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ANOTACE 
Cílem této bakalářské práce bylo vysvětlení základních principů a technologií na 
zajištění spolehlivého a efektivního směrování v sítích, ve kterých dojde k výpadku 
linky, a to vše při co nejmenším dopadu na kvalitu sluţby QoS. 
V práci byla největší pozornost věnovaná mechanismu zajišťující v sítích kvalitu 
sluţby a to technologii rozlišovaných sluţeb DiffServ a dvěma skupinám  dynamických 
směrovacích protokolů – vektoru vzdáleností a stavu linky. 
Na základě dosaţených znalostí byla navrţena simulace v programu OPNET 
Modeler, která simulovala směrování protokolů RIP a OSPF v sítích bez výskytu 
chyby a dále v sítích s výpadkem linky a následném obnovení linky. 
 Dále byla vytvořena síť s implementovanou technologií DiffServ, která na 
základě portů a pouţitého protokolu třídila provoz a datovým paketům přiřazovala 
značku s prioritou pro danou sluţbu. V této síti byla pozornost zaměřena na sluţbu 
VoIP a její parametry jitter, koncové zpoţdění, zároveň se sledovalo mnoţství 
zahozených dat v síti. Byl opět simulován výpadek linky a výsledky byly porovnány 
se síti bez implementovaného QoS a se sítí s QoS bez výpadku linky. 
KLÍČOVÁ SLOVA 
QoS, kvalita sluţeb, DiffServ, rozlišované sluţby, směrovací protokol , RIP, OSPF, 
OPNET Modeler, výpadek linky 
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ABSTRACT 
The purpose of the bachelor’s thesis was to explain the basic principles and 
technologies for ensuring reliable and effective routing within networks when a link 
failure. This is with minimal effect to the quality of service.  
The focus was on mechanisms ensuring the quality of services within the 
network, especially differentiated services and the both groups of dynamic routing 
protocols – distance vectors and link state protocols. 
On the basis of obtained knowledge, the simulation has been designed in OPNET 
Modeler. It simulated routing of routing protocols RIP and OSPF of networks without 
any failure. The next simulations containted the link failure and the link recovery. 
Then  the network with DiffServ was designed. It filtered data packets according 
to used ports and protocol and it added a label to packet with a priority for the certain 
service. The attention in the network was focused on the VoIP service and its 
parameters, such as jitter and end-to-end delay. It has also monitored the value of 
dropped traffic. It simulated the networks with the link failure and the link recovery. 
The results were compared to the network with no QoS and network with QoS but no 
failure. 
KEYWORDS 
QoS, quality of service, DiffServ, differentiated services, routing protocol, RIP, OSPF, 
OPNET Modeler, link failure  
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1 Úvod 
Moderní komunikační sítě jsou vyuţívané pro zajištění velkého mnoţství sluţeb. 
Kaţdá sluţba má v síti rozdílné poţadavky na parametry přenosu. Aby byla zajištěna 
poţadovaná kvalita pro sluţby, a tedy pro uţivatele tyto sluţby vyuţívající, byly do 
sítě implementovány mechanismy na kontrolu provozu. Tyto mechanismy se nazývají 
kvalita sluţeb neboli QoS (Quality of Service). 
V kaţdé komunikační síti také dochází k výskytu chyb a s tím spojené problémy 
v síti. V moji práci se zaměřím primárně na IP (Internet Protocol) sítě a mechanismy 
QoS, které v případě přetíţení sítě nebo dokonce výpadku části sítě zajišťují, aby se 
provoz v síti vrátil co nejrychleji do původního stavu pokud moţno bez ztrát dat nebo 
většího zpoţdění. Budou tedy popsané typy směrování v IP sítích, podrobněji budou 
rozebrány směrovací protokoly dynamického směrování a algoritmy v nich pouţívané. 
V dalších kapitolách budou popsány dva mechanismy QoS a to modely 
rozlišované sluţby neboli DiffServ  (Differentiated Service) a integrované sluţby 
neboli IntServ (Integrated Services). DiffServ bude vysvětlen podrobně, jelikoţ bude 
pouţit v simulacích v praktické části bakalářské práce. 
V praktické části je na návrhy sítí a následné simulace pouţíván simulátor 
OPNET Modeler. Budou vysvětleny funkce programu, které budou pouţity pro návrhy 
konkrétních sítí, bude vysvětlen postup při návrzích. Simulovány jsou takové situace 
v síti, kdy je síťový provoz směrován bez výskytu chyby v síti a poté situace, kdy se 
vyskytne chyba a jedna část fyzického spojení je přerušena a provoz musí být veden 
přes alternativní cestu k cílové stanici.  
Praktická část je rozdělena na dvě části, v první jsou simulovány směrovací 
protokoly OSPF a RIP a je zkoumáno směrování provozu a počet zahozených paketů. 
V druhé části je do sítě implementován mechanismus QoS, DiffServ, a je zkoumám 
vliv výpadku linky v této síti na kvalitu VoIP sluţby, a také rozdíl mezi sítí bez 
implementace QoS a s implementací QoS – DiffServ. Sledované parametry v druhé 
části simulací jsou kolísání zpoţdění (jitter), koncové zpoţdění a počet zahozených 
paketů. 
Výsledky simulací, tedy grafy provozu na směrovačích, velikost jitteru, 
koncového zpoţdění a mnoţství zahozených dat budou přehledně zobrazeny a 
analyzovány.  
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2 Kvalita služeb – QoS 
Kvalitu sluţeb (Quality of Service) bychom mohli definovat jako soubor 
protokolů zajišťujících komplexní opatření v síti tak, aby bylo koncovému uţivateli 
zaručeno doručení dat v poţadované kvalitě. Kvalita sluţeb přiřazuje kaţdému paketu 
v síti prioritu podle sluţby, pro kterou je daný paket určen. Jelikoţ komunikační síť 
přenáší data, hlas i video dohromady na jednom společném médiu, je vhodné, aby 
došlo k rozdělení přenosového pásma podle individuální potřeby jednotlivých sluţeb.  
Pokud se tedy síť bude nacházet v situaci, kdy je nedostatečná přenosová kapacita, má 
síť s QoS schopnost zajistit poţadované parametry vybraným přenosům rozpoznaným 
podle priority přiřazené k paketu. S pakety od sluţby přenosu hlasu či videa tedy bude 
zacházeno jinak neţ s pakety datového přenosu, např. velkých souborů. Přenos hlasu 
totiţ vyţaduje relativně konstantní šířku pásma a je citlivý na kolísání zpoţdění, 
toleruje však určitou ztrátovost paketů. Naproti tomu přenos velkého souboru má 
proměnné nároky na šířku pásma, vyţaduje nulovou ztrátovost paketů, toleruje však 
vyšší úroveň zpoţdění. Jak konkrétně bude s pakety zacházeno, je tedy dáno různými 
potřebami sluţeb na parametry přenosu, neboli na metriky kvality sluţeb.  
2.1 Metriky QoS 
Mezi metriky kvality sluţeb řadíme: 
 koncové zpoţdění, 
 kolísání zpoţdění, 
 ztráta paketů, 
 šířka pásma. 
2.1.1 Koncové zpoždění 
Koncovým zpoţděním rozumíme dobu mezi vysláním paketu od zdroje a jeho 
doručením určenému příjemci. Zpoţdění se skládá ze zpoţdění způsobeného 
kódováním a paketizací (přípravou paketů pro přenos médiem), přenosového zpoţdění 
(přesun paketu médiem) a z měřitelného aktuálního zpoţdění ve frontě na odbavení a 
zpoţdění při přepínání v síti, tedy nalezení další cesty v síti a odpovídajícího 
výstupního portu směrovače.[1] 
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2.1.2 Kolísání zpoždění 
Kolísání zpoţdění, nazývané také jitter, je dané tím, ţe zpoţdění jednotlivých 
paketů při průchodu sítí je různé a vzniká především ve frontách na odbavení na 
směrovačích mezi zdrojem a příjemcem. Takto pak vzniká rozdíl v  intervalech mezi 
přijímanými pakety.[4] 
2.1.3 Ztráta paketů 
Ztráta paketů je podíl poslaných paketů, které nebyly přijaty v cíli nebo byly 
přijaty s chybou. Ztrátu paketů často způsobí zahlcení výstupních spojů směrovačů 
nebo přepínačů, které pak nemohou odbavovat příchozí pakety s  dostatečnou rychlostí, 
vznikají tedy fronty, které mohou vyvolat přetečení vyrovnávací paměti. Další 
příchozí pakety tak musí být zahozeny.[1] 
2.1.4 Šířka pásma 
Šířka pásma je definována jako šířka intervalu frekvencí, které je přenosový 
kanál schopen přenést. S šířkou pásma souvisí přenosová rychlost, coţ je objem dat, 
který je pouţívaný přenosový kanál schopen přenést za určitý čas. Obecně platí, ţe 
čím větší je šířka pásma přenosového kanálu, tím větší je přenosová rychlost, kterou 
na něm lze dosáhnout.[2] 
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3 Internet Protocol (IP) 
Internet Protocol je v dnešní době nejpouţívanější komunikační protokol. Je to 
základní protokol pouţívaný pro síť Internet, e-mail a téměř kaţdou nově instalovanou 
síť. Primárně se pouţívá čtvrtá verze internetového protokolu, nazýváme jej IPv4. 
IPv4 je datově orientovaný protokol síťové vrstvy, poskytuje funkce zajišťující 
přepravu paketů od zdroje k cíli bez garance doručení nebo zachování pořadí. Jedná se 
o síťovou sluţbu bez spojení, coţ znamená, ţe se nenavazuje spojení pro přenos 
paketů. Sítí se pohybuje na základě síťových adres obsaţených v  záhlaví paketu. 
3.1 Formát paketu IPv4 
Paket IPv4 se skládá ze dvou základních částí:  
 hlavička paketu, 
 datová část. 
Celková délka paketu včetně záhlaví je vţdy násobkem 32 bitů. Maximální délka 
paketu je 65535 oktetů. 
zdrojová IP adresa
cílová IP adresa
volitelné možnosti
délka 
záhlaví
verze TYP SLUŽBY celková délka
identifikace návěstí
životnost číslo protokolu
4 bity 4 bity 8 bitů 16 bitů
číslo fragmentu
zabezpečení záhlaví
data
 
Obr. 3.1: Formát IPv4 paketu 
Pro nás je důleţitým ukazatelem v hlavičce IPv4 paketu pole Typ sluţby, který 
slouţí mechanismům  QoS. 
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3.2 Pole paketu IPv4 – Typ služby 
Pole typu sluţby (Type of Service, TOS) obsahuje 8bitovou hodnotu, která je 
pouţita pro specifikaci paketu z hlediska priority (precedence), zpoţdění (Delay), 
propustnosti (Throughput), spolehlivosti (Reliability), poslední dva byty jsou 
nevyuţity. Původní záměr TOS byl poslat příjemci specifikaci, jak má být s  paketem 
zacházeno při průchodu sítí.  
Bity TOS (viz Obr. 3.2) byly později předefinovány, z důvodu nevelkého vyuţití 
TOS, a v dnešní době je vyuţívá mechanismus kvality sluţeb Differentiated Services.  
0 1 2 3 4 5 6 7
precedence Delay Throughput Reliability
Bity:
 
Obr. 3.2: Pole Typ služby 
Jednotlivá pole tedy vyjadřují: 
 Precedence – 3bitové pole určuje prioritu pomocí osmi úrovní, které dokáţe 
vyjádřit, 0 je nízká priorita, 7 je vysoká priorita,  
 Delay – pomocí jednoho bitu určí, zda poţaduje nízké zpoţdění (1) nebo stačí 
normální zpoţdění (0), 
 Throughput – pomocí jednoho bitu určí, zda poţaduje vysokou propustnost (1) 
nebo stačí normální propustnost (0), 
 Reliability – pomocí jednoho bitu určí, zda poţaduje vysokou spolehlivost (1) 
nebo stačí normální spolehlivost (0). [7] 
3.3 Směrovaní v IP sítích 
 Směrování lze popsat jako proces, který provádí speciální síťové prvky 
(směrovače) při doručování paketů do cílové sítě. Kaţdé síťové rozhraní komunikující 
prostřednictvím protokolu IP má přiřazeno jednoznačný identifikátor, tzv. IP adresu. 
V kaţdé hlavičce IP paketu je uvedena IP adresa zdroje i cílová IP adresa (viz Obr. 
3.1). Tyto adresy jsou pro paket důleţité, jelikoţ se díky nim můţe paket pohybovat 
sítí mezi směrovači. Komunikaci mezi směrovači zprostředkovává směrovací protokol.  
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Základní ukazatelem, podle kterých se směrovací protokoly rozhodují, kam jaký 
paket nasměrují, je směrovací tabulka ve směrovačích. Směrovací tabulka obsahuje 
záznamy o moţných cestách sítí. 
Existují dva typy směrování: 
 Statické směrování – směrovací tabulka se musí zapsat manuálně, coţ 
znamená, ţe na potenciální změny v topologii sítě nebude nijak reagovat, 
musíme je tedy všechny opravit ručně, 
 Dynamické směrování – směrovací tabulky jsou schopny reagovat na změny 
topologie sítě i změny v aktuálním provozu (zatíţení sítě) zcela automaticky, 
vyuţitím směrovacího protokolu. 
3.3.1 Dynamické směrování 
Tato kapitola má pro nás velký význam, protoţe jiţ přímo souvisí se směrováním 
v síti při výskytu moţných chyb a velkých zatíţeních sítě. Dynamické směrování 
vybírá nejlepší cestu pro paket do cílové sítě. K tomuto vyuţívá aktuální záznamy ze 
směrovací tabulky. Směrovače si mezi sebou vyměňují informace a udrţují tak 
směrovací tabulky aktuální. Při jakékoliv změně v síti se o tom směrovací tabulka 
automaticky dozví. Informace mezi směrovačem zahrnují pouze sítě, které má daný 
směrovač v dosahu. Výměna těchto informací se řídí směrovacím protokolem.   
Směrovací protokol se snaţí pro přenos vybrat nejoptimálnější cestu k  cíli. Pro 
stanovení toho, jaká cesta je optimálnější neţ druhá pouţívá jedno nebo více 
kombinovaných kritérií, podle nichţ danou cestu hodnotí z  hlediska kvality a vybere 
tu, která dané kritéria nejlépe splní. 
Jedno z kritérií je metrika, mezi kterou patří: 
 délka cesty, počet skoků, 
 šířka pásma, 
 zpoţdění, 
 spolehlivost, 
 zátěţ, 
 maximální délka přenosové jednotky. 
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Směrovač dále vybírá cestu podle prefixu IP adresy. Kroky v  rozhodování mezi 
více cestami a výběr té nejlepší jsou následující: 
1. porovnat zdroje, které přinesly informace o cestě a vybrat nejspolehlivější;  
2. porovnat metriky a vybrat nejmenší; 
3. zkontrolovat prefix a vybrat nejdelší.[4] 
Základem dynamického směrování je pouţitý algoritmus. Pouţívají se dva 
základní typy směrovacích algoritmů: 
 algoritmy pracující s vektorem vzdálenosti (distance vector), 
 algoritmy stavu linky (link state).[4] 
3.4 Směrovací protokoly 
V předcházející kapitole byla vysvětlena funkce dynamického směrování,  a jaké 
dva základní směrovací algoritmy se pouţívají. Teď budou popsány nejběţnější 
směrovací protokoly, které jsou zaloţeny na těchto dvou algoritmech. 
3.4.1 Routing Information Protocol (RIP) 
Tento protokol je jeden z nejstarších směrovacích protokolů a stále má uplatnění 
v menších sítích, především pro svoji jednoduchost. Pouţívá algoritmus pracující 
s vektorem vzdálenosti (distance vektor), nazývaný také Bellman-Fordův algoritmus. 
Protokol RIP hledá nejkratší cestu v síti, jedinou metrikou je počet skoků k cílové síti. 
Počet skoků mezi směrovači je však omezen na hodnotu 15, vyšší metrika neţ 15 
označuje neplatnou cestu. Toto omezení proto vylučuje protokol RIP pro pouţití 
v rozlehlých sítích.[3] 
Jelikoţ protokol RIP bere v úvahu pouze jedinou metriku, jeho směrování je 
velmi neefektivní při výskytu chyby v topologii sítě. Nebere v úvahu reálné parametry 
sítě jako zatíţení, zpoţdění, dostatečnou přenosovou kapacitu média nebo 
spolehlivost. Při výpadku části sítě tedy nebude protokol zkoumat jednotlivé nabízející 
se cesty, ale pošle data vţdy nejkratší cestou, čímţ můţe lehce dojít k zácpě v síti a 
k velkým zpoţděním a nespolehlivosti.  
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Obr. 3.3: Směrovací protokol RIP 
Pro sítě, které jsou připojeny přímo ke směrovači, je nutné směrovací tabulku 
nastavit ručně. Další budování a aktualizace tabulky je automatické. RIP si vyměňuje 
informace pouze se svými sousedními směrovači. Aktualizace směrovací tabulky mezi 
sousedními směrovači probíhá kaţdých 30 s (viz Obr. 3.3). Pokud aktualizovaná 
informace nedorazí do směrovače po dobu 180 s, povaţuje se cesta za neplatnou. 
Cesta však zatím zůstává ve směrovací tabulce, avšak po vypršení časovače 
nastaveného na 240 s od poslední aktualizace dochází k vyřazení cesty ze směrovací 
tabulky. 
Existují dvě verze protokolu RIP: 
 RIP verze 1 – v aktualizačních informacích nevysílá masku sítě, nepodporuje 
beztřídní adresování, vysílání je na všesměrovou adresu, nepodporuje 
autentizaci,        
 RIP verze 2 – v aktualizacích jsou zahrnuty masky sítí, podpora beztřídního 
adresování, podporuje autentizaci zdroje aktualizačních informací,  vysílání 
probíhá na skupinovou adresu. 
3.4.2 Enhanced Interior Gateway Routing Protocol (E-IGRP) 
Tento protokol pracuje na novém algoritmu, je to hybridní algoritmus, který 
kombinuje výhody obou základních algoritmů pro směrování, tedy algoritmů 
vyuţívající vektoru vzdáleností a stavu spojů. Protokol vyuţívá pro aktualizace difuzní 
algoritmus, coţ se projevuje ve velmi rychlé konvergenci v  síti. Konvergence je doba, 
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po kterou se směrovače vzájemně informují o změně v sítí, aktualizují směrovací 
tabulky a všichni se ustálí ve svém rozhodnutí.[4] Velmi rychlá konvergence i v 
rozsáhlých sítích je tedy hlavní výhoda tohoto protokolu. Difuzní algoritmus 
umoţňuje směrovačům, aby při změně topologie mohli aktualizaci provést ihned. Jako 
metrika se pouţívá vice kritérií, které se navzájem kombinují, tím se dosahuje 
efektivnějšího směrování a rozloţení zátěţe v případě chyby.  
Metriky, které E-IGRP pouţívá pro nalezení vhodné cesty: 
 zpoţdění, 
 propustnost, 
 počet směrovačů, 
 MTU (Maximum Transmission Unit), 
 zatíţení, 
 spolehlivost. 
Poslední dvě kritéria jsou pouze volitelná z důvodu nutnosti tyto metriky měřit 
přímo za provozu, coţ můţe často přidat na sloţitosti výpočtu cesty. Ostatní metriky 
jsou nedílnou součástí vzorce, který počítá výslednou sloţenou metriku. Jednotlivým 
metrikám přikládá různou váhu a vyhodnocená nejlepší cesta je pak ta s nejniţší 
sloţenou metrikou. 
E-IGRP rozlišuje pakety na dva typy podle toho, jestli vyţadují potvrzení nebo 
nevyţadují potvrzení. Také si vytváří a aktualizuje tři tabulky o svých sousedech, 
topologii a směrovaní.[4] 
3.4.3 Open Shortest Path First (OSPF) 
OSPF pracuje na algoritmu vyuţívající stavy spojů (Shortest Path First, SPF), 
coţ umoţňuje rychlou konvergenci při změně topologie, např. přerušení fyzického 
média a výpadek části sítě. OSPF sleduje stav linky a při kaţdé změně v  topologii se 
informace pro směrování posílají okamţitě. Pokud se ţádná chyba nevyskytuje, 
posílají se informace kaţdých 30 minut. Směrovač vysílá přes svoje rozhraní tzv. 
Hello pakety. Pokud se dva navzájem propojené směrovače pomocí těchto paketů 
dohodnou na určitých společných parametrech, stávají se sousedy. Sousední 
směrovače si mezi sebou vyměňují pakety s informací, která se označuje LSA (Link 
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State Advertisement). LSA popisuje stav rozhraní směrovače nebo seznam směrovačů 
připojených k dané síti. Směrovače si LSA ukládají do své topologické databáze a dál 
je posílají sousedním směrovačům všemi směry. Protokol OSPF tedy pomocí LSA 
vytváří a udrţuje databáze topologických informací o dané síti. Pokud nastane změna 
topologie v určité části sítě, směrovač, na kterém ke změně došlo, vyšle zprávu LSA svým 
sousedům a ti ji rozšíří dále postupně do celé sítě.[4] 
Protokol OSPF pro svou činnost vyuţívá pět typů paketů: 
 pakety HELLO – zjišťování nových sousedních směrovačů a vzájemné 
vyměňování informací,  
 pakety Database Description – vyuţívány pro budování databáze o topologii 
sítě, 
 pakety Link State Request – pokud sousední směrovače po porovnání svých  
databází o topologie zjistí, ţe jim chybí nějaká informace nebo jsou informace 
zastaralé, vyţádají si příslušné informace zasláním paketu Link State Request,  
 pakety Link State Update – tímto paketem směrovač posílá příslušné 
informace, které ţádá sousední směrovač, 
 pakety Link State Acknowledge – potvrzení přijetí vyţádaných informací.[9] 
Všech pět typů těchto paketů slouţících pro činnost OSPF má v sobě obsaţeno 
stejné záhlaví OSPF (viz Obr. 3.4). 
Authentication
Authentication
Packet Length
8 bitů8 bitů 8 bitů 8 bitů
Version Type
Source Router IP Address
Area ID
Checksum Authentication Type
 
Obr. 3.4: Formát záhlaví OSPF paketu 
Význam jednotlivých poloţek v záhlaví: 
 Version (1 byte) – verze OSPF protokolu, 
Obnovení provozu v datové síti po vzniklé chybě 
 
19 
 
  Type (1 byte) – značí typ OSPF paketu (HELLO, LSR, LSU, …), 
 Packet Length (2 byty) – značí délku celého paketu, včetně záhlaví,  
 Source Router IP Address (4 byty) – IP adresa vysílacího směrovače, 
 Area ID (4 byty) – identifikátor oblasti, odkud paket pochází, 
 Checksum (2 byty) – zabezpečení paketu, 
 Authentication Type (2 byty) – typ a způsob ověření přístupu, 
 Authentication (8 bytů) – obsahuje ověřovací klíč a další data pouţívaná při 
ověřování přístupu.[9]  
Protokol OSPF můţe být pouţit v malých i rozsáhlých sítích. Pro zjednodušení 
správy sítě lze směrovače určité části sítě sdruţovat do oblastí. Oblasti jsou tedy skupiny 
spojitých sítí.     
OBLAST 1 OBLAST 0 OBLAST 2
ABR ABR
Vnitřní páteřní 
směrovač
Vnitřní 
směrovač
Vnitřní 
směrovač
AUTONOMNÍ SYSTÉM
 
Obr. 3.5: Hierarchie v OSPF 
V OSPF je pouţita hierarchická architektura (viz Obr. 3.5), jejíţ základ tvoří 
oblast 0, nazývaná páteřní síť. Na okraji sítě jsou hraniční směrovače ABR (Area 
Border Router), které k páteřní síti připojují další oblasti, které jsou označeny 
jednoznačnými číselnými identifikátory, tedy např. oblast 1. Všechny oblasti pod 
jednotnou správou se nazývají autonomní systém.  
Topologie jednotlivých oblastí zůstává skryta pro ostatní oblasti a kaţdá oblast 
tedy reaguje pouze na změny ve svojí vlastní topologii a nestará se o topologie 
ostatních oblastí. Tím se sniţuje objem provozu nutného k práci OSPF, urychlí se proces  
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konvergence a případné chyby se řeší právě v dané oblasti.  
Výpočet nejvýhodnější cesty do všech dostupných sítí se děje pomocí algoritmu 
SPF nebo téţ Dijkstrův algoritmus. Jediný parametr výpočtu je bezrozměrná metrika 
označovaná jako cena. Cena je číslo, které odpovídá např. propustnosti spoje nebo 
nákladu na spoje, a je přiřazeno na kaţdé rozhraní směrovače většinou automaticky 
nebo také ručně např. podle potřeb správce sítě. Hodnota ceny je v rozsahu 1 aţ 65535.  
Jako výslednou nejlepší cestu ze směrovače do cílové stanice algoritmus SPF 
vyhodnotí tu s nejniţší celkovou cenou, která je dána součtem všech cen odchozích 
rozhraní, přes které bude procházet síťový provoz . 
Kaţdá oblast pouţívá individuální algoritmus SPF (Shortest Path First) a po 
výměně informací přes LSA jsou tedy topologické databáze všech směrovačů v  jedné 
oblasti identické.  
3.4.4 Integrovaný protokol IS-IS 
Protokol IS-IS (Intermediate System to Intermediate System) byl převzat 
z protokolové architektury OSI (Open Systems Interconnection) a přizpůsoben pro IP. 
V OSI slouţí pro směrování datových jednotek síťového protokolu bez spojení CLNP 
(Connection-Less Network Protocol).[4] Tento protokol vyuţívají zejména velcí 
poskytovatelé sluţeb internetu (ISP). 
IS-IS je velmi podobný protokolu OSPF, vyuţívá algoritmus stavu spojů (SPF). 
Metrikou je stejně jako u OSPF cena. U IS-IS je moţné směrovat podle určitých 
volitelných parametrů kvality sluţby, tedy propustnost, zpoţdění, ceny a zbytkové 
chybovosti. S určením daných poţadovaných parametrů pak můţe existovat více 
nejlepších cest do cílové stanice.[4] 
Pouţívá také hierarchickou topologii, je rozdělena do dvou úrovní:  
 uvnitř oblasti – směrovače první úrovně (L1) znají všechny směrovače ve své 
oblasti a také minimálně jeden směrovač druhé úrovně, aby dokázal posílat 
zprávy také mimo oblast, 
 mezi oblastmi – směrovače druhé úrovně (L2) musí znát topologii všech 
oblastí, jeţ sou na ně napojeny, musí znát také všechny ostatní směrovače 
druhé úrovně ve stejné doméně. 
Obnovení provozu v datové síti po vzniklé chybě 
 
21 
 
V rozsáhlejších sítích s více oblastmi slouţí směrovače druhé úrovně ke 
směrování paketů mimo dané oblasti pomocí cílové adresy koncového systému, který 
paket obsahuje. Kdyţ se paket dostane do cílové oblasti, vyhodnotí se nejlepší cesta 
pomocí algoritmu SPF a dále je paket směrován uvnitř oblasti směrovači první úrovně. 
IS-IS vyţaduje souvislý řetězec směrovačů druhé úrovně, aby mohly pakety přecházet 
mezi oblastmi, jelikoţ u IS-IS není ţádná páteřní síť (oblast 0) tak jako u OSPF.  
4 Differentiated Services (DiffServ) 
Rozlišovací sluţby (DiffServ) jsou v současné době nejrozšířenějším 
mechanismem pro zajištění poţadované kvality pro sluţby v síti. Je určen pro sítě 
zaloţené na protokolu IP. 
DiffServ dělí síťový provoz do několika tříd, jednotlivým třídám pak zajišťuje 
odlišné zacházení s paketem v síti. Kaţdý paket vstupující do sítě je směrovačem na 
hranici sítě označen značkou, která přiřazuje paketu identifikátor třídy přenosu, do 
které byl paket zařazen. Během další cesty paketu sítí pak ostatní směrovače na cestě 
přečtou pouze značku paketu a podle značky se řídí při zpracování paketu.  
4.1 Značkování paketů 
Značkování paketu je realizováno nastavením hodnoty v  hlavičce IP paketu, 
konkrétně v poli DS, které nahradilo v hlavičce IP paketu pole Typ sluţby, které jiţ 
bylo popsáno v předchozí kapitole. Význam původního pole Typu sluţby byl u 
technologie DiffServ změněn tím, ţe udává paketu pouze identifikátor třídy a provoz 
sítě je pak řízen podle těchto tříd. Označení třídy se nastavuje v prvních šesti bitech, 
které se označují jako Differentiated Service Code Point (DSCP).  Poslední dva byty 
zůstávají nevyuţity, označují se Currently Unused (CU). Pole DS je zobrazeno na Obr. 
4.1. Podle hodnoty v DSCP se poté paketu zajišťuje poţadovaný způsob zacházení 
mezi směrovači, označovaný jako Per-Hop Behaviour (PHB). V DSCP je levý 0. bit 
nejvýznamnější a pravý 5. bit je nejméně významný.  Pomocí těchto šesti bitů lze 
vyjádřit celkem 64 různých hodnot. Tyto hodnoty byly rozděleny do tří skupin podle 
účelu přiřazování a řízení:[5] 
 skupina 32 hodnot pouţívaných pro standardní účely, 
 skupina 16 hodnot pouţívaných pro experimentální účely a lokální 
vyuţití, 
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 skupina 16 zbylých hodnot, které jsou také pouţívané pro experimentální 
účely a lokální vyuţití, ale v případě vyčerpání hodnot z první skupiny je 
lze pouţít i pro standardní účely.[5] 
0 1 2 3 4 5 6 7
Differentiated Service Code Point (DSCP)
Bity:
 
Obr. 4.1: Pole DS 
4.2 Klasifikace paketů 
Klasifikace (třídění) datových jednotek je proces, kterým jsou jiţ označkované 
pakety řazeny do skupin podle předem stanovených pravidel.  Příkladem klasifikace je 
řazení paketů do front podle sítě, ze které přicházejí.[5] Proces klasifikace na 
hraničních směrovačích se provádí na základě informací v hlavičce IP paketu. 
Klasifikace se nejčastěji dělí na dva typy:  
 Behaviour Aggregate (BA) – jedná se o sloučené vyhodnocení, kdy proces 
klasifikace vybírá pakety podle jediného identifikátoru a tím je značka 
obsaţená v DSCP v záhlaví IP paketu. Tato klasifikace se pouţívá v  případech, 
kdy příchozí paket do sítě jiţ byl označen z předchozího směrovače, 
 Multi-Field Classification (MF) – jedná se o vícepoloţkovou klasifikaci, kdy 
proces klasifikace vybírá pakety podle jedné nebo více poloţek v  záhlaví IP 
paketu, jako jsou IP adresa zdroje, cílová IP adresa,  DS pole, čísla zdrojových 
či cílových portů, aj.[5] 
4.3 DiffServ doména 
Rozlehlé sítě bývají rozděleny na části se samostatnou správou rozlišovaných 
sluţeb, aby se docílilo lepšího zpracování paketů na cestě sítí. Tyto části sítě se 
nazývají DiffServ domény (Obr. 4.2). DiffServ doména je tvořena hraničními a 
páteřními směrovači. Tyto vzájemně propojené směrovače zajišťují zpracování paketů 
na základě DiffServ pravidel. Hraniční směrovače musí být schopny příchozí datové 
jednotky klasifikovat, kontrolovat dodrţení dohodnutých parametrů přenosu a 
odpovídajícím způsobem pakety značkovat, v krajních případech  také pakety 
zahazovat. Tyto funkce jsou implementovány na vstupních portech hraničních 
směrovačů a dále do sítě jiţ posílají pouze řádně označkované pakety.  
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Páteřní směrovače
 
Obr. 4.2: DiffServ doména 
Značkování paketů probíhá také při přechodu mezi různými DiffServ doménami 
v síti a v těchto případech je běţné, ţe jiţ paket má přidělenou značku z předchozí 
DiffServ domény. V tomto případě směrovač přezkoumá, jaká byla v předchozí 
doméně implementovaná pravidla a podle odlišnosti pravidel se rozhodne, jak se 
značkou naloţí. 
Mohou nastat tři situace: 
 směrovač značku zachová, 
 směrovač značku změní na jinou značku se stejným významem , 
 směrovač značku změní na jinou značku s jiným významem.[5] 
4.4 Způsob zacházení s pakety 
Způsob zacházení s pakety ve směrovačích lze u technologie DiffServ rozdělit na 
tři úrovně abstrakce. 
 Nejvyšší úroveň – na této úrovni je zpracování paketů určeno sluţbou, 
která je definována souborem parametrů popisujících vazbu mezi 
účastníkem a sítí, tento soubor parametrů je označován jako Service 
Level Agreement (SLA),[6] 
 Střední úroveň – na této úrovni je určeno, jak se s paketem zachází 
v rámci skoku mezi směrovači (Per-Hop Behaviour, PHB). Tento způsob 
zacházení s pakety je zaloţen na tom, ţe jednotlivé směrovače 
zpracovávají pakety nezávisle na ostatních směrovačích a jejich cílem je 
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pouze to, aby jejich vlastní zpracování odpovídalo poţadavkům 
umístěných ve značkách těchto paketů. Příslušný způsob zacházení PHB 
je definován hodnotou DSCP.[6]  
 Nejnižší úroveň – na této úrovni jsou definovány tři způsoby zacházení s 
pakety PHB: 
1. urychlené předávání (Expedited Forwarding, EF), 
2. zajištěné předávání (Assured Forwarding, AF), 
3. základní sluţba (Best Effort, BE). 
4.4.1 Urychlené předávání 
Tento způsob zacházení je určen pro sluţby s přísnými poţadavky na zpoţdění a 
kolísání zpoţdění s nízkou hodnotou ztrátovosti paketu. Je nejčastěji pouţit pro sluţby 
pracující v reálném čase, tedy např. VoIP či videokonference. Zajištění takových 
poţadavků na provoz je velice náročné, sloţité a také velmi neefektivní. Je nutné 
vyhradit pro takovou sluţbu při způsobu zacházení EF část šířky pásma výstupního 
portu směrovače a také je nutné zajistit prioritní odbavování těchto paketu ve frontách, 
jelikoţ paket s EF má větší prioritu neţ ostatní pakety, aby bylo co nejniţší zpoţdění. 
Pakety s poţadavkem na EF jsou velmi přísně hlídány při vstupu na směrovač a lze ho 
poskytnout pouze omezenému počtu toků.[5] 
4.4.2 Zajištěné předávání 
Tento způsob zacházení je určen pro sluţby, které vyţadují velkou spolehlivost 
přenosu, která se projevuje nízkou mírou ztrátovostí, ale naopak vyšší hodnotou 
zpoţdění a větším kolísáním zpoţdění. AF se pouţívá především pro transportní 
protokol TCP. Pakety s AF mohou vyuţívat čtyři třídy, mezi kterými jsou definovány 
vzájemné priority, vztahy mezi třídami jsou nastavovány správcem sítě. V  případě 
zahlcení sítě se pak zahazuje předem určený typ paketu podle jeho třídy priority. 
Jednotlivé třídy se dále dělí do tří prioritně rozdílných podtříd. Kaţdá třída má 
přiděleny prostředky pro přenos paketů na zajištění správně funkčnosti aplikace (šířku 
pásma a velikost vyrovnávací paměti).[5] 
4.4.3 Základní služba 
Best-Effort (BE) představuje výchozí způsob zpracování paketu, je vhodný pro 
datové přenosy nenáročné na zajištění kvality sluţeb. Pakety jsou zpracovávány síťovým 
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prvkem, který se je snaţí doručit nejlepším moţným způsobem, negarantuje však ţádné 
parametry pro zpracování. K doručení vyuţívá síťové zdroje, které nejsou v daný okamţik 
přiděleny jiným třídám přenosu.[5]  
4.5 Úpravy provozu 
Prvek upravující provoz musí být součástí technologie DiffServ. Při provozu 
v síti se často stává, ţe objem dat přicházející na směrovač přesahuje kapacitu linky 
danou pro výstupní port, kterým mají být data dále poslána. V  tomto případě jsou 
příchozí pakety umisťovány do fronty na daném směrovači. Pokud ale nastane situace, 
kdy dojde k vyčerpání kapacity front, je nutné, aby byl objem přicházejících datových 
jednotek upravován podle dohodnuté SLA. Úprava provozu, resp. objemu 
přicházejících datových jednotek, se děje na hraničních směrovačích, které mají tento 
prvek implementován. Model pro úpravu provozu je zobrazen na Obr. 4.3.  
 
 
Obr. 4.3: Model pro úpravu provozu 
Zpracování paketů následujících po klasifikaci, se řídí podle souboru parametrů 
popisujících toto zpracování, nazývající se Traffic Conditioning Agreement (TCA).[6] 
Měřič měří dočasné vlastnosti datového provozu a kontroluje, jestli je dodrţeno 
dohodnuté TCA. Informace o stavu datového provozu posílá dále do značkovače a 
tvarovače. Na základě výsledku měření se stanoví další způsob zpracování paketu 
datového toku. Pokud datový tok dodrţuje dohodnuté TCA, je poslán na výstupní port 
směrovače a dále do sítě. Pokud ale datový tok nesplňuje dohodnuté parametry TCA, 
musí být upraven. Mezi tyto úpravy provozu patří přeznačkování paketů, tvarování a 
zahazování.  
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4.5.2 Tvarovač 
Tento princip úpravy provozu spočívá v pozdrţování přicházejících paketů a tím 
docílení změny průběhu okamţitého objemu odesílaných dat vzhledem k přijímaným 
datům. Token Bucket je nádoba obsahující v kaţdém okamţiku určitý počet tokenů , 
kde kaţdý z nich je povolením k odeslání nebo jinému zpracování určitého objemu 
dat, většinou 1 token = 1 bajt.[5] Při příchodu kaţdého paketu se ověřuje, jestli je 
v nádobě dostatek tokenů odpovídajících minimálně velikosti paketu. V  případě, ţe 
v nádobě je dostatek tokenů, je paket odeslán do fronty k  odeslání na výstupní port a 
zároveň je z nádoby odebrán počet tokenů odpovídající velikosti paketu. V případě, ţe 
v nádobě není dostatek tokenů, je paket zahozen, přeznačkován nebo pozdrţen ve 
vyrovnávací paměti, dokud v nádobě nebude dostatek tokenů. Tokeny jsou do nádoby 
doplňovány stálou rychlostí, dokud není nádoba plná.[5] Mechanismus Token Bucket 
je zobrazen na Obr. 4.4.   
 
 
Obr. 4.4: Princip mechanismu Token Bucket [5] 
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4.5.3 Zahazovač 
Při provozu v síti můţe nastat situace, kdy dojde k vyčerpání kapacity fronty 
nebo překročení určitého objemu přicházejících dat. V tomto případě je jedna 
z moţností úpravy provozu zahazování paketů, kdy směrovač jednoduše přicházející 
pakety ignoruje, aby mohl zaručit pro datový tok dohodnuté podmínky. Tento proces 
se také nazývá policing. 
4.5.4 Barvení paketů 
Mechanismus barvení paketů spočívá v tom, ţe poté, co je datový tok 
identifikován, proběhne měření, zda datový tok splňuje předem určené parametry. 
Podle výsledku tohoto měření je paket označen značkou. V  dnešní době jsou 
specifikovány dva typy mechanismu barvení: 
 jedna rychlost – tři barvy, Single Rate Three Color Marker (srTCM) , 
 dvě rychlosti – tři barvy, Two Rate Three Color Marker (trTCM).[5] 
4.6 Řízení front 
Aby bylo zajištěné odlišné zpracování různých druhů dat ve směrovači, jsou 
pakety řazeny do oddělených front ve směrovači podle dané priority a diferencovaným 
způsobem jsou odesílány z těchto front. Kromě odesílání paketů diferencovaným 
způsobem podle priority, je také nutné, při řízení odesílání paketů, mít dohled nad 
dostupnými síťovými prostředky, především nad šířkou pásma odchozího portu. 
V ideálním případě by nemělo docházet k překročení kapacity odchozí linky, coţ však 
v praxi u této technologie nelze zaručit. Při velké zátěţi tedy můţe nastat situace, kdy 
dojde k překročení kapacity odchozí linky a v takových případech jsou potom pakety 
s niţší prioritou pozdrţovány ve frontách na odbavení. Úkolem řízení odesílání paketů 
je tedy rozhodnout o tom, které pakety mohou být odeslány, a které naopak musí být 
ještě pozdrţené ve frontě. Mezi základní poţadavky na metody řízení odesílání patří 
spravedlivé rozdělení dostupné šířky pásma mezi datové toky v souladu s prioritním 
systémem implementovaným do správy front a vyrovnaně mezi datové toky se stejnou 
prioritou.[5] 
Pakety při příchodu na vstupní porty směrovače jsou předávány na spojovací 
pole. Podle informací obsaţených ve směrovacích tabulkách jsou pakety přeneseny na 
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poţadovaný výstupní port. Zjednodušený princip fungování na směrovači lze vidět na 
Obr. 4.5.[5] 
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Obr. 4.5: Model řízení odesílání paketů [5] 
V současnosti se vyuţívá šest základních metod řízení odesílání paketů:  
 fronta typu FIFO (First-In-First-Out),  
 prioritní systém front (Priority Queuing – PQ), 
 systém front se spravedlivou obsluhou (Fair-queuing – FQ), 
 systém front s váţenou cyklickou obsluhou (Weighted Round Robin – WRR), 
 systém front s váţenou spravedlivou obsluhou (Weighted Fair Queuing – 
WFQ), 
 systém front zaloţený na třídách s váţenou spravedlivou obsluhou (Class-
Based Weighted Fair Queuing – CB WFQ).[5] 
U technologie DiffServ se jako metoda řízení odesílání paketů  nejčastěji vyuţívá 
systém front zaloţený na třídách s váţenou spravedlivou obsluhou CB WFQ. Tuto 
metodu jsem tedy vybral do simulace DiffServ v programu OPNET Modeler a bude 
také popsána podrobněji v další kapitole. 
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4.6.1 Systém front CB WFQ 
Příchozí provoz u této metody je řazen do m tříd a šířka pásma odchozího portu 
je rozdělena mezi třídy. Rozdělení probíhá na základě váhy přiřazené těmto třídám. 
Součet všech váhových hodnot odpovídá celkové šířce pásma, tj. 100 %. 
Pro obsluhu datových toků uvnitř tříd se vyuţívá systém WFQ. Počet celkových 
front WFQ se získá součtem všech front obsluhovaných v jednotlivých třídách . 
Samotné řízení odesílání je nastaveno tak, aby byla zohledněna délka odchozího  
paketu v závislosti na šířce pásma přiděleného jednotlivé třídě, ve které se daný paket 
nachází. Pakety na frontách mají rozdílnou délku a posílají se bit po bitu 
v jednotlivých cyklech. Proto paket, který po výpočtu vykazuje nejmenší počet cyklů 
nutných k odeslání, je odeslán jako první a tak se postupuje dále s  ostatními pakety.[5] 
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5 Integrated services (IntServ) 
Jedná se o další z mechanismů poskytování kvality sluţeb. Oproti DiffServ, 
který je v současné době nejpouţívanější mechanismus, je IntServ dnes málo 
pouţívané řešení pro QoS z důvodů jeho náročnosti na síťové prvky. Vyuţívaná 
sluţba předem síti oznámí poţadované parametry pro přenos dat. Síť pak rozhodne 
podle dostupných síťových prostředků, zdali je moţné daným poţadavkům vyhovět. 
Tato funkce se nazývá řízení přístupu (Admission Control). Pokud síť nemá dostatek 
prostředků na to, aby poţadavkům vyhověl, ţádost sluţby zamítne. Sluţba se  pak 
můţe rozhodnout, jestli poţádá o méně náročné poţadavky.[6] 
V případě, kdy je poţadavku vyhověno, musí síť oznámit všem síťovým prvkům, 
přes které bude přenos probíhat, aby rezervovaly odpovídající objem síťových zdrojů, 
tedy např. šířku pásma mezi dvěma směrovači. Poţadavky na rezervaci přenosového 
pásma stanice signalizují síťovým prvkům pomocí rezervačních protokolů. 
Nejrozšířenějším rezervačním protokolem je Resource Reservation Protocol (RSVP). 
Vyčleněné prostředky se po ukončení přenosu znovu uvolní pro další spojení.  
5.1 Resource Reservation Protocol (RSVP) 
K zajištění obsluhy podle druhu aplikace má RSVP k dispozici následující třídy 
sluţeb (Class of Service, COS): 
 zaručená QoS (Guaranteed QoS) – určena pro Real Time Intolerant (RTI) 
aplikace, které vyţadují minimální zpoţdění a kolísání zpoţdění , garantuje 
dané aplikaci šířku pásma a horní hranici zpoţdění,  
 služby s řízením zátěže (Contolled Load Service) – určena pro Real Time 
Tolerant (RTT) aplikace, které jsou schopny se vyrovnat se zvýšeným 
zpoţděním a s občasnou ztrátou paketu, je garantováno průměrné zpoţdění a 
doručení vysokého procenta vyslaných dat, 
  základní služba best effort (BE) – tzv. elastické aplikace, bez poţadavku na 
doručování, které nevyţadují ţádná omezení zpoţdění.[6] 
Jestliţe hostitelský systém bude chtít posílat data s  poţadavkem na QoS, musí 
nejprve do cílové stanice vyslat speciální paket PATH. Tento paket nese informace o 
charakteristice přenosu a prochází přes všechny směrovače aţ k  cílové stanici. Kaţdý 
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směrovač zprávu PATH tedy pošle do sousedního směrovače. Paket PATH vytváří 
stav cesty. Poté, co cílová stanice obdrţí zprávu PATH, vyšle opačným směrem, tedy 
zpátky k hostitelskému systému, speciální paket RESV, který nese typ poţadované 
rezervace. Model přenose paketů PATH a RESV je zobrazen na Obr. 5.1.  
PATH PATH PATH PATH
RESVRESVRESVRESV
HOSTITELSKÝ 
SYSTÉM
CÍLOVÁ 
STANICE
 
Obr. 5.1: Model přenosu paketů PATH a RESV 
V situaci, kdy uţ všechny uzly na cestě mají vytvořený stav cesty, tedy ţe přijaly 
paket PATH. Jsou si vědomi parametrů toku dat a kaţdý uzel zná poţadavky QoS. 
Mohou se tedy rozhodnout, zda poţadavku vyhoví či ho odmítne. Pokud se uzel 
rozhodne, ţe nemá prostředky na to, aby poţadavku vyhověl, pošle zprávu PATH 
Error zpět k cílové stanici, která poţadavek iniciovala. 
V případě, ţe se ve vysílání ţádné chybové zprávy neobjeví a všechny uzly 
potvrdí rezervaci zprávou RESV, vyšle hostitelský systém zprávu RESV Confirmation 
do všech uzlů, které to vyţadují. Ihned poté začne hostitelský systém s  přenosem dat. 
Jednotlivé síťové prvky na cestě pak přenáší datový tok s vyuţitím rezervovaných 
zdrojů. Po skončení přenosu pošle hostitelský systém zprávu PATH TEAR cílové 
stanici, která odpoví zprávou RESV TEAR a rezervace se zruší. Zprávy typu TEAR 
mohou být vysílány i jednotlivými směrovači z důvodu vypršení časovače nebo při 
přerušení přenosu.[6] 
5.2 Rezervační typy protokolu RSVP 
Existují čtyři typy rezervací posílaných cílovou stanicí:  
 Distinct Reservation – nazývaný téţ Fixed Filter Style, spočívá v tom, ţe si 
přijímač přeje rezervovat určitou část pásma pro kaţdý vysílač, v  systémech se 
skupinovým vysíláním s více vysílači je kaţdý vysílač chráněn před ostatními, 
 Shared Reservation – přijímač poţaduje vyhrazení části pásma pro všechny 
zdroje s danou skupinovou adresou, 
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 Wildcard Filter Type – přijímač poţaduje rezervaci přenosové kapacity pro 
všechny zdroje ve skupinovém doručovacím stromu, 
 Shared Explicit Reservation – přijímač poţaduje rezervaci přenosové 
kapacity pro všechny zdroje ve skupinovém doručovacím stromu, stanoví však 
pevný počet vysílačů.[6] 
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6 Vytvoření modelů a scénářů sítí 
 Program OPNET Modeler je simulační prostředí, které bylo vyvinuto firmou 
OPNET Technologies Inc., a slouţí pro návrh, simulaci a analýzu různých síťových 
technologií a mechanismů. Velice efektivně a podrobně dokáţe modelovat chování 
rozsáhlých heterogenních sítí včetně komunikačních protokolů pracujících na různých 
úrovních modelu sítě.[8] 
V programu OPNET bude vytvořen model sítě znázorňující mapu Evropy a 
vybraná hlavní města. Hlavní města jsou v modelu sítě představeny jako směrovače, 
které budou mezi sebou různě propojeny pro lepší znázornění práce směrovacích 
protokolů.  
V první části bude simulována činnost protokolů RIP a OSPF. Cílem těchto 
simulací bude ukázat nalezení a určení alternativní trasy při výpadku určité trasy, přes 
kterou prochází datový tok. Budou znázorněny grafy provozu a změn provozu na 
jednotlivých směrovačích za dobu simulace a dále počet zahozených paketů v síti při 
výpadku linky. Na hraničním směrovači Madrid bude vytvořena síť, která bude přes 
přepínač spojovat tři servery se sluţbami FTP, HTTP a databází. Na druhém hraničním 
směrovači Moskva budou vytvořeni tři klienti vyţadující kombinaci těchto tří sluţeb a 
jeden klient, který bude vyţadovat všechny tři sluţby. U obou směrovacích protokolů 
bude simulován výpadek jedné či více tras v konkrétním čase a bude vidět rozdílnost 
směrovacích protokolů při výběru alternativních tras při dané chybě. 
V další části bude vytvořen model sítě, který bude vyuţívat technologii DiffServ. 
Model sítě bude upraven oproti základnímu síťovému modelu a to z důvodu nutnosti 
docílení shodných parametrů při simulování technologie DiffServ v  různých situacích. 
Tato část bude sloţena ze tří scénářů, aby byl vidět rozdíl mezi sledovanými 
parametry. První scénář bude simulace vytvořeného nového modelu sítě bez 
implementace mechanismů kvality sluţeb. Druhý scénář bude totoţný s prvním, avšak 
bude implementován mechanismus DiffServ pro zajištění kvality sluţeb. Třetí scénář 
bude obsahovat alternativní trasu a bude v určitém čase simulován výpadek hlavní 
trasy, přes kterou prochází provoz. Pro třetí scénář je vyuţit směrovací protokol OSPF 
k nalezení alternativní trasy. Navíc budou na hraničních směrovačích do sítí vloţeny 
čtyři klienti vyuţívající sluţby VoIP. Bude se brát zřetel na parametry kolísání 
zpoţdění (jitter) a na koncové zpoţdění pro sluţbu VoIP u  těchto tří scénářů.  
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6.1 Charakteristika síťových topologií  
Základní model sítě je vytvořen pomocí editoru projektu. Síťové prvky jsou do 
projektu vloţeny pomocí ikony palety objektů. Vloţeny jsou tři servery (objekt 
ethernet_server), čtyři klientské stanice (objekt ethernet_wkstn), osm směrovačů 
(objekt ethernet4_slip8_gtwy) a dva přepínače (ethernet16_switch) na hraničních 
směrovačích. Na propojení aktivních prvků sítě je pouţita ethernetová 10Mbit/s full-
duplexní linka (10Base-T). Do projektu byly dále vloţeny objekty Application Config 
a Profile Config. Application Config slouţí pro výběr a nastavení jednotlivých sluţeb, 
které jsou v síti provozovány. Profile Config slouţí pro definici profilů aplikací a bude 
udávat, kdy se jaká aplikace bude spouštět a kolikrát se v sítí bude opakovat.[8] 
Schéma základního síťového modelu sítě je vidět na Obr. 6.1.  
 
Obr. 6.1: Schéma modelu sítě 
Po přidání všech objektů, serverů a stanic, je nutné vytvořit a nastavit jednotlivé 
aplikace, které budou v síti provozovány. Toho docílíme pomocí nastavení 
Application Config, konkrétně v menu Edit Attributes. Zde v poloţce Application 
Definitions vytvoříme sluţby FTP, HTTP a Database, jak lze vidět na Obr. 6.2. 
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Obr. 6.2: Nastavení aplikací v Application Config 
U sluţeb byla nastavena velká zátěţ pro lepší vyhodnocování výsledku simulací. 
Zbytek nastavení zůstal beze změny v původním stavu.  
V dalším kroku byly vytvořeny profily aplikací v Profile Config. Opět v menu 
Edit Attributes je nutné vytvořit profil ke kaţdé aplikaci, která bude v  síti 
provozována. Jsou vytvořeny tři profily pro aplikace FTP, HTTP a Database, které jiţ 
budou slouţit pro přiřazování aplikací jednotlivým serverům a klientům.  Tabulku 
profilů lze vidět na Obr. 6.3. 
 
Obr. 6.3: Nastavení profilů aplikací v Profile Config 
 
Po vytvoření aplikací a profilů aplikací jiţ zbývá pouze přiřadit serverům  profily 
a aplikace, které budou podporovat. Např. na FTP_server přiřadíme v atributu 
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Application: Supported Profiles vytvoření profil FTP_pr a podporovanou aplikaci, 
tedy FTP_app, v atributu Application: Supported Services. 
Na klientské stanici je nutné nastavit všechny profily aplikací, které bude daná 
stanice podporovat. Tedy např. klientská stanice Client_FTP_HTTP má podporovat 
profily FTP a HTTP. V atributu Application: Supported Profiles budou nastaveny dva 
profily a to FTP_pr a HTTP_pr. Dále je nutné nastavit klientské stanici konkrétní 
server, se kterým bude komunikovat, a také aplikaci, kterou server podporuje. 
V atributu Application: Destination Preferences je tedy nutné zvolit FTP Server a 
HTTP Server, resp. FTP_app a HTTP_app. Po nastavení všech serverů a klientských 
stanic je tedy základní nastavení síťového modelu dokončené, směrování v tomto 
základním modelu není zajištěno ţádným směrovacím protokolem , pakety jsou pouze 
sluţbou Best Effort co nejrychleji a nejefektivněji přenášena síti.  
6.2 První část simulací – směrovací protokoly OSPF a RIP 
6.2.1 Scénař 1 - směrovací protokol OSPF 
Základní síťový model rozšíříme tak, ţe bude směrování paketů probíhat pomocí 
směrovacího protokolu OSPF. Jiţ bylo řečeno, ţe jako nejlepší cestu bere protokol 
OSPF tu s nejniţší cenou. V tomto modelu budou ceny cest nastaveny ručně tak, aby 
šlo lépe vidět efektivní směrování podle lepších parametrů dané cesty. Implementace 
směrovacího protokolu OSPF probíhá tak, ţe si vybereme všechny linky, na kterých 
bude OSPF nakonfigurován. Po označení linek je nutné kliknout v  horní liště 
programu na Protocols -> IP -> Routing -> Configure Routing Protocols a zde 
nastavit směrovací protokol OSPF(viz Obr. 6.4). 
 
Obr. 6.4: Nastaveni směrovacího protokolu 
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Nyní je nutné přiřadit jednotlivým cestám ceny. Jelikoţ cena cesty je přiřazována 
na rozhraní směrovače, je proto potřeba zjistit rozhraní směrovače pro konkrétní linku. 
To lze zjistit najetím na danou linku mezi směrovači. Na rozhraní směrovače se lze 
dostat přes Edit Attributes -> IP Routing Protocols -> OSPF Parameters -> Interface 
Information a zde vybrat konkrétní rozhraní a přiřadit mu cenu v záloţce Cost. Aţ se 
tak učiní u všech rozhraní, které mají mít nastavenou cestu,  je jako poslední věc potřeba 
přidělit jednotlivým směrovačům IP adresy, aby směrování a výměna směrovacích tabulek 
pracovala správně. IP adresy přiřadí OPNET automaticky po kliknutí v  menu Protocols -> 
IP -> Addressing -> Auto-Assign IPv4 Addresses. Nyní je jiţ moţno vidět hotový síťový 
model včetně cen cest na Obr. 6.5. 
 
Obr. 6.5: Schéma modelu sítě se směrovacím protokolem OSPF 
V tomto případě, tedy pokud se v síti nevyskytne ţádná chyba, by měl směrovací 
protokol OSPF směrovat datový provoz přes směrovače Madrid -> Rim -> Praha -> 
Ateny -> Moskva, jelikoţ výsledná cena jednotlivých cen cest je nejniţší, konkrétně je 
cena 50 (10+5+10+5+10+10). 
6.2.2 Scénář 2 - směrovací protokol OSPF s chybou v síti 
Ze scénáře 1 byl vytvořen duplicitní scénář, který bude následně upraven. 
Duplikování bylo provedeno kliknutím v menu programu Scenarios -> Duplicate 
Scenario. 
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Model tohoto scénáře se liší v tom, ţe byl přidán objekt Failure Recovery, který 
slouţí k cílenému naplánování výpadku určité linky v konkrétním čase a také 
následnému obnovení linky. V tomto scénáři je nastaveno vypadnutí linky v čase 300 s 
(5 min) od začátku simulace, směrovací protokol by měl tedy okamţitě přesměrovat 
datový přenos na alternativní trasu s nejniţší cenou. V čase 420 s (7 min) je nastaveno 
obnovení linky do původního stavu, směrování by tedy mělo procházet znovu touto 
cestou. Nastavení výpadku a obnovení trasy je vidět na Obr. 6.6. 
 
Obr. 6.6: Nastavení výpadku a obnovení trasy 
Lze tedy předpokládat, ţe pokud dojde k výpadku linky mezi Madridem a 
Římem, směrovač Madrid přesměruje provoz přes směrovač Londýn na směrovač 
Praha a dále na směrovač Atény aţ do Moskvy, jelikoţ ta  cesta má nejniţší výslednou 
cenu. 
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6.2.3 Scénář 3 - směrovací protokol RIP 
Základní síťový model bude pro tento scénář mírně upraven, aby bylo lépe vidět  
směrování pomocí směrovacího protokolu RIP. Jelikoţ v základním síťovém modelu 
mělo více cest stejný počet skoků, bude příhodnější, kdyţ bude odebrán směrovač 
Rim. Zůstanou tak tři cesty s různým počtem směrovačů na cestě. Implementace 
směrovacího protokolu RIP probíhá stejně jako u protokolu OSPF, pouze v tabulce 
nastavení směrovacího protokolu (viz Obr. 6.4) zvolíme RIP. Je také nutné 
automaticky přidělit IP adresy, stejně jako ve Scénáři 1. Schéma upraveného síťového 
modelu lze vidět na Obr. 6.7. V síti, ve které se během přenosu nevyskytne chyba, by 
měl po celou dobu vést veškerý provoz přes směrovač Atény, jelikoţ je to cesta 
s pouze jedním skokem, tedy nejméně ze všech moţných cest.  
 
Obr. 6.7: Schéma síťového modelu se směrovacím protokolem RIP 
6.2.4 Scénář 4 – směrovací protokol RIP s chybou v síti 
Ze scénáře vytvoříme duplicitní scénář stejným postupem, jako bylo popsáno u 
scénáře 2. Duplicitní scénář bude opět doplněn objektem Failure Recovery, aby bylo 
moţné simulovat výpadek linky. V tomto případě je nastaven výpadek linky mezi 
směrovači Madrid a Atény opět v čase 300 s (5 min) a následné obnovení stejné linky 
v čase 420 s (7 min). 
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6.2.5 Konfigurace sledovaných parametrů a simulace 
 V kaţdém scénáři, který jiţ máme připravený k simulaci, je potřeba nejprve 
zvolit parametry, které budou sledovány při samotné simulaci. Parametry ke sledování 
lze zvolit kliknutím na objekt a poté zvolit poloţku Choose Individual DES Statistics. 
V této simulaci se bude sledovat dva parametry a to objem přenosu na všech 
směrovačích a počet zahozených paketů na jednotlivých směrovačích. Na kaţdém 
směrovači je tedy nutné v Choose Individual DES Statistics -> Node Statistics vybrat 
protokol IP a v něm parametr příchozího provozu, tedy Traffic Received (packets/s) a 
Traffic Dropped (packets/s). Nastaveny budou takto všechny směrovače v kaţdém 
scénáři a poté jiţ lze přistoupit k samotné simulaci. OPNET Modeler pro zvýšení 
efektivity simulací ve výchozím nastavení vypíná po 180 sekundách od startu simulace 
rozesílání Hello paketů a šíření informací o síti, coţ v  našem případě není ţádoucí. 
Proto je nutné tuto funkci vypnout v nastavení simulací – konkrétně DES -> 
Configure/Run Discrete Simulation -> Simple. Zde v záloţce Simulation Efficiency u 
protokolů OSPF a RIP nastavíme hodnotu na Disabled 
Pro simulaci všech scénářů stačí kliknout v hlavním menu programu na 
Scenarios a poté vybrat poloţku Manage Scenarios. V tabulce jsou zobrazeny všechny 
scénáře vytvořené v projektu, ve sloupci Results je zvolena poloţka <collect> a ve 
sloupci Sim Duration je nastavena doba simulace na 10 minut. Po tomto nastavení se 
simulace spustí po zmáčknutí tlačítka OK. 
Po dokončení simulace se zobrazí výsledky kliknutím na poloţku View Results 
v kontextovém menu na ploše projektu. 
6.3 Druhá část simulací – technologie DiffServ 
6.3.1 Scénář 1 – síť bez implementovaných mechanismů QoS 
Základní síťový model pro tento scénář byl upraven tak, aby byl patrný přenos 
dat rozdílných sluţeb přes jedinou přenosovou cestu. Jak jiţ  bylo řečeno, do síťového 
modelu byly přidány čtyři klientské stanice, které vyuţívají sluţeb VoIP. Je potřeba 
vytvořit pro VoIP novou aplikaci v Application Config a také profil aplikace v Profile 
Config. Poté jiţ nastavení nově přidaných klientských stanic probíhá stejně jako 
v počátečním nastavování klientů v základním síťovém modelu, jedinou změnu, kterou 
je nutné učinit, je nastavit klientské stanici vyuţívající sluţeb VoIP, aby samotný 
klient podporoval aplikaci VoIP a bylo moţné na něj zavolat. V  poloţce Application: 
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Supported Services zvolíme tedy nově vytvořenou aplikaci VoIP_app. Toto 
provedeme u všech nových klientských stanic a poté jiţ je síťový model připraven. Na 
Obr. 6.8 je znázorněn upravený síťový model. Jako směrovací protokol je v  síťovém 
modelu pouţit protokol RIP. 
 
Obr. 6.8: Síťový model bez implementace mechanismů QoS 
6.3.2 Scénář 2 – síť s implementovanými mechanismy QoS 
Druhý scénář dostaneme opět duplikací prvního scénáře. V  tomto scénáři jiţ 
budou implementovány mechanismy pro zjištění kvality sluţeb. Bude se jednat o 
technologii Differentiated Services. U DiffServ mohou být pakety od rozdílných 
sluţeb na hraničních směrovačích tříděny podle různých parametrů. Nejčastější způsob 
třídění spočívá v tom, ţe pro jednotlivé sluţby, které jsou v síti vyuţívány, budou 
zjištěny pouţité protokoly a porty, na které jsou sluţby posílány. Podle těchto kritérií 
pak budou hraniční směrovače datový provoz třídit a budou přiřazovat paketům dané 
sluţby příslušnou hodnotu DSCP. Tento způsob třídění bude pouţit také v tomto 
scénáři.  
Do síťového modelu vloţíme objekt QoS Attribute Config, kde se budou 
nastavovat atributy kvality sluţeb. Na hraničních směrovačích Madrid a Moskva 
nejprve nastavíme parametry pro třídění datových paketů od jednotlivých sluţeb. 
V menu směrovače najedeme na  poloţku IP -> IP Routing Parameters -> Extended 
ACL Configuration, kde vytvoříme příslušný ACL list podle pouţitého protokolu a portu. 
Pro sluţby pouţité v tomto scénáři bude nastaveno třídění podle těchto protokolů a portů:  
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 HTTP – protokol TCP, port 80, 
 FTP – protokol TCP, port 20 a 21, 
 Database – protokol TCP, port 101, 
 VoIP – protokol UDP. 
V poloţce List name zvolíme jméno daného pravidla a poté v poloţce List 
configuration nastavíme Action na Permit, Protocol na příslušný protokol k dané 
sluţbě a nakonec v poloţce Port Configuration nastavíme Source a Destination Port 
na hodnotu příslušného portu dané sluţby. Nastavení pravidel ACL pro sluţby HTTP 
ukazuje Obr. 6.9. 
 
Obr. 6.9: Nastavení třídění ACL 
V dalším kroku nastavíme třídy provozu na hraničních směrovačích. Tento krok 
se provádí v záloţce IP -> IP QoS Parameters -> Traffic Classes, toto nastavení bude 
určovat, do jaké třídy provozu budou příchozí pakety zařazeny na základě ACL 
pravidel. V našem případě vytvoříme čtyři třídy, ve kterých postupně nastavíme 
hodnoty Match property na ACL, Match Condition na Equals a Match Value na 
příslušné pravidlo ACL pro danou sluţbu. Nastavení třídy HTTP_class pro sluţby 
HTTP ukazuje Obr. 6.10. 
Jako poslední krok na hraničních směrovačích nastavíme pravidla, podle kterých 
se bude řídit značkování paketů. To se provádí v záloţce IP -> IP QoS Parameters -> 
Traffic Policies. V naší simulaci vytvoříme pouze jedno pravidlo Policy_1, ve kterém 
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budou přiřazeny třídám sluţeb příslušné DSCP hodnoty. Pro vytvořené třídy sluţeb 
byly zvoleny tyto DSCP značky: 
 VoIP_class – EF, 
 HTTP_class – AF31, 
 Database_class – AF21, 
 FTP_class – BE.  
 
Obr. 6.10: Nastavení tříd provozu 
Nyní jiţ jsou vytvořeny všechny potřebné pravidla, třídy a ACL listy. Zbývá 
nastavit rozhraní směrovačů, aby pracovala podle vytvořených pravidel.  
U hraničních směrovačů v záloţce IP -> IP QoS Parameters -> Interface 
Information zvolíme rozhraní, na které chceme nastavit implementaci QoS . Poté 
vytvoříme 2 řádky v QoS Scheme, v prvním řádku v poli Type zvolíme typ fronty 
WFQ (Class Based) a v poli Name zvolíme DSCP Based, ve druhém řádku nastavíme 
v poli Type typ politiky provozu na Inbound Traffic Policy a v poli Name zvolíme naši 
vytvořenou politiku provozu, tedy Policy_1. Nastavení rozhraní IF0 na směrovači 
Madrid je ukázáno na Obr. 6.11. 
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U vnitřních směrovačů vytvoříme pouze v záloţce IP -> IP QoS Parameters -> 
Interface Information na aktivních rozhraních 1 řádek v QoS Scheme a nastavíme Type 
na WFQ (Class Based) a Name na DSCP Based. 
 
Obr. 6.11: Nastavení rozhraní na hraničním směrovači 
Posledním krokem je nastavení nově přidaného objektu QoS  Attribute Config, 
aby bylo zajištění kvality sluţeb QoS v síti pouţíváno. Moţností nastavení QoS 
v tomto objektu je několik, v našem případě zvolíme záloţku WFQ Profiles -> DSCP 
Based a nastavíme Profile Name na DSCP Based a poté zvolíme poloţku Queues 
Configuration. Zde jsou přednastaveny čtyři řádky, coţ je počet, který je v  tomto 
scénáři pouţit. Jednotlivé řádky nastavíme následovně:  
1. Weight – 5.0, Maximum Queue Size – 100, Classification Scheme – BE, 
2. Weight – 10, Maximum Queue Size – 200, Classification Scheme – AF21, 
3. Weight – 15, Maximum Queue Size – 500, Classification Scheme – AF31, 
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4. Weight – 25, Maximum Queue Size – 1000, Classification Scheme – EF. 
Nastavení objektu QoS Attribute Config pro sluţbu Database, čemuţ odpovídá 
Weight – 10 a Classification Scheme – AF21, je ukázán na Obr. 6.12. Kompletně 
nastavený síťový model s jedinou přenosovou cestou bez výpadku linky je zobrazen na 
Obr. 6.13. Je opět pouţit směrovací protokol RIP. 
 
Obr. 6.12: Nastavení objektu QoS Attribute Config 
 
Obr. 6.13: Síťový model s implementovanými mechanismy QoS bez výpadku linky 
6.3.3 Scénář 3 – síť s implementovanými mechanismy QoS a výpadkem linky 
Scénář 3 dostaneme duplikací scénáře 2. Do síťového modelu přidáme dva 
směrovače Praha a Helsinky pro zajištění alternativní cesty při výpadku linky. Dále 
přidáme objekt Failure Recovery, který bude zajišťovat výpadek a obnovení linky 
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v nastaveném čase. Jako směrovací protokol, který přesměruje datový přenos 
v případě výpadku, byl vybrán protokol OSPF. Rozhraní směrovačů na spodní, hlavní 
trase mají zvolenou cenu 5 a horní, alternativní trase mají cenu 20. Provoz od počátku 
simulace bude procházet přes směrovače Madrid -> Rim -> Ateny -> Moskva, jelikoţ 
je to cesta s niţší výslednou cenou. Výpadek linky bude nastaven mezi směrovači 
Madrid a Řím v čase 180 s (3 min), přenos by se tedy měl přesměrovat na horní, 
alternativní trasu. V čase 300 s (5 min) bude linka mezi Madridem a Římem obnovena 
do původního stavu a veškerý provoz by se měl vrátit na spodní, hlavní trasu. Síťový 
model je zobrazen na Obr. 6.14. 
 
Obr. 6.14: Síťový model s implementovanými mechanismy QoS a výpadkem linky 
6.3.4 Konfigurace sledovaných parametrů a simulace 
Jak jiţ bylo řečeno v této druhé části simulací, bude pozornost věnována 
statistikám kolísání zpoţdění a koncové zpoţdění, coţ jsou důleţité parametry při 
pouţití sluţeb VoIP a pak také počtu zahozených paketů při datovém přenosu. Na 
pracovní ploše prostředí OPNET Modeler po kliknutí pravým tlačítkem myši 
zvolíme Choose Individual DES Statistics a nastavíme sledování hodnot VoIP sluţeb, 
tedy Jitter (s), Packet End-To-End Delay (s) a Traffic Dropped (pakets/s). 
Simulaci všech tří scénářů provedeme opět v Manage Scenarios, nastavená doba 
simulace je 10 minut. Po tomto nastavení se simulace spustí po zmáčknutí tlačítka OK. 
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7 Výsledky simulací 
Na následujících řádcích budou zobrazeny a popsány výsledné grafy ze simulací 
jednotlivých scénářů. Vybrány byly průběhy ze směrovačů, přes které je provoz 
směrován, nebo které jsou přímo ovlivněny výpadkem linky. Grafy s mnoţstvím 
přenesených dat a mnoţstvím zahozených dat na jednotlivých směrovačích lze nalézt 
na přiloţeném DVD.  
7.1 Analýza první části simulací 
7.1.1 Analýza scénáře 1 
Ceny cest byly zobrazeny v modelu sítě s protokolem OSPF, bylo jiţ řečeno, ţe 
OSPF by měl vybrat cestu s nejniţší cenou.  
 
Obr. 7.1: Množství procházejících dat v síti s OSPF bez chyby 
Z průběhu grafu na Obr. 7.1 je patrné, ţe veškerý provoz je opravdu směrován 
přes cesty s nejniţší cenou. Lze tak vyvodit z faktu, ţe všechny pakety vyslané 
směrovačem Madrid jsou přijaty na směrovači Rim, na směrovači Londýn neprochází 
ţádný provoz. Dále je veškerý provoz ze směrovače Rim směrován na směrovač Praha 
a ze směrovače Praha na směrovač Atény a poté na hraniční směrovač Moskva. 
Simulace tedy proběhla úspěšně, v síti nebyl nastaven ţádný výpadek linky a tedy 
podle předpokladů, směrovací protokol OSPF opravdu vybral cestu podle nejniţší 
výsledné ceny a po celou dobu touto trasou vede datový provoz.  
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7.1.2 Analýza scénáře 2 
V tomto scénáři došlo v čase 300 s k výpadku linky mezi směrovači Madrid a 
Rim. Přes tuto cestu ovšem byl veden provoz, jelikoţ to byla cestu s niţší cenou. Proto 
směrovací protokol musel rozhodnout, kterou alternativní cestou bude provoz 
směrovat. V čase 420 s byla linka opět obnovena, provoz by se tedy měl vrátit na 
původní cestu před výpadkem. 
V grafu na Obr. 7.2 je jasně vidět, ţe veškerý provoz je směrován přes směrovač Rim 
aţ do času 300 s (5 min), kdy nastane výpadek této linky a směrovací protokol OSPF 
přesměruje provoz na směrovač Londyn a síťový provoz na směrovači Rim klesne k 
nule. Ze směrovače Londyn provoz dále prochází přes směrovače Praha -> Ateny aţ 
do Moskvy. Lze vidět, ţe na výpadek linky protokol OSPF zareagoval velmi rychle, 
sluţby běţící v síti tedy jsou výpadkem ovlivnění minimálně. Při obnovení linky 
v čase 420 s (7 min) nedojde k přesměrování okamţitě, ale aţ po 50 s od obnovení 
linky, tedy v čase 470 s. Toto je způsobeno nastavením času vypršení hello intervalů a 
dead intervalů v programu OPNET Modeler. Tuto hodnotu lze libovolně v nastavení 
měnit, v tomto scénáři zůstala hodnota na výchozím nastavení. Přesměrování na 
obnovenou linku se děje aţ po konvergenci celé sítě. Lze si také všimnout, ţe jak ve 
scénáři 1, tak ve scénáři 2 začínají simulace aţ v čase 50 s. Je to stejný případ 
popsaného jevu s vypršením hello a dead intervalů. Při pohledu na Obr. 7.3, který 
znázorňuje počet zahozených paketů za celou dobu simulace, je vidět, ţe v  síti při 
Obr. 7.2: Množství procházejících dat v síti s OSPF s výpadkem linky 
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výpadku nedošlo ve větší míře ke ztrátám paketů a po celou dobu datového přenosu se 
úroveň zahozených paketů blíţí nule. 
 
Obr. 7.3: Počet zahozených paketů v sítí s OSPF s výpadkem linky 
Bylo tedy dokázáno, ţe směrovací protokol OSPF vyuţívá algoritmus stavu 
spojů, kdy sleduje síť a hledá trasy s nejniţší cenou, coţ mimo jiné znamená cesty 
s vyšší propustností. Kdyţ se v síti vyskytne chyba a nastane výpadek hlavní linky, 
protokol OSPF vybere alternativní cestu s nejniţší cenou a dále v síti hledá pro data 
nejvýhodnější cesty. Počet zahozených paketů nijak neovlivňuje činnost jednotlivých 
sluţeb a blíţí se po celou dobu k nule. 
7.1.3 Analýza scénáře 3 
Směrovací protokol RIP by měl jednoduše vybrat nejkratší cestu s nejniţším 
počtem skoků na cestě. V této síti bez výskytu chyby by tak měl provoz vést po celou 
dobu po stejné cestě. Jak jiţ bylo uvedeno dříve, ze síťového modelu byl odebrán 
směrovač Rim, aby nebyly dvě cesty se stejným počtem skoků. V grafu na Obr. 7.4 lze 
vidět směrování veškerého provozu ze směrovače Madrid na směrovače Ateny -> 
Moskva a nulový přenos na směrovači Londyn. 
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Obr. 7.4: Množství procházejících dat v síti s RIP bez chyby 
 Cesta přes směrovač Ateny má na cestě na směrovač Moskva pouze jeden skok, 
coţ je nejméně a proto protokol RIP bude provoz směrovat touto cestou. Jediný datový 
přenos, který bude zachycen na všech směrovačích, jsou výměny směrovacích tabulek 
periodicky kaţdých 30 s, coţ je dáno vlastností protokolu RIP. Tento příjem informací 
směrovací tabulky na směrovači Londyn lze vidět na Obr. 7.5. 
 
Obr. 7.5: Výměna informací směrovacích tabulek protokolu RIP 
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7.1.4 Analýza scénáře 4 
Scénář 4 ukazuje situaci, kdy se v síti se směrovacím protokolem RIP vyskytne 
chyba, konkrétně dojde k výpadku linky mezi směrovači Madrid a Ateny v čase 300 s 
(5 min). Touto cestou, jak bylo moţné vidět v předchozím scénáři, jsou směrovány 
veškerá data ze směrovače Madrid. Jak lze vidět v grafu na Obr. 7.6 v čase 300 s 
opravdu dojde k výpadku linky ke směrovači Ateny, dojde k nárůstu provozu na 
směrovači Londyn a Praha a k poklesu provozu na směrovači Atény k nule. Směrovací 
protokol RIP tedy přesměroval data přes druhou nejkratší cestu s nejmenším počtem 
skoků. V čase 420 s (7 min) dojde opět k obnovení trasy a provoz se přesměruje zpět 
na původní cestu. Při výpadku a obnovení linky dojde k přesměrování provozu opět 
velmi rychle. Počet zahozených paketů ukazuje Obr. 7.7, v čase 300 s, kdy dochází 
k výpadku je vidět skokový nárůst počtu zahozených paketů, coţ by mohlo mít v daný 
okamţik negativní vliv na probíhající sluţby v síti. 
 
Obr. 7.6: Množství procházejících dat v síti s RIP s výpadkem linky 
Obnovení provozu v datové síti po vzniklé chybě 
 
52 
 
 
Obr. 7.7: Množství zahozených paketů v síti s RIP s výpadkem linky 
Bylo tedy úspěšně ověřeno směrování protokolem RIP, který vybírá cestu 
opravdu pouze podle počtu skoků na cestě a nebere v potaz šířku pásma nebo zatíţení 
sítě. Oproti protokolu OSPF byl v době výpadku zaznamenán větší počet zahozených 
paketů, coţ by v daný okamţik mohlo ovlivnit sluţby v síti. 
7.2 Analýza druhé části simulací 
Ve druhé části simulací nebude kapitola rozdělena na jednotlivé scénáře, ale 
výsledky pro jednotlivé sledované parametry ze všech tří scénářů budou zobrazeny v 
jednom grafu. V těchto třech scénářích byly simulovány situace, kdy v síti nejsou 
implementovány ţádné mechanismy zajištění kvality sluţeb. V tomto případě tedy 
nelze zaručit pro sluţby VoIP ţádné garantované hodnoty jitteru ani koncového 
zpoţdění. Jak je vidět v prvním grafu na Obr. 7.8 je velikost jitteru v závislosti na čase 
v sítích bez QoS nejvyšší. V síti s implementovaným QoS se hodnota jitteru pohybuje 
téměř celou dobu simulace kolem nulové hodnoty, coţ je vynikající výsledek a 
sluţbám VoIP, které jsou citlivé na kolísání zpoţdění, zajistí téměř konstantní 
zpoţdění. V sítí s implementovaným QoS s výpadkem linky dojde k výpadku linky 
v čase 180 s a k obnovení linky v čase 300 s. Výpadek linky a její přesměrování a ani 
obnovení linky nemělo na jitter ţádný výrazný vliv. Hodnoty jitteru se mírně zvýší při 
v čase 200 s, 20 s trvá vypršení hello a dead intervalů, které byly ručně nastaveny na 
tuto hodnotu. Jitter má vyšší hodnotu pouze při počáteční konvergenci sítě v  čase 20 
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s a poté se po celou dobu pohybují kolem nulové úrovně podobně jako síť s  QoS bez 
výpadku linky. 
 
Obr. 7.8: Velikost jitteru v závislosti na čase  
Ve druhém grafu na Obr. 7.9 je znázorněna velikost koncového zpoţdění 
v závislosti na čase a je opět vidět, ţe nejvyšší hodnoty vykazuje síť bez zajištění QoS. 
V síti s QoS s výpadkem linky lze opět vidět, ţe protokol OSPF přesměrovává na 
alternativní trasu okamţitě a téměř nejde ve zpoţdění zpozorovat nějaké výkyvy. 
Hodnoty zpoţdění se u třetího scénáře s OSPF pohybují do výpadku na nejmenších 
hodnotách ze všech tří scénářů a poté se dostávají na úroveň sítě s QoS bez výpadku. 
Úroveň zpoţdění je po celou dobu pod hodnotou 90 ms, coţ jsou pro sluţby VoIP 
dostatečné hodnoty, aby při výpadku linky byl vliv na kvalitu probíhajícího hovoru 
minimální. Lze tedy říci, ţe výpadek linky a její okamţité přesměrování protokolem 
OSPF nemá na sluţbu VoIP ani ostatní sluţby téměř ţádný vliv a člověk by neměl 
postřehnout ţádný negativní příznak výpadku linky. V síti s QoS bez výpadku se 
hodnoty pohybují na skoro stejné úrovni jako s výpadkem. Důvod mírného rozdílu 
zpoţdění mezi těmito sítěmi je pouţití různých směrovacích protokolů, v  této síti bez 
výpadku je pouţit směrovací protokol RIP. U sítí bez QoS se hodnoty také pohybují na 
přijatelné úrovni pro sluţby VoIP, avšak v tomto případě nelze zaručit stejně nízký 
průběh zpoţdění po delší časový úsek, např. v sítích s velkým zatíţením, jelikoţ 
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zachází se všemi datovými pakety od všech sluţeb stejným způsobem, mechanismem 
Best Effort, ţádna sluţba tedy není upřednostňována. Naproti tomu u sítě 
s mechanismy QoS má sluţba VoIP nejvyšší moţnou prioritu EF, coţ sluţbě zajišťuje 
přednostní odbavování paketů ve frontách a lze tedy zaručit konstantní hodnotu 
zpoţdění i v síti s velkým zatíţením. Nejvyšší priorita EF se však v sítích musí 
vyuţívat s obezřetností a předem promyslet, jakým sluţbám jí přiřadit, protoţe jinak 
můţe působit velké problémy pro ostatní sluţby, které mají niţší prioritu. Sluţby 
s niţší prioritou by mohly vykazovat velké hodnoty zpoţdění nebo by mohly dokonce 
být po nějakou dobu nedostupné při velké zátěţi sítě. Prioritní rozdělení mezi sluţby 
tedy musí být dobře promyšleno s ohledem na kapacitu sítě a také na počtu tras v  síti. 
 
Obr. 7.9: Velikost zpoždění v závislosti na čase 
V posledním třetím grafu na Obr. 7.10 je znázorněn počet zahozených paketů 
v závislosti na čase. V první dvě sítě vykazují po celou dobu téměř nulovou úroveň 
zahozených paketů. Ve třetí síti s QoS a s výpadkem trasy lze vidět v době výpadku 
v čase 180 skokový nárůst zahozených paketů, ovšem po krátkém časovém úseku se 
ihned vrací na nulovou úroveň. Je moţné, ţe tyto zahozené pakety budou mít nepatrný 
negativní vliv na probíhající hovor, avšak pravděpodobně lidské vnímání tuto 
skutečnost v praxi ani nezaznamená, protoţe přepojení linky a následné sníţení úrovně 
zahozených paketů se děje velmi rychle.  
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Obr. 7.10: Počet zahozených paketů v závislosti na čase 
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Závěr 
Cílem této bakalářské práce bylo zkoumat obnovování provozu v datové síti při 
výskytu chyby. Byly vysvětleny technologie kvality sluţeb, rozlišovaných sluţeb a 
integrovaných sluţeb, dále byl popsán princip směrování v IP sítích pomocí 
dynamických směrovacích protokolů. Všechny tyto technologie zajišťují v síti dohled 
nad přenášenými daty, a pokud se v síti vyskytne chyba, je úkolem těchto technologií, 
aby si s danou situací poradily. 
Z problematiky, která byla popsána, vychází dále praktická část bakalářské 
práce, kdy byly vytvořeny projekty v programu OPNET Modeler, který je určen 
k simulaci a ověření správného směrování v síti. Praktická část byla rozdělena na dvě 
části simulací.  
V první části simulací byly vybrány směrovací protokoly OSPF a RIP k 
praktické ukázce směrování v síti bez chyby a následně v síti s chybou. Jsou to dva 
rozdílné protokoly pracující s jiným algoritmem určující směrování provozu. Nejprve 
byl vytvořen základní model sítě, který znázorňoval vybraná hlavní města Evropy, 
představené jako směrovače. Tento model se dále rozšířil ve čtyřech  scénářích 
postupně o dané směrovací protokoly.  
Z výsledku simulací vyplývá, ţe protokol OSPF je výhodné pouţívat jak 
v malých sítích, tak v rozsáhlých sítích, neboť není omezen velikostí sítě a jeho 
algoritmus SPF, který pouţívá pro směrování, je velmi efektivní a dokáţe síti 
v případě výpadku linky zajistit alternativní cestu s nejlepší moţnou cenou, resp. 
propustností linky s minimálním počtem zahozených paketů. Směrovací protokol RIP 
je naopak vhodný pouţívat pouze v malých sítích. Je to dáno nejen jeho parametrem, 
ţe počet skoků v síti můţe být maximálně 15, ale také tím, ţe při výběru trasy pro 
směrování vybírá pouze podle počtu skoků na cestě a nerozlišuje propustnost, resp. 
vytíţení dané linky. V případě výpadku v síti protokol RIP přesměruje provoz na 
alternativní cestu s nejmenším počtem skoků i za cenu toho, ţe můţe mít niţší 
propustnost neţ jiná alternativní cesta s vyšším počtem skoků. Počet zahozených 
paketů při výpadku linky byl sice vyšší neţ u OSPF, avšak na činnost sluţeb by měl 
minimální vliv. 
Ve druhé části simulací bylo cílem ukázat rozdíl mezi sítí s implementovanými 
mechanismy QoS bez výskytu chyby a s výskytem chyby a sítí bez zajištění QoS. Do 
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síťového modelu byla implementována technologie DiffServ zabezpečující kvalitu sluţeb. 
Na hraničních a vnitřních směrovačích byla vytvořena pravidla stanovující značkování 
paketů přicházejících do sítě a pravidla řídící zacházení s označenými pakety na vnitřních 
směrovačích. Na ukázku rozdílu mezi sítěmi s QoS a bez QoS byla vybrána sluţba 
VoIP, která byla přidána do síťového modelu, který byl následně upraven pro lepší 
vyhodnocení výsledků. Sledovanými parametry byly jitter, koncové zpoţdění a počet 
zahozených paketů. 
Výsledky ukazují, ţe sítě s implementovanými mechanismy QoS vykazují lepší 
hodnoty ve všech sledovaných parametrech a pro sluţby VoIP dokáţou nabídnout 
garantované poţadavky od této sluţby. Je to dáno prioritním systémem technologie 
DiffServ. Výpadek linky v síti s QoS se směrovacím protokolem OSPF nemá téměř 
ţádný vliv na kvalitu sluţeb. Vliv výpadku linky na kvalitu sluţeb se však odvíjí 
od velikostí sítě, v rozsáhlých sítích tedy lze čekat větší vliv na kvalitu sluţeb. 
Směrovací protokol OSPF se ale jeví jako nejlepší moţná varianta pro směrování 
v sítích s technologií DiffServ. Sítě bez QoS ve výsledcích nedosahovaly špatných 
hodnot, avšak lze říci, ţe v delším časovém horizontu a při velkém zatíţení sítě 
nedokáţe sluţbám zaručit poţadované parametry.   
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Seznam zkratek 
 
AF   Assured Forwarding 
ABR   Area Border Router 
ACL   Access Control List 
BA   Behaviour Aggregate 
BE   Best Effort 
CB WFQ  Class-Based Weighted Fair Queuing 
COS   Class of Service 
CLNP   Connection-Less Network Protocol 
CU   Currently Unused 
DiffServ  Differentiated Services 
DSCP   Differentiated Services Code Point 
EF   Expedited Forwarding 
E-IGRP   Enhanced Interior Gateway Routing Protocol 
FIFO   First-In-First-Out 
FQ   Fair-Queuing 
FTP   File Transfer Protocol 
HTTP   Hypertext Transfer Protocol 
IntServ  Integrated Services 
IP   Internet Protocol 
IS-IS   Intermediate Systém to Intermediate System 
LSA   Link State Advertisement 
LSR   Link State Request 
LSU   Link State Update 
MF   Multi-Field Classification 
MTU    Maximum Transmission Unit 
OSI    Open Systems Interconnection 
OSPF   Open Shortest Path First 
PHB   Per Hop Behavior 
PQ   Priority Queuing 
QoS   Quality of Service 
RIP   Routing Information Protocol 
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RSVP   Resource Resevation Protokol 
RTI   Real Time Intolerant 
RTT   Real Time Tolerant 
SLA   Service Level Agreement 
SPF   Shortest Path First 
srTCM  Single Rate Three Color Marker 
TCA   Traffic Conditioning Agreement 
TCP   Transmission Control Protocol 
TOS   Type of Service 
trTCM   Two Rate Three Color Marker 
UDP   User Datagram Protocol 
VoIP   Voice over Internet Protocol 
WFQ   Weighted Fair Queuing 
WRR   Weighted Round Robin 
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