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Abstract
Block-oriented nonlinear models are popular in nonlinear system identification because of their advantages of being simple to
understand and easy to use. Many different identification approaches were developed over the years to estimate the parameters
of a wide range of block-oriented nonlinear models. One class of these approaches uses linear approximations to initialize
the identification algorithm. The best linear approximation framework and the -approximation framework, or equivalent
frameworks, allow the user to extract important information about the system, guide the user in selecting good candidate
model structures and orders, and prove to be a good starting point for nonlinear system identification algorithms. This paper
gives an overview of the different block-oriented nonlinear models that can be identified using linear approximations, and of
the identification algorithms that have been developed in the past. A non-exhaustive overview of the most important other
block-oriented nonlinear system identification approaches is also provided throughout this paper.
Key words: System Identification, Maximum Likelihood, Nonlinear Systems, Hammerstein, Wiener, Wiener-Hammerstein,
Hammerstein-Wiener, Parallel Cascade, Feedback, Best Linear Approximation, Linear Fractional Representation
1 Introduction
Nonlinear models are often used to obtain a better
insight into the behavior of the system under test, to
compensate for a potential nonlinear behavior using
predistortion techniques, or to improve plant control
performance. Popular nonlinear model structures are,
amongst others, nonlinear state space models (Suykens
et al., 1995; Paduart, 2008; Scho¨n et al., 2011), NARX
and NARMAX models (Leontaritis & Billings, 1985;
Billings, 2013), and block-oriented nonlinear models
(Giri & Bai, 2010). Due to the separation of the nonlin-
ear dynamic behavior into linear time invariant (LTI)
dynamics and the static nonlinearities (SNL), block-ori-
ented nonlinear models are quite simple to understand
and easy to use.
This paper provides a survey of the identification of
block-oriented nonlinear models using input-output
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data only. The identification algorithms that are dis-
cussed in this paper are all initialized using linear ap-
proximation frameworks for nonlinear systems: the Best
Linear Approximation (BLA) (Enqvist, 2005; Enqvist
& Ljung, 2005; Pintelon & Schoukens, 2012) and the -
approximation (Schoukens et al., 2015a) framework. An
overview on the practical use of the BLA is provided in
(Schoukens et al., 2016a), however, that paper does not
address the use of the BLA for block-oriented nonlinear
modeling purposes. Many other block-oriented identi-
fication approaches, different from the linear approxi-
mation approaches, are described in the literature (e.g.
overparametrization, iterative, or kernel-based meth-
ods). A non-exhaustive overview of the most important
approaches for each model structure is given at the be-
ginning of each section discussing that particular model
structure. The presented identification approaches and
the considered block-oriented structures go beyond the
methods and structures that previous surveys, such as
(Billings, 1980; Hasiewicz et al., 2012; Giri & Bai, 2010),
present.
Block-oriented identification approaches starting from
linear approximations have the advantage of address-
ing part of the model selection problem in an LTI-
framework, which is better understood by many practi-
tioners. These approaches obtain good results in various
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benchmark problems (such as the Wiener-Hammerstein
(Schoukens et al., 2009b) and Silverbox benchmarks
(Wigren & Schoukens, 2013)), as illustrated in Section
12 of this paper. Linear models of nonlinear systems
can also be used to detect the underlying block-oriented
structure of the system under test. Haber & Unbehauen
(1990); Lauwers et al. (2008); Schoukens et al. (2015a)
discuss this structure detection problem using linear
approximations, however, they do not present identifi-
cation approaches there.
The different block-oriented structures that are studied
throughout this paper are introduced in Section 2. Buss-
gang’s theorem is very useful for determining the BLA
of many block-oriented structures. This theorem is dis-
cussed in Section 3. The considered linear approximation
frameworks are discussed next in Section 4. Section 5 in-
troduces the cost function that is considered throughout
this paper. The identification algorithms for the single
branch models (Hammerstein, Wiener, Hammerstein-
Wiener and Wiener-Hammerstein) are studied in Sec-
tion 7. The parallel block-oriented nonlinear modeling
approaches are discussed in Section 8. Section 9 con-
siders the identification of different nonlinear feedback
models. Section 10 provides an overview of the pros and
the cons of the model structures and their identification
based on the BLA. Some guidelines for the user are pre-
sented in Section 11. The good performance of the iden-
tification methods discussed in this paper is illustrated
by some benchmark results in Section 12. Finally, some
open research problems are highlighted in Section 13.
2 Block-Oriented Nonlinear Models: Struc-
tures, Representation and Noise Framework
Model Structures
Block-oriented nonlinear models are constructed start-
ing from two basic building blocks: a linear time-
invariant (LTI) block and a static nonlinear block. They
can be combined in many different ways. Series, parallel
and feedback connections are considered in this paper,
resulting in a wide variety of block-oriented structures as
is depicted in Figure 1. These block-oriented nonlinear
models are only a selection of the many different possi-
bilities that one could think of. For instance, this paper
does not consider the generalized Hammerstein-Wiener
structure that Wills & Ninness (2012) discuss, nor the
Hammerstein/nonlinear feedback model structure that
Van Pelt & Bernstein (2001) discuss. A comparison of
the model complexity and the identification procedures
of the considered model structures is made in Section 10.
Model Representation
The LTI blocks and the static nonlinear blocks can be
represented in many different ways. The LTI block could
for instance be modeled as a nonparametric frequency re-
sponse function (Giri et al., 2013) or an impulse response
(Lacy & Bernstein, 2003), or they can be parametrized
using a state space (Verhaegen & Westwick, 1996), ra-
tional transfer function (Narendra & Gallman, 1966),
or basis function expansion (Tiels & Schoukens, 2014).
The static nonlinear block can again be represented in
a nonparametric way using, for instance, kernel-based
methods (Mzyk, 2014), or in a parametric way using,
for instance, a linear in the parameters basis function
expansion (polynomial, piecewise linear, radial basis
function network, ...) (Schoukens et al., 2014a), neural
networks (Schoukens et al., 2015b), or other dedicated
parametrizations for static nonlinear functions.
The methods that are presented in this paper will typi-
cally use, but are not limited to, a rational transfer func-
tion representation for the LTI blocks and a linear in the
parameters basis function expansion for the static non-
linearity.
Another issue of block-oriented nonlinear models is
the uniqueness of the model parametrization. Gain
exchanges, delay exchanges and equivalence transfor-
mations are present in many block-oriented structures
(Schoukens et al., 2015b; Schoukens, 2015). This results
in many different models with the same input-output
behavior, but with a different parametrization. The Ja-
cobian of the cost function can be rank deficient due
to these indistinguishability issues that are common
for block-oriented identification problems. The related
degenerations in the Jacobian need to be taken into
account during the optimization.
The indistinguishability issues do not only impact on the
parametrization of the chosen model structure, they also
affect the model structures themselves. The simple feed-
back structure (see Figure 1) can both be represented
using an LTI block in the forward path and a static non-
linearity in the feedback path, or the other way around,
a static nonlinearity in the forward path and an LTI
block in the feedback path as is depicted in Figure 2.
Both model structures lead to the same input-output
representation, but are structurally different (Schoukens
et al., 2008). Indeed, we have that the outputs of the two
possible simple feedback structures are given by:{
y(t) = G(q) [u(t)− g(y(t))] ,
y¯(t) = g¯
(
u(t)− G¯(q)y¯(t)) . (1)
Both representations should have the same input-output
relationship, which results in the following equation:
G−1(q)y(t) + g(y(t)) = g¯−1(y(t)) + G¯(q)y(t). (2)
It can be easily observed that this equation holds for
G¯(q) = G−1(q) and g¯(.) = g−1(.). It is assumed here
that both G(q) and g(y) are invertible. Note that the
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Figure 1. The block-oriented structures that are considered in this paper. The different structures have been obtained by using
series, parallel and feedback connections of LTI blocks G(q) and S(q) and static nonlinear blocks f(·) and g(·). There are three
types of structure classes: single branch structures (Wiener, Hammerstein, Wiener-Hammerstein and Hammerstein-Wiener),
parallel branch structures (parallel Wiener, parallel Hammerstein, parallel Wiener-Hammerstein) and feedback structures
(simple feedback structure, Wiener-Hammerstein feedback and LFR).
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Figure 2. Two simple feedback block-oriented nonlinear
model structures: (a) LTI blockG(q) in the forward path and
a static nonlinearity g(.) in the feedback path, (b) a static
nonlinearity g¯(.) in the forward path and an LTI block G¯(q)
in the feedback path. Both structures share the same in-
put-output behavior when g¯(.) = g−1(.) and G¯(q) = G−1(q).
equivalence transformation can introduce an unstable
(when G(q) is not minimal-phase) and non-causal LTI
block (when G(q) contains a pure delay).
Noise Framework
Assumption 1. Noise framework: A Gaussian addi-
tive, colored zero-mean noise source ny(t) with a finite
variance σ2 is present at the output of the system only:
y(t) = y0(t) + ny(t). (3)
This noise ny(t) is assumed to be independent of the
known input u(t). The signal y(t) is the actual output
signal and a subscript 0 denotes the exact (unknown)
value.
The choice of the noise framework that is described in
Assumption 1 is a simplified representation of reality.
This simplification can lead to biased estimates when
there are other noise sources present, located at other
positions inside the system, e.g. process noise passing
through a nonlinear subsystem (Hagenblad et al., 2008).
A more realistic noise framework can be obtained by in-
troducing multiple noise sources, or by placing the noise
source at a different location in the considered system
structure. For instance, Hagenblad et al. (2008); Wills
et al. (2013); Lindsten et al. (2013); Wahlberg et al.
(2014) consider multiple noise sources. This more real-
istic noise framework comes often at the cost of a more
complex identification algorithm.
3 Bussgang’s Theorem and Separable Processes
3.1 Bussgang’s Theorem
Bussgang’s theorem (Bussgang, 1952) is stated in (Pa-
poulis, 1991) as follows:
Theorem 1. If the input to a memoryless system y =
g(u) is a zero-mean stationary Gaussian input u(t), the
cross-correlation of u(t) with the resulting output y(t) =
g(u(t)) is proportional to Ruu(τ):
Ruy(τ) = αRuu(τ) where α = E{g′(u(t))} (4)
Proof. See Bussgang (1952); Papoulis (1991).
In the frequency domain this becomes:
SY U (e
jωTs) = αSUU (e
jωTs), (5)
where Ts is the sampling period, SY U and SUU denote
the crosspower spectrum of y(t) and u(t) and autopower
spectrum of u(t), respectively.
Bussgang’s theorem proves to be very valuable for the
analysis of block-oriented structures using linear approx-
imations as is shown in the remainder of this paper.
3.2 Riemann Equivalence Class of Asymptotically Nor-
mally Distributed Excitation Signals
Here we consider the Riemann equivalence class of
asymptotically normally distributed excitation signals
SU (Schoukens et al., 2009a; Pintelon & Schoukens,
2012). This signal class mainly contains Gaussian noise
sequences, but considering the Riemann class allows one
to extend the signal class to also contain periodic signal
sets, while Bussgang’s Theorem still applies (Pintelon
& Schoukens, 2012).
Definition 1. Riemann equivalence class of
asymptotically normally distributed excitation
signals SU . Consider a signal u(t) with a piecewise
continuous power spectrum SUU (e
jωTs), with a finite
number of discontinuities. A random signal u(t) belongs
to the Riemann equivalence class if it obeys any of the
following statements:
(1) u(t) is a Gaussian noise signal with power spectrum
SUU (e
jωTs).
(2) u(t) is a random multisine or random phase multi-
sine (Pintelon & Schoukens, 2012) such that:
1
N
k2∑
k=k1
E
{
|U (k)|2
}
=
1
2pi
∫ ωk2
ωk1
SUU
(
ejνTs
)
dν
+O
(
N−1
)
,
with ωk = k
2pifs
N , k ∈ N, 0 < ωk1 < ωk2 < pifs,
fs is the sampling frequency, and U(k) is the dis-
crete Fourier spectrum of u(t). E {.} denotes the
expected value operator.
A random phase multisine u(t) is a periodic signal with
period length Nfs defined in (Pintelon & Schoukens, 2012)
as:
u(t) = N−1/2
N/2−1∑
k=1
2Uk cos(2pik
t
N
fs + ϕk). (6)
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The phases ϕk are random variables that are indepen-
dent over the frequency and are a realization of a ran-
dom process on [0, 2pi[, such that E{ejϕk} = 0. For in-
stance, the random phases can be uniformly distributed
over the interval [0, 2pi[. The (real-valued) amplitude Uk
is set in a deterministic way by the user and is uniformly
bounded by MU (0 ≤ Uk ≤ MU < ∞). Random phase
multisines have the advantage of being periodic signals.
This avoids the adverse effects of spectral leakage for a
proper choice of the period length Nfs . They also offer
full control over the applied amplitude spectrum to the
user. The Riemann equivalence ensures that a random
phase multisine is asymptotically (N → ∞) Gaussian
distributed (Pintelon & Schoukens, 2012).
3.3 Separable Processes
Bussgang’s theorem has been extended to other classes of
signals, besides the Gaussian class, using the concept of
separable processes that is introduced in (Nuttall, 1958).
Gaussian processes, sine wave and phase modulated sig-
nals are shown to be separable processes in (Nuttall,
1958). Furthermore, (McGraw & Wagner, 1968) have
shown that the signals belonging to the class of ellip-
tically symmetric distributions are separable. Also ran-
dom phase multisines with flat amplitude spectra are
proven to be separable in (Enqvist, 2011). A more in-
depth discussion of separable processes for nonlinear sys-
tem identification can be found in (Billings & Fakhouri,
1978b; Enqvist & Ljung, 2005; Enqvist, 2010).
4 Linear Approximations of Nonlinear Systems
Most real-world systems do not behave completely
linearly. Nevertheless, a linear model often explains a
significant part of the behavior of a (weakly) nonlinear
system. This approximate linear model also provides
the user with a better insight into the behavior of the
system under test. It motivates the use of a framework
that approximates the behavior of a nonlinear system by
a linear time invariant model under well-chosen system-
specific boundary conditions. This paper uses the BLA
framework (Ljung, 2001; Enqvist, 2005; Enqvist &
Ljung, 2005; Pintelon & Schoukens, 2012; Schoukens
et al., 2016a) and the -approximation (Schoukens et al.,
2015a) to estimate a linear approximation of a nonlinear
system. This section briefly introduces the theoretical
framework of the BLA and the -approximation.
4.1 System Class
Both the BLA and the -approximation consider the
PISPO (periodic in, the same period out) system class.
This class of nonlinear systems includes systems whose
output can be approximated arbitrarily well in mean
square sense by a uniformly bounded Volterra series (see
Schoukens et al. (1998); Schetzen (2006); Pintelon &
Figure 3. The BLA of a nonlinear system for a given class
of excitation signals U consists of the resulting LTI model
Gbla(q), the unmodeled nonlinear contributions y˜s(t), and
the additive noise source ny(t) that is assumed to be present
at the output of the nonlinear system. The zero-mean input
excitation u˜(t) belongs to the signal class U, u˜(t) and y˜(t)
are defined in eqs. (8) and (9).
Schoukens (2012) for more details). Systems belonging
to this class respond to a periodic input with a periodic
steady-state output with the same period (Boyd et al.,
1984), hence the acronym PISPO. This system class is
linked with the bounded-input bounded-output (BIBO)
stability criterion (Schoukens, 2015). Nonlinear phenom-
ena generating sub-harmonics such as chaos and bifurca-
tions are excluded. Saturation, clipping, and dead zone
nonlinearities are, for example, still included in this sys-
tem class.
4.2 Best Linear Approximation
The theoretical framework of the BLA results in a model
whose structure is shown in Figure 3. It includes four
components: one boundary condition being an input ex-
citation class U, and three model constituents, namely
a Linear Time Invariant (LTI) model labeled Gbla(q), a
perturbation noise source labeled ny(t), and a nonlinear
distortion source labeled y˜s(t).
As mentioned above, the BLA of a system depends on
the chosen signal class U. Most identification methods
that are discussed in this work consider U to be the Rie-
mann equivalence class of asymptotically normally dis-
tributed excitation signals SU . When this class of signals
is considered to provide an excitation signal, the BLA of
many block-oriented nonlinear systems becomes, due to
Bussgang’s Theorem (see Section 3), a simple function
of the linear dynamics that are present in that system.
All signals are assumed to be stationary for the remain-
der of this work.
The BLA model of a nonlinear system is an LTI approxi-
mation of the behavior of that system. It is best in mean
square sense for a fixed class of input signals U only.
The BLA is defined in (Enqvist, 2005; Enqvist & Ljung,
2005; Pintelon & Schoukens, 2012) as:
Gbla(q) = arg min
G(q)
E
{
|y˜(t)−G(q)u˜(t)|2
}
, (7)
where E {.} denotes the expected value operator. The
expected value E {.} is taken w.r.t. the random input
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u˜(t) and the noise ny(t) acting on the output of the
system. The zero-mean signals u˜(t) and y˜(t) are defined
as:
u˜(t) = u(t)− E {u(t)} , (8)
y˜(t) = y(t)− E {y(t)} . (9)
This definition of the BLA is equal to the definition of
the linear time invariant second order equivalent model
defined in (Ljung, 2001; Enqvist, 2005; Enqvist & Ljung,
2005), when the stability and causality restrictions im-
posed there are omitted.
It is shown in (Enqvist, 2005; Enqvist & Ljung, 2005;
Pintelon & Schoukens, 2012) that eq. (7) is minimized
by:
Gbla(e
jωTs) =
SY˜ U˜ (e
jωTs)
SU˜U˜ (e
jωTs)
, (10)
where SY˜ U˜ and SU˜U˜ denote the crosspower spectrum of
y˜(t) and u˜(t) and autopower spectrum of u˜(t) respec-
tively.
The output residuals nt(t) of the model are given by:
nt(t) = y˜(t)−Gbla(q)u˜(t) (11)
These residuals represent the total distortion that is
present at the output of the system. The total distortion
can be split in two contributions based on their nature
as is depicted in Figure 3. The nonlinear distortion y˜s(t)
represents the unmodeled nonlinear contributions, while
the noise distortion ny(t) is the additive noise that is as-
sumed to be present at the system output. The nonlin-
ear distortion and the noise distortion can be calculated
separately as:
y˜s(t) = y˜0(t)−Gbla(q)u˜(t), (12)
ny(t) = y˜(t)− y˜0(t), (13)
where y˜0(t) is the unknown noiseless output. The nonlin-
ear distortion y˜s(t) is uncorrelated with the input u˜(t),
however, y˜s(t) is not independent of the input u˜(t) (Pin-
telon & Schoukens, 2012). The noise source ny(t), on the
contrary, is assumed to be independent of the input u(t).
The obtained model Gbla(e
jωTs) does not only depend
on the nonlinear system, but also on the class U of in-
put signals that is used. The class U fixes both the prob-
ability density function (e.g. Gaussian inputs, uniform
input distribution, etc.) and the power spectrum (or
power spectral density) of the signals that are used to
estimate it. Note that the BLA is equal to zero for zero-
mean Gaussian signals applied to an even static nonlin-
ear function (Bussgang, 1952).
The BLA can be estimated nonparametrically using the
so-called robust and fast method (Schoukens et al., 2005;
Pintelon & Schoukens, 2012; Schoukens et al., 2012a).
Afterwards, a parametric model can be estimated start-
ing from the nonparametric one, by using the nonpara-
metric disturbance model as a frequency weighting (Pin-
telon & Schoukens, 2012). One can also estimate a para-
metric model directly (Ljung, 1999; Enqvist & Ljung,
2005; Pintelon & Schoukens, 2012). This requires the
user to make a careful selection of the disturbance model
that captures both the nonlinear and noise distortion
contributions. Note that the estimation of a parametric
model also results in a consistent estimate without the
use of a disturbance model.
4.3 -Approximation
The Riemann equivalence class of asymptotically nor-
mally distributed excitation signals SU is very useful to
characterize a nonlinear system. However, the SU class
has some drawbacks when it comes to structure detec-
tion and system analysis of some model structures. It is
sometimes more convenient to consider infinitely small
signals. For such excitation signals, the linearization of
a cascade equals the cascade of the linearization.
Measuring infinitely or very small signals in a noisy set-
ting is often not feasible. However, in quite some cases
where very high quality measurements can be obtained,
e.g. during mechanical vibration tests or while measur-
ing electronic circuits. In these cases very small signals
can be applied to the system and can be measured with a
sufficiently high signal-to-noise ratio. Deciding whether
or not an input signal is small enough to act as an -
excitation is mostly left to the user and the prior knowl-
edge that is available on the system under test. Alter-
natively, the BLA framework can be used to make this
decision (the estimated nonlinear distortion level should
be below the estimated noise floor). Furthermore, the
-excitation class allows formalizing some system prop-
erties, especially for the Hammerstein-Wiener and feed-
back structures considered in this paper.
The class of -excitations is defined in (Schoukens et al.,
2015a) as follows:
Definition 2. Class of -Excitations S. The signal
u(t), t = 1, . . . , N, belongs to the class of -excitations
S, if it belongs to the class of Riemann equivalent exci-
tation signals SU and
σ2u = E{u˜2} = 2, (14)
u˜(t) = u(t)− E{u(t)}. (15)
-excitations are (asymptotically) normally distributed
signals with a limited variance. In this paper, results are
given for  converging towards zero.
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Definition 3. -Approximation: Consider the best
linear approximation Gbla obtained for a random exci-
tation u = uDC + u, and u ∈ S, where uDC is a
constant offset. Define:
lim
→0
Gbla(e
jωTs)|u ∈ S = G(ejωTs). (16)
The definition of G can be extended to deterministic
signals as discussed and formalized in (Ma¨kila¨ & Part-
ington, 2003). The properties of the -approximation are
discussed in more detail in (Schoukens et al., 2015a).
5 Cost Function
A least squares cost function is minimized to obtain the
model parameters:
θˆ = arg min
θ
N∑
t=1
(y(t)− yˆ(t,θ))2 , (17)
where yˆ(t,θ) is the modeled output, depending on the
parameters θ.
Note that the cost function used in eq. (17) results in a
maximum likelihood estimate if white Gaussian additive
noise satisfying Assumption 1 is present at the output.
A weighted version (using either a nonparametric noise
model or a monic parametric noise model) of the cost
function needs to be used to obtain a (sample) maxi-
mum likelihood estimate in the case of additive colored
Gaussian noise. The estimated sample variance of the
noise can be used as a weighting function in a frequency
domain cost function. A maximum likelihood estimator
is asymptotically efficient (Crame´r, 1946; Ljung, 1999;
Pintelon & Schoukens, 2012). This means that the max-
imum likelihood estimator achieves the lowest asymp-
totic mean squared error possible with a consistent esti-
mator, under the assumption that the system belongs to
the model class, and using the noise framework specified
in Assumption 1.
Unfortunately, this cost function is, in most of the cases
considered in this paper, non-convex with respect to the
parameters θ. A Levenberg-Marquardt algorithm (Lev-
enberg, 1944; Marquardt, 1963; Fletcher, 1991; Pintelon
& Schoukens, 2012) is used to minimize the cost func-
tion in a numerically stable way. This algorithm con-
verges to a local minimum of the cost function. Hence,
good initial values of the parameters are very important
to ensure the convergence of the estimates to the global
minimum. Such initial estimates can be obtained using
the algorithms that are described in the following sec-
tions. Many of these initialization algorithms result in a
consistent estimate, but they are not efficient.
6 Initialization Methods: an Overview
Besides the linear approximations-based methods that
are described in the following sections, many other ini-
tialization methods for block-oriented nonlinear systems
are available in the literature. Often two or more estima-
tion methods are combined to identify the system un-
der test. The most important approaches are highlighted
here, a more detailed overview can be found in (Giri &
Bai, 2010).
6.1 Overparametrization
The overparametrization approach is one of the most
known methods for the identification of the Ham-
merstein and Hammerstein-Wiener type of structures
(Chang & Luus, 1971; Hsia, 1976; Bai, 1998; Schoukens
et al., 2012b).
In a first step, the number of parameters is artificially in-
creased to obtain a problem that is linear in the param-
eters. In the next step, the estimated overparametrized
parameter set is reduced, e.g. by using a singular value
decomposition to retrieve the underlying low-rank struc-
ture of the overparametrized parameter set.
One of the main downsides of the overparametrization
approach is the large number of parameters that needs to
be estimated in the first step, resulting in a higher vari-
ance on the estimated parameters. Nuclear-norm regu-
larization and kernel-based methods have been proposed
to improve the classical approaches (Falck et al., 2010;
Risuleo et al., 2015), requiring less user interaction and
reducing the variance on the estimated parameters.
6.2 Alternating Least Squares Methods
Alternating least squares (ALS) is a powerful tool to
solve problems that are multilinear in the parameters.
ALS was one of the first successful identification methods
for the identification of Hammerstein systems (Narendra
& Gallman, 1966). Indeed, the Hammerstein identifica-
tion problem can be written as a problem that is bilinear
in the parameters. The convergence of this approach is
analyzed in detail by (Stoica, 1981; Bai & Li, 2004, 2010).
Similar techniques have been applied to Hammerstein-
Wiener structures (Zhu, 2002; Schoukens et al., 2012b).
Alternatively, one can also use separable least squares
approaches to estimate the parameters of block-oriented
nonlinear models. This technique has been applied by
(Westwick & Kearney, 2001; Bai, 2002; Aljamaan et al.,
2011) for the identification of Hammerstein and Wiener
models.
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6.3 Inverse Estimation
Some identification problems that seem to be hard to
solve at first glance turn out to be much easier to solve
when (part of) the system is inverted (if the inverse ex-
ists). Such an estimate can serve as a good initialization
of the actual system identification problem at hand.
Identifying a Wiener, or a Hammerstein-Wiener system
is a well-known example of this approach.
The problem of identifying a Wiener system is nonlin-
ear in the parameters in its most common formulation.
However, the problem becomes linear in the parameters
when the inverse of the static nonlinearity is identified
instead of the static nonlinearity itself (Hagenblad &
Ljung, 1998; Pajunen, 1992). A similar reasoning holds
for the Hammerstein-Wiener case (Zhu, 2002; Schoukens
et al., 2012b). Note that this approach results in biased
estimates when there is noise present at the output of the
system. Nevertheless, the estimates obtained by such an
approach can still serve as initial values for a nonlinear
optimization.
The inverse estimation approach can also be of inter-
est for nonlinear feedback systems, such as the simple
feedback and the Wiener-Hammerstein feedback struc-
ture. Indeed, by considering the inverse of the system
structure the nonlinear feedback structure can be trans-
formed in a parallel branch feedforward structure (see
for example Section 4.3.4 in Markusson (2001)).
6.4 Other Approaches
Besides the approaches discussed above many other
block-oriented identification and initialization meth-
ods are described in the literature. Some of them are
discussed shortly below, while others are included in
the following sections when each specific block-oriented
nonlinear structure is discussed in more detail.
Subspace methods have been successfully applied for
the identification of MIMO (multiple input multiple
output) Hammerstein, Wiener, Wiener-Hammerstein
and Hammerstein-Wiener structures (Verhaegen &
Westwick, 1996; Westwick & Verhaegen, 1996; Goethals
et al., 2005; Katayama & Ase, 2016).
Frequency-domain approaches can be used to exploit the
nonlinear behavior of the block-oriented nonlinear sys-
tem, which is not visible in the time-domain, e.g. (Giri
et al., 2014).
The structured nature of block-oriented nonlinear sys-
tems can be exploited by carefully designing the in-
put signal used during the estimation, e.g. step signals,
sine wave signals, sinesweeps or phase-coupled multi-
sines (Giri et al., 2014; Tiels et al., 2015; Re´billat et al.,
2016; Castro-Garcia et al., 2016). Most of the methods
described in the following sections make use of Gaussian
input signals (Definition 1) to exploit Bussgang’s Theo-
rem (see Section 3).
The problem of identifying a block-oriented nonlinear
system can sometimes be written as a convex optimiza-
tion problem, or the problem can be relaxed such that it
becomes convex. An example of such an approach is de-
scribed in (Cai & Bai, 2011; Han & de Callafon, 2012).
7 Single Branch Models
The BLA of a single branch block-oriented nonlinear sys-
tem (Hammerstein, Wiener, Wiener-Hammerstein) pro-
vides valuable information about the system. It is shown
in the following sections that the BLA of these systems
is equal to a scaled version of the linear dynamics that
are present in the system. This allows the user to per-
form an important part of the model selection problem,
i.e. the selection of the number of poles and zeros in the
system dynamics, in the LTI framework. Although the
case of the Hammerstein-Wiener system structure is a
bit more involved, the BLA approach provides a good
initial estimate for Hammerstein-Wiener identification.
7.1 Wiener, Hammerstein & Wiener-Hammerstein
Structure
Hammerstein Structure
The Hammerstein structure is, together with the Wiener
structure, one of the most simple block-oriented nonlin-
ear model structures. A Hammerstein structure (Ham-
merstein, 1930) consists of a static nonlinear block f(u)
followed by an LTI block S(q) (see Figure 1). The Ham-
merstein structure is used to model nonlinear systems
for which the static nonlinearity is present at the input
of the system, such as a nonlinear actuator followed by
a linear process, or some chemical processes and physi-
ological systems (Giri & Bai, 2010).
Many different Hammerstein identification algorithms
exist in the literature and are listed in (Giri & Bai,
2010). The first Hammerstein identification algorithm
was introduced in (Narendra & Gallman, 1966), and fur-
ther improved in (Bai & Li, 2004) and (Bai & Li, 2010).
Several other Hammerstein identification algorithms
were developed in the last decades. A non-exhaustive
list is given below where the methods are classified de-
pending on their properties: kernel-based and mixed
parametric-nonparametric identification algorithms
(Hasiewicz et al., 2012; Mzyk, 2014; Risuleo et al., 2015),
parametric approaches (Chang & Luus, 1971; Crama
et al., 2004; Schoukens et al., 2007), overparametriza-
tion approaches (Bai, 1998; Falck et al., 2010; Risuleo
et al., 2015), blind identification algorithms (Bai, 2002;
Vanbeylen et al., 2008), a set-membership approach
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(Sznaier, 2009), and (continuous-time) instrumental
variables approach (Laurain et al., 2012). The feedback
setting is considered in (Giri et al., 2015) and the errors-
in-variables setting in (Mu et al., 2015). The MIMO
Hammerstein case is considered in (Verhaegen & West-
wick, 1996; Goethals et al., 2005). The works of (Giri
et al., 2011; Wang et al., 2012; Yong et al., 2015) extend
the Hammerstein structure to contain dynamic nonlin-
earities (e.g. backlash or hysteresis nonlinearities), and
(Sobhani Tehrani et al., 2015; Guarin & Kearney, 2015)
consider a time-varying Hammerstein structure.
Wiener Structure
A Wiener structure (Wiener, 1958) consists of an LTI
block G(q) followed by a static nonlinear block g(x) (see
Figure 1). A Wiener structure is often used to model
systems where the nonlinear behavior is present at the
output of the system. Some examples of such structures
are systems with sensor nonlinearities, overflow valves
and some physiological systems (Giri & Bai, 2010).
Giri & Bai (2010) list several Wiener system identifica-
tion algorithms. A wide variety of Wiener identification
algorithms have been developed in the last decades.
Some are grouped here based on their properties. A non-
exhaustive list of methods includes: nonparametric (or
semi-parametric) identification algorithms (Hasiewicz
et al., 2012; Lindsten et al., 2013; Mzyk, 2014), para-
metric approaches (Billings & Fakhouri, 1977; Hunter
& Korenberg, 1986; Wigren, 1993; Crama & Schoukens,
2001; Westwick & Kearney, 2003), a minimal Lipschitz
approach (Pelckmans, 2011), (orthogonal) basis func-
tion expansion approaches (Lacy & Bernstein, 2003;
Aljamaan et al., 2014), blind identification algorithms
(Vanbeylen et al., 2009), a recursive approach (Gre-
blicki, 2001), set-membership approaches (Sznaier, 2009;
Cerone et al., 2015), and approaches for systems that
contain dynamic nonlinearities (Giri et al., 2014; Yong
et al., 2015). Westwick & Verhaegen (1996); Janczak
(2007) consider the MIMO Wiener system case. Most of
the approaches consider that the noise source is present
at the output of the system only, however some meth-
ods allow for process noise to be present in between the
linear dynamics and the static nonlinearity (Hagenblad
et al., 2008; Lindsten et al., 2013; Wahlberg et al., 2014,
2015).
Wiener-Hammerstein Structure
A Wiener-Hammerstein model has a structure that is
a bit more involved than the Wiener or the Hammer-
stein model structure. The static nonlinearity f(x) is
now sandwiched between two LTI blocks G(q) and S(q)
(see Figure 1). The presence of the two LTI blocks re-
sults in a problem that is harder to identify: the main
challenge in identifying a Wiener-Hammerstein system
lies in the separation of the dynamics over the front and
the back LTI block.
The approaches described in (Vandersteen et al., 1997;
Tiels et al., 2015) estimate the two LTI blocks in a non-
parametric way using carefully designed input signals.
Weiss et al. (1998); Tan & Godfrey (2002); Kibangou &
Favier (2006); Ben Ahmed et al. (2013) present Volterra
(and Tensor decomposition) based approaches. Vo¨ro¨s
(2007) discusses an iterative approach. Mu & Chen
(2014) present a recursive EIV method, and Dewhirst
et al. (2010); Naitali & Giri (2016) present evolutionary-
based approaches. Boutayeb & Darouach (1995) discuss
the MISO (multiple input single output) Wiener-Ham-
merstein case, (Katayama & Ase, 2016) the MIMO
case. Many approaches use the BLA, or a similar corre-
lation analysis, as a starting point for the algorithm e.g.
(Billings & Fakhouri, 1978a; Billings, 1980; Korenberg
& Hunter, 1986; Westwick & Kearney, 2003; Crama
& Schoukens, 2005; Lauwers, 2011; Tan et al., 2012;
Sjo¨berg & Schoukens, 2012; Westwick & Schoukens,
2012; Schoukens et al., 2014a; Vanbeylen, 2014; Tiels
et al., 2014, 2015; Giordano & Sjo¨berg, 2015; Ase &
Katayama, 2015; Katayama & Ase, 2016).
Best Linear Approximation
The BLA of a Wiener-Hammerstein system is a scaled
version of the LTI dynamics that are present inG(q)S(q)
when input signals belonging to SU are used.
Theorem 2. The BLA Gbla(e
jωTs) of a Wiener-
Hammerstein system excited by an input signal belong-
ing to SU (Definition 1) is asymptotically given by (for
the number of data growing to infinity):
Gbla(e
jωTs) = αG(ejωTs)S(ejωTs), α ∈ R. (18)
Proof. See (Enqvist, 2010; Schoukens, 2015).
For the Hammerstein and the Wiener case, the BLA
simplifies to:
Gbla,H(e
jωTs) = αS(ejωTs), α ∈ R, (19)
Gbla,W (e
jωTs) = αG(ejωTs), α ∈ R. (20)
Note that the gain α not only depends on the system
characteristics, but also on the variance, the coloring,
and the offset (DC value) of the input signal. In the case
of the Hammerstein structure, the BLA does not depend
on the coloring of the input signal since the input signal is
applied directly to the nonlinearity of the system without
prior filtering.
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Hammerstein identification using the BLA
Many different approaches use the BLA, or similar cor-
relation methods, to identify a Hammerstein system
(Billings & Fakhouri, 1978a; Hunter & Korenberg, 1986;
Westwick & Kearney, 2003; Crama et al., 2004). The
identification of a Hammerstein system using the BLA
is quite straightforward. The BLA approach decou-
ples the identification of the LTI block and the static
nonlinear block.
Firstly, the LTI dynamics are estimated using the BLA,
this results in a consistent estimate of the LTI block
Sˆ(q), up to an unknown gain exchange α (see eq. (19)).
Secondly, the static nonlinearity is estimated using a
parametrization that is linear in the parameters. This
results in a problem that is linear in the parameters:
y(t) = S(q) [f(u(t))] (21)
=
nf∑
i=1
γiS(q) [fi(u(t))] , (22)
where nf denotes the number of basis functions fi(.)
that is used to describe the static nonlinearity. Note that
eq. (22) is linear in the parameters γi when S(q) is re-
placed by its estimate Sˆ(q). Hence, the parameters γi
can easily be obtained by a linear least squares estima-
tion. This results in a consistent, but not efficient, esti-
mator of the model parameters (Schoukens, 2015). An
efficient estimate can be obtained with the nonlinear op-
timization described in Section 5.
Wiener identification using the BLA
The identification of Wiener systems using the BLA
is very similar to the Hammerstein case. Billings &
Fakhouri (1978a); Hunter & Korenberg (1986); Crama &
Schoukens (2001); Westwick & Kearney (2003) present
BLA- or correlation-based identification methods for
Wiener systems.
A two-step identification approach results in a consistent
estimate of the model parameters. First, the LTI block
is estimated using the BLA. Second, the static nonlinear
block is identified starting from the estimated interme-
diate signal xˆ(t) = Gˆ(q) [u(t)] and the system output.
One can use his/her favorite model structure (polyno-
mial, neural network, ...) to describe the static nonlin-
earity. This results in a consistent, but not efficient, es-
timator of the model parameters (Schoukens, 2015). An
efficient estimate can be obtained with the nonlinear op-
timization described in Section 5.
Wiener-Hammerstein identification using the BLA
There are many BLA-based Wiener-Hammerstein iden-
tification methods. In this section, we focus on the
method that is presented in (Sjo¨berg & Schoukens,
2012). The challenge of separating the front and the
back dynamics is reformulated as a pole and zero al-
location problem: which poles and zeros belong to the
front dynamic block and which poles and zeros belong
to the back dynamic block?
The BLA is estimated and parametrized in a first step,
and the poles and zeros of the BLA are computed. These
poles and zeros are, due to Theorem 2 and under the
assumption that the product G(q)S(q) does not contain
any pole-zero cancellations, the poles and zeros of the
LTI blocks of the Wiener-Hammerstein system:
Gbla = αG(q)S(q) = α
∏nb+nd
i=1 (zi − q−1)∏na+nc
i=1 (pi − q−1)
, (23)
where na and nb are the number of poles and zeros in
G(q) respectively, while nc and nd are the number of
poles and zeros in S(q). The poles pi and the zeros zi
of the parametrized BLA are the combined poles and
zeros of the LTI blocks G(q) and S(q) of the Wiener-
Hammerstein system.
These poles and zeros of the BLA need to be assigned
to either G(q) or S(q):
Gbla = αGˆ(q)Sˆ(q), (24)
Gˆ(q) =
∏nb+nd
i=1 (zi − q−1)βzi∏na+nc
i=1 (pi − q−1)βpi
, (25)
Sˆ(q) =
∏nb+nd
i=1 (zi − q−1)1−βzi∏na+nc
i=1 (pi − q−1)1−βpi
, (26)
βpi and βzi are binary parameters that assign the pole
or zero to either Gˆ(q) (βpi = 1), or to Sˆ(q) (βpi = 0).
The parameters βpi and βzi are grouped in the binary
parameter vector β ∈ {0, 1}(na+nb+nc+nd)×1.
There is a finite number of different realizations of the
parameter vectors β. All possible realizations of the pa-
rameter vector are evaluated. To evaluate a realization
of β, a static nonlinearity is estimated for every realiza-
tion k. This problem is linear in the parameters if the
static nonlinearity fˆk(x(t)) is described by a linear com-
bination of basis functions. It is solved using linear least
squares regression, resulting in the estimate fˆk. Finally,
all the estimated models are ranked based on their mean
squares error msek:
msek =
1
N
N∑
t=1
(y(t)− yˆk(t))2 , (27)
yˆk(t) = Sˆk(q)
[
fˆk
(
Gˆk(q) [u(t)]
)]
, (28)
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where N is the number of data points in the measured
input-output record. The model with the lowest error is
selected.
It is important to note that each complex conjugate pole
or zero pair is assigned either to S(q) or G(q). The single
elements of the pair are never assigned separately. This
is required as the LTI blocks consist of transfer functions
with real coefficients only. This also introduces a pos-
sible disadvantage of the approach: it can happen that
two real poles (or zeros) are combined into a complex
conjugate pole (or zero) pair during the parametrization
of the BLA since the solution handles real poles and ze-
ros as single elements. This pair cannot be correctly as-
signed if these poles (or zeros) originate from the two
different LTI subsystems.
The total number of realizations of β depends on the
number of poles and the number of zeros, np and nz re-
spectively. The total number is at least 2
np+nz
2 and at
most 2np+nz . The minimum number of realizations is
obtained when all poles and zeros are part of a complex
conjugate pair, the maximum number of realizations is
obtained when all poles and zeros are real. This number
increases very rapidly with the model order, which makes
the brute-force scan approach in (Sjo¨berg & Schoukens,
2012) computationally expensive, since it equals the to-
tal number of least squares regressions that need to be
performed to scan all possible pole-zero allocations.
A discrete optimization over the binary parameter vec-
tor β can be used to speed up the algorithm (Schoukens
et al., 2014b). The evaluation of all possible pole and zero
allocations can be avoided by using a fractional approach
(Vanbeylen, 2014; Giordano & Sjo¨berg, 2015), or by us-
ing a higher-order correlation, e.g. the so-called QBLA,
to separate the dynamics over the front and the back
LTI block (Billings & Fakhouri, 1978a; Schoukens et al.,
2008; Westwick & Schoukens, 2012; Schoukens et al.,
2014a). An equivalent subspace version of the method
presented in (Sjo¨berg & Schoukens, 2012) is developed
in (Ase & Katayama, 2015), and extended to the MIMO
case in (Katayama & Ase, 2016).
Although Sjo¨berg & Schoukens (2012) show that this
approach results in a consistent estimate of the system
parameters, a nonlinear optimization of all the parame-
ters simultaneously as described in Section 5, following
the linear initialization step, can be used to reduce the
variance of the estimates.
7.2 Hammerstein-Wiener Structure
Another single branch model structure is the Hammer-
stein-Wiener model (static nonlinear block f(u) - LTI
block G(q) - static nonlinear block g(r), see Figure 1).
These models are used in a wide range of applications
such as chemical processes (Giri & Bai, 2010), iono-
spheric dynamics (Palanthandalam-Madapusi et al.,
2005), submarine detection (Abrahamsson et al., 2007),
and RF (radio frequency) power amplifier modeling
(Taringou et al., 2010).
Different identification approaches are proposed to iden-
tify a Hammerstein-Wiener model or models that are
very similar to Hammerstein-Wiener block structures.
Amongst those are: iterative approaches (Zhu, 2002;
Vo¨ro¨s, 2004), overparametrization methods (Bai, 1998;
Schoukens et al., 2012b; Schoukens, 2015), frequency
domain methods (Crama & Schoukens, 2004; Brouri
et al., 2014a), subspace methods (Goethals et al., 2005),
stochastic algorithms (Wang & Ding, 2008), blind ap-
proaches (Bai, 2002), continuous-time instrumental
variable approaches (Ni et al., 2013), and maximum like-
lihood-based methods (Wills et al., 2013). The identifi-
cation of Hammerstein-Wiener systems with a backlash
input nonlinearity is discussed in (Brouri et al., 2014b).
Best Linear Approximation
Contrary to Hammerstein and Wiener systems, the BLA
of a Hammerstein-Wiener system cannot be simplified to
a simple function of the system dynamics, even if input
signals belonging to SU are used. The intermediate signal
r(t) (see Figure 1) is not Gaussian due to the presence of
the first static nonlinearity. Hence, Bussgang’s theorem
cannot be applied. However, (Wong et al., 2012) shows
that the BLA will not differ too much from a scaled ver-
sion of the LTI block G(q) in many practical cases (i.e. if
the memory length of G(q) is large w.r.t. the correlation
length of the intermediate signal x(t)).
The theoretical framework of the -approximation can
also be used to replace the BLA framework. The -
approximation of a Hammerstein-Wiener system is a
scaled version of the LTI dynamics G(q) present in the
system (Schoukens et al., 2015a).
Identification using the BLA
The BLA (or -approximation) is used as a starting point
for the identification of a Hammerstein-Wiener system in
(Crama & Schoukens, 2004). First, the BLA is estimated
resulting in an estimate Gˆ(q) of the LTI block. Next,
the front static nonlinearity and the inverse of the back
static nonlinearity are identified by minimizing:
VN =
N∑
t=1
 nf∑
i=1
γiGˆ(q) [fi(u(t))]−
ng∑
j=1
δjgj(y(t))
2
(29)
where it is assumed that the static nonlinearity f(u) and
the inverse of the static nonlinearity g(r) can be repre-
sented by a linear combination of nf and ng nonlinear
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basis functions respectively. This problem is linear in the
parameters, it can be solved using a total least squares
approach (Van Huffel & Lemmerling, 2002). In a next
step the estimate of the inverse of the back static non-
linear block can be replaced by an estimate of the for-
ward static nonlinearity g(r). Note that the estimates
obtained using the total least squares approach are not
consistent due to the noise framework specified in As-
sumption 1. These estimates serve as an initialization
for the nonlinear optimization described in Section 5, re-
sulting in a consistent estimate of the model parameters
(if all assumptions are satisfied).
8 Parallel Branch Model Structures
Parallel block-oriented structures (parallel Hammer-
stein, parallel Wiener and parallel Wiener-Hammerstein,
see Figure 1) are a logical extension of the single branch
block-oriented structures. The use of a parallel branch
structure can be motivated by the presence of multiple
signal paths inside the system under test. Another pos-
sible reason for the use of parallel branch models is their
increased modeling capacity. It is well-known that the
parallel Wiener and the parallel Wiener-Hammerstein
structure are universal approximators of fading memory
systems (see Section 10 for more information).
In the case of parallel block-oriented structures the BLA
will not only provide information about the LTI blocks
that are present in the system, but also about the num-
ber of parallel branches in the system. By combining the
BLAs obtained at different setpoints of the systems, the
selection of the number of parallel branches and the se-
lection of the number of poles and zeros that are present
in the system can be performed (Schoukens et al., 2011;
Schoukens & Rolain, 2012b; Schoukens et al., 2015b).
This allows the user to perform the selection of the num-
ber of poles and zeros in the system dynamics in the LTI
framework, and to select the number of parallel branches
in the system at an early stage of the identification pro-
cedure.
The BLA can also be used to construct a set of orthonor-
mal basis functions to represent the system dynamics
(Tiels & Schoukens, 2014). These basis functions are
based on a number of user-selected pole locations. A nat-
ural choice is to use the poles of the BLA as a starting
point to construct the orthonormal basis functions.
8.1 Parallel Hammerstein and Parallel Wiener Struc-
tures
Parallel Hammerstein and parallel Wiener models are
generalized forms of the Hammerstein and Wiener
structure. They consist of a parallel connection of more
than one Hammerstein (or Wiener) system (see Fig-
ure 1). Parallel Hammerstein models are sometimes
called Uryson models, memory polynomial, or gener-
alized Hammerstein models in the literature, see for
example (Gallman, 1975; Billings, 1980; Doyle et al.,
2002; Ghannouchi & Hammi, 2009).
Parallel Hammerstein: A popular approach that is used
to identify a parallel Hammerstein system is to feed the
input signal to a parallel connection of some nonlinear
basis functions that are each followed by a finite im-
pulse response filter (FIR) to realize a branch. The cor-
responding LTI multiple-input-single-output identifica-
tion problem is then solved using one’s favorite FIR iden-
tification method in (Gadringer et al., 2007). In earlier
work (Gallman, 1975), Hermite polynomials were used
as orthogonal basis functions to model the static non-
linearity for Gaussian input signals. These approaches
result in a linear least squares identification problem,
which is easy to solve. However, they suffer from two
drawbacks: i) the user gets no physical insight into the
number of parallel paths in the device under test (DUT),
as the number of parallel branches in the model is set
by the degree of the nonlinearity, ii) for systems with
long memory effects, a large number of parameters is
needed due to the FIR-nature of the dynamic model.
The model is therefore not parsimonious. Re´billat et al.
(2016) present a fully nonparametric approach, which
requires almost no user interaction, based on an expo-
nential sinesweep excitation.
Parallel Wiener: Previously proposed parallel Wiener
estimation methods suffer from some disadvantages.
Some methods rely on an estimate of the Volterra
kernel of the system under test (Kibangou & Favier,
2009). This requires a very large amount of data for the
identification. Other methods are limited to the use of
finite impulse response models for the linear subsystems
(Lyzell & Enqvist, 2012a; Westwick & Kearney, 1997;
Korenberg, 1991). These approaches typically result in
an unwanted high number of parallel branches.
Best Linear Approximation
Similar to the single branch case, the BLA of a parallel
Hammerstein and parallel Wiener system is a simple
function of the LTI dynamics that are present in the
system.
Theorem 3. The BLA Gbla(e
jωTs) of a parallel Ham-
merstein system excited by an input signal belonging
to SU (Definition 1) is asymptotically given by (for the
number of data growing to infinity):
Gbla(e
jωTs) =
nbr∑
k=1
αkS
[k](ejωTs), αk ∈ R, (30)
where nbr is the number of parallel branches in the sys-
tem.
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Proof. The BLA of a Hammerstein system is given by
eq. (19). This holds for each separate branch in the par-
allel Hammerstein system. The output y is given by a
summation of the outputs yk of each parallel Hammer-
stein branch. Hence, the BLA of a parallel Hammerstein
system is given by the sum of the BLAs of each parallel
branch.
Theorem 4. The BLA Gbla(e
jωTs) of a parallel Wiener
system excited by an input signal belonging to SU is
asymptotically given by (for the number of data growing
to infinity):
Gbla(e
jωTs) =
nbr∑
k=1
αkG
[k](ejωTs), αk ∈ R, (31)
under the assumption that the MISO static nonlinearity
g(.) of the parallel Wiener system can be approximated
arbitrarily well in least squares sense by a MISO poly-
nomial.
Proof. See (Schoukens, 2015).
An important observation with respect to eq. (30) and
eq. (31) is that the input-dependent gainαk only appears
in the numerator. For example, the BLA in eq. (30) is
given by:
Gbla(q) =
nbr∑
k=1
αkS
[k](q) =
nbr∑
k=1
αk
B
[k]
s (q)
A
[k]
s (q)
. (32)
Introducing a common denominator results in the fol-
lowing BLA expression:
Gbla(q) =
∑nbr
k=1 αkB
[k]
s (q)
∏nbr
j=1,j 6=k A
[j]
s (q)∏nbr
k=1A
[k]
s (q)
. (33)
A similar result can be obtained for the parallel Wiener
case.
This means that the poles of the identified BLA are also
the poles of the LTI blocks that are present in the system.
The zeros of the BLA of a parallel Hammerstein (or
parallel Wiener) system may change when the variance
or the offset (DC value) of the input signal changes. The
gains αk are also dependent on the coloring of the input
signal in the case of a parallel Wiener system. Indeed, the
denominator stays the same when the gains αk change,
but the numerator coefficients depend on the gains αk.
Schoukens et al. (2015a); Schoukens (2015); Schoukens
et al. (2015b) discuss this in further detail.
Parallel Wiener and parallel Hammerstein identification
using the BLA - SVD Approach
The main difficulty in identifying a parallel Wiener or
parallel Hammerstein system is separating the dynam-
ics over the different parallel branches. This problem can
be made easier by allowing more parallel branches to
be present in the estimated model (see e.g. (Gallman,
1975; Billings, 1980; Doyle et al., 2002; Lyzell & Enqvist,
2012a; Westwick & Kearney, 1997; Korenberg, 1991)). A
singular value decomposition (SVD) based approach to
identify a parallel Wiener or parallel Hammerstein sys-
tem with a low number of parallel branches is presented
in (Schoukens et al., 2011, 2013, 2015b). This section
explains the driving idea of this approach.
The approach proposed in (Schoukens et al., 2013,
2015b) starts with an estimation of the BLA of the con-
sidered system for different operating conditions. The
different operating conditions have been obtained using
input signals with different power spectra. This includes
the use of different magnitudes, different offsets, or
different coloring of the power spectra.
Next, the measured BLAs are parametrized using a dif-
ferent LTI model for each operating condition. A com-
mon denominator model is used for all operating condi-
tions simultaneously:
Gˆ
[ir]
bla
(
q, θˆbla
)
=
dˆ
[ir]
0 + dˆ
[ir]
1 q
−1 + . . .+ dˆ[ir]nd q−nd
cˆ0 + cˆ1q−1 + . . .+ cˆncq−nc
,
(34)
where superscript [ir] denotes the setpoint of the system.
This is indeed possible, as eq. (33) assures that the poles
of the different measured BLAs are the same. A consis-
tent estimate of the overall dynamics that are present in
the nonlinear parallel Hammerstein or parallel Wiener
system results. A matrix Dˆ is constructed by stacking
the estimated numerator coefficients of the BLAs at the
R different operating conditions:
Dˆ =

dˆ
[1]
0 dˆ
[1]
1 . . . dˆ
[1]
nd
dˆ
[2]
0 dˆ
[2]
1 . . . dˆ
[2]
nd
...
...
. . .
...
dˆ
[R]
0 dˆ
[R]
1 . . . dˆ
[R]
nd
 . (35)
Starting from the parametrized BLAs, a decomposition
of the overall dynamics at the different operating condi-
tions is calculated. It uses the singular value decompo-
sition (SVD) of the Dˆ matrix:
Dˆ = U blaΣblaV
T
bla, (36)
where the columns of V bla are the right singular vectors
which act as an orthonormal basis for the row space of
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the Dˆ-matrix, Σbla is a diagonal matrix containing the
singular values, and the columns of U bla constitute an
orthonormal basis for the column space.
The column vectors in V bla provide an estimate of the
numerator coefficients for each branch k:
Sˆ[k](q) =
δˆ
[k]
0 + δˆ
[k]
1 q
−1 + . . .+ δˆ[k]ndq−nd
cˆ0 + cˆ1q−1 + . . .+ cˆncq−nc
, (37)
where δˆ
[k]
j is the element of the j-th row and k-th column
of the matrix V bla.
The number of parallel branches in the system is ob-
tained based on the estimated rank of the decomposed
matrix (based on the singular values obtained in Σbla).
Note that the matrix Dˆ needs to be whitened before the
rank estimation can be performed (see (Rolain et al.,
1997; Schoukens et al., 2015b) for more information).
Once an estimate of the LTI blocks of the parallel Ham-
merstein or parallel Wiener system have been obtained,
the estimation of the static nonlinearities in the system
boils down to a simple linear least squares problem as in
the single branch Hammerstein or Wiener case.
Although Schoukens et al. (2015b); Schoukens (2015)
show that this approach results in a consistent estimate
of the system parameters, a nonlinear optimization of all
the parameters simultaneously as described in Section 5
can be used to reduce the variance of the estimates.
8.2 Wiener-Schetzen Structure
A Wiener-Schetzen model (see Figure 4) is a subset
of parallel Wiener models where the dynamics are
represented by orthonormal basis functions (OBFs)
(Heuberger et al., 2005), and the nonlinearity is repre-
sented by a multivariate polynomial with the outputs
of the OBFs as inputs. The parameters of this model
are the polynomial coefficients. Nevertheless, the OBFs
should be properly selected.
Wiener-Schetzen models appear in the literature un-
der various names. In his original ideas, Wiener uses
(continuous-time) Laguerre OBFs (Wiener, 1958) and
the model is called a Laguerre system (see also Boyd &
Chua (1985)). Kibangou et al. (2005b) use discrete-time
Laguerre OBFs and use the name Laguerre-Volterra fil-
ters. When using generalized orthonormal basis func-
tions (GOBFs), the names GOB-Volterra filters (Kiban-
gou et al., 2005a) and Wiener/Volterra models (da Rosa
et al., 2007) are used, amongst others.
Several methods have been proposed to identify Wiener-
Schetzen models. Go´mez & Baeyens (2004) propose a
F1(q)
...
Fn(q) g
(x
1
,.
..
,x
n
)
u(t)
x1(t)
xn(t)
y(t)
Figure 4. A Wiener-Schetzen model (F1(q), . . . , Fn(q) are
OBFs, g(x1, . . . , xn) is a multivariate polynomial).
non-iterative method, where it is assumed that the non-
linearity is invertible and that this inverse can be de-
scribed in terms of known basis functions. da Rosa et al.
(2007) propose an optimal selection of one of the pa-
rameters in a truncated two-parameter Kautz OBF ex-
pansion. This optimal selection is done by minimizing
an upper bound of the error made by approximating the
system’s Volterra kernels by the truncated OBF expan-
sion. The Volterra kernels of the system are assumed to
be known in this approach. A model structure very sim-
ilar to a Wiener-Schetzen model is identified in To¨tter-
man & Toivonen (2009) and Go´mez & Baeyens (2012),
where the nonlinearity is expanded in terms of support
vector machines (SVMs).
Best Linear Approximation
Since a Wiener-Schetzen model is a parallel Wiener
model with a MISO polynomial nonlinearity, its BLA
is given by Theorem 4. In particular, the BLA of a
Wiener-Schetzen model is a linear combination of the
dynamics in the different branches. The poles of the
BLA are thus also the poles of the LTI dynamics that
are present in the system.
Identification using the BLA
OBFs are stable, discrete-time, proper, rational transfer
functions Fi(e
jω) that are orthogonal with respect to the
inner product
〈F1, F2〉 = 1
2pi
∫ pi
−pi
F1(e
jω)F2
∗(ejω)dω. (38)
The outputs x1(t) and x2(t) of two OBFs F1 and F2
that share the same input are orthogonal if the input is
white. This follows from the generalized expected value
E¯{x1(t)x2(t)}, which can be written as
E¯{x1(t)x2(t)} = 1
2pi
∫ pi
−pi
F1(e
jω)F2
∗(ejω)|U(ejω)|2dω
(39)
using Parseval’s theorem (Heuberger et al., 2005), and
which reduces to the inner product of two orthonormal
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transfer functions if the input is white (|U(ejω)|2 is con-
stant). Although in general no claims can be made about
the orthogonality for non-white inputs, the considered
OBFs are quite robust with respect to the coloring of
the OBFs (Heuberger et al., 2005, Chapter 6).
Popular choices for the OBFs are Laguerre, Kautz, and
Takenaka-Malmquist basis functions (Heuberger et al.,
2005). The considered OBFs can be constructed from a
set of poles {ξi}, and in its most general form they are
the Takenaka-Malmquist basis functions:
Fi(q) =
√
1− |ξi|2
q − ξi
i−1∏
k=1
1− ξk∗q
q − ξk , (40)
for i = 1, 2, . . .; ξi ∈ C; and |ξi| < 1. Choosing all poles
ξi in the origin results in an FIR model. Choosing all
poles identical and real results in a Laguerre basis. A
two-parameter Kautz basis is obtained when choosing
a pole structure {ξ1, ξ2, ξ1, ξ2, . . .}. Note that this pole
structure can include multiple repetitions of ξ1, ξ2, where
ξ1 and ξ2 are either real or complex conjugated. GOBFs
are obtained when a finite set of nξ poles is periodically
repeated, i.e.
ξi+(k−1)nξ = ξi, i = 1, 2, . . . , nξ, k = 1, 2, . . . (41)
A proper user choice of the pole locations is important in
order to accurately represent the linear dynamics with
a limited number of OBFs. Choosing the poles equal
to the true poles of the underlying linear dynamics of
the (parallel) Wiener system is optimal in this sense.
The poles of the BLA are thus excellent candidates to
be used in constructing the OBFs. Possible mismatches
between the true poles and the estimates from the BLA
can be compensated by periodically repeating the set of
pole estimates. Fast convergence rates (convergence in
probability of the modeled output to the system output)
can be obtained (Tiels & Schoukens, 2014).
Once the OBFs are constructed, the intermediate signals
x1(t), . . . , xn(t) can be computed. Retrieving the poly-
nomial coefficients then boils down to a linear regression
problem. By choosing OBFs and Hermite polynomials
(Schetzen, 2006), which are orthogonal for Gaussian in-
puts, this regression problem is optimally conditioned
for white Gaussian inputs. Note that this is only true
for infinitely long data records; for a finite data record,
approximate orthogonality is obtained.
Compared to the BLA/SVD approach in the previous
section, only one experiment suffices in this case. The
model is also linear in the parameters, but this comes
at the cost of a large number of parameters, since the
number of polynomial coefficients increases combinato-
rially with the number of OBFs and the degree of the
nonlinearity. Dimension reduction techniques, such as
presented in (Schoukens et al., 2013; Lyzell et al., 2012;
Lyzell & Enqvist, 2012b,a) can be used to reduce the
number of basis functions, and hence, the number of pa-
rameters.
8.3 Parallel Wiener-Hammerstein Structure
Parallel Hammerstein and parallel Wiener model struc-
tures are restricted to systems with dominant output
dynamics (Hammerstein) or input dynamics (Wiener).
A further increase in flexibility of the model structure
is obtained here by considering the parallel Wiener-
Hammerstein structure (see Figure 1). Previously pub-
lished methods (Baumgartner & Rugh, 1975; Wysocki
& Rugh, 1976; Billings & Fakhouri, 1979, 1982) studied
a subclass of the parallel Wiener-Hammerstein struc-
ture. Identification methods based on repeated sine
measurements (Baumgartner & Rugh, 1975; Wysocki
& Rugh, 1976), or white Gaussian inputs (Billings &
Fakhouri, 1979) are available for this model structure.
Palm (1978, 1979) shows that a wide class of Volterra
systems can be approximated arbitrarily well using a
parallel Wiener-Hammerstein model structure. Dreesen
et al. (2017) present an identification method based on
the decomposition of Volterra kernels.
The parallel Wiener-Hammerstein system class that is
used here is a more general system class than the SM
system class that is used in (Baumgartner & Rugh, 1975;
Wysocki & Rugh, 1976; Billings & Fakhouri, 1979) in the
following sense. The SM model has M parallel branches,
and the m-th branch contains a monomial nonlinearity
that is fixed and equal to (.)m. This restricts the model
to have a polynomial nonlinearity only, and to contain
only one branch for each degree of this polynomial non-
linearity. Thus a parallel Wiener-Hammerstein system
containing two parallel branches, each with different LTI
subsystems, and with different polynomial nonlineari-
ties can, in general, not be modeled by a SM model.
The methods that Schoukens et al. (2015b); Schoukens
(2015) present also make some extra assumptions on
the parallel Wiener-Hammerstein system. However, even
when these assumptions are met, the considered system
class still allows for a much more complex system be-
havior than the SM class does.
Best Linear Approximation
Similar to the parallel Hammerstein and parallel Wiener
case, the BLA of a parallel Wiener-Hammerstein system
is a simple function of the LTI dynamics that are present
in the parallel branches of the system.
Theorem 5. The BLAGbla(e
jωTs) of a parallel Wiener-
Hammerstein system excited by an input signal belong-
ing to SU (Definition 1) is asymptotically given by (for
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the number of data growing to infinity):
Gbla(e
jωTs) =
nbr∑
k=1
αkG
[k](ejωTs)S[k](ejωTs), αk ∈ R.
(42)
Proof. The BLA of a Wiener-Hammerstein system is
given by eq. (18). This holds for each separate branch
in the parallel Wiener-Hammerstein system. The output
y is given by a summation of the outputs yk of each
parallel Wiener-Hammerstein branch. Hence, the BLA
of a parallel Wiener-Hammerstein system is given by the
sum of the BLA of each parallel branch.
Identification using the BLA - SVD Approach
The identification algorithm for the parallel Wiener-
Hammerstein case is a combination of the identification
algorithms presented in Sections 7.1 and 8.1. Schoukens
et al. (2015b); Schoukens (2015) describe this in detail.
Firstly, the BLA decomposition approach is applied as
described in Section 8.1 for the parallel Hammerstein
and parallel Wiener case to split the BLA dynamics over
the different parallel branches.
Next, the poles and zeros of each branch are allocated
to the front or the back simultaneously using the brute-
force pole-zero allocation scan described in Section 7.1.
The static nonlinearity of the model is estimated during
this step.
Although Schoukens et al. (2015b); Schoukens (2015)
show that this approach results in a consistent estimate
of the system parameters, a nonlinear optimization of all
the parameters simultaneously as described in Section 5
can be used to reduce the variance of the estimates.
Two disadvantages of this approach are i) the high com-
putational load due to the brute-force pole-zero alloca-
tion scan, and ii) the introduction of a MIMO static non-
linearity in the final model although the original system
is intrinsically decoupled. The appearance of the MIMO
nonlinearity is due to equivalence transforms and the
SVD approach to split the dynamics (Schoukens et al.,
2015b; Schoukens, 2015). The brute-force pole-zero al-
location scan can be made faster by allocating the poles
and zeros of each branch separately instead of doing the
allocation for all branches simultaneously (Schoukens,
2015). The coupled, MIMO nonlinearity can be decou-
pled into a number of SISO (single input single output)
static nonlinearities in a second step using tensor decom-
position methods as Schoukens & Rolain (2012a); Tiels
& Schoukens (2013); Dreesen et al. (2015) show.
9 Feedback Model Structures
The use of a feedback structure can be motivated by the
presence of nonlinear feedback in the system under test,
e.g. many mechanical setups show resonant behavior in
which the resonance frequency depends on the variance
of the excitation signal. As discussed later in this section,
this is a typical nonlinear feedback phenomenon. Feed-
back mechanisms are also often encountered in biologi-
cal systems. A nonlinear feedback can also be included
in the model structure to increase its modeling capacity.
The BLA or -approximation can be used in many cases
for the identification of feedback block-oriented nonlin-
ear model structures. Both frameworks allow the user to
perform the selection of the number of poles and zeros in
the system dynamics in the LTI framework, in the three
cases considered in this section. Note that all feedback
systems considered in this section are BIBO stable for
the selected input class due to the assumed class of sys-
tems in Section 4. During the identification procedure,
no special effort is made to obtain stable models. Mul-
tiple shooting techniques can be used to pass through
unstable regions in the parameter space (Van Mulders
et al., 2010). Since all the considered feedback structures
can be restructured so that they include the simple non-
linear feedback structure (see Figures 1 and 2), stability
of the final model can be checked with e.g. the Popov cri-
terion (Haddad & Bernstein, 1993, 1994; Khalil, 1996).
This criterion provides a sufficient (not necessary) con-
dition for the overall model to be absolutely stable. A
typical assumption is that the linear subblock is observ-
able and controllable, and that the nonlinearity fulfills a
sector condition.
It is commonly assumed for nonlinear feedback systems
to have at least one sample delay in either the forward
or the backwards path of the feedback loop to avoid the
presence of nonlinear algebraic loops during simulation.
It is shown in (Relan & Schoukens, 2016) under band-
limited assumptions that the approximation error made
by introducing such a delay in the model can be kept
arbitrary low by selecting a sufficiently high sampling
frequency.
9.1 Simple Feedback Structure
The simple feedback structure consists of the feedback
connection of an LTI block and a static nonlinear block
(see Figure 1). One can think of two possible simple feed-
back structures: LTI block in the feedforward and the
nonlinearity in feedback or vice-versa. It can be shown
that both combinations are equivalent from an input-
output point of view (see Section 2 and (Schoukens et al.,
2008)). Paduart et al. (2004); Paduart (2008) propose a
BLA-based identification algorithm for the simple feed-
back structure. Van Pelt & Bernstein (2001) consider a
slightly more advanced nonlinear feedback structure.
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Best Linear Approximation
Contrary to most of the previous cases, the BLA of a
simple feedback system cannot be simplified to an easy
function of the system dynamics, even if input signals
belonging to SU are used. The input signal of the nonlin-
earity y(t) is not Gaussian due to the presence of the non-
linear feedback loop. Hence, Bussgang’s theorem cannot
be applied. However, in many practical cases it is fair to
assume that the nonlinearity can be linearized to a gain
α and thus that the BLA will be approximately given by:
Gbla(e
jωTs) ≈ G(e
jωTs)
1 + αG(ejωTs)
, α ∈ R. (43)
The quality of this approximation depends on how non-
Gaussian the input to the nonlinearity is. The approx-
imation is relevant if the input to the nonlinearity is
e.g. the output of a linear block with a sufficiently large
memory length. It then follows from the central limit
theorem that the input to the nonlinearity resembles a
Gaussian signal. The approximation in (43) is relevant
if the memory length of G(q) is sufficiently large.
The -approximation, contrary to the BLA, results in
a simple and exact analytical expression of the linear
approximation as a function of the system dynamics
(Schoukens et al., 2015a). The expression for G(e
jωTs)
is as in (43) with α replaced by γ.
The gains α and γ do not only depend on the system
characteristics, but they can also depend on the variance,
power spectrum, and the offset (DC value) of the input
signal.
Note that in the feedback case (also in the Wiener-
Hammerstein feedback case in Section 9.2), only the
poles of the -approximation shift with a changing gain
γ:
G(q) =
B(q)
A(q) + γB(q)
, (44)
where
G(q) =
B(q)
A(q)
. (45)
Schoukens et al. (2015a) discuss this in further detail.
Identification using the BLA
The identification algorithm that is presented here fol-
lows the lines of the algorithm presented in (Paduart
et al., 2004; Paduart, 2008).
Firstly, it is important to note that an arbitrary gain
β can be shifted from the static nonlinear block to the
linear block in the model. Indeed we have that:
y(t) = G(q)[u(t)− f(y(t))]
= G(q)[u(t)− f(y(t)) + βy(t)− βy(t)]
(1− βG(q))[y(t)] = G(q)[u(t)− f˜(y(t))] (46)
y(t) = G˜(q)[u(t)− f˜(y(t))]
where f˜(y(t)) = f(y(t))− βy(t) and G˜(q) = G(q)1+βG(q) .
This indicates that the BLA results in a good initial
estimate of the linear subsystem up to the equivalence
transforms present in the model structure:
Gˆ(q) = Gbla(q) ≈ G(q)
1 + αG(q)
. (47)
Next, the static nonlinearity is estimated. The static
nonlinearity is assumed to be represented as a linear
combination of nonlinear basis functions. It is estimated
by cutting the feedback loop:
Gˆ(q)[u(t)]− y(t) = Gˆ(q)[
nf∑
i=1
γifi(y(t))],
=
nf∑
i=1
γiGˆ(q)[fi(y(t))],
(48)
where nf denotes the number of basis functions that is
used to describe the static nonlinearity. This equation is
linear in the parameters γi. Hence, the parameters γi can
easily be obtained by a linear least squares estimation.
The noisy output is used as a regressor during the initial
identification of the static nonlinearity in eq. (48). This
results in a very simple initialization scheme which works
well for high signal to noise ratios.
Finally, a nonlinear optimization (see Section 5) of all
the parameters of the simple feedback structure together
is applied such that a consistent estimate is obtained.
The noise is assumed to be present at the output of the
system (Assumption 1), i.e. outside the feedback loop.
The feedback mechanism acts on the noise-free signal.
The construction of the Jacobian of the simple feedback
structure is more involved and time consuming (com-
pared to the single and parallel branch case) due to its
recursive dependency on the output at previous time in-
stances. This holds as well for the Wiener-Hammerstein
feedback case and the LFR case in Sections 9.2 and 9.3.
9.2 Wiener-Hammerstein Feedback Structure
The Wiener-Hammerstein feedback structure is a gen-
eralized version of the simple feedback structure. It con-
sists of a Wiener-Hammerstein system in the feedforward
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path combined with an LTI system in the feedback path
(see Figure 1). Both BLA-based approaches (Schoukens
et al., 2008) and a convex relaxation-based approach
(Sou et al., 2008) have been developed for this system
structure. It can be shown that this structure is equiva-
lent to an LTI system in the forward path and a Wiener-
Hammerstein system in the feedback path (Schoukens
et al., 2008).
Best Linear Approximation
As for the simple feedback structure case, the BLA of a
Wiener-Hammerstein feedback structure cannot be sim-
plified to an easy function of the system dynamics if in-
put signals belonging to SU are used. However, in many
practical cases it is fair to assume that the BLA will be
approximately of the form:
Gbla(e
jωTs) ≈ αG
[1](ejωTs)G[2](ejωTs)
1 + αG[1](ejωTs)G[2](ejωTs)G[3](ejωTs)
α ∈ R. (49)
The approximation in (49) is relevant if the memory
length of G[2](q)G[3](q)G[1](q) is sufficiently large.
The -approximation, contrary to the BLA, results in
a simple and exact analytical expression of the lin-
ear approximation in function of the system dynamics
(Schoukens et al., 2015a). The expression for G(e
jωTs)
is as in (49) with α replaced by γ.
The gains α and γ depend not only on the system char-
acteristics, but can also depend on the variance, power
spectrum, and the offset (DC value) of the input signal.
Identification using the BLA
Schoukens et al. (2008) outline the BLA-based identifi-
cation algorithm. The key observation is that the inverse
of the BLA is approximately given by:
1
Gbla(q)
≈ G[3](q) + β
G[1](q)G[2](q)
, (50)
where β = 1α .
In a first step, the BLA of the system is identified at
R ≥ 2 different setpoints of the system:
Gˆ
[j]
bla(q) ≈
α[j]G[1](q)G[2](q)
1 + α[j]G[1](q)G[2](q)G[3](q)
. (51)
for j = 1, . . . , R.
A nonparametric initial estimate Gˆ[3](ejωTs) of the linear
feedback system is obtained as the mean of the inverses
of the BLA:
Gˆ[3](ejωkTs) =
1
R
R∑
j=1
1
Gˆ
[j]
bla(e
jωkTs)
(52)
≈ G[3](ejωkTs) + γ
G[1](ejωkTs)G[2](ejωkTs)
,
where γ = 1R
∑R
j=1 β
[j].
A nonparametric estimate of a scaled version of the in-
verse of S(ejωTs) = G[1](ejωTs)G[2](ejωTs) is obtained at
each setpoint:
E[j](ejωkTs) =
1
Gˆ
[j]
bla(e
jωkTs)
− Gˆ[3](ejωkTs). (53)
These estimates are collected for all frequencies and set-
points in a matrix as follows:
E =

E[1](ejω1Ts) . . . E[R](ejω1Ts)
...
. . .
...
E[1](ejωFTs) . . . E[R](ejωFTs)
 . (54)
The SVD of this matrix results in:
E = UΣV T . (55)
The estimate Sˆ−1(ejωkTs) is equal to the first left sin-
gular vector present in the matrix U . Taking its inverse
and ignoring the scaling factor (it will be accounted for
in the estimate of the static nonlinear block), an esti-
mate of the product G[1](ejωTs)G[2](ejωTs) is obtained.
Splitting the dynamics Sˆ(ejωkTs) to the front and the
back linear block of the Wiener-Hammerstein system can
be done using a combination of the methods presented
in Sections 7.1 and 9.1. This results in the estimates
Gˆ[1](ejωkTs), Gˆ[2](ejωkTs) and fˆ(.).
Finally, a nonlinear optimization (see Section 5) of all
the parameters of the closed loop Wiener-Hammerstein
feedback structure together is applied such that a consis-
tent estimate is obtained. Note from Assumption 1 that
the feedback mechanism acts on the noise-free signal.
9.3 Linear Fractional Representation
Vandersteen & Schoukens (1999); Hsu et al. (2008);
Novara et al. (2011); Van Mulders et al. (2013); Van-
beylen (2013) study the linear fractional representation
(LFR) model structure. It is a combination of a Wiener-
Hammerstein feedback system with a linear feedforward
branch in parallel (see Figure 1). It is the most general
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block-oriented nonlinear system that contains only one
static nonlinear block. All other block-oriented nonlin-
ear systems with only one static nonlinearity can be
reformulated as an LFR structured system.
The approach that is presented in (Vandersteen &
Schoukens, 1999) relies on a large set of two-tone mea-
surements and Volterra theory to estimate the LFR
model. The method presented by (Van Mulders et al.,
2013) starts from a polynomial nonlinear state space
model and transforms it into a LFR model. The block-
oriented, BLA-based method that is presented in (Van-
beylen, 2013) is studied in some more detail below.
Hsu et al. (2008); Novara et al. (2011) present an ex-
tension to an LFR model with a MIMO static nonlinear
block. This LFR structure with MIMO blocks includes
both filtered output and process noise. While the meth-
ods presented in (Vandersteen & Schoukens, 1999; Van
Mulders et al., 2013; Vanbeylen, 2013) start from input-
output data only, the methods presented in (Hsu et al.,
2008; Novara et al., 2011) assume that the inputs to the
nonlinear block are measured (i.e. they can be obtained
from the measured inputs and outputs and the known
linear block). Furthermore, the static nonlinear block is
identified under the assumptions that the MIMO LTI
block is known and that the nonlinear block has a known
block-diagonal structure with MISO blocks.
Best Linear Approximation
The BLA of a general LFR system cannot be simplified
to an easy function of the system dynamics, even if input
signals belonging to SU are used. The input signal of the
nonlinearity y(t) is not Gaussian due to the presence of
the nonlinear feedback loop. Hence, Bussgang’s theorem
cannot be applied. However, in many practical cases it is
fair to assume that the nonlinearity can be linearized to
a gain α and thus that the BLA will be approximately
of the form:
Gbla(e
jωTs) ≈ G[1](ejωTs) + αG
[2](ejωTs)G[3](ejωTs)
1 + αG[4](ejωTs)
,
α ∈ R. (56)
The approximation in (56) is relevant if the memory
length of G[4](q) is sufficiently large.
The -approximation, contrary to the BLA, results in
a simple and exact analytical expression of the lin-
ear approximation in function of the system dynamics
(Schoukens et al., 2015a). The expression for G(e
jωTs)
is as in (56) with α replaced by γ.
The gains α and γ do not only depend on the system
characteristics, but they can also depend on the variance,
power spectrum, and the offset (DC value) of the input
signal.
Note that in the LFR case both the poles and zeros of
the -approximation shift with a changing gain γ:
G(q) = G
[1](q) +
γG[2](q)G[3](q)
1 + γG[4](q)
, (57)
where
G[i](q) =
B[i](q)
A[i](q)
. (58)
Introducing a common denominator results in an expres-
sion containing a dependency on γ in both numerator
and denominator. Schoukens et al. (2015a) discuss this
in further detail.
Identification using the BLA
The identification approach for the LFR model that is
presented in (Vanbeylen, 2013) shares some of its as-
pects with the approaches that are explained above: it
relies on at least two measured BLAs, and it needs to
perform a scan over several possible solutions to allo-
cate the dynamics over the different LTI-blocks in the
model. The main aspects of the identification algorithm
are described below.
First, the BLA is estimated at two different setpoints of
the system. This BLA is converted to linear state space
models.
Next, an equivalence transformation for each state space
model is estimated by solving a nonsymmetric algebraic
Riccati equation. The details of this equation can be
found in (Vanbeylen, 2013). This results in different pos-
sible solutions.
Each solution is evaluated by constructing the corre-
sponding LFR model. The model with the best fit is se-
lected. This step is very similar to the pole-zero alloca-
tion scan during the Wiener-Hammerstein identification
in Section 7.1.
A nonlinear optimization (see Section 5) of all the pa-
rameters of the closed loop simple feedback structure
together is applied such that a consistent estimate is ob-
tained. Note from Assumption 1 that the feedback mech-
anism acts on the noise-free signal.
10 Pros and cons of the model structures
The model structures and identification methods that
are explained in the previous sections all have their pros
and cons. Some model structures have the ability to ac-
curately model the input-output behavior of a large class
of systems, but use a large number of parameters in re-
turn. Some identification methods can easily generate
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starting values from a single experiment, others require
computationally expensive steps on multiple data sets.
This section provides an overview of the model struc-
tures in terms of their descriptive power, number of pa-
rameters, and general difficulty in estimating the model.
These criteria are explained below. Next, the different
model structures are compared based on these crite-
ria, and some general limitations of BLA-based block-
oriented nonlinear modeling are discussed.
10.1 Criteria for comparison
In the context of this paper, a universal approxima-
tor is a model structure that can approximate arbi-
trarily well the input-output behavior of systems be-
longing to the PISPO system class (see Section 4.1) in
mean square sense. Parallel Wiener and parallel Wiener-
Hammerstein models are universal approximators with-
out any constraint on the excitation class (Schetzen,
2006). Other approximation properties of these model
structures have been shown in the past (Palm, 1979;
Boyd & Chua, 1985; Korenberg, 1991).
A large number of independent parameters leads to
a large variance on the estimated parameters (So¨der-
stro¨m & Stoica, 1989) when a model is identified from
noisy measurements. Therefore, a model is preferably
parameter-parsimonious, as decreasing the variability
on the estimated parameters requires larger data sets,
thereby increasing the computational time of the opti-
mization step in Section 5.
The optimization step in Section 5 converges to a local
optimum of the (non-convex) cost function. Good ini-
tial estimates are thus required. A consistent initial es-
timate is preferable, as in that case a good initial esti-
mate is guaranteed as more estimation data are used. As
described in Section 5, the nonlinear estimator is consis-
tent under a limited set of assumptions for each of the
considered model structures.
Some identification approaches require multiple data
sets, e.g. BLA estimates at different setpoints, which is
not always possible due to time constraints.
10.2 Comparison of model structures
Table 1 provides an overview of the criteria for compar-
ison as well as some general difficulties of the identifica-
tion algorithms that are presented in the previous sec-
tions.
Only the parallel Wiener, Wiener-Schetzen, and paral-
lel Wiener-Hammerstein model structures are universal
approximators. Nevertheless, these feedforward struc-
tures cannot capture chaotic behavior, sub-harmonics,
or hysteresis, since this requires feedback. The Lin-
ear Fractional Representation (LFR) is the most gen-
eral block-oriented structure that contains only one
static nonlinear block. The Wiener, Hammerstein,
Wiener-Hammerstein, simple feedback, and Wiener-
Hammerstein feedback structures are thus all special
cases of the LFR.
The single branch models of Section 7 all have a low
number of parameters, since these structures consist of
a limited series connection of SISO blocks. The parallel
Hammerstein model structure consists of a number of
parallel connections of Hammerstein models and thus
still has a fairly low number of parameters. The paral-
lel Wiener and Wiener-Schetzen model structures both
have a MISO static nonlinear block, which typically
results in a high number of parameters. For the parallel
Wiener structure, however, the proposed identification
method results in a low number of parallel branches, i.e.
a low number of inputs to the nonlinear block, and thus
a medium number of parameters. The parallel Wiener-
Hammerstein structure has a MIMO static nonlinear
block, resulting in a high number of parameters. The
feedback structures of Section 9 consist of a limited (at
most five) SISO blocks, and thus have a low number of
parameters. The LFR structure, however, is typically
parametrized in state space form (Vanbeylen, 2013),
which introduces at least n2 redundant parameters,
where n is the model order. This is due to the existence
of an n×n transformation matrix that leaves the input-
output behavior unchanged. This transformation matrix
should be nonsingular, but except for this constraint the
elements can be freely chosen. The LFR structure can
thus have a medium number of parameters, although
the number of independent parameters is still low.
Most of the proposed identification methods result in
consistent initial estimates. This is not the case for the
Hammerstein-Wiener identification method and the
methods for the feedback structures of Section 9, since
these methods use the noise-corrupted output either
in some of the regressors (Hammerstein-Wiener and
simple feedback) or to reconstruct internal signals that
constitute some of the regressors (Wiener-Hammerstein
feedback and LFR). Moreover, an approximation to
the BLA is made in the Hammerstein-Wiener structure
and all feedback structures. This approximation can be
avoided by replacing the BLA-framework by the the-
oretical framework of the -approximation (Schoukens
et al., 2015a).
The presented methods on model structures that in-
clude a Wiener-Hammerstein branch all involve a brute-
force scan to separate the dynamics of the Wiener-
Hammerstein branch over its two LTI blocks. A similar
scan over the solutions of a nonsymmetric algebraic
Riccati equation is performed in the LFR identifica-
tion method. These scans are mildly computationally
expensive if only one Wiener-Hammerstein branch is
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involved (Wiener-Hammerstein, Wiener-Hammerstein
feedback, and LFR structures). The scan is computa-
tionally expensive for the parallel Wiener-Hammerstein
structure, since there, a scan needs to be performed for
each branch and each time a MIMO nonlinearity needs
to be estimated.
The BIBO stability of the feedforward models is easy to
check, since if all subblocks are BIBO stable, the overall
model is stable, and the stability of LTI and SNL sub-
blocks can be easily checked. For the feedback models,
the stability checks are more involved (see Section 9).
10.3 Limitations BLA-based block-oriented nonlinear
modeling
From the comparison of the models in Table 1, it can be
observed that the initialization can be cumbersome for
the more complex model structures, while the flexibility
of the simpler models can be limited.
The BLA-based block-oriented approaches presented in
this paper are multistage approaches. In a first stage,
the BLA is determined, and in one or more later stages,
the full nonlinear model is estimated. Very noisy data,
or strongly nonlinear systems (e.g. a hard saturation
nonlinearity) can result in a poor BLA estimate. It is
more likely that the nonlinear optimization will end up
in a local minimum of the cost function in the noisy or
very nonlinear case. However, we also know that more
data will eventually result in better estimates since most
of the initialization algorithms that are presented in this
paper (and also the BLA estimator itself (Pintelon &
Schoukens, 2012)) are consistent estimators. Therefore,
we advice the user to collect more data, if possible, in
case the measurements are (very) noisy or the system is
strongly nonlinear. Using periodic excitations allows one
to easily obtain an estimate of the level of the noise in the
measurements, averaging over the periods allows one to
decrease the influence of the noise on the measurements.
A particular case is the presence of an even nonlinear-
ity. As pointed out in Section 4, the BLA is then zero.
The quality of the estimate of the linear block(s), on
which the presented methods rely, is typically poor in
this case. An alternative for the BLA-based approach
that overcomes this issue with an even nonlinearity is the
weighted principal component analysis (PCA) method
as reported by Zhang et al. (2015) for the identification
of Wiener systems.
11 Guidelines for the User
Two important steps in the system identification process
are the input design and model structure selection step.
This section provides some user guidelines for these two
steps.
11.1 Model Structure Selection
The use of the BLA framework is not limited to obtaining
a block-oriented nonlinear model of a nonlinear system.
The BLA framework also offers a powerful analysis tool
that allows the user, when combined with a well thought
out input design strategy, to acquire a lot of insight into
the nonlinear system at very low cost. The questions
“How nonlinear is the system?”, “Do I need a nonlinear
model?”, and “What kind of nonlinear effects do I observe
in the system?” can be (partly) answered within the BLA
framework (Lauwers et al., 2008; Pintelon & Schoukens,
2012; Schoukens et al., 2012a, 2015a), an overview can
be found in (Schoukens et al., 2016a).
The BLA framework offers the user the possibility of
obtaining both a nonparametric frequency domain es-
timate of the noise disturbance present at the output
and of the system combined, and a nonparametric fre-
quency domain estimate of the nonlinear disturbances
generated by the system (Pintelon & Schoukens, 2012;
Schoukens et al., 2012a). These can be used to quantify
the level of the nonlinearities in the system and to deter-
mine whether or not the nonlinearities or the noise are
the dominant disturbance source. Hence, it also allows
the user to make a choice on whether or not a nonlin-
ear model should be estimated, based on a quantitative
measure. In some cases, depending on the final goal, a
linear model could be accurate enough.
Exciting the nonlinear system under test at different
setpoints of the system (e.g. different input variances or
mean values of the input signal) can be very useful to
detect what kind of nonlinear effects are present in the
system. It is presented in (Schoukens et al., 2015a) that
a pole shift in the BLAs over the different setpoints in-
dicates the presence of nonlinear feedback loops, while
a zero shift indicates the presence of parallel nonlinear
signal paths in the system. These pole and zero shifts
are exploited by some of the presented identification
algorithms to generate initial estimates of the linear
dynamic blocks of the selected block-oriented structure.
The BLA-based model structure selection approach
can be combined with other model structure selection
approaches, e.g. (Haber & Unbehauen, 1990; Pearson,
2003), to guide the user to a suitable model structure.
It is often not possible to perform an elaborate measure-
ment campaign on the nonlinear system that needs to be
modeled. A thorough system analysis and model struc-
ture selection step are not always possible under these
circumstances. Fortunately, most of the presented mod-
eling approaches are relatively simple and can be applied
at a fairly low computational cost. This allows the user
to try out multiple model structures and compare the
quality of the resulting model on a validation data set.
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Table 1
Overview of the considered model structures and their identification using the BLA, as explained in Sections 7–9. Hammerstein
is abbreviated as H, Wiener as W, and Linear Fractional Representation as LFR.
Model structure Section Universal ap-
proximator
Number of
parameters
Consistent
initial values
General difficulties
Hammerstein (H) 7.1 no low yes /
Wiener (W) 7.1 no low yes /
W-H 7.1 no low yes mildly computationally expensive brute-
force scan
H-W 7.2 no low no1 assumes an invertible output nonlinearity,
iterative procedure
Parallel H 8.1 no low/medium yes BLA needed at different setpoints
Parallel W 8.1 yes/no2 medium yes BLA needed at different setpoints
Wiener-Schetzen 8.2 yes high3 yes number of parameters strongly depends on
the quality of the selected basis functions
Parallel W-H 8.3 yes/no2 high4 yes BLA needed at different setpoints, compu-
tationally expensive brute-force scan
Simple feedback 9.1 no low no stability nonlinear feedback hard to check
W-H feedback 9.2 no low no BLA needed at different setpoints, mildly
computationally expensive brute-force
scan, stability nonlinear feedback hard to
check
LFR 9.3 no low/medium no BLA needed at different setpoints, mildly
computationally expensive scan over solu-
tions of a NARE5, stability nonlinear feed-
back hard to check
1: only consistent in absence of noise and model errors. 2: although the model structure is a universal approximator, the pro-
posed identification methods cannot deal with the general class of Volterra systems; some limitations apply. 3: multiple input
single output polynomial. 4: multiple input multiple output static nonlinearity. 5: nonsymmetric algebraic Riccati equation.
11.2 Input Design
A model is in many practical cases only an approxima-
tion of the system under study. Therefore, it is of great
importance to use input signals that represent a realistic
set of excitations to the system. The system should be
excited within a realistic range of operation, both in am-
plitude and frequency. Also the amplitude distribution
(e.g. the crest factor of the input) can play an important
role. These considerations often exclude relatively sim-
ple excitation signals such as sine inputs and impulses.
The BLA framework prefers, but is not limited to, differ-
ent realizations of periodic, random signals to perform
a nonparametric analysis of the nonlinear system under
test. An increase in the number of signal realizations de-
creases the variance on the BLA estimate due to both
the nonlinear and noise distortion, while an increase of
the number of periods only decreases the variance due
to the noise distortion. A typical choice would be to use
7 different realizations and 2 (steady state) periods of
a periodic, random signal (Pintelon & Schoukens, 2012;
Schoukens et al., 2012a). Some of the presented identi-
fication algorithms require the BLA to be measured at
different setpoints of the system. Esfahani et al. (2016)
introduce an experimental algorithm to find a set of in-
put signal rms-values and DC offsets such that the dis-
tortion on the BLA is minimized.
Multisine signals (and more specifically random phase
multisines) are excellent candidate input signals since
they are periodic and offer a full control of the amplitude
spectrum of the input signal (Pintelon & Schoukens,
2012). Small multisine signals can be superimposed on
a more realistic input signal for the system under test to
obtain a random input signal with a rich frequency con-
tent that can be used for a nonparametric analysis of the
nonlinear system under test. An example of this can be
found in (Widanage et al., 2011; Marconato et al., 2014).
The identification algorithms that are presented in the
previous sections make use of the Riemann equivalence
class of asymptotically normally distributed excitation
signals SU (including random phase multisine signals).
This could be seen as a limitation of the identification
algorithms. However, the presented algorithms are quite
robust to deviations of this signal class due to the final
nonlinear optimization step described in Section 5.
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12 Benchmark and Practical Results
This section provides an overview of the benchmark
setups and real-life systems on which the BLA-based
block-oriented identification methods have been applied
as well as the lessons learned from them. These results
illustrate the good performance and the practical use-
fulness of the BLA-based block-oriented nonlinear mod-
eling approaches.
The Wiener-Hammerstein identification techniques in
Section 7.1 obtained excellent results on the Wiener-
Hammerstein benchmark (Schoukens et al., 2009b;
Hjalmarsson et al., 2012; Sjo¨berg et al., 2012). The sim-
ple feedback structure and the Wiener-Hammerstein
feedback structure have been successfully applied on
an electronic simulator of a hardening spring available
as the Silverbox benchmark (Paduart, 2008; Wigren &
Schoukens, 2013). The coupled electric drives bench-
mark in (Wigren & Schoukens, 2013) is an example of
a system that is difficult to identify using the BLA-
based approaches due to the presence of the purely even
nonlinearity (see Section 4).
Other systems, not available as a benchmark, that have
been successfully modeled by the block-oriented BLA-
based approaches are: the insulin-glucose regulatory
system (Wiener, Wiener-Schetzen and LFR models)
(Marconato et al., 2014; Vanbeylen et al., 2014), a
RF crystal detector (Wiener-Hammerstein feedback
model) (Schoukens et al., 2008), a logarithmic ampli-
fier (Wiener and parallel Wiener models) (Schoukens &
Rolain, 2012b), a valve audio amplifier (Hammerstein
and parallel Hammerstein models) (Schoukens et al.,
2011) and a Doherty power amplifier (parallel Wiener-
Hammerstein model) (Schoukens, 2015). Westwick &
Kearney (2003) report applications in biomedical engi-
neering and physiology using related correlation-based
approaches.
From these and other practical results, it was found that
including structural prior knowledge leads to a better
trade-off between modeling performance and parame-
ter parsimony (Marconato et al., 2013; Vanbeylen et al.,
2014). Nevertheless, the selection of the model structure
is still a user choice in which the intended application
of the model plays a role. If the model will be used for
control purposes for example, it makes sense to restrict
the model class to invertible models (Pajunen, 1992;
Gaasbeek & Mohan, 2016). If the model needs to be re-
estimated often on new datasets, it makes sense to use
a model structure that can be easily identified and that
still has an acceptable error performance, even though
it is known that the model is too simple (Re´billat et al.,
2016).
13 Future Research Directions
This overview paper surveyed a quite broad range of
block-oriented identification approaches, with the em-
phasis on methods starting from linear approximations
of the nonlinear system, for a wide range of block-
oriented structures. It is also clear from the surveyed
work that there are quite some open problems in the
identification of block-oriented nonlinear systems. Some
of these open problems are listed in this section. Quite
some of these open problems are already addressed to
some extent, but the full picture is not yet complete.
A first open research question is how to include dy-
namic nonlinearities in the block-oriented nonlinear
modeling toolbox. Quite some research has already been
performed on this topic, for backlash, backlash-inverse
and hysteresis nonlinearities (Rochdi et al., 2010; Giri
et al., 2011; Wang et al., 2012; Giri et al., 2013, 2014;
Brouri et al., 2014b). First steps to include dynamic
nonlinearities in a BLA-based identification framework
are made in (Yong et al., 2015) for Hammerstein and
Wiener model structures. Most of the methods that are
developed until now consider Hammerstein and Wiener
structures only, and are often limited by a specific input
signal class. Further research on this topic is encouraged
through the hysteretic nonlinear system identification
benchmark presented in (Noe¨l & Schoukens, 2016).
The extension of the available identification methods
to more complex structures is another open research
question. This includes for instance the development
of flexible identification methods for complex, user-
generated and problem-dependent block-oriented struc-
tures and the extension of the existing block-oriented
structures towards a MIMO setting without losing the
structured nature of a block-oriented nonlinear model.
Some efforts have already been made to identify MIMO
block-oriented structures, both for the simpler Ham-
merstein and Wiener block-oriented structures (Verhae-
gen & Westwick, 1996; Goethals et al., 2005; Westwick
& Verhaegen, 1996; Janczak, 2007), as for the more
involved Wiener-Hammerstein, parallel Hammerstein
and Wiener-Schetzen model structures (Boutayeb &
Darouach, 1995; Katayama & Ase, 2016; Schoukens &
Rolain, 2011; Tiels et al., 2012). These results could
serve as a starting point for the development of other
MIMO block-oriented identification algorithms.
Most block-oriented identification methods assume the
presence of an output-error noise framework. This is of-
ten a simplified representation of reality, as discussed
in Section 2. Developing identification methods that are
able to deal with more complex noise frameworks is
an ongoing research effort (see for instance (Hagenblad
et al., 2008; Wills et al., 2013; Lindsten et al., 2013;
Wahlberg et al., 2014; Mu & Chen, 2014) and also the re-
sults on the benchmark presented in (Schoukens & Noe¨l,
2016)).
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A block-oriented nonlinear model is often an approxima-
tion of the true system behavior. How to deal with model
errors in nonlinear system identification, and character-
izing these model errors is an open research problem. The
results of the BLA framework (Pintelon & Schoukens,
2012) could help as a guideline in how to develop a
nonlinear system identification framework dealing with
model errors.
In many practical cases, the user has some prior knowl-
edge about the system behavior. This can be informa-
tion about the system structure and the type of the
static nonlinearity (saturation, discontinuity, smooth-
ness), but also about the location of some poles and ze-
ros and the stable nature of the system. Ideally, such
prior knowledge should be taken into account during the
identification of the system. The recently developed reg-
ularization-based identification methods allow one to in-
clude such prior knowledge (as is illustrated in (Risuleo
et al., 2015) for the Hammerstein model structure and
(Birpoutsoukis & Schoukens, 2015) for Volterra kernel
estimation). The work presented in (Tiels & Schoukens,
2014) proposes an approach to include prior pole-zero in-
formation during the identification for Wiener-Schetzen
model structures.
The input of a nonlinear system is not always controlled
by the user (e.g. when dealing with rainfall input), or
it can be very costly to collect a high number of data
points. The identification of poorly excited systems, or
the identification of systems with short data records is
an open problem (see also the benchmark presented in
(Schoukens et al., 2016b)). Regularization-based identi-
fication methods are a possible solution to this problem
(e.g. (Risuleo et al., 2015)). However, more research has
to be performed to adapt these approaches for nonlinear
system identification purposes.
Finally, an often neglected or underestimated problem
in the development of a nonlinear system identification
algorithm is its user friendliness. Most users are not ex-
perts in (nonlinear) system identification. Therefore, it is
of great importance to develop identification algorithms
for complex block-oriented structures that are robust
with respect to the user choices, require as little user
interaction as possible, and have little restrictions on
the data used for identification. Such identification algo-
rithms start to be available for the simpler block-oriented
structures (e.g. Hammerstein and Wiener), but this is
typically not yet the case for the more complex block-
oriented structures (e.g. parallel Wiener-Hammerstein,
Wiener-Hammerstein feedback, LFR). Developing algo-
rithms that have less restrictions on the estimation data,
and that are more user friendly in general could increase
the applicability of such model structures significantly.
14 Conclusion
This paper surveys different block-oriented nonlinear
systems that can be identified based on the best linear
approximation, and it gives an overview of the identifi-
cation algorithms that have been developed in the past.
It turns out that a wide range of systems can be modeled
using the best linear approximation approaches: single
branch systems, parallel branch systems and nonlinear
feedback systems. Furthermore, some future and ongo-
ing research directions are discussed.
The best linear approximation framework allows the user
to extract important information about the system (e.g.
model order of the dynamics, system structure informa-
tion), it guides the user in taking good modeling deci-
sions, and it proves to be a good starting point for non-
linear system identification algorithms for a wide range
of block-oriented nonlinear model structures. The best
linear approximation provides in some cases a direct es-
timate of the linear dynamic block of the system. In
other cases the best linear approximation can be com-
bined with a pole-zero allocation scan, a singular value
decomposition, orthogonal basis functions or a Riccati-
equation-based approach to identify the nonlinear sys-
tem under test.
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