Abstract
Introduction
The node mobility and the error-prone nature of the wireless medium pose many challenges, such as route breakage and packet losses. The overall effect is packet delay and / or decrease in throughput. In a MANET the communication session between two nodes involves several control and data packet transmissions. Depending on the type of the protocol used(AODV, DSR (reactive), OLSR(proactive) and GRP (geographic) [12] ), nodes may take several actions such as to synchronize the clock of the participating nodes for a number of reasons. Nodes can know about the presence of other nodes by means of such special messages as beacon or HELLO. Once the nodes know about other nodes (destination or an intermediate the node to destination), they can start communicating to each other which are acknowledged by the receiver one by one. If the links are symmetric (bidirectional), and if the nodes are in the two hop [2] range, a direct uninterrupted transmission will take place. Data may get lost due to many reasons such as nodes out of range, nonsymmetrical links, and congestion in the network, too many packets coming in from multiple sources, low battery, and other unethical transmission etc. A simple mechanism of packet buffering may be employed to reduce packet loss as a result of link failure, congestions etc.
We assume that nodes remain in each other transmission range during a particular transmission exchange. If the nodes are in the visibility of two-hop [2] distance, there will be minimum packet loss. But, since the nodes are mobile, they may go out of the transmission range, especially when the nodes try to move out of each other with high velocity, in such circumstance the chances of the packet drop(loss) will increase. So the packet loss due to the link failure may be reduced by utilizing a technique of packet buffering.
There have been lot of research work on route caching but little work is available on data buffering. Many of the papers uprightly rejected the use of data buffers, but [2] argued in favour of the use of larger storage for data packet buffering in case of temporary break in route. The use of the buffer is to temporarily store packet in flow when a route breakage is detected. Though, the use of data buffer leads to another problem of managing the buffer. In [2] the processing time and the buffer overflow condition was discussed, and a method of intimating the previous hop, about buffer overflow was suggested, so previous hop may also buffer some packet. This will require additional storage requirement for buffering the packets, but the use of such storage is justified since it will improve the MANET performance. This paper proposes the new idea of the use of such buffer and the techniques of buffer scheduling. The rest of the paper is organized as follows: Section 2 discusses the literature survey. Section 3 describes the design details of the data buffering, buffer waiting time and buffering scheduling hypothesis. Section 4 gives the performance calculations and section 5 finally concludes the paper with describing the future scope of work.
Literature survey
Ela kumar et.al suggested THR [2] a two hop routing protocol with packet buffering. They argued that the use of the two hop information at each node and buffering the packets for broken links improve the MANET performance.
Xianren Wu and Hamid R. Sadjadpour, [3] discuss the optimum packet length, caching strategy and comprehensive performance analysis on throughput, delay and storage in his paper titled "From Link Dynamics to Path Lifetime and Packet-Length Optimization in MANETs" Literature survey paper [4] assume the range of Platform independent model (PIM) [4] architectural choices, MANET network can be considered as a collection of architecturally equivalent nodes, with the ability to communicate directly with each other. In the MANET PIM, each node is represented by a ManetNode component [alternatively UML2 Encapsulated/Structured Classifier or SysML Block]. A ManetNode is a subsection/subcomponent of a RadioNode that exists within the scope of a radio. Its function is to provide the multi hop and discovery mechanisms classically associated with ad hoc routing and must interact with existing networking capabilities of the RadioNode. This interaction is defined in the component interaction between the ManetNode and a radio's preexisting NetworkStack. A ManetNode is primarily constructed of three components. iii. The Router is responsible for calculating routes on demand from the PacketHandler or the NodeManager and /or it may update/refresh its own routing metrics, proactively.
Modeling these elements as components allows for adaptation to existing and future routing protocols, while keeping the key internal and external interfaces constant and independent from routing protocol details.
Buffer Design

Effect of Node Range on Link Life Time
Most of the research on the performance [3] of the routing protocol have focused on the immediate neighborhood of a node, such that node remain neighbor for the duration of their exchange. In such case a node should forward the packet towards the destination node. But, since the topology is dynamic, a node might have changed its position, and thus leading to a broken route to destination. The link and hence the route between the participating nodes Na and Nb will break if the distance between them is greater than the communication range (R i.e. its radius) of a node i.e. D > R, where D is the distance between the nodes. Assume that the packets (control and data packets) are transmitted at the rate of B (bits / sec), Lp is the packet length (size) in Byte, T L is link lifetime(LLT) [3] denoting the maximum possible data transfer duration i.e. the probability time that the node Nb remains in the communication range.
If the transmission starts at time t 1 , then at time t 1 +T L , when the node moves out of the communication range, the time the node takes to transmit one packet is Lp / B seconds. As long as time to transmit one packet is (Lp /B) <= T L there will not be any packet loss. Here T L is variable and depends on the various factors such as the distance of node Nb from node Na and the speed at `which the node Nb is moving away, the direction in which the nodes move, whether both nodes have mobility or not. In case both nodes move in opposite direction then the factor T L will become greater than (Lp/B) much faster and the probability of link failure will increase. Link life time (LLT) measures the duration of the time for a node to continuously stay inside the communication range of each other. The different mobility models and parameters lead to different LLT distributions. As the node Na or Nb move out of the transmission range of other, link tends to fail, and motivate us either to immediately provide alternate route or buffer the data, initiate fresh route and then resume the data transmission to that destination. Figure 3 shows interconnection of MANET nodes. The interconnection of such nodes may be compared to a network of multiple simple processors interacting with multiple memory module, each memory model residing in the MANET devices. At any given time each mobile node receives or send packet only to or from one of its surrounding node.
Packet Buffering Model
Since the participating MANET nodes are independent of each other, they all may request for service (route) to destination, the requested device can however process requests one at a time. The requests that can't be serviced may be put in a queue pending service. Suppose the mean arrival request rate [5] is R +D (route and data packet arrival rate) and the mean service rate is RD (route and Data packet service rate) [7] . Then we defines a very important parameter in the queuing system is called utilization or the occupancy () which is defined as the ratio of the arrival request to service rate (  The higher the occupancy ratio, the more likely is that the requester will be waiting for the service.
As long as the requests arrive at very slow rate the nodes may service the requests. Since the arrivals are independent of each other, all the nodes may request for the service at the same time, a condition of congestion may develop and node may not be able to service all request. To overcome this situation it is suggested to employ buffer to maintain a queue for such pending requests and to avoid packet drops. The queued requests may be serviced using one of many scheduling techniques suggested by Byung-Gon Chun [8] . We assume that request have equal priority, so they are buffered before the node can actually take some notice of them, but it will introduce the waiting time for the packets. The total time the node take to process will be sum of the normal service time plus the waiting time i.e. T t = Ts + Tw. The waiting time (Tw) will increase with increase in the number of packets in the buffer.
To get an estimate of the waiting time in the buffer, we assume that there are N sources that may send request in the form of control and information packets. If n request are made each cycle and B of these requests are honored [5] each cycle, then n -B of these requests are delayed. We assume that the waiting time for the B honored requests is negligible (say 0), while the waiting time for the remaining n -B requests are Ts (i.e. the service time). Thus, the waiting time per request is Tw = [ ( n -B ) / B] * Ts We assume that m(no. of memory module is=1 per node), the expected buffer size equals size of the closed queue Qc = ( n -B )
The 
Buffer Strategy
Because of the nature of the MANET, nodes work in dynamic topology, where a neighbor node may or may not be visible in the next moment. We assume that the nodes are moving with steady speed but in random direction and the nodes have symmetric transmission capability. Clear the buffer of the packets for this transmission END Retry fresh RREQ from source to destination
Justification for use of the Buffer
The use of the buffer is justified in table 1. With  as the bit rate it takes 1/ second to transmit a bit, S be the size of a packet in byte, then it takes at least 8Ssecond for transmission of the packet. If Mbps and S=500 byte then a packet of size 500 byte will take 0.0000001 x 8 x 500= 0.0004 second for transmitting this packet. Table 1 shows possibility of improving the performance. It is evident that as the number of buffers increases so will the amount of physical memory used to buffer the packet. Table 3 shows that as the number of nodes in the neighborhood increase the chances of buffer overflow also increases and as the size of the buffer increases less will be the chance of buffer overflow and the device gets more time to process or repair the broken route. Figure 4 gives a plot of the number of buffers and the time taken for buffer to overflow for the same number of node requests. In the event of link failure, a node buffers the packet and initiates a route discovery. The overflow condition indicates the time the route may be rediscovered so that the transmission may be resumed. If the route cannot be established the buffer may be cleared, and fresh route retry be made. 
Conclusion and Future Scope
The dynamic nature of MANET topology and unpredictable movement of the mobile node imposes a great challenge in ensuring the error free transmission. In MANET, Links fail frequently leading to packet loss or delay in transmission. This paper proposes data buffering technique which will improve the routing performance when link failure occurs. The present day technology has made the availability of low powered, small and large memory chips which could be employed in the device. These small size and faster memory will make the space available for buffering the data. As the packets are buffered, a fresh route may be discovered, and the buffered packet may resume transmission. Though the work presented in this paper emphasizes improving the MANET performance and providing the node a time for route maintenance so that the data transmission may be seamless, it may also add some cost but the benefit of seamless and less control overhead will motivate its usage. So there is a lot of scope further research on the above topic.
