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We propose the dynamical stabilization of a nonequilibrium order in a driven dissipative system comprised
an atomic Bose-Einstein condensate inside a high finesse optical cavity, pumped with an optical standing wave
operating in the regime of anomalous dispersion. When the amplitude of the pump field is modulated close
to twice the characteristic limit-cycle frequency of the unmodulated system, a stable subharmonic response
is found. The dynamical phase diagram shows that this subharmonic response occurs in a region expanded
with respect to that where stable limit-cycle dynamics occurs for the unmodulated system. In turning on the
modulation we tune the atom-cavity system from a continuous to a discrete time crystal.
I. INTRODUCTION
A time crystal is a nonequilibrium phase of matter that
spontaneously breaks time translation symmetry [1]. Fol-
lowing a series of no-go theorems that questioned the pos-
sibility of observing time crystals as a ground state in equi-
librium systems [2–4], the attention has shifted towards far-
from-equilibrium scenarios, namely periodically driven iso-
lated [5–18] and dissipative [19–31] systems. A discrete
time crystal (DTC) emerges when the system spontaneously
breaks the discrete time translation symmetry imposed by an
external drive with period T , which manifests as a subhar-
monic response of observables 〈O(t)〉 = 〈O(t + nT )〉 with
n ∈ {2, 3, . . . }. On the other hand, a continuous time crystal
(CTC) forms when a system exhibits a robust characteristic
frequency without periodic driving. An example of a CTC
is the limit cycle phase predicted in an atom-cavity system
[28, 32, 33]. Here, we propose a stabilization of this dynam-
ical phase by periodic driving, which effectively leads to a
conversion of a continuous time crystal into a discrete time
crystal.
In this work, we explore the fundamental effect of paramet-
ric driving in a system of an atomic Bose-Einstein conden-
sate (BEC) inside a high finesse optical cavity and pumped
by an optical standing wave oriented perpendicularly with re-
spect to the cavity axis, as depicted in Fig. 1(a) [34]. The
dissipative cavity not only provides a cold bath that prevents
heating, but it also induces an all-to-all coupling between the
atoms. This infinite range interaction is an important aspect
of mean-field time crystals [19, 25, 29]. We are interested
in the case when photons are pumped by a repulsive stand-
ing wave. This regime can be experimentally realized using
positive or blue detuning of the pump with respect to the rel-
evant atomic resonance [35]. In addition to the self-organized
superradiant phase found in its red-detuned counterpart [36–
38], the less explored regime of a blue-detuned pump field
also hosts nonequilibrium phases, which provide limit-cycle
[28, 32, 33, 39] or chaotic [35] dynamics. This results from
the positive sign of the light-shift associated with the pump
and intra-cavity light fields, which acts to localize the atoms
at intensity nodes, thus counteracting the formation of a sta-
tionary intra-cavity optical lattice. Here, we focus on a cavity
operating in the recoil-resolved regime [40], which is essential
for a stable limit-cycle phase, as it allows the cavity to evolve
on the same timescale as the atomic motion. The sub-recoil
nature of the cavity limits the number of accessible momen-
tum modes, and hence, it is an essential prerequisite for stay-
ing away from chaotic or heating dynamics, which is shifted
to stronger driving regimes.
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FIG. 1. (a) A Bose-Einstein condensate is prepared inside a high
finesse optical cavity. Oriented perpendicularly to the cavity axis
are two counterpropagating pump beams that provide a repulsive
standing wave light-shift potential due to its frequencies being blue-
detuned with respect to the atomic resonance. (b) Dynamics of the
intracavity photon number using different initial conditions. Upper
panel: In the absence of temporal modulation of the pump field, the
system enters a limit cycle or continuous time crystalline phase for
strong pump intensities. Different colors indicate different noise-
induced initial conditions. Lower panel: For near-resonant modula-
tion of the pump field at driving period TD, the limit-cycle phase is
stabilized and transformed into a period-doubled discrete time crys-
tal. The colors indicate the two possible noise-induced phase posi-
tions relative to the modulation.
We propose to stabilize the CTC order in the atom-cavity
system by periodically driving the amplitude of the pump
field at frequencies ωD close to the primary parametric res-
onance of the limit-cycle phase, ωD = 2ωLC. The response
of the system for near-resonant driving is characterized by a
perfect period-doubling dynamics of the cavity mode occu-
pation, which suggests that the dynamical phase turns into a
DTC phase as schematically shown in Fig. 1(b). In doing so,
the rigidity of the limit cycle is enhanced as it occupies an in-
creased area in the relevant parameter space. We emphasize
that our findings suggest the unique possibility of stabilizing
an already dynamical order, shown to qualify as a CTC [28],
by appropriate driving. This is in contrast to previous stud-
ies focusing on driving-induced stabilization of static orders
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FIG. 2. (a) Exemplary driving protocol for the pump. (b-c) Typical Fourier spectra of the dynamics of the cavity mode occupation for
ωD/2pi = 21.5 kHz with (b) f0 = 0.05 and (c) f0 = 0.15. (d) Dependence of the subharmonic frequency on f0 and ωD for fixed
δeff/2pi = −11.5 kHz and 0 = 0.6 Erec. The white disks with “b” and “c” show the locations corresponding to the spectra shown in (b) and
(c).
[41, 42].
II. ATOM-CAVITY SYSTEM
In Fig. 1(a), we present a schematic diagram of the atom-
cavity system consisting of a Bose-Einstein condensate (BEC)
trapped inside a high finesse optical resonator and pumped in
the transverse direction by an optical standing wave, where
the pump and cavity axes are along the y and z direction,
respectively. The pump is characterized by its wavelength
λ and wavenumber k = 2pi/λ. The strength of the pump
is parametrized in terms of the potential depth of the lattice
formed in units of the recoil energy Erec = ~ωrec, where
ωrec = ~k2/2m and m is the atomic mass. The dissipative
cavity has a field decay rate κ.
We consider the two circularly polarized intracavity modes
and the linearly polarized transverse pump field [28]. The cor-
responding equations of motion for the BEC mode Ψ(y, z)
and the two cavity modes α± with polarization components
ζ± are
i~
∂Ψ(y, z)
∂t
=
(
− ~
2
2m
∇2 + Udip(y, z)
)
Ψ(y, z) (1)
i
∂α±
∂t
= (−δc + U±B − iκ)α± + αp(t)√
2
U±Φ + iξ.
The detuning between the pump frequency and the empty
cavity resonance is δc. The bunching parameter is B =
〈cos2(kz)〉 and the density wave order parameter correspond-
ing to the checkerboard ordering is Φ = 〈cos(kz)cos(ky)〉.
We neglect the effects of short-range atomic interactions and
of the trapping potentials. The dipole potential Udip due to the
pump and cavity fields, g(y) = cos(ky) and f(z) = cos(kz),
respectively, is
Udip(y, z) = ~U0
[
f(z)2
(
ζ2−|α−|2 + ζ2+|α+|2
)
+
|αp(t)g(y)|2
2
(2)
+
αp(t)√
2
f(z)g(y)
(
ζ2−(α− + α
∗
−) + ζ
2
+(α+ + α
∗
+)
)]
,
where U0 is the light shift per intracavity photon. Note that
in Eq. (1), we introduced polarization-dependent light shift
U± = U0ζ2±. We are interested in the response from periodic
driving of the amplitude of the pump field
αp(t) = α0 (1 + f0cos(ωDt)) . (3)
The driving period is TD = 2pi/ωD. In units of the re-
coil energy, the time-dependent pump strength is p =
|αp|2U0/2ωrec. It is insightful to keep track of the zero-
frequency (pump frequency in the lab frame) component of
the pump intensity given by 0 = |α0|2U0/2ωrec. Note that
in Eq. (1), we include the stochastic noise term ξ(t) satisfying
〈ξ∗(t)ξ(t′)〉 = κδ(t − t′) in the time evolution of the cavity
mode when obtaining results beyond the mean-field approxi-
mation [28, 29, 41, 42].
In the following simulations, we use realistic parameters
based on Ref. [40], which are ωrec = 2pi × 3.872 kHz,
κ = 2pi × 4.50 kHz, U0 = 2pi × 1.14 Hz, ζ2+ = 0.68,
ζ2− = 0.32, and Na = 60 × 103 the number of atoms. We
solve the set of coupled equations in Eq. (1) by expanding
the BEC wavefunction in the plane-wave basis Ψ(y, z) =∑
n,m φn,me
inkyeimkz , where φn,m is a single-particle mo-
mentum mode with momentum (n,m)~k. We find that
{n,m} ∈ [−6, 6] ~k yields numerically convergent results.
3FIG. 3. Comparison between the response from unmodulated and modulated pump fields. For the unmodulated case, the pump strength is
constant at 0 = 0.8 Erec. For the modulated case, the modulation parameters are f0 = 0.15 and ωD/2pi = 21.2 kHz with 0 = 0.6 Erec.
In both cases, the effective detuning is fixed at δeff/2pi = −11.5 kHz. Snapshots of the single-particle distributions of the atomic ensemble
taken at various instances of time, as marked in the middle panel, are shown in the top and bottom panels for the unmodulated and modulated
cases, respectively. The gray dashed squares indicate the unit cell.
III. RESPONSE FROM PERIODIC DRIVING
For the driving protocol considered here, the pump strength
p is first linearly ramped from zero to the desired value 0 at
a rate of 0.1 Erec/ms. Then, the pump strength is held at 0
for 2 ms and the modulation strength f0 is slowly increased
over 10 ms. Finally, the pump field is continuously modulated
until the entire protocol reaches 40 ms. This allows the system
to approach its long-time behavior. An exemplary time series
of the pump strength is shown in Fig. 2(a).
We focus on the dynamics of the σ+-polarized cavity mode
occupation |α+|2 ≡ |α|2 as the σ−-mode shows qualitatively
similar dynamics. In particular, we obtain the Fourier spec-
tra of |α(t)|2 over the final 10 ms of continuous driving, as
exemplified in Figs. 2(b) and 2(c). In order to characterize
the response of the system from the periodic modulation of
the pump, we vary the modulation strength and frequency for
fixed values of the effective detuning δeff ≡ δc − (1/2)NaU0
and the zero-frequency component of the pump strength 0.
Similar to the driven red-detuned pump [42–45], we also find
here the appearance of resonance lobes or “Arnold tongues”
for frequencies associated with parametric resonances. How-
ever, a unique feature of the blue-detuned pump is the ap-
pearance of a resonance lobe corresponding to a parametric
resonance of the limit-cycle phase. As has been discussed in
Ref. [28], in the absence of periodic modulation, the emergent
limit-cycle frequency ωLC shows a weak dependence on δeff
and 0. In the absence of modulation f0 = 0, the system is
in the DW phase for the specific choice of δeff = −11.5 kHz
and 0 = 0.6 Erec in Fig. 2. However, there is a nearby limit-
cycle phase at a critical pump strength 0 ≈ 0.68 Erec with
frequency ωLC/2pi = 10.55 kHz.
The primary or first-order parametric resonance around the
driving frequency ωD = 2ωLC is explored in Fig. 2(d). In
this figure, we plot the dominant subharmonic frequency ωB
defined as
nα(ωB) = max{nα(ω)|ω < ωD)}, (4)
versus the driving frequency ωD and the modulation strength
f0, where nα(ω) ≡ F{|α(t)|2} is the Fourier transform of
the cavity mode occupation |α(t)|2. The white region in
Fig. 2(d) corresponds to the regime with regular response de-
fined by coherent oscillations of the cavity occupation at the
modulation frequency, as shown in the singular peak at ωD in
Fig. 2(b). A more exciting physical behavior is found in the
blue colored areas in Fig. 2(d). Specifically, in the light blue
region centered around 21 kHz, the system exhibits perfect
period-doubling dynamics ωB = ωD/2 of the cavity mode
occupation, as exemplified in the sharp peak at 10.75 kHz in
Fig. 2(c). This dynamical phase can be classified as a period-
doubled DTC order and the robustness of its subharmonic re-
sponse will be explored later. In the dark blue area in Fig. 2(d),
the dynamics becomes irregular with multiple side peaks ap-
pearing in the Fourier spectra of the cavity dynamics, which
suggests that the system is close to the chaotic regime [28].
It is instructive to take a closer look at the dynamics for both
the cavity and atomic modes in the CTC and DTC phases, ap-
pearing when the pump field is unmodulated and modulated,
respectively. To this end, we calculate the single-particle den-
4FIG. 4. Gallery of dynamical phase diagrams for different modulation strengths and fixed modulation frequency ωD/2pi = 21.2 kHz. Each
diagram depicts the dependence of the dominant subharmonic frequency ωB, rescaled by ωD/2pi = 21.2 kHz, on δeff and 0 .
sity given by
ρ(y, z) ≡ 〈Ψ†(y, z)Ψ(y, z)〉 (5)
=
∑
n,m,n′,m′
φ†n,mφn′,m′e
i(n−n′)kyei(m−m
′)kz.
Snapshots of the single-particle density profile are taken at
certain instances of time as shown in Fig. 3. In contrast to
the checkerboard density wave order in the red-detuned case,
a significant fraction of atoms self-organize not only in the
antinodes but also along the nodes of the pump-cavity poten-
tial. Therefore, aside from oscillations in the cavity mode
occupation, another distinguishing feature of the limit cycle
phase is the presence of Bragg peaks in the momentum distri-
bution of the atomic ensemble at ±2~k along the cavity axis.
More interestingly, similarities between the snapshots of the
single-particle density in the CTC and DTC phases reveal that
the same set of spatially symmetry-broken states participates
in the dynamics of both time crystalline phases. This suggests
that the DTC phase is essentially the limit cycle phase found
in the absence of periodic driving. We therefore classify both
the CTC and DTC phases studied here as limit cycle phases.
Thus, we discover a dynamical protocol for stabilizing an al-
ready dynamical phase in the atom-cavity system. In the fol-
lowing, we further investigate the features of this stabilization
mechanism.
IV. DYNAMICAL PHASE DIAGRAM
A phase diagram of the unmodulated atom-cavity system
has been previously discussed in Ref. [28]. It quantifies
the long-time behavior of the cavity mode as a function of
the effective detuning δeff and the zero-frequency component
of the pump strength 0. In Fig. 4, we explore how this
phase diagram changes when modulation is applied at differ-
ent strengths f0 between zero and 0.2. We thereby restrict
ourselves to consider only those regions, where only a single
frequency component below the fixed modulation frequency
ωD/2pi = 21.2 kHz is observed in F{|α|2}. For these loca-
tions in the (0, δeff )-plane, we plot the value of that frequency
in terms of a color scale. Regions showing no time depen-
dance as well as regions showing chaotic and pre-chaotic dy-
namics with multiple spectral components appear in white.
In the absence of periodic driving of the pump, it has been
shown that the limit-cycle frequency varies weakly with the
effective detuning and pump strength [28]. This behavior is
reproduced in the phase diagram for f0 = 0 in Fig. 4, where
the limit-cycle frequency varies within the narrow interval
ωLC/2pi ∈ [10.2, 11.2] kHz. The weak dependence of ωLC
on the system parameters δeff and 0 can be attributed to the
time translation invariance of the equations of motion and is
expected for the CTC case [21, 26, 28]. For periodic driving
near 2ωLC ∈ 2pi × [20.4, 22] kHz, the activation of a para-
metric resonance pushes the system to enter the DTC phase.
This is highlighted in Fig. 4 for sufficiently strong modula-
5FIG. 5. Top: comparison between the dynamical phase diagram for the unmodulated (left) and modulated cases (right). Bottom: The results of
mean-field (MF) and truncated Wigner approximation (TWA) are compared for fixed δeff = −11.5 kHz for a section along the horizontal lines
in the top panel. To obtain better frequency resolution the driving protocol, described at the beginning of section III, is extended to 160 ms.
The other parameters are the same as in Fig. 4.
tion f0 > 0.01, where the subharmonic frequency is fixed at
precisely ωB = ωD/2 over a large area in the (δeff , 0)-plane.
In this case of a DTC, the emergent oscillation acquires per-
fect rigidity against perturbations in δeff and 0. Furthermore,
Fig. 4 shows that the size of the region, where stable DTC dy-
namics arises for the modulated case, can exceed that of stable
CTC dynamics in the unmodulated case. The region of stable
time crystal dynamics grows for increasing f0 within the inter-
val [0.01, 0.15] and shrinks again for f0 > 0.15. In particular,
the boundary between the self-organized density wave phase
and the limit cycle phase is renormalized to lower values of 0
for optimal modulation.
V. ROBUSTNESS AGAINST NOISE
Finally, we test the rigidity of the time crystalline response
from perturbations inherent in the system. Therefore, we in-
troduce quantum noise by employing the truncated Wigner
approximation (TWA) [46–48]. Quantum dynamics is ap-
proximated within TWA by treating bosonic operators as c-
numbers. The necessary equations of motion are then solved
for an ensemble of initial states or trajectories. This proce-
dure ensures that the initial Wigner distribution is properly
sampled. In doing so, the leading-order quantum many-body
effects in the dynamics are included in the semiclassical the-
ory. For dissipative systems [48], the TWA also takes into
account the stochastic noise ξ associated with the non-unitary
evolution due to photon loss in the cavity. Using TWA, we
investigate the robustness of the time translation symmetry-
breaking dynamics against the initial quantum noise and the
stochastic noise from the dissipation [28–30].
The following TWA simulations are initialized by sampling
the quantum noise for a condensate in the lowest momentum
mode and by populating the other available but initially un-
occupied cavity and atomic modes with vacuum fluctuations.
We use 103 trajectories to sample the initial quantum noise. A
comparison between the mean-field (MF) and TWA results is
shown in Fig. 5. In general, the MF and TWA results yield the
same qualitative behavior for the limit cycle phase both in the
unmodulated and modulated cases, as seen in the lower pan-
els of Fig. 5. Note that we extended the time window used in
constructing the Fourier spectra to avoid discrete steps in ωB
due to the finite resolution of the Fourier spectra. For the DTC
phase in Fig. 5, the rigidity of the subharmonic frequency sur-
vives in the presence of inherent perturbations captured by
TWA.
VI. SUMMARY AND DISCUSSION
In summary, we have discussed the dynamical stabilization
of the limit-cycle phase in an atom-cavity system, pumped by
a light field detuned to the blue side of the atomic resonance,
a system that has been previously identified as a CTC [29]. In
this work, we consider modulation of the pump field close to
6the primary parametric resonance corresponding to the char-
acteristic frequency of the limit-cycle phase. As a result, for
sufficiently large modulation strengths, period doubling dy-
namics emerges. Mapping the dynamical phase diagram, in
combination with TWA results, demonstrates the robustness
of the dynamical phase against perturbations from relevant pa-
rameters, such as the effective detuning and pump strength,
and inherent sources of noise, namely the initial quantum
noise and fluctuations associated with the dissipation channel.
Thus, we demonstrate the formation of a DTC order from an
initial CTC order. The characteristic rigidity of the DTC phase
contributes to the expansion of the region of stable time crystal
dynamics. Our findings points out a novel route via dynam-
ical stabilization to experimentally realize the self-organized
limit-cycle phase in an atom-cavity system with blue pump-
atom detuning [28, 32, 33], which has so far remained elu-
sive [35]. In the context of mean-field time crystals, the DTC
phase here finds an analog in the so-called dynamical normal
phase (DNP) predicted for red-detuned pump fields [43, 44].
The DNP is the mean-field counterpart of the quintessential
DTC in the driven-dissipative Dicke model [19, 25]. There-
fore, we discover the fundamental period-doubled DTC in the
mean-field limit of an atom-cavity platform with blue pump-
atom detuning.
One of the main challenges in experimentally realizing the
DTC phase with red-detuned pump fields is the fact that the
period doubling dynamics, wherein the system periodically
switches between the two Z2-symmetry broken states, is only
detectable from the dynamics of the relative phase between
the cavity and pump fields. Unfortunately, this information
is not accessible in the in situ number of photons emitted
from the cavity, typically monitored in experiments. The DTC
phase in the blue-detuned pump field considered here, how-
ever, has the advantage that the subharmonic response is seen
already in the dynamics of the cavity mode occupation. This
allows for a direct measurement and in situ observation of the
time translation symmetry breaking dynamics.
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