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CONVERGENCE OF ADAPTIVE MIXED FINITE ELEMENT METHOD FOR
CONVECTION-DIFFUSION-REACTION EQUATIONS∗
SHAOHONG DU† AND XIAOPING XIE‡
Abstract. We prove the convergence of an adaptive mixed finite element method (AMFEM) for
(nonsymmetric) convection-diffusion-reaction equations. The convergence result holds from the cases
where convection or reaction is not present to convection-or reaction-dominated problems. A novel
technique of analysis is developed without any quasi orthogonality for stress and displacement variables,
and without marking the oscillation dependent on discrete solutions and data. We show that AMFEM
is a contraction of the error of the stress and displacement variables plus some quantity. Numerical
experiments confirm the theoretical results.
Key words. adaptive mixed finite element method, quasi orthogonality, oscillation, con-
vergence
AMS subject classifications. 65N30, 65N15, 65N12, 65N50
1. Introduction and main results. Let Ω be a bounded polygonal or polyhedral domain
in Rd, d = 2 or 3. We consider the following convection-diffusion-reaction equations:{ −∇ · (S∇p) +∇ · (pw) + rp = f in Ω,
p = 0 on ∂Ω,
(1.1)
where S ∈ L∞(Ω;Rd×d) is an inhomogeneous and anisotropic diffusion-dispersion tensor,
w is a (dominating) velocity field, r is a reaction function, and f is a source term. The choice
of homogeneous boundary conditions is made for ease of presentation, since similar results
are valid for other boundary conditions.
Adaptive methods for the numerical solution of PDEs are now standard tools in science
and engineering to achieve better accuracy with minimum degrees of freedom. The adaptive
procedure of (1.1) consists of loops of the form
SOLVE→ ESTIMATE→ MARK→ REFINE. (1.2)
A posteriori error estimation (ESTIMATE) is an essential ingredient of adaptivity, and reaches
its mature level after two decades of development [1, 3, 4, 5, 11, 12, 18, 38]. However, the
analysis of convergence of the whole algorithm (1.2) is still in its infancy, and is carried out
mainly for standard adaptive finite element methods (AFEM) [8, 23, 30, 31, 32].
Due to the saddle-point characteristic of mixed finite element approximation, there is no
orthogonality available, as is one of main difficulties in the convergence analysis of AMFEM.
Thus one has to find some quasi-orthogonality instead of the orthogonality, and the occur-
rence of oscillation of data is inevitable. Hence, how to deal with the oscillation becomes a
key issue in the analysis. For the convergence of AMFEM, the present studies mainly focus
on Poisson equations. In [10], Carstensen and Hoppe proved the error reduction and conver-
gence for the lowest-order Raviart-Thomas element with marking the data oscillation. Chen,
Holst and Xu [14] showed the convergence of a quasi-error with marking the data oscillation.
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2In [6, 13, 19], the convergence was analyzed for the lowest-order Raviart-Thomas element
where the local refinement was performed by using only either the estimators or the data
oscillation term.
For general diffusion problems and more general mixed elements, by using the orthogo-
nality of the divergence of the flux, Du and Xie [20] showed the convergence of the flux error
plus some quantity without marking the oscillation.
The purpose of this paper is to prove the following convergence results for an AMFEM
for the convection-diffusion-reaction equations (1.1) and verify them computationally.
THEOREM 1.1. (Convergence of AMFEM) Denote by {Tk, e2k, A2k}k≥0 the sequence of
meshes, the error of the stress and displacement variables, and some quantity (defined by
(5.12)) produced by the AMFEM algorithm. Let h0 be the mesh size of the quasi-uniform
initial mesh T0. Then there exist two positive constants q and α ∈ (0, 1) such that
e2k+1 + (1− h0q)A2k+1 ≤ α2(e2k + (1− h0q)A2k)
when h0 ≤ 1−α21+α2 1q . This means that AMFEM, as h0 is small enough, converges with a linear
rate α, namely,
e2k + (1 − h0q)A2k ≤ α2k(e20 + (1− h0q)A20).
This theorem extends the convergence results in [20] in the following several aspects.
• We deal with more general convection-diffusion-reaction equations here with vari-
able coefficients S,w and r, whereas in [20] w and r vanish.
• The orthogonality for the divergence of the flux is absent due to the convection term
w ·∇p and the zero order term (r+∇·w)p. So this contribution considers not only
the flux (stress variable) error but also the displacement variable error.
• The quasi-orthogonality for stress and displacement variables also fails due to the
terms w · ∇p and (r + ∇ · w)p. This will lead to an additional constraint on the
mesh size, h0, of the quasi-uniform initial mesh T0.
• The oscillation term depends on the discrete solution and data. Therefore, the oscil-
lation and error can not be reduced separately here. In [20] the oscillation term is
not included in the a posteriori indicators.
• Since the error and oscillation are now coupled, in order to prove convergence with-
out marking the oscillation term, we need to handle them together by following the
same idea as in [16, 26].
• In comparison with previous analysis methods, we consider the a posteriori indica-
tors with weighted factors. We also release the constraint that the divergence of the
convection term is free in contrast to the analysis of standard AFEM (see [27]).
The rest of this paper is organized as follows. Section 2 gives some preliminaries and
details on notations. Section 3 derives an estimate for the error between L2−projection of
the displacement and its approximation solution, which is key to the convergence analysis.
Section 4 shows the estimator reduction. We prove theorem 1.1 (Convergence of AMFEM
algorithm) in section 5 and present four numerical experiments to illustrate properties of
AFMEM in section 6.
2. Assumptions, weak problem, and AMFEM algorithm. For a domain A ⊂ Rd,
we denote by L2(A) and L2(A) =: (L2(A))d the spaces of square-integrable functions, by
(·, ·)A the L2(A) or L2(A) inner product, by || · ||A the associated norm, and by |A| the
Lebesgue measure of A. Let Hk(A) be the usual Sobolev space equipped with norm || · ||k,A
for k = 1, 2; H10 (A) := {v ∈ H1(A) : v|∂A = 0}, H(div, A) := {v ∈ L2(A) : div v ∈
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L2(A)}. < ·, · >∂A denotes d − 1-dimensional inner product on ∂A for the duality paring
between H−1/2(∂A) and H1/2(∂A). In what follows we shall omit the subscript Ω when
A = Ω.
Let Th be a shape regular triangulation in the sense of [15], and denote the mesh size
hT := |T |1/d with |T | the area of T ∈ Th. Let CQ be a positive constant depending only on a
quantity Q, and Ci(i = 1, 2, · · · ) positive constants determined only by the shape regularity
of Th. We denote by εh the set of element sides in Th, by ε0h the set of interior sides of
elements. For K ∈ Th, denote by εK the set of sides of K . Furthermore, we denote by
ωK and ωσ the unions of all elements in Th respectively sharing a side with K and sharing
a side σ ∈ εh. We use the ”broken Sobolev space” H1(
⋃ Th) := {ϕ ∈ L2(Ω) : ϕ|K ∈
H1(K), ∀K ∈ Th}. H2(
⋃ Th) is defined analogously. Denote by [v]|σ := (v|K)|σ−(v|L)|σ
the jump of v ∈ H1(⋃ Th) over an interior side σ := K ∩ L of diameter hσ := diam(σ),
shared by the two neighboring (closed) elements K,L ∈ Th. Especially, [v]|σ := (v|K)|σ if
σ ⊂ ∂K ∩ ∂Ω. Note that [·] is a linear operator over the broken Sobolev space H1(⋃ Th).
We note that throughout the paper, the local version of differential operator ∇ is un-
derstood in the distribution sense, namely, ∇h : H1(
⋃ Th) → (L2(Ω))d is defined with
∇hv|K := ∇(v|K) for all K ∈ Th.
Given a unit normal vector nσ = (n1, · · · , nd)T along the side σ with d = 2, 3, we
define the tangential component of a vector v ∈ Rd with respect to nσ by
γtσ (v) :=
{
v · (−n2, n1)T if d = 2,
v × nσ if d = 3,
where × denotes the usual vector product of two vectors in R3.
Following [39], we suppose that there exists an original triangulation T0 of Ω such that
data of the problem (1.1) are given in the following way.
Assumptions of data :
(D1) SK := S|K is a constant, symmetric, and uniformly positive definite tensor such that
cS,Kv · v ≤ SKv · v ≤ CS,Kv · v holds for all v ∈ Rd and all K ∈ T0 with cS,K >
0, CS,K > 0;
(D2) w ∈ RT0(T0) (see below) and |w|K | ≤ Cw,K for all K ∈ T0 with Cw,K ≥ 0;
(D3) rK := r|K is a constant for all K ∈ T0;
(D4) cw,r,K := 1/2∇ ·w|K + r|K ≥ 0 and Cw,r,K := |∇ ·w|K + rK | for all K ∈ T0;
(D5) f ∈ L2(Ω);
(D6) if cw,r,K = 0, then Cw,r,K = 0.
Note that in [21, 22] f |K is assumed to be a polynomial of degree at most k for each
K ∈ T0 so as to derive the efficiency of the residual indicators. Here we relax the restriction
of f (cf. (D5)).
Introduce the stress variable u := −S∇p, the mixed variatinal problem of (1.1) reads as:
Find (u, p) ∈ H(div,Ω)× L2(Ω) such that
(S−1u,v)− (p,∇ · v) = 0 for all v ∈ H(div,Ω), (2.1)
(∇ · u, ϕ)− (S−1u ·w, ϕ) + ((r +∇ ·w)p, ϕ) = (f, ϕ) for all ϕ ∈ L2(Ω). (2.2)
Let P0(K) denote the set of constant functions on each K ∈ Th. We respectively define
the lowest order Raviart-Thomas finite element ([35]) space and the piecewise constant space
as following:
RT0(Th) :=
{
qh ∈ H(div,Ω) : ∀K ∈ Th, ∃a ∈ Rd, ∃b ∈ R,
such that qh(x) = a+ bx, for all x ∈ K.
}
4and
P0(Th) := {vh ∈ L∞(Ω) : ∀K ∈ Th, vh|K ∈ P0(K)}.
We note that ∇ · (RT0(Th)) ⊂ P0(Th).
The centered mixed finite element scheme (cf. [17, 39]) of (1.1) reads as: Find (uh, ph) ∈
RT0(Th)× P0(Th) such that
(S−1uh,vh)− (ph,∇ · vh) = 0 for all vh ∈ RT0(Th), (2.3)
(∇·uh, ϕh)−(S−1uh ·w, ϕh)+((r+∇·w)ph, ϕh) = (f, ϕh) for all ϕh ∈ P0(Th). (2.4)
In what follows, we shall show an AMFEM algorithm based on the a posteriori error
estimator developed in [21]. We note that our convergence analysis below is also valid for
AMFEM based on the estimator proposed in [22] .
Suppose that the module SOLVE outputs a pair of discrete solutions over Th, namely,
(uh, ph) = SOLVE(Th). The estimator in [21] consists of several indicators with different
weight factors, where the elementwise estimator η2Th(uh, ph,K) can, for convenience, be
abbreviated to
η2Th(uh, ph,K) := D
2
Kh
2
K ||S−1uh||2K + α2Kh2K ||RK ||2K +
∑
σ∈εK
D2σhσ||[γtσ (S−1uh)]||2σ .
Here αK = min(hK/
√
cS,K , 1/
√
cw,r,K), RK is the elementwise residual defined by
RK := f −∇ · uh + (S−1uh) ·w − (r +∇ ·w)ph,
and DK , Dσ denote two variants of coefficients over each element K ∈ Th and each side
σ ∈ εh respevtively given by
D2K := cw,r,K + C
2
w,r,Kα
2
K + max
K′:K¯′∩K¯ 6=∅
cw,r,K′ + max
K′:K¯′∩K¯ 6=∅
|∇ ·w|K′ |2
cw,r,K′
,
D2σ :=
1
2
max
K:K¯∩σ¯ 6=∅
CS,K +
1
2
min{ max
K:K¯∩σ¯ 6=∅
C2
w,K
cw,r,K
, max
K:K¯∩σ¯ 6=∅
h2KC
2
w,K
cS,K
}.
Define the global and local errors, eh and EK , of the stress and displacement variables as
e2h :=
∑
K∈Th
E2K , E2K := ||S−1/2(u− uh)||2K + cw,r,K ||p− ph||2K . (2.5)
From [21], or [22] but with different forms of DK and Dσ, it holds an upper bound estimate
e2h ≤ C1η2h := C1η2Th(uh, ph, Th) := C1
∑
K∈Th
η2Th(uh, ph,K), (2.6)
where the positive constant C1 depends only on the shape regularity of the meshes.
For a given triangulation Th and a pair of corresponding discrete solutions (uh, ph) ∈
RT0(Th)× P0(Th), we assume that the module ESTIMATE outputs the indicators
{η2Th(uh, ph,K)}K∈Th = ESTIMATE(uh, ph, Th).
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Let R¯K denote the mean of RK over each element K ∈ Th. We define the oscillation
osc2h :=
∑
K∈Th
h2K ||RK − R¯K ||2K . (2.7)
We note that throughout this paper the triangulation Th means a refinement of TH , and
all notations with respect to the mesh TH are defined similarly. We shall also use the notation
A . B to represent A ≤ CB with C > 0 a mesh-size independent, generic constant.
In MARK step, by Do¨rfler marking we select the elements to mark according to the
indicators, namely, given a grid TH with the set of indicators {η2TH (uH , pH ,K)}K∈TH and
marking parameter θ ∈ (0, 1], the module MARK outputs a subset of making elements,
MH ⊂ TH , with
MH = MARK({η2TH (uH , pH ,K)}K∈TH , TH , θ)
satisfying Do¨rfler property
ηTH (uH , pH ,MH) := (
∑
K∈MH
η2TH (uH , pH ,K))
1/2 ≥ θηTH (uH , pH , TH).
In REFINE step, we suppose that the refinement rule, such as the longest edge bisection
[33, 34] or the newest vertex bisection [37, 28, 29], is guaranteed to produce conforming and
shape regular meshes. Given a fixed integer b ≥ 1, a mesh TH , and a subset MH ⊂ TH of
marked elements, a conforming triangulation Th is output by
Th = REFINE(TH ,MH),
where all elements of MH are at least bisected b times. Note that not only marked elements
get refined but also additional elements are refined to recover the conformity of triangulations.
We now describe the AMFEM algorithm. In doing so, we replace the subscript H by an
iteration counter called k ≥ 0. Let T0 be a uniform triangulation with a marking parameter
θ ∈ (0, 1]. The basic loop of AMFEM is then given by the following iterations:
AMFEM algorithm
Set k = 0 and iterate
(1) (uk, pk) = SOLVE(Tk);
(2) {η2k(uk, pk,K)}K∈Tk = ESTIMATE(uk, pk, Tk);
(3) Mk = MARK({η2k(uk, pk,K)}K∈Tk , Tk, θ);
(4) Tk+1 = REFINE(Tk,Mk); k = k + 1.
We note that the AMFEM algorithm is a standard one in which it employs only the error
estimator {η2Tk(uk, pk,K)}K∈Tk and needs neither marking the oscillation nor the interior
node property.
3. Estimate for L2−projection of the displacement. This section is devoted to the
estimation of ||Qhp−ph||, whereQh is the L2-projection operator onto P0(Th). The estimate
is one key to the proof of convergence without the quasi-orthogonality available due to the
convection term. It gives as well a posteriori error estimates for the L2−projection of the
displacement variable (see remark 3.1).
Consider the following auxiliary problem:{ ∇ · (S∇φ) +∇φ ·w − rφ = Qhp− ph in Ω,
φ = 0 on ∂Ω.
(3.1)
6It is well known that there exists a unique solution φ ∈ H10 (Ω) to the problem (3.1) when the
convection and reaction terms satisfy r+1/2∇ ·w ≥ 0 (Assumptions (D1) and (D4)) withs
the following regularity estimate:
||φ||H1 = ||φ||H1(⋃ Th) . ||Qhp− ph||. (3.2)
Moreover, if Ω is convex, S ∈ C1,0(Ω) implies the estimate
||φ||H2(⋃ Th) . ||Qhp− ph||. (3.3)
We emphasize that we only need an estimate on ||φ||H2(K) for each K ∈ Th, i.e., the as-
sumption on S could be weaken in the sense that only (3.3) is required. In [9] Carstensen
gave an example which shows that when S is piecewise constant, φ satisfies (3.3) but is not
H2-regular.
Set z := S∇φ ∈ H(div,Ω), and denote φh the L2-projection of φ onto P0(Th), and Πh
the interpolation operator from H(div,Ω) onto RT0(Th) with the following estimate:
||h−1(z−Πhz)|| . |z|H1(⋃ Th) for all z ∈ H(div,Ω). (3.4)
We refer to [2, 7, 25] for the detailed construction of such an interpolation operator Πh and
the approximation property.
From (2.1) and (2.3), we obtain
(Qhp− ph,∇ ·Πhz) = (p− ph,∇ ·Πhz) = (S−1(u− uh),Πhz). (3.5)
An integration by parts implies
(S−1(u− uh), z) = (S−1(u− uh), S∇φ) = −(∇ · (u− uh), φ). (3.6)
From (2.2) and (2.4) it follows
(∇ · (u− uh), φh) = (S−1(u− uh) ·w, φh)− ((r +∇ ·w)(p− ph), φh)
= (S−1(u− uh) ·w, φh)− (p− ph, (r +∇ ·w)φh)
= (S−1(u− uh) ·w, φh)− (Qhp− ph, (r +∇ ·w)φh).
(3.7)
Denote I := (Qh(∇φ ·w), Qhp − ph) − (rφh, Qhp − ph). In view of the commuting
property of the interpolation operator Πh, a combination of (3.5)-(3.7) yields
||Qhp− ph||2 = (Qhp− ph, Qh∇ · z) + I = (Qhp− ph,∇ · Πhz) + I
= (S−1(u− uh),Πhz− z) + (S−1(u− uh), z) + I
= (S−1(u− uh),Πhz− z)− (∇ · (u− uh), φ− φh)− (∇ · (u− uh), φh) + I
= (S−1(u− uh),Πhz− z)− (∇ · (u− uh), φ− φh)− (S−1(u− uh) ·w, φh)
+(∇ ·wφh, Qhp− ph) + (Qh(∇φ ·w), Qhp− ph)
= (S−1(u− uh),Πhz− z)− (∇ · (u− uh), φ− φh)− (S−1(u− uh) ·w, φh − φ)
−(S−1(u− uh) ·w, φ) + (∇ ·wφh, Qhp− ph) + (Qh(∇φ ·w), Qhp− ph).
(3.8)
Recall the postprocessed technique developed by Vohralı´k in [39], where a postprocessed
approximation p˜h to the displacement p is constructed such that −SK∇p˜h|K = uh and
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|K|
∫
K
p˜hdx = ph|K for all K ∈ Th. Then, from w ∈ RT0(Th), we have
−(S−1(u− uh) ·w, φ) =
∑
K∈Th
∫
K
∇(p− p˜h) ·wφ
=
∑
K∈Th
∫
K
∇ · ((p− p˜h)w)φ −∇ ·w(p− p˜h)φ
=
∑
K∈Th
∫
K
−∇φ ·w(p− p˜h) +
∫
∂K
(p− p˜h)w · nφ− (∇ ·wφ, p− p˜h)
= −(∇φ ·w, p− p˜h)− (∇ ·wφ, p− p˜h)−
∑
σ∈ε0
h
∫
σ
[p˜h]w · nφ.
(3.9)
Notice that it holds
(Qh(∇φ ·w), Qhp− ph) = (Qh(∇φ ·w), p− ph) = (Qh(∇φ ·w), p− p˜h) (3.10)
and
(∇ ·wφh, Qhp− ph) = (∇ ·wφh, p− ph) = (∇ ·wφh, p− p˜h). (3.11)
For convenience, denote
I1 := (S
−1(u− uh),Πhz− z), I2 := −(∇ · (u− uh), φ− φh),
I3 := −(S−1(u− uh) ·w, φh − φ), I4 := −(∇φ ·w−Qh(∇φ ·w), p− p˜h),
I5 := −(∇ ·w(φ− φh), p− p˜h), I6 := −
∑
σ∈ε0
h
∫
σ
[p˜h]w · nφ.
From (3.8)-(3.11) we arrive at
||Qhp− ph||2 =
4∑
i=1
Ii − (∇ ·wφ, p− p˜h) + (∇ ·wφh, Qhp− ph) + I6
=
4∑
i=1
Ii − (∇ ·w(φ − φh), p− p˜h)− (∇ ·wφh, p− p˜h)
+(∇ ·wφh, Qhp− ph) + I6 =
6∑
i=1
Ii.
(3.12)
In what follows, we separately estimate Ii, i = 1, ..., 6.
LEMMA 3.1. Denote ||h||L∞(Ω) the maximum norm of the mesh-size function h with
respect to Th, eh the error defined in (2.5). Then it holds
I1 . ||h||L∞(Ω) eh||Qhp− ph||. (3.13)
8Proof. From (3.4) and (3.3) it follows
I1 =
∑
K∈Th
(S−1(u− uh),Πhz− z)K
.
∑
K∈Th
||S−1/2(u− uh)||K ||Πhz− z||K
. ||h||L∞(Ω)eh|z|H1(⋃ Th)
. ||h||L∞(Ω) eh||Qhp− ph||.
(3.14)
LEMMA 3.2. It holds
I2 . (||h||L∞(Ω)eh + osch)||Qhp− ph||. (3.15)
Proof. Notice that (2.2) can be equivalently written as:
(∇·u, ϕ)K−(S−1u ·w, ϕ)K+((r+∇·w)p, ϕ)K = (f, ϕ)K for all ϕ ∈ L2(K),K ∈ Th.
(3.16)
Meanwhile, the relation (2.4) can be equivalently written as:
(∇·uh, ϕ)K−(S−1uh·w, ϕ)K+((r+∇·w)ph, ϕ)K = (f, ϕ)K for all ϕ ∈ P0(K),K ∈ Th.
(3.17)
For arbitrary ϕ ∈ L2(K), let ϕ¯K denote the mean of ϕ over K ∈ Th. A combination of
(3.16) and (3.17) yields
(∇ · (u− uh), ϕ)K = (∇ · u, ϕ)K − (∇ · uh, ϕ− ϕ¯K)K − (∇ · uh, ϕ¯K)K
= (RK , ϕ− ϕ¯K)K + (S−1(u− uh) ·w, ϕ)K − ((r +∇ ·w)(p − ph), ϕ)K
= (RK − R¯K , ϕ− ϕ¯K)K + (S−1(u− uh) ·w, ϕ)K − ((r +∇ ·w)(p− ph), ϕ)K
≤ (||RK − R¯K ||K + ||S−1(u− uh)||K ||w||L∞(K) + Cw,r,K ||p− ph||K)||ϕ||K .
Here we recall that R¯K is the mean of the elementwise residual RK over each K ∈ Th. The
above inequality indicates
||∇ · (u− uh)||K = sup
ϕ∈L2(K),ϕ 6=0
(∇ · (u− uh), ϕ)K
||ϕ||L2(K)
. ||RK − R¯K ||K + EK .
(3.18)
Then it follows
I2 = −
∑
K∈Th
(∇ · (u− uh), φ− φh)
.
∑
K∈Th
||∇ · (u− uh)||KhK ||∇φ||K
. (||h||L∞(Ω) eh + osch)||∇φ||.
(3.19)
The desired result (3.15) follows from (3.19) and (3.2).
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LEMMA 3.3. It holds
I3 . ||h||L∞(Ω) eh||Qhp− ph||. (3.20)
Proof. By noticing
I3 = −
∑
K∈Th
(S−1(u− uh) ·w, φh − φ)K
.
∑
K∈Th
||S−1/2(u− uh)||KhK ||∇φ||K
≤ ||h||L∞(Ω) eh||φ||H1
(3.21)
the desired result (3.20) follows from (3.21) and the regularity estimate (3.2).
LEMMA 3.4. It holds
I4 . ||h||L∞(Ω) eh||Qhp− ph||. (3.22)
Proof. Recall a local efficiency estimate of hK ||S−1uh||K as following (see Lemma 7.3
in [21, 22]):
hK ||S−1uh||K . EK . (3.23)
By triangle inequality we obtain
I4 = −
∑
K∈Th
(∇φ ·w −Qh(∇φ ·w), p− p˜h)K
.
∑
K∈Th
hK ||∇(∇φ ·w)||K(||p− ph||K + ||ph − p˜h||K)K
.
∑
K∈Th
hK ||φ||H2(K)(||p− ph||K + hK ||S−1uh||K).
(3.24)
From (3.23) it holds
||p− ph||K + hK ||S−1uh||K . EK . (3.25)
According to (3.24) and (3.25), we arrive at
I4 .
∑
K∈Th
hK ||φ||H2(K)EK ,
which, together with the regularity estimate (3.3) of φ, implies the result (3.22).
LEMMA 3.5. It holds
I5 . eh||h||L∞(Ω)||Qhp− ph||. (3.26)
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Proof. From (3.25) it follows
I5 = −
∑
K∈Th
(∇ ·w(φ− φh), p− p˜h)K
.
∑
K∈Th
||φ− φh||K(||p− ph||K + ||ph − p˜h||K)
.
∑
K∈Th
hK ||∇φ||K(||p− ph||K + hK ||S−1uh||K)
. eh||h||L∞(Ω)||φ||H1 ,
which, together with (3.2), yields the estimate (3.26).
LEMMA 3.6. It holds
I6 . eh||h||1/2L∞(Ω)||Qhp− ph||. (3.27)
Proof. For any σ ∈ ε0h, let φσ denote the mean of φ onto σ, i.e., φσ :=
1
|σ|
∫
σ
φds.
According to the continuity of the means of traces of the postprocessed scalar p˜h (see Lemma
6.1 in [39]), and noticing w ∈ RT0(Th), we have∫
σ
[p˜h]w · nφ =
∫
σ
[p˜h]w · n(φ− φσ)
. ||[p˜h]||σ||φ− φσ||σ.
(3.28)
A sidewise Poincare´ inequality and trace theory imply
||φ− φσ||σ . hσ||γtσ (∇φ)||σ . hσ||φ||H2(⋃ωσ). (3.29)
From trace theorem, generalized Friedrichs inequality (see (2.2) in [39]), and the post-
processed technique, we have
||[p˜h]||σ = ||[p˜h]− 1|σ|
∫
σ
[p˜h]ds||σ . h1/2σ ||∇hp˜h||ωσ ≤ h1/2σ ||S−1uh||ωσ . (3.30)
A combination of (3.28)-(3.30) yields∫
σ
[p˜h]w · nφ . hσ||S−1uh||ωσh1/2σ ||φ||H2(⋃ωσ). (3.31)
In light of the local shape regularity of element, the above estimate leads to
I6 .
∑
σ∈ε0
h
hσ||S−1uh||ωσh1/2σ ||φ||H2(⋃ωσ)
. ||h||1/2L∞(Ω)(
∑
K∈Th
h2K ||S−1uh||2K)1/2||φ||H2(⋃ Th).
(3.32)
The desired result (3.27) follows from (3.32), (3.23) and (3.3).
We now give an estimate of ||Qhp− ph||.
THEOREM 3.7. Let eh, osch, and ||h||L∞(Ω) denote the error of the stress and displace-
ment variables given in (2.5), the oscillation of data given in (2.7) , and the maximum norm
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of the mesh-size function, respectively, with respect to Th. Then there exits a positive constant
C2 only depending on the shape regularity of Th, such that
||Qhp− ph|| ≤ C2CD(||h||1/2L∞(Ω)eh + osch), (3.33)
where CD is one variant of coefficients.
Proof. The estimate (3.33) follows from a combination of (3.12), (3.13), (3.15), (3.20),
(3.22), (3.26), and (3.27).
REMARK 3.1. A combination of the two estimates (3.33) and (2.6) actually give a pos-
teriori bound for Qh(p− ph). Furthermore, following [7], we denote
L1,NCk := {qh ∈ L2(Ω) : qh|K ∈ Pk(K), ∀K ∈ Th,
∑
K
∫
∂K
phφds = 0, ∀φ ∈ Rk(∂K)},
and let p∗h, pˆh be respectively the interpolates in L1,NCk of the interelement Lagrangian mul-
tiplier λh and the displacement p ([7], pages 186-187; We note that in [7] u represents the
displacement variable and p the stress variable). Following the same line as in [7], it holds
the estimate
||pˆh − p∗h|| . ||hS−1/2(u− uh)||+ ||Qh(p− ph)||,
which gives an a posteriori error estimate for pˆh − p∗h.
REMARK 3.2. For a pure diffusion problem, i.e., w = r = 0 in (1.1), it holds Ii = 0, i =
3, 4, 5, 6. From the estimates of I1 and I2, we can obtain
||Qhp− ph|| . ||hS−1/2(u− uh)||+ osch,
which results in the quasi-orthogonality
(S−1(u− uh),uh − uH) . (||hS−1/2(u− uh)||+ osch)||fh − fH ||,
where we have used the fact that ∇ · uh = Qhf = fh and ∇ · uH = QHf = fH . This
estimate is somewhat different from the quasi-orthogonality results in [10, 13, 14, 19, 20].
4. Estimator reduction. Let ωσ denote the patch of σ ∈ εh, and define cωσ , D2ωK ,
D2Th(K), D
2
Th
respectively by
cωσ :=
{
max(c
−1/2
S,K , c
−1/2
S,L ) if σ = K ∩ L,
c
−1/2
S,K if σ ∈ εK ∩ ∂Ω,
D2ωK := maxσ∈εK
D2σc
2
ωσ ,
D2Th(K) := max(h
2
KD
2
Kc
−1
S,K , CDKα
2
K , D
2
ωK ), D
2
Th :=
∑
K∈Th
D2Th(K),
where CDK in D2Th(K) is given by
CDK := 2max((C4C
1/2
S,K +
hK√
cS,K
||w||L∞(K))2,
h2KC
2
w,r,K
cw,r,K
).
LEMMA 4.1. (Estimator reduction) For a triangulation TH with MH ⊂ TH , let Th be
a refinement of TH obtained by the AMFEM algorithm. Denote by D2T0 one variant of the
coefficients onto the initial mesh T0, and denote λ := 1− 2−b/2,
E2H :=
∑
K∈Th
||S−1/2(uh − uH)||2K + cw,r,K ||ph − pH ||2K . (4.1)
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Then for any 0 < δ < 1, it holds
η2Th(uh, ph, Th) ≤ (1+δ){η2TH (uH , pH , TH)−λη2TH (uH , pH ,MH)}+C23 (1+δ−1)D2T0E2H .(4.2)
Proof. By triangle inequality and Young inequality, we have
h2K ||S−1uh||2K ≤ (1+ δ)h2K ||S−1uH ||2K +(1+ δ−1)h2Kc−1S,K ||S−1/2(uh−uH)||2K . (4.3)
Inverse inequality implies
||∇ · (uh − uH)||K ≤ C4C1/2S,Kh−1K ||S−1/2(uh − uH)||K ,
which leads to
h2K ||f −∇ · uh + S−1uh ·w − (r +∇ ·w)ph||2K
≤ (1 + δ)h2K ||f −∇ · uH + S−1uH ·w − (r +∇ ·w)pH ||2K
+(1 + δ−1)CDK(||S−1/2(uh − uH)||2K + cw,r,K ||ph − pH ||2K).
(4.4)
From inverse inequality and local shape regularity of the mesh, it follows
||[γtσ (S−1uh)]||σ ≤ ||[γtσ (S−1uH)]||σ + C5cωσh−1/2σ ||S−1/2(uh − uH)||ωσ , (4.5)
which, together with Young inequality, yields
hσ||[γtσ (S−1uh)]||2σ ≤ (1+δ)hσ||[γtσ (S−1uH)]||2σ+(1+δ−1)C25c2ωσ ||S−1/2(uh−uH)||2ωσ .
(4.6)
Summing (4.3) and (4.4) over all elements K ∈ Th, summing (4.6) over all interior sides
σ ∈ ε0h, and noticing the monotonicity of variants of coefficients, we obtain
η2Th(uh, ph, Th) ≤ (1 + δ)η2Th(uH , pH , Th) + C23 (1 + δ−1)D2ThE2H . (4.7)
For a marked element K ∈ MH , we set Th,K := {K ′ ∈ Th|K ′ ⊂ K}. It holds

∑
K′∈Th,K
η2Th(uH , pH ,K
′) ≤ 2−b/2η2TH (uH , pH ,K) for K ∈ TH/Th,
η2Th(uH , pH ,K) ≤ η2TH (uH , pH ,K) for K ∈ TH/MH ,
which results in the following estimate
η2Th(uH , pH , Th) ≤ 2−b/2η2TH (uH , pH ,MH) + η2TH (uH , pH , TH/Th)
= η2TH (uH , pH , TH)− λη2TH (uH , pH ,MH).
(4.8)
The desired result (4.2) follows from (4.7), (4.8) and the monotonicity of DTh .
5. Proof of theorem 1.1. . In this section, we show that the error plus some quantity
uniformly reduces with a fixed factor on two successive meshes, which shows AMFEM is
convergent.
LEMMA 5.1. Let (uh, ph) ∈ RT0(Th) × P0(Th) be the approximation solutions to
the stress and displacement variables with respect to Th, and eh the error of the stress and
displacement variables with respect to Th. Denote by h0 the mesh-size of the quasi-uniform
CONVERGENCE OF ADAPTIVE MIXED FINITE ELEMENT METHOD 13
initial mesh T0, by D1 one variant of the coefficients determined by CD . Then it holds for
any 0 < δ1 < 1
||S−1/2(u− uh)||2 ≤ 2δ−11 D1(h0e2h + h20(||f − fh||2 + ||h∇h(S−1uh ·w)||2))
+||S−1/2(u− uH)||2 − ||S−1/2(uh − uH)||2 + 1/2δ1||∇ · (uh − uH)||2.
(5.1)
Proof. From (2.1) and (2.3) we get
||S−1/2(u− uh)||2 = ||S−1/2(u− uH)||2 − ||S−1/2(uh − uH)||2
−2(S−1(u− uh),uh − uH)
= ||S−1/2(u− uH)||2 − ||S−1/2(uh − uH)||2
−2(p− ph,∇ · (uh − uH))
= ||S−1/2(u− uH)||2 − ||S−1/2(uh − uH)||2
−2(Qhp− ph,∇ · (uh − uH)).
(5.2)
The definition of the residual RK and the assumptions of data imply that for each K ∈ Th,
hK ||RK − R¯K ||K ≤ C6(h2K ||∇(S−1uh ·w)||K + hK ||f − fh||K),
which, together with the fact ||h||L∞(Ω) ≤ h0 and the definition (2.7) of osch, yields the
estimate
osc2h ≤ 2C26h20(||f − fh||2 + ||h∇h(S−1uh ·w)||2). (5.3)
Applying the above estimate (5.3) to (3.33), we obtain
||Qhp− ph||2 ≤ D1(h0e2h + h20(||f − fh||2 + ||h∇h(S−1uh ·w)||2)). (5.4)
In light of Young inequality, we have
2(Qhp− ph,∇ · (uh − uH)) ≤ 2δ−11 ||Qhp− ph||2 + δ1/2||∇ · (uh − uH)||2. (5.5)
The desired result (5.1) follows from a combination of (5.2), (5.4), and (5.5).
LEMMA 5.2. Let D2 and D3 be two variants of the coefficients respectively given by
D2 := max
K∈Th
||w||2L∞(K)c−1S,K , D3 := maxK∈ThCw,r,K .
Under the assumptions of Lemma 5.1, it holds
||∇ · (u− uh)||2 ≤ 4D1D3(h0e2h + h20(||f − fh||2 + ||h∇h(S−1uh ·w)||2))
+||∇ · (u− uH)||2 − 1/2||∇ · (uh − uH)||2 + 4D2||S−1/2(u− uh)||2.
(5.6)
Proof. Notice
||∇·(u−uh)||2 = ||∇·(u−uH)||2−||∇·(uh−uH)||2−2(∇·(u−uh),∇·(uh−uH)). (5.7)
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A combination of (2.2) and (2.4) leads to
(∇ · (u− uh),∇ · (uh − uH)) = (S−1(u− uh) ·w,∇ · (uh − uH))
−((r +∇ ·w)(Qhp− ph),∇ · (uh − uH))
≤ 2D2||S−1/2(u− uh)||2 + 2D3||Qhp− ph||2 + 1/4||∇ · (uh − uH)||.
(5.8)
The estimate (5.6) follows from (5.7), (5.4) and (5.8).
LEMMA 5.3. LetD4 be one variant of the coefficients given byD4 := maxK∈Th cw,r,K .
Under the assumption of Lemma 5.1, it holds∑
K∈Th
cw,r,K ||p− ph||2 ≤
∑
K∈TH
cw,r,K ||p− pH ||2K − 1/2
∑
K∈TH
cw,r,K ||ph − pH ||2K
+ 2D4D1(h0e
2
h + h
2
0(||f − fh||2 + ||h∇h(S−1uh ·w)||2)).
(5.9)
Proof. For each element K ∈ Th, it holds the following identity
||p− ph||2K = ||p− pH ||2K − ||ph − pH ||2K − 2(p− ph, ph − pH)K
= ||p− pH ||2K − ||ph − pH ||2K − 2(Qhp− ph, ph − pH)K .
(5.10)
Notice that cw,r,K does not change from TH to Th. Summing (5.10) by multiplying cw,r,K
over all elements K ∈ Th, we have∑
K∈Th
cw,r,K ||p− ph||2K ≤
∑
K∈TH
cw,r,K ||p− pH ||2K − 1/2
∑
K∈TH
cw,r,K ||ph − pH ||2K
+ 2D4||Qhp− ph||2.
(5.11)
The conclusion (5.9) follows from (5.11) and (5.4).
In what follows, we show the reduction of the error. To this end, set γ1, γ2, ε0, and δ1 to
be any positive constants, which will be determined below. Introduce the following quantity:
A2h := δ1(1−ε0)−1||∇·(u−uh)||2+γ1η2h+γ2(||f−fh||2+||h∇h(S−1uh ·w)||2), (5.12)
where fh is the L2−projection of f onto P0(Th). We note that the definition of AH is similar
to Ah.
THEOREM 5.4. Let (uh, ph) ∈ RT0(Th)×P0(Th) and (uH , pH) ∈ RT0(TH)×P0(TH)
be the approximation solutions to the stress and displacement variables with respect to Th and
TH , respectively. Denote by eh and eH the errors of the stress and displacement variables
with respect to Th and TH , respectively. Let h0 be the mesh-size of the quasi-uniform initial
mesh T0, and q and α ∈ (0, 1) two constants to be determined below. Then it holds
e2h + (1− h0q)A2h ≤ α2(e2H + (1 − h0q)A2H) (5.13)
when h0 ≤ 1−α21+α2 1q .
Proof. For convenience, denote
D5 := 2D1 + 4δ
2
1D1D3 + 2δ1D1D4.
Recalling the definition, (4.1), of EH , a combination of (5.1), (5.6) and (5.9) indicates
e2h + δ1||∇ · (u− uh)||2 ≤ e2H + δ1||∇ · (u− uH)||2 − 1/2E2H + h0D5δ−11 e2h
+4δ1D2e
2
h +D5δ
−1
1 h
2
0(||f − fh||2 + ||h∇h(S−1uh ·w)||2).
(5.14)
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For a constant ε > 0 which will be determined below, denote ε0 := ε1+ε . We firstly choose
δ1 with 4δ1D2 ≤ ε0. The reliable estimate, (2.6), of the stress and displacement variables,
together with (5.14), implies
e2h + δ1||∇ · (u− uh)||2 ≤ e2H + δ1||∇ · (u− uH)||2 − 1/2E2H + C1D5δ−11 h0η2h
+ε0e
2
h +D5δ
−1
1 h
2
0(||f − fh||2 + ||h∇h(S−1uh ·w)||2),
which results in the following inequality:
e2h +
δ1
1−ε0
||∇ · (u− uh)||2 ≤ (1 + ε)e2H + δ11−ε0 ||∇ · (u− uH)||2 − 12(1−ε0)E2H
+ C1D5δ1(1−ε0)h0η
2
h +
D5
δ1(1−ε0)
h20(||f − fh||2 + ||h∇h(S−1uh ·w)||2).
(5.15)
According to triangle inequality and inverse inequality, it holds, for each K ∈ Th,
hK ||∇(S−1uh ·w)||K ≤ hK ||∇(S−1uH ·w)||K + C7||S−1(uh − uH) ·w||K . (5.16)
Notice that ||f − fh||K ≤ ||f − fH ||K for all K ∈ Th. For any given δ3 > 0 which will be
determined below, (5.16) and Young inequality imply
||f − fh||2 + ||h∇h(S−1uh ·w)||2 ≤ (1 + δ3)(||f − fH ||2 + ||H∇H(S−1uH ·w)||2)
+(1 + δ−13 )C
2
7D2||S−1/2(uh − uH)||2.
(5.17)
From the definition, (5.12), of A2h, the estimator reduction (4.2) with the marking strat-
egy, the estimates (5.15) and (5.17), and the fact ||S−1/2(uh − uH)||2 ≤ E2H , it holds, for
any given δ2 > 0 which will be determined below,
e2h +A
2
h ≤ (1 + ε)e2H + δ11−ε0 ||∇ · (u− uH)||2 − 12(1−ε0)E2H +
C1D5
δ1(1−ε0)
h0η
2
h
+C23 (1 + δ
−1
2 )D
2
T0
γ1E
2
H + γ1(1 + δ2)(1− λθ2)η2H + γ2C27D2(1 + 1δ3 )E2H
+ D5δ1(1−ε0)h
2
0(||f − fh||2 + ||h∇h(S−1uh ·w)||2)
+γ2(1 + δ3)(||f − fH ||2 + ||H∇H(S−1uH ·w)||2).
(5.18)
We next choose γ1 and γ2 such that
γ1C
2
3 (1 + δ
−1
2 )D
2
T0 =
1
4(1− ε0) , γ2C
2
7D2(1 + δ
−1
3 ) =
1
4(1− ε0) .
Then it follows
e2h +A
2
h ≤ (1 + ε)e2H + δ11−ε0 ||∇ · (u− uH)||2 + γ1(1 + δ2)(1− λθ2)η2H
+ D5δ1(1−ε0)h
2
0(||f − fh||2 + ||h∇h(S−1uh ·w)||2) + C1D5δ1(1−ε0)h0η2h
+γ2(1 + δ3)(||f − fH ||2 + ||H∇H(S−1uH ·w)||2).
(5.19)
For any given δ4, δ5 > 0 which will be determined below, the reliable estimate (2.6) on
TH , i.e. e2H ≤ C1η2H , and the above estimate (5.19), indicate
e2h +A
2
h ≤ (1 + ε− 1/2λθ2γ1(1 + δ2)C−11 )e2H + γ1(1 + δ2)(1 − 1/2λθ2)η2H
+ δ1(1−δ4)1−ε0 ||∇ · (u− uH)||2 +
D5
δ1(1−ε0)
h20(||f − fh||2 + ||h∇h(S−1uh ·w)||2)
+ C1D5δ1(1−ε0)h0η
2
h + (1− δ5)γ2(1 + δ3)(||f − fH ||2 + ||H∇H(S−1uH ·w)||2)
+ δ1δ41−ε0 ||∇ · (u− uH)||2 + (1 + δ3)δ5γ2(||f − fH ||2 + ||H∇H(S−1uH ·w)||2).(5.20)
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Now we fix a sufficiently small δ2 and, subsequently, a sufficiently small ε such that
α˜2 := max(1 + ε− C1
2
λθ2γ1(1 + δ2), (1 + δ2)(1 − λθ
2
2
), 1− δ4, (1− δ5)(1 + δ3)) < 1.
Let D6 be one variant of the coefficients given by
D6 := 4 max
K∈TH
(||w||2L∞(K)c−1S,K , C2w,r,Kc−1w,r,K , 1).
From (3.18), we get
||∇ · (u− uH)||2 ≤ D6(||f − fH ||2 + ||H∇H(S−1uH ·w)||2 + η2H). (5.21)
We further choose δi(i = 3, 4, 5) such that
δ1δ4
1− ε0D6 ≤ γ2h0, (1 + δ3)δ5 ≤ C8h0.
In fact, we may firstly fix δ3 satisfying δ3 < C8h0, then choose δ5 such that
δ3
1 + δ3
< δ5 < min(1,
C8h0
1 + δ3
).
Finally, by noticing the choice of γ2, we can choose δ4 with
δ4 < min(1,
h0
D6
1− ε0
δ1
1
4C27D2(1− ε0)(1 + δ−13 )
).
These choices, together with (5.20) and (5.21), lead to
e2h +A
2
h ≤ α˜2(e2H +A2H) + C1D5δ1(1−ε0)h0η2h
+ D5δ1(1−ε0)h
2
0(||f − fh||2 + ||h∇h(S−1uh ·w)||2)
+γ2h0(1 + C8)(||f − fH ||2 + ||H∇H(S−1uH ·w)||2) + γ2h0η2H .
(5.22)
Let q be one variant of the coefficients given by
q := max(C8 + 1,
γ2
γ1
,
C1D5
δ1(1 − ε0)
1
γ1
,
D5
δ1(1− ε0)
h0
γ2
).
From (5.22) we arrive at
e2h +A
2
h ≤ α˜2(e2H +A2H) + qh0(A2h +A2H),
which implies
e2h + (1− qh0)A2h ≤ α˜2e2H + (α˜2 + qh0)A2H . (5.23)
We finally choose h0 such that
0 <
α˜2 + qh0
1− qh0 ≤ α
2 :=
1 + α˜2
2
,
which yields the assertion (5.13) with h0 ≤ (1 − α2)/(q(1 + α2)).
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REMARK 5.1. (Choices of the initial mesh size) Some simple calculations show
q ≤ max{D(δ1, δ2), D5h0C
−2
7
4δ1(1 − ε0)2D2 }
with
D(δ1, δ2) := max{C8 + 1,
C23 (1 + δ
−1
2 )D
2
T0
C27D2
,
C2D5
4δ1(1− ε0)C23 (1 + δ−12 )D2T0
}.
Then it holds
1
q
≥ min{ 1
D(δ1, δ2)
,
4δ1(1− ε0)2C27D2
D5h0
},
which indicates
1
q
≥ 1
D(δ1, δ2)
if h0 ≤ 4δ1(1− ε0)
2C27D2
D5
.
As required in Theorem 5.4, the initial mesh size h0 is assumed to satisfy h0 ≤ 1−α2q(1+α2) .
Then eventually we may choose h0 with
h0 ≤ min{ 1− α
2
(1 + α2)D(δ1, δ2)
,
4δ1(1− ε0)2C27D2
D5
}.
The proof of Theorem 1.1 Theorem 5.4 shows that the error of the stress and displace-
ment variables plus the quantity A2h uniformly reduces with a fixed factor α2 between two
successive meshes. Replace the subscripts H and h respectively by the iteration counters k
and k + 1, we then obtain Theorem 1.1 directly from Theorem 5.4.
6. Numerical experiments. In this section, we test the performance of the adaptive
algorithm AMFEM described in section 2 with four model problems. We are thus able to
study how meshes adapt to various effects from lack of regularity of solutions and convexity
of domains to data smoothness, boundary layers and changing boundary conditions. We note
that the implementation of AMFEM is done without enforcing the interior node property in
the refinement step.
6.1. Model problem with singularity at the origin. We consider the problem (1.1) in
an L-shape domain Ω = {(−1, 1) × (0, 1)} ∪ {(−1, 0) × (−1, 0)} with w = r = 0 and
f = 0. The exact solution is given by
p(ρ, θ) = ρ2/3 sin(2θ/3),
where ρ, θ are the polar coordinates.
Since this model possesses singularity at the origin, we see in the left figure of Fig 6.1
that the refinement concentrates around the origin, which means the predicted error estimator
captures well the singularity of the solution. The right graph of Fig 6.1 reports the estimated
and actual errors of the numerical solutions on uniformly and adaptively refined meshes. It
can be seen that the error of the stress and displacement in L2 norm uniformly reduces with
a fixed factor on two successive meshes after several steps of iterations, and that the error on
the adaptively refined meshes decreases more rapidly than the one on the uniformly refined
meshes. This shows that the adaptive mixed finite element method is convergent with respect
to the energy error.
18
−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
100 101 102 103 104
10−2
10−1
100
Number of triangles
En
er
gy
 e
rro
r
Error uniform
Estimate uniform
Estimate adapt
Error adapt
FIG 6.1. A mesh with 14692 triangles (left) and the estimated and actual errors in uniformly / adap-
tively refined meshes (right) for the marking parameter θ = 0.5.
6.2. Model problem with inhomogeneous diffusion tensor. We consider the problem
(1.1) in a square domain Ω = (−1, 1) × (−1, 1) with w = r = 0 and f = 0, where Ω is
divided into four subdomains Ωi (i = 1, 2, 3, 4) corresponding to the axis quadrants (in the
counterclockwise direction), and the diffusion-dispersion tensor S is piecewise constant with
S = siI in Ωi. This model problem is taken from [24, 36, 39]. We suppose the exact solution
of this model has the form
p(ρ, θ) = ρα(aisin(αθ) + bicos(αθ))
in each Ωi with Dirichlet boundary conditions. Here ρ, θ are the polar coordinates in Ω,
ai and bi are constants depending on Ωi, and α is a parameter. We note that The stress
solution, u = −S∇p, is not continuous across the interfaces, and only its normal component
is continuous. It finally exhibits a strong singularity at the origin. We consider two sets of
coefficients in the following table:
Case 1 Case 2
s1 = s3 = 5, s2 = s4 = 1 s1 = s3 = 100, s2 = s4 = 1
α = 0.53544095 α = 0.12690207
a1 = 0.44721360, b1 = 1.00000000 a1 = 0.10000000, b1 = 1.00000000
a2 = −0.74535599, b2 = 2.33333333 a2 = −9.60396040, b2 = 2.96039604
a3 = −0.94411759, b3 = 0.55555555 a3 = −0.48035487, b3 = −0.88275659
a4 = −2.40170264, b4 = −0.48148148 a4 = 7.70156488, b4 = −6.45646175
In MARK step, the marking parameter θ, in terms of Do¨rfler marking, is chosen as 0.7
in the first case and as 0.94 in the second case. Table 6.1 shows for Case 1 some results of
the actual error ek, the a posteriori indicator ηk, the experimental convergence rate, EOCE ,
of Ek, and the experimental convergence rate, EOCη, of ηk , where
EOCE :=
log(ek−1/ek)
log(DOFk/DOFk−1)
, EOCη :=
log(ηk−1/ηk)
log(DOFk/DOFk−1)
,
and DOFk denotes the number of elements with respect to the k−th iteration. We can see
that the convergence rates EOCE and EOCη are close to 0.5 as the iteration number k = 15,
which means the optimal decays of the actual error ek and the a posteriori error indicator ηk
are almost attained after 15 iterations with optimal meshes.
Fig 6.2 shows an adaptively refined mesh with 4763 elements and the estimated and
actual errors against the number of elements in adaptively refined meshes for Case 1. Fig 6.3
shows an adaptively refined mesh with 1093 elements and the actual error against the number
of elements in adaptively refined meshes for Case 2.
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TABLE 6.1
Results of actual error Ek, a posteriori indicator ηk , and their convergence rates EOCE and EOCη: Case 1
k DOFk ek ηk EOCE EOCη
1 8 1.3665 5.0938 − −
2 20 1.1346 3.4700 0.2030 0.4189
9 2235 0.1776 1.1115 0.4016 0.4004
11 7165 0.1106 0.7111 0.3851 0.4004
12 13188 0.0871 0.5566 0.3915 0.4015
14 43785 0.0510 0.3365 0.4707 0.4476
15 76770 0.0387 0.2581 0.4915 0.4724
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FIG 6.2. A mesh with 4763 triangles (left) and the estimated and actual error against the number of
elements in adaptively refined meshes (right): Case 1.
From the left figures of Fig 6.2-6.3, we can see that the refinement concentrates around
the origin, which means the AMFEM algorithm detects the region of rapid variation. In
the right graphs of Fig 6.2-6.3 each includes an optimal convergence line, which shows in
both cases, the energy error performs a trend of descending with an optimal order convergent
rate after several steps of adaptive iterations for the problem with strongly discontinuous
coefficients. We note that the energy error is approximated with a 7-point quadrature formula
in each triangle.
6.3. Convection-dominated model problem: boundary layer. In this example, we
take Ω = (0, 1) × (0, 1) in R2, and choose w = (1, 1) and r = 0. Further, we set p = 0 on
∂Ω, and select the right-hand side f such that the analytical solution to (1.1) is given by
p(x, y) = (
exp(x−1ε )− 1
exp(− 1ε )− 1
+ x− 1)(exp(
y−1
ε )− 1
exp(− 1ε )− 1
+ y − 1).
The solution is smooth, but has boundary layers at x = 1 and y = 1, with layer width of
order O(ε). This problem is well-suited to test whether the estimator is able to pick up the
steep gradients near these boundaries.
We start computations from the origin mesh consisted of 8 right-angled triangles, and we
choose the marking parameter θ = 0.5 in the adaptive algorithm AMFEM.
Fig 6.4 shows the mesh with 10838 triangles (left) and the postprocessing approximation
to the scalar displacement p on the corresponding adaptively refined mesh (right) in the case
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FIG 6.3. A mesh with 1093 triangles (left) and the actual error against the number of elements in
adaptively refined mesh (right): Case 2.
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FIG 6.4. A mesh with 10838 triangles (left) and postprocessing approximate displacement on the
corresponding adaptively refined mesh (right) for ε = 0.01.
ε = 0.01. Here the value of the postprocessing approximation on each vertex is taken as the
algorithmic mean of the values of the displacement finite element solution on all the elements
sharing the vertex. The reason for the postprocessing is that the displacement finite element
solution is not continuous on each vertex of the triangulation. We see that the refinement
focuses around boundary layers, which indicates that the estimators actually capture boundary
layers and resolve them in convection-domianed regions. In addition, the postprocessing
approximation to the scalar displacement obtains satisfactory results.
Fig 6.5 shows the actual error (energy error) results against the number of elements in
adaptively refined meshes for ε = 0.1 (left) and ε = 0.01 (right), including two theoretically-
optimal order (-1/2) convergence lines. We see that in each case the actual error descends
almost at the optimal rate of convergence after several steps of iterations. The numerical
results confirm our theoretical analysis.
6.4. Convection-dominated model problem: interior and boundary layer. Set the
domain Ω = [−1, 1] × [−1, 1] with non-homogeneous Dirichlet boundary conditions, the
velocity field w = (2, 1), and the reaction term r = 0 in (1.1). The source term f = 0, the
Dirichlet boundary conditions are as follows: p = 0 along the left and top sides of the square
and p = 100 along the right and bottom sides. The exact solution of this problem is unknown,
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FIG 6.5. Actual error against the number of elements in adaptively refined meshes for ε = 0.1 (left)
and ε = 0.01 (right) for the marking parameter θ = 0.5.
but it is known that it exhibits an exponential boundary layer at the boundary x = 1, y > 0
and a parabolic interior layer along the line connecting the points (−1,−1) and (1, 0).
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FIG 6.6. A mesh with 47324 elements (left) for ε = 0.01, θ = 0.8 and estimated error against the
number of elements in adaptively refined meshes (right) for ε = 0.1, θ = 0.5.
We still perform the AMFEM algorithm described in section 2 from the origin mesh con-
sisted of 8 right-angled triangles. From the left graph of Fig 6.6, we can see that when using
adaptive refinement the mesh concentrates close to the exponential and parabolic layers. We
note that the refinement first occurs close to the region x = 1, y > 0, since the exponential
layer is more stronger than the parabolic layer. The left graph also illustrates that the a pos-
teriori error estimator exactly capture the behavior of the solution. The right graph of Fig 6.6
shows that the estimated error rapidly reduces starting from the fourth step of iterations, and
reaches the optimal rate (-1/2) of convergence until the seventeenth step. This convergence
result is consistent with our theoretical analysis.
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