Enumeration of pattern-avoiding objects is an active area of study with connections to such disparate regions of mathematics as Schubert varieties and stack-sortable sequences. Recent research in this area has brought attention to colored permutations and colored set partitions. A colored partition of a set S is a partition of S with each element receiving a color from the set [k] = {1, 2, . . . , k}. Let Π n ≀ C k be the set of partitions of [n] with colors from [k].
Introduction
Knuth [8] first introduced pattern avoidance in permutations, which continues to be an active area of research today. Given a string of integers s, the reduction of s, denoted red(s) is the unique string obtained by replacing the ith smallest integer(s) of s with i; we say that red(s) is order-isomorphic to s. For example, red(18494) = 13242. Now, let S n denote the set of permutations of length n, and consider q ∈ S n and p ∈ S m . We say q contains p as a pattern if there exist indices 1 ≤ i 1 < i 2 < · · · < i m−1 < i m ≤ n such that red(q i 1 q i 2 · · · q im ) = p. Otherwise, we say q avoids p. Further, let S n (p) denote the set of permutations of length n that avoid p, and let s n (p) = |S n (p)|. It is straightforward to see that s n (12) = 1 for n ≥ 0 because the only permutation of length n that avoids 12 is the decreasing permutation. It is also well-known that given any permutation p ∈ S 3 , s n (p) = C n where C n = 2n n n + 1 is the nth Catalan number [10] . Pattern avoidance has been studied in contexts other than permutations. In particular, Klazar [5] introduced the notion of pattern-avoidance in set partitions, and Klazar, Sagan, and Goyt [2, 3, 6, 7, 9] did further work. More recently the current authors introduced the set of k-colored set partitions of [n] , denoted Π n ≀ C k , in an enumerative context [4] . The authors define three distinct definitions of a colored partition pattern: EQ, LT, and pattern. Although previous work focused on avoiding patterns in the EQ sense, in this paper we consider avoiding one or more partition patterns in the pattern sense. The enumeration of such colored set partitions turns out to be related to a number of other combinatorial objects. As in the previous paper, we will primarily focus on Π n ≀ C 2 , that is partitions with only 2 colors. Further generalization is certainly possible.
A partition σ of the set S ⊆ Z, written σ ⊢ S, is a family of nonempty, pairwise disjoint subsets B 1 , B 2 , . . . , B k of S called blocks such that
B i = S. We write σ = B 1 /B 2 / . . . /B k .
Note that because B 1 , . . . , B k are sets, order of elements within a block does not matter. We write elements of a block in increasing order, and we write the blocks in the canonical order where min(B 1 ) < min(B 2 ) < · · · < min(B k ).
For example, 157/238/4/6 ⊢ [8] . We will study partitions of [n] = {1, . . . , n}, so we define
Given this canonical ordering, we may associate with any π ∈ Π n a canonical word w of length n, such that w i = j if and only if element i is a member of B j . For example, the canonical word associated with 157/238/4/6 is 12231412. If we consider a set partition σ of a subset of [n] , the canonization of σ, denoted canonize(σ), is the set partition obtained by replacing the ith smallest element of σ with i and writing it in the canonical order described above. For example, canonize(17/6/8) = 13/2/4. One may similarly canonize any subword of a canonical word since the subword corresponds to a subpartition. For example, canonize(2312) = 1231 since 2312 corresponds to a set partition where the first and fourth smallest elements are in block 2, the second smallest element is in block 3, and the third smallest element is in block 4. After canonizing this partition, we have 14/2/3, whose canonical word is indeed 1231. Now, suppose σ ∈ Π n and π ∈ Π m , we say that σ contains π as a partition pattern if and only if there exist m elements of σ whose corresponding canonical word is the canonical word for π. Otherwise, we say that σ avoids π. For example, σ = 167/238/4/5 contains π 1 = 15/2/34 as evidenced by canonize(67/28/5) = canonize(28/5/67) = 15/2/34, but σ avoids π 2 = 123/4/5 since for neither block of size 3 are there two larger elements in other blocks.
We are particularly interested in the set of colored partitions of [n] with k colors, written Π n ≀ C k , which is the set of partitions σ such that σ ⊢ [n], and each element [n] is assigned a color from the set [k] . We write these colors as superscripts on each element of σ, so for example 1
The wreath product notation Π n ≀ C k was originally adopted to emphasize the parallel between colored partitions and the set of colored permutations S n ≀ C k which is a wreath product in the true algebraic sense. We say that σ ∈ Π n ≀ C k contains π ∈ Π n ≀ C k in the pattern sense if and only if the uncolored version of σ contains an uncolored copy of π whose colors are order-isomorphic to the colors on π. . This is distinct from pattern avoidance in the EQ sense where the colors on the copy of π must equal the colors of π, and the LT sense where the colors must be less than or equal to the colors of π. For convenience, in most of the paper, partitions will be written as colored canonized words rather than in block form, so, for example, 1 1 3 1 /2 2 /4 2 will be written as 1 1 2 2 1 1 3 2 . We write Π pat n ≀ C k (S) for the set of partitions in Π n ≀ C k which avoid all patterns in the set S in the pattern sense, and Π eq n ≀ C k (S) for those that avoid all patterns of S in the EQ sense. In addition to the enumeration problem of computing |Π pat n ≀ C k (S)| for fixed k and S, we are interested in classifying when |Π pat n ≀ C k (S 1 )| = |Π pat n ≀ C k (S 2 )| for two distinct sets of patterns S 1 and S 2 . Two such sets of patterns are said to be Wilf-equivalent.
In this paper we enumerate members of Π n ≀ C 2 that avoid any set of colored partitions of [2] , and we completely describe all Wilf-equivalences arising from these enumerations. In Sections 2, 3, 4, and 5, we consider partitions that avoid 1, 2, 3, 4, or 5 patterns in turn. Then, in Section 6 we provide some further generalizations.
Avoiding one pattern
We first note that there are B(n)·2 n partitions in Π n ≀C 2 , where B(n) is the nth Bell number. These can be thought of the colored partitions which avoid no patterns.
By the above there are eight 2-colored partitions of [2] ; namely, 1
Since we are working with partitions in the pattern sense, we treat the colors as permutations and make a couple observations. First, note that because red(22) = 11, a 2 b 2 is trivially equivalent to a 1 b 1 , so it is omitted for any choices of a and b. Further if
n , then the reversal of q, denoted q r , is q n · · · q 1 and the complement of q, denoted q c is (
Our work is further reduced with the following lemma: •
. These partitions are in bijection with the involutions of [2n] that are invariant under the reverse-complement map [4, Theorem 3.5] . Such partitions are counted by OEIS sequence A000898.
•
. Such partitions are in bijection with the non-empty proper subsets of an (n + 1)-element set [4, Theorem 3.3] . These partitions are counted by OEIS sequence A000918.
• Now that we have enumerated colored partitions that avoid one element of Π 2 ≀ C 2 , we consider partitions that avoid more than one element of Π 2 ≀ C 2 . Note that in the sequel, we are only concerned with pattern-type avoidance, so we write
Avoiding 2 patterns
There are 8 distinct Wilf classes of patterns avoiding a pair of elements of Π 2 ≀ C 2 . Table  1 presents each of these Wilf classes along with the first 6 terms of |Π n ≀ C 2 (S)|, and the appropriate sequence entry from the Online Encyclopedia of Integer Sequences [11] . Pattern sets that are known to be equivalent via Lemma 1 are given on the same line. We address each of these classes in turn.
Class
Patterns Sequence OEIS number 1 Note that Lemma 1 explains all Wilf equivalences except in Class 2. By Lemma 1 the first two pattern sets in Class 2 are equivalent and the last two pattern sets in Class 2 are equivalent. To show that all four are equivalent we will show that |Π n ≀ C 2 (1
|. This can be done by understanding the structure of the partitions in these two sets and describing a bijection between them.
First we will consider the partitions in Π n ≀ C 2 (1 1 2 1 , 1 2 2 1 ). Since we have only two colors and avoid 1 1 2 1 , there can be at most two blocks in this partition. If there is exactly one block each element can have either color since there is no way to produce a copy of 1 2 2 1 in a single block. If there are two blocks, to avoid 1 1 2 1 , all elements in one block are colored 1 and all elements in the other block are colored 2. Furthermore, to avoid 1 2 2 1 the block colored 1 must contain the first i elements and the block colored 2 must contain the last
must also have at most two blocks. If there is exactly one block then to avoid 1 2 1 1 the first i elements must be colored 1 and the last n − i elements must be colored 2 where 0 ≤ i ≤ n. On the other hand if there are two blocks then to avoid 1 1 2 1 all elements in one block are colored 1 and all elements in the other block are colored 2. Each element may be in either block.
The bijection is as follows.
, if π has two blocks, put everything together in one block. If π has one block separate the elements into two blocks with all of the 1 colored elements in one block and all of the two colored elements in one block. Note that the bijection is the identity on those partitions where every element has the same color. This is clearly invertible and well-defined based on the descriptions above.
Now that all Wilf equivalences of pairs of patterns have been addressed, we consider the enumeration of each class.
Class 1
Theorem 1. 
then each element of σ must have its own color. There are two such partitions of [1] and four such partitions of [2] , but there are no elements of Π n ≀ C 2 (1 1 1 1 , 1 1 2 1 ) for n ≥ 3 since there are only 2 available colors and more than 3 distinct elements in our set partitions.
Class 2
Theorem 2. For n ≥ 1,
Proof. By the analysis above, either σ has one block and the elements are colored arbitrarily, which gives 2 n possibilities, or it has a nonempty block of 1's each colored 1 followed by a nonempty block of 2s each colored 2, which gives n − 1 possibilities.
Class 3
Theorem 3. For n ≥ 1,
, then any block of σ has at most two elements because of the 1 1 1 1 restriction. Further the elements of a two-element block must have different colors. Let i be the smallest element of σ with color 1. We break our argument into 4 cases.
Case 1: Suppose i is in a block of size 1. By definition, all numbers less than i have color 2. Because of the 1 1 2 2 restriction, all elements greater than i have color 1. We may create j blocks of size 2 by pairing off j elements less than i with j elements greater than i in i−1 j n−i j j! ways. Summing over all reasonable values of i and j gives the first term in the formula above.
Case 2: Suppose i is in a block with an element less than itself. By definition all numbers less than i have color 2, and because of the 1 1 2 2 restriction, all elements greater than i have color 1. There are i − 1 possible elements to pair with i. Then we may create j blocks of size 2 by pairing off j elements less than i with j elements greater than i in i−2 j n−i j j! ways. Summing over all reasonable values of i and j gives the second term in the formula above.
Case 3: Suppose i is in a block with an element k larger than itself. Because of the 1 1 2 2 restriction all numbers greater than i and in a different block from i must have color 1. On the other hand, because of the same restriction, all numbers less than k and in a different block from k must have color 2. This means that unless k = i + 1, there are no such partitions. Thus we have i in the same block as i + 1, all elements less than i have color 2 and all elements greater than i + 1 have color 1. Now we can again create j blocks of size 2 by pairing off j elements less than i with j elements greater than i + 1 in i−1 j n−i−1 j j! ways. Summing over all reasonable values of i and j gives the third term in the formula above.
Case 4: i does not exist because all elements have color 2. In this case, our partition must consist only of blocks of size 1. This accounts for the 1 at the end of the formula.
Class 4
Theorem 4. Define a n = |Π n ≀ C 2 (1
. Since σ avoids 1 1 1 1 there can be no more than two elements in a block.
Consider the element n. If n is in a block of size 1, there are two ways to choose a color for n and then a n−1 ways to partition and color the remaining elements.
If n is in a block with another element, then it must be the case that the smaller element has color 2 and n has color 1. There are n − 1 choices for which element to pair with n and a n−2 ways to partition and color the remaining elements.
We
. We also note that Π n ≀ C 2 (1
2 ) has a nice relationship to a particular set of patternavoiding permutations. In particular, S n+1 (12−3, 214−3) is the set of permutations of length n + 1 avoiding the vincular permutation patterns 12−3 and 214−3. Here a copy of 12−3 is a copy a 123 pattern where the roles of "1" and "2" must be played by adjacent permutation elements, and similarly, a copy of 214−3 is a copy of a 2143 pattern where the roles of '2", "1", and "4" are played by adjacent elements. We have the following:
This theorem will be proved via a bijection. We first make some preliminary observations about the structure of the partitions and the structure of the permutations.
If
If a permutation q of length n + 1 avoids 12−3 and 214−3, then all elements before n + 1 appear in decreasing order (lest we create a 12−3 pattern). Further, if n + 1 is in position j ≥ 3, then the first j − 2 elements must precisely be (n)(n − 1)(n − 2) · · · ((n + 1) − (j − 2)), otherwise q j−2 q j−1 (n + 1) followed by the missing element of this initial decreasing run form a 214−3 pattern. Thus we see a typical {12−3, 214−3}-avoiding permutation has the form n(n − 1)(n − 2) · · · (n − j + 3)k(n + 1)q * where 1 ≤ k ≤ n − j + 2 and q * is a permutation of [n − j + 2] \ {k} that avoids 12−3 and 214−3. In particular if we know that i letters appear after the letter n + 1, then we have i + 1 choices for what letter immediately precedes n + 1, and we must arrange the final i elements so that they avoid 12−3 and 214−3. Otherwise, the structure of the permutation is predetermined.
Proof of Theorem 5.
We present a bijection f : Π n ≀ C 2 (1 1 1 1 , 1 1 1 2 ) → S n+1 (12−3, 214−3). Our map is recursive, so we define a few base cases. Let f (∅) = 1, f (1 1 ) = 21 and f (1 2 ) = 12. Now, consider partition σ ∈ Π n ≀ C 2 (1
. Note that from the proof of Theorem 5, the element n may be in a block with another element, and if this is the case there is one possible coloring, or n may be in a block by itself colored in one of two ways.
• If n is in a block of size 2 with element j, then let σ ′ be the canonized partition formed by deleting this block. Then f (σ) = j(n + 1)f * (σ ′ ) where f * (σ ′ ) is the word order isomorphic to f (σ ′ ) on the alphabet [n] \ {j}.
• If n is in a block of size 1 with color 1, then let σ ′ be the partition formed by deleting n. Then f (σ) = (n + 1)f (σ ′ ).
• If n is in a block of size 1 with color 2, then let σ ′ be the partition formed by deleting n. Note that f (σ ′ ) is a permutation of [n]. Letq be the part of f (σ ′ ) appearing before n and letq be the part of f (σ ′ ) appearing after n. Then f (σ) = (n)q(n + 1)q.
Note that this process has a clear inverse. In particular, consider a permutation q ∈ S n+1 (12−3, 214−3).
We have f −1 (1) = ∅, f −1 (12) = 1 2 , and f −1 (21) = 1 1 .
• If q 2 = n + 1 and q 1 = n, then let q ′ = q 3 · · · q n+1 , and let j = q 1 . We have
• If q j = n + 1 where j > 2 or q 2 = n + 1 and q 1 = n, then letq = q 2 · · · q j−1 and q = q j+1 · · · q n+1 . We have f −1 (q) = f −1 (q(n)q)/n 2 .
For clarity, we provide an example of applying f and its inverse. Consider the partition
• Since 7 is a block of size 1 with color 2, we first compute f ( 
• Nowq = 3 andq = 61542, so f (1
Next, we apply the inverse map to q = 73861542.
• Since q 3 = 8, computeq = 3,q = 61542. We have f −1 (q) = f −1 (3761542)/7 2 -Since 7 is in the second position, we have f −1 (3761542) = f −1 * (red(61542))/3 2 6 1 = f −1 * (51432)/3 2 6 1 . * Since 5 is in the first position, we have f
2 , as desired.
Class 5
Theorem 6. n ways. On the other hand if there is more than one block, all elements must receive the same color. There are 2 choices for a color and (B(n) − 1) ways to partition [n] into more than one block. This avoidance sequence is given by 2 n + 2(B(n) − 1).
Class 6
Theorem 7. For n ≥ 2,
. The case where all elements of σ have the same color is covered by the first term above. Now, suppose that each color appears at least once. Let j be the first element colored 1 and suppose that j ≥ 2. Then every element in [j − 1] must be colored 2 and must appear in the same block as j. We now choose k elements from the remaining n − j elements to appear in the block with j. Each of these k elements must be colored 1 to avoid a copy of 1 1 1 2 . Also, each remaining element not in the block with j must be colored 2 to avoid a copy of 1 2 2 1 . Now, to avoid a copy of 1 2 2 1 it must be precisely the elements [j + k] in the first block. This gives us the second term above.
The final case is the case where the first element is colored 1 and both colors appear at least once. If n is the first element colored 2 then the first n − 1 elements must all be colored 1 and may be partitioned in any way. Note that n may not appear in a block with any of the first n − 1 elements otherwise we would have a copy of 1 1 1 2 . This gives the third term above.
Suppose, now that j = n is the first element colored 2. As above, the elements less than j must all be colored 1 and j may not appear in a block with any of the elements preceding j. If an element following j appeared in a block with an element preceding j then that element is colored 1 or 2. If it is colored 1, it creates a copy of 1 2 2 1 with j. If it is colored 2 then it creates a copy of 1 1 1 2 with an element appearing before j. Thus, none of the elements following j may appear in a block with an element preceding j. We may partition these j − 1 elements any way we like.
We now turn to the n − j elements following j. None of these elements could appear in the block with j in which case there are B(n − j) ways to partition them, and they must all be colored 2 to avoid 1 2 2 1 .
Suppose j + 2, . . . , j + k. Now, there are k ways to pick the smallest of the elements j + 1, . . . , j + k to be colored 1, and at this point the colors on these elements are determined. If none of these k elements is colored 1 then we may choose them in n−j k ways. Once we have added these k elements to the block containing j we partition the remaining elements in B(n − j − k) ways and color them 2. This gives us the last term above.
Class 7
Theorem 8. For n ≥ 1, we have
, and suppose i is the smallest element colored 1. Every element larger than i must be colored 1 as well. By assumption everything preceding i must be colored 2. There are no restrictions on how these elements may be partitioned, so we partition them in B(n) ways. We can choose the i above in n + 1 ways, where i = n + 1 corresponds to the whole partition colored 2.
The above proof is purely enumerative, but we also provide a bijective proof. It is known via OEIS entry A052889 that (n + 1)B(n) counts the number of elements in S n+2 (12−3)[12], where S n+2 (12−3)[12] is the set of permutations avoiding the pattern 12−3 and beginning with a copy of 12. Notice that these permutation must have n + 2 as their second element. The first element may be anything. The remaining n elements must form a 12−3 avoiding permutation.
Alternate Proof of Theorem 8.
We make use of a bijection of Claesson [1] that puts S n (1−23) in bijection with Π n . Let σ = B 1 /B 2 / . . . /B k ∈ Π n . Order the blocks so that min B 1 > min B 2 > · · · > min B k . Order the elements within the blocks so that the first element in each block is the minimum element in that block and the remaining elements are in decreasing order. Claesson shows that the map τ (σ) = B 1 B 2 . . . B k , where the blocks are concatenated is a bijection between Π n and S n (1−23).
Let
by f (σ) = q, where the first element of q is the first element colored 1 in σ and the second element of q is n + 2. If no element in σ is colored 1 then the first element of q is n + 1. Now, we replace the element i in its block by n + 1, and call this new partitionσ. Then q = i(n + 2) ((τ ( σ) ) c ) r , where r is the reversal map, c is the complement map and τ is the map described above.
The permutation q obtained clearly begins with a copy of 12. No copy of 12−3 can be formed using the first two elements of q and ((τ ( σ) ) c ) r must also avoid 12−3 by above. Thus, the map is well defined and is a bijection. 
Proof.
Note that if a partition avoids 1 1 1 1 and 1 1 2 1 , then no two elements may have the same color. Since we only have 2 colors available, such a partition must have at most
Class 2
Theorem 11.
. One can check the cases where n = 1 and n = 2 and readily see that the number of partitions matches the given formula. If n ≥ 3, then the only partitions in Π n ≀ C 2 (1
are the monochromatic partitions with every element in its own block. To see this, notice that if more than one element is in a block then the block must have two colors to avoid 1 1 1 1 . This block along with an element in any other block will form a copy of 1 1 2 2 or 1 2 2 1 . If every element is in the same block, we must have a copy of 1
Class 3
Theorem 12. For n ≥ 1,
. Since σ avoids 1 1 1 1 it may not have blocks with more that two elements in them. Suppose that i is the first element colored 2. The elements [i − 1] must all be colored 1, and hence must be in their own blocks. If one of the remaining n − i elements is colored 1 then it must be in the same block as i and hence must be i + 1 otherwise a copy of 1 2 2 1 is produced. We have n choices for the first 2 colored element i. In the case when 1 ≤ i ≤ n − 1 we have two choices for i + 1, either i + 1 is colored 1 and in the same block as i or i + 1 is colored 2 and in a different block than i. The rest of the partition and colors are determined. If i = n we do not have an element i + 1, but we do need to consider the partition where every element is in its own block and every element is colored 1. So we will say that the two choices in the case when i = n are for i to have color 1 or 2. Thus, |Π n ≀ C 2 (1
. We will describe a bijection with the partitions in the set Π n ≀ C 2 (1
2 ) may have no more than two blocks. In the case where there are two blocks every element in one block must be colored 1, and every element in the other block must be colored two, otherwise a copy of 1 1 2 1 occurs. Furthermore, the block containing all of the 2-colored elements must contain the elements 1, 2, . . . , i for some i ≥ 1 and the remaining elements are in the 1-colored block. If we have exactly one block then we may use both colors in this block, but the first i elements must be colored 2 and the remaining n − i elements are colored 1. The bijection between Π n ≀ C 
Class 4
Theorem 13. For n ≥ 1,
Proof. Consider a partition which avoids Proof. In order to avoid the last two patterns we observe that a partition must have all of its 2-colored elements appear first followed by its 1-colored elements. In order to avoid the first pattern we observe that no block can have more than two elements. We will condition on the number of blocks of size 2. Suppose that σ ∈ Π n ≀ C 2 (1
. We have that σ may have at most ⌊n/2⌋ blocks of size 2. Suppose that σ has ⌊k/2⌋ blocks of size 2. We choose k elements from the n elements to form these blocks. If k is even then the smallest k/2 of these elements must be colored 2, which implies that all of the elements that are smaller than the largest of these elements must also be colored 2. Now, the remaining elements must be colored 1. We match each of the k/2 smallest elements with one of the k/2 largest elements in ⌊k/2⌋! ways. If k is odd, then we color the partition so that the largest element colored 2 is the (⌊k/2⌋ + 1)st smallest element of the k that we have chosen. We then match the smallest is possible, but as the number of colors k increases, exact enumeration becomes much more complicated. We do, however, present one result for partitions with k colors. 2 , for colors c 1 < c 2 we must have that any element colored c 1 must appear after every element colored c 2 . Let i j be the number of elements colored j. In this case, we must have that elements n − i 1 + 1, . . . , n are colored 1, elements n − i 1 − i 2 + 1, . . . , n − i 1 are colored 2, etc. Once we color these elements, we partition the elements having the same colors. There are B(i 1 )B(i 2 ) · · · B(i k ) ways to do this. Summing over all possible colorings gives us the result.
Throughout this paper, we have considered colored set partitions that avoid 2-colored partitions of [2] . Although we focused primarily on 2-colored set partitions avoiding other partitions in the pattern sense, we were able to completely characterize the appropriate Wilf-equivalence classes and provide bijective relationships with several other combinatorial objects. Certainly further generalization is possible, particularly by increasing the number of available colors.
