We prove that a spectral gap-filling phenomenon occurs whenever a Hamiltonian operator encounters a coarse index obstruction upon compression to a domain with boundary. Furthermore, the gap-filling spectra contribute to quantised current channels, which follow and are localised at the possibly complicated boundary. This index obstruction is shown to be insensitive to deformations of the domain boundary, so the phenomenon is generic for magnetic Laplacians modelling quantum Hall systems and Chern topological insulators. A key construction is a quasi-equivariant version of Roe's algebra of locally compact finite propagation operators.
Introduction
One insight gained from the study of quantum Hall systems and topological insulators, is that their Hamiltonian operators H X , acting on L 2 (X) for some manifold X say, have spectral gaps that become filled with "topological boundary states" when H X is compressed to an operator H W acting on some domain W ⊂ X with boundary. Examples and rigorous proofs of such gap-filling phenomena are available in the case X = R 2 and W a half-plane, e.g. [5, 4, 8, 12] . For general domains, not much is rigorously known about the fate of these boundary states. The physical expectation is that they persist due their "topological origin" and contribute to a boundary-following current. Furthermore, to properly qualify as "topological" and fulfil their advertised novel applications, the boundary states should be robust against modifications of boundary conditions, see pp. 8 of [1] for a physical discussion.
Outline. In this paper, we use the tools of coarse geometry and K-theory to study the spectral gap-filling phenomenon in very general geometric settings, and especially its striking consequences in the form of boundary currents.
If H X is invariant with respect to a group action by Γ, the spectral projection P S onto a separated part S of its spectrum defines an abstract K-theory class [P S ] for the Γ-equivariant Roe algebra of X, denoted C * (X, Γ) (see Thm. 3.2 and [15] ). In Section 2, we introduce the quasi-equivariant Roe algebra Q * (W, Γ) associated to a subset W ⊂ X. This algebra is a non-trivial extension of C * (X, Γ) by the Roe algebra of W localised at ∂W , denoted C * W (∂W ). In Section 3, we explain that the corresponding Ktheoretic exponential map Exp W : K 0 (C * (X, Γ)) → K 1 (C * W (∂W )) applied to [P S ] gives a "boundary-localised" obstruction for the compressed H W acting on L 2 (W ) to maintain the spectral gaps adjacent to S. Thus Exp W [P S ] = 0 implies gap-filling when passing from H X to H W (see Fig. 2 ).
The computation of the Exp W [P S ] obstruction might seem difficult except for special choices of W . In Section 4, we prove a certain cobordism invariance of this obstruction, inspired by Roe's partitioned manifold index theorem [21, 22] . We exploit this invariance to reduce the problem to standard half-spaces W for which Exp W [P S ] can be computed explicitly. For example, in Section 5, the obstruction is shown to be present for spectral projections of Chern insulators such as the magnetic Laplacian H Lan,X on X = R 2 (the Landau Hamiltonian in physics), for generic W ⊂ R 2 , including W with multiple boundary components. Thus we deduce a family of new results, that H Lan,W has no gaps in its spectrum (above the lowest Landau level), without having to solve the extremely difficult spectral problem for H Lan,W .
In Section 6, under a polynomial growth condition on Γ, we prove Theorem 6.1 which provides a more concrete numerical formula for the gap-filling indicator Exp W [P S ] ∈ K 1 (C * W (∂W )). As explained in Remark 6.2, the numerical formula is physically the general expression for the current along the boundary ∂W due to the gap-filling states of H W , and there is no a priori reason for it to take on only quantised values. In identifying this boundary current with a Fredholm index, Theorem 6.1 explains why it is quantised, invariant under "coarse modifications" of ∂W and boundary conditions there, and invariant against perturbations of H X preserving the spectral separation of S.
Related work: For certain physical applications, e.g. quantum Hall effect, it is also important to establish robustness of the gap-filling spectra with respect to disorder and random potential terms, [3, 12, 8, 18] . We do not address these issues, but rather focus on introducing new mathematical techniques to establish robustness with respect to choice of domain W . We mention that the case of discrete X ("tight-binding" Hamiltonians describing lattice models) was studied recently by the second author [23] using somewhat different techniques, and it provided preliminary evidence motivating this work. Two other works which introduced (uniform) Roe algebras and coarse geometry methods in topological phases of lattice models are [13, 7] . Finally, a recent paper proposes coarse cohomology as invariants for interacting lattice systems [11] , generalising the oft-utilised Chern classes in the non-interacting case.
The quasi-equivariant Roe algebra
Intuitively, when we are far away from ∂W , a quasi-equivariant operator on L 2 (W ) behaves like a Γ-invariant one on L 2 (X). More precisely, we can relate the quasi-equivariant and equivariant Roe algebras under the following assumption on W :
For each x ∈ X, there exists a sequence (γ n ) n∈N in Γ such that γ n x ∈ W and d(γ n x, ∂W ) → ∞.
For example, this is automatic if the action is cocompact and d(·, ∂W ) is unbounded on W . Fig. 1 illustrates some subsets of the Euclidean plane (with standard Γ = Z 2 action) satisfying/failing this criteria.
Theorem 2.2 (The periodization map). Under the assumption (1), there exists a unique * -homomorphism
the periodization map, with the property that for all A ∈ Q 0 (W, Γ), there exists R ≥ 0 such that whenever the support of w ∈ C c (W ) has distance at least R from ∂W , then
Proof. To define ̟, start with A ∈ Q 0 (W, Γ), and let R ≥ 0 be such that (T γ A−AT γ )w = 0 whenever the supports of w and T γ w have at least distance R from ∂W . Now by assumption (1) on W , for any compactly supported function w ∈ C c (X), we can find γ ∈ Γ such that U γ w is supported in W , with distance at least R + S from ∂W , where S is the propagation speed of A. For such a γ, the required properties of ̟ implies that we must necessarily have
which we raise to a definition. We show that this definition does not depend on the choice of γ. Indeed, if γ ′ is another element such that U γ w is supported in W , with distance at least R + S from ∂W , we can write γ ′ = γη and get
To see this, first notice that because A has propagation speed at most S and U γ w has support with distance at least R+S from the boundary, the support of AΠ W U γ w still has distance at least R from the boundary. Similarly, the support of
hence is contained in W , with distance at least R from the boundary. This proves the claim and finishes the proof that Eq. (3) is independent of the choice of γ for all operators A as above and all w ∈ C c (X).
Since U γ , Π * W and Π W have operator norm one, we have the estimate
for all w ∈ C c (X). Therefore, as C c (X) is dense in L 2 (X), the operator ̟A defined by Eq. (3) extends by continuity to a bounded operator on all of L 2 (X). Finally, we see that the estimate Eq. (4) also implies that the map ̟ : Q 0 (W, Γ) → B(L 2 (X)) is bounded, hence again extends by continuity to all of Q * (W, Γ).
We need to show that ̟A is Γ-equivariant. It suffices to verify this for A ∈ Q 0 (W, Γ) and w ∈ C c (X). Let η ∈ Γ be arbitrary and γ as in Eq.
Finally, we have to show that ̟ is an * -homomorphism, which can again be verified on Q 0 (W, Γ). By the equivariance of ̟A just verified, it suffices to check that ̟A̟Bw = ̟(AB)w and (̟A) * w = ̟A * w for w with support in W , far away from ∂W . However, this case is trivial.
The map ̟ admits a section,
in other words, we have ̟σ = id. This follows directly from the formula Eq. (3) for ̟. We emphasise that this map is not an algebra homomorphism, as it is not multiplicative. The existence of σ in particular shows that the periodization map ̟ is surjective, and its kernel turns out to be the localised Roe algebra at ∂W (defined below), hence we obtain a short exact sequence of C * -algebras,
Definition 2.3 ([10], §9 of [22] ). Let C W,0 (∂W ) ⊂ B(L 2 (W )) be the subset of operators A that are locally compact, of finite propagation and supported near ∂W , meaning that there exists R ≥ 0 such that Aw = 0 for all w ∈ C c (W ) the support of which has distance at least R from ∂W . The Roe algebra of W localised at ∂W , denoted by C * W (∂W ), is the closure of C W,0 (∂W ) in the operator norm.
Proof. It is clear from the definition Eq. (3) that ̟Aw = 0 for all A ∈ C W,0 (∂W ) and all w ∈ C c (X). By continuity, we also have ̟Aw = 0 for all w ∈ L 2 (X), hence C W,0 (∂W ) ⊆ ker(̟). Suppose, conversely, that A ∈ Q 0 (W, Γ) ∩ ker(̟). Then for all w ∈ C c (W ), the support of which has distance at least R + S from ∂W (where S is the propagation speed of A and R the constant from Def. 2.1), we have Π * W Aw = Π W ̟AΠ * W w = 0, by formula Eq. (3), where we may choose γ = 1. Hence A is supported near the boundary, so that A ∈ C W,0 (∂W ).
We have shown that C W,0 (∂W ) = ker(̟) ∩ Q 0 (W, Γ). Suppose now that ̟A = 0 for a general A ∈ Q * (W, Γ), and let A = lim n A n with A n ∈ Q 0 (W, Γ). Then A ′ n := A n − σ̟A n ∈ Q 0 (W, Γ) satisfies ̟A ′ n = 0, hence A ′ n ∈ C W,0 (∂W ), by our previous considerations. However, by continuity of ̟ and σ, we have lim n A ′ n = A − σ̟A = A, hence A is in the closure of C W,0 (∂W ), which is C * W (∂W ). 
is the Toeplitz algebra. The localised Roe algebra is just C * W (∂W ) = K(L 2 (R + )) ∼ = K(ℓ 2 (N)) ⊗ K(L 2 ([0, 1])) in this case, so that in this case, the short exact sequence Eq. (6) is just the Toeplitz extension
The short exact sequence Eq. (6) yields the cyclic six-term exact sequence in K-theory
For functorial operations, it is usual to assume that L 2 (X) is ample (or adequate, or standard ), i.e., the multiplication operator by f ∈ C 0 (X) is a compact operator in B(L 2 (X)) only when f = 0. This condition is always satisfied in the geometric setting of §3 onwards.
Notice that the algebra C * W (∂W ) is the direct limit of its subalgebras of operators that are supported near the boundary, 
One quick consequence of being able to "thicken" ∂W is an invariance of the six-term sequence Eq. (7) under modifications of ∂W within its thickening: Proposition 2.6. Let W, W ′ ⊆ X be two subsets satisfying the condition (1), and assume that there exists R ≥ 0 such that ∂W ′ ⊂ B R (∂W ) and ∂W ⊆ B R (∂W ′ ). Then there is a canonical isomorphism between the corresponding K-theory six-term sequences Eq. (7) that is the identity at the terms K i (C * (X, Γ)).
Proof. We may assume that W ′ ⊆ W . Then the map j : B(L 2 (W ′ )) → B(L 2 (W )) given by sending A to Π * W AΠ W is an injective * -homomorphism, which sends Q * (W ′ , Γ) to Q * (W, Γ) and C * W ′ (∂W ′ ) to C * W (∂W ). We claim that j * :
. By the choice of V , both C * W ′ (∂W ′ ) and C * W (∂W ) can be described as the closure of the space of locally compact, finite propagation operators on W ′ (respectively W ) that are supported near V instead of near ∂W ′ (respectively ∂W ). By the considerations before, the inclusions ι W ′ :
On the other hand, we have ι W = j • ι W ′ , hence j must induce an isomorphism in K-theory as well.
The result now follows from the five lemma.
For example, W might be the standard half-plane R + × R in the Euclidean plane, having straight boundary the vertical axis. Then we could modify W → W ′ such that ∂W ′ remains within a vertical strip [−R, R] × R but is otherwise arbitrary. This encompasses the rough boundaries considered in [17] (see also [23] ) in the context of Euclidean lattice models. In §4, we will develop and exploit such ideas in greater generality.
Spectral gap filling phenomenon
Conventions for the rest of the paper. We will specialise to X a complete connected Riemannian manifold with an effective, cocompact, properly discontinuous, isometric action of a discrete countable group Γ. Due to cocompactness of the action, the condition (1) on closed subsets W ⊂ X (still with measure zero ∂W ) becomes the condition that
The function d(x, X \ W ) is unbounded.
We will call such a subspace a half-subspace of X, or simply a half-space. Figure 1 : The shaded domains in the first three diagrams show allowed half-spaces W (in the sense of §3) in the Euclidean plane X = R 2 ; they satisfy condition (1) . W may be multiply-connected and/or have several unbounded boundary components. The last shaded figure fails condition (1).
Functional calculus for Hamiltonians on a subspace
Let H be a Γ-invariant elliptic differential operator on X, which is either of first order or of Laplace type (hence second order), with smooth coefficients. We assume that H is symmetric on the domain C ∞ c (X) ⊂ L 2 (X); the general theory of such operators then asserts that it has a unique extension to an unbounded, self-adjoint operator on L 2 (X), which we denote by H X . In the Laplace case, we assume additionally that H X is nonnegative.
Let W ⊆ X be a closed subset as above and consider H on
where W • is the interior. We assume that we are given a self-adjoint extension H W of this operator determined by a local elliptic boundary condition. In the Laplace case, we assume that H W is still non-negative. Remark 3.1. A typical example of such a boundary condition is the Dirichlet boundary condition f | ∂W = 0, but there are usually many others ([19] §X). Let us mention that in the Laplace case, such self-adjoint extensions H W exist (see [19] §X.3), whereas i d dx on the half-line W = [0, ∞) gives the classical first-order example with no self-adjoint extensions.
Proof. We first discuss the case where H is a Laplace type operator. Since H X is positive,
Since ψ is an even function, we have the Fourier transform formula
whereψ is the Fourier transform of ψ. The wave operator cos s √ H X has finite propagation, hence ifψ is compactly supported, ϕ(H X ) has finite propagation as well. Local compactness is a consequence of elliptic regularity [9, Prop. 10.5.1]. Since functions with compactly supported Fourier transform are dense in C 0 (R), the result follows.
Let now W be a subset as above. By assumption, H W is still positive, hence we get again
is the extension-by-zero operator as before. Now ifφ has compactly supported Fourier transform, the right hand side vanishes if R is large enough. This means that ϕ(H W ) − σϕ(H X ) w = 0 whenever w has distance larger than R from the boundary. Hence ϕ(H W ) − σϕ(H X ) is supported near ∂W , and the result in this case follows from Eq. (6) . For the general case, use the fact that functions ϕ with compactly supported Fourier transform are dense in C 0 (R).
If H X is a first order operator, a similar Fourier transform argument can be made using the fact that the wave semigroups e isH X and e isH W have finite propagation speed.
Exponential map in K-theory detects spectral gap filling
Suppose we are given a compact subset S ⊂ Spec(H X ), which is separated from the rest of the spectrum by spectral gaps, say (a, inf S), (sup S, b) ⊆ R \ Spec(H X ). Let P S ∈ B(L 2 (X)) be the orthogonal projection onto the spectral subspace L 2 S (X) determined by S. Owing to the existence of spectral gaps, P S can be written as a smooth, compactly supported function of H X , hence by Thm. 3.2, we have P S ∈ C * (X, Γ) so that we obtain a class [P S ] ∈ K 0 (C * (X, Γ)); compare also [15] .
With H W as in §3.1, we note the following easy consequence of Theorem 3.2. So in the passage from H X to H W , a spectral gap of H X may become partially filled with new spectra of H W . We are interested in whether the gap persists at all, or whether it instead gets completely filled. The following theorem gives a criterion for this.
Theorem 3.4 (Spectral gap filling). If Exp W [P S ] = 0 in the 6-term exact sequence Eq.
Proof. Let ϕ S be any compactly supported smooth function such that ϕ S ≡ 1 on S and
Hence by definition of the exponential map, we have
. Then we can choose the above function ϕ S in such a way that ϕ S ≡ 1 on
Since this function ϕ S takes the values zero and one on Spec Figure 2 : (L) Thick lines indicate the spectrum of H X as a subset of the real horizontal axis. A compact separated part S of the spectrum has spectral projection ϕ S (H X ) for some smooth function ϕ S which is 1 on S and 0 elsewhere in the spectrum. (R) Suppose H X is bounded below, and S 1 , S 2 , S 3 are the first three separated parts of its spectrum,
Then as indicated by the thinner horizontal lines, the spectrum of H W will include the entire gap between S 1 and S 2 , but not necessarily the gap between S 2 and S 3 . The dotted curve denotes −ϕ ′ S 1 .
Remark 3.5. If H W is bounded below, we may consider S to be the spectrum of H X lying below some resolvent value (the Fermi level is one example of physical interest).
If Exp W ([P S ]) = 0 so that gap-filling occurs, it must be the bounded spectral gap above S which is filled in the passage from H X to H W , rather the unbounded gap below S. Another way to see this is to choose ϕ S to be 1 on (−∞, sup S] and 0 on [b, ∞), see 
Cobordism invariance of gap-filling
Guided by the constructions used in the partitioned manifold index theorem in [22] §4, we shall construct an index map K 1 (C * W (∂W )) → Z associated to a partition of W . To avoid confusion in what follows, we mention that in writing ∂W for ∂ X W (the boundary of W in X), we had been keeping the background X implicit by convention.
Partitioning a space. Given a subset Z of a topological space W , the regular complement is defined 1 as
Let W + be a regular closed subset of W , then W − := W ⊥ + is also regular closed. The interiors of W + and W − are disjoint, and the remaining subset
is just their intersection. Note that
so that N is simultaneously the boundary (inside W ) of W + and of W − . Thus, specifying a regular closed subset W + ⊂ W gives a sensible notion of partitioning W , and swapping + and − just switches the two "sides" of N. Since we are primarily interested in partitioning spaces W that themselves arise as half-spaces inside X, we make the following restriction to avoid pathological partitions on W .
Definition 4.2 (Admissible partition). Let W ⊂ X be a half-subspace (as defined in §3). An admissible subset W + ⊂ W is a regular closed subset of W , with the following properties:
(iii) N has measure zero.
Note that W + is admissible iff its regular complement W − is admissible. Proof. Let A ∈ B(L 2 (W )) have finite propagation strictly less than R > 0. Then for
Similarly, if f has support in W − with distance at least R from W + , then Af is still supported in W − and [Π W + , A]f = Π W + Af = 0. Moreover, for any g, we have
Together with the observations from the previous paragraph, this shows that f [Π W + , A]g = 0 whenever one of f, g has support of distance at least R from either W + or W − . From the admissibility criterion (i) in Definition 4.2, f [Π W + , A]g = 0 whenever one of f, g has support of distance at least S from N.
Suppose additionally that A is locally compact and such that f Ag = 0 whenever one of f, g has support with at least distance R ′ from ∂W . Now if one of f, g has support at least distance R ′ from ∂W , so has
Together with the argument before, this shows that f [Π W + , A]g = 0 whenever one of f, g has support outside the relatively compact subset Q Figure 3 : The first two diagrams show two admissible partitions of the same non-simplyconnected half-space W , which are bordant. The second to fourth diagrams illustrate Theorem 4.12: while keeping N fixed, we can modify W − → W ′ − and then W + → W ′ + to arrive at the standard partition of the half-plane W ′ in the last diagram, without changing the map θ W ;W + • Exp W : K 0 (C * (X, Γ)) → Z.
We have now proven the lemma for all operators A ∈ C W,0 (∂W ). A general A ∈ C * W (∂W ) can be written as A = lim n A n , where A n ∈ C W,0 (∂W ) and the limit is in the operator norm. Therefore, [Π W + , A] = lim n [Π W + , A n ] is a norm limit of compact operators, hence compact.
It follows from Lemma 4.5, extended in the obvious way to direct sums, that for any invertible A ∈ M n (C * W (∂W ) + ), the compression T A := Π W + AΠ * W + ∈ B(L 2 (W + ) n ) is invertible modulo compact operators, hence Fredholm (here Π W + acts diagonally on L 2 (W ) n ).
Definition 4.6. Associated to an admissible subset W + of W ⊆ X is the map
where u ∈ M n (C * W (∂W ) + ) is a representative unitary. The extra subscript W in θ W ;W + will only be included when the role of W needs to be emphasised. One easily checks that θ W + is well-defined and additive.
We proceed to show that θ W + is somewhat insensitive to the choice of admissible W + ⊂ W . 
. With respect to this splitting, T u = Π W + u has the matrix representation
is the Fredholm operator obtained by compressing u to
is bounded for any R (thus relatively compact), and A has finite propagation with support near ∂W , the operators R 0 , R 1 , S have compact support. They are also locally compact, as A is, hence compact. Since the index is invariant under compact perturbations, we obtain
Switching the roles of W + and W ′ + , for T ′ u = Π W ′ + u, we also have
for any class in K 1 (C * W (∂W )).
The remainder of this section is devoted to demonstrating that the map θ W ;W + •Exp W : K 0 (C * (X, Γ)) → Z depends only on the partitioning subset N and so we can modify W significantly (Theorem 4.12). Proposition 4.9. Let W, W ′ ⊂ X be two half-spaces, and suppose W + ⊂ W ∩ W ′ is admissible for both W and W ′ , and has the same boundary N in W and in W ′ . Then the maps θ W ;W + • Exp W and θ W ′ ;W + • Exp W ′ coincide as homomorphisms K 0 (C * (X, Γ)) → Z.
We will need the following lemma.
Lemma 4.10. Let W ⊂ X be closed, and let Z 1 , Z 2 ⊂ W be two subsets such that
Proof. If A has finite propagation, then Π Z 1 AΠ Z 2 has bounded support by the assumption on Z 1 , Z 2 . It is moreover locally compact since A is, hence compact. For general A ∈ C * (W ), write A as a norm limit over a sequence (A n ) n∈N of finite propagation operators. Then Π Z 1 AΠ Z 2 is the norm limit of the sequence (Π Z 1 A n Π Z 2 ) n∈N of compact operators, hence compact.
Proof (of Proposition 4.9).
Step 1: We show that W + remains admissible as a subset of V = W ∪ W ′ . Denote by V − the regular complement of W + in V , and notice that
Here, W, W ′ , V ⊂ X are closed, so the above closures can be taken inside X. It follows that
Condition (i) also follows: for any R ≥ 0, there is a S ≥ 0 such that
which is bounded by assumption. So condition (ii) is satisfied.
R+S , which is bounded by condition (ii).
Step 3: Let p ∈ M n (C * (X, Γ)) be a projection. Let q = σp ∈ M n (Q * (W, Γ)), q ′ = σ ′ p ∈ M n (Q * (W ′ , Γ)) be their canonical lifts by the section maps (5) . Extension by zero gives L 2 (W ), L 2 (W ′ ) ⊂ L 2 (V ), and we may view q, q ′ as elements of C * (V ), the Roe algebra of V . We note that in passing from W, W ′ to V , the exponentials exp(−2πiq), exp(−2πiq ′ ) are merely modified by an identity operator on a complementary Hilbert space, so the indices of T exp(−2πiq) and T exp(−2πiq ′ ) are not affected.
Let
Since q and q ′ are obtained from the operator p, they coincide on Y 1 . We therefore have
Now write
Using Eq. (11), we have
where the indicated operators are compact as W + , Y 2 ⊂ V satisfy the assumptions of Lemma 4.10, due to Step 2. We therefore get that
where the sum converges in norm. Since each term in the sum is compact, the result is a compact operator. So
) have the same indices. Proof. Let u ∈ M n (C * W (∂W )) + represent a class [u] in K 1 (C * W (∂W )). Since C W,0 (∂W ) ⊂ C * W (∂W ) is dense, we may assume that u has finite propagation and that u − 1 is supported within finite distance of ∂W . Since N has measure zero, we have the direct sum decomposition L 2 (W ) = L 2 (W + ) ⊕ L 2 (W − ). With respect to this,
Since u has finite propagation, K 1 = Π W + uΠ W − and K 2 = Π W − uΠ W + have compact support as u ∈ C W,0 (∂W ). Since u − 1 is locally compact, K 1 and K 2 are compact. We 
Computations for X the Euclidean plane
In this section, we study the Euclidean plane example, X = R 2 , with Γ = Z 2 the standard lattice of translations acting freely with fundamental domain F = [0, 1] × [0, 1]. The standard half-plane R + × R is denoted W, and the standard quarter-plane R + × R + is denoted W + . In this case, the equivariant Roe algebra and reduced group C * -algebra are related (see §5.1.4 of [22] ),
where K denotes the compact operators. Via a Fourier transform C * r (Z 2 ) ∼ = C(T 2 ) and Chern character map, it is easy to see that the RHS is K 0 (C * r (Z 2 )) ∼ = Z ⊕ Z, where the two generators can be taken to be represented by the trivial projection and the Bott projection b. The Bott projection corresponds under the Serre-Swan theorem to a line bundle with first Chern class generating H 2 (T 2 , Z) ∼ = Z. Under the above isomorphism K 0 (C * r (Z 2 )) ∼ = K 0 (C * (X, Γ)), we will also think of b as representing a generator of the latter.
Coarse index and edge-travelling operator in C * W (∂W )
A fairly general class of half-spaces W ⊂ X = R 2 will have ∂W coarsely equivalent, or even quasi-isometric to R, so that K 1 (C * W (∂W )) ∼ = K 1 (C * (R)) in view of Eq. (8) . Because of this, it is instructive to recall and understand the result K 1 (C * (R)) ∼ = Z.
K-theory of the Roe algebra of the line. It is known that K 1 (C * (R)) ∼ = Z is generated by the so-called coarse index Ind c (D) of the Dirac operator D = −i d dx on R, see e.g. pp. 33 of [22] and [21] . We give a more concrete hopping operator v ∈ (C * (R)) + which also represents the generator of K 1 (C * (R)).
Pick any smooth ψ ∈ L 2 (R) which is supported in [0, 1], as illustrated in Fig. 4 . Then the translates γ * ψ, γ ∈ Z provide an orthonormal basis for a copy of ℓ 2 reg (Z) ⊂ L 2 (R). Let v ∈ (C * (R)) + be the unitary operator taking γ * ψ → (γ + 1) * ψ and acting as the identity on the orthogonal complement of ℓ 2 reg (Z) in L 2 (R). Let Π be the multiplication operator on L 2 (R) by the characteristic function on R + (the right half-line), which we use to compress an operator A on L 2 (R) to an operator T A on L 2 (R + ). In much the same way that we took to construct Definition 4.6, there is a well-defined homomorphism (details can be found in pp. 28-29 of [22] ),
The truncated hopping operator T v is essentially the unilateral right shift on ℓ 2 (N) (direct summed with an identity operator), so its index is −1. So ζ is an isomorphism and [v] indeed generates K 1 (C * (R)).
Edge-travelling operator on standard half-plane W. With W = R + × R, so that ∂W = {0} × R, the localisation principle Eq. (8) gives
A construction similar to that of v above, will therefore yield a representative generator of K 1 (C * W (∂W)) ∼ = Z (see Fig. 4 ). Namely, pick a smooth φ ∈ L 2 (X) supported in [0, 1] × [0, 1], so that its translates by γ ∈ Z 2 (resp. γ ∈ N × Z) provide an orthonormal basis for a copy of ℓ 2 reg (Z 2 ) inside L 2 (X) (resp. ℓ 2 (N × Z) inside L 2 (W)). On L 2 (W), let w denote the "edge-travelling operator" which acts on the "edge-subspace" ℓ 2 ({0} × Z) by downward translation (0, n) * φ → (0, n − 1) * φ, and is the identity operator on the orthogonal complement. Then w is a unitary operator in (C * W (∂W)) + representing a generator of K 1 (C * W (∂W)) ∼ = Z.
Proposition 5.1. With W the standard half-plane in X = R 2 , the K-theory exponential map for
is surjective. It maps the Bott projection class [b] ∈ K 0 (C * (X, Γ)) to a generator of K 1 (C * W (∂W)) ∼ = Z (the class of the edge-travelling operator w described above).
Proof. The discrete version of Eq. (12) is
where C * r (N × Z) is the (reduced) semigroup C * -algebra for N × Z. Let w| be the restriction of w to ℓ 2 (N × Z) ⊂ L 2 (W). Then w| is a unitary operator in (K(ℓ 2 (N)) ⊗ C * r (Z)) + ⊂ B(ℓ 2 (N×Z)) which effects "downward translation along the first column" and does nothing elsewhere. It is clear that w| represents the generator of K 1 (K ⊗ C * r (Z 2 )) ∼ = Z. However, when w| is regarded as an element in the larger algebra C * r (N × Z) ⊂ B(ℓ 2 (N × Z) ), a combination of the Toeplitz extension's (Example 2.5) K-theory sequence and the Künneth theorem shows that [w|] trivialises in K 1 (C * r (N×Z)), see §2.2.3 of [23] . Since w ∈ C * W (∂W) is just the extension of w| by the identity operator on an orthogonal subspace, it also represents the trivial class when regarded as an element of the larger algebra Q * (W, Γ). Exactness of the long exact sequence for Eq. (12) means that Exp W : K 0 (C * (X, Γ)) → K 1 (C * W (∂W)) must be surjective. The K-theory exponential map is trivial on identity projections [1] , so we must have Exp W ([b]) = [w] (up to a sign).
Remark 5.2. The term edge-travelling operator was coined in [23] , in an investigation of gap-filling by "edge-following topological states" in lattice models of so-called Chern insulators arising in physics. Eq. (13) is an example of a semigroup Toeplitz extension, for the case N × Z ⊂ Z 2 .
Application to Chern insulators and Landau Hamiltonian
Quite generally, a Chern insulator can be defined as a Hamiltonian H X = H Chern,X , which has some spectral projection P S = ϕ S (H Chern,X ) having K-theory class k[1] ⊕ j[b] ∈ K 0 (C * (X, Γ)) with j = 0. Usually, S is taken to be the subset of the spectrum below some prescribed Fermi energy E F ∈ Spec(H Chern,X ). Such a "topological projection" P S is said to have Chern number j.
The non-vanishing abstract homotopy invariant of P S has dramatic consequences. First, taking the standard half-plane W as domain, Proposition 5.1 says that Exp W [P S ] = j[w] = 0. Upon passing to H Chern,W , Theorem 3.4 guarantees that the spectral gap above S is completely filled up. In particular, the Fermi energy E F is in the spectrum of H Chern,W ; physicists call this property of H Chern,W gaplessness (at E F ).
Example 5.3. Let A = x dy be a connection 1-form on X = R 2 with curvature dx ∧ dy, corresponding to a uniform magnetic field applied perpendicularly to the plane, with unit flux per unit area. The magnetic Laplacian, or Landau Hamiltonian,
is self-adjoint and has the harmonic oscillator spectrum 1 2 + N 0 , with each eigenvalue (Landau level ) being infinitely degenerate.
Observe that H Lan,X is invariant under the standard lattice Γ = Z 2 of translation operators on L 2 (R 2 ). For each j ≥ 1, consider the spectral projection onto the first j Landau levels 1 2 , . . . , 2j−1 2 , which can be written as ϕ j (H Lan,X ) ∈ C * (X, Γ) ∼ = C * r (Γ) ⊗ K for a suitable function ϕ j . This projection defines an element
. It is known that after taking the Chern character, [ϕ j (H Lan,X )] has Chern class being j times the generator of H 2 (T 2 , Z), see [3] Lemma 5, [14] Eq. 3.55, [6] §3.7. In other words, the H Lan,X is a Chern insulator and the projection ϕ j (H Lan,X ) has Chern number j.
We deduce that each spectral gap ( 2j−1 2 , 2j+1 2 ) of H Lan,X will be filled up with new spectra of H Lan,W . This deduction is corroborated by an exact calculation of the spectrum of the half-plane Dirichlet H Lan,W as an unbroken half-line [ 1 2 , ∞), see [5] . The half-plane Neumann Laplacian H Lan,W has similar features, see [4] and references therein.
The utility of Theorem 4.12 is that we can proceed to deduce the same gap-filling phenomenon for H Chern,W on generic domains W ⊂ X = R 2 , without having to solve the extremely difficult spectral problem for H Chern,W ! Even if we modify W quite drastically into another half-space domain W (within the assumptions of Theorem 4.12) we still have, for a spectral projection P S = ϕ S (H Chern,X ) with Chern number j = 0, that
In the last line, we used the observation that for the edge-travelling operator w, its compression T w to the upper-right quadrant is essentially the unilateral downward-shift operator on ℓ 2 ({0} × N) which has Fredholm index 1. Then Exp W [ϕ S (H Chern,X )] = 0 and Theorem 3.4 implies filling of the spectral gap above S when passing to H Chern,W .
Remark 5.4. In particular, for the Landau Hamiltonian, this means that there are no gaps in the spectrum of H Lan,W above the lowest Landau level 1 2 .
Remark 5.5. We point out that the existence of extended but boundary-localised nature of the new states of H W that appear somewhere in spectral gaps of H X , was deduced in [8] for a large class of magnetic Laplace-type operators and fairly general domains W ⊂ R 2 .
Domains with multiple boundary components
Consider a half-space W with ∂W = Y 1 ∐ Y 2 comprising the two components of a hyperbola. To compute K 1 (C * W (∂W )) ∼ = K 1 (C * (∂W )), we note that ∂W is coarsely equivalent to the cross + formed by the asymptotes. Furthermore, and (which are each quasiisometric to a Euclidean line) form a coarsely excisive decomposition [10] of the cross with intersection a single point. It follows from the coarse Mayer-Vietoris sequence ( §5 of [10] ) that Figure 5 : Lower row of diagrams: the shaded domain W ⊂ R 2 bounded by the two components Y 1 , Y 2 of a hyperbola, is partitioned in three mutually non-bordant ways according to N i , i = 1, 2, 3. The darkly (resp. lightly) shaded region is W +,i (resp. W −,i ). Each lower diagram can be transformed into the one above it, for the purposes of computing
As verified below, representative generators for K 1 (C * W (∂W )) ∼ = Z 3 can be taken to be the edge-travelling operators w Y 1 , w Y 2 hopping along the boundary components Y 1 and Y 2 respectively, together with the operator w Z hopping rightwards along the horizontal asymptote.
Pick three non-cobordant partitions N 1 , N 2 , N 3 of W , as illustrated in the lower row of Fig. 5 . These give rise to homorphisms θ W ;W +,i : K 1 (C * W (∂W )) → Z. For N 2 , we deduce that θ W ;W +,2 • Exp W ([b]) = 1 by deforming to the standard partition W + ∪W − of the right half-plane W, and using the same invariance argument as in Eq. (14) . Similarly, for N 1 , we deduce that θ W ;W +,1 • Exp W ([b]) = −1 by deforming to a standard partition of the left half-plane, and noticing that the latter problem is just a rotation of the standard problem on the right half-plane, with W + and W − exchanged. Finally, θ W ;W +,3 • Exp W ([b]) = 0 by deforming to the case where W ′ is the entire plane, so ∂W ′ = ∅ and Exp W ′ = 0.
By observing how w Y 1 "flows" across N i , it follows immediately that θ W ; 
Quantised boundary currents
Recall the conventions for W ⊂ X from §3: Let X be a complete, connected Riemannian manifold with an effective, cocompact, properly discontinuous, isometric action of a discrete countable group Γ. Also given is a half-space W ⊂ X -a closed subset with measure zero ∂W , such that d(x, X \ W ) is unbounded.
Let S be the compact separated part of Spec(H X ) lying below some resolvent value of H X (Remark 3.5), and let ∆ denote the (bounded) spectral gap of H X lying immediately above S. The spectral projection P S for H X can be obtained as ϕ(H X ) with ϕ ∈ S(R) chosen to be a Schwartz function, not just a C 0 (R) function. Furthermore, we arrange for ϕ to be 1 on (−∞, sup S] ∩ Spec(H W ), not just on S = (−∞, sup S] ∩ Spec(H X ). Then −ϕ ′ ∈ S(R) as a function of Spec(H W ) is nonzero only inside ∆, and we further arrange for −ϕ ′ to be positive (Fig. 2 ). In the previous section, we gave examples of spectral projections P S = ϕ(H X ) ∈ C * (X, Γ) and partitions
is a nontrivial homomorphism indicating that ∆ ⊂ Spec(H W ). In the remaining subsections, we will derive the following numerical (i.e. not a priori quantised) formula for this homomorphism: Theorem 6.1. Assume that Γ has polynomial growth. With P S = ϕ(H X ) a spectral projection as in the above paragraph, and W + an admissible partition of W , we have
where H W,∆ denotes the restriction of H W to its spectral subspace for ∆.
Regarding the polynomial growth condition, see the next subsection for details. Our proof combines ideas originating in [21] and [12, 18] , as well as some technical results involving smooth integral kernel operators in [15] . that H Lan,W has j quantised edge current channels in the j-th spectral gap of H Lan,Xthis rule-of-thumb is frequently invoked in the physics literature. Our analysis generalises the existing rigorous results obtained for W = W a half-plane, such as §7.1 of [18] , [12] and Fig. 1 of [5] .
Subalgebras of smooth kernel operators
We establish a refinement of §3.1, applicable under the polynomial volume growth hypothesis on X, which means that
for some µ > 0 and some x ∈ X. By Γ-invariance, a similar estimate then holds for any x ∈ X. By cocompactness of the action and the Milnor-Švarc Lemma, this is equivalent to requiring that Γ be of polynomial volume growth with respect to the word metric. In other words, this condition turns out to be a condition on the group Γ alone. Typical examples of groups that satisfy this are crystallographic groups.
Definition 6.4. We define the following subsets of the algebras C * (X, Γ), C * W (∂W ) and Q * (W, Γ).
(1) A smooth kernel a ∈ C ∞ (X × X) has rapid decay away from the diagonal if for any ν ∈ R, there exists a constant C ν > 0 such that
The set of integral operators in B(L 2 (X)) with smooth Γ-invariant kernels a ∈ C ∞ (X × X) with rapid decay away from the diagonal, is denoted C (X, Γ).
(2) Let C W (∂W ) be the space of integral operators in B(L 2 (W )) with smooth kernels that decay rapidly away from the diagonal, and additionally have the property that for each ν ≥ 0, there exists a constant C ν > 0 such that
(3) Q(W, Γ) ⊂ Q * (W, Γ) is the subspace of smooth kernel operators a that can be written as the sum a = σa ′ + b, where b ∈ C W (∂W ) and a ′ ∈ C (X, Γ), with restriction σa to W .
It is straightforward to show that both C (X, Γ) ⊂ C * (X, Γ) and Q(W, Γ) ⊂ Q * (W, Γ) are subalgebras, and that the periodization map ̟ takes Q(W, Γ) to C (X, Γ). Moreover, the kernel of ̟ restricted to Q(W, Γ) is precisely C W (∂W ) ⊂ C * W (∂W ) leading to the short exact sequence
This refines the quasi-periodic short exact sequence of C * -algebras, Eq. (6). We have the following refinement of Theorem 3.2. Proposition 6.5. If ϕ lies in the Schwartz space S(R), we have ϕ(H X ) ∈ C (X, Γ) and ϕ(H W ) ∈ Q(W, Γ).
Proof. For ϕ(H X ), this is Thm. 6.3 in [15] . The case of ϕ(H W ) can be dealt with in a similar fashion.
Proof of Theorem 6.1
With respect to an admissible partition of W into W + ∪ W − , and writing Π for Π W + as before, the switching elements (1 − Π)AΠ and ΠA(1 − Π) of an operators A ∈ B(L 2 (W )) will be of particular interest to us. Proof. The computation that
is trace class, and similarly for Π − T u * T u , shows that modulo trace class operators, T u * is an inverse for T u in B(L 2 (W + )). By Caldéron's formula, the Fredholm index of T u is
The result follows from Lemma 6.6 and swapping the roles of u and u * . Proposition 6.9. If A ∈ C W (∂W ), then it has trace class switching elements.
Proof. Let R n , n ∈ N be a positive sequence increasing to ∞, then W n,
is an increasing exhaustion of W + by compact subsets. The projection Π = Π W + is strongly approximated by the corresponding sequence Π n,+ that projects onto L 2 (W n,+ ); similarly for (1 − Π) = Π W − . Then the intermediate switching elements Π n,+ AΠ n,− is a sequence of trace-class operators (since A has smooth integral kernel), which can be arranged to be Cauchy by an appropriate choices of the R n , due to the rapid decay of the integral kernel away from the diagonal and from ∂W , and polynomial volume growth, see Fig. 6 . Thus the limit ΠA(1 − Π) is trace class, and similarly for (1 − Π)AΠ.
Proof. This follows from Prop. 6.9 applied to the equality
Example 6.11. If A ∈ C W (∂W ) and C ∈ Q(W, Γ), then AC ∈ C W (∂W ) by the ideal property, so that A[Π, C] is trace class.
We now have all the ingredients needed for the proof of Theorem 6.1. Figure 6 : Let R n+1 > R n > 0. With the notation of Prop. 6.9, let x ∈ W n+1,+ \ W n,+ (dark grey region) and y ∈ W n+1,− \W n,− (light grey region). If a ∈ C W (∂W ), then a(x, y) is small because x and y are far apart, or because x and y are far from ∂W .
Proof (of Thm. 6.1). As in the beginning of this section, let ϕ(H X ) = ϕ S (H X ) be the spectral projection of H X with ϕ ∈ S(R). Then the unitary operator W = exp(−2πiϕ(H W )) satisfies ̟(W − 1) = exp −2πi · ̟(ϕ(H W )) − 1 = exp −2πi · ϕ(H X ) − 1 = 1 − 1 = 0 by Theorem 3.2 and the projection property of ϕ(H X ), so Proposition 6.5 says that W − 1 ∈ C W (∂W ), and similarly for W * − 1. In particular, (W * − 1) has trace class switching elements (Prop. 6.9), so we can use Lemma 6.7 to write a trace formula for the left-hand-side of Eq. (15) We claim that ϕ ′ (H W ) ∈ C W (∂W ). First, by Prop. 6.5, we have ϕ ′ (H W ) ∈ Q(W, Γ). But then, since ϕ ′ is supported in the spectral gap of H X , we have 0 = ϕ ′ (H X ) = ̟ϕ ′ (H W ) by Thm. 3.2. So ϕ ′ (H W ) ∈ ker(̟), and Lemma 2.4 implies that ϕ ′ (H W ) ∈ C * W (∂W ) ∩ Q(W, Γ) = C W (∂W ), verifying the claim.
The final simplification follows §7.1.2 of [18] , §10 of [12] . Let φ be a smooth function [0, 1] → R vanishing at the endpoints, with Fourier coefficients a k , k ∈ Z. Observe that k∈Z a k = 0, so a 0 = − 0 =k∈Z a k . Furthermore, since ϕ ′ (H W ) ∈ C W (∂W ), where in the last line, we used ϕ ′ (H W ) = Q ∆ ϕ ′ (H W ). Let φ converge pointwise and boundedly to the indicator function χ (0,1) , such that the Fourier coefficient a 0 → 1, then φ(ϕ(H W ))Q ∆ → Q ∆ in strong operator topology ( [20] Theorem VIII.5), thus also in weak operator topology. As this is a norm-bounded sequence, it also converges in σweak topology (i.e. the weak- * -topology on bounded operators regarded as the dual of trace class operators, see Theorem 4.6.14 of [16] ). By continuity of the trace pairing with respect to the σ-weak topology, the sequence of traces converge,
Since Q ∆ ϕ ′ (H W ) = ϕ ′ (H W ), the desired Eq. (15) follows.
