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Introduction
Spectral diagnostics is an important and growing area of research. It involves the collection of spectral data with the aim of building a model to detect changes in samples, then using that model to classify new spectral samples. It is used in many diverse fields. For example, Ellis et. al. used Fourier transform infrared 5 (FTIR) spectroscopy combined with genetic algorithms and regression models in order to detect spoilage of meats [1] . Raman spectroscopy combined with Neural Networks and k-nearest neighbour models have been used to detect illicit substances such as cocaine [2] . Near infrared (NIR) spectroscopy in combination with Least-Squares Support Vector Machines was used to develop a method of 10 detecting acidity levels in grapes [3] . Recent work in our groups has used FTIR and Raman spectroscopy in combination with various types of machine learning, applying these to diverse tasks such as diagnosing cancerous disease states from serum samples, rapid discrimination of maggots, segregation of brain tumour cell lines, and discriminating biological warfare simulants. [4, 5, 6, 7, 8, 9] 
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The best choice of spectral preprocessing is an unresolved problem in the spectral diagnostic community. Often, preprocessing is done by a set routine used by research groups across all datasets. However, the choice of the particular methods and parameters are not finely tuned to particular dataset types. With
PRFFECT (Pre-processing & Random Forest Feature Extraction Combination
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Tester) we provide a robust methodology to make it easier to test different preprocessing routines in the development of spectral diagnostic models. Finding reliable methods and parameters is important in order to build a strong routine for translation into clinical and other settings. PRFFECT makes this possible by offering a large array of user-settable preprocessing methods. The classi- The Random Forest (RF) machine learning algorithm is widely used in many different fields of research, including cheminformatics, [10, 11] bioinformatics, [12] , and ecology, [13] . Within the field of biomedical spectroscopy, RF has been 30 2 used in the annotation of lung cancer subtypes [14] and in the diagnosis of nonsmall cell lung carcinoma, [15] urinary bladder cancer, [16] , hyperlipidemia [17] , and brain tumours [7] . RF has proven to be a robust and accurate technique for developing spectral diagnostic models, giving excellent classification results without over-fitting. It also includes built-in routines for variable selection and 35 for assessing the importance of each variable to the model.
Materials and Methods
Programming
The PRFFECT program is written for the R programming language, which is an open-source and freely available environment for statistical computing [18] 40 that can be installed on all common operating systems. The aim was to provide a comprehensive and user-friendly system for the preprocessing needs of spectroscopists. Since it was not feasible to implement all available preprocessing routines, only the most commonly used methods were included in the current release of the program, including vector normalisation, binning, Savitzky-Golay
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(S-G) filter smoothing, numerical derivatives, etc. Several other preprocessing routines have already been considered for future releases. [19, 20] All of the methods in the current version of PRFFECT are described in detail in the sections below. Many combinations of these methods can be used in conjunction with one another. The preprocessing options are arranged into sections. The 50 order of these follows the most commonly encountered preprocessing workflow observed in biospectroscopy research: binning, smoothing, normalisation, baseline correction. The code does not currently include a routine to correct for resonant scattering effects, which the user may wish to consider before running PRFFECT.
55
Inspiration was drawn from a few existing R packages. In particular, Claudia Beleites' excellent hyperSpec package [21] . We build on the work that has previously been done in this field by providing a simple interface, several types of preprocessing, classification, feature extraction and statistical analysis all in 3 one program.
Binning
Binning is the practice of increasing the wavenumber spacing (δ) by averaging a number of adjacent datapoints, thereby reducing the complexity of hte dataset. Binning is often carried out on biospectra. Binning can sometimes in-65 crease signal-to-noise ratio by decreasing spectral resolution. It is also useful for reducing the dimensionality of a spectral dataset. The implementation provided here simply takes mean values of intensities and wavenumbers, then replaces the spectrum with these values at intermediate mean wavenumbers. The settable variable bin factor decides the magnitude of the binning. For example, with a 70 bin factor of 4, the mean of every 4 data points will be calculated. The mean of the 4 associated wavenumbers of the spectrum will also be calculated and placed alongside the new binned data. 
Smoothing and Smoothing Parameters
The options for smoothing include the most widely used in the field. The 75 smoothing algorithms included in this section are Savitzky-Golay filtering, wavelet 4 denoising, and local polynomial fitting with Gaussian weighting. The purpose of these methods is to increase the signal-to-noise ratio without greatly distorting the signal.
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Wavelet denoising is very good at improving the quality of spectra that already have a reasonably high signal to noise ratio [22] . It also improves the visual quality of these spectra. For datasets with a very low signal to noise ratio, wavelet denoising is on a par with other less sophisticated denoising methods. It has also been reported that this type of denoising improves spec-
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tral resolution and information recovery in IR spectroscopy [23] . PRFFECT includes an implementation of the discrete wavelet transform based on the work of Daubechies.
[24] The smoothing parameter option in PRFFECT adjusts the length of the Daubechies' filters (i.e. the number of coefficients) and must always be an even number. The estimated noise-free signal is returned as output.
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The algorithm for the discrete wavelet transform operates by iterating through the input spectral data in steps of two. At each iteration, the function used to estimate the smoothed data depends on both the current data point and a small number of following data points. The last iteration presents a problem, however, as some of the input data is not defined. This is overcome in our wavelet 95 implementation by simply padding zeroes to the input data. This returns transformed input data elements of the same length and resolution as the original spectral data. The normalisation choices are simpler than the smoothing choices, in that they do not have any parameters to be set.
Scaling of each spectrum between 0 and 1 can bring spectral datasets with varying overall intensity into compatibility. In a spectrum where x min 120 represents the minimum intensity, and x max represents the maximum intensity, each element, x i of the vector of absorption intensities x can be scaled to givẽ
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Vector normalisation is a widely-used method for spectral normalisation.
Rather than a simple scaling operation, it ensures that all spectra within a 125 dataset have the same vector length of 1 (i.e. unit vectors). The vector of absorption intensities x can be converted to its corresponding unit vectorx by dividing each element, x i , by the vector length ||x||.
Normalisation to Amide I band is another offered normalisation procedure. Each point in the spectrum is scaled by the maximum intensity of the ).
Baseline Correction choices and parameters
First and second derivative spectra are often used together with ma-135 chine learning algorithms as spectral resolution can be increased this way. These methods are implemented in PRFFECT as numerical differentiation to give both first and second derivatives of the absorption intensities with respect to wavenumber. As these operations are straightforward mathematical transforms, no input parameters are necessary.
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Rubberband baseline correction is offered. This is a somewhat uncommon method, intended to be used when other methods are not appropriate due to unusual background conditions. This is especially true when the background noise is non-linear, having a greater effect at one end of the spectrum than another. In this situation, spectra will appear to be very convex with respect to the 145 baseline at one end but not the other. This method works by fitting smoothing splines through supporting points. These supporting points are chosen by an algorithm which finds a convex hull under the spectrum. The spectrum is then "pulled down" at the more convex areas to sit on the baseline along with the rest of the spectrum. The convex hull underneath the spectrum is defined with 150 the aid of the base R function "chull". The user input for this type of baseline correction is the noise cut-off level. This is set in the user-defined input file.
Polynomial baseline correction is provided. This option is intended to be used when distortion of the spectra due to differentiation is undesired. [27] The method is based upon a least-squares polynomial curve-fitting function.
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The degree of the polynomial, k, is modulated in the user input. Equation 4 shows the generalised polynomial formula, where M is the number of terms associated with the polynomial at a particular degree. The measured spectrum y exp with number of datapoints n, becomes the fitted spectrum y f itted . a repre- 
Random Forest
Classification models can be built in PRFFECT using the Random Forest 
Random Forest Feature Importance
The importance of particular spectral features to the Random Forest classification can be ascertained using the combined mean decrease in Gini coefficient,
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with respect to wavenumbers. The Gini impurity of a node is dependent on the probability of each possible outcome. For a single node τ in the RF classification, the Gini impurity is found by Equation 6 below, where g(τ ) is the impurity of node τ , n is the total number of spectra at the node while n A and n B are the number of spectra belonging to class A or B respectively.
Every time a node is split on a predictor (wavenumber), the Gini impurity for the two child nodes is less than the parent node. This is because the dataset is gradually being sorted into predicted classes, and becoming more homogeneous with respect to the proportion of classes A or B. When node τ is split, resulting in two child nodes υ and φ, the change in Gini (∆g) is found by Equation 7 195 where n υ and n φ are the number of spectra in nodes υ and φ respectively. The value of ∆g is larger when a greater change in impurity occurs after the split, thus allowing for the decrease in Gini to be used as a measure of importance of a certain wavenumber.
The overall Gini importance (G) of a particular spectral feature θ is found
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by the sum across all nodes of each tree ψ, and across all trees in forest ω (Equation 8).
Classification Metrics
A selection of statistical metrics are automatically generated by PRFFECT to give an in-depth analysis of the accuracy and reliability of each classification. Number of Positives (P) = T P + F N
Number of Negatives (N) = T N + F P (10)
Positive Precision = T P (T P + F P ) (13)
Operation of the program
The program can be set to use any combination of the preprocessing methods outlined above. There is a "none" option for each category. The categories being binning, smoothing, normalisation and baseline correction. The user-defined 215 parameters are different depending on particular methods chosen. All of these options are to be set in input file "user defined input.R". Below is a flowchart At the R command line, the user would then issue the command source("PRFFECTv1.R)".
The program would then run, and pick up all user defined variables. The results
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and graphs would then be output as files into the current working directory. See the flowchart for a list of the output files.
Example Data
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As an example of the operation of the program, four datasets have been analysed to find the best preprocessing parameters. These are all open-source datasets available via the internet. The datasets were all FTIR spectra of food items [34, 35, 36, 37] . The FTIR methods used included attenuated total reflection (ATR) and diffuse reflectance infrared Fourier transform (DRIFT). 
Fruit Puree Example Dataset
The original fruit puree study [34] involved a PLS regression to predict adulteration of strawberry purees with various adulterants of other fruits or sugars.
The overall binary classes of the study were strawberry and non-strawberry, with the adulterated samples being in the non-strawberry category. The study 250 used a training, tuning and test set for the regression. The classification was then carried out by plotting the output of the PLS model, and cut-offs set by 95% confidence intervals. Using this methodology, overall results (mean of sensitivity and specificity) were 96.5%, 93.5% and 94.3% for the training, tuning and test sets respectively. There were 983 spectra in total, of which 351 were 255 pure strawberry.
Meats Example Dataset
The meat authenticity study [35] used ATR FTIR spectra of three different types of meat. Chicken, pork and turkey samples were minced and the spectra directly taken by placing the mince on an ATR crystal. There were two 260 spectra each of 20 samples, giving a total of 120 spectra. The classes were split equally, giving 40 per meat type. The study used PLS regression to attempt to detect varying levels of contamination of each meat into others. For example, a regression was carried out to detect levels of turkey mixed with chicken. The standard deviation of prediction errors (actual vs predicted composition) in that 265 experiment was 14.8%. In pork contaminated turkey, the value was 13.8%.
Olive Oil Example Dataset
The olive oils study [36] combined multivariate analysis with ATR-FTIR, to attempt to distinguish olive oils from different countries. The analysis methods used were LDA based upon the scores from PLS, and a GA to determine variate 270 selection followed by LDA on the subset. The method of statistical analysis and result collection was via a leave-one-out cross validation. The PLS-LDA achieved a 96% success rate, and the GA-LDA achieved a 100% cross-validation success rate.
The dataset itself consisted of 120 spectra, with 2 spectra per sample. Of 
Coffee Example Dataset
The coffee study [37] focussed on the discrimination of two common types of instant freeze-dried coffee, Arabica and Robusta. The original article explores 280 whether these types of coffee can be authenticated alone; and quantified in mixtures of the two. The spectra were collected via DRIFTS and ATR techniques.
LDA, PCA and regression were then employed as the data analysis methods.
LDA of the PCA scores yielded 100% accuracy of classification between the two species. This classification was run with a roughly 4:1 training:test set split.
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For the regression of differing proportions of each species, an R 2 value of 0.99 and standard error of 1.2% were reported using internal cross-validation.
The available dataset (raw data) consisted of 56 samples (29 Arabica, 27 Robusta), collected in the 800-1900cm −1 region, using the DRIFTS technique.
The data had a nominal resolution of around 3.85cm −1 . 
Results and Discussion
Grid searches were carried out to find best combinations of preprocessing. The statistical metrics used were sensitivity (true positive rate), specificity (true negative rate) and prediction accuracy. The first two of these metrics are widely used and have been defined elsewhere. [7] . Prediction accuracy, which is defined in Equation 15 , was used as the fitness function to identify the optimal combinations of preprocessing routines. Table 5 shows the results for the binary classification of strawberry vs nonstrawberry purees. The results are on a par with the original study [34] . The procedure in the original article is quite different from the procedure used to generate our results. In this work, we used a direct classification with output 310 of important features. The original methodology was to use a PLS regression both to find optimum number of PLS scores and to do a classification. Since PRFFECT can directly produce a classification and report the best features, a standard classification methodology was used by us. The original study used three data partitions: training, tuning and test sets. As these were a third of 315 the data each, and RF training parameters are set to default values, we used two thirds as a training set, and one third as a test set. A tuning set was not required because RF is insensitive to small changes in its adjustable parameters and is not prone to over-fitting. [7, 10, 38, 29] Default RF parameters were used for all classifications reported in this article (500 trees per Random Forest, √ ndesc. Table 6 below is a direct comparison of our best results from the top row of Table 5 , and those of the original study.
Fruit Example Dataset
more than 5 samples). Presented in
The best combinations of preprocessing for this dataset always included a binning factor of 4 or 8. When a factor of 8 was found to be preferable, it was Overall, the results are very consistent across the measured metrics and CV and test sets. The lowest statistic for both sets was specificity (equivalent to "Non-strawberry" column in Table 6 below). However, our results were still slightly in excess of the original study. Figure 1 shows the most important 335 wavenumber descriptors for the classification of the fruit purees. 
Meats Example Dataset
Since this dataset included 3 classes, metering the best possible preprocessing was more cumbersome than with a binary classification. This is because there are three separate sets of statistics which make up one result. Here, we have 340 simply averaged the results across all 3 meat types to find the best combinations.
A full database of all results obtained in this work can be found in the supporting information. All found best combinations shown in Table 7 Of all the results displayed in Table 7 , specificity is the highest overall. This could be due to the ease of which pork is separated from the two bird meats.
The slightly lower sensitivity values (although still very high) are probably due to the difficulty of separating the turkey from the chicken meat. This gave a 360 very good test for the robustness of the random forest algorithm as a whole, in that one class stood very far out from the others.
The main focus of the original paper [35] was to perform a regression of varying compositions of meat mixtures. The spectra of the mixtures were not 365 available at the time of writing. Therefore, we have focussed on the classification of different meats from the dataset. It is shown in the original article that PCA was carried out on the whole meat data, and the loadings examined. The loadings described show the strongest features in the 1550-1650 cm −1 protein region. There was also a smaller feature at 1740 cm −1 (lipid region). Figure   370 2 shows that this assessment fits well with what was found in this study. Of course, it ought to be borne in mind that our best preprocessing combination had a heavy binning factor of 16. Therefore, exact matches to wavenumber values should not be expected. according to the first row in Table 7 . It shows an improvement over the PCA 24 plot present in the original study. Since the separation is better, it can be concluded that the pre-processed data offers an improved classification.
Olive Oil Example Dataset
Similar to the meat example dataset, the olive oils dataset was a multi-380 class classification. In total there were four classes which represented country of origin. Therefore Table 8 represents results averaged across these four classes.
A full database of results can again be found in the supporting information.
The results shown are for a 66:33 training:test split, as it is common to all example datasets studied. The results were good overall, with specificity being Since the original study [36] employed a Leave-Two-Out Cross Validation (LTOCV), we have repeated the classification with that methodology, using processed data according to the best preprocessing combination from Table 8 . classification rate for our methodology. Although this is lower than the original study, it is on a par with the overall results shown in Table 8 . Figure 4 shows the most important wavenumber descriptors for the four-way classification. Some similarities can be seen between the histogram of the genetic algorithm in the original paper ( Figure 5a ) and the Gini plot in our Figure 4 .
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It may be expected that these plots would show similar features, although they were arrived at in very different ways. Figure 5 shows the Gini plot for the best combination of preprocessing parameters. As can be seen, the largest peak in the Gini is in the same area as the original study's PCA loadings. The other features 420 described by Briandet et. al. also match up rather well. Our best classification happened to have a binning factor of 8 applied to the spectra. Therefore it should be borne in mind that such heavily binned spectra by definition have fewer datapoints overall.
It can be seen from Table 3 .) The best normalisation procedures were found to be min/max scaling and vector normalisation. Interestingly, whenever min/max scaling was used, the best baseline correction was always first derivative. Conversely, whenever
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vector normalisation was used, the best baseline correction was the rubberband technique. The rubberband technique appeared to be insensitive to the baseline parameter, BLp (noise cut off level) for this dataset.
Overall, the program performed as well as the original study and showed 440 similar important regions. 
Conclusions
Using PRFFECT, we were generally able to match or exceed the results from the example studies. It was also a more streamlined process, and provided more information in some cases via the Gini Importance metric. It was 445 also possible to generate classification statistics automatically via the builtin algorithms. PRFFECT shows great potential as a tool for spectroscopists who wish to carry out classifications and explore various types of preprocessing. Our group has already used it with success for diagnosing brain cancer from serum FTIR samples. [7] It is particularly attractive since it is an all-in-one 450 package, no external preprocessing or statistical analysis of results is required.
Although PRFFECT dramatically simplifies the development of spectral classification models, it is not intended to be operated completely blindly. The user must still make their own decisions about the reliability of the input data, including whether the classes assigned to each sample are sufficiently well de-455 fined. Using the process-only version, it is possible to produce a dataset which has been subject to several complex preprocessing procedures in one step. We envision PRFFECT as being a popular and useful tool for spectroscopists of all fields.
The software was independently tested by Dr John Mitchell of the Department of Chemistry at the University of St. Andrews in the UK. At the time of testing, the list of software dependencies in the manual was incomplete, but this problem has now been fixed, as noted below. His comments in full:
"Thank you for giving me the opportunity to use your PRFFECT code.
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I think it's going to be a very useful resource for researchers looking to get extra value from spectroscopic data at the interface between spectroscopy and machine learning. I was aware of it from a poster at the ScotChem meeting in Glasgow.
Having looked at the code, the manual is extensive and very helpful. I was 470 able to run the example datasets provided and they worked as expected. We initially encountered some issues identifying which packages were to be preinstalled. Thanks to your group for providing a definitive list of the R packages required. I'm glad to see that the manual has been updated accordingly. I think the current version of the manual is excellent and provides a clear and thorough
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guide to the usage and capabilities of your excellent software.
I can confirm that the software runs as expected and that I expect it to prove a valuable resource for the scientific research community."
