Abstract-This paper investigates the problem of minimizing data transfer between different data centers of the cloud during the neurological diagnostics of cardiac autonomic neuropathy (CAN). This problem has never been considered in the literature before. All classifiers considered for the diagnostics of CAN previously assume complete access to all data, which would lead to enormous burden of data transfer during training if such classifiers were deployed in the cloud. We introduce a new model of clustering-based multi-layer distributed ensembles (CBMLDE). It is designed to eliminate the need to transfer data between different data centers for training of the classifiers. We conducted experiments utilizing a dataset derived from an extensive DiScRi database. Our comprehensive tests have determined the best combinations of options for setting up CBMLDE classifiers. The results demonstrate that CBMLDE classifiers not only completely eliminate the need in patient data transfer, but also have significantly outperformed all base classifiers and simpler counterpart models in all cloud frameworks.
care, which lead to precise and individualized approaches for the prevention, diagnosis, and therapy of patients [7] , [8] and involve real-time collection, monitoring and interpretation of data from wearable and environmental sensors [9] as well as processing general practice and hospital data via smartphones and tablets [10] . The cost-effective and flexible solutions make personalized and participatory health care more accessible for patients not only in metropolitan areas but also in rural and remote regions. New methods need to be developed to facilitate the use of the cloud in the personalized and participatory medicine.
This paper is devoted to new algorithms for the neurological diagnostics of cardiac autonomic neuropathy (CAN), which is a cardiac condition quite common in diabetes patients. To minimize data transfer between different data centers and improve the accuracy of the neurological diagnostics of CAN in the cloud, we introduce a new model of clusteringbased multi-layer distributed ensemble (CBMLDE). The proposed method combines machine learning and cloud technology to allow processing of large ambulatory electrocardiography data by eliminating patient data transfer between nodes of the cloud.
We used an extensive database created by the Diabetes Complications Screening Research Initiative (DiScRi) at Charles Sturt University. Section 3 contains background information on DiScRi and the groups of features for different data centers of the cloud. This is the first article concerned with algorithms for the processing of DiScRi data in the cloud.
In [11] the authors explored several ensembles of decision trees for the neurological diagnostics of CAN. Clinical data associated with diabetes more often than not is obtained from several sources such as pathology laboratories for blood tests, cardiology, ophthalmology, podiatry/vascular medicine, endocrinology/diabetology clinics and the general practice presenting a natural multi-node paradigm. However, larger data sets from diverse locations require new theoretical models and new computational experiments are required to develop ensemble classifiers for work in the cloud. The distributed nature of data stored in the cloud creates different requirements for the operation of an ensemble classifier. An ensemble classifier allocated in one node of the cloud, or in one location of the cloud service provider, cannot efficiently process data available at another node, since this would lead to transfer of large amounts of data between different nodes. It is essential to minimize the transfer of data between different nodes of a distributed database and to investigate ways of transferring aggregated or compressed portions of data between nodes so that data stored at one node will be able to contribute to the training of a classifier allocated at another node. Our CBMLDE classifiers use a clustering-based selection strategy, which serves to reduce the number of base classifiers in the ensemble and at the same time to improve its performance. Ensembles incorporating selection strategies have never been applied to the classification of CAN. This method is important for cloud applications, since reduction of size makes it easier to manage the algorithm in the cloud. This is the first article that investigates distributed ensembles for the neurological diagnostics of cardiac autonomic neuropathy (CAN). We introduce a new model of CBMLDE classifiers designed to minimize data transfer between different data centers of the cloud. We use data from the DiScRi database to conduct a comprehensive set of experiments determining the best options to be implemented in the CBMLDE classifier for the neurological diagnostics of CAN in the cloud.
The novel character of our model of a CBMLDE classifier is in its multi-layer structure designed to minimize data transfer between different data centers and at the same time to achieve high accuracy of the neurological diagnostics of CAN. Following [3] , [12] , here we use the term "multi-layer" to refer to the structure of the system and to emphasize the difference in comparison with other studies that looked at multiple levels, stages or steps of operation of the corresponding systems, as for example, in [13] , [14] , [15] and [16] . Distributed ensembles with multiple layers in their structure have not been considered in the literature. In particular, they have never been applied for the neurological diagnostics of CAN, nor as a model applied in cloud computing.
The novelty of these classifiers is in their multilayer structure with four layers combined with novel selection strategies. Our selection strategies are based on clustering, since this method has proved useful in many studies. Clustering was used in conjunction with selection strategies, for instance, in [17] , [18] . Clustering techniques have been applied for solving many problems in biomedical informatics and health informatics, for example, in [13] , [19] , [20] , [21] , [22] , [23] . More explanations of the structure and operation of CBMLDE classifiers are given in Section 2. The innovation of this work is in comprehensive investigation of the new model of CBMLDE classifiers designed to minimize data transfer between different data centers of the cloud and to enhance the diagnostic accuracy for CAN within a cloud environment. This is the first paper concentrating on the investigation of the accuracy of the neurological diagnostics of CAN taking into account the requirement to minimize data transfer between different data centers in the cloud.
This article presents a systematic set of experiments assessing the performance of novel CBMLDE classifiers, outlined in Section 2. More details on the DiScRi database and the groups of data for different data centers are presented in Section 3. Our experiments compare the efficiencies of various combinations of base classifiers and ensembles to be included in CBMLDE classifiers. The outcomes of these experiments and are explained in Section 6. The conclusions are given in Section 7.
THE STRUCTURE AND OPERATION OF CBMLDE CLASSIFIERS
The major problem that has to be overcome for the successful operation of a diagnostic classifier in the cloud in the reduction of data transfer required for training of the classifier. Once a diagnostic classifier has been trained, to diagnose any new patient it is very easy to transfer all data of one patient to one of the cloud nodes where the model of classifier has been allocated for the future operation. However, the process of initial training of the classifier requires all training data of all patients to be transferred to one Virtual Machine (VM) at the cloud node where the classifier can be trained. With the introduction and broad use of electronic health records the patient data will be stored in several different data centers, because each Cloud Service Provider (CSP) operating for large client base in health services will have to maintain several data centers, and also because different medical specialists may be allowed to choose their CSPs. However, to train a classifier, all training data will have to be transferred to one Virtual Machine, where the classifier is to be trained. geographic area or the whole country to achieve high accuracy of training.
Here we introduce a new model of the ClusteringBased Multi-Layer Distributed Ensemble that completely eliminates the need to transfer data during training of the diagnostic classifier. To this end the model uses a multi-layer structure. The structure of every CBMLDE classifier has four layers depicted in Figure 1 for the case of three data centers and in Figure 2 for the case of six data centers. The following notation is used in these diagrams.
• Base classifiers (BC) are deployed at the bottom layer. They process features from instances of data in the data set and pass on their predictions to their parent ensembles on the next layer.
• Middle layer ensembles (MLE) are deployed at the third layer from the top. They process the outcomes of the BCs and pass on the outcomes to their parent ensembles on the higher layer.
• Top layer ensembles (TLE) are deployed at the second layer from the top. They process the outcomes supplied by the MLE and send their predictions to the top layer.
• Weighted vote (WV) is deployed at the top layer to combine predictions of the TLE.
It uses the WV to combine the diagnostic predictions of several classifiers each of which is trained using only data allocated at the same node of the cloud where the classifier is trained. The weights for the Weighted Vote are chosen equal to the diagnostic accuracy achieved by each local classifier that is being combined, so that more accurate local classifiers contribute more towards the final diagnosis. The advantage of using the WV is that it does not need to be trained, and there is no need to transfer any data between different nodes for training the model. This means that the CBMLDE classifiers completely eliminates the overhead of data transfer for training of the classifier. Our application of the WV originally was inspired by the way vote was used to improve classifications of multiple classifiers, for example, in [24] . This is the very first article proposing a model of a distributed classifier for the diagnosis of CAN in the cloud. Distributed ensembles with multi-layer structure of this sort have not been considered in the literature before. Originally the motivation and inspiration for our study came from many different multi-layer systems (cf. [3] , [12] , [25] ) and multi-step and multi-stage procedures (cf. [13] , [14] , [16] , [24] , [26] ).
Models of the CBMLDE classifiers can be easily generated in WEKA. The generation of every CBMLDE classifier is concluded by applying a selection strategy to reduce the size of the whole ensemble and further increase its effectiveness by keeping only the most relevant base classifiers. Our selection strategy is based on hierarchical clustering produced by the Average Link heuristic, ALC [27] and Simple K-Means available in WEKA [28] . The ALP is applied to create a stable clustering combining several clusterings created by Simple K-Means.
To apply Simple K-Means and ALC to the base classifiers of a CBMLDE classifier, we need to represent these base classifiers in a vector space model. To this end we made a random selection of 60 patients p 1 , p 2 , . . . , p 60 from the DiScRi database and fixed them as patients corresponding to the components of vectors to be created in order to compute the vector representations of the base classifiers. Let the number of all base classifiers in the CBMLDE ensemble be equal to K, and let the set of all base classifiers be
Then each base classifier c i acquires the vector representation
where the component w i,j is equal to 1 if the classifier c i predicts that the patient p j has CAN, and w i,j is equal to 0 if c i predicts that the p j has no CAN. Simple K-Means is the WEKA implementation of the classical k-mean clustering algorithm described in [29] . This algorithm randomly chooses k selects some vectors representing the base classifiers as the centroids of clusters at the initialization stage. The number of centroids is equal to the required number of clusters. Every other vector of the base classifier is allocated to the cluster of its nearest centroid. Then each iteration finds new centroids of all current clusters as a mean of all members of the cluster. This is equivalent to finding the vector such that the sum of all distances from the new centroid to all other vectors of the base classifiers in the cluster is minimal. The algorithm then reallocates all vectors of the base classifiers to the clusters of their nearest centroids. The algorithm continues these iterations until the centroids stabilize. We used SimpleKMeans with the default Euclidean distance in the vector space. We refer to [29] , [30] , [31] for more explanations and further references pertaining to these clustering algorithms.
The output of Simple K-Means in WEKA depends on the number of the required clusters and the value of the seed parameter. The number K of clusters in our experiments was determined by the number of base classifiers required to be selected during the selection stage. Given the number of clusters, in order to eliminate the dependence on the seed parameter, we ran Simple K-Means with ten random values of the seed, and then applied the ALC heuristic to combine these ten clusterings of the vectors of base classifiers into one stable clustering. Let us briefly discuss how the ALC operates. Denote by C 1 , C 2 , . . ., C 10 the set of clusterings produced by the Simple K-Means for ten random values of the seed. To find a proposed stable combined clustering C, the ALC aims to minimizes the sum
is the symmetric difference between C and C i , and |∆(C, C i )| denotes the cardinality of this symmetric difference. The ALC begins the search for the optimal clustering C by considering a partition where every cluster consists of exactly one element, and each element is clustered separately. Then the ALC finds the two clusters with the smallest average distance between pairs of vectors of base classifiers in the clusters and merges them together. This merging process continues until the required number of clusters remain in the partitioning. In [27] , this algorithm was implemented with running time O(B (K+log B) ), where K is the required number of clusters, and B is the total number of all base classifiers initially generated for the whole CBMLDE classifier.
Our selection strategy for the CBMLDE classifier is based on the clustering obtained as explained above and it chooses medoids in each cluster. The medoid of a cluster is an instance of the dataset that either coincides with the centroid or is a nearest neighbour of the centroid of the cluster. It is very easy to compute the centroid of a cluster, since all its components are equal to the mean values of the corresponding components of all instances in the cluster. The centroid might not be an element of the dataset, and so the medoid has to be used instead.
After the selection stage is complete, the classifier is ready to be applied to the test set and new instances of data. During classification each base classifier assesses instances of data and passes their evaluation to its parent ensemble at the middle tier. Then every ensemble of the middle tier sends their combined information to the ensemble at the top tier, which outputs the final conclusion of the CBMLDE classifier.
GROUPS OF FEATURES FOR DATA CEN-TERS IN DISCRI DATABASE
In order to investigate the data mining algorithms for the neurological diagnostics of CAN, we used a large database of test results and health-related parameters collected at the Diabetes Complications Screening Research Initiative (DiScRi) organized at Charles Sturt University [32] . The database contains over 200 features for each participant.
CAN is a condition associated with damage to the autonomic nervous system innervating the heart 
Angina
Is there pain in the chest present or not?
Heart Failure Is advanced heart disease present or not?
Heart Atrial Fibrilation
Is heart rhythmm disturbance present or not?
Palpitations Feelings of pounding heart.
Pacemaker
Device that regulates rhythm of heart.
Heart Attack Did the patient suffer a heart attack previously?
ECG interpretation 10sec
Automated interpretation of ECG recording.
Grade 10sec
Grade for interpretation 1a, 1b are normal, 2a not so good, 2b needs to see doctor and 3 -definitely must see doctor.
PQ 10sec PQ is interval on ECG -time for electrical conduction between point P and Q on 10 second recording.
QRS 10sec
The width of the QRS interval in milliseconds -long interval over 100msec is abnormal and shows bad conduction through ventricle.
QTc 10sec
Corrected QT interval.
QTd 10sec
QT dispersion, i.e., interval differences between recording leads.
QRS axis (degree) 10sec
Axis of QRS shows abnormal conduction of electrical impulses.
[33], [34] , [35] . Automated early diagnostics of CAN is important, because it has implications for planning of timely treatment, which can contribute to an improved well-being of the patients and potentially can reduce the morbidity and mortality associated with cardiac arrhythmias in diabetes. The Ewing tests required for identification of CAN rely on assessing responses in heart rate and blood pressure to various activities, usually consisting of tests described by [33] , [34] . They are the lying to standing heart rate change (LSHR), deep breathing heart rate change (DBHR), valsalva manoeuvre heart rate change (VAHR), hand grip blood pressure change (HGBP), and lying to standing blood pressure change (LSBP). In addition to these Ewing tests, the DiScRi database contains four major groups of features in the database: the cardiovascular features, endocrinology and diabetes features, podiatry features and features that are commonly collected by the general practitioners (GP). We include four tables with examples of features in these four groups, the notation used for these features in the DiScRi database, and succinct explanation of their meaning. Table 1 supplies examples of cardiology features. These are often collected for patients with various heart maladies. Examples of the general practice features and podiatry features are furnished by Tables 2 and 3 , respectively. Examples of endocrinology and diabetes features are given in Table 4 . We investigate the original classification of CAN with two classes [33] , [34] . For experiments presented in this paper, the values of the class variable for the diagnosis of CAN are denoted by 'no CAN' and 'CAN'. All patients without CAN have the value 'no CAN' as the class variable of their instances of data, and all patients diagnosed with an early, definite, severe or atypical levels of CAN are included in the second class denoted by 'CAN'. The class value 'no CAN' is also denoted as 'normal' in the literature [33] , [34] .
The collection of Ewing tests often remains incomplete due to tests being contra-indicated for patients with other aggravating conditions. Unavailable Ewing features are quite common, because many patients cannot perform some of the tests [36] . It is not always possible for the patient to undertake all of the Ewing tests. For example, some patients may be unable to perform the lying to standing tests done due to mobility challenges. Likewise, the hand grip test may be difficult to do due to arthritis. Some patients have ailments where forceful breathing for the Valsalva manoeuvre is undesirable. These issues often result in CAN risk assessments being made in practice on the basis of only a subset of the Ewing tests ( [33] , [34] , [36] ), but with the help of some other alternative and possibly already available features.
BASE CLASSIFIERS FOR CBMLDE CLASSIFIERS
This section contains concise preliminaries on the standard base classifiers used as building blocks for constructing CBMLDE classifiers in our experiments: BayesNet, CHIRP, ConjunctiveRule, IBk, Random Tree, Ridor. These classifiers were chosen, because they are well known, represent several important classes of base classifiers, can be combined in multi-layer ensembles, are small and convenient for cloud deployment, and all of them are available in the open source WEKA [28] . Screening glucose Level of glucose in blood after fasting.
CRP C reactive protein -biomarker for inflammation associated with heart disease.
Hcy(mmol/L) Homosyteine -damage to blood vessel lining also associated with atherosclerosis.
HbA1c (%)
Biomarker indicating how good blood sugar levels are controled over time.
met Hb (%) An antioxidant in the blood.
GSH
Glutathione is an antioxidant in bodyfights free radicals that damage blood vessels and nerves.
MDA
Melondealdehyde indicates change in cholesterol and possible atherosclerosis.
C5a
It is associated with clotting of material in blood vessel.
D-DIMER
It is associated with unclotting of material in blood vessel.
GFR Glomerular filtration rate indicates kidney dysfunction.
BayesNet classifier learns a network structure and probability distributions for each node of a Bayesian network. It handles only discrete variables. We used the WEKA filter weka.filters.unsupervised.attribute.Discretize to discretize continuous variables of DiScRi database for BayesNet.
CHIRP is a base classifier in WEKA, which uses a set cover on iterated random projections [29] . It applies an iterative sequence, where each of the stages consists of projecting, binning, and covering. This method was designed to deal with the difficulties caused by the dimensionality of data, the computational complexity, and nonlinear separability of data.
ConjunctiveRule is a base classifier in WEKA constructing a single conjunctive rule learner that can produce predictions for numeric and nominal class variables [29] . A rule consists of antecedents and a consequent. The antecedents are combined together via logical conjunction, and the consequent is the class value for the classification. If a new test instance is not covered by this rule, then its prediction uses the default class value of the instances of the training data not covered by the rule. ConjunctiveRule selects antecedents by computing the Information Gain of all features. It optimizes the generated rule to reduce error rate and the number of antecedents.
IBk is a WEKA implementation of the classical k-nearest neighbours classifier [29] . In WEKA it can select an appropriate value of k based on crossvalidation and can also perform distance weighting.
Random Tree is a base classifier in WEKA generating a decision tree by allocating a specified and fixed number of randomly chosen features to each of its node [29] . It performs backfitting by taking into account an estimate of class probabilities based on the training set.
Ridor is a base classifier in WEKA using induction of Ripple Down Rules [29] . First, it generates a default rule, and then the exceptions for the default rule with the least weighted error rate. The exceptions are a set of rules that predict classes other than the default. After that it generates the best exceptions for each exception and iterates until the desired performance is achieved. This process produces a tree-like expansion of exceptions.
Let us refer to [28] , [29] , [30] , [37] for more information on these base classifiers.
STANDARD ENSEMBLES FOR CBMLDE CLASSIFIERS
This section presents succinct background information on the standard ensembles used as building blocks for constructing CBMLDE classifiers in our experiments. These ensembles were chosen, because they are all well known and available in WEKA [28] .
AdaBoost is a WEKA implementation of Boosting [29] . It trains several classifiers in succession. Every next classifier is trained on the instances that have turned out more difficult for the preceding classifier. To this end all instances are assigned weights, and if an instance turns out difficult to classify, then its weight is increased at the next boosting step.
Bagging is a standard ensemble classifier in WEKA generating a collection of new sets by resampling the given training set at random and with replacement [29] . These sets are called bootstrap samples. New classifiers are then trained, one for each of these new training sets. They are amalgamated via a majority vote.
Decorate is another efficient ensemble classifier available in WEKA [29] . It constructs special artificial training examples to build diverse base classifiers.
Weighted Vote combines the predictions made by several classifiers with assigned weights. Here we used the diagnostic accuracy of each classifier as its weight, so that more accurate classifiers contributed more to the prediction. The weighted vote combines several classifiers to increase their diversity and in doing so improves the accuracy of the overall prediction.
Complete explanations of these ensembles and further references are given in [29] , [30] , [37] , [38] .
EXPERIMENTS AND DISCUSSION
In this paper we use the diagnostic accuracy for assessing the performance of classifiers, since it is the main measure applied by the medical practitioners in practical work. Tenfold cross validation was employed to prevent overfitting. This is a standard and very well known procedure explained, for example, in [29] . However, in our experiments is had to be applied in the settings of the cloud paradigm with several data centers. Therefore we had to prepare data files arranging them in a special way to fit this paradigm. Here we include explanations of how data were prepared to implement the tenfold cross validation in the different settings of the cloud framework and at the same time to simulate the operation of classifiers in the cloud.
To prepare the dataset for experiments, all instances of data were collected in one csv file. The last column of the file was the class value indicated in the DiScRi database for each instance. Our experiments presented in this section used a binary classification of CAN with two class values 'CAN' and 'no CAN'. Preprocessing was used to reduce of the number of incomplete fields. More than 50 expert editing rules for preprocessing were collected. To automate the application of these expert rules a Python script was written by the third author. Python is a convenient programming language that has been used in many important applications in biomedical informatics, see for example [39] . The majority of the expert editing rules utilized the fact that various medical parameters change only gradually with time, and so their values usually behave as those of an either increasing or decreasing mathematical function. Hence it is safe for data mining purposes to assume that an incomplete field is approximately equal to the average of the preceding and following values of the same field. For other attributes, it is known that some clinical values indicating pathology very seldom improve. For example, if a person has been diagnosed with diabetes, then this diagnosis can be recorded in all subsequent instances of data for the same patient. Finally, some of the expert editing rules checked data for consistency and deduced the values of incomplete fields from other closely related fields. For example, the 'Diagnostic DM (years)' feature in DiScRi refers to the number of years since the patient has been diagnosed with diabetes. If this number is greater than zero in an instance, then the value of another related feature, the 'Diabetic Status', must be set as 'yes'. These editing rules were collected in consultation with the experts managing the database and were included in the Python script for preprocessing data.
Then we divided the file into four csv files denoted by F C , F GP , F P , F E . The last column of all of these files was the same class value column with entries labelled as 'CAN' or 'no CAN' to be used for class prediction. The other columns in these files were the chosen cardiology features in F C , the GP features in F GP , the podiatry features in F P , and the endocrinology features in F E . These files were used in all experiments presented in this paper. Next we discuss how each of the experiments was organized to simulate the operation of classifiers in the cloud and apply tenfold cross validation for each experiment.
Experiment 1
The first experiment investigated all combinations of possible options in CBMLDE classifiers for the cloud model where the data were allocated to 3 data centers in order to choose the best options. We considered all combinations of base classifiers presented in Section 4 deployed at the bottom layer of CBMLDE and ensemble methods presented in Section 5 deployed at the top and middle layer of CBMLDE as explained in Section 2.
To show how to design and train the CBMLDE classifiers in situations where different specialists use CSPs with different data centers, in this experiment we assume that the file F C is allocated to a separate Cardiology Data Center, and file F E is allocated to the Endocrinology Data Center. At the same time we also show that the CBMLDE classifier can take into account the possibility of allocating the data from different doctors to one and the same data center. To this end we assume that the GP and Podiatry data F GP and F P are stored in the same GP and Podiatry Data Center, and so we can combine the files F GP and F P into one file F G = F GP ∪ F P containing all GP features and Podiatry features, and only one last column with class values. The distribution of data among the data centers for the first experiment is shown in Figure 1 .
Let us now fix a combination of parameters for the CBMLDE classifier C and discuss how the experiment was organized and how the data were prepared to simulate the operation of C in the cloud and carry out tenfold cross validation to prevent overfitting.
The application of tenfold cross validation means that we divided all patients into ten stratified folds and denoted these groups of patients by P 1 , P 2 , . . . , P 10 . This division of patients divided each of the data files F C , F G , F E into ten stratified folds and produced 30 files. The file F C was divided into ten folds F C1 , F C2 , . . . , F C10 , where the file F C1 contained all data of the patients of the group P 1 contained in the file F C , the file F C2 contained all data of the patients of the group P 2 contained in the file F C , and so on. Likewise, the file F G was divided into ten folds F G1 , F G2 , . . . , F G10 , where the file F G1 contained all data of the patients of the group P 1 contained in the file F G , the file F G2 contained all data of the patients of the group P 2 contained in the file F G , and so on. Similarly, the file F E was divided into ten folds F E1 , F E2 , . . . , F E10 too. We used these folds to conduct ten consecutive rounds of tests for each collection of options to be included in the CBMLDE classifier C.
Here we discuss how the files were used to apply the tenfold cross validation and determine the average accuracy of C for the diagnosis of CAN in this cloud model. In the first round of the tenfold cross validation, we used the first group of patients P 1 to divide all files into folds as follows. New data file
was used as the training file to train all classifiers allocated to the Cardiology Data Center and generate the models of these classifiers. This means that the training set T C1 contains all records of the file F C that do not belong to the first fold F C1 . Likewise, the data files
were used to train all classifiers allocated to the GP and Podiatry Data Center and to the Endocrinology Data Center, respectively. This means that the training set T G1 contains all records of the file F F that do not belong to F G1 , and the training set T E1 comprises all records of the file F E that do not belong to F E1 . All the building blocks of C were trained on the training files T C1 , T G1 , T E1 allocated to the same node of the cloud. The accuracies of the diagnosis achieved by these parts on the training sets were used as the weights for the WV. These weights were communicated to the WV for combining the outputs of the parts of C allocated to the three nodes of the cloud. This completed the training stage.
For testing the work of C in the first round of tenfold cross validation, three validate files V C , V G and V E were created at the three nodes of the cloud. Each of them was equal to the corresponding fold of the set at the same node of the cloud, so that V C = T C1 , V G = T G1 and V E = T E1 . Each instance of data for every patient was now divided and recorded in these three files V C , V G and V E . These validate files were used for testing the trained model of C. Each part of C was applied to the validate file that belonged to the same node of the cloud, and the outputs were combined by the weighted vote. The predicted CAN class was then compared with the correct diagnosis, and the accuracy was recorded as the outcome of C at the first round of the tenfold cross validation.
The other nine consecutive rounds of the tenfold cross validation proceeded for B and C in the same way using the groups of patients P 2 , . . . , P 10 in each round, respectively, in the same way as the first group P 1 was used in the first round. The average accuracy achieved in all ten consecutive rounds was the final outcome of tenfold cross validation for C.
All figures presenting the results of our experiments contain the diagnostic accuracy as the main measure of performance. The diagnostic accuracy is defined as the percentage of all patients diagnosed correctly. It can be expressed as the probability that the prediction of the classifier for an individual patient is correct. We used WEKA to train and test classifiers and ensemble classifiers.
We carried out this testing for all combinations of the options available in setting up the CBMLDE classifier -all base classifiers presented in Section 4 and standard ensembles listed in Section 5 deployed in CBMLDE as explained in Section 2. The results of these tests are presented in Figure 3 . This figure contains the average performance against the validate sets generated for the stratified tenfold cross validation as discussed above. Figure 3 demonstrates that the best result was obtained by Decorate in the top layer, Bagging at the middle layer, and Random Tree as the base classifier.
Experiment 2
The second experiment investigated all combinations of options for setting up CBMLDE classifier in the cloud model where the data were allocated to 6 data centers illustrated in Figure 2 . Again, our experiment explored all combinations of base classifiers presented in Section 4 deployed at the bottom layer of CBMLDE and ensemble methods presented in Section 5 deployed at the top and middle layer of CBMLDE as explained in Section 2.
To prepare data for the setting illustrated in Figure 2 , we divided all patients into two approximately equal parts P 1 and P 2 . Patients of P 1 were allocated to Location 1 of Figure 2 , and their data were used there in a way analogous to the use of all data was utilized in the first experiment. Patients of P 2 were allocated to Location 2 of Figure 2 , and their data were used there in a similar way. This means that both sets P 1 and P 2 were divided into ten stratified folds so that
The union P 1,1 ∪ P 2,1 of the first folds of patients at both locations was used to define the training set and the validate set for the first round of tenfold cross validation, and so on. The average accuracies achieved during ten rounds are presented in Figure 4 for all combinations of options in setting up the CBMLDE classifiers. Figure 4 demonstrates that the best result was obtained by CBMLDE classifier with Decorate at the top layer, Bagging at the middle layer, and Random Tree as the base classifier.
Experiment 3
The third experiment investigated all combinations of options for setting up CBMLDE classifier in the cloud model where data were allocated to 9 data centers shown in Figure 5 . Here we divided patients into 3 approximately equal groups, then divided each of the three groups into ten stratified folds and used them to prepare all data files as above. The results of experiment with 9 data centers are given in Figure 6 , which demonstrates that the best outcome was again obtained by CBMLDE classifier with Decorate at the top layer, Bagging at the middle layer, and Random Tree as the base classifier.
Experiment 4
The fourth experiment was designed to compare the performance of CBMLDE with several well known classifiers representing the most important and well known types of machine learning algorithms. We compared CBMLDE classifier with the following base classifiers presented in Section 4: BayesNet, CHIRP, ConjunctiveRule, IBk, Random Tree, Ridor. Three cloud frameworks presented in Figures 1, 2 , and 5 with 3, 6 and 9 data centers were tested. The best options of CBMLDE classifier for these frameworks with 3, 6 and 9 data centers given in are denoted by CBMLDE-3DC, CBMLDE-6DC and CBMLDE-9DC, respectively. On the other hand, in Experiment 4 each base classifier performed in the same way in all of these three frameworks, as follows. It was allocated to only one node of the cloud and it had to transfer all data to the same node and process all data there. This is why all base classifiers obtained the same results in all three framework of Experiment 4. Their results are shown in Figure 7 . These best outcomes obtained by CBMLDE-3DC, CBMLDE-6DC and CBMLDE-9DC are copied from Figures 3, 4 and 6 into Figure 7 for ease of comparison. Figure 7 demonstrates that CBMLE classifier not only has completely eliminated the need in data transfer to one node of the cloud, but also has significantly outperformed all base classifiers in all three frameworks.
Experiment 5
The last experiment was designed to compare the performance of CBMLDE with a simpler counterparts using base classifiers combined with a simple majority vote. We explored all base classifiers presented in To set up a simple model WV+B using base classifier B, a copy of B was allocated to each of the nodes of the cloud. These copies of B were trained on the training files allocated to the same node of the cloud. The accuracies of the diagnostics achieved by these copies on the training sets were then used as the weights for the WV. These weights were communicated to the WV for combining the outputs of the three base classifiers from different nodes. The validate set was then processed using the same weights that we determined by the training set.
We compared the best versions of CBMLDE classifier with outcomes obtained by all models WV+BayesNet, WV+CHIRP, WV+ConjunctiveRule, WV+IBk, WV+Random Tree, WV+Ridor. These results are presented in Figure 8 , which demonstrates that CBMLE classifier has significantly outperformed all counterpart models in all three cloud frameworks. 
CONCLUSION
The model of CBMLDE classifiers eliminates the need to transfer large amounts of patient data in the data center network for training of the classifiers. Our experiments simulated the use of CBMLDE classifiers in the cloud and determined that the best outcomes are obtained by the CBMLDE classifier combining Weighted Vote, Decorate, Bagging and Random Tree. The results of our comprehensive collection of tests show that the best models of CBMLDE not only completely eliminate the need in patient data transfer, but also have significantly outperformed all base classifiers and counterpart models in all three cloud frameworks.
