Countries with higher financial development show lower volatility of industrial output. Volatility is particularly reduced in industries that are more financially dependent. Most of the reduction is in idiosyncratic volatility. Systematic volatility is reduced less strongly, implying that industries are more closely correlated with GDP in more financially developed countries. At the firm level, short-term debt is negatively correlated with output as financial development increases, suggesting that debt is used in a countercyclical way to stabilize production. The results indicate that financial development relaxes financial constraints mainly to smooth negative cash-flow shocks.
Introduction
There is substantial evidence that industrial output is less volatile in developed countries than in less developed countries, although the evidence is focused on macroeconomic aggregates. See, for example, the recent paper by Acemoglu et al. (2003) , which also surveys part of the literature. The present paper uses micro data (industry-level and firm-level data) to study volatility and, in particular, the effect of financial development on volatility. The advantage of using micro data lies in allowing a more detailed exploration of the mechanisms behind financial development. Using micro data also enables one to study the composition of the changes in volatility in terms of idiosyncratic and systematic (country-level) components.
The mechanism studied in this paper is that financial development allows firms to borrow more freely by relaxing financial constraints. These financial constraints arise from agency problems and asymmetric information, which are ameliorated as financial First, the focus of this paper is on short-run output fluctuations-in particular, the volatility of industrial output and its composition. The previous literature focuses instead on long-run growth. (See Levine 1997.) Second, the interaction of financial development and volatility provides a unique opportunity to study the interplay of financial constraints and different types of shocks. This paper develops a simple model showing that the effect of financial development on output volatility is, in fact, ambiguous: The effect depends on the circumstances causing constraint. In other words, what use do firms make of the extra funds borrowed from a more developed financial system? If firms need funds to smooth unfavorable cash-flow shocks, financial development reduces output volatility. On the other hand, if firms need funds to expand their production when confronted with a positive investment opportunity, financial development increases output volatility. Therefore, knowing whether the effect of financial development on volatility is positive or negative provides information about the shocks that firms are trying to manage-telling us whether these are primarily shocks to their resources or shocks to their opportunities-and also gives us a sense of how financial development helps firms. This is important for the discussion about the relative importance of cash-flow versus investment-opportunity shocks-a discussion endemic to the corporate finance literature on financial constraints.
A third distinctive feature is that the empirical model employs cross-country as well as within-country comparisons among industries to identify the effects of financial development on industrial volatility. This identification strategy is borrowed from Rajan and Zingales (1998, hereafter RZ), who study long-run industrial growth and its relation to financial development. RZ identify from an a priori base those industries that are especially dependent on external financing and that consequently should benefit more from financial development. The use of an industry-level ranking of financial constraints can ease some of the difficulties encountered when measuring constraints at the firm level. Many firm-level variables that are usually considered to be indicators of financial constraint (such as size or investment-cash flow sensitivities) are hopelessly endogenous. An industry-based measure is arguably more exogenous or driven by technological considerations.
The first finding is that financial development reduces output volatility. This is not surprising, given the macro evidence already available, but now this finding is confirmed by micro evidence-with an extra layer of robustness provided by comparisons between more and less financially constrained industries. The fact that volatility is reduced suggests that firms face shocks mainly to their cash flows and that as financial development increases, they are able to smooth a larger fraction of these shocks.
A contribution of this paper is that it explores the anatomy of volatility reduction. Output volatility is decomposed into systematic and idiosyncratic components, where idiosyncratic volatility is defined as industry volatility uncorrelated with the GDP of the country where the industry is located. Systematic and idiosyncratic volatility fall with financial development, but the fall in idiosyncratic volatility is greater. As a share of total volatility, idiosyncratic volatility is, then, smaller in more financially developed countries. This result comes from the advantage that financial intermediaries have in smoothing idiosyncratic shocks: Intermediaries operate by pooling and subdividing risks among many agents-something that is harder to do with large-scale shocks. The intuition for this result can be illustrated with a simple example:
Imagine that there are three industries in a country and that there is a financial system willing to lend an amount X. If one industry is hit by a shock of magnitude X, it can borrow and smooth the shock completely. On the other hand, if the three industries are hit by the same shock X (for example, a recession), they are able to borrow just one-third of the amount needed and therefore can smooth only one-third of the shock. In this simple example, idiosyncratic volatility falls in a one-to-one relationship with increasing financial depth (the amount of credit available), but systematic volatility falls by just one-third. An important piece of the argument is that the financial system is, in some sense, hindered from raising more capital during the aggregate shock or recession, limiting the amount of the shock that can be absorbed and spread among various investors.
The last section of the paper turns to firm-level data to explore in more detail the mechanism through which volatility is reduced. The finding of reduced volatility is examined by looking at sales volatility and, more importantly, by examining the connection between a firm's activity and its borrowing. An important finding is that short-term debt is more negatively correlated with sales as financial development increases, suggesting that short-term debt is used to smooth production. Again, this effect is stronger in firms that belong to more financially constrained industries, even after controlling for other industry, country, and firm characteristics. The firm-level evidence is important in showing that production shocks do not disappear, but that they are effectively buffered by the financial system. This paper is related to work done by Raddatz (2002) , who also studies volatility using a strategy that closely follows that of RZ. Raddatz develops a measure of liquidity needs and shows that financial development reduces volatility more strongly in liquidity-dependent sectors. He does not look at the composition of volatility or the borrowing side, and he does not draw conclusions about the underlying structure of cash-flow versus investment-opportunity shocks.
The organization of this paper is as follows. Section 2 provides a theoretical framework to understand the main hypotheses. Section 3 describes the empirical strategy and the data sources. Section 4 presents the main result and robustness checks, using industry data. Section 5 examines the decomposition of industrial volatility. Section 6 explores the mechanism behind the reduction in volatility using firm-level data. Section 7 concludes.
Financial development, financial constraints and volatility: theoretical framework

Basic setup
The main purpose of the model is to show that the effect on output volatility of increasing financial development is a function of the structure of the underlying shocks and, therefore, of the circumstances under which financial constraints are more binding.
Another way to put this is that financial development has different effects on fluctuations depending on when borrowing is more needed. If borrowing is mostly needed for rapid expansion, higher financial development increases volatility. On the other hand, if borrowing is mostly needed to sustain output in a period of falling cash flow, higher financial development decreases volatility.
Think of a firm with a production function Y=θF(I), where θ is a productivity shock, I is investment, and F(I) is increasing and concave. The firm's budget constraint for investment is:
W is the average amount of internal funds available to the firm. Internal funds vary according to the realization of the cash-flow shock ω. E represents external funds from equity issues, bank loans, credit lines, or other sources.
Equation (1) is not really a constraint in a perfect capital market since in such a market the firm can borrow (or lend) as much as it needs to implement the optimal investment plan. In order to give a role to financial development, the assumption is introduced that financial markets are imperfect in the sense that firms face an upper limit on borrowing. Therefore,
No more funds than E(K) are supplied to the firm. K is the indicator of financial development, where a more developed financial system implies that more funds are available for borrowing, that is, EK > 0.
A borrowing constraint like the one in (2) can originate in any of several ways.
Take, for instance, the model of imperfect contracting by Hart and Moore (1994) . In that model, the firm can divert resources from a project since it is unverifiable to a third party, such as a court of law. Despite this, the ownership of assets is transferable to the lender if the firm does not pay its debts. In such a world, all borrowing is secured by assets that can be transferred to creditors, that is, by collateral. Under this interpretation, E(K) is the amount of collateral available for external financiers to seize in the event of nonpayment.
Simply put, E(K) can be understood as the amount creditors can expect to recoup from their investment: The more they expect to recoup, the more they lend. In this setting, K can represent the enforceability of creditor rights, where a more developed financial system has a higher degree of enforceability than a less developed one. More generally, K embodies various types of friction. (A high K means lower friction or higher financial development.) Some types of friction include informational asymmetry about the quality of projects (Myers and Majluf 1984) and costs of bankruptcy and auditing (Townsend 1979 ).
Given realization of the productivity and cash-flow shocks, the firm's program consists of maximizing the net present value of investment subject to the financial constraint.
Max
θF(I) -RI, (3)
Subject to
where R is the cost of external funds per unit borrowed.
When the financial constraint is not binding, the firm optimally invests I Despite its simplicity, this model gives different predictions about the effect of financial development on volatility, depending on the structure of shocks {θ, ω}. The rest of this section analyzes the predictions under different shock regimes. In this case, financial development and internal funds reduce volatility by increasing production in the more constrained state. The effect of financial development is smaller in firms with high internal funds since the funds act as a substitute for financial development: A firm with high internal funds already has low volatility.
Only cash-flow shocks
Only investment-opportunity shocks
Now assume that there are two possible states, θ h and θ l , a high-productivity state and a low-productivity state, respectively, where θ h >θ l >0. The high-productivity state occurs with probability p. In this case there is variation only in investment opportunities and no variation in internal funds. The borrowing constraint is more likely to bind in the high-productivity state since desired investment is higher and the level of internal cash flow is the same. For simplicity, consider the case where the firm is constrained during the high-productivity state and unconstrained during the low-productivity state. 2 The resulting variance of output is σ
. Now volatility comes from the ability to increase production when productivity is high: The less binding the borrowing constraint in the high-productivity state, the more volatility the firm is able to manage. The effects of increasing financial development, K, under this regime are summarized in the next proposition. higher financial development allows firms to sustain levels of production that are closer to the production levels of good times, thereby reducing overall volatility. This is the case when the fall in cash flows during bad times is greater than the decline in investment opportunities and when the resulting financing gap is larger than the one experienced during good times. On the other hand, if good times, that is, expansions, are times of tighter financial constraint, then higher financial development allows firms to expand their production rapidly, thereby increasing volatility. The answer to the question of which view of the world is more appropriate-a world dominated by cash-flow shocks or a world dominated by investment-opportunity shocks-can give important insights not only to finance, but also to business cycle theories and policy work.
It is interesting to look at the behavior of credit. In both scenarios, the volatility of credit increases with financial development, either to allow for higher output volatility or to absorb output volatility, depending on whether financial constraints are more binding during good or bad times. But the implications are different in terms of the correlation of credit with output. If financial development reduces output volatility, it is because credit behaves in a countercyclical way (negatively correlated with activity). On the contrary, an increase in output volatility is accompanied by procyclical credit (positively correlated with activity). In this simple model, the correlation between credit and output is either 1 or -1, depending on the scenario; in a richer model we would expect these correlations to increase or decrease with the level of financial development. 3 In fact, according to evidence in Galindo, Micco, and Suárez (2003) , credit is less procyclical in more developed financial systems (as proxied by the degree of creditors' rights), a condition that supports the idea that financial development is needed mostly to sustain higher levels of production during periods of bad economic conditions-in other words, to smooth cashflow shocks.
Caveats
An important caveat, first noted by Kaplan and Zingales (1997) , is that predictions of models with financial constraints are cleaner in terms of first derivatives than in terms of cross derivatives, such as ∂ A second caveat is that we need the assumption that the firm is unconstrained in one state of the world for the results to go through without any further restrictions (except for the first part of proposition 1). If the firm is constrained in both states, the effects produce ambiguous signs, and they depend on the relationship between the derivatives of F(I) and the magnitude of the shocks.
Finally, note that the model presented here is a reduced form of one of the leading models in corporate finance. 4 Other complementary models interpret greater financial development as a way of tightening financial constraints during good times, which are 3 The covariance between output and borrowing, which is another measure of co-movement, is definitely increasing in the case of pure investment-opportunity shocks, but is not clear in the case of only cash-flow shocks. Only this second case allows for a decreasing covariance. 4 Other important models can be expressed in a reduced form with a wealth multiplier equation. See Stein (2003) . Basically, investment is some fraction of internal wealth (I=kW), where the multiplier k increases with financial development. In this case, volatility rises with financial development since it amplifies the swings in internal wealth. more prone to agency problems. Managers can overinvest during expansions for empirebuilding reasons, or perhaps undertake very volatile projects if the residual claim of shareholders is already small (Stein 2003) . In these models, financial development can reduce volatility by restraining agency-related expansion, and we still find that volatility is reduced by closing (rather than by increasing) the gap between the borrowing levels of bad times and good times, or, in other words, by making the provision of credit less procyclical. Despite the similarity of this prediction to the findings of this paper, note that the policy or welfare implications of the model presented here can be quite different from those of an empire-building model.
Empirical strategy
Empirical model
In order to test the predictions of the model, the following two equations are estimated , using regression analysis: 
Bold Greek letters represent vectors of coefficients in equations (4) and (5) . The dependent variable is the standard deviation of cyclical output of industry i in country c.
The standard deviation of the detrended output is computed for each industry.
Regression analysis of equation (4) Note that these are purely cross-sectional regressions and, as such, they ignore changes in volatility and financial development over time. This approach is taken because computing volatilities for short periods would increase the measurement error significantly. However, it would be interesting to study-at this micro level and with higher frequency data-the effect of financial development on the time-series of volatilities .
Industrial data
The industry data are taken from UNIDO's ( 
Frequency of fluctuations
Economic time series, like industrial output, trend upward. In order to compute standard deviations and correlations, it is necessary to remove the underlying trend.
One way to do this is by using log changes (growth rates). Another detrending method is use of the Baxter and King (1999) (BK) filter, commonly used in the business cycle literature. For the purposes of this paper, the choice of detrending method has little or no impact on the results. 5 Detrending allows us to concentrate on short-and medium-term fluctuations and consequently on how financial markets enable firms to smooth transitory shocks.
Detrending can eliminate a long-run shock, such as a permanent fall in demand and hence in profitability; for example, the demand curve for wood shifted to the left when substitutes like plastic and metal in the manufacture of furniture were introduced. Very short-term fluctuations like seasonal effects-for example, a spike in demand due to the sale of Christmas trees-are ignored since it is impossible to identify such short-term effects with annual data.
Measures of financial development
The basic measure of financial development used in this paper is the ratio of Guide. 7 The rules of law and corruption capture the stability and efficiency of the legal system and are important complements to legal origin in explaining cross-country variation in financial development. The R 2 of the regression of private credit on this set of variables is 50 percent (25 percent if legal origin is the only explanatory variable).
The sample averages of financial development for each country are used, thereby ignoring changes in financial development over time. This should not be a major concern since all countries tend to increase financial development together, so that the ranking in terms of financial development does not change dramatically during the sample period. (Table  3B) .
Financial dependence at the industry level
RZ assume that there are technological reasons why some industries rely more on external funds than others. For example, industries need more external funds if they typically operate on a large scale, with high levels of working capital, high R&D, or long cash-harvest periods. Industries that meet these criteria and have a high external dependence include plastic products, machinery, and professional equipment.
Industries with low external dependence include food, footwear, and clothing. Also, since dependence on external finance is measured in the United States, a country with a developed financial market (probably the closest to a first-best or a flat-credit supply), it is argued that the index captures technological differences among industries in their demand for credit.
Assuming that these technological differences persist across countries, the external dependence of industries in the United States can be used to rank industries in every country. Identification does not require that industries have exactly the same external dependence level in every country, only that the rankings among them remain stable. One might think that industries with more difficulties in coping with shocks hold larger buffer stocks of cash as a precaution in poorly developed financial markets.
However, the assumption here is that this type of response cannot completely offset the technological differences among industries identified by RZ. Moreover, Holmstrom and Tirole (1998) show that liquidity hoarding is affected by financial constraints; this implies that an industry also faces credit rationing when trying to secure funds as a precaution for future needs.
A pitfall of the RZ index is that an industry cannot be dependent forever: At some point firms have to repay investors. 8 The The purpose of the RZ index is to find a source of variation in the financial needs of industries that is independent of their current investment opportunities. An exogenous, that is, technology-driven, variable is desirable to get around the endogeneity issues that affect many of the tests involving financial constraints.
Obviously, the gains in terms of exogeneity come with some costs (or assumptions), as just mentioned. Table 1 shows the results from estimating equation (4) by regression analysis.
Financial development reduces industrial volatility
Basic results
The industries are split into two groups-high and low financial dependence-and then the regression is run for each sub-sample. Results are shown for two detrending methods for computing volatility (panels A and B).
Financial development reduces volatility in both groups of industries in a significant way. The levels of economic development (represented by per capita GDP) and government size also reduce volatility. Interestingly, the trade openness of a country increases industrial volatility in the same way in both groups of industries.
The result that financial development reduces volatility on average does not rule out the possibility that during short periods of time we may be able to observe higher volatility in more-developed financial systems. For instance, a more-developed system allows firms to adjust rapidly to a positive shock to investment opportunities, while in a poorly developed system it takes longer for firms to adjust. The results in Table 1 suggest that, over the last four decades, periods of higher volatility in better financial system are simply not the rule.
If financial development reduces volatility, we can expect the effect to be stronger in highly dependent industries. In fact, the effect of financial development is approximately 50 percent greater in the high-dependence group than in the lowdependence group. Note that the difference between coefficients of the other-country controls is never significant at a reasonable confidence level (below 10 percent).
The shortcoming of the approach reported in Table 1 is that financial development may be correlated with unobservable country variables that explain the reduction in volatility. The specification in equation (5) controls for this possibility by including country fixed effects and by focusing only on the differential effect of financial development over industries of high and low external financial dependence (β 1 ). In cases in which financial development reduces output volatility, we expect a negative coefficient on the interaction between financial development and financial dependence. Table 2 shows the results of regression estimation of equation (5). Two measures of financial development are used: private credit and total capitalization, and results are also presented in which the legal variables are used as instruments. 9 The coefficients show that financial development reduces volatility particularly among industries with high financial dependence. The estimates are always statistically significant at the 5 percent level, except for those shown in column 5. Interestingly, the coefficients with total capitalization are all smaller in magnitude than those with private credit. In other words, a 1 percent increase in private credit has a larger impact on volatility than a 1 percent increase in total capitalization, suggesting that bank credit is the main channel through which production risks are smoothed.
An easier way to see how these estimates differ is by looking at the last row of Table 2 . This row shows the effect of a 50-percentage-point increase in the corresponding measure of financial development on the highly dependent versus the less-dependent industries-or on an industry in the 90th percentile versus an industry in the 10th percentile of the RZ index, in the case of the continuous measure of financial dependence. 10 The effect is reported as a percentage of the median industrial volatility in the sample. For instance, when using private credit as the measure of financial development, the results imply that a highly dependent industry reduces its standard deviation by approximately 7 percent to 13 percent more than a less-dependent industry.
Focusing on the interaction approach
The results in Table 2 volatility. In the first instance, effects to consider include the possibility that government transfers may favor more highly dependent industries and the possibility that a country's openness may smooth shocks by enabling access to a larger market or better technologies. In the second instance, a possibility to consider is that economic development, which is highly correlated with financial development, changes the structure of shocks affecting particular industries, such as those producing durables or those using a more capital-intensive technology.
If government transfers or subsidies favor financially dependent industries, highly dependent industries should benefit more from higher government expenditures.
This channel can be insignificant in a country like the United States, but may be important in countries where the government sector is relatively large, such as the 10 A 50-percentage-point increase is comparable to the difference in private credit over GDP between Ecuador (14 percent) and Singapore (64 percent), or the difference in total capitalization over GDP between Austria (74 percent) and the United Kingdom (124 percent)
Netherlands or Sweden. In order to test this, we can include in equation (5) the interaction of financial dependence and government expenditures as percentage of GDP. 11 The results, displayed in the first panel of Table 3 , show that this channel does not exist, and the interaction of financial dependence and external dependence is robust to the inclusion of the new variable. It is important to remember that the measure of financial development-private credit-does not include credit extended to public enterprises, so the results cannot be explained by that possibility either.
In theory, trade openness can also dampen volatility, although this seems at odds with the results in Table 1 As financial development increases, the structure of shocks (for instance, the amplitude of cash-flow and investment-opportunity shocks) can also change. In theory, shocks can change in such a way that highly dependent industries are technologically less volatile in countries that have a high level of financial development; if this is the case, the effects that we see are not the product of looser financial constraints, but of lessfrequent and smaller shocks. 11 The data used are average government expenditures as percentage of GDP from the International Monetary Fund (Government Financial Statistics).
The real challenge to this alternative view is to explain why the structure of shocks changes coincidentally with financial development in a way that matches the cross-industry pattern of external finance dependence. The next step is to test some possibilities.
Economic development is the main candidate for a hidden variable that is correlated with financial development and that can affect the structure of shocks. The interaction of economic development (measured by the log of per capita GDP) with high financial dependence is tested first. As shown in the first panel of Table 3 , there is no differential impact beyond that associated with financial development. 12 It is still possible that economic development affects industries differentially, according to other characteristics that are correlated with financial dependence. In the case of durable and investment goods, it may be that, as countries get richer, industries producing these goods benefit from better technologies for managing inventories or from more stable demand (due, for example, to more-developed secondary markets for these products). Capital-intensive industries probably benefit from having a greater abundance of physical capital that can be substituted for other inputs when hit by a shock; that is, instead of practicing costly labor hoarding, these producers can substitute capital for labor more easily when hit by a shock. The same can be argued about industries that are intensive in their use of oil, another common source of shocks. These possibilities are tested in the lower panel of Table 3 . The interactions of GDP with capital-intensive and oil-intensive industries are not significant. The interactions with durable goods and with investment goods are significant, and they have the expected negative signs. Nevertheless, the interaction of financial development with external dependence remains significant at the 10 percent level. The coefficient of the interaction is reduced, but it is still within two standard errors of the baseline case. These are tough 12 One practical reason for using the dummy of high financial dependence is that the correlation with the other variables included in Table 3 is very high if one uses the continuous measure of dependence. Interactions tend not to be significant despite the fact that when they are included alone they are significant. Use of the dummy variable alleviates the possible multicolinearity.
control variables, so it is reassuring that the basic interaction survives the inclusion of these controls.
The next step is to try to separate the effect of financial dependence from the effects of the other industry variables by computing a measure of dependence that is not correlated with these industry variables. The orthogonal external dependence is the residual of the regression of financial dependence on durable goods, investment goods, capital intensity, and tradable goods producers. 13 When the interaction of financial development with the orthogonal external dependence is included, the results are virtually unchanged, in terms of both statistical significance and magnitude.
A final step is to include as a right-hand-side control the average size of each industry in each country (Table 3 , first column). Smaller industries are more volatile, as can be expected. Despite the fact that the coefficient is reduced almost in half, it is hard to argue that size is an exogenous variable that can mechanically account for the results.
As RZ (1998) show, industry size is affected by financial development and financial dependence, and therefore it is determined simultaneously with the volatility of output.
Overall, the reduction in volatility is a robust finding. The next section explores the composition of this volatility reduction.
Anatomy of the volatility reduction
Systematic and idiosyncratic volatility
Volatility is divided into two components according to whether the fluctuation is specific to an industry in a given country or affects the whole country. The volatility that is correlated with fluctuations in a country's GDP is called systematic, and the volatility that is uncorrelated (by construction) with GDP is called idiosyncratic. The finding is that, even though both volatilities fall with financial development, idiosyncratic volatility declines more steeply. 
The first term in the right-hand side of (7) is the systematic variance, and the second is the idiosyncratic variance. Both components can be estimated by running OLS regressions of equation (6) and computing the volatility of fitted values and residuals. Table 4 presents the summary of the variance decomposition.
Systematic variance represents between 10 percent and 20 percent of industrial volatility. When comparing countries with low and high levels of private credit, we see that, despite the overall drop in volatility for countries with high levels of private credit, there is an increase in the shares attributable to systematic volatility. The source of this change is a more pronounced reduction of idiosyncratic volatility, 67 percent, compared with a 36 percent reduction in systematic volatility. The reduction in systematic volatility reported here is also consistent with the credit channel literature and with the empirical evidence of Braun and Larrain (2004). 13 The R 2 of this regression is 22 percent. The correlation of external dependence with orthogonal external dependence is 0.88. 14 Since with the data are de-trended, the intercept of this regression is negligible. The correlation coefficient between industrial production and GDP measures the share of total volatility that corresponds to systematic volatility. One can also think of the square correlation as the R 2 of the regression estimate of equation (6): Table 4 suggests that the correlations increase with financial development, which is equivalent to saying that systematic volatility accounts for a higher percentage of total volatility in more financially developed countries. As also seen in Table 4 , this change in composition is achieved by an increasing reduction in idiosyncratic volatility in the more-financially-developed countries, rather than by an absolute increase in systematic volatility. This is not the result of larger measurement error in underdeveloped countries, since the cross-industry pattern in volatility reduction is again present. When equation (5) is estimated separately to test for systematic and idiosyncratic volatility, the results (not reported) show that financial development disproportionately reduces both types of volatility in more financially dependent industries.
Regressions with correlations as the dependent variables
Next, the basic regressions are repeated, using the correlation instead of the standard deviation as the dependent variable. The regressions show the effect of financial development on the composition of volatility measured with the correlation. A positive coefficient of financial development means that financial development increases the systematic share of volatility. The conjecture is again that if there is a change in the composition of volatility induced by financial development, the change is stronger among those industries that are more financially dependent. This is not explicitly derived from the model presented in Section 2, but it is still a way of checking the robustness of the finding by controlling for unobservable country characteristics. Table 5 , shows the effect of financial development on industry correlations with GDP in different sub-samples. Panels A and B show that the correlations increase with financial development for both groups of industries, and that the effect is stronger for highly dependent industries. The results are statistically significant for the industries with high financial dependence but not for the group with low financial dependence.
More importantly, the effect in the highly dependent group is statistically larger than that in the low-dependence group, although only when using BK-filtered data. 15 Note that trade openness is highly significant in every regression and that it reduces correlations of industries with GDP.
The differential effect of financial development over industries is explored by running regression analysis of equation (5) with correlations as the dependent variable.
As seen in the last row of Table 6 , correlations of highly dependent industries increase by 9 percent more than those of the less-dependent industries when private credit increases by 50 percentage points of GDP (in the cross-section of countries). Again, the effect of financial development is larger when measured by private credit than when measured by total capitalization, suggesting a special role for banks in producing the change in the composition of volatility. Table 7 presents several robustness checks. First, since financial development allows a higher degree of specialization in financially dependent industries (Rajan and Zingales 1998), the higher correlations could be driven mechanically by size instead of by reductions in volatility. Basically, an industry is more correlated with GDP when it represents a larger share of it, independent of its volatility. (Note that we have already 15 According to Baxter and King (1999), log-changes are particularly problematic when measuring the synchronization between time series, so we should pay more attention to the results with the BK filter. Since correlations are bounded between -1 and 1, a logistic transformation was applied before the regressions were run, yielding basically the same results as those reported here. Moreover, none of the fitted values in the reported regressions lies outside the [-1, 1] interval.
shown that volatilities are reduced; but consider for a moment correlations without the finding of the volatility reduction.) One problem with this idea is that an industry represents on average less than 2 percent of manufacturing value added, and manufacturing itself represents about 20 percent of GDP in industrialized countries, so the increment in size for the average industry is negligible in terms of its effect on the correlation with total GDP. In any case, the level of specialization is controlled for by including the relative size of each industry in each country, computed as the average ratio of value added to the country's total manufacturing value added. As seen in Table   7 , the coefficient of the interaction is still significant, although smaller than the coefficients in the other specifications. Size is significant, although it is hard to infer causality because of the simultaneity of effects.
If industries depend on government subsidies, it may be the case that in countries with a sizable government sector, correlations with GDP are higher as a result of cyclical variation in tax receipts, but there is no evidence supporting this story.
Openness to trade exposes the country to external shocks, and, as seen in Table 7 , this is a source of reduced co-movement between financially dependent industries and a country's GDP. In any case, the interaction of financial development and external dependence is still significant at the 1 percent level.
Another set of alternative explanations is that economic development (represented by per capita GDP) increases the exposure of a group of industries to particular sources of aggregate shocks that produce the relative increase in systematic volatility. As seen in the second column of Table 7 Table 7 shows that there is no evidence for this. More generally, economic development can affect industries grouped by other characteristics. For example, for industries producing durable or investment goods, empirical results show that this channel may be operating, although it is hard to rule out the influence of finance, since purchases of durable goods and investment goods are usually financed with credit. For those industries that use capital-intensive technology, the effect-if any-is to decrease the exposure to systematic risk. In terms of significance , the interaction of financial development and external dependence survives the inclusion of all these interactions of industry characteristics with economic development, although in some cases magnitude is somewhat reduced. Finally, once we include the interaction of financial development with orthogonal external dependence, the results are almost intact.
Discussion and caveats about the variance decomposition
The results of the variance decomposition should be interpreted as evidence that financial constraints are harder to relax in the case of aggregate shocks. If financial systems pool and subdivide risks among many agents, so that each receives only a small part of the original shock, it seems natural that aggregate shocks will be more difficult to smooth (there will be less room for subdividing or diversification). Therefore, financial markets and intermediaries will be able to reduce idiosyncratic volatility to a larger extent than systematic volatility. 16 The empirical measure of aggregate shocks has to match the extension of the financial system under consideration. Since financial development is measured at the country level, aggregate shocks are defined at the country level as well. Arguably, these are not truly aggregate shocks (as compared with worldwide shocks). International 16 Models of production and financial constraints do not often make the distinction between aggregate and idiosyncratic shocks. For instance, Bernanke and Gertler (1989) assume that there are always enough savings to finance the entire investment plan of the productive sector; therefore, there is no aggregate shortage of funds, and the interest rate is constant. A notable exception is Holmstrom and Tirole (1998).
borrowing-which has been ignored so far-can bias the results, although it is not clear in which direction. For instance, the availability of foreign credit can help firms smooth country shocks and idiosyncratic shocks at the same time, but it is hard to say whether foreign creditors are more likely to lend, or to lend more, in one case than in the other. If anything, it may be harder to get credit in the case of a countrywide shock because international lending is subject to many of the same contracting problems as domestic lending as well as to other difficulties such as the lack of collateral subject to appropriation if circumstances warrant. Moreover, if domestic financial development is a prerequisite or complement to international financial integration (and not a substitute), the availability of foreign credit does not introduce a major bias. 17 The presence of multinationals and conglomerates has also been ignored, but it is again not clear how this could bias the results. For instance, if multinationals are more prevalent than stand-alone firms in poorly developed countries, then they should allow their local branches to smooth shocks, particularly the idiosyncratic shocks, producing a bias against the results found here. The fact that the result is consistent across countries and industries shows that it is a robust finding, not easily explained by these alternative hypotheses.
Exploring the mechanism with firm-level data
The model in Section 2 is mainly about the volatility of output, although the behavior of credit is intimately related to output. It is shown that volatility is reduced on average by financial development, and according to the model this is to be expected when financial development enables firms to increase their borrowing during times of low cash flows and output. Countercyclical borrowing is therefore central to the mechanism that explains the reduction in output volatility. We expect financial development to increase the countercyclicality of borrowing in the sense of reducing its correlation with output or making the correlation more negative. If financial development reduces the volatility of output, it is by disassociating borrowing from the availability of internal funds-in other words, by breaking the association of low cash flows with low output whenever investment opportunities are not worsening. Firmlevel balance sheet data are used to explore this mechanism, since no industry-level financial data are available.
Measurement
The firm-level data are from Compustat Global Industrial/Commercial. This data set provides annual balance sheet information on firms from all over the world for the years 1991-2002. The sample is restricted to those firms in manufacturing sectors that match our industry data and that cover the same 59 countries as our industry data.
Only firms with five or more years of data are considered since the tests require timeseries variation. With these restrictions, the remaining data set consists of almost 47,000
observations that correspond to 5,651 firms in 42 countries. The average number of years of data per firm is eight. 18 Since no production index or value-added information exists at the firm level, output (or the level of activity) is measured by sales. Short-term debt is used to represent borrowing. The measure of short-term debt includes notes payable and accounts payable (trade credit and other instruments), but excludes long-term debt due in one year, accrued expenses, taxes payable, and proposed dividends. 19 To control for (2004) who show that local financial development cannot be completely substituted by financial integration. 18 Data series with missing values for assets or debt plus equity, with assets not equal to debt plus equity, or with negative equity are eliminated. These represent only minor adjustments. 19 Notes payable alone is arguably a better measure of short-term borrowing, but data on this category are scarce. More than 25 percent of the firm-year observations are zero in notes payable, indicating either that most of these items are subsumed in accounts payable (what Compustat does when both are reported together in the firm's balance sheet) or that firms do not have access to the instruments in this category. The first explanation seems more plausible since firms in the sample are usually large and should have access to most financial instruments. The line items mergers and growth due to inflation, two ratios are used: sales to assets and short-term debt to assets. Finally, since the theory speaks of fluctuations rather than levels, the log differences of these ratios are used, that is, ∆log(sales/assets) and ∆log(short-term debt/assets), respectively.
Volatility of sales and the covariance with short-term debt
Cross-country and cross-industry implications on sales and short-term debt are tested using the basic regression augmented to control for firm characteristics: 
Equation (8) is estimated for three different variables: the standard deviation of ∆log(sales/assets) and the covariance and correlation between ∆log(sales/assets) and ∆log(short-term debt/assets), which measure co-movement. The subscript f refers to a firm, the unit of observation. Also included, in addition to the country controls and industry fixed effects (at the ISIC3 level), are three firm controls that are usually correlated with leverage (See Rajan and Zingales 1995): the log of sales as a proxy for size, profitability defined as EBITDA (earnings before interest, taxes, depreciation, and amortization) over assets, and tangibility defined as tangible assets over total assets. For each firm, the time average of these variables is used.
Results are displayed in Table 8 . In terms of sales volatility, the dampening effect of financial development is confirmed. Note the weak effect of per capita GDP and other country variables in the regression, suggesting that financial development is, in fact, the main channel through which sales are smoothed. The firm variables are all statistically significant with the expected signs: Firms that are bigger, more profitable, and that produce more-tangible output have lower sales volatility. The difference from Compustat Global used are: sales (data 1), notes payable (data 96), accounts payable (data 97 and data 101), and total assets (data 89).
between more and less financially dependent industries is not significant at conventional levels in this case.
As was clear in the model, the volatility of debt per se does not say much about the exact mechanism through which financial development operates. Moreover, results
(not reported) show that the volatility of debt decreases with financial development instead of increasing according to the model. But this somewhat negative result is to be expected for two reasons. First, our measure of short-term debt includes trade credit, which is intimately related to sales; and this feedback may obscure the effect of financial development that we are seeking. Since sales volatility is reduced by financial development, trade-credit volatility is also reduced on average, driving down the volatility of short-term debt. Second, substitution of short-term debt for other sources of credit or hedging goes hand-in-hand with development, implying that the extra volatility may be seen in other accounts. In this regard, Demirgüç-Kunt and Maksimovic (1999) present evidence that firms in more-developed financial systems have proportionally less short-term debt.
Instead, the co-movement of debt and output is decisive in distinguishing between two possible explanations about financial development and volatility. As seen in columns 3 and 4 in Table 8 , financial development reduces the covariance of sales and debt-in other words, in financially developed countries borrowing co-varies more negatively with output. This can be interpreted as showing that the reduction in sales volatility is achieved by borrowing more when sales are down (and repaying when sales are up). The reduction in covariance is observed mostly among firms in financially dependent industries, which is what we would expect. In fact, financial development is significant only in this group as an explanatory variable.
The results with the correlations in columns 5 and 6 are in line with the results from the covariance and are even stronger. The correlation is a scaled covariance and is therefore independent of the volatilities of sales and debt and immune to the problems with the volatility of debt mentioned above. As a pure measure of co-movement, the correlation results say not only that debt and sales move more strongly in different directions in more financially developed countries than in less financially developed countries, but also that they do so more frequently. This is equivalent to saying that in financially developed countries borrowing is more countercyclical. Again, this result is present especially among the financially dependent industries, now with a difference that is statistically significant at the 1 percent level with respect to the other industries.
One notable thing about Table 8 is that economic development (proxied by per capita GDP) significantly increases the covariance and correlation of sales and debt. The fact that it has the opposite effect from that of financial development supports the idea that both the concepts and the mechanisms operating are distinct. These results, and all results in Table 8 , are robust to considering only the subsample of non-U.S. firms.
Firm-level evidence supports the idea that better financial systems not only provide more credit to enable faster growth, but also provide more credit when it is needed to smooth cash-flow shocks. The results are consistent with the previous industry evidence; nevertheless, they should be taken with caution because of data limitations. First, higher frequency data or longer time-series would be required in order to compute volatilities and covariances that are less noisy. Second, knowing more about the composition of short-term debt is necessary to derive definite conclusions.
Conclusions
Three main findings are reported in this paper. First, financial development reduces industrial volatility. Second, the reduction in production volatility comes mainly from a reduction in idiosyncratic volatility. As a corollary of this point, the correlations of industry output with GDP increase with financial development. Third, at the firm level, short-term debt is more negatively correlated with firm activity as financial development increases, suggesting that debt serves to smooth output.
This paper contributes primarily to the literature on financial constraints and to the ongoing debate about the impact of financial development on real activity. The main message is that a well-developed financial system is necessary to insure a stable Standard deviations of industrial output are computed using Baxter-King (BK) filtered data and log changes in panels A and B, respectively. The sample period is 1963 to 1999. Financial development is measured using average private credit over GDP of the country. The sample of industries is split in two according to whether they score above or below the median external-finance dependence. The third column in each panel shows the p-value of the test that the effect of financial development is stronger in industries with high financial dependence. This p-value is obtained from a regression that includes both groups of industries. Robust standard errors clustered by country are reported below the coefficients. Industry dummies are not reported. Significance (two-sided): * 10%, ** 5%, *** 1%. Standard deviations are computed using BK filtered data. The sample period is 1963 to 1999. Three measures of financial development are used: private credit over GDP, total capitalization over GDP, and private credit instrumented with legal variables. Results with the dummy for high external-finance dependence are also reported. The first set of results shows the interaction of financial development with financial dependence. The second set of results shows the interaction of financial development with a dumy for high financial dependence. The row "differential impact of 50-percentage-point increase in financial development" considers the differential effect over high-and low-dependence industries of increasing the corresponding measure of development by 50 percent of GDP; the effect is measured as percentage of the median volatility in the sample. Industry and country dummies are not reported. Robust standard errors clustered by country are reported below the coefficients. Significance (two-sided): * 10%, ** 5%, *** 1%. The Differential Effect of Financial Development over Industrial Output Volatility:
Alternative Interactions and Controls
The basic regression is the same as in Table 2 , but with the addition of different interaction effects. Standard deviations are computed using the BK filter. See the Appendix for the description of the variables. The row "differential impact of 50-percentage-point increase in financial development" considers the differential effect over high-and low-dependence industries of increasing private credit by 50 percent of GDP; the effect is measured as percentage of the median volatility in the sample. Industry and country dummies are not reported. Robust standard errors clustered by country are reported below the coefficients. Significance (two-sided): * 10%, ** 5%, *** 1%. Correlations of industrial output with GDP are computed using Baxter-King (BK) filtered data and log changes in panels A and B, respectively. The sample period is 1963 to 1999. Financial development is measured with average private credit over GDP of the country. The sample of industries is split in two according to whether they score above or below the median external-finance dependence. The third column in each panel shows the p-value of the test that the effect of financial development is stronger in industries with high financial dependence. This p-value is obtained from a regression that includes both groups of industries. Robust standard errors clustered by country are reported below the coefficients. Industry dummies are not reported. Significance (two-sided): * 10%, ** 5%, *** 1%. Correlations are computed using BK filtered data. The sample period is 1963 to 1999. Three measures of financial development are used: private credit over GDP, total capitalization over GDP, and private credit instrumented with legal variables. Results with the dummy for high external-finance dependence are also reported. The row "differential impact of 50-percentage-point increase in financial development" considers the differential effect over high-and low-dependence industries of increasing the corresponding measure of development by 50 percent of GDP; the effect is measured as percentage of the median correlation in the sample. Industry and country dummies are not reported. Robust standard errors clustered by country are reported below the coefficients. Significance (two-sided): * 10%, ** 5%, *** 1%. The basic regression is the same as in Table 6 , but with the addition of different interaction effects. Correlations are computed using the BK filter. See the Appendix for a description of the variables. The row "differential impact of 50-percentage-point increase in financial development" considers the differential effect over high-and low-dependence industries of increasing private credit by 50 percent of GDP; the effect is measured as percentage of the median correlation in the sample. Industry and country dummies are not reported. Robust standard errors clustered by country are reported below the coefficients. Significance (two-sided): * 10%, ** 5%, *** 1%. The sample period is 1991 to 2002. The dependent variables are: (A) Standard deviation of ∆log(sales/assets), (B) Covariance of ∆log(sales/assets) and ∆log(short term debt/assets), (C) Correlation of ∆log(sales/assets) and ∆log(short term debt/assets). Country controls include the log of per capita GDP, openness, and government expenditure. Firm controls include the average log of sales, average profitability and average tangibility for each firm during the sample period. Results are reported for two sub-samples of firms corresponding to industries with high and low financial dependence according to the Rajan-Zingales index. The last row reports the p-value of the test that the effect of financial development is larger (in absolute value) in the group of highly dependent firms. All firm variables are Winsorized at the 1% and 99% level. Industry dummies are not reported. Robust standard errors clustered by country-industry units are reported below the coefficients. Significance (two-sided): * 10%, ** 5%, *** 1%. 
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