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A theory for anomalous enhancement of NMR relaxation rate 1/T1T of
125Te toward zero temper-
ature observed in Pb1−xTlxTe (x=0.01) is presented on the idea of the charge Kondo effect of valence
skipping element Tl. It is found that such enhancement in 1/T1T is caused through enhancement
of the pair-hopping and inter-orbital interactions between 6s electrons localized on Tl site and con-
duction electrons doped in the hole band the semiconductor PbTe, which is the heart of the charge
Kondo effect. It is also found that the Knight shift is not influenced in the temperature region where
the relaxation rate is enhanced which is consistent with the experimental observation showing that
the Korringa relation is apparently broken.
1. Introduction
In the past decade, valence skipping phenomenon and related superconductivity have caused
revived attention since the charge Kondo effect and the superconductivity had been reported in
Pb1−xTlxTe (0.006 < x < 0.015).1) Since the valence state of Pb is Pb2+, the nominal valence of
Tl should be Tl2+. However, the doped atom Tl is known as a valence skipping element which takes
Tl1+ [(6s)0 configuration] or Tl3+ [(6s)2 configuration] but not Tl2+, implying that (6s)1 configuration
is skipped even though a nominal valence is Tl2+ as in a series of compounds.2) The logarithmic tem-
perature dependence in the resistivity ρ(T ) in the low temperature region (T < 10K), which is robust
against the magnetic field, and the occurrence of superconductivity were shown to be well explained
on the basis of the negative-U Anderson model,3) while fundamental properties of the negative-U
Anderson model had already been derived in the beginning of 1990s.4)
Recently, it has been shown by the numerical renormalization group (NRG) calculation that the
pair-hopping interaction Uph between the localized electron and extended conduction electrons can
give rise to the negative-U or valence skipping effect and the charge Kondo effect simultaneously.5)
More explicitly, it was shown that there exist two temperature (energy) scales T ∗ and TK (TK < T ∗),
with TK being the Kondo temperature of the present problem, i.e., at T < T
∗, (6s)1 state is excluded
(skipped) and (6s)0 and (6s)2 states are degenerate or the negative-U effect manifests itself, and at
∗miyake@toyotariken.jp
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T <∼ TK, the charge Kondo effect occurs forming the charge singlet state, like the Kondo-Yosida spin
singlet state. This origin of negative-U effect was new and quite different from a series of proposals
which had already been given,6–11) while its origin still remains as an active subject.12) Since there
exists no magnetic ions in Tl doped PbTe, it is reasonable to expect that the two-fold charge degrees
of freedom of Tl ion, Tl1+ and Tl3+, is the origin of Kondo like behavior in the resistivity so that it was
called the charge Kondo effect.1, 3, 4)
Quite recently, temperature dependence of NMR relaxation rates 1/T1T of
125Te of Pb1−xTlxTe
were reported to exhibit diverging increase below T = 10 K for the sample x ≃ 0.01 [ref. 13] which
shows the charge Kondo effect in the resistivity and the superconductivity in the lower temperature re-
gion T <∼ TK.1) This is non-trivial because elements consisting of this compound are all non-magnetic
ones, which suggests that the enhancement of 1/T1T may give another smoking gun for the valence
skipping or the negative-U effect to play a crucial role in this compound. It was also reported that the
Knight shift of 125Te is not influenced in the same temperature region, T ∼ TK, where the relaxation
rate is enhanced. This is another mystery in the sense that the Korringa relation is apparently broken.
The purpose of the present paper is to clarify how the charge Kondo effect can give rise to the
diverging behavior in 1/T1T across the Kondo temperature TK, reinforcing that the charge Kondo
effect is the origin of anomalous properties observed in Pb1−xTlxTe (0.006 < x < 0.015). Organization
of the paper is as follows. In Sect. 2, a formulation for discussing the relaxation rate 1/T1T is given
on the basis of the charge Kondo effect due to the pair-hopping interaction Uph. In Sect. 3.1, it is
shown the anomalous behaviors in the 1/T1T arises from the first order process in the renormalized
pair-hopping interaction Uph(T ) by the charge Kondo effect at T >∼ TK. In Sect. 3.2, it is also shown
that the 1/T1T is similarly influenced by the renormalized inter-orbital interaction Udc(T ) between
the localized electron and extended conduction electrons. As a result, it is shown in Sect. 3.3 that the
anomalous temperature dependence of 1/T1T observed in Pb1−xTlxTe (x = 0.01) is explained by these
effects. On the other hand, in Sect. 4, it is shown that the charge Kondo effect does not influence the
temperature dependence in the Knight shift at T ∼ TK where the relaxation is enhanced by its effect.
In Sect. 5, brief discussions are given on the temperature dependence in the 1/T1T at TK ∼ T ≪ T ∗,
and the difference in the relaxation rate 1/T1T arising from the original (magnetic) Kondo effect.
2. Formulation
An effective model including the Coulomb interaction between the conduction electron and local-
ized 6s orbital (denoted by d for manifesting the relation with the s-d model) is given as5)
H0 = Hc +Hd +Hdc +Hph +Hhyb, (1)
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where the first term is for the conduction electron, the second term is for 6s electrons, and the third
and forth terms are for the Coulomb interactions Udc and the pair-hopping interaction Uph between
conduction electron and localized 6s electrons. Explicit expression of these terms are given as
Hc ≡
∑
kσ
ǫkc
†
kσ
ckσ, (2)
Hd ≡ ǫd
∑
σ
ndσ, (3)
Hdc ≡ Udc
∑
kσ
c
†
kσ
ckσndσ′ , (4)
Hph ≡ Uph
∑
kk′
(
d
†
↑d
†
↓ck↓ck′↑ + h.c.
)
, (5)
Hhyb ≡ Vdc
∑
kσ
(c
†
kσ
dσ + h.c.), (6)
where ndσ ≡ d†σdσ is the number operator of the localized 6s electrons. Hereafter, the origin of energy
is taken as the Fermi energy of conduction electrons ǫF, the chemical potential at T = 0, and the
temperature T is assumed to be low enough compared to ǫF, i.e., T ≪ ǫF.
As discussed in Ref. 5, the pair-hopping interaction Uph can stabilize the valence skipping state
and cause the charge Kondo effect under certain condition. The origin of this phenomenon can be
understood intuitively if we note that the Uph is transformed to the pseudo-spin flipping exchange
interaction (the origin of the Kondo effect) by the particle-hole transformation for the annihilation
operators d↓ and ck↓ as shown explicitly in Appendix.
The NMR relaxation rate 1/T1 is given by the Moriya formula as
14)
1
T1T
= A2
1
ω
ImΓR(ω + iδ), (7)
where A is the hyper-fine coupling constant between electron and nuclei, and Γ(iων) is the transverse
spin susceptibility of conduction electrons at certain Te site where NMR relaxation is observed and
has several contributions, in general. The Γph(iω) arising from the lowest order process in Uph is given
by the Feynman diagram shown in Fig. 1 and its vertical inversion as follows:
Γph(iων) = 2V
2
dcT
2
∑
εn
UphGc(ri j, iεn)Gc(ri j, iεn + iων)Gc(ri j,−iεn)Gc(ri j,−iεn + iων)
×Gd(−iεn + iων)Gd(iεn), (8)
where we have used the property Gc(−ri j, iεn) = Gc(ri j, iεn) etc., and the factor 2 arises from the
diagrams of the vertical inversion. The expression [Eq. 8] is verified by the Wick decomposition as〈
Tτ
[
c¯i↑(τ)ci↓(τ)(−Uph)d¯i↑(τ′)d¯i↓(τ′)c j↓(τ′)c j↑(τ′)c¯i↓(τ′′)ci↑(τ′′)
]〉
= Uph〈Tτc j↑(τ′)c¯i↑(τ)〉〈Tτc j↓(τ′)c¯i↓(τ′′)〉〈Tτci↓(τ)d¯↓(τ′)〉〈Tτci↑(τ′′)d¯↑(τ′)〉 (9)
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The reason why the Green functions with ∓iεn and ±iεn + iων are paired in Fig. 1 is based on the fact
that the Kondo-like renormalization enhancing the pair-hopping interaction Uph arises for the annihi-
lation process of pair of conduction electrons with iεn and −iεn as discussed in Appendix. Namely, the
expression [Eq. (8)] is regarded as the most divergent part when Uph divergently grows for the elestic
scattering channel by the charge Kondo effect as decreasing temperature. This treatment of extracting
the most divergent contribution is analogous to that adopted in the problem of estimating the effect of
superconducting fluctuations to the conductivity near the superconducting transition point.15–17) The
renormalization of Uph for a specified localized electron arises through the higher order terms in Uph
as in the conventional Kondo effect, and can be performed by the renormalization group (RG) method
such as the poorman’s scaling approach as discussed below.18) On the other hand, the higher order
terms in Uph among different localized electrons are higher order in the impurity concentration and
are safely neglected in the present case where the concentration of Tl impurity is small about 10−2.
Fig. 1. Feynman diagram giving the NMR longitudinal relaxation rates 1/T1T at Te (ri) site in the lowest
order with respect to the pair-hopping interaction Uph. Wavy line represents Uph at Tl (r j) site. Solid lines
with arrow and dashed lines with arrow represent the Matsubara Green function of conduction electrons
of conduction band (in hole picture) and 6s electron at Tl site, respectively. Filled squares represent the
hybridization Vdc between conduction electrons and 6s electron at Tl site.
As shown in Appendix, the Green function of the conduction electrons Gc(r, iεn) is expressed by
a spectral representation as
Gc(r, iεn) =
∫ ∞
−∞
dy
ρ(r, y)
iεn − y
, (10)
with a spectral function
ρ(r, y) = NF
e−(r/2ℓ)
kFr
sin
[√
y
ǫF
+ 1 (kFr)
]
θ(y + ǫF) θ(ǫc − y), (11)
where NF ≡ mkF/2π2 is the density of states of conduction electrons at the Fermi level, and ǫF and
ǫc are the Fermi energy of conduction electrons and the energy cutoff of the conduction band in the
hole (check) picture and a mean-free path due to the impurity scattering,23) respectively. In the limit
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kFr ≪ 1, the spectral function takes a form as
ρ(r, y) ≈ mkF
2π2
e−(r/2ℓ)
√
y
ǫF
+ 1 θ(y + ǫF) θ(ǫc − y). (12)
The Green function of localized electron at valence-skipping site, i.e., Tl site, is given by
Gd(iεn) =
1
iεn − ǫd
(13)
where ǫd is the energy level of localized electron measured from the chemical potential.
3. NMR Relaxation Rate at T >
∼
TK
3.1 Effect of pair-hopping interaction
In this subsection, the NMR relaxation rate triggered by the pair-hopping interaction Uph. As
shown in Appendix, ImΓR(ω + iδ) is given by
ImΓRph(ω + iδ) = −
2πV2
dc
TUph
ǫ2
d
∫ ∞
−∞
dy4
[
th
(
y4 − ω
2T
)
− th y4
2T
]
×
[
ρ(ri j, y4 + ω)ρ(ri j,−y4 + ω)G′Rc (ri j,−y4)G′Rc (ri j, y4)
]
. (14)
Therefore, to the leading order in ω and in the low temperature limit, T ≪ ǫF, ImΓR(ω + iδ)/ω is
expressed in a compact form as
ImΓRph(ω + iδ)
ω
≈ 4πV
2
dc
TUph
ǫ2
d
[
ρ(ri j, 0)G
′R
c (ri j, 0)
]2
. (15)
With the use of definition Eq. (11) for the spectral function ρ(r, y), ρ(r, 0) is given by
ρ(r, 0) = NF
e−(r/2ℓ)
kFr
sin (kFr), (16)
and an explicit form of G′Rc (r, ε) is given by
G′Rc (r, ε) = NF
e−(r/2ℓ)
kFr
∫ ǫc
−ǫF
dy sin
[√
y
ǫF
+ 1 (kFr)
]
1
ε − y . (17)
Therefore, G′Rc (r, 0) is expressed as
G′Rc (r, 0) = −NF e−(r/2ℓ)J(kFr), (18)
with a function defined as
J(kFr) ≡ 1
kFr
∫ ǫc
−ǫF
dy sin
[√
y
ǫF
+ 1 (kFr)
]
1
y
. (19)
The result of numerical integration in Eq. (19) is shown in Fig. 2 for a series of (ǫc/ǫF)s.
Substituting Eqs. (16) and (17) into Eq. (15), the NMR relaxation rate (1/T1T )ph [Eq. (7)] in the
low temperature limit (T ≪ ǫF) is given by(
1
T1T
)
ph
≈ A2 4π(VdcN
2
F
)2TUph
ǫ2
d
e−(r/ℓ)
[
sin(kFr)
kFr
J(kFr)
]2
. (20)
This formula offers the basis for discussing anomalous enhancement of the relaxation rate 1/T1T in
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Fig. 2. J(kFr) for a series of (ǫc/ǫF)s.
the region T >∼ TK.
In the limit kFr ≪ 1, the integration with respect to y in Eq. (19) is given by
J(kFr) ≃ 2
√
ǫF
ǫc
+ 1 + log
∣∣∣∣∣∣
√
ǫc + ǫF − √ǫF√
ǫc + ǫF +
√
ǫF
∣∣∣∣∣∣ , (21)
as shown in Appendix. On the other hand, in the limit kFr ≫ 1, the asymptotic form of J(kFr) is given
as
J(kFr) ≈ 1
kFr
π cos (kFr), (22)
as shown in Appendix. Note that the asymptotic form shown in Fig. 2 is consistent with the re-
sult [Eq. (22)]. Therefore, in the limit kFr ≫ 1, 1/T1T given by Eq. (20) is in proportion to
e−(r/ℓ)[sin (2kFr)/(kFr)2]2.
According to the result based on the NRG calculation,5) the renormalized pair-hopping interaction
Uph, owing to the impurity charge Kondo effect, is expected to exhibit a diverging T dependence as
T decreases. This is because, as shown in Appendix, the Uph is transformed to the spin exchange
interaction by the particle-hole transformation for the down spin component of both localized (d)
and conduction electrons, so that it is enhanced in parallel to the magnetic Kondo effect. Indeed, the
renormalization of Uph up to the second order in Uph and Udc is given by the Feynman diagrams
shown in Fig. 3(a). Similarly, that of Udc is given by the Feynman diagram shown in Fig. 3(b). These
processes are formally the same as those appearing the magnetic Kondo problem because Uph and Udc
correspond to J⊥/2 and Jz/4 in the anisotropic s-d model, respectively, in the mapped world by the
6/30
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transformations [Eqs. (A·1) and (A·2)] as discussed in Appendix.
Fig. 3. Feynman diagram for the renormalization of (a) the pair-hopping interaction Uph and (b) the inter-
orbital interaction Udc, up to the second order in in Uph and Udc. These are formally the same as those in
the anisotropic s-d model.
In order to take into account a series of higher order corrections with respect to Uph and Udc,
it is useful to rely on RG approaches in general. Here, we adopt the one-loop order (or poorman’
scaling) approximation.18) As shown in Apendix [Eq. (G·8)], the T dependent renormalized pair-
hopping interaction Uph(T ) [≡ y⊥(T )/2NF] is given as
Uph(T ) =
1
2NF log(T/TK)
, (23)
and has the logarithmic T dependence, in the high temperature region at T >∼ TK, like
Uph(T ) ≈ U0ph − 4NFU0phU0dc log
T
E0c
, (24)
where U0
ph
and U0
dc
are the bare pair-hopping and inter-orbital interactions, respectively, and E0c is
the bare bandwidth of conduction electrons. On the other hand, Uph(T ) exhibits divergent behavior
toward T = TK as Uph(T ) ≈ U0ph/ log(T/TK) in the one-loop order RG approximation. Replacing Uph
7/30
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in Eq. (20) by Uph(T ) [Eq. (23)], the NMR relaxation rates (1/T1T )ph at Te site (r) is given by(
1
T1T
)
ph
≈ A2 4π(VdcNF)
2
ǫ2
d
e−(r/ℓ)
[
sin(kFr)
kFr
J(kFr)
]2
TUph(T ). (25)
The procedure of replacing the bare pair-hopping interaction U0
ph
by the renormalized one Uph(T )
may be justified by the expression [Eq. (14)] in which major contribution comes from the conduction
electrons with the energy y4 <∼ T . Equation (25) is one of central results of the present paper. Namely,
the NMR relaxation rates 1/T1T at Te sites near the Tl site should exhibit pronounced increase as T
decreases toward the Kondo temperature TK of the charge Kondo effect. This result is a signature
of the diverging increase in the NMR relaxation rate 1/T1T of
125Te of Pb1−xTlxTe observed below
T = 10 K for the sample x ≃ 0.01 in Ref. 13. The result is expected to remain essentially valid if we
adopt more solid calculations, such as the NRG calculation,5) because the diverging behavior in the
renormalized pair-hopping interaction Uph toward T = TK is still expected as discussed in the end of
the present section.
Concluding this subsection, it should be remarked that there exist higher order corrections in Uph
to the diagram shown in Fig. 1 which is essentially independent of the Kondo-like renormalization on
the pair-hopping interaction Uph itself given by the vertical processes shown in Fig. 3(a). For example,
such a next order correction ∆Uph(iων) to Uph in Fig. 1 (in the horizontal direction) is given by Fig. 4
whose analytic expression is
∆Uph(iων) = −U2phT
∑
εn′′
Gd(iεn′′ + iων)Gd(−iεn′′)
= −U2ph
1
2ǫd − iων
tanh
(
ǫd
2T
)
, (26)
where the minus sign arises from the order of perturbation expansion with respect to Uph compared
to the first order term in Uph given by Fig. 1. After analytic continuation iων → ω + iδ, ∆URph(ω + iδ)
is reduced to
∆URph(ω + iδ) = −U2ph
1
2ǫd
tanh
(
ǫd
2T
)
, (27)
where we have used the relation δ(ω − ǫd) = 0 which holds at ω ∼ 0. This correction is negative and
gives the suppression of the effect of the pair-hopping interaction in contrast to the enhancement by
the Kondo-like renormalization given by the vertical processes shown in Fig. 3. This kind of counter
renormalization effect is a general aspect of the Kondo effect in which the effect of the divergent
increase of the effective exchange coupling constant J finally becomes inactive because of the Kondo-
Yosida singlet formation24, 25) by the divergent exchange coupling constant itself.18) Indeed, it was
demonstrated that the vertex correction for the spin susceptibility is crucial to obtain the Korringa
relation characteristic of the local Fermi liquid property in multi orbital d-electron impurity Anderson
8/30
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model.27) However, such an effect of renormalization becomes crucial only at T < TK where the
Kondo-Yosida singlet state is formed. Therefore, it plays minor roles in the region T >∼ TK where the
diverging T dependence in 1/T1T is observed.
Fig. 4. Feynman diagram giving the NMR longitudinal relaxation rates 1/T1T at Te (ri) site in the second
order in the pair-hopping interaction Uph. Notations are the same as those of Fig. 1
3.2 Effect of inter-orbital interaction
In this subsection, the NMR relaxation rate triggered by the inter-orbital interaction Udc. Although
it was demonstrated that the pair-hopping interaction Uph enhances the NMR relaxation rate toward
T = TK, it is crucial to note that the inter-orbital interaction Udc is also renormalized (enhanced) by
the charge Kondo effect, as shown in Appendix [Eq. (G·9)], and the T dependent Udc(T ) also has the
logarithmic T dependence in the high temperature region T >∼ TK as
Udc(T ) ≈ U0dc − NF(U0ph)2 log
T
E0c
, (28)
and exhibits divergent behavior toward T = TK as Udc(T ) ≈ 1/[4NF log(T/TK)] in the one-loop order
RG approximation, like in Eq. (23) as shown in Appendix . Therefore, we have to keep the relaxation
processes caused by the effect of Udc. There are three types of processes causing the relaxation in the
first order in Udc. One of them is given by the Feynman diagram shown in Fig. 5 or its vertical inver-
sion. This is a type of vertex correction to the local magnetic susceptibility of conduction electrons
at certain Te site. Corresponding to the expression [Eq. (8)], the analytic expression for the function
ΓdcV(iων) for this correction is given by
ΓdcV(iων) =
2V2
dc
ǫ2
d
T 2
∑
εn
Udc
[
Gc(ri j, iεn)Gc(ri j, iεn + iων)
]2
, (29)
where we have used the property Gc(−ri j, iεn) = Gc(ri j, iεn) etc., and the factor 2 arises from the
diagram of the vertical inversion.
Other types of processes causing the relaxation are given by the Feynman diagrams shown in Figs.
6(a) and (b) and Figs. 7(a) and (b). These are a type of the self-energy corrections to the conduction
9/30
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Fig. 5. Feynman diagram giving the NMR longitudinal relaxation rates 1/T1T at Te (ri) site in the lowest
order with respect to the inter-orbital interaction Udc which corresponds to that given by Fig. 1. Other
notations are the same as in Fig. 1.
electrons. It is easy to see that the contribution from Figs. 7(a) and (b) are twice of that from Figs.
6(a) and (b), due to spin degrees of freedom, with negative sign due to the extra Fermion-loop factor
(−1). Therefore, the analytic expression for the function ΓdcS(iων) corresponding to diagrams shown
in Figs. 6(a) and (b) and Figs. 7(a) and (b) is given as
ΓdcS(iων) = −
2V2
dc
ǫ2
d
T 2
∑
εn
Udc
{
[Gc(ri j, iεn)]
2Gc(0, iεn)Gc(0, iεn − iων)[Gd(iεn)]2
+[Gc(ri j, iεn)]
2Gc(0, iεn)Gc(0, iεn + iων)[Gd(iεn)]
2
}
, (30)
where the first and second terms are for the Figs. 6(a) and (b), respectively, and the factor 2 arises from
the diagrams of the mirror inversion.
Performing calculations similar to that obtaining the expression Eq. (14) for ImΓR
ph
(ω + iδ), the
expression of ImΓR
dcV
(ω + iδ) is given, to the leading order in ω, as
ImΓRdcV(ω + iδ) = −
4πωV2
dc
TUdc
ǫ2
d
∫ ∞
−∞
dy
∂
∂y
(
th
y
2T
) [
ρ(ri j, y)G
′R
c (ri j, y)
]2
. (31)
Then, in the low temperature limit (T ≪ ǫF), the ImΓRdcV(ω + iδ)/ω is reduced to a compact form as
ImΓRdcV(ω + iδ)
ω
≈ −8πV
2
dc
TUdc
ǫ2
d
[
ρ(ri j, 0)G
′R
c (ri j, 0)
]2
. (32)
This term has the same form as Eq. (15) giving ImΓR
ph
(ω + iδ)/ω with Uph being replaced by −Udc.
Therefore, it has an effect that Uph in Eq. (15) is replaced by (Uph − 2Udc).
Similarly, the expression of ImΓR
dcS
(ω + iδ) is given, to the leading order in ω, as
ImΓRdcS(ω + iδ) =
2πωV2
dc
TUdc
ǫ2
d
∫ ∞
−∞
dy3
∂
∂y3
(
th
y3
2T
) [
ρ(0, y3)G
′R
c (ri j, y3)
]2
. (33)
Here, we have left only the contribution from the energy conservation processes of particle-hole pairs
of conduction electrons between the site of localized d state (associated with the Fock type pro-
cess) and free conduction electrons. Such a contribution arises from the combination of Gc(0, iε) and
10/30
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Fig. 6. Feynman diagram giving the NMR longitudinal relaxation rates 1/T1T at Te (ri) site in the lowest or-
der with respect to the inter-orbital interactionUdc which corresponds to a Fock type self-energy correction.
Other notations are the same as in Fig. 1.
Gc(0, iε ± iων) in the expression Eq. (C·8). On the other hand, we have discarded contributions aris-
ing from the combination of Gc(ri j, iε) and Gc(0, iε ± iων) in which the inter-orbital interaction Udc
works to renormalize the local level of conduction electrons at the site of localized d state, because
the level shift of conduction electrons there could be absorbed in the chemical potential that should be
maintained as constant in space. In the same sense, we have not taken into account the contribution
from Feynman diagram that is obtained by replacing a closed loop in Figs. 7(a) by that of purely the
localized d electron. This procedure of calculation is based on the physical picture similar to that
behind the Thomas-Fermi screening argument in which the number density of conduction electrons
changes so as to maintain the chemical potential as uniform in space even though the energy level
of the conduction electrons is modified by the external electric charge.19) The validity of this way of
calculation is also reinforced by the fact the latter contributions vanish in the case of uniform system
in which the wave vector representation can be used.
Then, in the low temperature limit (T ≪ ǫF), the ImΓRdcS(ω + iδ)/ω [Eq. (33)] is reduced to a
compact form as
ImΓRdcS(ω + iδ)
ω
≈ 4πV
2
dc
TUdc
ǫ2
d
[
ρ(0, 0)G′Rc (ri j, 0)
]2
. (34)
Substituting the expressions for ρ(0, 0) [Eq. (16)] andG′Rc (ri j, 0) [Eq. (18)] and replacing the bare inter-
orbital interaction U0
dc
by the renormalized one, Udc(T ) [Eq. (G·9)], the relaxation rate (1/T1T )dcS [Eq.
11/30
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Fig. 7. Feynman diagram giving the NMR longitudinal relaxation rates 1/T1T at Te (ri) site in the lowest
order with respect to the inter-orbital interaction Udc which corresponds to a Hartree type self-energy
correction. The summation with respect to spin component σ =↑ and ↓. Other notations are the same as in
Fig. 1.
(7)] is given as (
1
T1T
)
dcS
≈ A2 4π(VdcNF)
2
ǫ2
d
e−(r/ℓ) [J(kFr)]2 TUdc(T ). (35)
This formula is another central results of the present paper and offers us the basis for discussing
anomalous behavior of the relaxation rate 1/T1T in the region T ∼ TK.
3.3 Short summary for NMR relaxation rate
The total relaxation rate (1/T1T ) is given by the sum of (1/T1T )ph [Eq. (25)], (1/T1T )dcV [Eq.
(32)], and (1/T1T )dcS [Eq. 35)] as follows:
1
T1T
≈ A2 4π(VdcNF)
2
ǫ2
d
e−(r/ℓ)
[
sin(kFr)
kFr
J(kFr)
]2
T
[
Uph(T ) − 2Udc(T )
]
12/30
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+A2
4π(VdcNF)
2
ǫ2
d
e−(r/ℓ) [J(kFr)]2 TUdc(T ), (36)
where we have used back the expressions of Uph(T ) [Eq. (G·8)] and Udc(T ) [Eq. (G·9)]. Since Uph
and Udc correspond to J⊥/2 and Jz/4, respectively, as discussed in Appendices and , the ratio of
[Uph(T ) − 2Udc(T )] in the first term of Eq. (36) and Uph(T ) approaches zero toward T = TK as
decreasing temperature. Therefore, the first term gives less divergent behavior compared to the second
term. On the other hand, the second term in Eq. (36) exhibits pronounced increase as T decreases,
toward T = TK from the region T >∼ TK, through the T dependence of TUdc(T ) (in dimensionless
form) shown in Fig. 8 in which the T dependence of Udc(T ) is given by the the one-loop order RG (or
poorman’s scaling) approximation as
Udc(T ) =
1
4NF log
T
TK
. (37)
(See Eq. (G·10) for yz and definition of Udc(E) ≡ yz/4NF in Appendix ). Of course, the result of
poorman’s scaling ceases to be valid very near T = TK. Nevertheless, it would give an increasing
tendency of TUdc(T ) around T = TK. The dotted line in Fig. 8 shows an expected T dependence of
TUdc(T ) at T <∼ TK, which is reasonable considering that the increasing tendency of TUdc(T ) already
begins to appear at T ≃ 2.7TK, i.e., from far higher temperature than TK, and that the divergent T
dependence in Udc(T ) at T ≪ TK works to suppress the Curie like divergence (∝ 1/T ) of localized
electron when entering into the local Fermi liquid state26) in which the Kondo-Yosida charge singlet
state is formed as in the case of magnetic Kondo problem.27) Since the divergent part in 1/T1T [Eq.
(36)] is in proportion to TUdc(T ), this theoretical result for 1/T1T qualitatively explains the anomalous
temperature dependence of 1/T1T observed in Pb1−xTlxTe (x ≃ 0.01) reported by Ref. 13. However,
of course to obtain quantitative result for the T dependence in 1/T1T at T <∼ TK, we need perform
more solid calculations, such as numerical renormalization group method,5) which is left for future
study.
Concluding this section, it is remarked that the present relaxation mechanism is quite different
from the case of magnetic Kondo impurity in which 1/T1T is essentially in proportion to J
2
⊥ as dis-
cussed in Ref. 20. This difference is traced back to the difference in the order of perturbation process
giving the relaxation rates. In the present case, 1/T1T is given by the first order process in the pair-
hopping interaction Uph and the inter-orbital interaction Udc, while that in the case of magnetic Kondo
impurity is given by the second order process in the s-d exchange interaction J⊥ causing the spin-flip
process, as discussed in Ref. 20
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Fig. 8. 4NFTUdc(T )/TK vs T/TK with TK being the Kondo temperature in the one-loop order RG (poorman’s
scaling) approximation [Eq. (D·2)]. Dotted line is a guide to the eyes for a qualitative behavior expected in
exact treatment beyond poorman’s scaling solution as discussed in the text.
4. Knight Shift at T >
∼
TK
One probably tends to expect that the anomalous behavior in the relaxation rate 1/T1T discussed
in the previous section should be manifested also in the Knight shift. However, this is not the case
as discussed below. The lowest order contribution to the Knight shift with respect to the inter-orbital
interaction Udc arises from the process given by the Feynman diagram shown in Fig. 9 and its mirror
inversion with respect to Udc where we have retained only the elastic scattering processes without
change of the Matsubara frequencies following the argument justifying the distribution of the Mat-
subara frequencies in Fig. 1. We have also discarded the type of processes of selfenergy correction of
conduction electrons because these effect is absorbed in the chemical potential as discussed in Sect.
3.2. Note that the pair-hopping interaction Uph does not contribute to the the Knight shift because the
Uph is associated with spin-flip processes of conduction electrons.
In parallel to the expression of the relaxation rate [Eq. (7)], the extra contribution to Knight shift
∆K from the charge Kondo effect is given by
∆K = A
1
2
Re
[
χR↑↑(ri j, iδ) − χR↑↓(ri j, iδ)
]
, (38)
where χR
σσ′(ri j, ω + iδ) is the retarded function of χσσ′(iων) given by the Feynman diagram shown in
Fig. 9 and its mirror inversion with respect to Udc. Its explicit form is given as follows:
χσσ′(ri j, iων) = −2V2dcMσσ′(ri j, iων) (39)
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Fig. 9. Feynman diagram giving one of the responses that is diagonal in spin space in the lowest order process
in Udc. The other diagram is that given by mirror inversion with respect to Udc.
where the minus sign arises from the factor (+1) reflecting even number of exchanges of fermion oper-
ators in theWick theorem giving a factor (+1) and the (−1) associated with the first order perturbation,
and M↑↑(ri j, iων) is defined by
Mσσ′(ri j, iων) ≡ T 2
∑
εn,εn′
UdcGc(ri j, iεn)Gc(ri j, iεn + iων)Gc(ri j, iεn′)Gc(ri j, iεn′ + iων)
×Gd(iεn′ + iων)Gd(iεn′). (40)
where we have used the property Gc(−ri j, iεn) = Gc(ri j, iεn) etc. The expression [Eq. 40] is verified
by the Wick decomposition for M↑↓ as〈
Tτ
[
c¯i↑(τ)ci↑(τ)(−Udc)d¯i↓(τ′)d¯i↓(τ′)c¯ j↑(τ′)c j↑(τ′)c¯i↓(τ′′)ci↓(τ′′)
]〉
= −Udc〈Tτci↑(τ)c¯ j↑(τ′)〉〈Tτci↑(τ)c¯ j↑(τ′)〉〈Tτci↑(τ′′)d¯↑(τ′)〉〈Tτd↑(τ′)c¯i↑(τ′′)〉, (41)
and the expression [Eq. 40] is verified by the Wick decomposition M↑↑ as〈
Tτ
[
c¯i↑(τ)ci↑(τ)(−Udc)d¯i↑(τ′)d¯i↑(τ′)c¯ j↑(τ′)c j↑(τ′)c¯i↑(τ′′)ci↑(τ′′)
]〉
= −Udc〈Tτci↑(τ)c¯ j↑(τ′)〉〈Tτci↑(τ)c¯ j↑(τ′)〉〈Tτci↓(τ′′)d¯↓(τ′)〉〈Tτd↓(τ′)c¯i↓(τ′′)〉. (42)
Note that Mσσ′(ri j, iων) is independent both of σ and σ
′. Therefore, the correction to the Knight
shift [Eq. (38)] cancels as far as the diverging term through the renormalization of Udc(T ) is concerned,
in contrast to the case of the relaxation rate 1/T1T which shows sharp increase in the temperature re-
gion T >∼ TK. This result is reasonable considering that the two configurations of localized electrons,
(6s)0 and (6s)2, are both magnetically inert so that they give no static effect on the surrounding con-
duction electrons, which is consistent with experimental observation.13) In this sense, the so-called
Korringa relation is apparently broken.
It is interesting to note that such breaking down of the Korring relation is also realized in f2-based
heavy fermion metals with a singlet crystalline-electric-field ground state such as UPt3.
28, 29) Indeed,
in UPt3, the Knight shift decrease across the the superconducting transition is not enhanced but is
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comparable to that of Pr metals,30) while the relaxation rate 1/T1 is highly enhanced in accordance with
the mass enhancement observed in the specific heat measurement.31) The physical interpretation of this
phenomenon is as follows: The enhancement in the effective mass of the quasiparticles of f1 state is
compensated by the probability of making such f1 states by breaking the f2 singlet crystalline-electric-
field ground state, leading to the unenhanced magnetic susceptibility, while the relaxation process of
existing magnetization caused by quasiparticles polarization is free from such a compensation.
On the other hand, the local charge susceptibility χcharge = 2[χ
R
↑↑(ri j, iδ) + χ
R
↑↓(ri j, iδ)] is given by
χcharge = −4V2dcT 2
∑
εn,εn′
Udc
[
Gc(ri j, iεn)
]2 [
Gc(ri j, iεn′)Gd(iεn′)
]2
, (43)
and is subject to the suppression through the enhancement of Udc by the charge Kondo effect because
the summand with respect to εn is even in εn and is not vanishing but remaining a positive value
in the limit εn → 0. Note that, in the mapped world by the transformations [Eqs. (A·1) and (A·2)]
(as discussed in Appendix), the Udc corresponds to Jz/4 in the anisotropic s-d model, so that the
Udc is enhanced together with Uph by the charge Kondo effect as explicitly shown in Appendix.
6)
Therefore, the charge susceptibility χcharge is suppressed by the charge Kondo effect. This result is
physically reasonable considering that the repulsive Coulomb inter-orbital interaction Udc should work
to suppress the charge fluctuation in general. It can be confirmed experimentally in principle in one
form or another.
5. Summary
We have shown that the anomalous NMR response observed in Pb1−xTlxTe (x ∼ 0.01) can be
explained by the charge Kondo effect which is caused by the pair-hopping interaction Uph and the
inter-orbital interaction Udc between localized orbital on Tl and conduction electrons doped in the
semiconductor PbTe. Sharp increase observed in the NMR relaxation rate 1/T1T of
125Te at T < 10K
can be understood essentially as the increase of Uph and Udc due to Kondo-like renormalization in the
region T >∼ TK because Uph and Udc can mediate the spin-flip of conduction electrons as shown in
Fig. 1, and Figs. 5, 6, and 7, respectively . We have also shown that the normal behavior of the Knight
shift K at the same temperature region T < 10K can be understood on the same formalism because
Uph does not mediate the diagonal response of the spin susceptibility and the effect of Udc cancels in
the spin susceptibility, although Udc exhibits divergent increase toward T = TK together with Uph. In
this sense, the Korringa relation is apparently broken in the system with the charge Kondo effect.
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Appendix A: Equivalence of Pair-Hopping and Inter-orbital Interactions to Pseudo-Spin Ex-
change Interactions
Here we discuss why the pair-hopping interaction Uph is enhanced in the scattering channel
iεn → −iεn, shown in Figs. A·1 and D·1. The reason why it is enhanced by the charge Kondo ef-
fect is understood intuitively by the fact that the pair-hopping interaction is mapped to that of spin-
flipping interaction, i.e., the heart of the Kondo interaction, by the canonical transformation for both
the localized electron d and conduction electrons with ↓ spin and ↑ spin as
d
†
↓ → d˜↓ and c†k↓ → c˜k↓, (A·1)
d
†
↑ → d˜
†
↑ and c
†
k↑ → c˜
†
k↑. (A·2)
This is a variant of the canonical transformation introduced by Shiba.21, 22) Namely, by the transfor-
mations [Eqs. (A·1) and (A·2)], the pair-hopping interaction is mapped as follows:
Uph
∑
k,k′
(
d
†
↑d
†
↓ck↓ck′↑ + h.c.
)
→ Uph
∑
k,k′
(
d˜
†
↑ d˜↓c˜
†
k↓c˜k′↑ + h.c.
)
≡ Uph
(
S˜ +d S˜
−
k,k′ + h.c.
)
. (A·3)
Therefore, the pair-hopping interaction Uph, which is equivalent to J⊥/2 in the anisotropic s-d model18)
is enhanced by the Kondo effect in the mapped world. The spin-flipping exchange interaction Uph in
the mapped world is represented by the Feynman diagram shown in Fig. A·1(a), while the pair-hopping
interaction Uph in the original world is given by the Feynman diagram shown in Fig. A·1(b). Note that
the Matsubara frequency of the conduction electrons with ↓ spin has the opposite sign of that of the
↑ spin because the direction of propagation in the imaginary time is opposite. Namely, the elastic
scattering with iεn → iεn in the mapped world causing the Kondo effect corresponds to the scattering
with iεn → −iεn in the original world. This is the reason why the process shown in Fig. 1 is selectively
enhanced.
By the transformation [Eqs. (A·1) and (A·2)], the spin dependent density of states (DOS), Dσ(ε),
of conduction electrons and localized d electron change from that shown in Fig. A·2(a) to that in Fig.
A·2(b). Namely, symmetry with respect to ↑ and ↓ spins is broken. Nevertheless, the Kondo effect is
possible if the finite DOS of conduction electrons remain at the Fermi level and the energy level of
localized electron with ↑ and ↓ spins are degenerate, i.e., ǫd = −ǫd − Udc, as shown in Fig. A·2. The
latter condition is satisfied in the negative-U Anderson model for rather wide doping rates of negative-
U ions as discussed in ref. 4. It was also shown by the present authors5) that the negative-U effect
is realized in the model described by the Hamiltonian [Eq. (1)]. In this sense, it is assured that the
condition for zero magnetic field on the localized electron is satisfied in a self-consistent fashion.
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Fig. A·1. (a) Feynman diagram representing the pair-hopping process in the original world, and (b) Feynman
diagram representing the spin-flipping exchange process in the mapped world by the canonical transfor-
mation [Eqs. (A·1) and (A·2)]. Wavy line represents the pair-hopping interaction Uph, lines with arrow
represent the Green function of conduction electrons in the original world, and double lines represent that
in the mapped world. Dashed lines with arrow denote the Green functions of the localized electron d both
in original and mapped worlds.
Fig. A·2. Spin dependent DOS, Dσ(ε): (a) in the original world, and (b) in the transformed world by the
transformation Eqs. Eqs. (A·1) and (A·2). Note that the origin of energy is ǫF, or energy is measured from
ǫF.
Similarly, the inter-orbital interaction Udc is also enhanced by the charge Kondo effect. Indeed,
the inter-orbital interaction is mapped by the transformations [Eqs. (A·1) and (A·2)] as follows:
Udc
∑
k,k′
∑
σσ′
d†σdσckσ′ck′σ′
→ Udc
∑
k,k′
(
d˜
†
↑ d˜↑ − d˜
†
↓ d˜↓
) (
c˜
†
k↑c˜k′↑ − c˜
†
k↓c˜k′↓
)
≡ 4UdcS˜ zdS˜ zk,k′ . (A·4)
Therefore, the inter-orbital interaction Udc is enhanced by the Kondo effect in the mapped world
because it corresponds to Jz/4 in the anisotropic s-d model.
6) In this sense, the pair-hopping interaction
Uph and inter-orbital interaction Udc should be treated impartially as in the case of magnetic Kondo
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effect.6)
Appendix B: Spectral Function of Conduction Electrons
In this Appendix, we derive the spectral function, Eq. (11), for the conduction electrons. First, we
note that the Green function Gc(r, iεn) of conduction electrons with impurity scattering is given by
Gc(r, iεn) = e
−(r/2ℓ)G(0)c (r, iεn), (B·1)
where ℓ is the mean-free path of the impurity scattering, and G
(0)
c (r, iεn) is the Green function in the
pure system without impurity scattering.23) An explicit form of G
(0)
c (r, iεn) is calculated as follows:
G
(0)
c (r, iεn) =
∫
dk
(2π)3
eik·r
iǫn − ξk
=
1
2π2
1
r
∫ kc
0
dk k sin(kr)
1
iεn − ξk
, (B·2)
where ξk ≡ (k2/2m)−µ, and we have introduced the upper cut-off wave number kc. Then, the imaginary
part of the retarded function ImG
(0)R
c (r, ε + iδ) is calculated as follows:
ImG
(0)R
c (r, ε + iδ) = −
1
2π
1
r
∫ kc
0
dk k sin(kr) δ(ε − ξk)
= − m
2π
1
r
∫ ǫc
−ǫF
dξ sin

√
2mξ
k2
F
+ 1 (kFr)
 δ(ε − ξ)
= − m
2π
1
r
sin
[√
ε
ǫF
+ 1 (kFr)
]
θ(ε + ǫF)θ(ε − ǫc), (B·3)
where we have approximated µ by −ǫF because we are interested in the low temperature region
T ≪ ǫF and ǫc is the upper cut-off energy corresponding to kc. Therefore, the spectral function ρ(r, ε) ≡
−(1/π)ImG(0)Rc (r, ε + iδ) is given by Eq. (11).
Appendix C: Calculation of ΓR
ph
(ω + iδ)
In this Appendix, we calculate the expression [Eq. (8)] and derive the expression of ImΓR
ph
[Eq.
(14)]. As is justified in Appendix, Gd(−iεn+iων)Gd(iεn) in Eq. (8) can be approximated by 1/ǫ2d . Then,
Γ˜ph(iων) ≡ Γph(iων)/T [see Eq. (8)] is given as
Γ˜ph(iων) =
2V2
dc
Uph
ǫ2
d
T
∑
εn

4∏
ℓ=1
∫ ∞
−∞
dyℓ
 ρ(ri j, y1)iεn − y1
ρ(ri j, y2)
iεn + iων − y2
ρ(ri j, y3)
−iεn − y3
ρ(ri j, y4)
−iεn + iων − y4
. (C·1)
The summation with respect to εn is performed in a standard way by transforming the summation to
the integration along the axes Imz = 0 and Imz = ±ων on z-plane, where one is just above these axes
and another is just below in the counter direction. The result along Imz = 0, ΓI(iων), is given by
ΓI(iων) =
2V2
dc
Uph
ǫ2
d

4∏
ℓ=1
∫ ∞
−∞
dyℓ
 ρ(ri j, y1)ρ(ri j, y2)ρ(ri j, y3)ρ(ri j, y4)
20/30
J. Phys. Soc. Jpn. Full Paper
×th
(
y1
2T
)
1
y1 + y3
1
y1 − y2 + iων
1
−y1 − y4 + iων
, (C·2)
and those along Imz = ±ων, ΓII(iων), are both given by
ΓII(iων) = −
V2
dc
Uph
ǫ2
d

4∏
ℓ=1
∫ ∞
−∞
dyℓ
 ρ(ri j, y1)ρ(ri j, y2)ρ(ri j, y3)ρ(ri j, y4)
×th
(
y2
2T
)
1
y2 − y1 − iων
1
−y2 − y3 + iων
1
−y2 − y4 + 2iων
. (C·3)
After analytic continuation, iων → ω + iδ in Eq. (C·2), and taking an imaginary part, we obtain
ImΓRI (ω + iδ) =
2πV2
dc
Uph
ǫ2
d

4∏
ℓ=1
∫ ∞
−∞
dyℓ
 ρ(ri j, y1)ρ(ri j, y2)ρ(ri j, y3)ρ(ri j, y4)
×th
(
y4 − ω
2T
)
1
y2 + y4 − 2ω
[
δ(y1 + y4 − ω)
−y3 + y4 − ω
+
δ(y1 − y4 + ω)
y3 + y4 − ω
]
, (C·4)
where and hereafter the integration implies the principal value integration. In deriving E. (C·4), we
have used the property that ρ(ri j, y2)ρ(ri j, y4) is symmetric with respect to interchange y2 ⇋ y4. Simi-
larly, for Eq. (C·3), we obtain
ImΓRII(ω + iδ) = −
πV2
dc
Uph
ǫ2
d

4∏
ℓ=1
∫ ∞
−∞
dyℓ
 ρ(ri j, y1)ρ(ri j, y2)ρ(ri j, y3)ρ(ri j, y4)
×th
(
y2
2T
) {
1
y2 + y4 − 2ω
[
δ(y2 − y1 − ω)
y2 + y3 − ω
− δ(y2 + y3 − ω)
y1 − y2 + ω
]
− δ(y2 + y4 − 2ω)
(y1 − y2 + ω)(y2 + y3 − ω)
}
. (C·5)
Performing the integration with respect to y1, Eq. (C·4) is reduced to
ImΓRI (ω + iδ) =
2πV2
dc
Uph
ǫ2
d

4∏
ℓ=2
∫ ∞
−∞
dyℓ
 th
(
y4 − ω
2T
) ρ(ri j, y2)ρ(ri j, y3)ρ(ri j, y4)
y2 + y4 − 2ω
×
[
ρ(ri j, y4 − ω)
y3 + y4 − ω
− ρ(ri j, ω − y4)
y3 − y4 + ω
]
. (C·6)
Similarly, after performing the integration with respect to y2, Eq. (C·5) is reduced to
ImΓRII(ω + iδ) = −
πV2
dc
Uph
ǫ2
d
 ∏
ℓ=1,3,4
∫ ∞
−∞
dyℓ
 ρ(ri j, y1)ρ(ri j, y3)ρ(ri j, y4)
×
[
th
(
y1
2T
) ρ(ri j, y1 + ω)
(−y1 − y3)(−y1 − y4 + ω)
− th
(
y3
2T
) ρ(ri j, y3)
(−y1 − y3)(y3 − y4 + ω)
−th
(−y4 + 2ω
2T
)
ρ(ri j,−y4 + 2ω)
(−y1 − y4 + ω)(−y3 + y4 − ω)
]
. (C·7)
By changing the integration variable from y4 to y4 − ω, ImΓRI (ω + iδ) [E (C·6)] is simplified as
ImΓRI (ω + iδ) =
2πV2
dc
Uph
ǫ2
d

4∏
ℓ=2
∫ ∞
−∞
dyℓ
 th
(
y4
2T
) ρ(ri j, y2)ρ(ri j, y3)ρ(ri j, y4 + ω)
y2 + y4 − ω
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×
[
ρ(ri j, y4)
y3 + y4
− ρ(ri j,−y4)
y3 − y4
]
. (C·8)
Similarly, by changing the integration variables from y1 +ω to y1 in the first term, and from −y3+ω to
y3 and interchanging y1 ⇋ y3 in the second term of Eq. (C·7), ImΓRII(ω + iδ) [E (C·7)] is simplified as
ImΓRII(ω + iδ) = −
πV2
dc
Uph
ǫ2
d
 ∏
ℓ=1,3,4
∫ ∞
−∞
dyℓ

{
th
(
y1
2T
) [ρ(ri j, y1 − ω)ρ(ri j, y1)ρ(ri j, y3)ρ(ri j, y4)
(−y1 − y3 + ω)(−y1 − y4 + 2ω)
+
ρ(ri j, y1 + ω)ρ(ri j,−y1)ρ(ri j, y3)ρ(ri j, y4)
(−y1 − y3−ω)(y1 − y4 + 2ω)
]
−th
(−y4 + ω
2T
) ρ(ri j, y1)ρ(ri j, y3)ρ(ri j, y4 + ω)ρ(ri j,−y4 + ω)
(y1 + y4)(y3 − y4)
}
. (C·9)
To perform the integration with respect to y2 and y3 in the first term in the brace of Eq. (C·8), we use
the spectral representation, Eq. (10), for the Green function Gc. Namely, the real part of the retarded
Green function of conduction electrons, G′Rc (r, ε), is given by
G′Rc (r, ε) =
∫ ∞
−∞
dy
ρ(r, y)
ε − y . (C·10)
With the use of this relation, Eq. (C·8) is transformed to more compact form as
ImΓRI (ω + iδ) =
2πV2
dc
Uph
ǫ2
d
∫ ∞
−∞
dy4 th
(
y4
2T
)
ρ(ri j, y4 + ω)G
′R
c (ri j,−y4 + ω)
×
[
ρ(ri j, y4)G
′R
c (ri j,−y4) − ρ(ri j,−y4)G′Rc (ri j, y4)
]
. (C·11)
Similarly, Eq. (C·9) is transformed to the following from
ImΓRII(ω + iδ) = −
πV2
dc
Uph
ǫ2
d
{∫ ∞
−∞
dy1 th
(
y1
2T
)
[
ρ(ri j, y1 − ω)ρ(ri j, y1)G′Rc (ri j,−y1 + ω)G′Rc (ri j,−y1 + 2ω)
+ρ(ri j, y1 + ω)ρ(ri j,−y1)G′Rc (ri j,−y1 − ω)G′Rc (ri j, y1 + 2ω)
]
+
∫ ∞
−∞
dy1 th
(
y4 − ω
2T
) [
ρ(ri j, y4 + ω)ρ(ri j,−y4 + ω)G′Rc (ri j,−y4)G′Rc (ri j, y4)
]}
.(C·12)
Changing the integration variables from y1 to y1 − ω and from y1 to −y1 + ω in the first and second
term in the bracket of Eq. (C·12), the first term in the brace of Eq. (C·12) is transformed to
−πV
2
dc
Uph
ǫ2
d
∫ ∞
−∞
dy1 th
(
y1 + ω
2T
) [
ρ(ri j, y1)G
′R
c (ri j,−y1 + ω)ρ(ri j, y1 + ω)G′Rc (ri j,−y1)
−ρ(ri j,−y1)G′Rc (ri j,−y1 + ω)ρ(ri j, y1 + ω)G′Rc (ri j, y1)
]
. (C·13)
By changing the integration variable from y4 to y1 in Eq, (C·11), ImΓRI (ω + iδ) is transformed to
ImΓRI (ω + iδ) =
2πV2
dc
Uph
ǫ2
d
∫ ∞
−∞
dy1 th
(
y1
2T
)
ρ(ri j, y1 + ω)G
′R
c (ri j,−y1 + ω)
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×
[
ρ(ri j, y1)G
′R
c (ri j,−y1) − ρ(ri j,−y1)G′Rc (ri j, y1)
]
. (C·14)
It is easy to see that the expression of integrand in Eq. (C·13) and Eq. (C·14) are same except for the
difference of argument x in th(x). Since the ImΓII(ω+ iδ) arises twice from the integration along Imz =
±ων, the ω-linear term in twice of Eq. (C·13) and that in Eq. (C·14) cancels with each other in the low
temperature region, T ≪ ǫF, where {th[(y1 + ω)/2T ] − th(y1/2T )} ≈ 2ωδ(y1) so that the expression in
the bracket in Eq. (C·14) technically vanishes. Therefore, 2ImΓII(ω+iδ)+ ImΓI(ω+iδ) is given by twice
of the second term in the brace of Eq. (C·12). Namely, ImΓ˜R
ph
(ω+ iδ) ≡ 2ImΓR
II
(ω+ iδ)+ ImΓR
I
(ω+ iδ)
is given by
ImΓ˜Rph(ω + iδ) = −
2πV2
dc
Uph
ǫ2
d
∫ ∞
−∞
dy4 th
(
y4 − ω
2T
)
×
[
ρ(ri j, y4 + ω)ρ(ri j,−y4 + ω)G′Rc (ri j,−y4)G′Rc (ri j, y4)
]
= −2πV
2
dc
Uph
ǫ2
d
∫ ∞
−∞
dy4
[
th
(
y4 − ω
2T
)
− th y4
2T
]
×
[
ρ(ri j, y4 + ω)ρ(ri j,−y4 + ω)G′Rc (ri j,−y4)G′Rc (ri j, y4)
]
, (C·15)
where, in deriving the second equality, we have used the fact that the function in the bracket is an even
function in y4 so that the term including th(y4/2T ) vanishes.
Appendix D: Case of direct overlap of electrons between Tl and Te sites
In the case where the localized state at Tl site extends to the adjacent Te site, the relaxation function
Γ′, corresponding to Γ˜ph defined by Eq. (C·1), is derived from the Feynman diagram shown in Fig. D·1
and its vertical inversion. Its analytic expression is given by
Fig. D·1. Feynman diagram giving the NMR longitudinal relaxation rates 1/T1T at Te (ri) site, in the case
where 6s electron at Tl (r j) site extends to the Te (ri) site.
Γ ′(iων) = 2UphT
∑
εn
Gc(ri j, iεn + iων)Gc(ri j,−iεn)
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×Gd(−iεn + iων)Gd(iεn) (D·1)
Instead of Eq. (C·1), we obtain.
Γ ′(iων) = 2UphT
∑
εn

3∏
ℓ=2
∫ ∞
−∞
dyℓ
 ρ(ri j, y2)iεn + iων − y2
ρ(ri j, y3)
−iεn − y3
1
iεn − ǫd
1
−iεn + iων − ǫd
(D·2)
Note that we have not approximated Gd(−iεn)Gd(−iεn) by 1/ǫ2d . The summation in Eq. (D·2) with
respect to εn is performed in a standard way by transforming the summation to the integration along
the axes Imz = 0 and Imz = ±ων on z-plane, where one is just above these axes and another is just
below in the counter direction. The result is
Γ ′(iων) = Uph

3∏
ℓ=2
∫ ∞
−∞
dyℓ
 ρ(ri j, y2)ρ(ri j, y3)
×
{
1
y3 + ǫd
[
th
(
y3
2T
)
1
−y2 − y3 + iων
1
y3 − ǫd + iων
+ th
(
ǫd
2T
)
1
ǫd − y2 + iων
1
−2ǫd + iων
]
+
1
y2 + ǫd − 2iων
[
th
(
y2
2T
)
1
−y2 − y3 + iων
1
y2 − ǫd − iων
+ th
(
ǫd
2T
)
1
ǫd − y3 − iων
1
−2ǫd + iων
]}
.(D·3)
After analytic continuation, iων → ω + iδ in Eq. (D·3), and taking an imaginary part, we obtain
ImΓ ′R(ω + iδ) = −πUph

3∏
ℓ=2
∫ ∞
−∞
dyℓ
 ρ(ri j, y2)ρ(ri j, y3) 1y3 + ǫd
×
{
th
(
y3
2T
) [
δ(y3 − ǫd + ω)
−y2 − y3 + ω
+
δ(y2 + y3 − ω)
y3 − ǫd + ω
]
+th
(
ǫd
2T
) [
δ(−2ǫd + ω)
ǫd − y2 + ω
+
δ(ǫd − y2 + ω)
−2ǫd + ω
]}
+πUph

3∏
ℓ=2
∫ ∞
−∞
dyℓ
 ρ(ri j, y2)ρ(ri j, y3)
×
{
th
(
y2
2T
)
1
−y2 − ǫd + 2ω
[
δ(y2 + y3 − ω)
y2 − ǫd − ω
+
δ(y2 − ǫd − ω)
y2 + y3 − ω
]
−th
(
y2
2T
)
δ(y2 + ǫd − 2ω)
(y2 + y3 − ω)(y2 − ǫd − ω)
+th
(
ǫd
2T
)
1
−2ǫd + ω
[
δ(y2 + ǫd − 2ω)
ǫd − y3 − ω
+
δ(y3 − ǫd + ω)
ǫd + y2 − 2ω
]}
.(D·4)
Performing the integration with respect to y2 or y3, Eq. (D·4) is reduced to
ImΓ ′R(ω + iδ) = −πUph
∫ ∞
−∞
dy2ρ(ri j, y2)
×
{[
th
(
ǫd − ω
2T
)
− th
(
ǫd
2T
)] ρ(ri j, ǫd − ω)
(−ǫd − y2 + 2ω)(2ǫd − ω)
+
[
th
(
ǫd − 2ω
2T
)
− th
(
ǫd
2T
)] ρ(ri j,−ǫd + 2ω)
(−ǫd + y2 + ω)(2ǫd − ω)
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−
[
th
(
y2 − ω
2T
)
− th
(
y2
2T
)] ρ(ri j,−y2 + ω)
(−y2 − ǫd + 2ω)(−y2 + ǫd + ω)
+
[
th
(
ǫd
2T
)
− th
(
ǫd + ω
2T
)] ρ(ri j, ǫd + ω)
(y2 + ǫd)(−2ǫd + ω)
}
. (D·5)
The first and fourth terms give only vanishing contribution because ρ(ri j, ǫd) [Eq. (11)] are vanishing
in the present case ǫd < −ǫF. The second term also gives vanishing contribution because {th[(ǫd −
2ω)/2T ] − th(ǫd/2T )} is vanishing if the ǫd is located well below the bottom of the conduction band
(in the hole picture). Therefore, Eq. (D·5) is finally reduced to
ImΓ ′R(ω + iδ) = πUph
∫ ∞
−∞
dy2
[
th
(
y2 − ω
2T
)
− th y2
2T
] ρ(ri j, y2)ρ(ri j,−y2 + ω)
(−y2 − ǫd + 2ω)(−y2 + ǫd + ω)
. (D·6)
Then, up to the linear term in ω, ImΓ ′(ω + iδ) is given as
ImΓ ′R(ω + iδ) ≈ −ωπUph
∫ ∞
−∞
dy2
∂ th
(
y2
2T
)
∂y2
ρ(ri j, y2)ρ(ri j,−y2)
(−y2 − ǫd)(−y2 + ǫd)
. (D·7)
Considering that ρ(ri j, y2)ρ(ri j,−y2 + ω) with ω ≈ 0 is vanishing at |y2| > ǫF and |ǫd| ≫ ǫF, the
expression [Eq. (D·7)] is further simplified as
ImΓ ′R(ω + iδ) ≈ ωπUph
ǫ2
d
∫ ∞
−∞
dy2
∂ th
(
y2
2T
)
∂y2
ρ(ri j, y2)ρ(ri j,−y2)
≈ ω2πUph
ǫ2
d
[
ρ(ri j, 0)
]2
. (D·8)
If Gd(iεn + iων)Gd(−iεn) in Eq. (D·1) is approximated by 1/ǫ2d as in Eq. (C·1), the relaxation
function Γ ′′(iων) is easily calculated as follows:
Γ ′′R(iων) =
2Uph
ǫ2
d
T
∑
εn
Gc(ri j, iεn + iων)Gc(ri j,−iεn)
=
2Uph
ǫ2
d
T
∑
εn

3∏
ℓ=2
∫ ∞
−∞
dyℓ
 ρ(ri j, y2)iεn + iων − y2
ρ(ri j, y3)
−iεn − y3
=
2Uph
ǫ2
d

3∏
ℓ=2
∫ ∞
−∞
dyℓ
 12
(
th
y2
2T
+ th
y3
2T
) ρ(ri j, y2)ρ(ri j, y3)
−y2 − y3 + iων
(D·9)
After analytic continuation, iων → ω + iδ in Eq. (D·9), and performing an integration with respect to
y3, ImΓ
′′R(ω + iδ) is reduced to
ImΓ ′′R(ω + iδ) =
2πUph
ǫ2
d
∫ ∞
−∞
dy2
1
2
[
th
y2
2T
− th
(
y2 − ω
2T
)]
ρ(ri j, y2)ρ(ri j,−y2 + ω). (D·10)
Then, up to the linear order in ω, ImΓ ′′(ω + iδ) is given as
ImΓ ′′R(ω + iδ) ≈ ωπUph
ǫ2
d
∫ ∞
−∞
dy2
∂ th
(
y2
2T
)
∂y2
ρ(ri j, y2)ρ(ri j,−y2)
≈ ω2πUph
ǫ2
d
[
ρ(ri j, 0)
]2
, (D·11)
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which is the same as the expression [Eq. (D·8)]. This justifies the approximation Gd(iεn +
iων)Gd(−iεn) ≈ 1/ǫ2d in Eq. (D·1), which in turn justifies the same approximation adopted in Eq.
(C·1). A physical basis of this justification is that the ImΓ′R(ω + iδ) arises only from the low en-
ergy processes associated with conduction electrons described by Gc(ri j, iεn + iων) and Gc(ri j,−iεn)
in Eq. (D·1), so that the same approximation is expected to remain valid also in the calculation of
ImΓ˜R
ph
(ω + iδ) performed in Appendix .
In the limit kF|ri j | ≪ 1, with the use of asymptotic form of ρ(r, y) [Eq. (12)], Eq. (D·11) is esti-
mated as
ImΓ ′′R(ω + iδ) ≈ ω2πN
2
F
ǫ2
d
e−(|ri j |/ℓ)Uph + O(ω2). (D·12)
Then, the NMR relaxation rate 1/T1T is given by
1
T1T
= A2
2πN2
F
ǫ2
d
e−(|ri j |/ℓ)Uph. (D·13)
Appendix E: Real-Part of Retarded Green Function of Conduction Electrons
In this Appendix, we derive an analytic form of G′Rc (r, ε) [Eq. (17)] in the limit kFr ≪ 1, where
G′Rc (r, ε) is approximated by
G′Rc (r, ε) ≈ −
mkF
2π2
e−(r/2ℓ)
1√
ǫF
∫ ǫc
−ǫF
dy
√
y + ǫF
y − ε . (E·1)
Integration with respect to y is performed by elementary integral leading to the following results. In
the case ε + ǫF > 0,∫ ǫc
−ǫF
dy
√
y + ǫF
y − ε = 2
√
ǫc + ǫF +
√
ε + ǫF log
∣∣∣∣∣∣
√
ǫc + ǫF −
√
ε + ǫF√
ǫc + ǫF +
√
ε + ǫF
∣∣∣∣∣∣ , (E·2)
while in the case ε + ǫF < 0,∫ ǫc
−ǫF
dy
√
y + ǫF
y − ε = 2
√
ǫc + ǫF − 2
√−ε − ǫF tan−1
√
ǫc + ǫF√−ε − ǫF
. (E·3)
Appendix F: Calculation of J(kF r) in the limit kFr ≫ 1
In this Appendix, we derive an asymptotic form of J(kFr), Eq. (19), in the limit kFr ≫ 1. The
integration in Eq. (19) with respect to y, which is denoted by K, is transformed, by changing the
integration variable from y to u ≡ √(y/ǫF) + 1 and defining Λ ≡ √(ǫc/ǫF) + 1 , as follows:
K =
∫ Λ
0
du
2u
(u + 1)(u − 1) sin [(kFr)u]
= Im
[∫ Λ
0
du
2u
(u + 1)(u − 1)e
i(kFr)u
]
, (F·1)
where the integration with respect to u is the principal integration for avoiding the singularity around
u = 1.
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Fig. F·1. Path of contour integration in Eq. (F·1) in the complex-u plane.
Let us define Ki (i = 1 ∼ 5) by integration with respect complex u along the path Ci shown in Fig.
F·1 as
Ki ≡
∫
Ci
du
2u
(u + 1)(u − 1)e
i(kFr)u. (F·2)
An infinitesimally small positive number δ in Fig. F·1 will be tended to zero after calculations.
limδ→0[K1(δ) + K3(δ)] is the same as the principal integration in Eq. (F·1). The integration along
C2, a semicircle with the radius δ, is performed in the limit δ → 0 as
K2 =
∫ 0
π
d(δeiϕ)
2(1 + δeiϕ)
(2 + δeiϕ) δeiϕ
ei(kFr)(1+δe
iϕ)
≈ i
∫ 0
π
dϕei(kFr) = −i π cos (kFr) + π sin (kFr). (F·3)
It is easy to see that K5(Λ) is real and finite number. The integration along C4, a semicircle with the
radius Λ, is performed as
K4(Λ) =
∫ π/2
0
d(Λeiθ)
2Λeiθ
Λ2e2iθ − 1e
[i(kFr)Λe
iθ]
= i
∫ π/2
0
dθ
2Λ2e2iθ
Λ2e2iθ − 1 e
i(kFr)Λ cos θ e−(kFr)Λ sin θ. (F·4)
It is shown by a standard way of calculus that K4(Λ) vanishes in proportion to 1/(kFr) in the limit
kFr ≫ 1.
Therefore, Eq. (F·1) is transformed in the limit kFr ≫ 1 as follows:
K = lim
δ→0
Im[K1(δ) + K3(δ)]
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= lim
δ→0
Im
{
[K1(δ) + K3(δ) + K2(δ) + K4 + K5]
− [K2(δ) + K4 + K5]
}
(F·5)
= − lim
δ→0
Im [K2(δ) + K4 + K5] (F·6)
≈ − lim
δ→0
ImK2(δ) = π cos (kFr). (F·7)
In deriving Eq. (F·6) from Eq. (F·5), we have used the fact that the contour integration in the complex-
u plane along the path shown in Fig. F·1 vanishes because the integrand is an analytic function in the
domain encircled by the contour. In deriving Eq. (F·7) from Eq. (F·6), we have used Eq. (F·3).
As a result, J(kFr) [Eq. (19)] in the limit kFr ≫ 1 is given by
J(kFr) ≈
1
kFr
π cos (kFr). (F·8)
Appendix G: Poorman’s Scaling Analysis for Uph and Udc
In this Appendix, we perform the poorman’s scaling analysis for the pair-hopping interaction
Uph and the inter-orbital interaction Udc to investigate renormalization effect on these interaction.
As discussed in Appendix, in the mapped world, Uph and Udc correspond to J⊥/2 and Jz/4 in the
anisotropic s-d model. The evolution equations for these dimensionless coupling constants, y⊥ ≡ J⊥NF
and yz ≡ JzNF are given as follows:18)
dy⊥
dx
= −y⊥yz, (G·1)
dyz
dx
= −y2⊥, (G·2)
where x ≡ log(Ec/E0c ) with Ec and E0c being the renormalized and bare bandwidths, respectively. It is
well known that y2⊥ − y2z = const. ≡ C. Substituting y2⊥ = y2z +C into Eq. (G·2), the evolution equation
of yz [Eq. (G·2)] is reduced to
dyz
dx
= −
(
y2z +C
)
. (G·3)
The solution of this differential equation is easily solved: In the case C ≡ a2 > 0,
yz(x) =
y0z − a tan(ax)
1 +
y0z
a
tan(ax)
, (G·4)
where y0z is the initial value of yz at x = 0. Similarly, in the case C ≡ −b2 < 0, the solution is given as
yz(x) =
y0z + b tanh(bx)
1 +
y0z
b
tanh(bx)
. (G·5)
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In the high temperature region, T >∼ TK, where |x| ≪ 1, both yz(x) [Eq. (G·4)] and yz(x) [Eq. (G·5)]
are expressed as
yz(x) ≈ y0z − (y0⊥)2x + · · · . (G·6)
With the use of this approximate expression, that for y⊥ is easily obtained in the following form
y⊥(x) ≈ y0⊥ − y0⊥y0z x + · · · . (G·7)
Therefore, in the high temperature region T >∼ TK, temperature dependence of Uph = (J⊥/2) and
Udc = (Jz/4) are given as follows:
Uph(T ) =
1
2NF
y⊥
(
log
T
E0c
)
≈ 1
2
[
2U0ph − 8NFUphU0dc log
T
E0c
]
, (G·8)
Udc(T ) =
1
4NF
yz
(
log
T
E0c
)
≈ 1
4
[
4U0dc − NF(2U0ph)2 log
T
E0c
]
, (G·9)
where U0
ph
and U0
dc
are bare couplings. Namely, both Uph(T ) and Udc(T ) exhibit logarithmic increase
toward T = TK at which y⊥(x) and yz(x) diverges at the level of approximation of the poorman’s
scaling.18)
On the other hand, both y⊥(E) and yz(E) diverge toward E = TK as
y⊥(E) =
y⊥(0)
1 + y⊥(0) log
E
E0c
=
1
log
E
TK
≈ yz(E), (G·10)
where TK is given by the solution for the case C = 0 as TK = E
0
ce
−y⊥(0) or [1 + y⊥(0) log(TK/E0c )] = 0.
Of course, this divergence at E = TK is an artifact due to the one-loop order approximation, but true
divergence occurs in the limit E ≪ TK. Namely, the expression [Eq.(G·10)] is not valid very near at
E = TK while it gives growing tendency of y⊥(E) and yz(E) toward E = TK
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