The use of Fault Tolerant Control (FTC) strategies provides alternatives for control loops in presence of faults by exploring physical and analytical redundancies available in the process. Therefore, the use of FTC techniques is essential to adequate industrial control systems concerning availability and reliability while preserving the closed-loop system performance. In this paper, we propose the extension of the fault-hiding approach for the control reconfiguration to a dynamic optimization problem in order to incorporate system constraints. This method uses the concepts of the virtual actuator and a moving horizon framework extending the original control reconfiguration problem to a quadratic programming problem. A multivariable neutralization process subjected to communication loss between the master controller and the final control elements is used as an example to analyze and demonstrate the performance of the proposed approach.
Introduction
Faults affecting closed-loop systems may cause premature failures in the whole process leading to unnecessary plant stops [1] . Unreliable and unsafe control loops are susceptible to off-spec production, environmental hazards and unscheduled stops, resulting in major economic problems.
Consequently, fault monitoring and fault tolerant control strategies are becoming fundamental tools to guarantee the availability and reliability of controlled systems towards adequate industrial safety levels.
Although many fault tolerant control techniques are available in literature, few have been effectively used in the industry for reasons including the theoretical distance between fault tolerant control techniques and industrial practices [2] .
Model predictive control (MPC), for example, has experienced a dissimilar paradigm as it was first conceptualized and implemented in industrial control loops, particularly on the chemical process industry, before it was completely developed in the academia.
Therefore, integrated predictive control and fault detection and identification algorithms (FTMPC, Fault Tolerant Model Predictive Control) have been an important research theme in the current fault tolerant control area [3, 4, 5, 6] .
However, chemical industries usually use different strategies in order to deal with specific processes, resulting in several different controllers implemented in the loop, which often challenges the design and implementation of a single and specific fault tolerant controller such as FTMPC. Besides, a highly complex fault tolerant system may not be easily incorporated into an operational industrial loop. Therefore, preserving the nominal controller unchanged in the loop while supporting corrective actions to mitigate the fault could be a better approach to motivate a fault tolerant structure implementation.
This aspect is extensively discussed in the fault hiding approach originally proposed in [7] . Instead of switching the nominal controller to one designed for a specific fault or incorporating an intricate logic to a closed-loop system, a reconfiguration strategy based on this concept hides the fault from the nominal controller keeping it active during the fault occurrence. In order to mitigate the fault, the available signals from remaining sensors and actuators are used to reconstruct a signal useful to the nominal controller bypassing the faulty instrumentation [8] . Therefore, the fault tolerant control loop becomes less intrusive regarding expert knowledge dedicated in the design of the nominal controller [9, 10] . The process model is used in parallel with the real plant transmitting a fault-free signal to the nominal controller. Thus, preventing closed-loop performance degradation by adjusting the fault signal. Consequently, the terms virtual actuator and virtual sensors are often used.
The faulty closed-loop system can be restructured into a functional system if the remaining healthy actuators are able of being rearranged to supplement the characteristics of the failed inputs. Therefore, faulty closed-loop systems are more susceptible to input saturation in order to handle fault situations [11] . Richter and Lunze [8] , considered these scenarios contemplating input saturations in the form of nonlinearities.
This work proposes a fault tolerant control strategy based on the virtual actuator extended to a moving horizon framework in order to use the information of system constraints. Therefore, remaining elements and redundant actuator characteristics are easily incorporated to the reconfiguration problem while they are treated in an optimal point of view. Based on the above mentioned scenarios, this paper considers the control reconfiguration of chemical processes subjected to actuator faults. Physical and analytical redundancies available in the plant are used in order to accommodate or mitigate the fault scenarios. The proposed approach is assessed in a highly nonlinear multivariable neutralization process. A Wiener structure is considered in order to handle the process nonlinearity in the design of the fault tolerant control strategy. We aim to investigate the case where physical limits need to be considered in the signal redistributed by the reconfiguration strategy, assessing the scenarios where the demand regarding redundant actuators will exceed the manipulated variables input characteristics.
Preliminaries
The control reconfiguration based on the fault hiding approach is illustrated in the block diagram shown in Figure 1 . The method uses a reconfiguration block placed between the nominal controller and the faulty plant to achieve a reconfigurable loop. If an actuator fault occurs, the signal leaving the nominal controller (u c ) is received by the reconfiguration block where it is modified to a signal (u p ) using the remaining and redundant actuators. The nominal controller is retained in the faulty scenario and the measured plant output (y p ) is converted to a fault-free signal based on the plant nominal model, hiding the fault from the nominal controller. For faults affecting plant sensors, the signal sent to the nominal controller is re-established based on the remaining plant measurements considering that the plant is still observable.
In this work, only faults affecting system actuators will be considered. It is worth to mention, however, that the concept of the virtual actuator is dual to the virtual sensor [7] . The basic concepts are detailed in [7, 10] .
The idea of the virtual actuator
The fault hiding approach based on the virtual actuator aims to prevent faults from causing close-loop system degradation, and also to prevent failures in the nominal controller. It is considered that the remaining actuators are still capable of maintaining closed-loop stability, allowing partial or complete performance restoration until the fault event is mitigated.
Dynamics of the nominal and the faulty plant are presented in Equations 1 and 2. It is assumed that these dynamics are well described by a linear model around the operating point. In contrast to the aforementioned references, a discrete time framework is used,
where x and x f are nominal and faulty plant state vectors, respectively. A, B, C are discrete time system matrices considering the nominal scenario. Actuator faults are modifications of the nominal input matrix B columns represented in the faulty input matrix B f .
The system reconfiguration based on the virtual actuator is achieved if there exists a matrix M and a state feedback law from the input variable u p [7] (Equation 3),
where feedback matrix M must be capable of stabilizing the system subjected to actuator faults, considering x ∆ (k) as the state deviation between the nominal and the faulty plant (Equations 4 and 5).
Moreover, the measured output signal is modified by the reconfiguration block to simulate the nominal operation behavior used by the process controller (Equation 6).
The stability of the reconfigured closed-loop system is re-established if the feedback matrix M is capable of reallocating the system closed-loop poles inside the unity circle. Matrix M can be obtained by simple techniques like pole placement regarding that the faulty plant represented by the pair (A, B f ) is stabilizable [7] . Unlike most of reconfiguration problems, the technique is independent of the nominal controller and is established in the regulation of the faulty plant deviation from its nominal behavior (Equation
).
3 Moving horizon based control reconfiguration An extension for the virtual actuator by reformulating the reconfiguration problem to a dynamic optimization problem using a moving horizon as in a predictive control algorithm is proposed. The fault hiding approach based on the virtual actuator is written in a quadratic programming (QP) problem allowing linear constraints to be used in the reconfigured plant. Thus, the algorithm is capable of maintaining the nominal plant constraints and also to accommodate faults that could result in input saturation (input rate could also be considered).
Problem formulation
The difference between nominal and faulty plant (x − x f ) is given by Equation 8 assuming a prediction horizon N such that,
where the vectors X ∆ , U p and U c have the following form,
. . .
and the matrices F , Φ and Φ f are expressed as follows,
We consider the design of the virtual actuator based on an optimal control problem to determine the input trajectory of U p . Having this objective in mind, a cost function that contemplates the difference X ∆ and the control effort required in the control reconfiguration task is defined in the following optimization problem (Equation 11),
whereQ v andR v are block diagonal matrices based on suitable weighting matrices represented by Q v and R v .
To minimize the cost function the optimization problem is expressed in the quadratic form described by Equation 12 . Thus, the optimum trajectory for u p is the solution of a standard quadratic programming problem (QP). Therefore, actuator and other system variables characteristics are easily accounted as constraints in this optimization problem.
where H denotes the Hessian and g gradient of the QP problem. Based on the current plant deviation from its nominal behavior and the future states predicted by Equation 8, a QP problem is solved every sampling time, as it is usual in a model predictive control problem. Subsequently, the first time step given by the solution of the dynamic optimization problem is applied in the faulty plant. The fault-free signal is obtained from Equation 6 as in the original algorithm [7] . In the proposed formulation the nominal control input vector must be known a priori. The task is considered trivial since the nominal plant model is already available.
Illustrative example
A dynamic model of a multivariable neutralization process [12, 13 ] is used to demonstrate the proposed strategy. The neutralization process is a typical Wiener system represented by a linear dynamical model (in fact, a biliniear combination of inputs and states) followed by a static nonlinearity [14] . Moreover, both controlled variables (pH value and level) are highly coupled. Hence, this case study is a typical example used in the analysis of closed-loop systems.
The process diagram is depicted in Figure 2 . The system consists of a CSTR (Continuous Stirred Tank Reactor) monitored by a multivariable controller implemented in a cascade structure.
The reactor receives diluted solutions containing nitric acid (HN O 3 , q 1 ), sodium hydrogen carbonate (N aHCO 3 , q 2 ) and sodium hydroxide (N aOH, q 3 ).
The multivariable controller is connected to three flowrate-controllers. Each controller is responsible for receiving the setpoint from the master-controller adjusting the flowrate to attend the control objectives using the final control elements.
System overall structure
The continuous nominal model in the absence of faults, is described in Equations 13 to 15. Three states are considered: reactor level (h) and two invariant species concentrations w 1 and w 2 . 
The output variable pH is determined by solving the implicit function expressed in Equation 16. This output map is the basis of the main nonlinearity exhibited by this case study as shown in Figure 3 . The three inputs q 1 , q 2 and q 3 are used to control the pH value and reactor level. The buffer stream, usually considered as a non-measured disturbance in classical control studies, is used as a controlled variable in the nominal scenario and as an analytical redundancy in case of actuator faults. However, it was used parsimoniously to avoid significant changes in system static behavior. Each flow has a local controller that receives the setpoint from the multivariable controller designed as a servo MPC controller. Servo controllers dynamics were considered negligible. The nominal controller was designed using a model linearized around the following operating point and discretized using a sampling time equal to T s = 2s, q 1 = 16.6 mL s −1 , q 2 = 0.55 mL s −1 , q 3 = 15.6 mL s −1 , h = 14.00 cm, pH = 7.02. where H p is the prediction horizon, H c is the control horizon, and Q and R are weighting matrices with suitable dimensions concerning the nominal MPC problem. Closed-loop simulation for the nominal scenario is presented in Figure 4 . It can be observed that the nominal controller is effective performing the pH transitions while maintaining the reactor level virtually unchanged. Noise is considered present in both sensors.
Reconfiguration block design
The dynamic model of the neutralization process was considered as a Wiener system in the reconfiguration block design due to its natural block-oriented structure characteristics, expressed in Equations 17 and 18,
where . Note that, the optimization problem used in the reconfiguration block requires only the matrices A, B and B f . Thus, just the linear part of Wiener structure shown in Equation 17 is used at this stage. In order to calculate the fault-free signal to the nominal controller, the first state (x 1 ) representing the reactor level and the pH calculated by Equation 20 are used. 
Based on these assumptions, the bilinear part of the nonlinear model is the only part required to be linearized. Hence, loss of performance due to plant and model mismatch is minimal and the inconvenience of linearizing the static mapping (Equation 16 ) is eliminated. Faults affecting the nitric acid line (q 1 ) and sodium hidroxide line (q 3 ) were considered. It was assumed that both faults reach the system independently and disturb the system from the beginning of the simulation. Each fault represents the communication loss between the local flowrate-controller and the multivariable controller. The faulty stream flow remains unchanged in steady-state operation until preventive actions are performed. Therefore, the faulty actuator is represented in B f as null columns for each faulty scenario. The reconfiguration block parameters for the optimization problem were defined as follows,
with a prediction horizon N = 5 and input constraints specified with the same values defined in the nominal controller.
Results
Consider the case where fault 1 is affecting the nitric acid line ( Figure 5 ). First, we assume that no fault-tolerant strategy is implemented in the loop. From the plots depicted in Figure 5 it is obvious that the nominal MPC controller is unable to handle the fault unless a internal model modification is adopted, which is beyond the scope of this work. As shown in Figure 5 , there is a serious loss of performance and long periods of saturation in the second input variable (q 2 ). Next, we introduce the reconfiguration block in the simulation. In this case the reconfigured loop is able to maintain the pH value close to setpoint as shown in Figure 7 . The reconfiguration block provides suitable closed-loop operation by increasing the demand in the remaining input variables. Furthermore, it is able to conduct the necessary input movements without violating the manipulated variables bounds due to optimization constraints.
In the second fault scenario ( Figure 6 ) the fault occurrence affects the sodium hydroxide line (F 2 ) and disturbs the controlled variables responses during transitions, resulting again in an unsatisfactory closed-loop response.
As in the first simulated scenario, the reconfiguration block was successful in accommodating the fault. The reconfiguration is realized increasing the control signal sent by the nominal controller to the local buffer flow controller and the acid flow controller. As in the first scenario, the signal from the controlled variables (y p ) are modified (y c ) by the reconfiguration block and sent to the nominal controller in order to omit the fault. As a result, the nominal controller is allowed to act in situations for which it was not designed. 
Conclusion and future work
In this study, an optimization based control reconfiguration using the fault-hiding approach and the linear virtual actuator was proposed.
The method was assessed in the simulation of a neutralization plant subjected to actuator losses.
The method was successful in restoring the faulty system behavior close to its nominal characteristics. Although the block-oriented characteristics of the process were considered in the reconfiguration block design, small offsets were noticed during the transitions outside the designed operating point. However, the offset could be eliminated by adding integrators in the optimization process. Nevertheless, the offset-free scenario was considered unnecessary for the proposed technique demonstration purposes.
The simulations have shown that the fault-hiding approach is a promising technique that could be easily implemented in the chemical industry operational loops. Furthermore, the extension to a moving horizon approach as proposed in this work enables the consideration of system constraints. Therefore, nominal closed-loop bounds and actuators constraints can be respected during the reconfiguration stage.
Finally, in order to provide the generalization of the technique the stability analysis of the proposed dynamic optimization problem will be presented elsewhere. Moreover, experimental studies will also be developed in further works in order to provide practical examples.
