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Abstract
We now analyze the asymptotic behaviour of Xt , as t approaches innity, X being solution of
Xt =X0 + Bt − 12
Z t
0
b(s; Xs) ds;
b(s; x)=E[(x − Xs)];
(1)
where  is a given odd and increasing Lipschitz-continuous function with polynomial growth.
We prove with additional assumptions on  that Xt converges in distribution to the invariant
probability measure associated with Eq. (1). c© 1998 Published by Elsevier Science B.V. All
rights reserved.
AMS classication: 60H10; 60K35; 60J60
1. Introduction
1. In the previous paper (I), we considered the following nonlinear system:
Xt =X0 + Bt − 12
Z t
0
b(s; Xs) ds
b(s; x)=E[(x − Xs)];
(2)
where (Bt ; t>0) is a one-dimensional Brownian motion, B0 = 0, X0 is a F0-measur-
able random variable, and  is a given odd, increasing Lipschitz-continuous function
with polynomial growth. The unknown parameters are X and b.
Let us recall the main results concerning the system (1). We have shown in
Benachour et al. (1998) that if X0 admits moments of order n, n being large enough, and
 further satises (x)− (y)>1(x−y)+ 0, 8x>y for some 1>0, then Eq. (1)
admits a unique strong solution process X associated with a unique b. We also in-
troduced a system of N particles, which converges as N !1 to X (we do not use
this result in the present paper). We also noted that the expectation of Xt is constant
and can be assumed to be equal to 0. We have proved that there exists an invariant
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probability density u if  is a convex function on R+. Moreover u solves
u(x)=
exp− R jxj0   u(y) dyR
R exp(−
R jxj
0   u(y) dy) dx
; x2R: (1.1)
It is clear that u is an even function. Moreover, there exists a unique u verifying
Eq. (1.1) if  admits the following decomposition:
(x)= 0(x) + x; x2R; (1.2)
where  is large enough (>0 ), 0 is an odd and increasing function, locally
Lipschitz-continuous with polynomial growth, and
j0(x)j>kjxj 8jxj>1; (1.3)
for some >1.
2. The aim of this paper is to analyze the convergence in distribution of Xt , t!1,
X being the unique solution of Eq. (1). Let us state our main result now.
Theorem. Assume that  :R!R is an odd increasing Lipschitz-continuous function,
with polynomial growth; convex on R+ and veries Eqs. (1.2) and (1.3). Let X be
stochastic process solution of Eq. (1), then the distribution of Xt approaches u(x) dx,
the unique stationary probability measure; as t goes to innity.
Recall that Eq. (1) implies that E(Xt) is constant and equal to E(X0). For simplicity
we reduce to E(X0)= 0. If we do not assume that E(X0)= 0, then the limit distribution
is u(x + c) dx, c being equal to E(X0). In particular, this means that the invariant
probability depends only on  and E(X0).
A few words about our approach. We have three key tools. The rst is a comparison
lemma which tells us that if xb(t; x)>xc(t; x) (in some sense the drift b is stronger
than c) then X (b) is stochastically dominated by X (c), where X (b) denotes the solution
of the one-dimensional stochastic dierential equation (SDE) with diusion coecient
identically equal to 1 and drift term b. The second ingredient makes use of linear
semigroups verifying the ultracontractivity property. This gives the convergence of X (b)t ,
t!1, to the invariant probability measure, b being large enough in a neighbourhood
of innity and depending only on x. These preliminary results are stated in Section 2
of this paper. In Section 3, we check the convergence of Xt , when the initial data is
symmetric (i.e. X0 and −X0 have the same distribution). If this holds, then Xt also
admits a symmetric distribution, and the drift term in Eq. (1) is an odd function,
(b(t; x)=−b(t;−x); 8x2R; 8t>0). We handle only odd or even functions, which
simplies the calculation. We examine the general case in Section 4. Our third tool is
a symmetrization principle, which can be stated as follows:
lim
t!+1E[f(Xt)]= 0;
in which f is an odd function with polynomial growth. This allows us to reduce to
the symmetric case. We end the paper in Section 5 by showing that the above theorem
is still true when  is equal to x3 and note that Eq. (1.2) fails.
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2. Preliminary results
We start with a comparison lemma (in distribution) concerning classical stochastic
dierential equations (SDE). Let Lloclip be the set of functions b :R+R!R such that
jb(s; x)− b(s; y)j6KT;N jx − yj 8jxj6N; 8jyj6N; 8s6T;
for every N>0, T>0.
If b2Lloclip , we know that we can dene a unique X (b), up to an explosion time eb:
X (b)t =X0 + Bt −
Z t
0
b(s; X (b)s ) ds; t<eb; (2:0)
where (Bt ; t>0) is a standard Brownian motion, B0 = 0, X0 is aF0-measurable random
variable.
In the following we consider functions b such that
sgn(x)b(s; x)>0 8s>0; 8x 6=0: (2.1)
We have proved (Proposition 3.3, Benachour et al., 1998) that Eq. 2:0 admits a unique
strong solution dened on R+ (i.e. eb1).
Proposition 2.1. Suppose that b and c belong to Lloclip , b and c are odd functions
verifying Eq. (2.1) and
sgn(x)(b(s; x)− c(s; x))>0 8s>0; 8x (resp:6): (2.2)
Then for any even increasing function on R+, f :R!R, we have
E[f(X (b)t )]6E[f(X
(c)
t )] 8t>0 (resp:>); (2.3)
where X (b)0 =X
(c)
0 =X0.
In particular,
E[(X (b)t )
2n]6E[(X (c)t )
2n] 8t>0 (resp:>): (2.4)
We start by establishing a preliminary result.
Lemma 2.2. Assume (bn)n>0 is a sequence of functions belonging to Lloclip ; b2Lloclip
and bn converges to b:
lim
n!+1
 
sup
jxj6R; s6T
jbn(s; x)− b(s; x)j
!
=0: (2.5)
for every T>0; R>0. Then X (bn)t converges almost surely to X
(b)
t , n!+1, if X (bn)0 =
X (b)0 =X0.
Proof of Proposition 2.1. We actually give two proofs: the rst (resp. second) one
is based on classical comparison lemma (resp. maximum principle). We start with the
rst approach.
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1. (a) Let ’n be an odd function of class C1 such that ’n(x)>0, for any positive
x, ’n is increasing on R+ and
’n(x)=
8<:
0; 06x61=n;
x; 2=n6x6n;
n+ 1; x>n+ 1:
(2.6)
We dene
bn(t; x)=’n(b(t; ’n(x))); cn(t; x)=’n(c(t; ’n(x))); t>0; x2R: (2.7)
’n being increasing, bn and cn satisfy Eq. (2.2).
Lemma 2.2 tells us that we can assume that b and c are odd functions, b(t; :) and
c(t; :) are Lipschitz continuous uniformly with respect to t>0 and
b(t; x)= c(t; x)= 0 jxj6 (2.8)
for some positive >0.
(b) We dene a new Brownian motion :
t =
Z t
0
sgn X (b)s dBs; t>0:
We set U =(X (b))2. Since x! xb(t; x) is an even function, U solves the following
stochastic dierential equation:
Ut =X 20 + 2
Z t
0
p
Us ds −
Z t
0
eb(s; Us) ds; (2.9)
where
eb(s; x)=pjxjb(s;pjxj)− 12 s; s>0; x2R:
Eq. (2.8) implies that x!eb(s; x) is Lipschitz-continuous, uniformly with respect to s.
As a result (2:9) admits a unique strong solution (see for instance Karatzas and Shreve,
1991, Proposition (2.13), p. 291) and ((X (b)t )2; t>0) and (U 0t ; t>0) have the same
distribution, where U 0 solves
U 0t =X
2
0 + 2
Z t
0
p
U 0sdBs −
Z t
0
eb(s; U 0s ) ds:
In the same way, ((X (c)t )2; t>0) and (V 0t ; t>0) are identically distributed,
V 0t =X
2
0 + 2
Z t
0
p
V 0s dBs −
Z t
0
ec(s; V 0s ) ds:
We observe that eb(t; x)>ec(t; x); 8t>0; 8x2R, ec being dened as eb (i.e. ec(s; x)=pjxjc(s;pjxj) − 12 s). We can now apply classical comparison lemma (Karatzas and
Shreve, 1991, Proposition 2.8, p. 293):
a:s:; 8t>0: U 0t6V 0t (resp:>):
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Let f be an even function, increasing on R+, then
E[f(X (b)t )]=E[g((X
(b)
t )
2)]=E[g(U 0t )]6E[g(V
0
t )]=E[g(X
(c)
t )
2)]=E[f(X (c)t )]
(resp. >) where f(x)= g(x2).
This shows (2:3).
2. We now give a second proof of Eq. (2.3) based on a maximum principle. As
before, using Lemma 2.2 and an approximation, we can assume that f is of class C1,
bounded with its two rst derivative, b(t; :) and c(t; :) are also of class C1 and verify
Eq. (2.8).
(a) Let Ux be the solution of Eq. (2:0), Ux(0)= x. We dene
u(t; x)=E[f(Uxt )]; t>0; x2R:
Since b is an odd function, −Ux is the solution of (Fb) with initial data −x, then −Uxt
and U−xt have the same distribution. f being an even function, then u(t; :) is an even
function, for every t>0. In particular,
ux(t; 0)=0;
where ux =(@=@x)u.
We know that u veries the following PDE:
ut = 12uxx − bux; (2.10)
where ut =(@=@t)u, uxx =(@2=@x2)u.
We take the derivative, with respect to x, in Eq. (2.10) we obtain
t = 12xx − bx− bx; (2.11)
 being equal to ux.
Since (0; x)=f0(x), we have
sgn(x); (0; x)>0 (2.12)
(t; 0)=0: (2.13)
 and 0 are two solutions of Eq. (2.10) on [0;+1[ [0;+1[ , >0 on the boundary
of [0;+1[ [0;+1[, the maximum principle tells us
(t; x)= ux(t; x)>0 8t>0; 8x>0: (2.14)
Using Eq. (2.14) we obtain by symmetry
ux(t; x)60 8t>0; 8x60: (2.15)
(b) Let Vx be the solution of Eq. (2:0), V x(0)= x. We set
v(t; x)=E[f(V x(t))]; t>0; x2R
and
Lv(t; x)= vt(t; x)− 12vxx(t; x) + c(t; x)vx(t; x):
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It is clear that
Lv(t; x)= 0: (2.16)
We compute Lu. Using Eq. (2.10), we easily obtain
Lu(t; x)= (c(t; x)− b(t; x))ux(t; x): (2.17)
Therefore, Eqs. (2.2), (2.14) and (2:15) both imply
Lu(t; x)60 8x2R (resp:>0):
We remark that
u(0; x)= v(0; x)=f(x):
Using the maximum principle again, we have
u(t; x)6v(t; x) 8t>0; 8x2R (resp:>):
Eq. (2.3) follows immediately.
A second tool that is crucial to the analysis of the convergence of Xt , t!1
(X being solution of Eq. (1)) is the asymptotic behaviour of Markov processes with
linear semigroups satisfying the ultra contractivity property.
Let b :R!R be an odd function such that
b0(x)>k>0 8x2R; (2.18)
9>1; lim inf
+1
b(x)
x
>0: (2.19)
We associate the following density probability function, with such b:
b(x)=
exp− R x0 b(y) dyR
R exp(−
R x
0 b(y) dy) dx
; x2R: (2.20)
Let L(b) be the operator,
L(b)f(x)= 12 (f
00(x)− b(x)f0(x)); x2R; f2C2(R): (2.21)
It is veried that〈
L(b)f; g

b
=
〈
f; L(b)g

b
; (2.22)
〈
L(b)f;f

b
=−1
2
Z
R
f02(x)b(x) dx; (2.23)
f; g being two R!R functions, of class C1, with compact support, and
hf; gib =
Z
R
f(x)g(x)b(x) dx: (2.24)
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L(b) is the innitesimal generator of a Markov semi-group (T (b)t ; t>0), symmetri-
cal with respect to b(x) dx, acting on Lp(b) (we denote for simplicity Lp(b)=
Lp(b(x)dx)), 16p61).
Lemma 2.4. Assume that b :R!R is an odd function verifying Eqs. (2.18) and
(2.19):
(i) (T (b)t ; t>0) has the ultra contractivity property
kT (b)t fk16k(t) kfkL1(b) 8t>0; 8f2L1(b); (2.25)
k(t) being a positive constant.
(ii) For any t>0; T (b)t : L2(b)! L2(b) is a trace class operator.
(iii) Let (−n; n>1) be the decreasing sequence of negative eigenvalues of L(b) (i.e.
0>−1>−2>   >−n>   ) and fn the eigenfunction associated with −n;
with norm 1 in L2(b); then 1>k=2 (spectral gap property) k being the constant
in Eq. (2.18), and
kfnk16k(t)ent 8t>0: (2.26)
Proof of Lemma 2.4.
(i) The ultracontractivity property (2:25) is a consequence of (Kavian et al., 1993)
(ii) We know that
T (b)t f(x)=
Z
pt(x; y)f(y)b(y) dy: (2.27)
Let (gn)n>0 be a sequence of functions in L1(b), converging as n!1, to the Dirac
measure x0 . Eqs. (2.25) and (2.27) both imply
kT (b)t gnk16k(t)kgnkL1(b):
We take the limit, n!1. We obtain pt(x; x0)6k1(t). This means that pt is bounded
on R2. As a result,Z
R2
pt(x; y)b(x)b(y) dx dy<1 (2.28)
holds. Recall (Dunford and Schwartz, 1963, p. 598) that Eq. (2.28) imply that, for
every xed t>0, T (b)t : L2(b)! L2(b) is a Hilbert{Schmidt operator. Obviously, T (b)t =
T (b)t=2 T
(b)
t=2 , then T
(b)
t is a trace class operator.
(iii) Let   be the \carre du champ" operator and  2 dened by the classical relations
 (f; g)= 12 (L
(b)(fg)− fL(b)g− gL(b)f);
 2(f; g)= 12 (L
(b)( (f; g))−  (L(b)f; g)−  (f; L(b)g)):
The spectral gap property is a consequence of Bakry{Emery and Bakry results (Bakry
and Emery, 1985; Bakry, 1992). More precisely, if there exists k>0 such that
 2(f;f)>k (f;f) (2.29)
for any f2C1(R), then (iii) holds.
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We easily check
 (f; g)= 12f
0g0;  2(f; g)= 14 (f
00g00 + b0f0g0):
Therefore, Eq. (2.29) is equivalent to
f002 + b0f02>2kf02:
It is clear that this inequality is a straightforward consequence of Eq. (2.18).
(iv) Since T (b)t fn=e−ntfn and kfnkL1(b)61, Eq. (2.25) implies Eq. (2.26).
We apply this analytic result to our probabilistic setting. Recall that X (b) is the
unique strong solution of (Fb) with initial data X0.
Corollary 2.5. Assume b :R!R is an odd function locally Lipschitz continuous ver-
ifying Eq. (2.19) and
b(x)− b(y)>k(x − y); 8x>y; where k>0:
There exist >0 and (t0)>0 such thatE[g(X (b)t )]− Z
R
g(x)b(x) dx
6(t0)e−tkgkL2(b) (2.30)
for every t>t0; g in L2(b).
Remark 2.6. We apply Eq. (2.30) in Section 3 (see for instance the proof of
Lemma 2.2) and we especially use the fact that this inequality is uniform with re-
spect to the distribution of the r.v. X (b)0 .
Proof of Corollary 1.5. We check Eq. (2.30) only when b is C1 and veries b0(x)>
k>0. The general case is obtained by approximating b.
Firstly we suppose that X (b)0 admits a density. We set for simplicity = 0 and
X =X (b). Let g be an element in L2(), g admits the following development:
g= hg; 1i +
X
n>1
hg; fnifn; (2.31)
where (fn; n>1) is the sequence of eigenfunctions associated with (n; n>1) (see
Lemma 2.4). Since P(X0 2 dx)= (x)(x) dx,
E[g(Xt)]=
Z
R
E[g(X xt )](x)(x) dx= hE[g(X :t )]; i = hTtg; i ;
where (X xt ; t>0) is the solution of (Fb), X
x
0 = x.
We apply operator T (b)t to Eq. (2.31), we have
T (b)t g= hg; 1i +
X
n>1
hg; fni e−ntfn:
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Therefore,
 :=
E[g(Xt)]− Z
R
g(x)(dx)
6X
n>1
e−nt jhg; fnij jhfn; ij:
Eq. (2.26) implies
j hfn; i j6
Z
R
jfn(x)j(x)(x) dx6kfnk16k(t0=2)en(t0=2):
Using the Cauchy Schwarz inequality in L2(N), we obtain
6k(t0=2)c(t)
 X
n>1
(hg; fni)2
!1=2
= k(t0=2)c(t)kgkL2();
c(t)2 :=
X
n>1
e−2n(t−t0=2):
Since n>1 and t>t0, then −2n(t − t0=2)6− n(t0=2)− 1(t − t0) and
c(t)26e−(t−t0)
 X
n>1
e−n(t0=2)
!
:
Recall that Tt1 is a trace class operator (t1 = t0=2):X
n>1
j hTt1fn; fni j=
X
n>1
e−nt1<+1:
This ends the proof of Eq. (2.31), because the above estimates do not depend on the
initial distribution.
3. Convergence in the symmetrical case
Let X be the process solution of Eq. (1). We suppose that we are in the symmetrical
case, this means that the distribution of X0 is symmetric (i.e. −X0 and X0 have the
same law). The aim of this section is to show that Xt , converges in distribution, as
t!1, to the invariant probability measure. We briey recall the main results obtained
in Benachour et al. (1998):
0 :R!R is a function such that
0 is odd; increasing and convex on R+ (3.1)
j0(x)− 0(y)j6cjx − yj(1 + jxjr + jyjr) 8x2R; 8y2R (3.2)
(x)= 0(x) + x; >0; 8x2R (3.3)
for some >0.
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In particular,
j0(x)j6c(1 + jxj2q); (3.4)
where 2q>r + 1.
Moreover limx!0+ 0(x)=x=0. This property will not be used in the sequel.
We assume that the law of X0 is symmetrical and
E(X 2(r+1)
2
0 )<1: (3.5)
Then (Theorem 3.1, Benachour et al. (1998)), there exists a unique process X satisfying
Xt =X0 + Bt − 12
Z t
0
b(s; Xs) ds; t>0
b(s; x)=E[(x − Xs)]:
(3)
Moreover, E(Xt)=E(X0) and Xt − E(X0) veries Eq. (1). We can suppose
E(X0)= 0: (3.6)
Eq. (3.6) and the antisymmetry of  imply
(i) −Xt and Xt have the same distribution
(ii) E(X 2k+1t )= 0 8t>0; 8k 2N:
(3.7)
As for the even moments, we have shown (Proposition 3.10 of Benachour et al. (1998))
that
sup
t>0
E(X 2nt )<1 (3.8)
if E(X 2n0 )<1, n being an integer.
Concerning the invariant probability distribution, we have the following result
(Theorem 5.7 of Benachour et al. (1998)): 90>0, 8>0 , there exists a unique
stationary symmetric distribution (x) dx, given by
(x)=
1
()
exp−
Z jxj
0
  (y) dy; x2R (3.9)
()=
Z
R
exp
 
−
Z jxj
0
  (y) dy
!
dx: (3.10)
0 is chosen such that 8>0 , the operator
Au(x)=
1
(u)
exp−
Z jxj
0
  u(y) dy (3.11)
dened on D(A)= fu :R!R+;
R
R u(x) dx=1; u(−x)= u(x) 8x2R, u(x)6(1=(u))
exp(−x2=2) 8x>0g is a contraction:
Np(Au−Av)6kNp(u− v); (3.12)
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k<1; Np(w)=
Z
R
jxj(1 + jxjp)jw(x)j dx; p>4q:
We can now state the main result of this section.
Theorem 3.1. Assume that the law of X0 is symmetric and
(x)>k x 8x>1; (3.13)
for some >1. Then the distribution of Xt converges as t approaches innity, to
(x) dx.
Few words about the idea of the proof. Since X solves a SDE with drift coecient
b, it is natural to investigate the asymptotic behaviour of b(t; x); t!1, x being xed.
Moreover b(t; x)=E[(x − Xt)], if Xt converges in distribution to (x) dx, we easily
guess that the limit b should be equal to   .
Let us now examine a few of the properties of b. Since  is increasing and Eq. (3.7)
holds, x! b(t; x) is increasing and b(t;−x)= − b(t; x). b admits the following repre-
sentation:
b(t; x)=E[ex(Xt)]; t>0; x2R (3.14)
where
ex(y)= 12 ((x − y) + (x + y)) y2R: (3.15)
We have shown (Lemma 5.3 of Benachour et al. (1998)) that if  is convex on R+,
then
1
2 ((x + y)− (x − y))>(x); 8x>0; 8y2R:
Using Eq. (3.3), we have
b(t; x)>(x)>x 8x>0 (3.16)
b(t; x)=E[0(x − Xt)] + x: (3.17)
Moreover the Lipschitz property of  and Eq. (3.8) imply
jb(t; x)− b(t; y)j6cjx − yj(1 + jxjr + jyjr):
Therefore, we can dene
bt0 (x)= sup
t>t0
b(t; x); bt0 (x)= inft>t0
b(t; x); x>0
bt0 (x)= − bt0 (−x); bt0 (x)= − bt0 (−x); x<0
b(x)= inf
t0
bt0 (x)= lim sup
t!+1
b(t; x); b(x)= sup
t0
bt0 (x)= lim inft!1 b(t; x); x>0
b(x)=−b(−x); b(x)=−b(−x); x<0:
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If x>y we have
bt0 (x)− bt0 (y)>(x − y); b(x)− b(y)>(x − y); (3.20)
where bt0 = bt0 or bt0 and b= b or b.
Let us introduce
u(x)=
exp− R jxj0 b(y) dyR
R exp(−
R jxj
0 b(y) dy) dx
:
u is dened by the same formula, b being replaced by b.
Lemma 3.2. (1) We have the following inequalities:
  u(x)6b(x)6b(x)6  u(x) 8x>0 (3.21)
(2) Let f :R!R+ be an even and increasing function on R+, with polynomial growth
then
− c1e−t0 +
Z
R
f(y)bt0
(y) dy6E[f(Xt)]6
Z
R
f(y)bt0 (y) dy + c2e
−t0 (3.22)
t>2t0, c being the probability density dened by Eq. (2.20).
Proof of Lemma 3.2. (1) We associate with X two diusion processes Y and Z :
Yt =Xt0 + Bt − Bt0 −
1
2
Z t
t0
bt0 (Ys) ds; t>t0
Zt =Xt0 + Bt − Bt0 −
1
2
Z t
t0
bt0 (Zs) ds; t>t0:
Let f be as in (2). The assumptions of Proposition 2.1 are met, so that
E[f(Zt)]6E[f(Xt)]6E[f(Yt)]:
Eqs. (3:19) and (2.13) imply that (2:18) and (2:19) hold. This means that we can
apply Corollary 2.5:
ckfe−(t−t0) +
Z
R
f(y)bt0
(y) dy6E[f(Xt)]6
Z
R
f(y)bt0 (y) dy + c
0kfe
−(t−t0);
(3.23)
where kf =
R
R f
2(y)bt0 (y) dy and kf is dened by the same procedure.
(2) Assume that c1 and c2 are two functions verifying assumptions of Corollary 2.5
and sgn x(c1(x) − c2(x))>0 8x2R, x 6=0. Let U1 and U2 be the two diusion pro-
cesses: U1 =X (c1), U2 =X (c2) (recall that X (c) is a solution of Eq. (2:0), U1 and U2
vanishing at zero. Eqs. (3:19) and Proposition 2.1 imply
E[f(U1(t))]6E[f(U2(t))]:
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We take the limit, t!1, and we apply Corollary 2.5,Z
R
f(y)c1 (y) dy6
Z
R
f(y)c2 (y) dy: (3.24)
As a result, using Eq. (3:19) we obtain
kf =
Z
R
f2(y)bt0
(y) dy6kf =
Z
R
f2(y)bt0 (y) dy6
Z
R
f2(y)(y) dy<1:
The integral on the right-hand side is nite because f has polynomial growth and
(x)>x; x>0. Eq. (3.22) follows immediately.
(3) Let x>0. We choose f= ex in Eq. (3.23). Then applying Eq. (3.14), we obtain
E(f(Xt))= b(t; x). We take the limsup and liminf, t!1, and get:
lim inf
t0!1
Z
R
ex(y)bt0 (y) dy6b(x)6b(x)6 lim supt0!1
Z
R
ex(y)bt0 (y) dy; x>0:
Since b(x)= inf t0 bt0 (x)>0, x being positive,
lim
t0!1
Z
R
ex(y)bt0 (y) dy=
Z
R
ex(y)b(y) dy=   u(x):
Similarly we prove that b(x)>  u(x).
Proof of Theorem 3.1. (1) The rst step consists in showing that b= b. In other words,
b(t; :) converges as t!1.
Since u, b, b, u are odd functions, c=Ac, Eqs. (3.21) and (3.24) both implyZ
R
f(y)(Au)(y) dy6
Z
R
f(y)u(y) dy6
Z
R
f(y)u(y) dy
6
Z
R
f(y)(Au)(y) dy: (3.25)
f being an even function, increasing on R+.
Let gp(x)= jxj(1 + jxjp) and
Np(w)=
Z
R
gp(x)jw(x)j dx:
We deduce from Eq. (3.25) the following inequality:
Np(u− u)6Np(Au−Au):
Because  is odd and u is a positive density function, we have
  u(x)=
Z 1
0
((x − y) + (x + y))u(y) dy>(x):
Consequently, u, u are in D(A) and
Np(u− u)6Np(Au−Au)6kNp(u− u):
Since k<1, the previous inequalities tells us u= u. By Eq. (3.21), we deduce that
b= b.
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2. We are now able to show that
lim
t!1E[f(Xt)]=
Z
R
f(x)u(x) dx; (3.26)
u being the unique solution of Eq. (3.9), and f :R!R is even, increasing on R+,
and with polynomial growth.
We set b= b= b and u= u= u. Eq. (3.21) tells us that b=   u. Hence u
solves (3:9) and u= u. Moreover,
lim
t0!1
Z
R
f(y)bt0 (y) dy= limt0!1
Z
R
f(y)bt0
(y) dy=
Z
R
f(y)u(y) dy:
(3:26) follows immediately.
In particular,
lim
t!+1P(jXt j>a)=
Z
R
1fjyj>agu(y) dy:
Recall that the distribution of Xt is symmetric, then
P(jXt j>a)= 2P(Xt>a)= 2(1− P(Xt<a)):
Consequently, for any a2R, limt!1 P(Xt<a)=
R a
−1 u(y) dy. This shows that Xt con-
verges to u(x) dx, t!1.
Remark 3.3. We actually prove more than the convergence of Xt , in distribution,
because Eq. (3.26) holds for any f even and increasing with polynomial growth.
We are able to give the speed of convergence (the proof is technical):E[f(Xt)]− Z
R
f(y)u(y) dy
6 ck(f)(1 + t)k (3.27)
for any k>0.
4. Symmetrization principle: Convergence with non-symmetric initial data
In this section we keep the same hypothesis on  as in Section 3: Eqs. (3.1){(3.3)
and (3.13) hold. We assume that the moments of X0 with order n (n being large
enough) are nite, but we do not assume that the distribution of X0 is symmetric.
Consequently, the law of Xt is not symmetric. The drift term b of X does not admit
the representation (3.14). Recall that the identity (3.14) is the key of our proof of
Theorem 3.1. We decompose b:
b= be + b0; (4.1)
be(s; x)=
b(s; x) + b(s;−x)
2
=
1
2
E[(x − Xs)− (x + Xs)]; (4.2)
b0(s; x)=
b(s; x)− b(s;−x)
2
=
1
2
E[(x − Xs) + (x + Xs)]: (4.3)
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We show a symmetrization principle of the following type:
lim
t!1E[f(Xt)]= 0:
f being an odd and increasing function, with polynomial growth. In particular,
lim
t!1E(X
2k+1
t )= 0; 8k>0:
This asymptotic identity corresponds in same sense to Eq. (3.7) (ii).
Since y! (x − y)− (x + y) is odd,
lim
t!1 be(t; x)= 0:
This means that, at the limit, b is an odd function.
We introduce two new processes Y and Z associated with X (solution of Eq. (1)):
Yt =X0 + Bt − 12
Z t
0
b0(s; Ys) ds; (4.4)
Zt =Bt − 12
Z t
0
b0(s; Zs) ds: (4.5)
It is clear that b0 is Lipschitz-continuous, with polynomial growth, b0(s; 0)=0 and
b0(s; x)>(x); x>0 (resp: b0(s; x)6(x); x<0): (4.6)
As a result Y and Z are well dened on [0;+1[ (see, for instance, Proposition 3.3 of
Benachour et al. (1998)). Our approach is based on comparisons between Y and Z , X
and Y , respectively.
Theorem 4.1. We suppose that Eqs. (3.1){(3.3) and (3.13) hold. Then the distribu-
tion of Xt converges (t!1); to the unique invariant probability measure u(x) dx; u
being the unique solution of Eq. (3.9).
The proof of Theorem 4.1 is divided in ve parts:
in Lemma 4.2 we compare Y and Z ,
in Lemma 4.2 we control the moments of Y and Z ,
in Lemma 4.3 we compare X and Y ,
in Lemma 4.2 we prove a symmetrization principle.
Theorem 4.1 will appear as a consequence of Lemma 3.2 and previous results.
Lemma 4.2. Let Y and Z be dened by Eq. (4.4), respectively Eq. (4.5). Then
jYt − Zt j6jX0je−t=2 8t>0: (4.7)
Proof of Lemma 4.2. Since Y and Z solve Eq. (4.4), respectively Eq. (4.5),
jYt − Zt j= jX0j − 12
Z t
0
sgn(Ys − Zs)(b0(s; Ys)− b0(s; Zs)) ds:
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Using both Eqs. (3.3), (4.3) and (3.1) (0 is increasing) we have
b0(s; y)− b0(s; z) = (y − z) + 12E[0(y − Xs)− 0(z − Xs)]
+
1
2
E[0(y + Xs)− 0(z + Xs)];
sgn(y − z)(b0(s; y)− b0(s; z))>jy − zj:
Hence
jYt − Zt j6jX0j − 2
Z t
0
jYs − Zsj ds:
Eq. (4.7) is a consequence of the Gronwall lemma.
Lemma 4.3. Let n be an integer. Then
(i) sup
t>0
E[Y 2nt ]<1; (ii) sup
t>0
E(Z2nt )<1: (4.8)
Proof of Lemma 4.3. We prove more generally that if c :R+R!R is locally
Lipschitz-continuous and veries
xc(t; x)>x2 8t>0; 8x2R (4.9)
for some >0, then
sup
t
E[(X (c)t )
2n]6E((X (c)0 )
2n)_ cn: (4.10)
We set mn(t)=E((X
(c)
t )2n). We apply the Ito formula (recall that X (c) is a solution
of Eq. (2:0)). We take the expectation and the derivative
m0n(t)=−nE[(X (c)t )2n−2X (c)t c(t; X (c)t )] + n(2n− 1)mn−1(t):
Using Eq. (4.9) and the Holder inequality we get
m0n(t)6− nmn(t) + n(2n− 1)mn−1(t);
m0n(t)6− nmn(t) + n(2n− 1)mn(t)1−1=n:
As a result, we can nd l>0 such that fmn(t)>lgfm0n(t)<0g, Lemma 3.7 of
Benachour et al. (1998) tells us that
sup
t>0
mn(t)6mn(0)_ l:
But b0(s; 0)=0 ( is odd), b0 is an odd function, Eqs. (4.6) and (3.3) imply that b0
veries Eq. (4.9).
Lemma 4.4. There exists a constant c depending only on  and X0 such that
E[jXt − Yt j]6ce−t=4 8t>0: (4.11)
S. Benachour et al. / Stochastic Processes and their Applications 75 (1998) 203{224 219
Proof of Lemma 4.4. (1) Using the denition of X and Y we have,
jXt − Yt j=−12
Z t
0
sgn(Xs − Ys) (s) ds; t>0
 (s)= b(s; Xs)− b0(s; Ys); s>0: (4.12)
But b= b0 + be, (where b0 and be are dened by relations (4.2, 4.3)), hence
sgn(Xs − Ys) (s)=  1(s) +  2(s) +  3(s); (4.13)
where
 1(s)= sgn(Xs − Ys)(b0(s; Xs)− b0(s; Ys));  2(s)= sgn(Xs − Ys)f(s; Xs);
 3(s)= sgn(Xs − Ys)(be(s; Xs)− f(s; Xs));
f(s; x)= 12E[(x − Ys)− (x + Ys)]:
(2) Recall that E(Xt)=E(X0)= 0. Then
be(s; x)− f(s; x) = 12E[0(x − Xs)− 0(x − Ys)]
+ 12E[0(x + Ys)− 0(x + Xs)] + E(Ys):
Let X 0s be a r.v. such that X
0
s , is independent of (Xs; Ys), and X
0
s has the same law as
Xs. We have
jbe(s; x)− f(s; x)j 6 12E[j0(x − Xs)− 0(x − Ys)j]
+ 12E[j0(x + Ys)− 0(x + Xs)j] + jE[Ys]j;
− E[ 3(s)]6 jE[Ys]j+ 12E[j0(X 0s − Xs)− 0(X 0s − Ys)j]
+ 12E[j0(X 0s + Ys)− 0(X 0s + Xs)j]: (4.14)
(3) In the same way,
sgn(x − y)(b0(s; x)− b0(s; y))
= jx − yj+ E[sgn(x − y)(0(x − Xs)− 0(y − Xs))]
E[sgn(x − y)(0(x + Xs)− 0(y + Xs))]
= jx − yj+ E[j0(x − X 0s )− 0(y − X 0s )j]
+E[j0(x + X 0s )− 0(y + X 0s )j]:
As a result,
E[ 1(s)] = E[jXs − Ysj] + E[j0(Xs − X 0s )− 0(Ys − X 0s )j]
+E[j0(Xs + X 0s )− 0(Ys + X 0s )j]:
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Using Eq. (4.14), we have
− E( 3(s))− E( 1(s))6− E[jXs − Ysj] + jE[Ys]j: (4.15)
(4) Since f(t; x)= E[Yt] + 12E[0(x − Ys)− 0(x + Ys)], and 0 veries Eq. (3.2),
−E[ 2(s)]6jE[Yt]j+ cE[jYsj(1 + jYsjr)(1 + jX 0s jr)]:
We know that the moments of Xt are uniformly bounded with respect to t, and the
same property holds for Yt (Lemma 4.3). Using the Holder inequality, we get
−E( 2(s))6jEjYs]j+ c2jE[Ys]j1=2:
Since b0 is an odd function, Zt has a symmetric distribution (Zt and −Zt have the
same law), then E(Zt)= 0. Using Lemma 4.2, we easily verify
jE[Ys]j= [E[Ys − Zs]j6EjX0je−s=2: (4.16)
Finally,
− E( 2(s))6c3e−s=4: (4.17)
(5) We are now able to show Eq. (4.11). The relations (4.12), (4.13), (4.15), (4.16)
and (4.17) yield
E[jXt − Yt j]6
Z t
0
n
−
2
E[jXs − Ysj] + c4e−s=4
o
ds:
Eq. (4.11) is a direct consequence of the Gronwall lemma.
Lemma 4.5. Let h :R!R be a locally Lipschitz-continuous function with polynomial
growth:
jh(x)− h(y)j60jx − yj(1 + jxjn)(1 + jyjn): (4.18)
Then there exists a constant  depending on 0; n; and X0 such that
jE[h(Xt)]− E[h(Zt)]j6e−t=8 8t>0: (4.19)
If h is also an odd function, we have the symmetrization principle
jE[h(Xt)]j6e−t=8 8t>0: (4.20)
In particular, limt!+1 be(t; x)= 0; for any x2R.
Proof of Lemma 4.5. We have
E[h(Xt)]− E[h(Zt)]=E[h(Xt)− h(Yt)] + E[h(Yt)− h(Zt)]:
By Eq. (4.18):
jE[h(Xt)− h(Yt)]j60E[jXt − Yt j1=2Ut];
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where
Ut = jXt − Yt j1=2(1 + jXt jn)(1 + jYt jn):
Using the Schwarz inequality (3.8), and Lemmas 4.3 and 4.4, we get
jE[h(Xt)− h(Yt)]j6cne−t=8:
Using similar arguments, we easily establish
jE[h(Yt)− h(Zt)]j6c0ne−t=2:
Recall that Zt and −Zt have the same distribution. Therefore, if h is an odd function,
E(h(Zt))= 0.
Proof of Theorem 4.1. (1) We set c(t; x)= b0(t; x). Let t0>0, we dene ct0 ; ct0 ; c; c,
as in the symmetric case. c is an odd function verifying
c(t; x)>(x)>x 8x>0:
By a similar approach developed in the proof of Lemma 3.2, we obtain
− c1e−t0 +
Z
R
f(y)ct0 (y) dy6E[f(Zt)]6c2e
−t0 +
Z
R
f(y)ct0 (y) dy (4.21)
where t>t0, and f is an even function, increasing on R+ with polynomial growth. We
choose f= ex; x being positive, and we concentrate on the upper bound (concerning
the lower bound, the technique is similar). Applying moreover Eq. (4.21) we have
c(t; x)= b0(t; x)6ce−
′t0 +
Z
R
ex(y)ct0 (y) dy; 8t>t0:
Recall that:
ct0 (y)=
exp− R jyj0 ct0 (x) dxR
R exp(−
R jyj
0 ct0 (x) dx) dy
:
We take the limsup, t0!1:
c(x)6
Z
R
ex(y)c(y) dy=   u(x)
where
u(y)=
exp− R jyj0 c(x) dxR
R exp(−
R jyj
0 c(x) dx) dy
:
By symmetry, we have
  u(x)6c(x)6c(x)6  u(x):
We have shown (see the proof of Theorem 3.1) that these inequalities imply
u= u= u; c= c=   u:
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In particular, u is a solution of Eq. (3.9) and limt!+1 b0(t; x)=   u(x). Our sym-
metrization principle (Corollary 4.6) tells us that limt!+1 b(t; x)=   u(x). We come
back to Eq. (3.21) and, taking the limit t!1, we obtain
lim
t!+1E[f(Zt)]=
Z
R
f(y)u(y) dy: (4.22)
Theorem 4.1 is a consequence of Eq. (4.19).
We have already noted that Eq. (4.22) implies the convergence of Xt; t!1, in
distribution to u(x) dx.
5. Convergence with (x) = x3
We have already investigated the case (x)= x3 (Section 5, Benachour et al. (1998)).
Let us recall the main results. Since E(Xt)= 0; (E) becomes
Xt =X0 + Bt − 12
Z t
0
(X 3s + 3m2(s)Xs − m3(s)) ds (5.1)
where
mk(t)=E(X kt ) (5.2)
Eq. (5.1) admits a unique stationary probability density  given by
(x)=
exp−( x44 + 3m2x
2
2 )R
R exp−( x
4
4 +
3m2x2
2 ) dx
(5.3)
m2 being the unique positive solution ofZ
R
x2 exp−

x4
4
+
3m2x2
2

dx=m2
Z
R
exp−

x4
4
+
3m2x2
2

dx: (5.4)
Theorem 5.1. Let X be the unique solution of Eq. (5.1). Then Xt converges as t!1,
in distribution to the unique invariant probability measure (x) dx.
We start with symmetric data: −X0 and X0 have the same distribution. Hence
m3(s)=E(X 3s )= 0, and Eq. (1) is equivalent to
Xt =X0 + Bt − 12
Z t
0
(X 3s + 3m2(s)Xs) ds: (5.5)
Lemma 5.2. The function m2 admits a limit m2 as t goes to innity and m

2 is the
unique solution of Eq. (5.4).
Proof of Lemma 5.2. (1) As we did in the proof of Lemma 3.2 we introduce
m2(t0)= inft>t0
m2(t); m2(t0)= sup
t>t0
m2(t0)
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m2 = lim inft!1 m2(t)= supt0
m2(t0); m2 = limsup
t!1
m2(t)= inf
t0
m2(t0):
Let Y be the diusion process
Yt =Xt0 + Bt − Bt0 −
1
2
Z t
t0
(Y 3s + 3m2(s)Ys) ds; t>t0:
Since x! x3+3m2(s)x; x! x3+3m2(t0)x are odd functions, x3+3m2(s)x>x3+3m2(t)x
for any x>0, then
m2k(t)6E(Y 2kt )6ce
−(t−t0) +
Z
R
x2km2(t0)(x) dx; (5.6)
where
a(x)=
1
(a)
exp

−x
4
4
+
3a
2
x2

; (a)=
Z
R
exp

−x
4
4
+
3a
2
x2

dx
we take the lim sup in Eq. (5.6):
m2k6
Z
R
x2km2 (x) dx:
Similarly we easily check
m2k>
Z
R
x2km2 (x) dx:
In particular,Z
R
x2m2 (x) dx6m26m26
Z
R
x2m2 (x) dx (5.7)Z
R
x4m2 (x) dx6m46m46
Z
R
x4m2 (x) dx: (5.8)
An integration by parts givesZ
R
(x4 + 3ax2)a(x) dx=1: (5.9)
Since m46
R
R x
4m2 (x) dx and m26
R
R x
2m2 (x) dx,
m4 + (3m2)m26
Z
R
(x4 + 3m2x
2)m2 (x) dx=1:
By symmetry we have the following lower bound,
m4 + (3m2)m2>1:
Obviously, m4 + 3m2m2>m4 + 3m2m2, therefore
m4 =m4 =m

4 ; (5.10)
m4 + 3m2m2 = 1: (5.11)
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Since m4 =m

4 = 1 − 3m2m2;
R
R x
4 m2 (x) dx=1 − 3m2
R
R x
2m2 (x) dx and m46R
R x
4m2 (x) dx (last inequality in Eq. (5.8)) we have
m2>
Z
R
x2m2 (x) dx:
Using Eq. (5.7) we obtain
m2 =
Z
R
x2m2 (x) dx:
Using once more Eqs. (5.11) and (5.9) we obtain
m4 = 1− 3m2
Z
R
x2m2 (x) dx=
Z
R
x4m2 (x) dx:
Finally,Z
R
x4m2 (x) dx=
Z
R
x4m2 (x) dx: (5.12)
(2) Let us introduce ’ :R+!R:
’(a)=
1
(a)
Z
R
x4a(x) dx:
By an easy calculation we have
’0(a)=−3
2
Z
R
x6a(x) dx −
Z
R
x2a(x) dx
Z
R
x4a(x) dx

;
where
a(x)=
1
(a)
a(x):
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