Abstract This paper addresses a very important question-how to select the right products to promote in order to maximize promotional benefit. We set up a framework to incorporate promotion decisions into the data-mining process, formulate the profit maximization problem as an optimization problem, and propose a heuristic search solution to discover the right products to promote. Moreover, we are able to get access to real supermarket data and apply our solution to help achieve higher profits. Our experimental results on both synthetic data and real supermarket data demonstrate that our framework and method are highly effective and can potentially bring huge profit gains to a marketing campaign.
to the development of more efficient and effective association rule algorithms ( [2, 3, 5, 9, 11, [14] [15] [16] 23] ). This technique discovers associations among products, from which we can infer whether a product or a set of products can positively affect the sales of other products. The association rule extraction process often generates an overwhelming number of rules, which are very difficult for managers to comprehend, let alone put into action ( [1] ). Utilizing these rules for a given decision-making task can be very challenging. Directly incorporating managers' goals into the data-mining process can potentially provide more value to managers.
In this paper, the decision-making task we consider is how to select the right products for store promotions. For a retailer (either online or offline), a very common decision is to select products for sale so that the money spent on the promotion can achieve the maximum benefit. We propose an approach that can directly utilize the results of the association rule analysis. The approach will take the rules as input and generate a list of products the store can promote. Integrating the results of association rule analysis into the product-selection process can provide potentially significant value for retailers.
In this paper, we provide data-mining solutions for the product-selection problem for store promotions, which is a very real and important problem faced by supermarkets, grocery stores, online retailers, etc. No previous research has studied the exact problem we define in this paper. In the following paragraphs, we discuss the research which is related to the problem we study. The most relevant data-mining research is the study of product assortment, which is a fundamentally different problem ( [6] [7] [8] 20, 22, 21] ). The core decision in the product assortment problem is to decide what items a store should carry, given limited retail space. And the techniques used for product assortment cannot be directly applied to the product-promotion problem. In [6, 7] and [8] , the assortment first needs to be consistent with the store's image by including some basic products, and the added products should be selected to maximize cross-sales potential with the basic products. In [22] and [21] , the value of the products that are not carried by the store will be considered as a loss to the store. Their goal is to minimize such loss. Our focus is to select products with the highest promotional effect. Therefore, our problem has a totally different objective function to optimize.
In the marketing literature, research has not been focusing on selecting the best products to promote out of all the products available. Related research has studied various aspects of the problem, such as cross-selling effects ( [13] ), complementary products ( [4] ), purchase connections among multiple product categories ( [18] ), etc. For example, [17] studies the following two hypotheses: (a) Cross-effects of retail promotions depend on the strength of the complementary relationship; (b) Retail promotions of a product have a positive effect on the purchase quantity of the complementary product. [10] investigates the timing behavior of households in two product categories for which the decision of a household to make a purchase in one category at a given point in time influences purchases in the other category.
The main contributions of this paper are as follows. First, the paper addresses a very important question-how to select the right products to promote in order to maximize promotional benefit. Second, we set up a framework to incorporate managers' promotion decisions into the data-mining process, formulate an optimization problem, and propose a heuristic search solution to discover the right products to promote. This research incorporates profit maximization into the data-mining process and thus contributes to the actionability of data mining. Moreover, we are able to access real supermarket data and apply our solution to help achieve higher profits.
The remainder of the paper is organized as follows. Section 2 defines the problem and introduces several definitions of the value of a set of products. Section 3 develops a method to find the top products to maximize profit. Section 4 reports the experimental results on both synthetic data and real supermarket data, and Sect. 5 concludes with discussion on future work.
Problem definition
Product selection for the purpose of store promotions is to select a (small) set of products that will have a strong promotional effect on other products. The assumption is that with the promotion of these selected products, people are more willing to buy them, and thus the associated products as well. This can potentially increase profits for the store. The extent of a product's promotional effect is derived from purchase transactions where multiple products are purchased. The decision the store needs to make is which n products to promote in order to maximize the campaign profit, given that the purchases of products are correlated.
We consider a market basket transaction database that contains m purchase transactions T = {t 1 , t 2 , . . . , t m }, each of which contains a subset of the following N products or items I = {i 1 , i 2 , . . . , i N } (we use item and product interchangeably in this paper). The profit of a selected set of items S ∈ I is calculated over T. Given the number of items to be selected, n, the goal is to select the set so that the profit of the promotion is maximized.
An item should be selected if it can strongly promote the sales of other items. To see whether an item or a set of items has a positive promotional effect on another item, we define the following term called Promotional Effect.
Definition 1 (Promotional effect)
The promotional effect of a set of items (L) on another item (R), denoted as Promo(L → R), is defined as P(R|L) − P(R), where P(R) is the probability of the purchase of R across all transactions, and P(R|L) is the probability of the purchase of R among transactions containing L.
For a certain association rule L → R with a single item on its right-hand side, P(R|L) corresponds to the confidence of the rule, and P(R) is the support of the item R. If L has a positive promotional effect on R, Promo(L → R) > 0; otherwise, Promo(L → R) < 0. In the following equation, we define the value of a single item based on the promotional effect of a set of rules.
Definition 2 (Value of a single item)(denoted as
Among all the association rules discovered from the purchase transactions, S 1 is the set of rules with the item on promotion on the left-hand side and one single item on the right-hand side (e.g. A → B). For rules with multiple items on the right-hand side, we can simply consider them separately. For example, A → {B, C} can be separated into A → B and A → C. NT is the number of transactions supporting the rule. UP R H S is the unit profit of the item on the right-hand side of the rule. RHS is short for the item on the right-hand side of the rule. The lift of the rule is defined as confidence of the rule, divided by the support of the RHS, and it can also be used to measure whether the purchase of the item on the left-hand side is positively affecting the purchase of the item on the right-hand side.
Because lift value is always positive, we cannot directly use it in Definition 2. The reason is that for rules with lift smaller than 1, we do not want it to positively contribute to the value of the item on the left-hand side. Therefore, we use the promotional effect of a rule, which is Promo(rule) we defined in Definition 1. This value will be negative if the lift is smaller than 1, and will be positive if it is greater than 1. Its value will range between [−1, 1]. The intuition behind Definition 2 is as follows. The value of an item in promoting the sales of other items is calculated based on the rules with this item on the left-hand side. For each such rule, we will also look at the extent of its impact through the number of transactions where it holds, and the unit profit of the item on the right-hand side of the rule. The higher the number of transactions and the unit profit of the item derived from the item on sale (i.e. the item on the left hand side of the rule), the higher the promotional value of the item on the left-hand side. The promotional value of some of the rules in this set will be positive, and some will be negative. The aggregated value of this item across all rules is eventually used as the value of this item.
The problem with one item on promotion is fairly simple. We can calculate the value of each item based on Definition 2, and pick the item with the highest value to promote. However, promotions are often run on multiple items simultaneously. A naïve approach would be to rank the items according to their values defined in Definition 2, and to pick the top n items to promote. However, this solution may generate a far less profitable result. The major reason is because of the cross-selling effect among items. For example, items A, B, C are the top three items, the value of A and B combined together is not necessarily higher than the value of A and C combined. The added value of B may not be as high after A is on promotion. One reason is because item A might encourage the purchase of item B, and item B's coupon may not be as useful, even though this item has high value on its own. Another reason is that with multiple items, some promotional effect comes from rules with multiple items on the left-hand side (e.g. {A, C} → D), and we need to incorporate this into the value calculation process. How to select multiple items so that their potential benefit is maximized is very important. In the following paragraph, we define the Exclusive Value of a set of items, and the (Inclusive) Value of a set of items.
Definition 3 (Exclusive value of an itemset)V E ( )
For a set of items L, the exclusive value is defined as the value generated from the set of rules (S E ) with L on its left-hand side and a single item on its right-hand side. Again, rules with multiple items on the right-hand side can be broken into several rules, each with a single item on the right-hand side. The reason why this is called exclusive value is because we only consider the value of the rules with all the items in the set on its left-hand side, and we exclude the value of the rules with a subset of the items on its left-hand side. When multiple items are promoted, we should not only consider the value derived from the rules with the entire itemset on the left-hand side, but also the value derived from the rules with the subset of the itemset on the left-hand side. For example, when two items are being promoted, we should also include the value derived from the rules with A or B on the left-hand side, i.e. V E (A) + V E (B). Since both the transactions with A and transactions with B contain transactions with {A, B}, we need to exclude the double-counted transactions. Therefore, the true value of these two items will be the summary of the value of each item excluding the over counted value (i.e. (A, B) ). In the following paragraph, we defined the (inclusive) value of an itemset.
Definition 4 (Value of an itemset) V( ) For an itemset
. . , i k } with k items, its value is calculated as following
Since there are not a lot of significant rules with a large number of items on the left-hand side, the size of the subset of the itemset that we consider can be limited (e.g. four). For example, when we limit the number of items on the left-hand side of a rule to four, the value of an itemset with five items {A, B, C, D, E} is as follows.
The value of a single item is the same as its exclusive value. To expedite computation, we can calculate the value of k + 1 items based on the value of k items, if it is already known. 
This recurrent property is very useful in the method we use to select the top products to promote, because the process mostly involves calculating the value of k + 1 items based on the value of k items (see Sect. 3 for more details). Once we define the value of multiple items, the goal is to select the top items with the highest value.
Select the top products
The purchase transactions include N distinctive items. Among these N items, we select n items which can potentially generate the highest promotional value. The problem can be written into the following optimization problem. 
I is the set of all the N products we consider, and S is the set of n products we select to promote in order to maximize V (S). Since we cannot try every possible combination of n items and calculate the value, we present a tree-based heuristic search to try and find the top n items out of the N distinctive products the seller carries. The intuition behind the heuristic search is as follows. Assume that we have a complete tree of depth n. The root of the tree is null, and each child node of the root corresponds to a unique product (so there are N children for the root node). For each of the other non-leaf nodes in the tree, its children include all the items that have not appeared in the path leading from the root to that node. The tree has n levels because we only select n items to promote. The optimal solution will be one of the branches in the tree. Assume that we follow a strict greedy depth first search. For any non-leaf node, we choose the child of the node if the value of the set of items on the path from the root to this child is the greatest. If we follow this greedy strategy to search, we will essentially go down one branch and never backtrack, which is very likely to lead to an inferior solution. Therefore, we designed a mechanism to allow backtracking when the marginal profit of going down a branch is not high enough.
Take Fig. 1 as an example. We first select A because V (A), which is 5, is the greatest among the children of the root node. We then follow the branch of A and check the children of A. V (A, B) and V (A, C), which are 6, are the greatest. However, the marginal profit
V (A, B)−V (A), which is 6-5, is quite low. We compare this margin with the average margin of the previous level, which is the average of V (A), V (B), V (C), V (D) and V (E)(= 3). If this margin is low (< 3)
, then this branch is not worth further exploration, and we move back to the highlighted node B. To simplify computation (which does not change our underlying intuition about marginal profit), we adjust the value of a node to be the value of the set of items leading from the root to that node (e.g. V (A, B) ) minus the average value of its parent and the parent's siblings. Then we can simply compare all the adjusted values of all the leaf nodes, and move to the leaf node with the greatest adjusted value for future searches. Figure 2 below gives the detailed search algorithm (we use TP (Top Product selection) to refer to this algorithm) and the example presented in Fig. 3a-d further illustrates the search process.
The path leading from the root node to a leaf node of the tree represents the items we can select. We compare the value of all the leaf nodes and pick the node with the highest value
Inputs:
1. Dataset D with m purchase transaction. Among these transactions, there are N distinctive items, I. 2. Association rule discovery algorithm, R, that discovers rules which can be used to calculate value of a set of items. Output: 1. A set of n selected items, S. The algorithm's goal is to maximize the value of S. Procedure: 1. S = Ø, output. 2. Generate a set of association rules P by applying R to D. Store the promotional effect of the rules. 3. Initiate a search tree by creating the root of the tree and label it as "null". ANODE = Root node of the tree. We assign the value 0 to the root. ANODE stands for active node. 4. ExtendTree(ANODE, u). S = Items on the path from the root of the tree to ANODE. We extend the tree by adding children nodes to ANODE. Each child node corresponds to an item in I-S. And for each child node CNode, we use Lemma 1 to calculate its value (V(S item in CNode)-u) based on V(S). u is the average value of the parent node and the parent's sibling nodes. Here for the root node, u=0. 5. ANODE = GetMaxLeafChild(). Compare the value of all the leaf nodes of the tree, select the node with the highest value. 6. S = S (the Item in ANODE) 7. While |S|<n do { 8.
ExtendNode(ANODE, u). 9. ANODE1 = ANODE 10. ANODE = GetMaxLeafChild().
11.
If ANODE1 is the parent of ANODE { 12.
S= S (the Item in ANODE) 13. else 14.
S=Items on the path from Root to ANODE. 15. }endIf 16. } 17. Output S. to further grow the tree. We introduce a factor u to make sure that the benefit of growing the tree further down a branch is higher than the marginal benefit we can achieve by growing down other branches.
In the following paragraph, we use an example to illustrate the steps (N = 5, n = 3).
Step 1. Initiate the tree. The root is null. We extend the tree by adding child nodes to the root. Each child corresponds to an item and the value of each item is written underneath. The values of all the leaf nodes are compared, and A is the node with the largest value.
Step 2. We extend the tree by adding child nodes to node A. Each child node corresponds to an item which is not on the path to node A. We calculate u by taking the . The values of all the leaf nodes are compared, and highlighted node B on the first level of the tree has the highest value (4), then we traverse to that B node. Step 3. Similar to step 2, we extend the tree from the highlighted B node. Among all the leaf nodes, the highlighted C node has the highest value.
Step 4. The tree is further extended, and the highlighted A node has the highest value among all leaf nodes. Since the number of items on the path to the highlighted A node has reached the desired number (n = 3), we stop and output the selected items {B, C, A}.
In a way, u represents the opportunity cost of searching down a certain node. The additional benefit needs to be high enough in order to pursue the direction further.
Experiments
We conduct experiments to evaluate our approach. We compare our method with two other methods, the naïve method, which picks the top items based on their standalone value, and the frequency-based method, which selects the most frequently purchased items to promote.
Synthetic data
In our experiment, we use the IBM synthetic data generator ( [3] ) to generate data sets with different sets of parameter values. On top of the IBM generator, we added a unit profit generator to randomly generate unit profit for individual items. We follow the following formula to generate unit profit, Profit = 1 + Unifrom(0,1)*1000 (where uniform(0,1) returns a value between 0 and 1). The association rule discovery algorithm we used is FP-tree ( [12] ). Table 1 presents the results, varying the total number of items (N) and the number of items to be selected for promotion (n). The average number of items per transaction is set at 10, and the average number of items per frequent itemset is 4). As shown in Tables 1 and 2 , our method significantly outperformed the naïve method and the frequency-based method.
Results from real supermarket shopping data
We acquired a shopping transaction data set from a major supermarket. The supermarket has a large grocery store as well as several floors of high-end merchandise including clothing, jewelry, office supplies and other household items. Hence, the product selection is very broad. The data contains very detailed information about shopping transactions generated by 5,000 customers, including shopper card numbers as unique identification, products purchased in each shopping transaction, time and amount of a transaction, product purchase price, etc.
We processed one year's data from year 2006, and there are 1,20,536 transactions in total. Among these transactions, there are 76,879 unique products. The average number of products per transaction is 4.14. We set the profit of each product to be 10% of its price. We again applied FP-tree ( [12] ) on all the transactions to discover association rules. We set the support threshold to be 0.01% (around 12 transactions). We set the confidence threshold to be 0, because rules with low confidence value could possibly have a high promotional effect (confidence of the rule-support of the RHS of the rule). Among all the 76,879 unique products, 7,307 of them satisfy the minimum support threshold. We further filtered out the items whose single item value, V 1 ( ), is negative. This leaves us with 976 items to consider (i.e. N = 976).
Again, we implemented three methods, the naïve method, the frequency-based method and our method (TP). We use 5-fold cross-validation to evaluate the methods using hold-out data. For each run, we randomly select 20% of the transactions as the hold-out transactions. We use the 80% training data to select the top n items, then we use the 20% hold-out data to calculate the value of the n items (V( )) selected using the training data. The results presented in Tables 3, 4 and Figs. 4, 5, 6 are the average of 5 runs and they are all results on the hold-out data. Table 3 lists the improvements of our TP method over the naïve method and the frequency-based method. Table 4 below lists the summary of single item values for the selected products (-sum) and the true value of the selected set of products (-true). For example, if {A, B, C} are the selected products, then -sum is V 1 (A) + V 1 (B) + V 1 (C) and -true is V (A, B, C) . As we can tell from Table 4 and Figs. 4, 5, the Naive method has a much higher difference between the -sum value and the -true value. This indicates that there is quite a lot of overlapping promotional effect among the products selected by the Naïve method. As for the TP-method, the difference is very small, indicating the effectiveness of the TP-method in selecting products whose promotional effects do not overlap as much. The difference between the FRE-sum and FREtrue is also low. This is because the items with the highest frequency are not chosen based on the associations they have with other items, thus there are very little overlaps between the promotional effects of different items chosen based on frequency. Figure 6 further illustrates that the value of the set of items selected by TP (TP-true) is much high than that selected by the Naïve method (Naïve-true) and the frequency-based method (FRE-true).
Conclusion
In this paper, we address the problem of selecting the right products for promotions, which is a very relevant and important problem for many businesses including supermarkets, grocery stores and other offline/online retailers. Our solution is highly actionable for marketing managers, since we directly incorporate a manger's decisions into the problem. We define an optimization function and provide a heuristic search to discover a good solution.
The experimental results on both synthetic data and real supermarket data demonstrate that our framework and method are highly effective and can potentially bring huge profit gains to marketing campaigns. While we demonstrated promising results in this paper, there are also limitations, which we plan to address in future research. First, we only consider the short-term associations between products by looking at associations at the transaction level. As pointed out in ( [19] ), the longitudinal aspect of promotion should be studied alongside of short-term effects. In the future, we plan to look at long-term promotional effects. [19] also points out that associated products are not necessarily complements. In the future, we can conduct more research to validate whether the products selected truly help the stores achieve higher profit. A good way for validating this is to persuade the store to do trial promotions according to the products we have selected to observe the true effect of a promotion. Furthermore, we only consider product selection in this paper. In the future, we can consider incorporating customer selection together with product selection in a promotional campaign (i.e. targeted marketing-which products a store should promote to different customers).
