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Spurred by the Human Genome Project, deoxyribonucleic acid (DNA) 
microarrays are indispensable tools in molecular biology. In particular, they are used 
in the genetic profiling of human diseases, which includes identifying genes that are 
expressed in certain cancers. Genotyping allows more accurate identification and 
consequently, improved treatment. This technique has the potential to revolutionize 
the diagnosis of many other human ailments and be an important tool in the arsenal of 
modern medicine. At present however, microarray experiments involve complex 
protocols, often employing fluorescent labeling as well as sophisticated detection 
instruments. These systems are thus only affordable by very few large laboratories 
and pharmaceutical companies. In this work, we propose and demonstrate the 
feasibility of using a low-cost and improved alternative. We designed and fabricated 
biochips based on carbon nanotube field effect transistor arrays to detect the presence 
of specific DNA sequences, e.g. expressed genes, in a solution of DNA or RNA in the 
  
same manner as microarrays. The ultimate goal is to optimize the system to make it 
suitable for point-of-care applications. Our design utilizes CVD-grown carbon 
nanotube mats on a substrate of silicon oxide and metal contacts patterned using 
conventional microlithography. The carbon nanotube mats are covered by a thin 
oxide upon which single stranded DNA ‘probe’ molecules are immobilized. When 
exposed to a solution containing the complementary sequence, Watson-Crick 
hybridization leads to the binding of the complementary ‘target’ strands. Since 
DNA’s are electrically charged through the excess electron of the phosphate 
backbone, this process results in the incorporation of additional negative charges at 
the transistor gate.  This effectively causes a change in the conductance of the 
nanotube channel and a shift in the device threshold voltage. The voltage shift reflects 
the amount of extra charges deposited on the gate and based on this, the amount of 
captured target DNA can be precisely quantified.  
We demonstrated electronic label-free detection of specific DNA binding or 
hybridization at the sensitivity level of 10−100 nM, and specificity limited by 
chemical protocols. Comparing other label-free schemes, we believe our approach is 
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Chapter 1: Introduction 
 
This dissertation focuses on the work I have done in the last three years of my 
PhD study on the development of carbon nanotube transistor arrays for electronic 
label-free DNA hybridization detection. My main goal is to lay the groundwork for 
establishing the feasibility of an electronic based system that can someday be used as 
a diagnostic tool for point of care application. Fluorescent-labeled DNA microarray 
technique is the current workhorse in gene identification, gene typing, gene 
expression analysis, and it is making wonderful progress in medicine and biology, 
including understanding the root cause of many genetic diseases, diagnosis, 
prognosis, and toward finding the correct treatments for genetic diseases. Genetic 
diseases are not restricted to those inherited from parents to offspring, but also those 
whose root-cause is genetic in nature, such as cancers, Alzheimer, diabetes, chronic 
cardiovascular diseases. We believe that microarray technology can significantly 
impact the health care delivery if it is made available in point of care facilities, so that 
every clinic can perform diagnosis of genetic markers for its patients quickly and 
affordably. The main impediments to widespread deployment of current DNA 
microarray are the laborious protocols and expensive detection instrumentation 
needed to perform it. In this work, we propose and demonstrate a prototype of an 
electronic label-free DNA detection device, which significantly cuts down the 
complexity of the protocols. In addition, our electronic device is simple, scalable, and 




complexity, we limit the number of genes which will be inspected at any given time, 
in contrast to current DNA microarray system, such as the one commercially 
available from Affymetrix, Inc, which is capable for searching hundred thousands of 
genome-wide genes in one experiment. We realized that a system which detects only 
dozens to hundreds of overly expressed or under expressed genes often suffices to 
characterize the specific stage of a certain cancer. After surveying other viable 
schemes, we believe our technique has the greatest potential for realizing our vision 
of having an affordable and widespread deployable system that allows for genetic 
testing for diagnosis and prognosis in clinics. Furthermore, it is very motivating to 
imagine such an affordable device being deployed to countries that are too poor to 
afford building sophisticated laboratory facilities, which undoubtedly would 
significantly improve the quality of healthcare in developing nations. 
In this ongoing project, we ultimately envision our device to be capable for 
testing dozens of genes with the sensitivity level and specificity relevant to clinical 
requirements. In the work described in this dissertation, we have demonstrated 
detection of specific DNA binding in the 10-100 nM range. Based on the results of 
this work, we believe we have achieved a milestone and laid down the foundation for 
the development and optimization for electronic label-free DNA hybridization using 
carbon nanotube field effect transistors. 
The organization of this dissertation is as follows: We begin with chapter 2 by 
introducing the historical progress in molecular biology up to the well-known central 
dogma, and describing relevant bioassays in gene analysis. Other viable DNA 




scheme is worth the pursuit. Chapter 4 describes the properties of carbon nanotubes, 
the building block of our transistors. Chapter 5 describes how the carbon nanotube 
field effect transistor arrays are used for label-free DNA detection. Experiments, 
results, as well as simple models describing what to expect from the experiments are 
presented. We realized that the application of our device can be extended beyond 
DNA detection to other charged biomolecules, including antigens, antibodies, and 
proteins. Aptamers, nucleic acids with unique sequences and folding structures that 
exhibit specific affinity toward other biomolecules: antibodies, viruses, drugs, emerge 
to enable our device to detect other biomolecules if the corresponding aptamers are 
used in place of the probe DNA in DNA hybridization detection. Probe DNAs are 
single-stranded DNAs tethered on the device and serve as bait to capture the target 
DNAs. In chapter 6, we describe our systematic study to understand thrombin 
aptamer binding using gold particle surface plasmon resonant absorption, and from 
which we draw our conclusion on the versatility of electronic detection for 
biomolecules. 
My specific contributions contained in this thesis and in my other publications 
to the advancement of science and technology are as follow: 
• Demonstrated a new approach of making carbon nanotube field effect transistors 
for bio-sensing applications with an oxide overlayer, 
• Fabricated and implemented reproducible carbon nanotube field effect transistors 
having intrinsic ambipolar transport characteristics, 
• Decreased the amount of hysteresis in the device characteristics compared to 




• Developed protocols for attachment of probe DNA onto the carbon nanotube field 
effect transistor devices, 
• Demonstrated detection of the specific nucleic acid hybridization in the range of 
10 – 100 nM using carbon nanotube field effect transistors, 
• Elucidated the binding mechanism between thrombin and the novel aptamers 
using the gold nanoparticle aggregation assays, 
• Demonstrated the veracity of the ballistic magnetoresistance in magnetic point 
junctions (not discussed in the dissertation) 
3
, 
• Demonstrated the use of scanning tunneling spectroscopy to distinguish iron 







Chapter 2:  Bioassays at the molecular level 
 
2.1. A brief history on the study of genes 1 
Inheritance of traits from parents to offspring has always been a marvel and of 
great interest to mankind. It was believed that each trait of the parents blended and 
got inherited by the offspring, until Gregor Mendel in 1865 published his findings on 
inheritance. Known as Mendel’s laws of inheritance, which was derived from 
Mendel’s systematic observations of the phenotype in garden peas, it concluded that 
instead of blending, inheritance was particulate. Each parent contributed particles, or 
genetic units, to the offspring. These particles are nowadays known as genes. 
According to Mendel, each plant carried two copies (diploid) of the genetic particles. 
A genetic unit or particle existed in several different forms, or alleles. One allele can 
be dominant over another. The daughter plant would exhibit traits dictated by the 
dominant allele. But the recessive allele was not lost, and may reappear in the traits of 
the granddaughter plant if it was paired with another recessive allele. However, the 
notion of the particulate nature of inheritance was not accepted and largely ignored by 
mainstream scientists at the time, until after 1900s, when the concepts of cell cycle, 
cell division, cellular reproduction and the nature of chromosomes were better 
understood. Mendel had predicted that gametes (sex cells) were haploid, and 




accepted, since the number of chromosomes in gametes was then found to be one-half 
of that in other cells.  
It was then accepted that inheritance was carried by chromosomes, but the 
building blocks for chromosomes were still unknown. The choices were 
deoxyribonucleic acid (DNA), ribonucleic acid (RNA) or protein. Frederick Griffith 
in 1928 showed that an avirulent (non-lethal) strain of bacteria can transform to 
become lethal after mixing them with dead virulent (lethal) bacteria. The 
transformation was not transient, but somehow the descendants of avirulent bacteria 
inherited or gained the virulent trait from the dead cells. Based on this, Osvald Avery 
proposed that DNA was responsible for the inheritance. Archibald Garrod, a 
physician, studied symptoms of a genetic disease that were believed to arise from 
abnormal build-up of an intermediate compound in a biochemical pathway. It had 
been widely accepted that enzymes in living things regulate biochemical pathways, 
and therefore Garrod concluded that a defective gene must give rise to a defective 
enzyme. The notion that genes should somehow direct the production of 
polypeptides, building blocks for proteins and enzymes, emerged. But scientists were 
still puzzled by how genes are replicated or reproduced, and how genes direct the 
production of polypeptides. 
In 1953, James Watson and Francis Crick proposed a model for DNA. Watson 
and Crick did not perform the experiments themselves. They built their model upon 
data from others. In 1950 Erwin Chargaff studied the chemical composition of DNA 
and found that the content of purines (adenines + guanines) was always roughly equal 




adenine and thymine were roughly equal, so were the amounts of guanine and 
cytosine. This was known as Chargaff’s rule. The other important piece of data came 
from the x-ray diffraction pattern performed by Maurice Wilkins and Rosalind 
Franklin in 1952. The pattern showed very simple spots, suggesting that DNA 
structure must be very regular and periodic. Wilkins and Franklin concluded that 
DNA was a helix. However the dilemma was if DNA contains genetic information, it 
must have an irregular sequence of bases, then how a regular periodic structure is 
possible to achieve that function. Watson and Crick’s double helix model resolves the 
contradiction, and satisfies Chargaff’s rule at the same time: DNA must be a periodic 
double-helix with its sugar-phosphate backbone in the outside and its bases on the 
inside. Moreover, the bases must be paired with a purine in one side and a pyrimidine 
in the other side. Watson and Crick further postulated from Chargaff’s rule that 
adenines must always pair with thymines, and guanines must always pair with 
cytosines. Watson and Crick’s model also suggests a mechanism for DNA 
replication. Since DNA is a double helix, with two strands complementing each other, 
the two strands can be separated, and each can then serve as the template to build two 
new daughter strands, which are exactly the same as the parent’s, preserving the 
genes as cells divide. This mechanism was later confirmed by Matthew Meselson and 
Franklin Stahl in 1958. 
The mechanism for protein production has now been established, and is 
known as the central dogma of molecular biology. The DNA in genomes does not 
direct protein synthesis itself, but instead uses RNA as an intermediary molecule. 




appropriate portion or portions of the extremely long DNA molecule in the 
chromosome is transcribed into RNA (the process is called transcription). The 
resulting RNAs are used directly as templates for protein synthesis (the process is 
called translation). The flow of genetic information in cells is therefore from DNA to 
RNA to protein. 
 
2.2. Fractionation of cell components 
In order to study DNA, RNA and protein that determine the physiology of a 
cell, scientists have utilized methods to study components within the cell, which will 
be discussed in this section. Advances in microscopy have an important role in the 
progress of molecular biology. The first step is to extract the components inside a cell 
by breaking open the cell membrane, called lysis. One of the methods is osmotic 
shock. By putting cells in a saline solution, cells will take up water to balance the 
osmotic pressure, and as a result, they will swell and eventually rupture. The situation 
is much like brain swelling, causing death to dehydrated athletes. In practice, 
biologists carefully follow protocols, such that the disruption procedures leave cell 
components, e.g. cell nuclei,  mitochondria, the Golgi apparatus, lysosomes, etc. 
largely intact. The result is a thick slurry suspension containing a variety of cell 
components, each with a distinctive, size, charge, and density. This suspension is then 
treated with repeated centrifugation at progressively higher speeds to fractionate 
homogenates of cells by weight or correspondingly size. Heavier or larger 
components sediment at lower speed; and the supernatant consisting of lighter or 




centrifugation. Eventually biologists can extract the tiny sub-cellular components 
such as DNAs, RNAs and proteins. In the following, we will describe the methods 
used to fractionate these nucleic acids and proteins. 
2.2.1. Electrophoresis 
Gel electrophoresis is a method to separate DNA or protein by size. Agarose 
gel is often used for DNA electrophoresis, while polyacrylamide gel is used for 
protein electrophoresis. The basic principle relies on different friction according to 
the size of DNA/protein while the charged-DNA/protein travels in the gel under an 
applied electric field. In the most simplified model, we can think of the driving force 
is being balanced by the frictional drag force: 
xbEeF &
rr
== , beEx /=&  (1) 
Therefore DNA/proteins of different sizes would travel for different distance after 
some time. After staining steps for visualization purposes, one would see bands of 
DNA/protein fragments in the gel. Smaller molecules, experiencing smaller frictional 
drag force, travel with higher speed and a longer distance in the gel. As a result, the 
band is located further from the start line. 
 Since DNA is ionized to carry one negative charge for every base or 
nucleotide, the driving force is proportional to the size of the DNA molecule, which is 
desired. Unlike DNA, proteins are not ionized to carry intrinsic charges. Instead, the 
native charges of proteins depend on pH and the type of peptides. Protein 
electrophoresis is often pretreated with SDS (sodium dodecyl sufate), a detergent. 
The SDS would denature the polypeptide folding so that the subunits do not bind to 




situation is then much like the DNA, because the amount of charges is now 
proportional to the size of the polypeptide. The proteins would electrophorese into 
bands, due to difference in frictional drag force, which is size-dependent. 
2.2.2. Chromatography 
Chromatography is an old term, originally refers to a technique to separate an 
ink into patterns of bands, as the ink creeps up a filter paper. Two major types of 
chromatography pertinent to molecular biology are ion-exchange chromatography, 
and gel filtration chromatography. 
  
Figure 1  An example of agarose gel electrophoresis. The left lane is DNA ladder 
serving as size calibrator. Smaller DNA travels further down the lane. The other four 





Ion exchange chromatography uses a charged resin to separate substances 
according to their charges, for example, DEAE-Sephadex resin contains positively 
charged diethylaminoethyl (DEAE). These positive charges attract negatively charged 
substance, including proteins. The greater the negative charge, the tighter the binding. 
First, the substance is loaded to pre-packed DEAE-Sephadex slurry in a 
chromatography column, followed by elution steps of solutions of gradually 
increasing ionic strength through the column. As the ionic strength of the elution 
buffer increases, fractions of charged-separated substance are collected. The purpose 
of increasing ionic strength elution buffer is to enhance the charge screening, such 
that the negatively charged substances would get loose from the positively charged 
resin. 
The chromatography column in gel filtration chromatography is pre-packed 
with porous beads, like hollow balls with holes in them. When a solution containing 
different size of molecules is passed to the column, the small molecules would easily 
enter the holes in the porous beads and are slowed in their journey down the column, 
but larger molecules would not be able to enter those holes, and would flow quicker 
through the column. Opposite to the situation in gel electrophoresis, where larger 
molecules travel slower due to higher friction, larger molecules in gel filtration 
chromatography are less impeded and travel faster. In general, a conventional column 
chromatography relies on gravity, and its resolution is limited by inhomogeneities in 
the matrices (i.e gel, resin). Newer chromatography, called high-performance liquid 
chromatography (HPLC) utilizes tiny spheres of diameter around 3 − 10 µm, that are 




liquid in a HPLC column has negligible flow rate under gravity. These columns, 
usually packed in steel cylinders, require high pressure to drive the liquid down, and 
involve elaborate systems of pumps and valves. 
 
2.3. Recombinant nucleic acid techniques 2 
Recombinant DNA is any DNA molecule formed by combining or attaching 
different sequences together. Before 1961, it was not known that DNA denaturation 
  
Figure 2  Atomic force microscope (AFM) image of linearized plasmid DNA 
(pGem7zft) on mica surface. The color map on the right indicates the height. (Data 




was reversible. Later it was discovered that matched single-strands of DNAs may re-
form double-helices. Hybridization, the ability of one single-stranded nucleic acid to 
form a double-helix with another single strand of complementary base sequence, has 
been the underlying principle for several recombinant techniques These techniques 
are capable to identify DNA, called DNA typing and DNA fingerprinting. It was 
found that in several places in human genome there are DNA fragments that contain 
mini-satellites, sequences of bases repeated several times. Moreover, the pattern of 
repeats differs from one individual to another. The pattern then may serve as 
fingerprint, which is unique for every individual. The impact is far-reaching: DNA 
fingerprinting finds forensic uses; DNA identification can identify markers that are 
unique to certain diseases; Evolution lines can be traced genetically. One can utilize 
hybridization to search for related but nonidentical genes. DNA can also be 
hybridized to RNA. One utilizes known sequence of DNA probes to analyze RNA 
samples to find out whether a cell is expressing a given gene. 
2.3.1. Nucleic acid hybridization 
The DNA is a double helix with specific base-pairings between purines and 
pyrimidines as described by Watson and Crick. There are several factors that 
determine the energetics of DNA binding: hydrogen bonding, electrostatic screening, 
base stacking, and configurational entropy. 
Hydrogen bonds between the base-pairings favor binding. There are two 
hydrogen bonds between A and T, and there are three bonds between G and C. 
As DNA is ionized in buffer solution, its phosphate group in each strand will 




other. To induce binding, DNA has to be dissolved in high salt or ionic solution to 
screen this like-charge repulsion, such that the bases can be brought close enough 
together to form hydrogen bonds. 
In the double helix structure, the paired-bases are stacked on top of each other 
forming π-bonds. The π-bonds favor binding, and are responsible for the decrease in 
UV absorption, which is used to measure melting temperature of DNAs. Melting 
temperature is the temperature at which 50% of the DNA is hybridized (bounded), 
and 50% of which is separated (single-stranded). (Figure 3). 
































Figure 3  Denaturation curve of 15-mer DNA oligonucleotides (5’-AAT ATT GAT 
AAG GAT-3’) hybridized in 10 mM PBS ph 7, 0.3 M NaCl buffer. As temperature is 
raised, the absorbance at 260 nm increases, contributed by denatured or separated 
DNA bases. The melting temperature Tm at 38.6 °C is indicated in the plot as the 
temperature at which 50% of the DNA is denatured. (Data taken on August 2005, 




Double-helix is an ordered, regular structure. The entropy of this structure is 
less than that in separated, unordered DNA. As we know the change in free energy is 
the negative of the change in entropy times the temperature, i.e. STF ∆−=∆ . As the 
change in entropy (∆S) from single stranded to double stranded is always negative, 
therefore the double-stranded formation always costs energy. But we can reduce this 
energy cost by reducing the temperature. This energy cost is paid by the gain in 
energy from the hydrogen bonds, which is more than this energy cost. So the total 
energy is actually lowered upon double-stranded formation. 
From these considerations, we can conclude simple but important 
implications: To induce hybridization or binding, we would like to have high salt (to 
reduce electrostatic screening), and low temperature (to reduce entropic cost). Long 
DNA has higher melting temperature, as it is being stabilized by a larger number of 
hydrogen bonds. 
2.3.2. Blotting 
As described above, a biologist would extract subcellular components, DNAs, 
RNAs, proteins through repeated steps of fractionation and sorting them according to 
size through electrophoresis and chromatography. Once the biologist size-separates 
the DNAs or RNAs in the gel electrophoresis, he/she would like to be able to recover 
the genetic materials out of the gel for subsequent hybridization analysis. The gel 
containing DNA fragments to be analyzed is removed to a blotting apparatus (Figure 
4). A sheet of nitrocellulose membrane is laid over the gel. Through capillary, the 
DNA fragments will move and get stuck to the nitrocellulose membrane. The 




The sequence in DNA probes are known beforehand. By looking at the fluorescent 
signal, the biologist will be able to identify the genes in the unknown DNA 
fragments. Customarily a standard size marker was run in the gel electrophroresis in 
parallel with the DNA samples. Therefore in the end, the biologist can identify both 
the size and sequence of the DNA fragments of interest. The DNA blotting is called 
Southern blot, named after Edwin Mellor Southern. If the gel contains RNA instead 
of DNA, then the RNA transfer to membrane is called a Northern blot. 
2.3.3. Sample multiplication: polymerase chain reaction 
Often times the sample extracted from tissue is too little for gene analysis, and 
therefore requires amplification. Kary Mullis was awarded the Nobel Prize in 
Chemistry in 1993 for his invention of polymerase chain reaction (PCR).  PCR allows 
the DNA from a selected region of the sample to be amplified a billionfold, 







Figure 4   Schematics of blotting apparatus. As the buffer wicks up the sponge to the 





Two sets of DNA primers, chosen to flank the desired region in the gene, are 
chemically synthesized. PCR runs in cycles of heating and cooling. Every cycle 
doubles the amount of DNA synthesized in the previous cycle. In practice, 20 to 30 




 – fold 
of multiplication. In each cycle, the sample is first heated to denature the DNA, each 
DNA strand would serve as a template for the next cooling step, in which the primers 










Figure 5  PCR steps: (1a) Start of cycle 1. Primers are chosen to multiply the DNA 
sequence in the flanked area. (1b) Denaturation step of cycle 1 to denature the double 
stranded DNA, each strand will serve as a template in the polymeration step. (1c) 
Primers hybridization. (1d) DNA synthesis activated by DNA polymerase. Monomers 
extend each primer to form two new daughter strands. (2) Repeat of the thermal 
cycling in cycle 2 yields 2
2
 DNA. (2) Repeat of the thermal cycling in cycle 3 yields 
2
3






occurs naturally in living organism, along with the monomers (dATP, dTTP, dGTP, 
dCTP) will synthesize two new strands from each primer according to the template. 
So the starting one double strand now yields two double strands. The thermal cycle is 
then repeated until enough amount of DNA is desired. 
 
2.4. Gene identification and gene expression: Microarray 
The recombinant nucleic acid techniques that we have briefly discussed in the 
previous section have enormous impacts toward the progress in medicine and 
biology. Upon the completion of human genome sequencing, there is a need for a 
technique that can perform gene hybridization in parallel for the massive amount of 
genes. Beside gene identification, which is to identify the sequence of a gene 
associated to a certain trait and its location within the genome, gene expression study 
is also desired to understand the functions of the gene. As described before, the 
central dogma suggests that a gene is useful only when the corresponding protein is 
produced to run the cell’s metabolism. In a gene expression study, the level of 
expression of mRNA which will lead to protein production at different stages of the 
cell’s development is of particular interest. By expression level, we mean the amount 
of mRNA generated upon the transcription process (DNA → RNA). DNA microarray 
has revolutionized the genomic study by having hundred thousands of genes spotted 
on a piece of glass slide. Rather than searching for the gene one at a time, a biologist 
is able to search for hundred thousands of genes in one experiment. Undoubtedly the 
DNA microarray also generates formidable amount of data to handle, and thereby 




In a DNA microarray, known sequences of DNAs, called probe DNAs are 
spotted and tethered to a glass-slide through an attachment chemistry. Each DNA spot 
in the microarray contains one specific sequence corresponding to a specific gene. 
The goal is to use the DNA microarray to identify and hopefully quantify the 
unknown genes in an analyte solution. The most common way is to label the 
unknown genes or DNAs, called target DNAs with fluorescent dye, and to hybridize 
the analyte solution to the microarray. Owing to specific base-pairing, certain genes 
in the analyte will bind to the matching probe DNA on the microarray. Upon 
washing, designed to remove excess and non-specific binding, the microarray is 
scanned for the fluorescent signals. Since the sequence on each spot in the array is 
known, one can straightforwardly identify what genes contained in the unknown 
analyte by looking at which spots fluoresce. Fluorescent DNA microarray may 
achieve semi-quantitative analysis by comparing the relative brightness of the spots, 
which is an indication of the amount of target-DNA present in the analyte solution. 
One can also do comparative assay on DNA microarray. In this case, two 
samples are extracted from two different types of cells, for example from healthy 
cells and tumor cells and compare the amount of genes expressed in the two cells. 
The samples are labeled with different dyes. Healthy cells are often labeled with 
green fluorescent dyes, and tumor cells are labeled with red. The two samples are 
then mixed together and hybridized simultaneously to the DNA microarray. The 
target genes from the two cells would compete for the same probe-DNA. By 
comparing the hue, i.e., greenish or reddish tint, the relative abundance of the genes 




more of the genes in that corresponding spot than the healthy cells. If the spot appears 
yellowish, then both healthy and tumor cells have very similar expression levels. The 
color determination utilizes sophisticated signal processing schemes. Systematic 
errors, i.e., unequal amounts of cells, can lead to unintended color bias. Thankfully 
there are genes that are expressed the same way in both healthy and tumor cells, and 
these are used to calibrate the baseline. 
One of the most successful microarray developers is Affymetrix, Inc. Instead 
of robotic spotting, the probe DNAs or spots on a Affymetrix® chip are built-up one 
nucleotide at a time. The photolithographic process begins by coating of a light-
sensitive chemical compound that prevents coupling between the quartz wafer and the 
first nucleotide of the DNA probe being created. Lithographic masks are used to 
either block or transmit light onto specific locations of the wafer surface. The surface 
is then flooded with a solution containing either adenine, thymine, cytosine, or 
guanine, and coupling occurs only in those regions on the glass that have been 
deprotected through illumination. The coupled nucleotide also bears a light-sensitive 
protecting group, so the cycle can be repeated. In this way, the microarray is built as 
the probes are synthesized through repeated cycles of deprotection and coupling. The 
process is repeated until the probes reach their full length, usually 25 nucleotides 
(Figure 6). Using the benefit of photolithography, they can make very dense array. 
Each spot size is only several microns, as opposed to several hundred microns in 
robotic spotted microarray. The spot size in robotic spotted microarray is limited by 




In the next chapter, different read-out schemes to detect DNA hybridization 
will be discussed.   
 
Figure 6   Affymetrix uses a unique combination of photolithography and 





Chapter 3:  Comparison of current available DNA detection 
schemes 
 
3.1. Direct and sandwich assay 
‘Label-free’ is an important buzzword in biomolecular detection, and hence 
the word is worth some detailed explanation. Generally it means that the target 
samples do not need reporter-molecules such as fluorescent or radioactive dyes to 
reveal their locations. Label-free assays are highly desirable, since the considerably 
labor-intensive step of attaching labels can be bypassed. However probe DNAs, 
which are the known sequences, may contain labels and the assays can still qualify as 
‘label-free’. Given this, even originally labeled assays, such as detections by 
fluorescence and electrochemical redox potential can be made label-free by 
introducing sandwich assays. In a sandwich assay, there are three strands involved: a 
surface tethered short capture probe, whose sequence is general enough such that part 
of most target sequences is complementary to the capture sequence; a labeled 
signaling-probe with a specific sequence to interrogate the unknown target; and the 
unknown label-free target that is longer than both the capture-probe and the signaling-
probe. The sandwich assay is generally performed by first hybridizing the unknown 
target samples to the surface tethered capture probes, then the target sequences are 
revealed by the existence of the labeled signaling-probes, subsequently hybridized to 




While using sandwich assays, one can avoid labeling the target samples and 
transform the conventional non-label-free assays to ‘label-free’. There are, however, 
drawbacks in introducing sandwich assays, which underscores the need for label-free 
assays. This is why a burgeoning amount of publication on developing label-free 
assays has recently mushroomed in the literature. Hybridization efficiency is never 
100 %, and non-specific binding is never totally eliminated. Hence, it is of crucial 
importance to keep the assays simple. Adding an extra hybridization step as in the 
sandwich assays often reduces sensitivity and specificity. In fact, it was shown that 
the sensitivity and specificity of sandwich assays can at best only be in the same order 
with those of direct assays 
5
. 
In the remaining sections, we define label-free only in the strict context of 
label-free in direct assays. Fluorescent detection and electrochemical redox detection 












are grouped under non-label-free assays. We will examine the pros and cons of other 
label-free assays and evaluate the position of our electronic DNA detection scheme 
within the figure of merits of other label free assays. 
 
3.2. Labeled technique (1): Fluorescent detection 
Fluorescence is an electronic transition process, wherein light of a longer 
wavelength is emitted subsequently after absorption or excitation by a shorter 
wavelength of light. Fluorescent-based detection is by-far the most widely accepted 
method for both DNA hybridization detection and protein (antigen/antibody) 
immuno-sensing in the molecular biology community, owing to the availability of a 
large variety of dyes with defined emission spectra and their compatibility with 
conjugation techniques, and established microscopy detection techniques 
6
. Arrays 
containing hundred thousands of different probe sequences or genes have been 
constructed 
7
. The fluorescent dye labels can be applied through direct conjugation to 
the target DNA or random insertion into the nucleotide sequence by enzymatic 
reaction. The former is used in labeling signaling probes in sandwich assays, while 
the latter is used to label c-DNAs in direct assays.  
There are several methods known to improve the detection of fluorescent 
dyes. 3-D polymer coating such as hydrogel, which provides larger surface area, is 
used as the microarray substrate rather than a 2-D monolayer coated surface, in order 
to increase the probe-DNA density or loading. Although hydrogel coating provides 
higher probe-DNA loading, and higher signal, it also increases the background noise 




molecules to reach the probes. A scheme using multilayers of optical thin films 
deposited on top of the microarray substrate has been demonstrated 
8
. The multilayer 
stacks serve as interference layers to reflect the fluorescent signal, which would 
otherwise be absorbed by the substrate. However, the multilayer is only effective for 
enhancing one particular band of wavelengths, thereby reducing its utility in assays 
where multiple fluorophores are desired. The use of intense laser beam to excite the 
fluorophores has also been used. However it is only good up to a certain point, since 
the emission of fluorophores would saturate, and leads to photobleaching and non-
linear emission response. Microarray read-out using a confocal microscope, which 
collects light only from a certain focal plane, improves sensitivity, but it requires very 
flat surface on the microarray spots which is difficult to meet in practice 
9
. The long 
scanning time required for confocal imaging is a disadvantage, as fluorophores may 
photobleach before the acquisition is finished.  
To reduce background noise, new strategies have been elaborated recently. 
Among the most promising are total internal reflection fluorescence (TIRF) 
10
, and 
fluorescence lifetime imaging microscopy (FLIM) 
11
. The concept of TIRF is to 
excite only fluorophores bound to the surface by an evanescent wave generated by 
total internal reflection. In this manner unbound molecules in the bulk solution which 
are regarded as noise are not excited and hence do not fluoresce. In FLIM, the light 
source is pulsed and synchronized with a gated detector. The fluorescence is detected 
after a certain time delay from the pulsed excitation. Lifetimes of typical organic 




substrate and most biological samples decay within picoseconds range. Therefore, 
introduction of a correct time delay can greatly eliminate these autofluorescent noises. 
A fluorescent signal only tells us that the fluorophores or reporter molecules 
exist at those particular locations. But their existence can be due to partial matching 
to the probe-DNA or even non-specific bindings. If the probe DNA’s were attached 
using laser sensitive linkers, they can later be released by laser illumination for 
further analysis by mass spectrometers. 
Fluorescence DNA detection systems often involve high level of redundancy 
in probe DNA sequence design to guard against false positives and false negatives. 
Fluorescent-based systems, as a consequence, require expensive detection 
instrumentation and sophisticated numerical algorithms that only large research 
laboratories can afford. Fluorescent-based biosensors have been shown to achieve 
sensitivity of 10 picomolar with very sophisticated photomultiplier detectors 
12
, and 
down to 3 zeptomolar (10
-21
 moles/liter) after signal amplification 
13
. Affymetrix, 
Inc., the major DNA microarry vendor, claims that the sensitivity of its product, 




3.3. Labeled technique (2): Electrochemical detection 
3.3.1. Randles equivalent circuit in electrochemical modeling 
Electrode processes and electrochemical systems are very complicated 
systems. A widely used simple model to describe the processes at an electrode-




represents the solution resistance. Cdl represents the double layer capacitance, which 
is the capacitance arising from rearrangement of ions in the electrolyte, in contact 
with a charged or polarized electrode, into an inner Helmholtz layer containing only 
specifically adsorbed ions or molecules, and a diffuse layer containing 
nonspecifically adsorbed species. A series of Rct and W describes the Faradaic 
impedance. A Faradaic process is a type of electrode process in which charges or 
electrons are transferred across the electrode-electrolyte interface through chemical 
oxidation or reduction reactions. An electrode process is called non-faradaic, if it does 
not involve charge transfer. But processes such as adsorption and desorption can 
occur and the structure of the electrode-electrolyte interface can change with 
changing potential or solution composition. Although charge transfer does not occur 
in a non-faradaic process, a transient current flow is possible due to rearrangement of 
solution composition. This non-faradaic charging current is modeled by the Cdl in the 
equivalent circuit. Both faradaic and non-faradaic processes normally occur when 
electrode reaction takes place, therefore they are modeled as parallel elements in the 
equivalent circuit. Rct is purely resistive and represents the charge transfer resistance 
in the faradaic process, and ZW is the Warburg impedance that describes the 
impedance due to mass transfer. The total impedance of the equivalent circuit is 
measured as a function of frequency, and is usually plotted as a Bode plot (Figure 9) 





























































3.3.2. Measurement techniques and detection schemes 
Electrochemical DNA hybridization detection seeks for a signal of oxidation 
or reduction reaction happening on the functionalized electrode through 
electroanalytical measurements, such as impedance spectroscopy and AC 
voltammetry. A chemical oxidation or reduction reaction on an electrode leads to 
charge transfer on that electrode and the rate of the electrode reaction can be 
measured from the electric current flowing through the electrode. In general, the 
current or the overall reaction rate is governed by the rate of several processes: mass 
transfer of the species from the bulk solution to the electrode surface; chemical 

















Figure 10  A Nyquist plot of the Randles equivalent circuit, showing both regimes of 





reactions preceding or following the electron transfer; surface processes such as 
adsorption and desorption; and the actual electron transfer at the electrode surface. In 
an impedance spectroscopy measurement a small AC voltage excitation, which may 
sit on top of a DC voltage is applied to the load, while the response or current is 
analyzed through a lock-in amplifier. Both in-phase and out-of-phase components are 
obtained, and from which the impedance of the load can be extracted. (i.e. The real 
and imaginary parts of the impedance can be plotted as a function of frequency as in 
Bode plot, or plotted to each other as in Nyquist plot.) Components of the equivalent 
circuit model are extracted from the impedance spectroscopy measurement, and 
compared between before and after hybridization. In an AC voltammetry 
measurement, a fixed frequency is used, but the small AC voltage excitation is 
superimposed on top of a linearly swept voltage. Sometimes full information of 
frequency dependence and bias voltage dependence is desired, and both AC 
voltammetry and impedance spectroscopy are combined together. 
DNA electrochemical detection schemes can be categorized into the 
following: detection of redox labels; detection of the direct or indirect oxidation of 
DNA bases; nanoparticle based electrochemistry amplification. Redox labels may 
include daunomycin, methylene blue, cobalt phenanthroline, ruthenium bipyridine, 
osmium bypyridine, ferrocene. Sensitivity of redox label detection has been 
demonstrated to 50 nM using AC voltammetry 
15
, and recently higher sensitivity up to 
50 fM has been demonstrated upon signal amplification of the redox species through 
alkaline phosphatase catalyst, measured using impedance spectroscopy 
16
. Colloidal 




sandwich-based assays, in which the appearance of the characteristic gold-oxidation 
signal is sought. Using such a scheme, a sensitivity of 0.8 femtomoles of PCR 
amplicons (i.e. DNA products obtained from PCR amplification process) has been 
shown 
17
. Detection schemes based on DNA bases oxidation, i.e. guanine, clearly 
destroy the sample and often suffer from high background redox current. 
Nevertheless sensitivity of 550 attomoles upon amplification of DNA has been 
demonstrated 
18
. In short, despite high sensitivity, direct label-free electrochemical-
based detection schemes are destructive since they look for guanine oxidation signal. 
Redox labeling works similarly as fluorescent labeling, and the techniques can be 
made label-free by opting to sandwich assays.  
Figure 11 shows how the Nyquist plot changes upon hybridization. One 
feature to look at is the radius of the semicircle, which represents the Rct in Randles 
 
Figure 11  Nyquist plot of a polypyrrole-DNA films after hybridization with its 
complementary target: 0 µM (+), 0.5 µM (□), 2µM (○), 3.5 µM (∇), 5.5 µM (◊). 
Reprinted from 
19





equivalent circuit, and it is shown to be increasing upon target binding in. Figure 11. 
However, contradicting results have also been reported 
20
, which shows decreasing 
Rct upon target binding. Although electrochemical redox detection has been around 
for a while, the complexity of the electrochemical processes prevents this technique 
to be mature enough to be commercialized, since results vary dependent upon a 
particular experimental setup. Nevertheless, Combimatrix
TM
 has commercialized 
gene chips with its own proprietary protocols and measurements. 
 
3.4. Label-free direct assays 
To achieve label-free detection, one needs to exploit the intrinsic properties of 
the DNA target samples. Actually there is only a limited number of intrinsic physical 
properties that can be exploited: the dielectric constant, the negative charges from 
DNA phosphate backbone when ionized in a solution; and weight. The dielectric 
constant can be measured optically through refractive index measurement, or 
electronically through impedance or capacitance measurement. Electric charges can 
be detected through field effect using active semiconductor devices, and weight can 
be measured using a very sensitive spring. In the following, we will discuss each label 





3.5. Label-free (1): dielectric constant 
3.5.1. Refractive index measurement: Surface plasmon resonance 
Surface plasmon resonance (SPR) is the resonant transfer of energy from an 
excitation source into a surface plasmon wave. Surface plasmon wave (SPW) is a 
charge-density wave, excited at the surface or boundary of plasma. Surface plasmon 
wave can be radiative or non-radiative 
21
. The SPW excited in SPR biosensors is non-
radiative. Non-radiative SPW requires an interface of two media with opposite sign 
dielectric constants, for example, a metal and a dielectric. The SPW excited is a TM-
polarized wave and decays evanescently into both media. The condition for SPW 
excitation is governed by its dispersion relation which is a function of the dielectric 
constants of the two interfacing media. This gives rise to its sensitivity to changes in 
the dielectric constant or refractive index at the interface where the evanescent SPW 
is excited, a scenario occurring in most bioassays. The excitation of SPW results in a 
resonant transfer of energy into the SPW and can be detected as an energy loss of the 
excitation source. 
3.5.1.1. Dispersion relations of SPW 
As mentioned before , SPW can be radiative or non-radiative. Radiative SPW 
has a non-zero real wavevector. This means that the wave can propagate inside the 
plasma, which we assume to be a metal in our discussion. Non-radiative SPW has a 
purely imaginary wavevector, and the wave would decay evanescently. The 
dispersion relation for the radiative wave can be obtained by substituting the 


















µε  (2) 









ωε p−=  (3) 
Therefore the dispersion relation will be: 










kcp +=ωω  (5) 
The dispersion relation is depicted in Figure 12.  
To obtain the dispersion relation of non-radiative SPW, which is the mode 
utilized in SPR biosensors, let us look at the interface of a metal and a dielectric, and 
assume an imaginary z wavevector, such that the wave decays as it moves away from 
the interface. If we write down a solution of TM- wave or p-polarized wave: 
( )( ) ( ) 0for    ,expexpconst 111 >−−= zztxkiH zxy κω  
( )( ) ( ) 0for    ,expexpconst 222 <−= zztxkiH zxy κω , (6) 
where 
0222 =++− µεωκ zxk , or 












































We can write down the expressions for the electric field components: 


































Applying the boundary conditions, i.e., requires the tangential components of 








κ zz =−  (13) 
And, const1 = const2, and kx1 = kx2 = k, where we have omitted the subscript x. 
k is the wavevector of the excited SPW. 
Since both κz1 and κz2 are positive, then ε1 and ε2 should be of opposite signs 
for the solution to exist. Let us assume medium 1 is a dielectric and medium 2 is a 
metal whose dielectric constant as given by Drude model is negative for frequencies 
































εε  (14) 










= kc  (15) 
The dispersion relation for non-radiative SPW is depicted in Figure 12. We 
see that the requirement for the solution to exist is not only ε2 < 0, but moreover –
ε2 > ε1. 
 If we had written down a TE-wave or s-polarized solution, we would have 























Figure 12  Dispersion relations of radiative plasmon wave and surface plasmon wave, 
also shown in dash are the light line in air and in glass prism medium having 





 The solution exists only if the magnetic permeability can be negative. Unless 
the metal is replaced by a left-handed material 
24
 ,whose ε and µ are both negative, s-
polarized SPW cannot exist.  
From Figure 12, we see that the radiative plasmon wave can be excited 
directly by an incoming light, by having the light shine obliquely to the metal such 
that the wavevector is reduced by sin(θ). But non-radiative SPW cannot be excited 
directly because the wavevector of the incoming light is always shorter than that of 
the plasmon mode. Clever schemes to match the wavevectors utilize grating and 
prism. Corrugated metal surface can serve as a grating to increase the wavevector of 
the incident light by integer multiples of 2π/a, where a is the corrugation constant. 
For a particular a, and a specific wavelength, SPW can be excited if the incident 
angle yields a matching SPW wavevector. In the case of prism method or attenuated 
total reflection (ATR) method, the metal is bounded by two different dielectrics. An 
incident light from medium 1 is able to excite a non-radiative SPW on the interface of 
metal and medium 2, because there are wavevectors of SPWs in metal-medium 2 
interface that are shorter than those of the incident light. The tangential component of 
the wavevector of an incident light with frequency ω falling on the base of the prism 
at an angle θ is: 
( ) ( )θωε sin/1 ck x = . (17) 
Because √ε1·sin(θ) > 1, an inhomogeneous wave propagates along the base 
with a phase velocity ω/kx smaller than that of light. However, a dielectric in general 
is never lossless, therefore kx may have an imaginary component, so the wave cannot 




configuration or Kretschmann configuration. In Otto configuration the metal is placed 
at a distance comparable to the wavelength of light from the base of the prism. The 
inhomogeneous wave decays exponentially into this air gap and excites the SPW on 
the air-metal boundary. In Kretchsmann configuration, the metal is placed directly on 
the base of the prism. The inhomogeneous wave has to penetrate the metal to excite 
SPW on the metal-air boundary. 
3.5.1.2. The configuration of SPR sensors 
From the above discussion, it is clear that the change in dielectric constant or 
refractive index (n = √ε) due to binding events of biomolecules on the surface leads to 
the change in resonant condition dictated by the dispersion relation. Most SPR 


















matching. Kretschmann configuration is preferred due to ease of fabrication. To 
detect the change in refractive index, three major detection approaches have been 
widely used in prism-based SPR sensors: intensity measurement near the resonant 
wavelength; incident angle measurement while using a fixed wavelength; wavelength 
measurement while using a fixed incident angle. SPR sensors using grating couplers 
have also been demonstrated. Unlike prism-based system, grating-based SPR systems 
require the sample solution to be optically transparent enough for the incident beam 
to pass through. The review article by Homola et al. 
25
 and the references therein 
provide a relatively complete survey of various configurations of SPR sensors. These 
configurations include SPR sensors with integrated optical fibers and SPR sensors 
with integrated optical waveguides. Reported sensitivity varies widely depending on 
the system and instrumentation, and ranges from 5e-7 to 1e-5 refractive index unit 
(RIU). 
SPR sensors utilizing ATR has been available commercially by BIAcore AB, 
and Texas Instruments (Spreeta™).  
3.5.1.3. Sensitivity for bio-detection 
Due to the fast response of SPR sensors they are capable of rapid and real-
time analyses and acquisition of kinetic parameters such as dissociation and 
association constants and thermodynamic information. SPR biosensors can be used to 
study DNA hybridization, DNA-protein interactions and DNA-drug interactions. 
Although SPR is very sensitive to tiny changes in refractive index, the refractive 
index of the analyte does not change much upon target molecule binding because the 
refractive index of the buffer solution is already comparable to that of the target 






. Signal amplification through gold nanoparticle labeled DNA has 
been shown to be capable of sub-attomolar detection 
27
. To conclude, the pros and 
cons of SPR biosensors are: pros, real-time assay is possible; cons, limited detection 
level in direct assays.  
3.5.2. Refractive index and thickness: Ellipsometry 
Ellipsometry is a technique to measure the refractive index and the thickness 
of a thin film. Due to the difference in reflection coefficient for different light 
polarization given by Fresnel equation, the reflected light will have a rotated 
polarization from the incoming light. From the amount of rotation, thickness and 
refractive index of the thin film can be deduced. Biodetection using ellipsometry 
generally depends on the thickness change upon target binding. However, it generally 
requires a large amount of target to induce thickness change. It is thus more suited for 
protein detection rather than DNA detection since protein molecules are inherently 
larger. Recently detection of herring DNA and salmon DNA was demonstrated using 




3.5.3. Vibrational mode resonance: THz-transmission analysis 
Resonance in the terahertz (THz) frequency range associated with vibrational 
modes such as base twisting helix structure of the DNA molecule, which is reflected 
in the complex refractive index can in principle be detected using THz transmission 
analysis. Detection of the binding state (hybridized or denatured) of 5.4 kilo-basepair 






drawbacks are requirement for dried or crystallized samples as humidity is known to 
drastically affect the refractive index in THz range, and requirement for large sample 
to generate enough resonant signal. 
3.5.4. Dielectric constant: Capacitance measurement 
The DNA hybridization detection using capacitance measurement exploits the 
fact that adsorption of a layer of target DNA, itself an insulating dielectric, decreases 
the capacitance due to the increase in distance between the charges in the polarized 
electrode and the ions in the electrolyte. The ions in the solution are pushed further 
away from the electrode upon formation of DNA duplex. A charging current will 
flow between the DNA functionalized electrode and an auxiliary electrode of the 
electrochemical cell when they are excited by a voltage step. The principle behind 
charge based capacitance measurement is to integrate the charging current, 
responding to a voltage step excitation, over one period. The result of charging 
current integration is essentially the charge on the capacitor, and the capacitance can 
be obtained by dividing this charge with the magnitude of the voltage step. The 
measured capacitance is basically the capacitive component of the total impedance, or 
Cdl in Figure 8, assuming negligible faradaic process occurs. It is obvious that the 
decrease in capacitance upon biomolecule adsorption would be more pronounced if 
the sensing area is larger. A detection level of 3µM of 26-mer DNA oligonucleotide 
has been shown 
30
, corresponding to a change in capacitance from 3 µF to 2 µF on 
100 mm
2





3.6. Label-free (2): gravimetric 
Acoustic waves are waves of stress and strain fields propagating in solids. 
Acoustic wave devices always involve piezoelectric crystals, since the electric field 
and the acoustic field are coupled in piezo materials. The analysis of acoustic wave is 
far more complicated than that of electromagnetic wave, because of the anisotropic 
nature of the crystal. Analogous to electromagnetic waves, there are many different 
modes of acoustic waves can be excited. The criteria to excite a certain mode depend 
on the boundary conditions, and certainly the mechanical properties of the solid, such 
as stiffness, elasticity etc. 
One of the most widely used acoustic mode for sensor is the thickness shear 
mode, which is a bulk acoustic wave (BAW), i.e. the wave propagates through the 
crystal. It is the mode utilized in quartz crystal microbalance (QCM), which finds 
application in thickness monitor in thin film deposition. The relationship between the 
shift in resonant frequency upon adsorption of material or addition of mass onto the 










02  (18) 
where fo is the natural resonant frequency of the crystal, A is the area of the 
crystal, ρq is the density and tq is the thickness of the crystal. 
As can be seen in the above relation, the sensitivity would increase if the 
natural resonant frequency fo is increased. However, higher fo requires thinner crystal, 
and the brittleness of the crystal would practically set a lower limit of the usable 
thickness. Sullivan et al. 
32




5 MHz and 10 MHz are commonly encountered, which yield sensitivity of ~ 1 
ng/cm
2
. Storri et al. 
33
 demonstrated sensitivity of 0.5 µM 23-mer DNA 
oligonucleotide hybridization using QCM. 
A surface acoustic wave (SAW), which propagates only on the surface of the 
crystal may oscillate at several hundred MHz, and thus allows higher sensitivity. For 
a thin layer of analyte, the frequency change in BAW resonators is exactly 
proportional to the relative mass load, but the frequency change in SAW resonator 
depends on the mass load as well as other elastic constants. Hence the behavior of 
SAW resonator is even more difficult to model. Guided shear horizontal surface 
acoustic wave (SH-SAW) devices on LiTaO3 has been demonstrated. The device 
consists of an interdigital transducer to generate an acoustic wave; a sensing layer, 
serving as the waveguide for the acoustic wave, and another interdigital transducer to 
detect the wave. As the part of the crystal underneath the waveguide is electrically 
shorted the velocity of the wave propagating underneath the waveguide is much less 
than the surrounding. It is well-known that if a region with low wave velocity is 
surrounded by faster regions, the wave is confined in the slower region. The transfer 
function of the device is proportional to exp(2πi(∆V/V)ls/λ), where ls is the length of 
the sensing layer or the waveguide, λ  is the wavelength and ∆V/V is the fractional 





























ρ , (19) 
Where VSH is the wave velocity in the substrate, VM is the shear wave velocity 




normalized particle velocity displacement amplitude at the surface, ρh represents the 
mass load per unit surface area. From the transfer function proportionality, one can 
also detect the frequency shift as a result of fractional change in the wave velocity 
due to mass loading. Hur et al. 
34
 projected a sensitivity of 1.55 ng/ml/Hz, and 
showed detection of 0.1µM or 0.46 µg/ml of 15-mer oligonucleotide. 
 
3.7. Label-free (3): field-effect 
Many biomolecules are ionized in solution and thus one can measure the 
charges they carry. Their existence can be detected by sensing the electric field 
generated by the charged biomolecules. In particular, each phosphate group that 
comprises the backbone of the DNA is ionized to carry one negative electronic 
charge. In general, many field effect based biomolecule detection schemes resemble 
the structure of ISFET (ion sensitive field effect transistor), which was first 
introduced by Bergveld in 1970 
35
. ISFET is similar to the conventional MOSFET 
(metal oxide semiconductor field effect transistor), except that the metal layer is 
replaced by an electrochemical reference electrode in contact with the electrolyte 
solution, in which the target molecules to be detected are dissolved. The drain-source 
current is modulated by the field-effect from the ions or molecules reaching the oxide. 
ISFET technology has been so well-developed, that it has made its way to the market 
as pH meters. The effect, which is proportional to the amount of charges adsorbed on 
the oxide, is essentially the flat-band voltage shift that can be measured by 
capacitance-voltage (CV) measurement of a MOS diode, or IDS-VGS transfer 




details in later chapter. Souteyrand et al. 
36
 is the first to demonstrate label-free homo-
oligomer DNA (18-mer and 1000-mer of poly(dA) DNA) hybridization detection 
using silicon ISFET. Since then, numerous works using various materials to build the 
transistors emerge, and are summarized in the following table (Table 1).  
There are two major factors to consider when looking at FET designs: (i) 
electric field distribution as one goes from 2D planar structures to novel 1D 
structures, such as silicon nanowires and carbon nanotubes; (ii) contact resistance at 
source and drain, as one leaves silicon technology and goes to new materials and 
novel nanostructures. As one goes from conventional silicon transistor to new 1D 
materials and nanostructures the transistor design has the advantage of electric field 
enhancement, shown in Figure 14. We can see qualitatively how the field lines are 
more condensed close to the 1D transistor channel, and the electric field distribution 
can easily be disturbed by local distribution of charges on the transistor gate. 
Therefore one may expect larger voltage shift or signal in 1D transistors than that in 
2D planar transistors. But on the other hand the amount of shift is probably more 
unpredictable as the distribution of charges from the biomolecules cannot be 
controlled experimentally. Second, due to work function differences between the 
channel material and source-drain material there is always contact resistance or 
Schottky barrier in carbon nanotube transistors. However, it is well-known that the 
Schottky barrier thickness in a thin-film transistor is comparable to thickness of the 
body and not the doping of the body. And the body of single wall carbon nanotube is 
only one atomic layer, therefore the Schottky barrier thickness in the source-channel 




is therefore theoretically still possible to control the contact resistance distribution in 
carbon nanotube transistor devices if one is able to control the size of carbon 
nanotube grown on the substrate. 
 
 
Field effect devices Mechanism Sensitivity 
demonstrated 
Note 









2D planar structure 
Silicon FET Change in surface 
potential or flat-
band potential in 
the transistors 




µM of 20-mer 
DNA 
2D planar structure 
x




2D inversion layer 1D channel
 
Figure 14  Illustration of electric field enhancement in 1D channel transistor as 
opposed to 2D planar transistor. The electric field is represented by the density of 













Polysilicon TFT Change in surface 
potential or flat-
band potential in 
the transistors 




2D planar structure 
Suspended gate 
silicon TFT 
Change in surface 
potential or flat-
band potential in 
the transistors 
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Change in surface 
potential or flat-
band potential in 
the transistors 
100 nM of 61-mer 
DNA 
oligonucleotide  
1D structure, CNT 
only serves as 
charge sensor. All 
attachment 
chemistry is done 
on the oxide layer 











3.8. Summary of comparisons 






Advantages Limitations Maturity and 
manufactura-
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Refractive index of 
surrounding buffer is 
comparable to that 
needs to be detected, 
thus is difficult to 
improve signal to 
noise; Probe 
attachment is done on 
gold film, presents 
different protocols 
from those used in 
conventional glass-
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to device area, thus is 
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not be compatible, 
since probes need to 
be attached to piezo-
crystal; Some 
acoustic modes are 
not compatible with 























































probes are used. 
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FET design 
has the most 
potential is 











Table 2  Comparison among available label-free techniques. 
We see here that field effect transistors have great potential to become the 
dominant genechip technology, because of scalability, compatibility with existing 
protocols and potential to achieve the sensitivity level of current DNA microarrrays 






Chapter 4:  Carbon nanotube basics 
 
In this chapter we will start with the discussion of the band structure of 
graphene, and understand how the boundary condition imposed by rolling a graphene 
sheet into a carbon nanotube gives rise to the electronic properties of carbon 
nanotubes. The resulting carbon nanotube can either be metallic or semiconducting, 
depending on how it is rolled-up. The growth of carbon nanotubes used in our 
experiment is then discussed. And finally the transport or switching mechanism of the 
carbon nanotube field-effect transistor is presented. 
 
4.1. Structure of a graphene sheet 
It is helpful to think of the structure of a carbon nanotube as a hollow cylinder 
of a rolled-up 2D graphene sheet. In a graphene sheet, three outer-shell electrons of 
each carbon atom occupy the planar sp
2
 hybrid orbital to form three in-plane σ bonds 
with an out-of-plane π orbital (bond) 44. A graphene sheet, thus, has a hexagonal 
lattice structure as shown in Figure 15. The σ bond is 0.14 nm, which is the average 
distance between two in-plane carbon atoms. The π bond is 0.34 nm long, and is 





The hexagonal structure is not really periodic, since adjacent carbon atoms do 
not have identical environments. But if two atoms are grouped together into a unit 







are the primitive vectors of this Bravais lattice. We can 
construct its reciprocal lattice, and calculate the tight binding band structure. In a 
tight-binding approximation, the wavefunction satisfying the crystal Hamiltonian is 
approximated to be a linear combination of the orbitals of isolated atoms. The linear 
combination includes all orbitals of the atoms within the Bravais unit cell. Each 
carbon atom in the graphene sheet has four valence orbitals: 2s, 2px, 2py, and 2pz. 
Since only the π bond or 2pz orbital participate in the electrical conduction, The tight-
binding wavefunction only needs to include two terms, i.e. one orbital from each 






Figure 15  Illustration of sp
2




unit cell. Following the treatment described in standard textbook 
45
, we can write the 
crystal Hamitonian as: 
UHH at ∆+= , (20) 
where Hat is the Hamiltonian of isolated atoms and ∆U contains all corrections to the 
atomic potential required to produce the full periodic potential of the crystal. The 
wavefunction that satisfies 
( ) ψψψ EUHH at =∆+=  (21) 
can be written as: 






φψ  (22) 
( )Rr rr −φ  contains the orbitals within the unit cell, and as discussed before, it 
only needs to include two terms, so we can write: 








Figure 16  Hexagonal lattice structure of the carbon atoms in a graphene sheet. The 
Bravais unit cell is shown in a dashed rectangular box, which contains two atoms. 
The lattice points circled in blue show the periodicity of the unit cells. The primitive 
vectors are: yaxaa
)))
2/32/3 001 += , and yaxaa
)))




( ) 2211 φφφ bbRr +=−
rr
 (23) 
Substituting (23) to (22) yields 






2211 φφψ  (24) 
If we operate ( )rr1φ  from the left to (21), then 
1111 EbEUH at ==∆+ ψφψφψφ  (25) 
111111 bEEHH atat ===
+ ψφψφψφ  (26) 
( ) ψφ UbEE ∆=− 111  (27) 
( )
















where 111 φφβ U∆=−  
Ignoring all the overlap integrals except those between two nearest neighbors 
as –γ yields: 
( ) ( )
( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( )( )
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)r)r ⋅−⋅− −−−−=∆ γγγβψφ  (31) 
Therefore (25) becomes 
( ) 2221111 21 bebebbEEb akiaki
)r)r ⋅−⋅− −−−−= γγγβ  (32) 




( ) 2221112 21 bEbebebEb akiaki βγγγ −+−−−= ⋅⋅
)r)r
 (33) 
For simplicity, we can put E1-β1 =  E2-β 2= E0. Combining (32) and (33), we 















































to solve for the eigen energy: 
( ) ( ) ( )2/3cos42/3cos2/3cos41 02000 akakakEE yxy ++±= γ , (35) 
where a0 is the distance between two carbon atoms.  This result was first derived by 
P. R. Wallace in 1947. 
46
 The band structure is plotted in Figure 17. 
In Figure 17 one sees that there are two energy bands participating in the 
transport. Since each unit cell has two basis functions, the total number of states is 2 
(spin) x 2 (atoms per basis) x N = 4N, where N is the number of unit cells. Each 
carbon atom provides one electron, giving a total of 2N electrons in the system. So 
the electrons will fill up half of the number of the states. This means that the electrons 
will fill up all of the states in the valence band up to E = E0. Or in another word E0 is 






















































where 2/3 0aa = and 2/3 0ab = . At these six wavevectors, the energy of the 
conduction band is also E = E0 (the Fermi point), therefore the two bands coincide 




into only two groups. Within each group, one can reach a second wavevector by 




, in reciprocal space. Therefore three 
points in each group are essentially equivalent to each other.  
 








































































Figure 17   (left) Contour plot of the band structure in the reciprocal space. The area 




are the primitive 
vectors in the reciprocal lattice. (right) Tightbinding band structure of a graphene 
sheet. The two groups of six wavevector, at which the conduction and valence bands 
coincide are shown in green and purple boxes, with respective colors marked on the 





4.2. Electronic properties of carbon nanotube 
Carbon nanotubes are hollow cylinders composed of one or more concentric 
layers of carbon atoms. The following discussion assumes the carbon nanotubes are 
single walled. Unlike single-wall carbon nanotube, the electronic properties of multi-
wall carbon nanotubes are not well studied, due to their complex structure. However, 
at low bias and when multi-wall carbon nanotubes were contacted to metal electrodes 
to form transistors, the carrier transport is dominated by outer shell conduction 
47
. 
Rolling a graphene sheet means that we define a rolling vector such that a point in 
direct lattice will hit itself upon translation along that rolling vector: 
)()(21 ybxanybxamanamc
))))))r
−++=+=  (36) 
 This imposes a boundary condition that will pick only certain wavevectors 
from the 2D graphene sheets that are allowed in the rolled up carbon nanotube.  
( ) ( ) πυ2=+++=⋅ nmbknmakck yx
vv
, (37) 
where all m,n,ν are arbitrary integers. 
We would like to know what is the chance that those 6 zero bandgap 
wavevectors (Fermi points) will be allowed by this boundary condition, if one to pick 
an arbitrary rolling vector, c
v
, or the resulting carbon nanotube will exhibit metallic 
property. Substituting )3/2,0( bk π±=
v
 into (37), we arrive at the following 
expression: 
( ) υ=− 3/nm  (38) 
Since the integers are arbitrary, so one would most likely expect 1/3 of 





It has been shown that 
48-50
 the bandgap of a semiconducting carbon nanotube 









= , (39) 
where vF is the Fermi velocity, and dCNT is the diameter of the carbon nanotube. To 
get a feel of why the bandgap of semiconducting nanotubes, which depends on the 
chirality of the specific carbon nanotube, is inversely proportional to its diameter, we 
can first express the dispersion relation E - k, approximated by Taylor expansion 































γ  (40) 
Then if we use the rolling vector of a zigzag nanotube,  
ymbaamc
)))v
2)( 21 =−= , (41) 


































γ  (42) 
This has a minimum of zero, if 3/2m=υ . But if m is not a multiple of three then the 
minimum value of 3/2m−υ is equal to 1/3. But the circumference 2mb is equal to 




















= , (43) 





4.3. Synthesis and growth 
There are several methods known for growing carbon nanotubes: arc 
discharges 
52
, laser ablation 
53
, catalytic chemical vapor deposition 
54
. In this 
experiment, we are using carbon nanotubes grown by chemical vapor deposition 
(CVD) in Prof. Fuhrer’s lab. First, we evaporated sub-monolayer of iron film on a 
thermally oxidized silicon substrate in ultra high vacuum. This film will serve as the 
catalyst for the carbon nanotube growth. Upon heating in the CVD furnace, the iron 
film will ball up to form small iron particles, confirmed by my colleague, Konrad, 
who found the existence of iron particles on the substrate by atomic force microscope 
only after heat treatment. Initial attempts used ferric nitrate solution as the catalyst. 
 
Figure 18  Scanning electron micrograph of the resulting carbon nanotube mats 




The solution was applied by dipping the substrate into the solution. The resulting 
carbon nanotubes tend to be denser at the edge of the substrate, due to lack of control 
of iron catalyst distribution. Therefore we opted to evaporate iron to obtain more 
uniformly distributed iron catalyst. To our knowledge, this is the first implementation 
of this approach using ultra high vacuum (UHV) iron evaporation. 
Next, the substrate, containing sub-monolayer of iron film, was put in the 
CVD furnace. The temperature of CVD furnace was ramped up to 850 °C under 
argon flow. Then the argon was stopped, while the growth gas consisting of methane, 
ethylene, and hydrogen were flowed for 10 minutes, followed by temperature ramp 
down cyle. This process yields carbon nanotube mats on the substrate (Figure 18), 
whose density depends on the density of iron catalyst. 
 
4.4. Carbon nanotube as field effect transistors 
Having understood the electronic property band structure of carbon nanotubes, 
we will proceed to discuss the switching mechanisms or transport properties of the 
carbon nanotube (CNT) when being put in a field effect transistor (FET) 
configuration. It is as simple as depositing metal on both ends of CNTs to make 
CNTFETs. The gate can be applied from the back Si-substrate through the thermal 
oxide on which CNTs sit, or from the top after another oxide deposition on top of 
CNTs. A typical back-gated carbon nanotube field effect transistor (CNTFET) 
IDS-VBS transfer characteristics is shown in Figure 19. Despite strong resemblance in 
IDS-VDS plot (Figure 20) to that of silicon MOSFET, the switching mechanism of a 
CNTFET is different from that of a MOSFET. It has been shown 
55




barrier at the carbon nanotube and metal contact is responsible for a number of 
experimental observations that cannot be explained otherwise by the MOSFET mode, 
in which the drain-source current is determined by the carrier concentration 
modulation in the bulk of the transistor channel. 
The transport properties of a CNTFET as a function of the gate voltage can be 
summarized as follow 
56
: Due to its intrinsically high mobility 
57, 58
, the drain-source 
voltage drop almost entirely exists only at the source and drain interfaces forming 
Schottky barriers. The Schottky barrier is due to difference in work functions of the 
metal and the CNT. The channel conduction can occur through both the valence band 
(p-type conduction) and the conduction band (n-type conduction). For a given value 
of VDS, increasing the gate voltage towards more negative values (p-type conduction) 
results in an exponential-like increase of IDS, since the transmission probability for 
tunneling through the source Schottky barrier increases with decreasing barrier height 
and thickness. However, as the gate voltage is increased to reach the certain point 
such that the valence band of CNT coincides approximately with the Fermi level of 
the source electrode, charge starts to accumulate in the CNT. The movement of the 
bands, or equivalently the decrease of Schottky barrier thickness no longer changes as 
significantly as before, which leads to the saturation of IDS. A similar situation 
happens for n-type conduction as the gate voltage is increased towards more positive 






















Figure 19  Back-gated transfer characteristic of Al2O3 passivated CNTFET (VDS = 
0.1 V). Two salient features are ambipolar characteristic, and much smaller 
hysteresis, compared to unprotected CNTFET characteristic. 























Figure 20  IDS-VDS characteristic of unprotected CNTFET for various back-gated 




Although the transfer characteristic of CNTFET is controlled by the Schottky 
barrier (SB) at the source junction, the mechanism is different from that of the SB-
MOSFET. It is understood that the carrier injection in SB-MOSFET is due to 
thermionic emission. But the thermionic picture changes drastically as the size of the 
transistor body is thinned down below the depletion length LD of the semiconductor. 
In the case of an ultrathin body SB-MOSFET, the potential profile in the contact 
barrier is determined by both the LD and the physical boundary. In the case of CNT, 
the actual body thickness is just ~ 1.4 nm, and consequently, the barrier is extremely 
thin. Thus tunneling is not only possible, but regarded as a dominant mechanism in 
transport rather than thermionic injection 
59, 60
. One would argue that the thinness of 
the SB in CNTFET would blur the distinction between SB contact and ohmic contact 
at the source-channel interface. But the important point, however, is that the gate and 
drain fields in the CNT are in control of the thickness of the SB, and determine its IDS. 
In contrast if the contacts were ohmic, IDS of CNTFET will be solely determined by 
the property of the bulk channel. 
Transfer characteristic of a CNTFET from as-grown CNTs usually shows p-
type conduction behavior, as shown in Figure 20 and Figure 21. It has been 
demonstrated that p-type character is not an intrinsic property of the CNTs, but results 
from the interaction with atmospheric oxygen, inducing electron transfer, and thus 
causing the CNTs become doped with holes 
61
. The large hysteresis in the transfer 
characteristic of unprotected CNTFET (Figure 21) is believed to be due to water 
molecule adsorption 
62
. Upon passivation of CNTFET with atomic layer deposited 




much reduced hysteresis. Due to the growth mechanism and film quality of ALD, we 
think that ALD Al2O3 passivation of CNTFET achieves both removal of oxygen and 
water vapor from the CNTs. 
 















Figure 21  Back-gated transfer characteristic of unprotected CNTFET (VDS = 0.1 V). 





Chapter 5: Electronic detection of DNA hybridization using 
carbon nanotube field effect transsistors 
 
 
In this chapter, we will discuss how carbon nanotubes are made into field 
effect transistors (CNTFETs), and how the CNTFETs are used to electronically detect 
label-free and specific DNA hybridization. As noted before, the DNA carries negative 
charges along its phosphate backbone. Hybridization or binding of single stranded 
unknown target DNA to a pre-attached single stranded probe DNA through specific 
Watson-Crick base pairing leads to an increase in the amount of negative charges 
adsorbed at the gate of the transistors. The increase in charges induces a field effect 
that shifts the threshold voltages of the CNTFET toward more positive values as the 
presence of additional negative charges has to be compensated by the gate voltage. 
The amount of voltage shift reflects the amount of additional negative charges 
attached to the gate of the CNTFET upon DNA hybridization. Therefore, a signal for 
DNA hybridization is the shift in threshold voltages on the CNTFET array. With 
adequate modeling, this signal will allow quantitative determination of the amount of 
DNA present in an analyte solution. If different probe DNAs are pre-attached on 
various locations on the CNTFET arrays, then the threshold voltage shifts collected 
from different CNTFETs with different probe DNAs attachment may allow 
quantitative comparison of the amounts of different DNAs present in the analyte 




comparative gene expression assays. In the following, we will discuss the device 
fabrication, theory behind the working principle, measurement system, DNA 
attachment chemistry and finally present our results on electronic detection of label- 
free and specific DNA hybridization using CNTFET array. 
 
5.1. Device fabrication 
Having grown the carbon nanotubes on top of silicon oxide substrate, as 
described in section 4.3, we proceed with source and drain metal deposition. Prior to 
doing so, we briefly describe some precautions to be considered when working with 
CNT. All chemical bonds of the carbon atoms in graphitic form are filled, unlike 
silicon which possesses dangling bonds that need to be passivated. The positive 
implication is that CNT devices may have broader choice of oxide material than 
silicon devices, which have much limited choices in order to minimize the 
detrimental oxide interfacial states. This same reason is responsible for why CNTs do 
not stick well to a lot of materials. Since the final device needs to be connected to the 
measurement system through wire bonding to the package, we need to ensure that the 
bonding pad films adhere very well to the substrate. This means that there must be no 
CNTs trapped underneath the bonding pad films. The details of the fabrication steps 
will be discussed in the following. 
5.1.1. Step 1: Bonding pad alignment marks 
Figure 22 shows the mask for bonding pads. The substrate containing CNT 




cleaning is avoided at all costs because this procedure removes the CNTs. Pattern 
transfer is done using standard photolithography using a contact mask. First the 
BPRS-200, a novolak resin-based positive photoresist, was spun-on at 3000 rpm for 
60 s. The photoresist is capable for a line resolution of around 1.5 µm. Pre-exposure 
bake was done in an oven at 105 °C for 10 minutes. Then the pattern in the mask was 
transferred by exposing the photoresist in a contact aligner for 6 s. No postbake was 
required. Pattern development was done by immersing the substrate in PLSI 3:1 for 
90 s. The mask shown in Figure 22 is dark field clear feature, and since positive 
photoresist was used, there would be no photoresist on the area colored with blue and 
red in Figure 22 on the substrate after development. 
To ensure strong adhesion, CNTs have to be removed prior to metal 
deposition. CNT removal is done by exposing substrate with patterned photoresist to 
 





oxygen plasma. Then 5 nm of chromium and 45 nm of gold film were evaporated, 
followed by lift-off in acetone. This results in direct adhesion of the Cr/Au film on the 
area colored with blue and red, while CNT mats cover elsewhere. This first metal 
layer serves as an alignment mark for subsequent pattern transfers. 
5.1.2. Step 2: Unwanted CNT removal 
 
Figure 23 shows the mask, which has a dark field clear feature used for this 
step. The goal is to wipe out all CNTs to ensure good metal film adhesion except only 
at the active area defined by the mask. Again, the same BPRS-200 coating, baking, 
exposure, development, described before were done and followed by oxygen plasma 
treatment to remove CNTs at areas unprotected by the photoresist. The end result left 
 





us with the original Cr/Au alignment layer, and CNTs only at the white area in Figure 
23. 
5.1.3. Step 3: Actual metal electrodes patterning 
Having wiped out unwanted CNTs, we are ready to deposit the actual metal 
electrodes for the drains and sources. BPRS-200 coating, baking, exposure, 
development, described before, were done to transfer the patterns in the mask shown 
in the Figure 24 to the substrate. 10 nm of chromium and 25 nm of aluminum were 
evaporated. At this stage, the CNTFETs are ready to be tested using back-gated 
transistor characteristics measurement. 
 






5.1.4. Step 4: Al2O3 atomic layer deposition 
We shipped out the samples to Cambridge Nanotech Inc. for deposition of 25 
nm of Al2O3 using atomic layer deposition (ALD). The principle of ALD is based on 
sequential pulsing of chemical precursor vapors, both of which form about one 
atomic layer each pulse. This generates pinhole free coatings that are extremely 
uniform in thickness. For example, ALD of Al2O3 film requires cycles of tri-methyl 
aluminum (TMA) vapor pulse and water vapor pulse. During the TMA vapor pulse 
cycle the methyl groups of TMA is released, allowing the aluminum to bind with the 
oxygen from the hydroxyl groups on the surface. The methane by-product is pumped 
out on the subsequent cycle, along with the excess TMA. During the water vapor 
pulse cycle, the water vapor converts methyl groups of the bound TMA into fresh 
hydroxyl groups that are available for aluminum binding on the next TMA pulse 
cycle. In this manner, layer by layer of Al2O3 film is built up. Although Cambridge 
Nanotech claims that Al2O3 should stick to gold, we saw the contrary effect. This is 
the reason we used aluminum for the metal electrodes in Step 3. The Al2O3 will not 
stick to CNTs, instead it will just grow over the CNTs. When used for biosensors, the 
device needs to interface with wet buffer electrolyte. One of the most important 
reasons for the choice of Al2O3 is that Al2O3 is a good barrier against mobile alkali 
ion penetration, such as sodium. This is important to get stable enough device 
threshold voltages. The other reason is the high-k of Al2O3 film that will work in 




5.1.5. Step 5: Bonding pad oxide etch and gold film build-up 
Aluminum oxide is covering the entire chip after Step 4. The aluminum oxide 
on top of the bonding pads has to be opened-up to gain access to the pads for wire-
bonding to a mounting package. We have bad control over Al2O3 etch using wet 
chemicals, so we would like to stick with dry etch. Again, BPRS-200 coating, baking, 
exposure, development, described before, were done to transfer the pattern in Figure 
22. We noted here that despite BPRS-200 being an old technology, its process is 
compatible with Al2O3, since the developer for BPRS-200, PLS1 3:1, does not 
contain tetramethylammonium hydroxide (TMAH), which dissolves aluminum, 
whereas the developers for most modern photoresist contain TMAH. 
Having patterned the photoresist, we can etch down the aluminum oxide using 
reactive ion etcher (RIE). Unfortunately, the RIE system at the Laboratory for 
Physical Sciences (LPS) is fluorine based chemistry, and aluminum fluoride is non-
volatile. Therefore, it is not the most ideal system for Al2O3 etching. Nevertheless, if 
we RIE (175 W, 40 mTorr, 18 sccm CHF3, 2 sccm O2) the Al2O3 film long enough, 
it will eventually give way due to ion bombardment. So the etching is done not by 
reactive gas chemistry, rather by physical ion bombardment to knock off the film. 
This gives rise to another problem, because in the process, the photoresist is being 
coated by non-volatile residues, which make the photoresist insoluble in acetone. 
Fortunately, BPRS-200 process is an old technology, and the industry has provided a 
solution for removing post-RIE polymer residue coated novolak resin based 
photoresist, i.e. Microstrip 5010. So we can get around the etching problem, even 




physical ion bombardment, the process is not selective at all. Also the etch rate is 
really slow, i.e. ~4 nm/min, as opposed to 50 nm/min in etching SiO2 under fluorine 
based RIE. However, since we have the Cr/Au alignment layer beneath the Al2O3 on 
the bonding pads, the ion bombardment would stop at that layer. So Cr/Au alignment 
serves also as an etch-stop layer. 
After Al2O3 etching, we can reserve the photoresist as the lift-off mask. 
Without removing the resist, we evaporated more Cr/Au (5 nm/ 150 nm) on the 
bonding pads. The reason for this is that the gold wire bonding may knock-off the 
film in the process, so it requires thick enough gold film to bond to. Having built up 
gold thickness on the bonding pads, we can then proceed with lift-off to remove the 
 
Figure 25  Layout of the CNTFET array. The center bar denoted by “S” is the 
common source electrode, shared by other drain electrodes, denoted by “D2”, “D3”, 




photoresist, as well as the unwanted gold film, in Microstrip 5010. Figure 25 shows 
the end result of the fabricated chip. 
 
5.2. Theory 
Since the signal we are looking for is the voltage shift of the transistor, it is 
very important to understand the voltage drops that occur at interfaces. The gate 
source voltage, VGS, will drop across the gate oxide, and two electrode-electrolyte 
interfaces, namely, the oxide-buffer interface and Ag/AgCl-buffer interface. 
5.2.1. Electrode-electrolyte interface 
In general, there are two processes that can happen at an electrode-electrolyte 








Figure 26   (a) I-V characteristics of an ideal polarizable electrode, (b) I-V 
characteristics of an ideal non-polarizable electrode, the voltage φ is well-defined, 




Apart from the complication of electrochemical processes, an electrode in an 
idealized model can be classified as either a polarizable electrode, or a non-
polarizable electrode, although an electrode in the real-world is never completely 
polarizable, nor non-polarizable. 
An ideal polarizable electrode exhibits I-V characteristics shown in Figure 
26(a). The interface can support any voltage drop without allowing current to pass 
through the interface, so it behaves very much like a capacitor. The process that 
happens at the interface is solely non-Faradaic space charge build-up. 
An ideal non-polarizable electrode exhibits I-V characteristics shown in 
Figure 26(b). The interface will allow any current to pass through by chemical 
reduction and oxidation reactions happening at the interface. It behaves very much 
like a forward-biased diode. The voltage drop is very well-defined and given by the 
Nernst equation. The process that happens at the interface is only Faradaic charge 
transfer process. 
Since no real-world electrodes behave solely as ideal polarizable or ideal non-
polarizable, the Randles equivalent circuit (Figure 8 in chapter 3) is generally invoked 
to describe the electrochemical processes that happen at an interface. It basically 
consists of parallel connections of a capacitor to model the non-Faradaic process, and 
an impedance to model the Faradaic process. The Faradaic impedance takes into 
account both the charge transfer and the mass transfer mechanism that might limit the 
reaction rate. The equivalent circuit also includes the solution resistance in the model. 




Consider the interface of an electrode and an electrolyte, which has a common 
species with the electrode, such as Ag/AgCl electrode and chloride containing 
solution. Both oxidation and reduction reactions can occur reversibly to establish an 
equilibrium chloride concentration. 
Oxidation: AgCl (s) + e
-
 → Ag + Cl- (aq) 
Reduction: Ag + Cl
-
 (aq) → AgCl (s) + e- 
The chemical reaction happening at the interface provides a mechanism for 
charge transfer, since current is carried by ions in the solution, and by electrons in the 
electrode, the ions and electrons exchange at the interface through the chemical 
reduction and oxidation reactions. Once the equilibrium concentration is reached, the 
system is said to have reached thermal equilibrium, meaning that the rate of oxidation 
is the same as the rate of reduction. Therefore there is no net current flowing through 
the interface. Setting j = 0 in the Nernst-Planck drift diffusion equation we get, 

















µ , (44) 
where i indicate the species or ion being considered, zi denotes the valence of that ion, 
e.g 1
Na
=+z , and 1Cl −=−z , and Ci, is the concentration of that ion. One can 
recognize immediately the first term is the diffusion term, and the second term is the 
drift term. Integrating with respect to x, we get 
























lnBφ  (46) 
which is known as the Nernst equation.  The meanings of xS and xB are clarified in 




across the electrode and electrolyte is a function of the chloride concentration used in 
the buffer electrolyte. 
We saw that by starting with the drift-diffusion equation to arrive at the 
Nernst equation gives exactly the same the equation as is used to derive carrier 
concentration in semiconductor devices. Similarly the Nernst equation is also only 
accurate in the limit of low electrolyte concentration, the so called the ideal gas limit. 
Different fields may have different keywords, such as low injection in p-n junction. 








Figure 27  Illustration of the concentration profile at an electrode-electrolyte 
interface. The interface is at x = 0. xS indicates the Stern layer or inner Helmholtz 
layer, within which only specific adsorbed ions can reach. xD indicates the Debye 
length, within which most of the concentration change happens. xB indicates a 
distance from the electrode where the concentration reaches the bulk concentration 





carriers has been ignored. Anyhow this simple model can give us intuition on what is 
going on in our experiment. 
An electrode, with a well-defined voltage drop, is desired as a reference 
electrode in an electrochemical cell, in which precise potentiometric measurement is 
required. Some examples of well-behaved reference electrodes are standard hydrogen 
electrode, which consists of a platinum wire and a constant flow of hydrogen gas; 
saturated calomel electrode, which consists of mercury; and Ag/AgCl, which is the 
easiest and widely used reference electrode. 
5.2.1.2. Guoy-Chapman-Stern double layer model for ideal polarizable 
electrodes 
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and reduction charge transfers to establish thermal equilibrium, and in effect, a well-
defined voltage drop, governed by Nernst equation, develops across the interface, an 
ideal polarizable electrode does not allow any current or charge transfer to pass 
through the interface, instead space charges will build up at the interface, and it 
behaves like a capacitor. 
The model for electrode-solution interface can thought to be made up of two 
layers. The closest layer to the electrode, the inner layer, contains solvent molecules 
or species that are said to be specifically adsorbed. This layer is also called the 
compact, inner Helmholtz, or Stern layer (Figure 28). Solvated ions can approach the 
electrode only to the outside layer, called the outer Helmholtz layer or diffuse layer. 
The whole array is called the electrical double layer. The charge profile is given by 
the Guoy-Chapman-Stern model. Putting j = 0 in the above Nernst-Planck drift-
diffusion equation, (44), since no current is allowed to pass through the ideal 
polarized electrode interface, we can solve for Ci, which is no different from a 
Boltzmann factor: 














Solving the above equation simultaneously with the Poisson equation, we 
obtain: 
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εσσ  (49) 
If the potential is small comparable to the kBT, the potential profile can be 






















=  is known as Debye length, which is inversely proportional to the 
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As noted before, that the solvated ions can not get inside the inner Helmholtz 
or Stern layer, the total capacitance is then a series of C’D and a Stern capacitance, 
















+=  (54) 
5.2.2. Voltage shift upon hybridization 
I do not intend to analyze the voltage shift signal in a rigorous manner, 




carbon nanotube field effect transistors, while this mechanism is still an ongoing 
research topic. Nevertheless the following simplified analysis should be able to 
provide an intuition into what we expect to see in our experiment. As described 
before, the signal we are looking for is the voltage threshold shift after target DNA 
binding, since the amount of negative charges attached to the gate of the transistor 
will increase upon binding or hybridization.  
Figure 29 shows a simplified scenario before and after addition of a layer of 
charges. If we assume that the transfer characteristics IDS-VGS curve, simply shift 
upon charge addition, then for the same IDS, or the same number of carriers induced in 
the transistor channel, an extra ∆VGS voltage needs to be applied to counter the 
additional charges. The voltage drop across the Ag/AgCl-buffer interface is well-
defined, and depends only on the concentration of the chloride ions in the solution. 
The Ag/AgCl reference electrode behaves more like an ideal non-polarizable 
electrode. Since the gate current is very small, the voltage drop on the solution 
resistance is also negligible. Therefore ∆VGS is the change of voltage drop across 
oxide-buffer interface, which behaves more like an ideal polarizable electrode. The 
relationship between the voltage drop and the amount of surface charge is given by 
(49), and an extra term arising from the Stern layer: 


































































At the oxide-buffer interface, the electric field is discontinuous by the amount 




( ) ( ) σφεε =+− dxdEoxox / , (56) 
therefore the above ∆VGS equation becomes: 
( ) ( )



























































For small voltage, and assuming Eox does not change upon charge (σ) 
insertion, since the charges induced in the channel remain the same before and after 


























σ , (58) 
Ag/AgCl
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Figure 29   Illustration of how extra charges induce a voltage shift in the transistor: 
(a) field lines before charge addition. (b) the equivalent circuit, Zf is the Faradaic 
impedance, RΩ is the solution resistance, Cd is the double layer capacitance. ∆VGS 
comes mainly from the voltage drop change across the double layer capacitance. (c) 




exactly as depicted in Figure 29, that the extra voltage ∆VGS drops mainly across the 
double-layer capacitance. 
Another device design consideration that can be gleaned from (57) is that we 
want to maximize the oxide capacitance and to minimize the double-layer capacitance 
in order to maximize the voltage shift, such that the term inside the sinh
-1
 bracket is 
maximized. Maximizing oxide capacitance is, in effect, increasing the εoxEox term, 




Since the hybridization signal we were looking for is the threshold voltage 
shift of the transistor upon hybridization, we made top-gated ID-VGS transfer 
characteristics measurement before and after hybridization. Figure 30 shows the 
schematics for back-gated and top-gated transfer characteristics measurement. It was 
not possible to carry out real-time monitoring of the threshold voltage shift as the 
hybridization reaction was going on, because of the contradictory requirements for 
hybridization and detection. 
As described before, the Debye length is a function of ionic concentration in 
the buffer solution. This Debye length is a screening length, within which the electric 
field from a charged body immersed in an ionic electrolyte can still be felt. The 
hybridization or binding of single-stranded target DNA with the single-stranded probe 




bonds between the Watson-Crick complementarily matched bases that favor binding, 
and the electrostatic repulsion of like-charge from the phosphate backbone of the two 
DNA strands. 
During hybridization, high salt or high ionic buffer is required to shorten the 
Debye length such that the electrostatic repulsion is screened, allowing the 
complementary bases to meet each other and to form hydrogen bonds. However, at 
the same time, the high salt solution also screens out the voltage shift signal we would 
like to detect. It is described in the previous section that for very simplified model, 
the voltage shift can be thought of due to an increase in the amount of charge at the 
















Figure 30  Schematics of the electrical measurement for (a) top-gated, (b) back-gated 




layer capacitance is minimized, which means that the Debye length should be as long 
as possible. 
The other precaution to note is the sodium poisoning to the oxide layer. Al2O3 
is a very good choice for the oxide layer, not too much because of its high 
permittivity, but more because it is a good barrier against mobile alkali ions. If alkali 
ions got into the oxide layer, they would move around with the applied gate voltage, 
creating unstable threshold voltage for the transistors. 
Although the limitation of real-time monitoring may seem like a drawback, 
we pointed out that real-time monitoring is not required for gene identification and 
expression assays. We used 10 mM PBS (phosphate buffer saline) pH 7.0, 0.3M NaCl 
for hybridization and TE (Tris-EDTA) 1x pH 7.4 with no salt for electrolyte 
measurement. The hybridization took place no more than two hours at room 
temperature to prevent sodium poisoning to the oxide layer. 
 
5.4. DNA attachment chemistry 
Probe DNA was attached to the surface through silane coupling molecules. 
First the oxide surface has to be hydroxylated. There are several ways to do that. We 
used an oxygen plasma (100 W, 200 mTorr, 16 sccm O2) treatment to generate 
hydroxyl terminated surface. Next, the surface is functionalized with MPTMS (3-
mercaptopropyl-trymethoxysilane), by exposing the surface to MPTMS vapor. The 
chip was mounted to the lid of an enclosed jar, with the MPTMS solution sitting at 




of the jar to 60 °C for about 10 minutes to induce flow of MPTMS vapor to the chip. 
The MPTMS vapor should condense and generate ideally a self-assembled monolayer 
on the chip. Then, the lid is heated and the bottom of the jar is cooled, to drive off 
excess vapor from the chip by temperature gradient. This last step took about 30 
minutes, and we get an MPTMS-functionalized surface on the chip. 
The probe DNA is modified with Acrydite
TM
 at the 5’ terminus. This 
Acrydite
TM 
molecule binds readily to the sulphur group of the MPTMS-functionalized 
surface. 10 µM of AcryditeTM modified probe DNA diluted in TE 1x pH 7.4 was 
pipetted to the MPTMS-functionalized surface. For complete binding of Acrydite
TM 

























































Figure 31  Steps for Acrydyte
TM
 modified probe-DNA immobilization: (1) surface 





achieve that, the chip was enclosed in a humidified container and allowed to dry 
overnight. It is crucial to ensure that the spot was dried eventually. This is also the 
reason we would like to dilute the probe DNA in non-sodium containing buffer. TE is 
an organic buffer that does not contain sodium. 
After this stage, we mounted the chip and wire-bonded the source and drain 
electrodes to a package. IDS-VGS transfer characteristics were measured, and served as 
a reference for comparison with the transfer characteristics after target DNA 
hybridization. 
Target DNA was diluted to the desired concentration with 10 mM PBS 
pH 7.0, 0.3 M NaCl. Hybridization took place by incubating the target DNA to the 
chip for 2 hours, followed by washing with TE 1x pH 8.0. IDS-VGS transfer 
characteristics were measured again, and a shift in threshold voltage was obtained. 
Table 3 shows the sequences of DNA used in this experiment. 
Name Sequence 
Probe 5’-/Acrydite//CAG ATG CCA CAT AAG GGG TTT GCC ATT 
TGA TAC CCC TGG GGA ACA TTT CTG TAA ATA CCA T -3’ 
complementary 
target 
5’-/ATG GTA TTT ACA GAA ATG TTC CCC AGG GGT ATC 




5’-/TTT TTT TTT TTT TTT TTT AGT CCG TGG TAG GGC 




Table 3  DNA oligonucleotide names and sequences. All oligonucleotides were 
ordered from Integrated DNA Technology, Inc. 
 
Resuspending dry oligos: 
1. Spin down briefly the vial to have the dried oligo at the bottom of the vial 
2. Open the lid without tilting the vial and add the required amount of TE 1x 
pH 7.4 to a stock concentration of 0.1 mM, e.g. Look up “Amount of oligo” 
in the spec sheet for the number of nmoles, say x nmoles, then add add 10·x 
µL of TE 1x  pH 7.4 to the corresponding vial 
3. Vortex to ensure that the dried oligo is completely dissolved 
4. Store in refrigerator (best in freezer, however frequent freeze-thaw cycle 
should be avoided) after usage. 
Buffer preparation: 
• TE (Tris-EDTA) 1x pH 7.4 can be purchased as is from Sigma. It contains 10 
mM of trishydroxymethylaminomethane or more commonly referred as Tris, 
and 1 mM of ethylenediamine tetraacetic acid or EDTA. 
• 0.2M PBS (phosphate buffer saline) pH 7.0: 
a) Prepare solution A: Add 40 mL water to 1.104 gram sodium dihydrogen 
phosphate monohydrate (NaH2PO4·H2O) in the 50 mL centrifuge tube 
b) Prepare solution B: Add 40 mL water to 2.146 gram sodium phosphate 
dibasic heptahydrate (Na2HPO4·7H2O) in the 50 mL centrifuge tube 
c) Mix 15.6 mL of solution A and 24.4 mL of solution B to make 40 mL of 
0.2 M sodium phosphate buffer 
• 10 mM PBS (phosphate buffer saline) pH 7.0:  
Add 2 mL of 0.2 M sodium phosphate buffer to 38 mL of water to make 40 
mL of 10 mM PBS 
• 10 mM PBS, 0.3 M NaCl pH 7.0:  
Add 2 mL of 0.2 M sodium phosphate buffer and 2.4 mL of 5M NaCl to 35.6 




Probe DNA dilution: 
Dilute probe DNA (Acrydite
TM
 modified) to 10 µM from the stock 
concentration using TE 1x pH 7.4 
Target DNA dilution: 
Dilute target DNA to 1 mM, 100 nM, 10 nM, etc. from the stock 
concentration using 10 mM PBS, 0.3 M NaCl, pH 7.0 
Probe DNA attachment: 
1. Hydroxylate the oxide surface using oxygen plasma 
2. Functionalize the hydroxylated surface with MPTMS using vapor deposition 
3. Incubate AcryditeTM modified probe DNA to the surface, and ensure slow 
drying. The Acrydite
TM
 modified probe DNA has to dry before passivation. 
Passivation: 
Incubate 50 mM of L-Histidine pH 7.0 for ~10 minutes then wash away with 
distilled water. No drying should occur. 
Target DNA hybridization: 
Incubate the desired target DNA concentration for ~ 2 hr, then wash away 
with TE. 
Buffer used during electronic measurement: 
TE 1x pH 7.4 






The major progress in this project is the use of Al2O3 ALD to passivate CNTs. 
Comparing Figure 19 and Figure 21, Al2O3 ALD passivation results in dramatic 
improvements of the electrical properties of CNTFETs. After passivation, the transfer 
characteristics of the CNTFETs exhibit very small hysteresis when back-gated, and 
even negligible hysteresis when top-gated through wet buffer electrolyte. This is very 
important since the sought after signal is the voltage shift. Moreover, ambipolar 






















Figure 32   Top-gated transfer characteristic through Ag/AgCl reference electrode and 
electrolyte buffer. The plot shows very good repeatability of device behavior upon 
washing, blow-drying and buffer change. There are indeed 2 sweeps (forward and 
reverse) for both solid and dashed lines, but they are indistinguishable, therefore the 




behavior is recovered after passivation, versus p-type conduction behavior before 
passivation. Also Al2O3 is a good barrier against alkali ion penetration. 
Figure 32 shows a top-gated IDS-VGS transfer characteristic. The voltage was 
applied to the Ag/AgCl reference electrode, and the nanotube channel was gated 
through the 25 nm thick aluminum oxide. The plot shows a much reduced range of 
voltage needed to gate the channel. It also shows high repeatability upon device 
washing and change of buffer solution. The ambipolar characteristic is helpful in 
defining the threshold voltage. We define the threshold voltage as the voltage at 
which IDS is minimum. The threshold voltage position was obtained by fitting a 
parabola around the minimum to the transfer characteristic curve 
In order to verify that the threshold shift is indeed due to the target binding, 
we used fluorescently labeled target DNA to allow simultaneous electrical detection 
and fluorescent detection of the DNA hybridization. Figure 33 shows the transistor 
transfer characteristics for the cases of probe-DNA, target DNA hybridization, and 
denaturation/dehybridization wash to remove target DNA. The transistors showed a 
rightward or positive threshold voltage shift upon exposure of 1 µM of target DNA 
hybridization, as expected since more negative charges were adsorbed on the surface. 
To remove the target DNA, the transistors were washed with copious amounts of 
warm distilled water. After this procedure, which we refer as dehybridization wash, 
the threshold voltage reverted back to the values before hybridization. The success of 
hybridization and dehybridization are confirmed by the fluorescence image in Figure 





















Figure 33  Transfer characteristic of CNTFET for probe-DNA only, 1 µM 
complementary target DNA hybridization, and subsequent dehybridization wash to 
remove the target DNA. The plot shows clear rightward (positive) shift in threshold 
voltage upon hybridization due to added negative surface charges from the target 
DNA, and a subsequent leftward shift after target DNA removal. 
 
 
Figure 34   Fluorescent image taken after transfer characteristic measurement in 
Figure 33(left) fluorescent image of 1 µM complementary target hybridization, (right) 





To further gain confidence in conclusions, we tested all of the transistors that 
were available in one array shown in Figure 25.  Figure 35 summarizes the threshold 
voltage data of the transistor array upon DNA treatment. Since carbon nanotube mats 
were used to fabricate the device we cannot expect uniformity of threshold voltages 







































Figure 35  Threshold voltages of the transistors in the array upon DNA 
hybridization treatments. The plot shows universal positive shift in threshold 
voltage of all transistors upon complementary target hybridization, and recovery 
after target DNA removal through dehybridization wash. The bottom plot shows the 




across the array. The differences in the initial threshold voltage can be attributed to 
the uncontrolled variation in each of the transistor channel, such as number of 
nanotubes crossing the source and drain gap, chirality, and diameter of the nanotubes. 
However the plot shows a universal threshold voltage shift of all transistors to the 
positive (rightward) direction upon DNA hybridization, and universal recovery upon 
target DNA denaturation. The amount of shift is a function of the amount of added 
surface charges from the target DNA hybridization, and should not depend on the 
initial position of the transistor’s threshold voltage. The data clearly shows this 
behavior. More importantly, using a simple model we can estimate how much DNA 
has bound to the surface. Using 10 mM for the concentration of the TE buffer being 





60 mV voltage shift for the 1 µM target concentration as shown in Figure 36 




, which means that 





Equivalently, the average spacing between target DNA is 27 nm. This number of 
course depends upon many factors including the probe loading and the efficiency of 
hybridization, and thus, we could expect improvement in sensitivity if the loading and 
hybridization conditions are optimized. 
To address the issue of sensitivity and selectivity of our device, we measured 
the response at different target concentrations. Figure 36 shows the amount of 
threshold voltage shift at 10 nM, 100 nM and 1 µM target DNA concentrations. For 
this experiment, we used targets that are non labeled. We also examined the 





non-complementary target DNA. The non-complementary signal serves as the noise 
floor and therefore we conclude that the sensitivity of our assay is somewhere 
between 10 nM to 100 nM. This sensitivity is many orders of magnitude lower than 
the state of the art fluorescent techniques which can detect single atoms. However, to 
be useful for diagnostic applications the sensitivity of 1 pM or better is needed. Our 
system is far from being optimized but there are compelling estimates that suggest the 
feasilibity of achieving this level of detection through improved probe immobilization 






























Figure 36   Titration curve shows sensitivity and specificity of the sensor. The 
sensitivity level is somewhere between 10 to 100 nM. The signal difference between 
1 µM hybridization of complementary (blue) and that of non-complementary target 




chemistry, better hybridization protocols and improved performance by using single 
CNT transistors. 
To conclude, the DNA-DNA detection demonstrated in this work can be 
extended to the detection of other biomolecules using artificial nucleic acids known 
as aptamers as probe molecules. These short (10 - 50 nucleotides) DNA-like 
sequences have been shown to bind to nucleosides, proteins, drugs and cells 
63
 so that 
our system can be generalized to detect these as well. The protocols and detection 
principles are the same, which imparts versatility to our CNT transistor sensing array.  
We provide an example of how an aptamer detects protein in the next chapter.  
 
5.6. Analyses and discussions 
5.6.1. Effective field effect mobility 
The mobility of carbon nanotubes has been investigated extensively by 
Dürkop et al. 
58
. In general, it is difficult to delineate the effects due to the contacts 
and those due to the channel itself. Dürkop et al. used long channel devices in order to 
eliminate or reduce the contribution by contacts (i.e. Schottky barriers at the source-
channel contact and/or drain-channel contact) to the measured conductance. In this 
work, the contacts dominate the transport property, and thus we expect significantly 
less mobility than in the long channel measurements. We estimate the typical 













For the back-gating transfer characteristic shown in Figure 19, L/W = 10/50, 









(Back-gating): µFE ≈ 71 cm2/V·s. (60) 
For the top-gating transfer characteristic shown in Figure 32, L/W = 10/50, Cox 








, then:  
(Top-gating): µFE ≈ 79 cm2/V·s. (61) 
These numbers, while respectable, are much smaller than the 300 – 1500 
cm
2
/V·s, typically found in doped silicon, and are significantly less than the mobility 




/V·s. While beyond the 
scope of this thesis, it may nevertheless be possible to achieve the intrinsic high 
mobility of the carbon nanotube into a transistor, if the Schottky barrier is minimized 
(e.g. replace with ohmic contacts) 
5.6.2. Scanning gate microscopy 
To investigate the local sensitivity of our CNTFETs, we used scanning gate 
microscopy 
64
. Briefly the IDS is monitored, while a biased tip, placed in close vertical 
proximity to the CNT, is raster-scanned. The data in Figure 37 shows that the 
CNTFET is only sensitive to tip-gating at certain locations. 
The top panel in Figure 37 refers to the topography. The important features 
are the CNT, the string-like object in the middle, and the metal source contact at the 
bottom of each image. The particulate matter is due to contamination, which does not 
affect the electrical property of the device. The lower panel shows the scanning gate 
image and the outline of the sensitive area is added digitally to the topographic image. 




voltage. Specifically, for ± 3.2 volts, the most sensitive area is centered relatively far 
from the source contact. This implies that lower tip gate voltages (0.5 V or less) will 
be affected in actual experiments mostly by charges closer to the contacts. This is an 
important finding since are limited in the voltage we can apply to our electrolyte 
solution before redox reactions start to erode the electrodes. 
5.6.3. Measurement: data point acquisition 
The threshold voltages (Figure 35) were obtained by fitting a parabolic curve 
around the minimum. The error associated with the threshold voltage is limited by the 
amount of voltage step. The voltage step is about 43 mV, therefore we can safely say 
that the error should not exceed one half of that value or 22 mV. Moreover, the curve 
is so smooth, which may be due to the averaging effect of the nanotube mats. In 
estimating the sensitivity in the titration curve (Figure 36), we are limited by the noise 
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Figure 37   Scanning gate microscopy of unprotected carbon nanotube transistor. The 
top images are topography images. The contrast in the bottom images represents the 
IDS as a function of the tip position. The tip, which functions as the gate, was biased 




from device to device variation, rather than the error in estimating individual 
threshold voltage.  
Each IDS datapoint was measured with a delay of 50 ms after the new VGS was 
applied. The delay time was chosen such that the measured gate current, IGS, was less 
than 1 nA. Ideally, there should be no gate current. A low IGS is an indication that a 
steady state has been reached. 
5.6.4. Gate dielectric consideration 
It is well known that silicon oxide is particularly prone to alkali ion 
penetration. Aluminum oxide is known to offer better sodium resistance. However, if 
we insist in exposing the aluminum oxide to salt solution overnight, it also will 
eventually give way. Evidence for this effect is shown by the leftward threshold 
voltage shift in Figure 38 as expected for positive ion penetration for a sample 
exposed to salt overnight. The IDS after salt exposure was much reduced, indicating 
that either the ions have reached the channel and act as scattering sources, or screen 




5.6.5. DNA surface coverage 
The probe DNA immobilized was 10 µM. We do not however have an 
independent means to estimate the surface density of the probe DNA. 10 µM is 
generally considered rather high concentration to achieve high density probe-DNA 
coverage. As described in 5.5, we can use the voltage shift and the capacitance of the 
electrolyte buffer to back-calculate the surface charge density added upon target DNA 








at 1 µM target 
hybridization, or equivalently, the average spacing between target DNA is 27 nm.  





















Figure 38   Transfer curve before (blue) and after (green) overnight salt exposure to 
aluminum oxide covered CNTFET. The threshold voltage positions indicated by the 
blue and green arrow clearly shifted to the left after positive ion penetration. 
Moreover the ions seem to either reach the channel to induce more scattering or 




For an area of about 1 mm
2
, the number of target DNA molecules bound to 
the surface is 1.4 x 10
9
 molecules. A droplet of around 0.5 µL of 1µM target DNA 
contains 3 x 10
12
 molecules. It means that almost 1000× more molecules are actually 
floating in the solution, and far from reaching the limit that we completely deplete the 
target molecules in the solution. 
The titration curve (Figure 36) looks as though a saturation was reached at 1 
µM of target hybridization. While we do not know what the true probe DNA surface 
coverage is, it is very likely that the saturation is limited by the probe DNA coverage 
and steric hindrance, since it is well known that the hybridization efficiency would be 




5.7. Future work 
As mention in the introduction in Chapter 1, the goal of this project is to 
eventually develop an electronic device capable for testing dozens of genes with the 
sensitivity and specificity level comparable to the current fluorescent-based DNA 
microarray. With that in mind, we list several items to be accomplished along that 
line: 
• To develop a more rigorous model to predict the hybridization signal and to 
compare the prediction with the actual experimental result. 
• To attempt to improve the uniformity of the transistor characteristics or to come 





• To integrate the peripheral circuitry required for signal conditioning, calibration 
and multiplexing. 
• To come up with a scheme such that the target DNA can be concentrated in the 
active area of the transistor 
• To include a design of integrated system and fluidic channels to obviate manual 




Chapter 6:  Other works on biosensors: gold nanoparticle 
colorimetry 
 
In this chapter, I will discuss my other biosensing work on understanding 
thrombin aptamer binding using gold nanoparticle colorimetry. Gold nanoparticle 
colorimetry assay using aptamers is a low cost and a highly effective means for 
detecting a wide range of biomolecular targets. In this work, this technique is used to 
detect the protein thrombin as a model system for understanding the relationship 
between the aptamer-target binding properties and the optical colorimetric response 
as well as to gain insight on the secondary structures of the aptamers. Gold 
colorimetry technique itself has been demonstrated 
66
 and widely researched. The 
contribution of this work is in the understanding of the novel aptamer binding studied 
using gold colorimetry. 
Aptamers are short artificial nucleic acid chains that bind to nucleosides, 
amino acids, peptides, viruses, drugs and even cells 
63
. These molecules often exhibit 
secondary or higher order morphological structures which make them adhere to their 
targets with high specificity and affinity. The aptamers, or more precisely, the 
sequences that bind to a given target are found using a well established biochemical 
procedure known as SELEX (systematic evolution of ligands by exponential 
enrichment) 
67
. Once the sequences are known, the preparation of the nucleic acid 




convenient. Indeed, it is expected that aptamers can rival antigens and antibodies in 
their use as targeting molecules in drug development and biosensing applications 
68
. 
Hybrid systems, wherein an aptamer is tethered to a metallic nanoparticle, are 
effective, low cost and highly portable platforms for detecting biomolecules. In its 
simplest implementation 
69-71
, gold nanoparticles (GNPs) are functionalized with 
single stranded probe oligonucleotides and suspended in solution. A solution of well-
dispersed GNPs exhibits a plasmon resonance absorption peak at the optical 
wavelength of 520 nm, which renders the solution reddish visible with the naked eye.  
Upon exposure of the probe to perfectly complementary single stranded DNAs, 
Watson-Crick base-pairing crosslinks the GNPs to form aggregates, and causes 
extinction of the absorption peak. The result is a clearly identifiable change in color. 









 and metals 
74
, have been detected using clever variations of 
this principle. However, as more and more sequences are found and combined with 
the unprecedented ease by which aptamer probes can be prepared and used, it is only 
a matter of time before this system becomes a workhorse in biochemical detection. 
In this work, we are interested in how aptamers detect proteins using 
colorimetry as an indicator. Specifically, we would like to understand how different 
aptamers of a given target protein behave during binding. Since, in general, multiple 
sequences may bind to a given target, this issue arises in all aptamer-GNP assays, and 
learning their characteristics is key in advancing this technique. As we shall see, the 
optical response is not the same for all aptamers but is highly dependent upon the 




substitution of single nucleotides can reveal interesting and potentially useful 
characteristics of the structure of the aptamer probes. These issues, along with 
experiments to establish the mechanism of color change and limits of detectable 
target concentration, are discussed in this paper. 
Thrombin was chosen as the case model because of its ideal characteristics. It 
is a blood clotting factor that only has two known aptamer sequences, i.e. 15-mer 
BOCK 
75
 (5’-GGT TGG TGT GGT TGG-3’), and 29-mer TASSET 
76
 (5’-AGT CCG 
TGG TAG GGC AGG TTG GGG TGA CT-3’). There is abundant information on the 
interaction between thrombin and BOCK, the structure 
77
 of BOCK both in solution 
78
, and the BOCK-thrombin complex 
79, 80
. The fibrinogen recognition exosites 
involved in binding 
81, 82
 are also known.  The symmetrical structure of the BOCK 
relative to its center guanine (G) is also compelling. 
 
6.1. Experiments 
Colloidal gold, with a mean diameter of 10 nm and concentration of 5.7 x 10
12
 
particles/mL or 9.5 nM, was purchased from Ted Pella (www.tedpella.com). The 
oligonucleotide sequences, all including an 18-carbon spacer and thiol modifier at the 
5’ terminus, were purchased from IDT (www.idtdna.com).  Table 5 shows all 
oligonucleotide sequences used in this experiment and their corresponding names 
referred in this chapter. 
Name Sequence 




G1X 5’-TGT TGG TGT GGT TGG-3’ 
G2X 5’-GTT TGG TGT GGT TGG-3’ 
G8X 5’-GGT TGG TTT GGT TGG-3’
 
G15X 5’-GGT TGG TGT GGT TGT-3’ 
TASSET 5’-AGT CCG TGG TAG GGC AGG TTG GGG TGA CT -3’ 
Table 5   Oligonucleotide names and sequences. The underlined base is one base 
mistake away from otherwise correct BOCK sequence. 
The oligonucleotide to gold particle conjugation is based on thiol-Au bonding. 
The as-purchased thiol modified oligonucleotides came in disulfide form which had 
to be cleaved using a reducing agent, DTT (dithiothreitol, purchased from Sigma-
Aldrich, Prod. No. D9779). 10 µL of 1 mM thiol modified oligonucleotide was added 
to 1.54 mg of DTT in 10 mM phosphate buffer (PBS) pH 7 to make a 500 µL 
solution. DTT was removed prior to the conjugation by passing the solution through a 
gel filtration column (NAP-5, from Amersham Bioscience). Gold colloid was added 
to the oligonucleotide solution with the reduced disulfide. The mixture, containing 
5 µM of thiol modified oligonucleotide and 4.75 nM of gold colloid, was held at 
60 °C overnight to ensure optimum conjugation. To remove unconjugated 
oligonucleotides, the solution was centrifuged followed by removal of the 
supernatant, and redispersion of the gold-oligo conjugate in 10 mM PBS pH 7. The 
final concentrations of gold and oligonucleotide in the solution were 3.4 nM and 
350 nM, respectively. The aptamer-conjugated gold-nanoparticle solution is stable for 
months, as far as no precipitation or any apparent color change was observed. The 




All thrombin concentrations for titration were prepared by resuspending the 
as-purchased lyophilized thrombin in 10 mM phosphate buffer solution at pH 7 to 
desired concentrations ranging from pM to µM. The thrombin solution was then 
mixed with the gold oligonucleotide conjugated solution without the addition of salt.  
 
6.2. Results 
All UV-Vis spectra were measured at room temperature using a Nanodrop™ 
ND-1000 spectrophotometer. The instrument has a path length of 1 mm, and is 
capable of scanning wavelengths ranging from 220 to 750 nm with 3 nm resolution, 
and measuring absorbance with 0.003 precision. It requires only 1-2 µL of sample 
volume per absorbance measurement. 
All UV-Vis spectra are normalized against the spectrum of distilled water 
since water is the major solvent in all of the solutions used in this experiment. A 
typical UV-Vis spectrum of aptamer-GNP complex is shown in Figure 39. The 
surface plasmon resonance absorption of the gold nanoparticles is clearly evident 
from the curve and peaks at 520 nm. This absorption spectrum is responsible for the 
reddish color of the gold colloid. In addition, the weak peak at 260 nm corresponds to 
the absorption from nucleic acid bases. From the data, after appropriate curve fitting 
and subtraction of the spectrum from the gold absorption, we deduce the 
concentrations of the aptamers and the gold particles from the absorbance using the 
Beer-Lambert law, 




where E is molar extinction coefficient, c is molar concentration and l is path length. 








, from the spec sheet, 
the aptamer and gold concentrations are 355 nM and 3.4 nM respectively. Assuming 
that the number of unbound oligo is negligible, we deduce that there are 104 aptamer 
molecules per gold particle. This is a somewhat high coverage, considering the 
diameter of the gold particle is only 10 nm, but is nevertheless consistent with the 
values in the literature 
71
. 
















Figure 39  UV-Vis absorption spectrum of BOCK conjugated gold nanoparticle 
solutions. The peak around 520 nm is due to plasmon resonance absorption of the 
10 nm gold nanoparticles, the peak around 260 nm is due to the absorption by the 
conjugated nucleic acid aptamers.  The dashed line is a fitted curve to determine the 




6.2.1. Mechanism of resonance extinction 
Figure 40 shows the appearance of the solution as a function of target 
concentration. The left vial contains only the BOCK-GNP complex. The GNPs are 
well dispersed so that each of them can be considered as a scatterer of size much 
smaller than the wavelength of the incident light. The collective electronic oscillation 
of the gold nanoparticles leads to very strong absorption signal, and renders the 
solution reddish/pink 
83
.  The middle and right vials show the result of adding 
thrombin. Note that the optical change does not exhibit a color change toward purple 
per se, but instead the transparency of the solution improves as thrombin is added.  A 
quantitative measurement of this effect is summarized in Figure 41, where the UV-
Vis spectra for increasing amounts of thrombin concentration are plotted. It is evident 
that increasing thrombin reduces the 520 nm absorbance peak but does not induce a 




Figure 40  The color of BOCK conjugated gold nanoparticles with incremental 
addition of thrombin. The thrombin concentration is indicated by the label beneath 
each picture. The concentration of the gold nanoparticle is 20x more than that used 
in the rest of the aggregation assay, in order to emphasize the reddish color. The 





which show absorption peak red shift. Thus, the mechanism of signal extinction in 
this case is different from the previous reports in which the color change attributed to 
the change in interparticle distance induced by binding 
70
.  Similarly, one can also 
rule out that binding profoundly changes the dielectric constant around the 
surrounding medium or the shell of the gold particle as this also produce red shift and 
broadening of absorption peak. The optical properties of a system of small metallic 
particles due to collective inter-particle interactions has been studied 
85
, and it was 
shown that increasing gold particles clustering broadens and suppresses the resonance 
absorption peak. We strongly suspect that the mechanism is that aptamer-thrombin  
 

























Figure 41   UV-Vis spectra of BOCK conjugated gold nanoparticles upon addition 
of thrombin. The added thrombin concentration is denoted in the legend. We 
observed that the 520 nm peak is gradually suppressed as more thrombin is added, 




binding causes the aggregation of the GNPs into large clusters which precipitate out 
of the solution and thereby reduce scattering. This conclusion is supported by the 
right vial in Figure 40, which shows the dark precipitates of GNP that formed by 
exposing the aptamer-GNP complex to a highly concentrated (270 nM) thrombin 
target. 
 
6.2.2. Number of binding sites on thrombin for the specific aptamer 
Having established that thrombin causes GNP aggregation, we will now 
explore the binding mechanisms leading to GNP aggregation. GNP clustering occurs 
because BOCK has more than one binding site on the thrombin.  From the X-ray 



















Figure 42   UV-Vis spectrum of TASSET conjugated gold nanoparticles and that 
with added thrombin. The 520 nm peak is not suppressed upon thrombin addition, 




crystallography studies of the BOCK-thrombin complex, Padmanabhan et al. 
79, 80
 
showed that BOCK interacts with two distinct regions of the thrombin molecule, 
namely the fibrinogen exosite and the heparin binding site.  These binding sites are 
almost at opposite ends of the molecule so that steric hindrance is not a factor. Hence, 
each thrombin links two aptamer-GNP complexes using both binding sites, which 
leads to GNP clustering.  
We now compare the results using a second thrombin binding aptamer 
identified by Tasset et al. in 1997 
76
. Interestingly, while it was shown to exhibit a 
much higher (20 x – 50 x) binding affinity to thrombin than BOCK, it did not inhibit 
the clotting mechanism of thrombin. Figure 42 shows the UV-Vis spectra of this 
probe before and after addition of thrombin. Apart from the increase in absorption 
below 400 nm, it is clear that the plasmon absorption peaks of the TASSET-GNPs are 
not altered by the addition of thrombin, signifying that the GNP aggregation does not 
occur. The data suggests that there is only one accessible binding site for TASSET, 
which Tasset et al. 
76
 indicated to be the heparin binding exosite (exosite II). From a 
practical perspective, this result underscores an important cautionary consideration in 
colorimetric assays: the absence of color change in the assay is not a sufficient 
condition for the absence of the target molecule.  
6.2.3. Secondary structure of BOCK aptamer 
It is well known that the G-quadruplex secondary structure plays an important 
role for the aptamer-thrombin binding 
77
. We want to understand the effect of single 
base alterations in BOCK on its secondary structure. We prepared oligo sequences 




point out that G1 is the guanine base closest to the 5’ end which is tethered to the gold 
nanoparticle.  The UV-Vis spectra shown in Figure 43 reveal that oligos with 
substitutions at the G1 and G2 locations showed the same GNP aggregation as the 
unmodified BOCK, whereas those with substitution at the center (G8) and the far end 
(G15) do not lead to aggregation.  
Structural NMR 
78
 and X-ray 
80
 studies show that the BOCK forms two G-
quadruplex planes linked by TGT loop and two TT loops unimolecularly.  Wu et al. 
81
, and Padmanabhan et al. 
80
 suggested that the dominant interaction of BOCK with 
the fibrinogen recognition site of thrombin involves the TGT loop of the aptamer at 
the center of the sequence. And indeed we found that substituting a T in place of G8 
destroys the TGT loop and hence it does not bind with the thrombin (Figure 43c) 
Closer inspection of the BOCK sequence shows a beautiful symmetry about 
the central G8. In other words, the sequence to the right and left of the central guanine 
is symmetric. At first glance, one would suspect that substitution of G1 and G15 
would have identical results in so far as the disruption of the G-quadruplex structure. 
But our results indicate that the G1 (and G2) substitution preserves the binding 
property whereas G15 does not.  
We observed GNP aggregation in G1X and G2X (Figure 43 a, b). Because of 
the proximity to the nanoparticle, it is possible that bases 1 and 2 are inaccessible due 
to steric effects and do not participate in the binding event. We believe that the G-
quadruplex structure must be retained even by BOCK variations G1X and G2X. 
Since G-quadruplex requires eight G’s, which are not provided by a single molecule 




molecules on the same GNP. This is consistent with the recent results by Fialová et 
al. 
86
, which suggest that the G-quadruplex is bimolecular, formed by two aptamer 
molecules, rather than unimolecular as previously reported by Macaya et al. 
78
.  
We also invoke this bimolecular structure as a reason why substitution of the 
last guanine, G15, does not lead to GNP aggregation (Figure 43d). Apparently, the G-
quadruplex formation is thwarted by a substitution of the last guanine (G15), because 
G15 participates in the bimolecular G-quadruplex. This implies that bases in the 
second half of the symmetric sequence (G10G11T12T13G14G15) are responsible for 
formation of a bimolecular G-quadruplex structure. 
We note that since we observed no GNP aggregation in the absence of 
thrombin, we rule out the possibility that the bimolecular G-quadruplex is formed by 
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Figure 43   UV-Vis spectra of one base mistake sequences from BOCK, and those 
with added thrombin. Sequences with mistake located close to the gold nanoparticle 





6.2.4. Thrombin titration 
As mentioned before, Figure 41 shows the UV-Vis absorbance spectra for 
various concentration of thrombin added to the BOCK conjugated gold colloid. One 
feature shown in Figure 41 is that the absorbance in the UV region increased as more 
thrombin was added. This increase is attributed to the increase of general protein 
content in the sample, resulting in a large increase in the 280 nm absorbance. 

































Figure 44  Absorbance at 520 nm of BOCK conjugated gold nanoparticle as a 
function of titrated thrombin concentration. An apparent Kd is extracted by looking 
up the needed thrombin concentration to suppress the absorbance half way between 





large amount of bovine serum albumin (BSA), itself a protein, was added as stabilizer 
in the preparation of thrombin. The change in height of the 520 nm absorbance peak 
as a function of thrombin titration is plotted in Figure 44. The absorbance stayed 
more or less constant for low concentrations of thrombin, but started to drop at 
concentration >91.7 nM of thrombin. The data suggests that our GNP assay is 
sensitive to thrombin concentration down to about 90 nM. 
Given the mechanisms for the observed color change, we can roughly 
correlate the color change to the concentration of bound thrombin to the aptamer 
conjugated GNPs. Obviously this correlation may not be as simple as linear, and its 
details should take into account detailed understanding of the kinetics of thrombin 
binding to aptamers, size distribution of the aggregates as a function of added 
thrombin concentration. In the framework of the mass action law in ligand binding, 
the dissociation constant, Kd, is the concentration of the ligand required to occupy 
50% of the binding sites. We can derive an “apparent” Kd from the saturation-curve-
like plot (Figure 44) of absorbance at 520 nm as the thrombin concentration that 
suppresses the absorbance halfway. Figure 44 yields an “apparent” Kd of 270 nM. 
The reported values of Kd are 75 to 100 nM. The mechanism to induce color change 
or gold aggregation is certainly more involved than the simple model of free ligand-
receptor binding. It is then not so surprising that the apparent Kd is larger than the 
reported Kd, because there might be a portion of thrombin that binds to a BOCK, but 
fails to link to a second BOCK. We conclude that the smallest detectable thrombin 
concentration using GNP calorimetry without additional amplification as exemplified 
in 
87





6.3. Conclusions and future work 
To realize a practical GNP-based sensor, it is important to form a thorough 
understanding of the effects of the various biomolecular interactions on the optical 
processes. Techniques that use antibody-fluorescent dye probes are much better 
understood, leading to their widespread adoption and commercialization.  DNA-GNP 
complexes have yet to reach this level of maturity 
88
. In this paper, we provided 
details for detecting thrombin using two distinct aptamer sequences. The binding is 
consistent with a model in which the GNP aggregates into very large clusters, which 
completely destroys the condition for plasmon resonance.  The 15-mer BOCK, which 
is known to bind to both heparin and fibrinogen exosites of thrombin, serves to link 
individual GNPs, causing aggregation.  In contrast, the 29-mer TASSET only binds to 
the heparin site of thrombin. Although the affinity is very strong, there is no 
mechanism to link the GNPs and the optical spectrum is unchanged. Similarly, our 
results suggest that the G-quadruplex secondary structure is formed by two BOCK 
aptamer molecules, and that the central TGT loop is essential in thrombin binding. 
Despite the symmetric structure, single base substitution of the last two bases farthest 
from the GNP appears to frustrate G-quartet formation and thus prevent binding; 
whereas the substitution on equivalent sites close to the GNP does not. Finally, using 
a low cost spectrometer, the detection limit for thrombin detection has been 





The understanding of aptamer-binding is important to evaluate the 
extensibility of the planar devices exemplified in Chapter 5 for detection of 
biomolecules other than nucleic acids. The aptamer may serve as the probe tethered 
on the device surface to capture certain target molecules. Future work includes the 
study of the feasibility of charge-based detection of non-nucleic acid biomolecules. 
Many proteins are ionized in different manners depending on the secondary structure 
and pH of the environment. That is why SDS is used in protein electrophoresis. While 
not impossible, charge-based detection of protein is clearly more complicated than 




Chapter 7: Main conclusions 
 
We have demonstrated label-free electronic DNA hybridization detection in 
the range of 10 – 100 nM using carbon nanotube field effect transistor arrays. The 
sensitivity is limited by the noise from device to device variations. However, the 
transfer characteristic curve of an individual transistor is very clean and smooth, 
which is very likely due to the averaging effect from the nanotube mats. The 
selectivity or specificity is limited by the surface chemistry.  
The uniqueness of this work is the use of gate dielectric quality of atomic 
layer deposited-aluminum oxide to cover the carbon nanotube mats. While sensitivity 
is traded for selectivity, the aluminum oxide offers several extra benefits: small 
hysteresis in the transfer characteristic of the CNTFET compared to that of an 
unprotected CNTFET; recovery to the intrinsic ambipolar characteristic; and better 
resistance against sodium penetration compared to silicon oxide. 
To further push down the sensitivity, so that this technique may compete with 
the current DNA microarray, we need (i) to improve the device to device variation or 
to develop a calibration scheme to overcome this non-uniformity, (ii) to improve the 
probe loading and hybridization efficiency through optimal surface chemistry, or 
perhaps (iii) to device a scheme to concentrate target DNAs towards the probe DNAs. 
We believe that we have laid down the foundation for the development of charge 




In the second part, we demonstrated protein detection using gold colorimetry. 
While gold colorimetry is a well-know technique, the contribution of this work is in 
exploring the binding mechanism of the new class of biomolecules, namely aptamers. 
Aptamers, which exhibit certain secondary structure, offer a new extension of using 
nucleic acids to capture other specific non-nucleic acid target biomolecules. We 
imagine that protein detection in the CNTFET platform as demonstrated for DNA 
detection must be much more difficult and challenging, since the requirement of 
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