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Abstract 
A simple numerical method is described for computing the following three conformal maps: (a> from a domain 
interior to a closed Jordan curve onto the interior of the unit disk, (b) from a domain exterior to a closed Jordan 
curve onto the exterior of the unit disk, and (c) from a doubly-connected domain bounded by two closed Jordan 
curves onto a circular annulus. The numerical method is based on the charge simulation method or the method of 
fundamental solutions applied to the Dirichlet problem of Laplace’s equation, in which a pair of conjugate harmonic 
functions are approximated by a linear combination of complex logarithmic potentials without integration. Typical 
examples show that numerical results of high accuracy can be obtained by the simple method if the domains have no 
concave corners. 
Keywords: Numerical conformal mapping; Charge simulation method; Method of fundamental solutions 
1. Introduction 
This paper describes a simple numerical method for computing the following three confor- 
ma1 maps: (a) from a domain interior to a closed Jordan curve onto the interior of the unit disk, 
(b) from a domain exterior to a closed Jordan curve onto the exterior of the unit disk, and Cc> 
from a doubly-connected domain bounded by two closed Jordan curves onto a circular annulus. 
The numerical method is based on the charge simulation method or the method of fundamen- 
tal solutions applied to the Dirichlet problem of Laplace’s equation, in which a pair of 
conjugate harmonic functions are approximated by a linear combination of complex logarithmic 
potentials without integration. 
The integral equation methods of Symm [25-271 are well known for computing these 
conformal maps, in which the conjugate harmonic functions are expressed by a complex 
single-layer logarithmic potential and the mapping problems are reduced to the singular 
Fredholm integral equations of the first kind. He approximated the unknown source density by 
a step function. Gaier [8,9] mathematically studied Symm’s integral equations and proved the 
existence and uniqueness of the solution. Hayes et al. [lo] approximated the source density by a 
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piecewise quadratic polynomial, and improved the accuracy of the numerical results. Hough 
and Papamichael [13,14] approximated the source density by spline functions and singular 
functions, and overcame the difficulties associated with corner singularities. They also reformu- 
lated Symm’s methods, based on the derivation of Gaier, into a unified method for the 
numerical conformal mapping of the interior, exterior and doubly-connected domains. These 
methods need O(N3> operations if the boundary is discretized at N points. On the other hand, 
Henrici [ll], Berrut [5] and Reichel [22] modified Symm’s methods to contain some iteration 
procedures, and obtained O( N * log N) solutions by means of the fast Fourier transform. See 
[7,12,28] for surveys of the numerical conformal mapping. 
The charge simulation methods for the numerical conformal mapping were recently pro- 
posed by the author [l-3], to which the reformulation of Hough and Papamichael is similarly 
applicable. The unified charge simulation method reformulated is described in this paper 
together with typical numerical examples, in which problem domains are selected for compari- 
son with the noniterative integral equation methods of the first kind. It is shown that, if the 
domains have no concave corners, the simple method produces numerical results of high 
accuracy using, without integration, rather fewer discretization points than other methods. 
2. Charge simulation method 
We start with giving an outline of the charge simulation method applied to the Dirichlet 
problem of Laplace’s equation, 
Ag(z) = 0, z ED, (2.1) 
g(z) =W), 27 E c, (2.4 
where D is a domain with its boundary C, and b(z) is a function defined on C. It is assumed 
that g(z) is continuous in 5 = D U C. The notation g(z) is an abbreviation of g(x, y), where 
2 =x + iy. 
The charge simulation method approximates the solution g(z) by 
G(z)= EQ, log I-z-&II, (2.3) 
i=l 
namely, a linear combination of logarithmic potentials or fundamental solutions of the two-di- 
mensional Laplace operator. The singular points li ED, i = 1,. . . , N, which are called the 
charge points, are arranged outside the given domain. The constants Qi, i = 1,. . . , N, which are 
called the charges, are determined to satisfy the boundary condition (2.2) at the collocation 
points zj E C, j = 1,. . . , N, arranged on the boundary. That is to say, they are solutions of a 
system of N simultaneous linear equations 
:Qi log Izj-&J =b(z,), j=l,..., N, (2.4) 
i=l 
which is called the collocation condition. Once Qi, i = 1,. . . , N, are determined, g(z) can be 
approximated by G(z) at any point z E 0. 
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The approximation G(z) exactly satisfies the Laplace equation (2.1). Consequently, if the 
domain D is bounded, by the maximum principle for harmonic functions, computational error 
can be estimated as 
EG(z)- IG(z)-g(z)1 <ma+ IG(z)-b(z)1 -I-&, (2.5) 
that is, Eo( z) takes its maximum value E, somewhere on the boundary. Furthermore, from the 
collocation condition (2.41, E, can be estimated as 
E, E maxj 1 G(Zj+l/*) -b(zj+l/2) 1) P-6) 
where zj+ 1,2 E C is an intermediate point between the successive collocation points zj and 
‘j+l- 
The charge simulation method was originally proposed by Steinbigler [24] and has extensively 
been used in the field of electrical engineering; see, e.g., [20,21,23]. From the mathematical 
standpoint, Mathon and Johnston [19] obtained crude results about error bounds and conver- 
gence of the method. Fairweather and Johnston [6] interpreted it as a discrete single-layer 
potential method using an auxiliary boundary. Katsurada and Okamoto [17] and Katsurada [15] 
obtained extensive results about error bounds and convergence of the method in such special 
domains as a disk, its exterior or an annulus. Katsurada [16] generalized the results to a Jordan 
domain from a similar viewpoint as presented in [6]. Kitagawa [18] analyzed the numerical 
stability of the method. 
It is known that, if the boundary curve and data are analytic, the charge simulation method 
can give an approximation of exponentially small error with respect to N. 
3. Numerical conformal mapping 
Based on the charge simulation method, formulations for the numerical conformal mapping 
of interior, exterior and doubly-connected omains are described, The description proceeds in 
a similar way to [14]. However, the original formulations [l-3] are not repeated. 
3.1. Mapping of interior domains 
Consider the conformal mapping of a domain D, interior to a closed Jordan curve C given 
in the z-plane onto the interior of the unit disk I w ) < 1 in the w-plane. Assume, without loss of 
generality, that the origin z = 0 lies in D, and is mapped into the center w = 0 of the unit disk. 
Then the mapping function w =f,<z> is uniquely determined but for an arbitrary rotation, 
which can be expressed as 
fi(z) =z exp{g,(z) + i/z,(z)}, z EDi =D, UC, (3.1) 
where gi( z) and h,(z) are conjugate harmonic functions in D,. The function g&z) should 
satisfy the boundary requirement 
g,(z)= -log lzl, z=C, (3.2) 
since C is mapped onto the unit circle. 
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Based on the charge simulation method, the conjugate harmonic functions g,(z) and h,(z) 
can be approximated by a linear combination of real and imaginary parts of complex logarith- 
mic potentials, so that 
G,(z) + iHr(z) = 
which has singularities 
domain. Then a simple 
fQi log Iz-lil+i$Qi arg(z-i;)= EQi l”g(z-li)Y (3.3) 
i=l i=l i=l 
at the charge points li @ Dr, i = 1,. . . , N, arranged outside the given 
approximate mapping function 
F,(z) =z exp(G,(z) + iH,(z)) (3.4) 
is obtained. Capitals F, G and H are approximations to f, g and h, respectively. The charges 
Qi, i = 1,. . . ) N, are determined to satisfy the boundary requirement (3.2) at the collocation 
points zj E C, j = 1,. . . , N, arranged on the boundary. That is to say, they are solutions of a 
system of N simultaneous linear equations 
fQi log Iz~-{~I = -log Izjl, j=l,...,N. (3.5) 
i=l 
Once Q* i = 1, . . . . N, are determined, fr(z> can be approximated by (3.3) and (3.4) at any 
point z E Dr. 
A possible rotation of the mapping can be avoided by an additional normalization, e.g., 
f;(O) > 0, which implies h(O) = 0. We can compute this mapping by replacing (3.3) with 
G,(.z+iH,(z)= EQ, log Iz-liI+iEQiarg (3.3’) 
i=l i=l 
3.2. Mapping of exterior domains 
Consider the conformal mapping of an infinite simply-connected omain D, = compl(D,) 
exterior to a closed Jordan curve C onto the exterior of the unit disk I w I > 1. The origin z = 0 
lies in Dr. The mapping function w =fn(z) is uniquely determined under the conditions 
fE(w) = w and fn(m) > 0, which can be expressed as 
f&) = +&hdz) -t 
where the positive constant 
Y = ili_m_{ft(z))-’ 
is the capacity of C, and gn( z) and hE( z) are conjugate harmonic functions in DE of the forms 
gE(z) = log I z I +i,(z>, lim i,(z) = 0, P-8) 
Z’rn 
hE(z) = arg z + fin(z), lim in(z) = 0, (3.9) z_Jm 
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respectively. The function gE( z) should satisfy the boundary requirement 
g,(z)=log y, zEC, 
since C is mapped onto the unit circle. 
(3.10) 
Based on the charge simulation method, gu(t) and h,(z) can be approximated with a linear 
combination of complex logarithmic potentials so as to be 
G,(z)+iH,(z)=log rfQi log(z-ci), (3.11) 
i=l 
where r is an approximation to y. The charge points f; @BE, i = 1, , . . , N, are arranged 
outside the given domain, i.e., arranged in Dr. Then a simple approximate mapping function 
FE(z) = f exp{G,(z) + iHE( (3.12) 
is obtained. The charges Qi, i = 1,. . . , N, are determined to satisfy the boundary requirement 
(3.10) with g, replaced by G, and y by r at the collocation points zj E C, j = 1,. . . , N, 
arranged on the boundary. That is to say, if y # 0, they are solutions of a system of N 
simultaneous linear equations 
fQi log ,zj-c., =l, 1 j=l N )...) . (3.13) 
i=l 
The conditions (3.8) and (3.9) with G, and H, instead of g, and h, are fulfilled if 
log $Qi=l. (3.14) 
i=l 
We take this equality now as a definition for r. 
Once Qi, i = l,.. ., N, are determined, r is evaluated with (3.141, and f,(z) can be 
approximated by (3.11) and (3.12) at any point z E BE. 
3.3. Mapping of doubly-connected domains 
Consider the conformal mapping of a finite doubly-connected omain D, bounded by two 
closed Jordan curves C, and C, given in the z-plane onto a circular annulus p < I w 1 < 1 in 
the w-plane. The reciprocal of the inner radius /_L - ’ is the conformal modulus of D,. Assume, 
without loss of generality, that C, and C, are the exterior and interior components of the 
boundary C = C, u C, and are mapped onto the concentric circles 1 w 1 = 1 and I w I = p, 
respectively. The origin z = 0 lies inside the domain bounded by C,. Then the mapping 
function w = f ,,( z) is uniquely determined but for an arbitrary rotation, which can be expressed 
as 
fD(z) = exp{g,(z) + i/z,(z)}, z EDD =D, U C, (3.15) 
where g,,(z) and h,(z) are conjugate harmonic functions in D, of the forms 
h,(z) = log I z I +&,(z), (3.16) 
h,(z) = arg z +hn(z), (3.17) 
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and h,(z) is single-valued in D,. The functiong,(z) should satisfy the boundary requirement 
I 0, sl+> = log p ZEC1, 7 ZEC2, (3.18) 
since C, and C, are mapped onto I w 1 = 1 and I w 1 = p, respectively. 
Based on the charge simulation method, the conjugate harmonic functions g,(z) and h,(z) 
can be approximated with a linear combination of complex logarithmic potentials so as to be 
G,(z) + iH,(z) = log ME Qi log(z - lj), (3.19) 
i=l 
where M is an approximation to p. The charge points li 65 B,,, i = 1,. . . , N, are arranged 
outside the given domain. More precisely, N = N, + N,, and N, and N2 charge points are 
arranged outside the domain bounded by C, and inside the domain bounded by C,, respec- 
tively. Then a simple approximate mapping function 
F,(z) = exp{G,(z) + i&(z)} (3.20) 
is obtained. The charges Qi, i = 1,. . . , N, are determined to satisfy the boundary requirement 
(3.18) at N, and N, collocation points arranged on the boundary components C, and C,, 
respectively. That is to say, they are solutions of a system of N simultaneous linear equations 
(3.21) 
Since i;,(z) is single-valued, we require the same of I?, (go defined similarly by H, like A, 
by h,). So that 
log MEQi/ d{arg(z-li)}=2n, 
i=l C’ 
where C * is a closed contour lying in D, and surrounding the origin. This is true if 
log M?Q,,+i= 1, (3.22) 
i=l 
defining M now. The sum is for charges inside the domain bounded by C,. 
Once Qi, i = 1,. . ., N, are determined, M is evaluated with (3.22), and f,,(z) can be 
approximated by (3.19) and (3.20) at any point z ED~. 
A possible rotation can be avoided by an additional normalization, e.g., F,(z * > = 1, where 
z * E Cl is a fixed point on Cl. 
3.4. A unified charge simulation method 
Let D, C and w =f(z) be one of the domains, their boundaries and the corresponding 
mapping functions under consideration, respectively. Then the formulations for the mapping of 
the interior, exterior and doubly-connected omains can be unified as follows. 
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The charges Qi, i = l,.. ., N, are first determined by solving the simultaneous linear 
equations 
tQi log Izj-liI =6(zj), j=l,..., N, (3.23) 
i=l 
where & G D = D U C, i = 1,. . . , IV, and zj E C, j = 1,. . . , N, are the charge points and the 
collocation points, respectively. The right-hand side is given by 
S(Zj) = -log 1 zj I, (3.24a) 
8(Zj) = 1, (3.24b) 
OY zjECl, 
'('j)= 1 
L 
z,~c 
(3.24~) 
J 2, 
in the mapping of (a) interior, (b) exterior and (c) doubly-connected omains, respectively. Note 
that, in the case of doubly-connected omains, C = C, U C, and N = NI + N2, and N, and N2 
charge points are arranged outside the exterior boundary component C, and inside the interior 
boundary component C,, respectively. Then the approximate mapping function is expressed as 
F(z)=a(z)exp P?QJog(z-lJ 
i 
, ZED, (3.25) 
i=l 
where the coefficients (Y(Z) and p are 
a(z) =z, P = 1, (3.26a) 
1 
a(z)=7, p=log r, r=exp (3.26b) 
(3.26~) 
and r and M- ’ are approximations to the capacity y and the modulus p-l of the exterior and 
doubly-connected omains, respectively. The sum in (3.26~) is for charges inside the domain 
bounded by C,. 
4. Numerical examples 
The unified charge simulation method is applied to some problem domains, which are 
selected for comparison with the results of [10,13,14,25-271. 
Charge points as well as collocation points play an important role in the charge simulation 
method. We take here the following conventional method for their distribution. A set of 
collocation points zi E C, i = 1,. . . , N, are first arranged on the boundary in the positive sense 
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+ + + + + + 
+ + + + + + 
Fig. 1. Collocation points and charge points for (a) interior (Example 2, a = 1.06), (b) exterior (Example 5, a = 1.06) 
and (c) doubly-connected (Example 8) domains. 
according to the given domain. Then, corresponding to each collocation point, charge points 
5, P 0, i = 1,. . .) N, are distributed by 
& = zi + rhieila’g(z~+‘-Z,-l)-~/2), 
(4.1) 
hi = +( Izi+l -zi I + I zi -zi-1 I) (4.2) 
outside the domain, where r is a positive constant called the assignment factor. Consequently, 
5, lies on the outward normal at zi and nears the boundary where collocation points are dense. 
Fig. 1 illustrates the distribution for interior, exterior and doubly-connected omains. 
The approximate mapping function F(z) is analytic in D, and its errors can be estimated 
using the maximum modulus theorem for analytic functions in the same way as in the integral 
equation methods [10,13,14,25-271. In general, only an estimate, a rough approximation in the 
strict sense, of the maximum error in modulus 1 F(z) 1 is available, which is denoted by E,. 
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When D is simply-connected, E, is computed by 
E,= maxIIF(zi+,,,)l -11, 
i 
(4.3) 
where _~~+r,~ E C, i = 1,. . ., N, are intermediate points on the boundary. Here, z~+~,~ is taken 
to be midway between the two successive collocation points zi and zi+r in their parameter 
value; so far it was not required that the points zi are given by a parameter representation. 
Precisely speaking, E, is an estimate of the maximum relative error in ) F(z) I if D is exterior. 
This estimate may be justified by the experimental indication that the approximation r to the 
capacity y is usually so accurate that the relation I log r - log y I < I I F(z) I - 11, z E C, holds 
in the same manner as in [26]. Note that llog r - log y ) is an estimate of the relative error at 
infinity. When D is doubly-connected, E, is computed by 
E, = max max I I F(z~+~,~) I - 1 I, max I I J’(z~,+~+~,~ ( i i )1-W}, (4.4) 
where z~+~,~ E C,, i = 1,. . . , N,, and ~~,+~+r,~ E C,, i = 1,. . . , IV,, are intermediate points on 
the boundary components C, and C,, respectively. This estimate may be justified by the 
experimental indication that the approximation M to the inner radius p is usually much more 
accurate than I F(z) I, z E C, in the same manner as in [14,27]. Nr = N2 = +N in the following 
examples. 
If an analytic expression for the conformal mapping f(z) is known, estimates of the 
maximum errors in F(z) and in its argument are also presented, which are denoted by E, and 
EA, respectively. These are computed by 
EA = max mlax larg F(zJ - arg f(zJ I, my lw F(.q+& - arg f(q+I,z) I), 1 (4.5) 
EF= mm my I F(Zi) -f(Zi) I, my l F(Zit~p) -f(Zi+l/2) I) ( (4.6) 
over all collocation and intermediate points on the boundary. In such cases, M is replaced by p 
in computing (4.4). 
Many examples suggest that E,, EA (precisely speaking, pEA on C, if D is doubly-con- 
nected) and E, are of the same order of magnitude. That is to say, E, can be expected as a 
reasonable estimate of the accuracy of the approximate mapping function. 
The condition number C, is defined as the ratio of the largest and smallest singular values 
of the coefficient matrix of the linear equations to be solved. If the problem domain has 
symmetry about one or both of the Cartesian coordinate axes, the number of equations can be 
reduced from N to +N + 1 (+2 if D is doubly-connected) or to +N + 1 (+ 2 if D is 
doubly-connected). All the following examples are latter cases. 
The computations were carried out on a FACOM M-770/6 computer using programs coded 
in FORTRAN with double-precision working, which has fourteen significant hexadecimal digits. 
Example 1. Interior of ellipse: 
2 
D: ” +y2< 1. 
a2 
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Table l(a) 
Interior of ellipse; N = 64 
EM 
C, 
a r=l 
1.25 7.7.10-S 
2.5 2.2.10-4 
S 6.1.10-4 
10 2.1.10-3 
20 9.0.10w3 
5 8.4.10* 
r=2 
2.7. lo-’ 
4.5.10-6 
5.4.10P5 
4.3.10v4 
1.7.10-2 
1.9.104 
r=4 
1.5’10-‘0 
l.O.lOK’ 
4.8.10-6 
9.9.10-4 
2.1.10-2 
7.9. lo6 
r=8 
1.1. lo-” 
5.2.10-10 
2.7.10-’ 
7.7.10-’ 
2.2.10-l 
6.2.10” 
The collocation points are uniformly distributed on the boundary for comparison with [lo]. We 
can see typical features of the charge simulation method in Tables l(a) and l(b). The ratio N/r 
is kept constant in the latter table, which implies that charges lie on a virtual curve outside the 
problem domain, i.e., the auxiliary boundary. 
As the assignment factor r increases and the charges move away from the boundary, the 
error E, first decreases and then increases. As the shape parameter a increases and the ellipse 
becomes elongated, E, increases with the optimal assignment factor decreased. In each case, 
the maximum error occurs near the ends of the minor axes of the ellipse. Hayes et al. [lo] 
obtained, with N = 65 collocation points, the values E, = 4 * 10P6, 5. 10e5, 7. 10P4, 5 - 10e3, 
1 . lo-* for a = 1.25, 2.5, 5, 10, 20, respectively. The optimum values in Table l(a) have 
improved the accuracy by from zero to seven orders of magnitude, with the least improvement 
for a = 20. The condition number C, increases exponentially as r increases, which also 
increases slightly as a increases. 
The error E, shows, keeping N/r constant, exponential convergence as a function of N. 
The convergence rate defined by -d(log E,)/dN is large for small a and small for large a. 
Hayes et al. [lo] obtained for a = 5 the values E, = 6 * 10P3, 7. 10-4, 4. 10m5 and 4 * lop6 with 
N = 33, 65, 129 and 257 collocation points, respectively. The convergence of Table l(b) is much 
more rapid. The condition number C, shows exponential increase as a function of N. 
Example 2. Interior of Cassini’s oval: 
D: L?*-11 <a*, a>l. 
The exact mapping function is 
f(z)=a = 
(z’+ a4 - 1)1’2. 
Table l(b) 
Interior of ellipse; a = 5 
Eh4 
c, 
N=16 
r=l 
1.0~10~2 
2.1.102 
N=32 
r=2 
4.7.10-4 
9.0.103 
N=64 
r=4 
4.8.10-6 
7.9.106 
N=128 
r=8 
4.1.10-9 
3.1.10’2 
Table 2(a) 
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Interior of Cassini’s oval; N = 64 
a 
1.8 
1.06 
JiE 
1.06 
r=+ 
1.8.10P3 
2.4. 1O-3 
2.5.10p3 
8.4.10’ 
r=l 
8.7.10-s 
9.7.10-s 
3.9.10-4 
4.2.10* 
r=2 
2.7.10-7 
8.1. 1o-7 
6.4.10-’ 
1.4.104 
r=4 
3.7.10-11 
2.4.10-6 
1.1.10-3 
1.3.10s 
Table 2(b) 
Interior of Cassini’s oval; a = 1.06 
&i 
E.4 
EF 
C, 
N=16 N=32 
r=; r=l 
9.0.10-3 4.4.10-4 
9.4.10-3 4.0. 1o-4 
9.4. 1o-3 4.4.10-4 
2.1.10 2.1.102 
N=64 
r=2 
8.1.10-7 
7.2.10F7 
8.1.10-7 
1.4.104 
N=128 
r=4 
1.4.10-10 
1.4.10-‘0 
1.4. lop’0 
1.9.10” 
The collocation points are placed at equal intervals in argument, i.e., z = R exp(ie), R = 
{cos 28 + (~0~~26’ + a4 - 1)1’2}1’2, 8 = 0, 27r/N,. . . ,2(N - l)rr/N, to be dense on the concave 
parts of the boundary. As shown in Tables 2(a) and 2(b), the dependency of the errors E,, EA 
and E, and the condition number C, on the parameters r, a and N is similar to the case of 
ellipse if a is replaced by l/a, that is, the aspect ratio of the ellipse is replaced by the concavity 
of the oval. Furthermore, we can observe that E,, E, and E, are nearly equal in each case. 
If the collocation 
of the minor axes 
(N=64, r=2) and 
handedly compared 
points are uniformly distributed, the maximum error occurs near the ends 
of the oval, i.e., near the concavities, and the values E, = 3.5 * 1O-4 
1.4. 10e6 (N = 128, r = 4) are obtained for a = 1.06. These may be even- 
with the values E, = 2 * 10e3 (N = 65) and 1. lop4 (N = 129) obtained in 
[lOI. 
Table 3(a) 
Interior of rectangle; N = 64 
E, 
C, 
a i-=1 
1 4.6.10-4 
0.5 7.8.10-3 
0.2 2.1.10-3 
0.1 8.8.10-3 
0.5 1.6.10* 
r=2 r=4 
8.1.10-s 3.8.10K6 
3.8.10-4 2.7.10-6 
4.0.10-4 9.4. 1o-4 
1.7.10-2 4.5.10-2 
3.0.103 1.4.106 
r=8 
1.1.10-8 
4.8. 10F6 
2.3.10-3 
6.8. lo- ’ 
2.5.10” 
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Table 3(b) 
Interior of rectangle; a = 0.5 
N=16 
r=l 
EM 7.4.10-3 
cN 3.2.10 
N=32 
r=2 
5.4.10-4 
1.4.103 
N=64 
r=4 
2.7.10-6 
1.4.106 
N=128 
r=8 
7.3.10-x 
7.3.10” 
Example 3. Interior of rectangle: 
D: IXJ<l, ly(<a. 
The collocation points are uniformly spaced on each side, with $N + 1 points per side, for 
comparison with [10,25]. As shown in Tables 3(a) and 3(b), the dependency of E, and C, on 
Y, a and N is similar to the case of ellipse if a is replaced by l/a for the aspect ratio of the 
domains to have the same dependency on a. As the rectangle becomes thin, the maximum 
error points shift from the corners to the centers of the longer sides. Corners present no severe 
difficulty if they are convex. 
Hayes et al. [lo] obtained, with N = 68 collocation points, the values E, = 2 * 10d5, 2 * 10e4, 
5. 1O-3 and 1 * lo-* for a = 1, 0.5, 0.2 and 0.1, respectively, and, for a = 0.5, the values 
E, = 2. 10W3, 2. 10e4, 2 * 10e5 and 1 . 10e6 with N = 36, 68, 132 and 260 collocation points, 
respectively. Our results may compete with the values obtained in [13] using the augmented 
cubic spline approximation, e.g., E, = 6 - 1O-8 for a = 0.5 with N = 128 collocation points. 
Example 4. Exterior of ellipse: 
L 
D: " +y*> 1. 
a2 
The exact mapping function and the capacity are 
2 + (2’ -a* + 1) r/2 
f(z) = a+1 7 
y = &r + 1). 
The collocation points are x = a cos 0, y = sin 0, 8 = 0, 27r/N,. . . ,2( N - &r/N, for compari- 
son with [26]. See Table 4, in which m(n) denotes the n-sequence of the number m. The 
dependency of the errors E,, EA and E, and the condition number C, on the parameters r, 
Table 4 
Exterior of ellipse; N = 64 
a 
1.25 
2.5 
5 
10 
20 
EM E‘4 EF r CN 
7.4. lo-l3 7.4.10-13 7.4.10-‘3 1.1249(12)6 5.6.10’ 
3.0.10-7 3.1.10-7 3.1.10-7 1.74999998 4.6. lo4 
5.4.10-5 2.8. 1O-5 5.4.10-j 2.999 94 1.6. lo3 
1.3.10-3 3.6. 1O-4 1.3.10-’ 5.49654 3.2.10’ 
6.9.10-3 1.0.10P3 6.9.10-3 10.46171 1.4.102 
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Table 5 
Exterior of Cassini’s oval; N = 64 
a 
1.8 
1.06 
m 
r Eh4 E‘4 EF r cr.4 
4 2.2.10-13 2.4. lo- l3 2.4.10-13 1.80(13)1 2.8.10” 
2 2.1.10-s 2.0.10-S 2.1.10-s 1.060(7)7 8.9.104 
1 9.1. lop5 7.6.10-5 9.1.10-s 1.009 93 1.1. lo3 
a and N is similar to the case of the interior mapping. However, in the exterior mapping, r 
cannot be so large as the charges collide each other and the coefficient matrix becomes 
singular. We can observe that E,, EA and E, are roughly equal and the relation llog r - 
log y I <EM holds in each case. These values of E, are from one to eight orders of magnitude 
better than those in [26], with the least improvement for a = 20. 
Example 5. Exterior of Cassini’s oval: 
D: ]z2-11 >& a>l. 
The exact mapping function and the capacity are 
(z” - 1)1’2 
f(z)= a , y=a. 
The collocation points are placed at equal intervals in argument in the same way as in Example 
2. See Table 5. The dependency of E,, EA, E, and C, on Y, a and N is similar to the case of 
interior mapping. We can observe that E,, EA and E, are nearly equal and I log r - log y 1 < 
E, in each case. 
Syrnm [26] obtained the values E, = 1.9 * 10e3 and r = 1.0599 for a = 1.06 with N = 236 
collocation points, though his distribution is different from ours. 
Example 6. Exterior of rectangle: 
D: Ix]>1 or ]y]>a. 
The collocation points are placed in the same way as in Example 3. However, in the exterior 
mapping, the corners are concave relative to the problem domain, which present a difficulty. 
Consider (4.1) and (4.2) for a = 1. The assignment factor is restricted in the range 0 < Y < 1 for 
Table 6 
Exterior of rectangle; N = 64 
a r 
1 1  
&I r CN 
1.2.10-2 1.18126 1.3.10 
0.5 ; a 1.0.10-2 0.873 73 1.6.10 
0.2 1 I 2.4.10-* 0.672 20 7.3.10 
0.1 1 z 2.4.10-2 0.594 09 1.0.102 
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any value of N since two charges collide each other near the corners and the coefficient matrix 
becomes singular when Y = 1. See Table 6, where (4.1) and (4.2) have been modified as 
bi = zi + yhiei(a’g(‘,+l-Z,)-~/4), 
hi = min( I Zi+l -Zi I, I zi -Zi-l I), 
at the corner points if a # 1. For a = 1 and r = $, the values E, = 2.9 * 10p2, 1.9 * 10m2 and 
7.4. lop3 are obtained with N = 16, 32 and 128 collocation points, respectively. The accuracy 
depends only weakly on N. The maximum error occurs near the corners in each case. These 
errors are of the same orders of magnitude as those in [26], e.g., E, = 3.2. lop2 and 
r = 1.1782 for a = 1 with N = 64 collocation points. Hough and Papamichael [14] obtained the 
values E M = 8.3 - lop6 and r = 1.180 3405 for a = 1 with N = 512 collocation points. Regarding 
this as y, we can confirm that the relation I log r - log y I < E, holds well. 
Example 7. Elliptic frame: 
x2 2 
D: ,+11_>1. 
a2 b,2 
The analytic solution is known when the two ellipses C, and C, are conforcal, i.e., a: - bf = ai 
- bz, which is given by 
f(z) = 
z + {z’- (a: - bf)}1'2 a2 + b2 
a1 +b, 
7 p= 
a, + b, ’ 
Table 7 is for such a case. The collocation points are x = a, cos 19, y = b, sin 8, 8 = 
0, 27~/N~, . . . , 2(N, - l)r/N,, I= 1, 2, for comparison with [27]. We can observe that E, and 
E, are equal and the relation I M - p I < E, holds well in each case. Symm [27] obtained the 
values E, = 6 - 10e4 and A4 = 0.499 98 with NI = N2 = 256 collocation points. 
Example 8. Frame of Cassini’s oval: 
D: lz2-bfI <a;, 1z2-b;I >a;. 
Table 7 
Elliptic frame; a, = 7, b, = 5, a2 = 5, b, = 1 
N,=N,=M NI = N2 = 32 N, = N2 = 64 N, = N, = 128 
r=+ r=; r=l r=2 
E, 2.8.10-* 3.2.10-3 8.4.10F5 1.2.10-7 
E.4 3.8.10-” 7.0.10-4 2.7.10-’ 1.8.10-’ 
EF 2.8.10-* 3.2.10-3 8.4.10-5 1.2.10-7 
M 0.485 63 0.498 66 0.499 97 0.499 999 97 
C, 5.6.10 3.2.10* 4.8. lo3 5.3.105 
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Table 8 
Frame of Cassini’s oval; a, = 2&, b, = 7, ~2 = 2, b2 = 1 
EbI 
EA 
E, 
M 
CiV 
N,=N,=16 NI = N2 = 32 
j-=+ r=l 
9.1. 1o-3 3.4.10-4 
9.7. 1o-3 3.8.10-4 
9.7.10-j 3.8.10-4 
0.53232 0.53449 
1.6. lo2 2.0.103 
N, = N2 = 64 
r=2 
6.9. lo-’ 
5.0.10-7 
7.0.10-7 
0.53452251 
1.6. lo5 
NI = N2 = 128 
r=4 
7.7.10-‘1 
7.7. lo-” 
7.7.10-‘1 
0.534522483 8247 
9.0.10s 
The analytic solution is known when Cut - bf)/b: = (a: - bz)/bi, which is given by 
f(Z) = 
a,= 02 
(b;z* + a; - b$‘* ’ 
P=- 
a*& ’ 
Table 8 is for such a case, where p = 0.534 522 483 8248. The collocation points are placed at 
equal intervals in argument on each boundary component. We can observe that E,, EA and 
E, are nearly equal and I M - p 1 +c E, in each case. Symm [27] obtained the values 
E, = 7.0 * lop4 and M = 0.5345 with NI = N2 = 256 collocation points, though his distribution 
is different from ours. 
Example 9. Square frame. Let 
s,: 1x1 <a, IYI <a, 
and the doubly-connected omain is given by 
D: S, n compl(S,), a < 1. 
The collocation points are uniformly spaced on each boundary component. As expected, the 
numerical results are similar to the case of exterior mapping of the square domain. See Table 9. 
Hough and Papamichael [14] obtained the values E, = 6.7 * 10e6 and M-r = 1.847 7093 with 
NI = N2 = 256 collocation points. Regarding this as p-l, we can observe that I M - p I -=K E, in 
each case. 
Example 10. Square in circle: 
D: (IzI <Z}ncompl(S,). 
Table 9 
Square frame; a = 0.5 
N,= N,=16 NI = N2 = 32 NI = N2 = 64 N,=N,=128 
r=$ r=f r=+ r=f 
EM 3.9.10-2 1.9.10-2 9.6.10p3 4.9.10-3 
M 0.539 02 0.538 39 0.539 07 0.539 85 
CN 1.1.10 2.0.10 3.9.10 7.8.10 
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Table 10 
Square in circle 
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Nl = N2 = 16 NI = N, = 32 N, = N2 = 64 NI = N2 = 128 
r=f r=$ j-c+ r=+ 
EM 3.l.lOF2 1.6.10-” 8.0.10p3 4.5.10-3 
M 0.592 40 0.589 66 0.58955 0.590 01 
C, 2.2.10 4.1.10 7.9.10 1.6. lo2 
The collocation points are equally spaced on each boundary component. The numerical results 
are similar to the case of the preceding example. See Table 10. Hough and Papamichael [14] 
obtained the values E, = 8.0 * lop6 and M-l = 1.6915652 with N1 = N2 = 256 collocation 
points. Regarding this as p _ ‘, we can observe that I A4 - p I +z E, in each case. 
Example 11. Circle in square: 
D: S,n{]zl>a}, a<l. 
The collocation points are uniformly spaced on each 
convex in this case, which causes no severe difficulty. 
boundary component. The corners are 
See Table 11. Hough and Papamichael 
[14] obtained the values E, = 2.9 * lo-l0 and M-’ = 2.696 724 43129 with Nr = N, = 256 
collocation points. Our value of Me’ with N, = N2 = 128 collocation points coincides with their 
result except for the final figure. It can be expected that M is much more accurate than 1 F(Z) I 
in each case. 
5. Concluding remarks 
The examples in the preceding section indicate the effectiveness of the charge simulation 
method for the numerical conformal mapping of interior, exterior and doubly-connected 
domains. The method is quite easy to program and suited for mapping of domains with curved 
boundaries. Corners present no severe difficulty if they are convex. When applied to such 
domains, the method can produce numerical results of high accuracy using, without integration, 
rather fewer discretization points than the integral equation methods of the first kind 
[10,13,14,25-271. However, the following subjects are left for future studies on the charge 
simulation method. First, it seems difficult to obtain accurate results for domains with concave 
Table 11 
Circle in square; a = 0.4 
N, = N2 = 16 
r=l 
EM 2.7. 1O-3 
M 0.37069 
CN 4.7.102 
N, = N2 = 32 N, = N2 = 64 
r=2 r=4 
1.9.10-4 3.8.10p6 
0.370 8207 0.370 820 243 
5.1.104 2.9.10’ 
N, = N2 = 128 
r=8 
5.4.10-g 
0.370 820 239 704 
3.6. 1015 
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corners. Some clever technique is required to overcome this difficulty as Hough and Pa- 
pamichael [14] used singular functions with special properties near corners. Second, though the 
conventional method adopted here works well for various examples, a general methodology 
should be given for distributing collocation points and charge points. We expect that the 
conformal mapping plays a role in this problem, which is an attractive idea because the charge 
simulation method is bidirectionally applicable to the numerical conformal mapping [4]. 
References 
[l] K. Amano, Numerical conformal mapping based on the charge simulation method, Trans. Znform. Process. Sot. 
Japan 28 (1987) 697-704 (in Japanese). 
[2] K. Amano, Numerical conformal mapping of exterior domains based on the charge simulation method, Trans. 
Inform. Process. Sot. Japan 29 (1988) 62-72 (in Japanese). 
[3] K. Amano, Numerical conformal mapping of doubly-connected domains by the charge simulation method, 
Trans. Inform. Process. Sot. Japan 29 (1988) 914-924 (in Japanese). 
[4] K. Amano, A bidirectional method for numerical conformal mapping based on the charge simulation method, J. 
Inform. Process. 14 (1991) 473-482. 
[5] J.-P. Berrut, A Fredholm integral equation of the second kind for conformal mapping, J. Comput. Appl. Math. 
14 (l&2) (1986) 99-110; also: in: L.N. Trefethen, Ed., Numerical Conformal Mapping (North-Holland, 
Amsterdam, 1986) 99-110. 
[6] G. Fairweather and R.L. Johnston, The method of fundamental solutions for problems in potential theory, in: 
C.T.H. Baker and G.F. Miller, Eds., Treatment of Integral Equations by Numerical Methods (Academic Press, 
London, 1982) 349-359. 
[7] D. Gaier, Konstruktive Methoden der Konformen Abbildung (Springer, Berlin, 1964, in German). 
[8] D. Gaier, Integralgleichungen erster Art und konforme Abbildung, Math. Z. 147 (1976) 113-129 (in German). 
[9] D. Gaier, Das logarithmische Potential und die konforme Abbildung mehrfach zusammenhangender Gebiete, 
in: P.L. Butzer and F. FehCr, Eds., E.B. Christoffel, The Influence of his Work on Mathematics and the Physical 
Sciences (Birkhauser, Basel, 1981, in German) 290-303. 
[lo] J.K. Hayes, D.K. Kahaner and R.G. Kellner, An improved method for numerical conformal mapping, Math. 
Comp. 26 (1972) 327-334. 
[ll] P. Henrici, Fast Fourier methods in computational complex analysis, SUM Rev. 21 (4) (1979) 481-527. 
[12] P. Henrici, Applied and Computational Complex Analysis, Vol. 3 (Wiley, New York, 1986). 
[13] D.M. Hough and N. Papamichael, The use of splines and singular functions in an integral equation method for 
conformal mapping, Numer. Math. 37 (1981) 133-147. 
[14] D.M. Hough and N. Papamichael, An integral equation method for the numerical conformal mapping of 
interior, exterior and doubly-connected domains, Numer. Math. 41 (1983) 287-307. 
[15] M. Katsurada, A mathematical study of the charge simulation method II, J. Fat. Sci. Uniu. Tokyo Sect. ZA Math. 
36 (1989) 135-162. 
[16] M. Katsurada, Asymptotic error analysis of the charge simulation method in a Jordan region with an analytic 
boundary, .I. Fat. Sci. Univ. Tokyo Sect. IA Math. 37 (1990) 635-657. 
[17] M. Katsurada and H. Okamoto, A mathematical study of the charge simulation method I, J. Fat. Sci. Univ. 
Tokyo Sect. IA Math. 35 (1988) 507-518. 
[18] T. Kitagawa, On the numerical stability of the method of fundamental solution applied to the Dirichlet 
problem, Japan J. Appl. Math. 5 (1988) 123-133. 
[19] R. Mathon and R.L. Johnston, The approximate solution of elliptic boundary-value problems by fundamental 
solutions, SIAM J. Numer. Anal. 14 (1977) 638-650. 
[20] S. Murashima, Charge Simulation Method and its Application (Morikita, Tokyo, 1983, in Japanese). 
[21] S. Murashima and H. Kuhara, An approximate method to solve two-dimensional Laplace’s equation by means 
of superposition of Green’s functions on a Riemann surface, .I. Inform. Process. 3 (1980) 127-139. 
370 K. Amano /Journal of Computational and Applied Mathematics 53 (1994) 353-370 
[22] L. Reichel, A fast method for solving certain integral equations of the first kind with application to conformal 
mapping, J. Comput. Appl. Math. 14 (l&2) (1986) 125-142; also: in: L.N. Trefethen, Ed., Numerical Conformal 
Mapping (North-Holland, Amsterdam, 1986) 125-142. 
[23] H. Singer, H. Steinbigler and P. Weiss, A charge simulation method for the calculation of high voltage fields, 
IEEE Trans. Power Apparatus Systems PAS-93 (1974) 1660-1668. 
[24] H. Steinbigler, Anfangsfeldstarken und Ausnutzungsfaktoren rotationssymmetrischer Elektrodenanordnungen 
in Luft, Doctoral Thesis, Technische Hochschule, Munich, 1969. 
[25] G.T. Symm, An integral equation method in conformal mapping, Numer. Math. 9 (1966) 250-258. 
[26] G.T. Symm, Numerical mapping of exterior domains, Numer. Math. 10 (1967) 437-445. 
[27] G.T. Symm, Conformal mapping of doubly-connected domains, Numer. Math. 13 (1969) 448-457. 
[28] L.N. Trefethen, Ed., Numerical Conformal Mapping (North-Holland, Amsterdam, 1986). 
