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Abstract
A scalar linear differential equation with time-dependent delay x˙(t) = −a(t)x(t − τ(t)) is considered, where t ∈ I := [t0,∞),
t0 ∈ R, a: I → R+ := (0,∞) is a continuous function and τ : I → R+ is a continuous function such that t − τ(t) > t0 − τ(t0) if
t > t0. The goal of our investigation is to give sufficient conditions for the existence of positive solutions as t →∞ in the critical
case in terms of inequalities on a and τ . A generalization of one known final (in a certain sense) result is given for the case of τ
being not a constant. Analysing this generalization, we show, e.g., that it differs from the original statement with a constant delay
since it does not give the best possible result. This is demonstrated on a suitable example.
c© 2008 Elsevier Ltd. All rights reserved.
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1. Preliminaries
In this paper we consider a scalar linear differential equation with time-dependent delay
x˙(t) = −a(t)x(t − τ(t)), (1)
where t ∈ I := [t0,∞), t0 ∈ R, a: I → R+ := (0,∞) is a continuous function and τ : I → R+ is a continuous
function such that t − τ(t) > t0 − τ(t0) if t > t0. The goal of our investigation is to give sufficient conditions for the
existence of positive solutions of (1) as t → ∞ in terms of inequalities on a and τ . In the literature, several results
have been derived with the aid of a suitable estimation of function a. A final result (in a certain sense) in one of the
directions pursued is given in [1] for the case of a constant delay. Namely, it holds.
Theorem 1. (I) Let us assume that a(t) ≤ ak(t) with
ak(t) := 1eτ +
τ
8et2
+ τ
8e(t ln t)2
+ τ
8e(t ln t ln2 t)2
+ · · · + τ
8e(t ln t ln2 t . . . lnk t)2
(2)
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if t → ∞ and an integer k ≥ 0. Then there exists a positive solution x = x(t) of (1) with τ(t) ≡ τ = const.
Moreover,
x(t) < νk(t) := e−t/τ
√
t ln t ln2 t · · · lnk t
as t →∞.
(II) Let us assume that
a(t) > ak−2(t)+ θτ
8e(t ln t ln2 t · · · lnk−1 t)2 (3)
if t →∞, an integer k ≥ 2 and a constant θ > 1. Then all the solutions of (1) with τ(t) ≡ τ = const oscillate.
In this theorem, lnk t := ln(lnk−1 t), k ≥ 1, ln0 t := t and it is assumed that t > expk−2 1 where expk t :=
exp(expk−1 t), k ≥ 1, exp0 t := t , and exp−1 t := 0.
Theorem 1 can be applied to what is called the critical case since inequalities (2) and (3) are almost opposite. With
respect to the critical case, we refer (in addition to the paper, mentioned above) to the papers [2–5] and the book [6].
We give a generalization of the first part of Theorem 1 for the case of τ being not a constant. As a tool for this
generalization, we use the results on the existence of positive solutions for retarded functional differential equations
with unbounded delay and finite memory. The necessary relevant information is given in Section 2. The generalization
of Theorem 1 is given in Section 3. Analysing this generalization, we conclude that it differs from the original
statement with a constant delay since it does not give the best possible result. To show this, in Section 3 we formulate
another sufficient condition of positivity and in Section 4 we show that, for a class of delays, it yields a better result.
Finally, in Section 5 we explain why a generalization of Theorem 1 (i.e., generalization in both its parts) for the case of
τ being not a constant is not possible. Other results concerning the existence of positive solutions, may, for example,
be found in [7–20].
2. Positive solutions of equations with p-functions
A continuous function p:R × [−1, 0] → R is called a p-function if it has the following properties [21, p. 8]:
p(t, 0) = t , p(t,−1) is a nondecreasing function of t , and there exists a σ ≥ −∞ such that p(t, ϑ) is an increasing
function for ϑ for each t ∈ (σ,∞). Throughout the following text, we assume σ = t0. We define p0 := p(t0,−1).
We consider a differential equation with p -functions
x˙(t) = −
m∑
q=1
cq(t)x(p(t, ϑq)), (4)
where ϑq = const, q = 1, . . . ,m, −1 = ϑ1 < ϑ2 < · · · < ϑm = 0, functions cq : [t0,∞) → R+ := [0,∞) are
continuous and
∑m−1
q=1 cq(t) > 0 for t ∈ [t0,∞). We will use one result derived in [14] concerning necessary and
sufficient conditions of the existence of positive solutions for equations with p -functions:
Theorem 2. A positive solution x = x(t) on [ p0,∞) of (4) exists if and only if a locally integrable function
λ: [ p0,∞)→ R exists continuous on [ p0, t0) ∪ [t0,∞) and satisfying the integral inequality
λ(t) ≥
m∑
q=1
cq(t)e
∫ t
p(t,ϑq )
λ(s)ds
for t ≥ t0. Moreover, x(t) < exp
(
− ∫ tp0 λ(s)ds).
Eq. (1) is a particular case of (4). This becomes clear if we define
p(t, ϑ) :=
t + 2ϑτ(t) if − 1/2 ≤ ϑ ≤ 0,t0 − τ(t0)+ 2(1+ ϑ) (t − τ(t)− (t0 − τ(t0)))if − 1 ≤ ϑ ≤ −1/2,
m = 3, ϑ1 = −1, ϑ2 = −1/2, ϑ3 = 0, c1(t) = 0, c2(t) = a(t) and c3(t) = 0. Then p0 = t0 − τ(t0) and Theorem 2
reduces to:
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Theorem 3. A positive solution x = x(t) on [t0 − τ(t0),∞) of the Eq. (1) exists if and only if a locally integrable
function λ: [t0 − τ(t0),∞)→ R exists continuous on [t0 − τ(t0), t0) ∪ [t0,∞) and satisfying the integral inequality
λ(t) ≥ a(t)e
∫ t
t−τ(t) λ(s)ds (5)
for t ≥ t0. Moreover, x(t) < exp
(
− ∫ tt0−τ(t0) λ(s)ds).
This theorem will be used for finding two explicit criteria for the existence of positive solutions of (1).
Remark 1. The above specification of p-function is obviously not unique. One can put e.g. p(t, ϑ) := t + ϑτ(t),
m = 2, ϑ1 = −1, ϑ2 = 0, c1(t) = a(t) and c2(t) = 0 and assume that t − τ(t) is a nondecreasing function of t on
I rather than assuming t − τ(t) > t0 − τ(t0) if t > t0 as above. Then, p0 = t0 − τ(t0) and Theorem 2 reduces to
Theorem 3 again.
3. Criteria of existence of positive solutions
3.1. First criterion — a generalization of Theorem 1, part I
Now we give a generalization of Theorem 1 with the aid of a suitable auxiliary function more general than the
function ak(t) given by (2). The form of this new function formally copies the old one, but now delay τ will be a
function. The proof needs some auxiliary results. Below, symbols O and o mean the Landau order symbols. If real
functions f1, f2, f3 are defined as t → ∞, then the relation f1(t) = f2(t) + O( f3(t)) means that there exists a
positive constant M such that
| f1(t)− f2(t)| ≤ M | f3(t)|
as t →∞, and the relation f1(t) = f2(t)+ o( f3(t)) is equivalent with
lim
t→∞
f1(t)− f2(t)
f3(t)
= 0
if f3(t) 6= 0.
Lemma 1. Let τ(t) = o(t) as t →∞. Then
(t − τ(t))σ = tσ
[
1− στ(t)
t
+ σ(σ − 1)τ
2(t)
2t2
− σ(σ − 1)(σ − 2)τ
3(t)
6t3
+ O
(
τ 4(t)
t4
)]
(6)
for t →∞ and any fixed σ ∈ R.
Proof. This can be verified easily using the binomial formula. 
Lemma 2. Let τ(t) ln t = o(t) as t →∞. Then
[ln(t − τ(t))] 12 = (ln t) 12
[
1− τ(t)
2t ln t
− τ
2(t)
4t2 ln t
(
1+ 1
2 ln t
)
+ O
(
τ 3(t)
t3 ln t
)]
as t →∞.
Proof. For t →∞ we have
[ln(t − τ(t))] 12 = (ln t) 12
[
1+ 1
ln t
ln
(
1− τ(t)
t
)] 1
2
= (ln t) 12
[
1− 1
ln t
(
τ(t)
t
+ τ
2(t)
2t2
+ O
(
τ 3(t)
t3
))] 1
2
.
The proof can be finished by expanding the expression in square brackets using the binomial formula. 
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Lemma 3. Let τ(t) ln t ln2 t . . . lnk t = o(t) as t →∞. Then
[lnk(t − τ(t))] 12 = (lnk t) 12
[
1− τ(t)
2t ln t ln2 t · · · lnk−1 t lnk t
− τ
2(t)
4t2 ln t ln2 t · · · lnk−1 t lnk t
(
1+ 1
ln t
+ · · · + 1
ln t ln2 t · · · lnk−1 t
+ 1
2 ln t ln2 t · · · lnk−1 t lnk t
)
+ O
(
τ 3(t)
t3 ln t ln2 t · · · lnk t
)]
(7)
for t →∞ and any fixed k ≥ 1.
Proof. For k = 1, the proof follows from Lemma 2. Suppose that (7) holds with for k−1 (instead of k) and (k−1) ≥ 1.
We use it for the representation of lnk−1(t − τ(t)) in the relation
[lnk(t − τ(t))] 12 = (lnk t) 12
[
1+ 1
lnk t
(
ln
lnk−1(t − τ(t))
lnk−1 t
)] 1
2
.
We get
[lnk(t − τ(t))] 12 = (lnk t) 12
[
1+ 2
lnk t
ln
(
1− τ(t)
2t ln t ln2 t · · · lnk−2 t lnk−1 t
− τ
2(t)
4t2 ln t ln2 t · · · lnk−2 t lnk−1 t
(
1+ 1
ln t
+ · · · + 1
ln t ln2 t · · · lnk−2 t
+ 1
2 ln t ln2 t · · · lnk−2 t lnk−1 t
)
+ O
(
τ 3(t)
t3 ln t ln2 t . . . lnk−1 t
))] 1
2
.
After decomposing logarithm ln( 1 − · · ·) into its Taylor’s polynomial, we expand the expression in square brackets
by the binomial formula. Then, using only the necessary terms, we get the representation (7). 
Let us consider now a linear equation
x˙(t) = −A(t)x(t − τ(t)) (8)
with A: I → R.
Lemma 4 ([1]). Let a(t) ≤ A(t) on I and (8) have a positive solution x = µ(t) on [t0 − τ(t0),∞). Then (1) has
a positive solution x = x(t) on [t0 − τ(t0),∞) and, moreover, x(t) < µ(t) holds.
Now we define a new auxiliary function
akτ (t) := 1eτ(t) +
τ(t)
8et2
+ τ(t)
8e(t ln t)2
+ τ(t)
8e(t ln t ln2 t)2
+ · · · + τ(t)
8e(t ln t ln2 t . . . lnk t)2
(9)
for t →∞ and an integer k ≥ 0.
Theorem 4. Let us assume that a(t) ≤ akτ (t) and
∫ t
t−τ(t) ds/τ(s) ≤ 1 if t →∞ and an integer k ≥ 0. Let moreover
τ(t) ln t ln2 t . . . lnk t = o(t) as t →∞. Then there exists a positive solution x = x(t) of (1) satisfying
x(t) <
√
t ln t ln2 t . . . lnk t · exp
∫ t
t0−τ(t0)
( −1
τ(s)
)
ds (10)
as t →∞.
Proof. Let us consider an auxiliary equation
x˙(t) = −akτ (t)x(t − τ(t)) (11)
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and let us prove the existence of a positive solution. We verify (5) for a(t) := akτ (t) and
λ(t) := λk(t) = 1
τ(t)
− 1
2t
− 1
2t ln t
− 1
2t ln t ln2 t
− · · · − 1
2t ln t ln2 t . . . lnk t
.
With the aid of Lemma 1 (substituting σ = 1/2 in (6)), Lemmas 2 and 3 we estimate the exponential term on the
right-hand side of (5). We obtain
exp
∫ t
t−τ(t)
λk(s)ds = exp
∫ t
t−τ(t)
ds
τ(s)
·
√
t − τ(t)
t
· ln(t − τ(t))
ln t
· · · lnk(t − τ(t))
lnk t
≤ E := e
[
1− τ(t)
2t
− τ
2(t)
8t2
− τ
3(t)
16t3
+ O
(
τ 4(t)
t4
)]
×
[
1− τ(t)
2t ln t
− τ
2(t)
4t2 ln t
(
1+ 1
2 ln t
)
+ O
(
τ 3(t)
t3 ln t
)]
· · ·
×
[
1− τ(t)
2t ln t ln2 t . . . lnk−1 t lnk t
− τ
2(t)
4t2 ln t ln2 t . . . lnk−1 t lnk t
×
(
1+ 1
ln t
+ · · · + 1
ln t ln2 t . . . lnk−1 t
+ 1
2 ln t ln2 t . . . lnk−1 t lnk t
)
+ O
(
τ 3(t)
t3 ln t ln2 t . . . lnk−1 t lnk t
)]
.
After some simplification, we get
exp
∫ t
t−τ(t)
λk(s)ds ≤ E = e
[
1− τ(t)
2t
(
1+ 1
ln t
+ · · · + 1
ln t . . . lnk t
)
− τ
2(t)
8t2
(
1+ 1
(ln t)2
+ · · · + 1
(ln t . . . lnk t)2
)
− τ
3(t)
16t3
+ O
(
τ 3(t)
t3 ln t
)]
.
Now we have, for the right-hand sideR of (5),
R ≤
[
1
τ(t)
+ τ(t)
8t2
+ τ(t)
8(t ln t)2
+ τ(t)
8(t ln t ln2 t)2
+ · · · + τ(t)
8(t ln t ln2 t . . . lnk t)2
]
e−1 · exp
∫ t
t−τ(t)
λk(s)ds
≤ 1
τ(t)
− 1
2t
− 1
2t ln t
− 1
2t ln t ln2 t
− · · · − 1
2t ln t ln2 t . . . lnk t
− τ
2(t)
8t3
+ O
(
τ 2(t)
t3 ln t
)
.
Comparing the left-hand side L of (5) and the right-hand sideR of (5) we conclude that for L ≥ R
0 ≥ −τ
2(t)
8t3
+ O
(
τ 2(t)
t3 ln t
)
is sufficient. This inequality obviously holds as t → ∞. Therefore, (5) is valid and (11) has a positive solution
x = µk(t). Now it remains to apply Lemma 4 with A(t) := akτ (t). Consequently, (1) has a positive solution x = x(t)
that satisfies the inequality x(t) < µk(t) as t →∞. For µk(t), we have an estimate
µk(t) < exp
(
−
∫ t
t0−τ(t0)
λk(s)ds
)
=
(
t ln t . . . lnk t
(t0 − τ(t0)) ln(t0 − τ(t0)) . . . lnk(t0 − τ(t0))
) 1
2
exp
(
−
∫ t
t0−τ(t0)
1
τ(s)
ds
)
.
From the linearity of (1), it follows that there exists a positive solution satisfying (10). 
3.2. Second criterion
The second sufficient condition for the existence of a positive solution can be derived from inequality (5).
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Theorem 5. Let us assume that
a(t) ≤ 1
τ(t)
· exp
(
−
∫ t
t−τ(t)
ds
τ(s)
)
(12)
as t →∞. Then there exists a positive solution x = x(t) of (1). Moreover,
x(t) < exp
(
−
∫ t
t0−τ(t0)
ds
τ(s)
)
.
Since the statement of Theorem 5 is a straightforward consequence of (5) with λ(t) := 1/τ(t), no proof is necessary.
We remark only that, for τ(t) = τ = const, inequality (12) gives a classical sufficient condition for the existence of
positive solutions, namely, the condition a(t) ≤ 1/(τe).
4. Analysis of both criteria
To compare Theorem 4 with Theorem 5, we will investigate equation (1), where
τ(t) := c + d/t (13)
and c, d are positive constants, i.e., we consider an equation
x˙(t) = −a(t)x(t − c − d/t). (14)
4.1. Application of the first criterion
The delay (13) is decreasing, tends to c as t →∞ and satisfies the inequality∫ t
t−τ(t)
ds
τ(s)
< 1.
If
a(t) ≤ akτ (t) (15)
for an integer k ≥ 0 as t → ∞ then, by Theorem 4, Eq. (14) has a positive solution. We will first develop several
terms of the asymptotic decomposition of akτ (t) with τ(t) given by (13) if t →∞ and rewrite condition (15). We get
sufficient condition for the existence of a positive solution of (14) in the form
a(t) ≤ akτ (t) = 1ec −
d
ec2
· 1
t
+ 1
e
·
(
d2
c3
+ c
8
)
· 1
t2
+ o
(
1
t2
)
. (16)
Remark 2. The right-hand side of (16) was obtained only with the aid of two terms of expression (9) and does
not explicitly contain index k. In other words, we used only the necessary (for our following analysis) part of the
expression (9). Therefore, our decomposition and, consequently, inequality (16) holds for every k ≥ 0.
4.2. Application of the second criterion
We compute∫ t
t−τ(t)
ds
τ(s)
=
∫ t
t−c−d/t
ds
c + d/s =
[
s
c
− d
c2
ln(cs + d)
]t
t−c−d/t
= 1+ d
ct
− d
c2
ln
t
t − c .
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Now we are able to asymptotically decompose the right-hand side of inequality (12) as t →∞. We get
1
τ(t)
· exp
(
−
∫ t
t−τ(t)
ds
τ(s)
)
= 1
c + d/t · exp
(
−1− d
ct
+ d
c2
ln
t
t − c
)
= 1
ec
· 1
1+ d/(ct) ·
(
t − c
t
)−d/c2
· e−d/(ct)
= [to decompose the third term, we use Lemma 1 withσ = −d/c2 and τ(t) ≡ c in (6)]
= 1
ec
·
(
1− d
ct
+ d
2
c2t2
+ o
(
1
t2
))
·
(
1+ d
ct
+ d(d + c
2)
2c2t2
+ o
(
1
t2
))
×
(
1− d
ct
+ d
2
2c2t2
+ o
(
1
t2
))
= 1
ec
− d
ec2
· 1
t
+ 1
e
·
(
d2
c3
+ d
2c
)
· 1
t2
+ o
(
1
t2
)
.
Finally, by the second criterion, the sufficient condition for the existence of a positive solution of (14) is
a(t) ≤ 1
ec
− d
ec2
· 1
t
+ 1
e
·
(
d2
c3
+ d
2c
)
· 1
t2
+ o
(
1
t2
)
. (17)
4.3. Final comparison
Comparing the right-hand sides of expressions (16) and (17), we see that the first two terms of both decompositions
coincide. The quality of every criterion is expressed by the coefficients of the term 1/t2, i.e., by the coefficient
C I2 =
1
e
·
(
d2
c3
+ c
8
)
in the case of expression (16) and by the coefficient
C II2 =
1
e
·
(
d2
c3
+ d
2c
)
in the case of expression (17). We conclude C I2 < C
II
2 if c
2 < 4d and C I2 > C
II
2 if c
2 > 4d. Thus, we have
Theorem 6. The first criterion is more general in the case of c2 > 4d; the second criterion is more general if
c2 < 4d.
5. Theorem 1 cannot be generalized for variable delay
Let us formulate the following natural conjecture which is a generalization of Theorem 1 for variable delay (we
omit the inequality for a positive solution):
Conjecture 1. Let us assume
∫ t
t−τ(t) ds/τ(s) ≤ 1 as t →∞.
(a) If
a(t) ≤ akτ (t)
with akτ (t) defined by formula (9) for t → ∞ and an integer k ≥ 0, then there exists a positive solution x = x(t)
of (1).
(b) If
a(t) > ak−2,τ (t)+ θτ(t)
8e(t ln t ln2 t . . . lnk−1 t)2
(18)
for t →∞, an integer k ≥ 2 and a constant θ > 1, then all the solutions of (1) oscillate.
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Comparing the results in Section 4, we can conclude that the Conjecture 1 does not hold. This can be proved by
showing that Conjecture 1 is false for at least one variable delay. We will show that it does not hold for an equation of
the type (14) with variable delay (13). We set c = d = 1, τ(t) = 1+ 1/t , k = 2,
a(t) := 1
e
(
1− 1
t
+ 4
3
· 1
t2
)
and consider an equation of the type (14), i.e.,
x˙(t) = −1
e
(
1− 1
t
+ 4
3
· 1
t2
)
x
(
t − 1− 1
t
)
. (19)
We will verify inequality (18). Due to Remark 2 and the decomposition (16), we have
a0τ (t)+ θτ(t)
8e(t ln t)2
= 1
e
(
1− 1
t
+ 9
8
· 1
t2
)
+ o
(
1
t2
)
as t →∞. Inequality (18) holds since
a(t) = 1
e
(
1− 1
t
+ 4
3
· 1
t2
)
> a0τ (t)+ θτ(t)
8e(t ln t)2
= 1
e
(
1− 1
t
+ 9
8
· 1
t2
)
+ o
(
1
t2
)
as t →∞. Then all the solutions of (19) should oscillate by Conjecture 1, part (b). In our case, however,
a(t) = 1
e
(
1− 1
t
+ 4
3
· 1
t2
)
<
1
e
(
1− 1
t
+ 3
2
· 1
t2
)
+ o
(
1
t2
)
as t → ∞ and inequality (17) holds. Then, by Theorem 5, Eq. (19) has a positive solution as t → ∞. This is a
contradiction with Conjecture 1.
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