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Synisothesis
The cross covariogram gK ,L of two convex sets K and L in Rn is the
function which associates to each x ∈Rn the volume of K ∩ (L+ x).
We prove that when K and L are either convex polygons or planar
convex cones, gK ,L determines both K and L, up to a described
family of exceptions. These results imply that, when K and L are in
these classes, the information provided by the cross covariogram is
so rich as to determine not only one unknown body, as required
by Matheron’s conjecture, but two bodies, with a few classiﬁed
exceptions.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Let K and L be convex sets in Rn , n 2, and let λn stand for the n-dimensional Lebesgue measure.
The cross covariogram gK ,L of K and L is the function deﬁned by
gK ,L(x) = λn
(
K ∩ (L + x)),
where x ∈Rn is such that λn(K ∩ (L+ x)) is ﬁnite. This function, introduced by Cabo and Janssen [10],
coincides with the convolution of the characteristic function 1K of K with the characteristic func-
tion 1−L of the reﬂection of L in the origin, that is,
gK ,L = 1K ∗ 1−L . (1.1)
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denoted by gK and is called covariogram or set covariance of K . Observe that gK is clearly unchanged
by translations or reﬂections of K (in this paper the term reﬂection will always mean reﬂection in a
point). In 1986 Matheron [14, p. 20] asked the following question and conjectured a positive answer
for the case n = 2.
Covariogram problem. Does gK determine a convex body K , among all convex bodies, up to transla-
tions and reﬂections?
We recall that a convex body is a convex compact set with non-empty interior. It is known that the
covariogram problem is equivalent to any of the following problems (see [4] for a detailed explana-
tion).
(P1) Determine a convex body K by the knowledge of the distribution of the lengths of the chords
of K parallel to u, for each unit vector u in Rn .
(P2) Determine a convex body K by the distribution of X − Y , where X and Y are independent
random variables uniformly distributed over K .
(P3) Determine the characteristic function 1K of a convex body K from the modulus of its Fourier
transform 1̂K .
Chord-length distributions are of wide interest beyond mathematics and are common in stereology,
statistical shape recognition and image analysis, where properties of an unknown body have to be in-
ferred from chord length measurements; see Schmitt [16], Cabo and Baddeley [9], Serra [18] and
Mazzolo, Roesslinger and Gille [15]. Problem (P2) was asked by Adler and Pyke [1] in 1991; see
also [2]. Problem (P3) is a special case of the phase retrieval problem, where 1K is replaced by a
function with compact support. The phase retrieval problem has applications in X-ray crystallography,
optics, electron microscopy and other areas, references to which may be found in [8]. Very recently,
Baake and Grimm [5] have proved that the covariogram problem is particularly relevant for ﬁnding
the atomic structure of a quasicrystal from its X-ray diffraction image.
Averkov and Bianchi [4] prove that the covariogram problem has a positive answer in the plane,
conﬁrming Matheron’s conjecture. In higher dimensions a complete answer is known only when K is
a convex polytope. Bianchi [6] proves that in Rn , for every n 4, there are pairs of convex polytopes
with equal covariograms which are not translations or reﬂections of each other. On the other hand,
the answer to the covariogram problem for a three-dimensional convex polytope is positive, as proved
by Bianchi [7]. Cabo and Janssen [10] prove that gC,−C determines every regular (equal to the closure
of its interior) compact set C in Rn , n 2. This result clearly implies that the covariogram determines
each centrally symmetric regular compact set in Rn .
When K is a planar convex body, the information provided by gK seems to be richer than is
necessary to determine K . For instance, for a convex body K whose boundary is C2 regular and
has non-zero curvature, Averkov and Bianchi [3] indicate some subsets of the support of gK , with
arbitrarily small Lebesgue measure, such that gK restricted to those subsets identiﬁes K . In this paper
we investigate this richness of information from a different point of view, trying to understand which
information gK ,L carries about the two convex sets K and L.
Let K , L, K ′ and L′ be convex sets in R2. The translation of K and L by the same vector, and the
substitution of K with −L and of L with −K , leave gK ,L unchanged. We call (K , L) and (K ′, L′) trivial
associates when one pair is obtained by the other one via a combination of the two operations above,
that is, when either (K , L) = (K ′ + x, L′ + x) or (K , L) = (−L′ + x,−K ′ + x), for some x ∈R2. We study
the following question.
Cross covariogram problem. Does gK ,L determine the pair of closed convex sets (K , L), among all
pairs of closed convex sets, up to trivial associates?
We are able to provide a complete answer when K and L are convex polygons, and also when
they are planar convex cones. The obtained results imply that the information provided by the cross
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body, as required by Matheron’s conjecture, but two bodies, with a few classiﬁed exceptions.
Assume K and L are convex polygons. In this case the answer to the cross covariogram prob-
lem is negative as Examples 4.1 and 5.2 show (see Figs. 3 and 4). For each choice of some real
parameters there exist four pairs of parallelograms (K1,L1), . . . , (K4,L4) such that, for i = 1,3,
gKi ,Li = gKi+1,Li+1 but (Ki,Li) is not a trivial associate of (Ki+1,Li+1). Theorem 1.1 proves that,
up to an aﬃne transformation, the previous counterexamples are the only ones.
Theorem 1.1. Let K and L be convex polygons and K ′ and L′ be planar closed convex sets with gK ,L = gK ′,L′ .
Assume that there exist no aﬃne transformation T and no different indices i, j, with either i, j ∈ {1,2} or i, j ∈
{3,4}, such that (T K ,T L) and (T K ′,T L′) are trivial associates of (Ki,Li) and of (K j,L j), respectively. Then
(K , L) is a trivial associate of (K ′, L′).
Theorem 1.1 has a probabilistic interpretation in terms of a generalisation of Problem (P2). It im-
plies that the distribution of the difference X−Y of two independent random variables X and Y , with
X uniformly distributed over a convex polygon K and Y uniformly distributed over a convex poly-
gon L, together with λ2(K )λ2(L), determines both K and L, up to some inherent ambiguities, with
a few exceptions. This result is a consequence of Theorem 1.1 because the probability distribution
of X − Y is gK ,L/(λ2(K )λ2(L)), by (1.1).
Another motivation for Theorem 1.1 comes from the proof of the positive answer to the covar-
iogram problem for three-dimensional convex polytopes mentioned above, of which Theorem 1.1
constitutes a crucial step. The two problems are connected because when K and L are parallel an-
tipodal facets of a three-dimensional convex polytope P , gP provides gK ,L , and Theorem 1.1 helps to
determine those pairs of facets; see [7] for the details.
The previous theorem has something to say also regarding the symmetries of gK ,L . It is evident
that gK (x) = gK (−x) for every x ∈ Rn , but the cross covariogram is not always an even function. In
general one only has gK ,L(−x) = gL,K (x).
Corollary 1.2. Let K and L be convex polygons. Then there exists z ∈ R2 such that gK ,L(z + x) = gK ,L(z − x)
for every x ∈R2 if and only if either K = L + z or both K and L + z are centrally symmetric with equal centre.
Mani-Levitska [12] saw the study of the cross covariogram problem for pairs of polyhedral convex
cones in R3 as a step towards the solution of the covariogram problem for polytopes in R3, and
indeed [7] contains some results in this direction. These results for cones in R3 are not exhaustive,
but the cross covariogram problem for planar convex cones can be completely understood. Let A, A′ , B
and B ′ be convex cones in R2 with apex the origin O . We assume A∩ B = {O }, because otherwise, for
each x ∈ R2, either gA,B(x) = 0 or gA,B(x) is not ﬁnite, and gA,B gives almost no information. Since
the cones have apex O , (A, B) and (A′, B ′) are trivial associates if and only if {A,−B} = {A′,−B ′}.
Example 3.1 (see Fig. 1) presents two different pairs of convex cones (A1,B1) and (A2,B2) with
equal cross covariogram and Theorem 1.3 proves that, up to linear transformations, these are the only
counterexamples.
Theorem 1.3. Let A, B, A′ and B ′ be pointed closed convex cones in R2 with non-empty interior and apex
the origin O , such that A ∩ B = {O }. The identity gA,B = gA′,B ′ holds true if and only if one of the following
alternatives occurs:
(i) {A,−B} = {A′,−B ′};
(ii) there exist a linear transformation T and i, j ∈ {1,2}, i = j, such that
{T A,−T B} = {Ai,−Bi} and {T A′,−T B ′} = {A j,−B j}. (1.2)
A crucial notion in the proof of Theorem 1.1 is that of synisothetic pairs of polytopes, intro-
duced by [7] and explained in Section 2. In Section 4 we prove that, up to aﬃne transformations,
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not synisothetic. To establish this result we use also Theorem 1.3, whose proof is contained in Sec-
tion 3. The proofs of Theorem 1.1 and of Corollary 1.2 are contained in Section 6. We conclude by
mentioning that Lemma 5.1 is a technical result which may be of interest by itself.
2. Deﬁnitions, notations and preliminaries
As usual, Sn−1 denotes the unit sphere in Rn , centred at the origin O . For x, y ∈ Rn , ‖x‖ is the
Euclidean norm of x and x · y denotes the scalar product. For δ > 0, B(x, δ) denotes the open ball
in Rn centred at x and with radius δ. For θ ∈ [0,2π ] we write u(θ) = (cos θ, sin θ) ∈ S1.
If A ⊂ Rn we denote by int A, cl A, ∂ A and conv A the interior, closure, boundary and convex hull
of A, respectively. The symmetric difference of the sets A and B is deﬁned by A  B = (A \ B)∪ (B \ A).
The Minkowski sum of A and B is
A + B = {x+ y: x ∈ A, y ∈ B}.
For the sake of brevity we will write A + (−B) = A − B . We write λk for the k-dimensional Lebesgue
measure in Rn , where k = 1, . . . ,n, and where we identify λk with the k-dimensional Hausdorff mea-
sure.
A convex body K ⊂ Rn is a compact convex set with non-empty interior. The symbols relbd K
and relint K indicate respectively the relative boundary and the relative interior of K . The difference
body of K is deﬁned by DK = K − K . The support function of K is deﬁned, for x ∈ Rn , by hK (x) =
sup{x · y: y ∈ K }. Given x, y ∈ Rn , we write [x, y] for the line segment with endpoints x and y.
When K is a planar convex body and a,b ∈ ∂K , the symbol (a,b)∂K denotes the set of points in ∂K
which strictly follow a and strictly precede b in counterclockwise order on ∂K , and [a,b]∂K denotes
(a,b)∂K ∪ {a,b}. Given an arc Ω ⊂ ∂K with clΩ = [a,b]∂K , we call a the lower endpoint of Ω , b its
upper endpoint, and, with a small abuse of notation, we will call (a,b)∂K the relative interior of Ω .
Given u, v ∈ S1, v  u means v ∈ (u,−u)S1 ∪ {u}, while v > u means v ∈ (u,−u)S1 ∪ {−u}.
Let x belong to a convex polytope P in Rn . The normal cone of P at x is denoted by N(P , x) and is
the set of all outer normal vectors of P at x together with O . The support cone of P at x is the set
cone(P , x) = {μ(y − x): y ∈ P , μ 0}.
If F is a face of P and x ∈ relint F , we deﬁne cone(P , F ) = cone(P , x). This deﬁnition does not depend
on the choice of x. If u ∈ Sn−1, the exposed face of P in direction u is
Pu =
{
x ∈ P : x · u = hP (u)
}
.
It is the unique proper face of P such that the relative interior of its normal cone contains u.
[17, Theorem 1.7.5(c)] proves that, when P and Q are convex polytopes in Rn and u ∈ Sn−1, we have
(P + Q )u = Pu + Qu . (2.1)
In this paper the term cone always means cone with apex O . A convex cone is pointed if its apex
is a vertex. Let (ρ, θ) denote polar coordinates in R2 and let α,β ∈ [0,2π ], with α < β . For brevity
we write {θ = α} for the ray {(ρ, θ): θ = α} and {α  θ  β} for the cone {(ρ, θ): θ ∈ [α,β]}.
Let K and L be convex bodies such that gK ,L is ﬁnite everywhere, let T be a non-degenerate aﬃne
transformation, let x ∈ Rn , and let supp f denote the support of the function f . It is easy to prove
that
supp gK ,L = K − L, (2.2)
gT K ,T L(x) = |detT |gK ,L
(T −1x). (2.3)
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In particular, when A and B are convex cones with A ∩ B = {O } we have
supp gA,B = A − B = conv
(
A ∪ (−B)). (2.4)
Synisothesis. Let P and Q be convex polytopes in Rn , let F be a proper face of P , and let G be
a proper face of Q . We say that F and G are isothetic if G is a translate of F and cone(P , F ) =
cone(Q ,G).
Given convex polytopes P1, P2, Q 1 and Q 2 in Rn we say that (P1, P2) and (Q 1, Q 2) are syniso-
thetic if given any proper face F of P1 or of P2 there is a proper face G of Q 1 or of Q 2 (and
conversely) such that F and G are isothetic.
Let K , K ′ , L and L′ be convex polygons. Throughout the paper the concept of synisothesis of pairs
of type (K ,−L) and (K ′,−L′) will appear several times. It is therefore convenient, for later use, to
express this concept in two equivalent ways. It is clear that (K ,−L) and (K ′,−L′) are synisothetic if
and only if, for each u ∈ S1, one of the following properties hold:
Ku is isothetic to K ′u and (−L)u is isothetic to (−L′)u; (2.5)
Ku is isothetic to (−L′)u and (−L)u is isothetic to K ′u . (2.6)
Observe that Ku is isothetic to K ′u if and only if either both are edges of equal length or both are
vertices with equal support cones. Thus, (K ,−L) and (K ′,−L′) are synisothetic if and only if the
following equalities hold for each u ∈ S1:
{
λ1(Ku), λ1
(
(−L)u
)}= {λ1(K ′u), λ1((−L′)u)}; (2.7){
cone(K , Ku), cone
(−L, (−L)u)}= {cone(K ′, K ′u), cone(−L′, (−L′)u)}. (2.8)
3. The cross covariogram problem for planar convex cones
Let us introduce the counterexample to the cross covariogram problem for cones.
Example 3.1. Let A1 = {0 θ  3π/4}, B1 = −{π/4 θ  π/2}, A2 = {0 θ  π/4} and B2 =
−{π/2 θ  3π/4}; see Fig. 1. Clearly {A1,−B1} = {A2,−B2}. Elementary calculations prove that
gA1,B1 = gA2,B2 . Indeed, if x = (x1, x2) in Cartesian coordinates, then
gA1,B1 (x) = gA2,B2(x) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
x22/2 if x ∈ {0 θ  π/4},
(x22 − x21 + 2x1x2)/4 if x ∈ {π/4 θ  π/2},
(x1 + x2)2/4 if x ∈ {π/2 θ  3π/4},
0 if x /∈ {0 θ  3π/4}.
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The set S(A, B) = cl{x ∈R2: gA,B is not C2 at x} coincides with ∂ A ∪ (−∂B).
Proof. Let x0 ∈R2 \ (∂ A ∪ (−∂B)). If x lies in a suﬃciently small connected neighbourhood W of x0,
then the vertex x of B + x does not belong to ∂ A, and the vertex O of A does not belong to ∂B + x.
Thus, if A ∩ (B + x0) = ∅ then A ∩ (B + x) = ∅. Moreover, if A ∩ (B + x0) = ∅ and x˜ ∈ int(A ∩ (B + x0)),
then the number of edges E1(x), . . . , Es(x) of A ∩ (B + x) is constant in W and both their length
and their distance from x˜ are C2 functions of x. Since gA,B(x) is the sum, for i = 1, . . . , s, of the
areas of the triangles with apex x˜ and basis Ei(x), gA,B(x) is a C2 function of x in W . This proves
S(A, B) ⊂ ∂ A ∪ (−∂B).
Let B = {α  θ  β}, for suitable α,β ∈ [0,2π ] with 0 < β − α < π , and let x /∈ ∂ A. We have
∂ gA,B
∂u(β)
(x) = − sin(β − α)λ1
(
A ∩ (x+ {θ = α})). (3.1)
Indeed, as ε → 0+ , we have
gA,B
(
x+ εu(β))− gA,B(x) = −λ2(A ∩ ((B + x) \ (B + x+ εu(β))))
= −ε sin(β − α)λ1
(
A ∩ (x+ {θ = α}))+ o(ε),
since A∩((B+x)\(B+x+εu(β))) is a rectangle of basis λ1(A∩(x+{θ = α})) and height ε sin(β −α),
up to triangles of edge-lengths proportional to ε. This formula, and a similar one valid as ε → 0− ,
imply (3.1). Similar arguments prove ∂λ1(A ∩ (x+ {θ = α}))/∂u(α) = −1A(x). Thus
∂2gA,B
∂u(α)∂u(β)
(x) = sin(β − α)1A(x).
This formula proves ∂ A ⊂ S(A, B). A similar formula for the second order mixed derivative of gA,B
in the directions of the edges of A proves −∂B ⊂ S(A, B). 
Proof of Theorem 1.3. If A, B , A′ and B ′ satisfy Alternative (i) or (ii), then the identity gA,B = gA′,B ′
is a consequence of (2.3) and of gA1,B1 = gA2,B2 .
Let us prove the converse implication. We remark that A ∩ B = {O } implies gA,B(x) < +∞ for all
x ∈ R2, and the latter and the identity gA,B = gA′,B ′ imply A′ ∩ B ′ = {O }. We have conv(A ∪ (−B)) =
conv(A′ ∪ (−B ′)) = supp gA,B , by (2.4). Moreover, the assumptions on A and B imply that conv(A ∪
(−B)) is a pointed cone. Choose polar coordinates (ρ, θ) so that supp gA,B ⊂ {0 θ < π}. Lemma 3.2
proves that ∂ A ∪ (−∂B) is determined by gA,B . If ∂ A ∪ (−∂B) consists of two rays, then both A and
−B coincide with the convex cone bounded by those rays. Therefore {A,−B} is determined by gA,B
and gA,B = gA′,B ′ implies (i).
Assume that ∂ A ∪ (−∂B) consists of three rays. Let 0  θ1 < θ2 < θ3 < π be the angles corre-
sponding to these rays. Clearly exactly one among the rays that bound A and −B coincides with
∂ A ∩ (−∂B). As ε → 0+ we have
gA,B
(
u(θ1 + ε)
)= {ε + o(ε) if {θ = θ1} = ∂ A ∩ (−∂B);
o(ε) otherwise.
Indeed, if {θ = θ1} = ∂ A ∩ (−∂B) then A ∩ (B + u(θ1 + ε)) is a rectangle of basis cosε and height
sinε, up to triangles of edge-lengths proportional to sinε, while if {θ = θ1} = ∂ A ∩ (−∂B) then A ∩
(B +u(θ1 +ε)) is a triangle of edge-lengths proportional to sinε. An analogous formula, with {θ = θ3}
substituting {θ = θ1}, holds for gA,B(u(θ3 − ε)). From the asymptotic behaviour of gA,B(u(θ1 + ε))
and gA,B(u(θ3 − ε)) it is thus possible to understand which of the tree rays {θ = θ1}, {θ = θ2} and
{θ = θ3} coincides with ∂ A ∩ (−∂B). If, for instance, {θ = θ2} = ∂ A ∩ (−∂B), then we necessarily have
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either A = {θ1  θ  θ2} and −B = {θ2  θ  θ3} or else −B = {θ1  θ  θ2} and A = {θ2  θ  θ3}.
Thus {A,−B} is determined. Similar arguments prove that {A,−B} is determined when ∂ A ∩ (−∂B)
coincides with {θ = θ1} or with {θ = θ3}. The equality gA,B = gA′,B ′ implies (i).
Assume that ∂ A ∪ (−∂B) consists of four rays, say {θ = θi}, i = 1, . . . ,4, with 0  θ1 < θ2 < θ3 <
θ4 < π . Let P2 be the parallelogram bounded by the rays {θ = θ1} and {θ = θ4} and by the lines which
are parallel to these rays and contain u(θ2) (see Fig. 2). Let a2 = O be the vertex of P2 in {θ = θ4},
b2 = O be the vertex of P2 in {θ = θ1} and let c2 = {θ = θ3} ∩ [u(θ2),a2]. There are three possible
cases.
Case 1. {A,−B} = {{θ1  θ  θ3}, {θ2  θ  θ4}}.
It is easy to see that A ∩ (B + u(θ2)) is equal to the triangle conv{O ,u(θ2),b2} when A =
{θ1  θ  θ3} and −B = {θ2  θ  θ4} (see Fig. 2(a)), and it is equal to the triangle conv{O ,u(θ2),a2}
when A = {θ2  θ  θ4} and −B = {θ1  θ  θ3}. In each case we have
gA,B
(
u(θ2)
)= 1
2
λ2(P2). (3.2)
Case 2. {A,−B} = {{θ2  θ  θ3}, {θ1  θ  θ4}}.
Suppose that A = {θ2  θ  θ3} and −B = {θ1  θ  θ4}. The set A∩(B+u(θ2)) is strictly contained
in the triangle T = conv(O ,u(θ2),a2) (see Fig. 2(b)). Moreover the ratio between λ2(A ∩ (B + u(θ2)))
and λ2(T ) equals the ratio between ‖u(θ2) − c2‖ and ‖u(θ2) − a2‖. Thus
gA,B
(
u(θ2)
)= ‖u(θ2) − c2‖
2‖u(θ2) − a2‖λ2(P2) <
1
2
λ2(P2). (3.3)
The same formulas also hold when −B = {θ2  θ  θ3} and A = {θ1  θ  θ4}.
Case 3. {A,−B} = {{θ1  θ  θ2}, {θ3  θ  θ4}}.
Arguments similar to those of Case 2 prove the following formula:
gA,B
(
u(θ2)
)= ‖c2 − a2‖
2‖u(θ2) − a2‖λ2(P2) <
1
2
λ2(P2). (3.4)
The comparison of the values of gA,B(u(θ2)) in (3.2), (3.3) and (3.4) distinguishes Case 1 from the
others. Moreover, it distinguishes Case 2 from Case 3 except when c2 divides the segment [u(θ2),a2]
in two equal parts. Assume that this happens and let T be a non-singular linear transformation which
maps the ray {θ = θi} in {θ = (i − 1)π/4}, for i = 1,2,4. The assumption regarding c2 easily implies
T {θ = θ3} = {θ = π/2}.
The same analysis, with the same θi , is also valid for A′ and B ′ . If the same case applies to
(A, B) and to (A′, B ′), then {A,−B} = {A′,−B ′}. The only possibility left is that there exists an aﬃne
transformation T such that T {θ = θi} = {θ = (i − 1)π/4}, for i = 1, . . . ,4, Case 2 applies to (A, B)
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which are not synisothetic.
and Case 3 applies to (A′, B ′) (or vice versa). If this happens, then Alternative (ii) in Theorem 1.3
holds. 
Remark 3.3. Observe that intA1∩ int(−B1) = ∅ and intA2∩ int(−B2) = ∅. Thus, if int A∩ int(−B) and
int A′ ∩ int(−B ′) are both empty or both non-empty, then Theorem 1.3 implies {A,−B} = {A′,−B ′}.
Remark 3.4. In the previous proof it is clear that the linear map T in Theorem 1.3 preserves the
order of the rays, that is, the ray T −1{θ = iπ/4} follows in counterclockwise order the ray T −1{θ =
(i − 1)π/4}, for i = 1,2,3.
4. Cross covariogram and synisothesis
The next example is due to this author and R.J. Gardner.
Example 4.1. Let α,β,γ and δ be positive real numbers, y ∈ R2, I1 = [(−1,0), (1,0)], I2 =
1/
√
2 [(−1,−1), (1,1)], I3 = [(0,−1), (0,1)] and I4 = 1/
√
2 [(1,−1), (−1,1)]. We deﬁne four par-
allelograms as follows:
K1 = α I1 + β I2, L1 = γ I3 + δ I4 + y, K2 = α I1 + δ I4 and L2 = β I2 + γ I3 + y.
See Fig. 3. The pairs (K1,−L1) and (K2,−L2) are not synisothetic (no vertex in the second pair
has a support cone equal to the support cone of the top vertex of L1 or to its reﬂection). Moreover
gK1,L1 = gK2,L2 . To prove it, let Xi and Yi be independent random variables uniformly distributed
over Ki and Li , for i = 1,2, and let Z1, . . . , Z4 be independent random variables uniformly distributed
over I1, . . . , I4, respectively. Then X1 = αZ1 + β Z2, Y1 = γ Z3 + δZ4 + y, X2 = αZ1 + δZ4 and Y2 =
β Z2 + γ Z3 + y. Moreover we have
X1 − Y1 = X2 − Y2, (4.1)
because Z2 = −Z2 and Z4 = −Z4. The distribution of probability of Xi − Yi is 1Ki ∗ 1−Li/
(λ2(Ki)λ2(Li)). Observe that λ2(K1)λ2(L1) = 8αβγ δ = λ2(K2)λ2(L2). Therefore (4.1) and (1.1) imply
gK1,L1 = 1K1 ∗ 1−L1 = 1K2 ∗ 1−L2 = gK2,L2 .
Proposition 4.2. Let K and L be convex polygons, K ′ and L′ be planar closed convex sets with gK ,L = gK ′,L′ .
Then K ′ and L′ are polygons. Assume, moreover, that there is no aﬃne transformation T and no different
indices i, j ∈ {1,2} such that (T K ,T L) and (T K ′,T L′) are trivial associates of (Ki,Li) and (K j,L j), re-
spectively. Then (K ,−L) and (K ′,−L′) are synisothetic.
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that (K ,−L) and (K ′,−L′) are synisothetic if and only if for each u ∈ S1 both (2.7) and (2.8) hold.
We will prove that (2.7) holds for each u, while (2.8) fails for some u exactly when (T K ,T L) and
(T K ′,T L′) are trivial associates of (Ki,Li) and (K j,L j), respectively.
Observe that the set K ′ − L′ is a polygon, because K ′ − L′ = K − L by (2.2). This may happen
only if K ′ and L′ are polygons. The function gK ,L determines its support K − L and, for all u ∈ S1, it
determines also λ1(Ku) + λ1(L−u), since (2.1) implies
λ1
(
(K − L)u
)= λ1(Ku) + λ1(L−u). (4.2)
Claim 4.2.1. The function gK ,L determines {λ1(Ku), λ1(L−u)} for each u ∈ S1 .
Proof. If (K − L)u is a vertex, then both Ku and L−u are vertices, by (4.2). In this case {λ1(Ku),
λ1(L−u)} = {0}.
Assume that (K − L)u is an edge. In this case at least one between Ku and L−u is an edge. Let
x be the midpoint of (K − L)u and, for suﬃciently small ε > 0, let us consider K ∩ (L + x− εu) (this
corresponds to translating L so that the translated midpoint of L−u is close to the midpoint of Ku).
We have
gK ,L(x− εu) = min
{
λ1(Ku), λ1(L−u)
}
ε + o(ε), (4.3)
since K ∩ (L + x − εu) is a rectangle of basis min{λ1(Ku), λ1(L−u)} and height ε, up to triangles of
edge-lengths proportional to ε.
If gK ,L(x − εu) = o(ε), then min{λ1(Ku), λ1(L−u)} = 0, that is, either Ku is an edge and L−u is a
vertex, or vice versa. If, for instance, L−u is a vertex, then the length of Ku is determined, since it
equals the length of (K − L)u .
If gK ,L(x − εu)  αε, for some constant α > 0, then both Ku and L−u are edges. From (4.3) we
obtain the minimum of the lengths of these edges. Since the sum of these lengths is determined
by (4.2), the pair {λ1(Ku), λ1(L−u)} is known. 
Let z0, . . . , zn , w0, . . . ,wt , z′0, . . . , z′n′ , w
′
0, . . . ,w
′
t′ and q0, . . . ,qp denote respectively the vertices
of K , L, K ′ , L′ and K − L = K ′ − L′ in counterclockwise order on the respective boundaries. Here we
write zn+1 = z0, wt+1 = w0, z′n′+1 = z′0, w ′t′+1 = w ′0 and qp+1 = q0. For each j, let A j = cone(K , z j),
B j = cone(L,w j), A′j = cone(K ′, z′j) and B ′j = cone(L′,w ′j). Each vertex of K − L is the difference
of a vertex of K and of one of L, and also of a vertex of K ′ and of one of L′ . Assume that qm =
zs − wl = z′h − w ′k . The deﬁnition of support cone easily implies cone(K − L, zs − wl) = As − Bl . Since
the support cone in a vertex is always pointed, this formula implies As ∩ Bl = {O }. In a neighbourhood
of zs , K equals As + zs , while in a neighbourhood of wl , L equals Bl + wl . If x belongs to a small
neighbourhood of qm , then we have
K ∩ (L + x) = (As + zs) ∩ (Bl + wl + x)
and this set is a translate of As ∩ (Bl + x−qm). The function gAs,Bl is thus determined, in a neighbour-
hood of O , by gK ,L . Since gAs,Bl is homogeneous of degree 2 it is determined on its entire domain.
Similar considerations apply to (K ′, L′) and imply gAs,Bl = gA′h,B ′k .
We say that the vertex qm = zs − wl = z′h − w ′k is ambiguous if {As,−Bl} = {A′h,−B ′k}.
It is elementary to check that when [zs, zs+1] and [wl,wl+1] are parallel we have
[qm,qm+1] = [zs, zs+1] − [wl,wl+1], (4.4)
while when they are not parallel we have either
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[qm,qm+1] = zs − [wl,wl+1]. (4.6)
Claim 4.2.2. Let qm = zs − wl and assume that qm is ambiguous. Then qm+1 is ambiguous too and
(4.4) does not hold. Moreover, when (4.5) holds, [zs−1, zs] and [zs+1, zs+2] are parallel, while when (4.6)
holds, [wl−1,wl] and [wl+1,wl+2] are parallel.
Proof. Choose polar coordinates (ρ, θ) so that [qm,qm+1] is parallel to {θ = 0} and As and −Bl are
contained in {0  θ  π}. Since conv(As ∪ (−Bl)) = conv(A′h ∪ (−B ′k)), by (2.4), also A′h and −B ′k
are contained in {0  θ  π}. Theorem 1.3 proves that there exist a linear transformation T and i,
j ∈ {1,2}, with i = j, such that Alternative (ii) of Theorem 1.3 occurs, with A = As , B = Bl , A′ = A′h
and B ′ = B ′k . Since no edge of Ai is parallel to an edge of −Bi , for each choice of i, (1.2) implies
that no edge of K adjacent to zs is parallel to an edge of L adjacent to wl . This rules out (4.4).
Analogous arguments rule out [qm,qm+1] = [z′h, z′h+1] − [w ′k,w ′k+1]. The latter implies that [qm,qm+1]
equals either [z′h, z′h+1] − w ′k or z′h − [w ′k,w ′k+1].
Assume (4.5) and [qm,qm+1] = [z′h, z′h+1] − w ′k . This clearly implies
As = {0 θ  α}, A′h = {0 θ  α′}, (4.7)
and
As+1 = {β  θ  π} A′h+1 = {β ′  θ  π}, (4.8)
for suitable α, α′ , β and β ′ in (0,π). It also implies qm+1 = zs+1−wl = z′h+1−w ′k . For t = 1,2,3,4, let
θt ∈ [0,2π) be such that {θ = θt} = T −1{θ = (t−1)π/4}. The cones As , −Bl , A′h and −B ′k are bounded
by the rays {θ = θt}, by (1.2). By Remark 3.4, and since these cones are contained in {0 θ  π}, we
may assume
0 θ1 < θ2 < θ3 < θ4  π and θ4 = θ1 + π. (4.9)
Moreover, the identities in (4.7) imply that one of the θt (necessarily θ1, by (4.9)) equals 0. Assume
i = 1 and j = 2 in (1.2). The condition (1.2), when expressed in terms of the θt , becomes
{As,−Bl} =
{{0 θ  θ4}, {θ2  θ  θ3}} and{
A′h,−B ′k
}= {{0 θ  θ2}, {θ3  θ  θ4}}.
Since (4.7) implies As = {θ2  θ  θ3} and Ah = {θ3  θ  θ4}, we have
As = {0 θ  θ4}, −Bl = {θ2  θ  θ3} and −B ′k = {θ3  θ  θ4}. (4.10)
Similar arguments imply that if i = 2 and j = 1 in (1.2), then we have
As = {0 θ  θ2}, −Bl = {θ3  θ  θ4} and −B ′k = {θ2  θ  θ3}. (4.11)
Summarising, either (4.10) or (4.11) holds.
Let us prove that qm+1 is ambiguous, that is, since qm+1 = zs+1 − wl = z′h+1 − w ′k , let us prove
{As+1,−Bl} =
{
A′h+1,−B ′k
}
. (4.12)
The cone −B ′k does not belong to the set in the left-hand side of (4.12). Indeed, we have θ3 < θ4 < π ,
by (4.9) and the equality θ1 = 0. Thus (4.8), (4.10) and (4.11) imply −B ′k = −Bl and −B ′k = As+1.
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that Alternative (ii) of Theorem 1.3 occurs, with A = As+1, B = Bl , A′ = A′h+1, B ′ = B ′k and T = A. For
t = 1,2,3,4, let θ ′t ∈ [0,2π) be such that {θ = θ ′t } = A−1{θ = (t − 1)π/4}. The θ ′t satisfy a condition
analogous to (4.9) and, moreover, (4.8) implies θ ′4 = π . It can be proved, by arguing as above, that one
of the following possibilities occurs:
As+1 =
{
θ ′1  θ  π
}
, −Bl =
{
θ ′2  θ  θ ′3
}
and −B ′k =
{
θ ′1  θ  θ ′2
}
, (4.13)
As+1 =
{
θ ′3  θ  π
}
, −Bl =
{
θ ′1  θ  θ ′2
}
and −B ′k =
{
θ ′2  θ  θ ′3
}
. (4.14)
Observe that (4.10) and (4.13) do not hold together, because (4.10) and (4.13) imply θ ′3 = θ3 = θ ′1, which
contradicts θ ′3 > θ ′1. Similar arguments prove that (4.11) and (4.14) do not hold together. Assume (4.10)
and (4.14). In this case we have θ4 = θ ′3. Thus the identities in (4.10) and (4.14) regarding As and As+1
become
As = {0 θ  θ4} and As+1 = {θ4  θ  π}.
These conditions clearly imply that [zs−1, zs] and [zs+1, zs+2] are parallel. When (4.11) and (4.13)
hold we have θ2 = θ ′1. Thus we have As = {0 θ  θ2} and As+1 = {θ2  θ  π}, which again im-
plies [zs−1, zs] parallel to [zs+1, zs+2]. This concludes the proof if (4.5) holds and [qm,qm+1] =
[z′h, z′h+1] − w ′k . If (4.5) holds and [qm,qm+1] = z′h − [w ′k,w ′k+1], then the claim can be proved as
before, by substituting in the proof A′h , A
′
h+1 and −B ′k respectively with −B ′k , −B ′k+1 and A′h . Similar
arguments prove the claim if (4.5) is substituted by (4.6). 
Claim 4.2.3. The function gK ,L determines {cone(K , Ku), cone(−L, (−L)u)} for each u ∈ S1 .
Proof. Assume that no vertex of K − L is ambiguous. Let u ∈ S1. Claim 4.2.1 implies that gK ,L distin-
guishes whether both Ku and L−u are vertices, or both Ku and L−u are edges or one is a vertex and
the other one is an edge. If both Ku and L−u are vertices, then the claim follows from the assumption
that (K − L)u is not ambiguous. If Ku and L−u are edges, then {cone(K , Ku), cone(−L, (−L)u)} = {H},
where H = {x ∈R2: x · u  0}. If Ku is an edge and L−u is a vertex (or vice versa), then consider the
set ⋃{{
cone(K , Kw), cone
(−L, (−L)w)}: w ∈ S1, (K − L)w is a vertex}.
This set is determined by gK ,L , since no vertex of K − L is ambiguous. The convexity of K and of L
implies that only one among these cones, say A, has the property that A \ {O } ⊂ int H . Then
{
cone(K , Ku), cone
(−L, (−L)u)}= {H, A}.
Assume that some vertex of K − L is ambiguous. By Claim 4.2.2, all vertices are ambiguous. Let
us use the notations introduced before Claim 4.2.2. Let s be any index in {1, . . . ,n} and choose l ∈
{1, . . . , t} in such a way that [zs, zs+1] − wl is an edge of K − L. This is possible because if u denotes
the outer normal to K at [zs, zs+1], then L−u is a vertex, by Claim 4.2.2. By the same claim, [zs−1, zs]
and [zs+1, zs+2] are parallel. A similar argument proves that, given any l ∈ {1, . . . , t}, [wl−1,wl] and
[wl+1,wl+2] are parallel. This is possible only if both K and L are parallelograms. Similar arguments
prove that K ′ and L′ are parallelograms too.
Consider a given vertex qm = zs − wl = z′h − w ′k of K − L. Since qm is ambiguous there exists a
linear transformation T such that Alternative (ii) of Theorem 1.3 holds, with As = A, Bl = B , A′h = A′
and B ′k = B ′ . Assume, for instance,
T As = A1, T Bl = B1, T A′h = A2 and T Bl = B2.
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directions of the edges of the support cone T As in one vertex of T K . Thus the edges of T K are
parallel to those of K2. Similarly, the edges of T L (of T K ′ and T L′) are parallel to those of L2 (of K1
and L1, respectively). Let x1 and x2 be the centres of T K and of T K ′ , respectively, and let y be
the centre of T L − x1 and T L′ − x2 (these sets have equal centre because K − L = K ′ − L′ , by (2.2)).
Choose the parameters deﬁning K2 and L2 so that T K − x1 = K2 and T L − x1 = L2 + y. The edges
of T K and T K ′ parallel to {θ = 0} have equal length, by Claim 4.2.1 and because T L and T L′ have
no edges parallel to {θ = 0}. Also the edges of T K and T L′ parallel to {θ = 3π/4} have equal length,
and the same property holds for the edges of T K ′ and T L parallel to {θ = π/4}, and for those of T L
and T L′ parallel to {θ = π/2}. Therefore T K ′ − x2 = K1 and T L′ − x2 = L1 + y. This contradicts the
assumptions of Proposition 4.2 and proves the claim. 
Proof of Proposition 4.2. This proposition is a consequence of Claims 4.2.1 and 4.2.3. 
5. A crucial lemma
This section is dedicated to the proof of Lemma 5.5 and to some results needed in its proof.
The ﬁrst one, Lemma 5.1, is, in our opinion, of interest by itself. It is contained in the unpublished
note [12], where it is proved with geometrical arguments. Here we present a different, shorter proof
which is based on the theorem of supports for convolutions [11, Theorem 4.3.3].
Lemma 5.1. Let A, B, C and D be convex cones inRn, n 2, with apex the origin O . Assume that each of them
either coincides with {O } or has non-empty interior and, moreover, A ∪ B ⊂ {(x1, x2, . . . , xn) ∈ Rn: xn  0},
A ∩ {xn = 0} = B ∩ {xn = 0} = {O }, C ∪ D ⊂ {xn  0} and conv(C ∪ D) is pointed. If
gA,C + gB,D = gA,D + gB,C (5.1)
then either A = B or C = D. The same conclusion holds if the hypothesis “conv(C∪D) is pointed” is substituted
by “either A ⊂ B or B ⊂ A, and, moreover, either C ⊂ D or D ⊂ C.”
Proof. For r > 0, let Ar = A ∩ B(O , r), Br = B ∩ B(O , r), Cr = C ∩ B(O , r) and Dr = D ∩ B(O , r). We
prove that there exists s > 1 such that, for each x ∈ B(O ,1), we have
gA,C (x) = gAs,Cs (x), gB,D(x) = gBs,Ds (x),
and (5.2)
gB,C (x) = gBs,Cs (x) gA,D(x) = gAs,Ds (x).
Since A ∩ {xn = 0} = B ∩ {xn = 0} = {O }, there exists s > 2 such that (A ∪ B) ∩ {xn  1} ⊂ B(O , s − 1).
Let x ∈ B(O ,1). Since C + x ⊂ {xn  1}, we have A ∩ (C + x) ⊂ A ∩ {xn  1} ⊂ B(O , s − 1). Moreover,
by the triangle inequality, we have (C + x) ∩ B(O , s − 1) ⊂ (Cs + x) ∩ B(O , s). Therefore A ∩ (C + x) ⊂
As∩(Cs+x). Since the reverse inclusion holds trivially, we get A∩(C+x) = As∩(Cs+x) and gA,C (x) =
gAs,Cs (x). Similar arguments prove the other identities in (5.2).
All the functions which appear in (5.1) are homogeneous of degree n and (5.1) holds true if and
only if it holds true in B(O ,1), that is, if and only if gAs,Cs (x) + gBs,Ds (x) = gAs,Ds (x) + gBs,Cs (x) for
each x ∈ B(O ,1). By (1.1) this condition is equivalent to
(1As − 1Bs ) ∗ (1−Cs − 1−Ds )(x) = 0 for each x ∈ B(O ,1). (5.3)
Let us conclude the proof under the assumption conv(C ∪ D) pointed. Let S = supp(1As − 1Bs ) ∗
(1−Cs − 1−Ds ). By (5.3), we have S ∩ B(O ,1) = ∅. The set S is clearly contained in conv(A ∪ B ∪
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(−C) ∪ (−D)) and the assumptions of the lemma imply that this union is pointed. Therefore the
identity S ∩ B(O ,1) = ∅ implies that there exists ε > 0 such that
(conv S) ∩ B(O , ε) = ∅.
We may apply the theorem of supports for convolutions [11, Theorem 4.3.3], since the involved func-
tions have compact supports. This theorem implies
conv S = conv supp(1As − 1Bs ) + conv supp(1−Cs − 1−Ds ).
Therefore either we have conv supp(1As − 1Bs ) ∩ B(O , ε/2) = ∅ or we have conv supp(1−Cs − 1−Ds ) ∩
B(O , ε/2) = ∅. In the ﬁrst case we have As∩ B(O , ε/2) = Bs∩ B(O , ε/2), which is equivalent to A = B .
In the second case, by similar arguments, we have C = D .
Drop the assumption conv(C ∪ D) pointed. When A ⊂ B and C ⊂ D then the functions which
are convolved in (5.3) are constant in the interior of their supports, and their convolution vanish in
B(O ,1) if and only if one of them vanish. The other cases are treated similarly. 
Let us introduce the second counterexample for the cross covariogram problem for convex poly-
gons.
Example 5.2. Let α,β,γ and δ be positive real numbers, m ∈R, y ∈R2, I1 and I3 be as in Example 4.1
and I5 = (1/
√
1+m2)[(−m,−1), (m,1)]. Assume either m = 0, α = γ and β = δ or else m = 0 and
α = γ . We deﬁne four parallelograms as follows:
K3 = α I1 + β I3, L3 = γ I1 + δ I5 + y, K4 = γ I1 + β I3 and L4 = α I1 + δ I5 + y.
See Fig. 4. We have gK3,L3 = gK4,L4 (it can be proved by arguing as in Example 4.1), and the pairs
(K3,−L3) and (K4,−L4) are clearly synisothetic. However, (K3,L3) and (K4,L4) are not trivial
associates.
Lemma 5.3. Let K , L, K ′ and L′ be convex polygons satisfying the assumptions of Theorem 1.1 with (K ,−L)
and (K ′,−L′) synisothetic. Assume that, for a given u ∈ S1 , Ku and K ′u are edges and have different lengths.
Let I1K (and I
2
K ) be the edge of K adjacent to Ku that, in counterclockwise order on ∂K , precedes (and follows,
respectively) Ku. For i = 1,2, let I i−L , I iK ′ and Ii−L′ be respectively edges of −L, of K ′ and of −L′ deﬁned in
analogy to I iK . Then (−L)u and (−L′)u are edges and
(i) either I iK is parallel to I
i
−L′ and I
i
K ′ is parallel to I
i−L , for i = 1,2,
(ii) or I1K , I
2
K , I
1
K ′ and I
2
K ′ are parallel and I
1−L , I2−L , I1−L′ and I
2
−L′ are parallel.
Remark 5.4. When (K , L) = (K3,L3), (K ′, L′) = (K4,L4) and u = (0,1), then Alternative (ii) of
Lemma 5.3 occurs; see Fig. 4.
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(−L)u and (−L′)u are edges, λ1(K ′u) = λ1((−L)u) and λ1((−L′)u) = λ1(Ku). Let Ku = [z0, z1] and
(−L)u = [w0,w1], where z1 follows z0 and w1 follows w0, in counterclockwise order on the respec-
tive boundaries. For i = 1,2, let viK ∈ S1 be parallel to I iK and oriented in such a way that viK · u > 0.
Deﬁne vi−L , viK ′ and v
i
−L′ similarly. Assume, for instance, λ1(Ku) > λ1(K
′
u), that is, λ1(Ku) > λ1((−L)u)
and λ1(K ′u) < λ1((−L′)u). Let q0 = z0 + w0, q1 = z0 + w1, q2 = z1 + w0 and q3 = z1 + w1. The points
q0, q1, q2 and q3 belong to [q0,q3] = Ku + (−L)u . Moreover we have [q0,q3] = (K − L)u (by (2.1)) and
q0 < q1 < q2 < q3 in counterclockwise order on ∂(K − L).
Let S(K , L) = cl{x ∈R2: gK ,L is not C2 at x}. We analyse the shape of S(K , L) ∩ W , where W is a
neighbourhood of [q0,q3]. It is easy to prove that
S(K , L) =
( ⋃
z vertex of K
(−∂L + z)
)
∪
( ⋃
w vertex of −L
(∂K + w)
)
.
Schmitt [16] proves this formula when K = L and the general case can be proved in the same way.
We also recall Lemma 3.2, which proves the previous formula when K and L are planar convex cones.
Thus, when W is suﬃciently small, we have
W ∩ S(K , L) = W ∩ ((−∂L + z0) ∪ (−∂L + z1) ∪ (∂K + w0) ∪ (∂K + w1)).
This set is the union of [q0,q3] and, for each i = 0, . . . ,3, of two line segments (possibly coincident)
containing qi . If Ui denotes the set of the directions of the line segments containing qi , then
U0 =
{
v1K , v
1−L
}
, U1 =
{
v1K , v
2−L
}
, U2 =
{
v2K , v
1−L
}
and U3 =
{
v2K , v
2−L
}
.
The above analysis can be repeated for gK ′,L′ . However, in this case K ′ has the role of −L and −L′
the role of K , because λ1(K ′u) < λ1((−L)′u). Therefore the identity gK ,L = gK ′,L′ implies
U0 =
{
v1K ′ , v
1
−L′
}
, U1 =
{
v2K ′ , v
1
−L′
}
, U2 =
{
v1K ′ , v
2
−L′
}
and U3 =
{
v2K ′ , v
2
−L′
}
.
Observe that if one of the equalities v1K = v1−L′ , v2K = v2−L′ , v1−L = v1K ′ and v2−L = v2K ′ holds, then
also the other three equalities hold. For instance, if v1K = v1−L′ , then the identities involving U0 imply
v1−L = v1K ′ , those involving U1 imply v2−L = v2K ′ . Once these are established, the identities involving U2
imply v2K = v2−L′ . When one of these equalities holds, Alternative (i) occurs.
Assume U0 = U1 = U2 = {v,w}, for suitable v,w , with v = w . If v1K = v1−L′ , then Alternative (i)
occurs, as proved above. If v1K = v1−L′ and, for instance, v1K = w and v1−L′ = v , then necessarily v1K =
v2K = w , v1−L = v2−L = v , v1K ′ = v2K ′ = w and v1−L′ = v2−L′ = v , that is, Alternative (ii) occurs. When
U0 = U1 = U2 consists of a single element, clearly v1K = v1−L′ and Alternative (i) occurs. If U0 = U1,
then v1K and v
1
−L′ coincide, because they are the only element of U0 ∩ U1, and Alternative (i) occurs.
Finally, if U0 = U2, then v1K ′ and v1−L coincide, because they are the only element of U0 ∩ U2, and
again Alternative (i) occurs. 
Lemma 5.5. Assume that K , K ′ , L and L′ are convex polygons satisfying the assumptions of Theorem 1.1, that
(K ,−L) and (K ′,−L′) are synisothetic and that (K , L) and (K ′, L′) are not trivial associates. Assume also the
following properties:
(i) there exists an arc U ⊂ S1 , which is not a point, such that (2.5) holds true for each u ∈ U , and U is a
maximal arc (with respect to inclusion) with this property;
(ii) there exists u0 ∈ U such that Ku0 = K ′u and (−L)u0 = (−L′)u0 ;0
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(iii) if Σ denotes the maximal closed arc contained in ∂K ∩ ∂K ′ and containing Ku0 , and Ω denotes the
maximal closed arc contained in ∂(−L) ∩ ∂(−L′) and containing (−L)u0 , then neither Σ nor Ω are
points or line segments.
Then Σ is a translate of Ω .
The proof of this lemma is divided in eight steps and occupies the rest of the section.
First observe that Σ = ∂K and Ω = ∂(−L). Indeed, if, for instance, Σ = ∂K , then K = K ′ . Moreover
L = L′ , because K − L = K ′ − L′ (by (2.2)) and the Minkowski addition satisﬁes a cancellation law
(see [17, p. 126]). Thus (K , L) and (K ′, L′) are trivial associates, a contradiction.
Claim 5.5.1. Let a1 , a2 ∈ ∂K , b1 , b2 ∈ ∂(−L) and u1 , u2 ∈ S1 satisfy Σ = [a1,a2]∂K , Ω = [b1,b2]∂(−L)
and clU = [u1,u2]S1 ; see Fig. 5. Then, for each j = 1,2, Ku j and K ′u j are edges which contain a j and have a
common endpoint a′j contained in relintΣ . Similarly, (−L)u j and (−L′)u j are edges which contain b j and have
a common endpoint b′j contained in relintΩ . In particular, Σ and Ω + a j − b j coincide in a neighbourhood
of a j .
Proof. Let u01 be the upper endpoint of S
1 ∩ N(K ,a1) and of S1 ∩ N(K ′,a1). These endpoints coincide
because [a1,a2]∂K ⊂ ∂K ∩ ∂K ′ . Deﬁne u02 as u01, with lower replacing upper and a2 replacing a1. Since
Ku0 = K ′u0 ⊂ Σ and Ku0 is isothetic to K ′u0 , by assumption, we have u0 ∈ [u01,u02]S1 . Let us prove
[
u01,u
0
2
]
S1 = clU . (5.4)
If u ∈ (u01,u02)S1 then Ku and K ′u are isothetic, because Ku and K ′u are contained in relintΣ and
therefore ∂K and ∂K ′ coincide in a neighbourhood of Ku = K ′u . The synisothesis of (K ,−L) and
(K ′,−L′) implies that also (−L)u and (−L′)u are isothetic. Thus (2.5) holds for each u ∈ (u01,u02)S1 .
Since [u01,u02]S1 intersects U (both arcs contains u0) and U is maximal, we have [u01,u02]S1 ⊂ clU .
In order to conclude the proof of (5.4) it suﬃces to show that in any neighbourhood of u0j there
are directions u for which (2.5) does not hold, for j = 1,2. Since ∂K and ∂K ′ bifurcate at a j , a j is a
vertex of K or of K ′ . If it is a vertex of both K and K ′ then the vertex a j of K is not isothetic to the
vertex a j of K ′ . In this case (2.5) does not hold for all u ∈ N(K ,a j)∪ N(K ′,a j). If a j is a vertex of one
polygon and it belongs to the relative interior of an edge of the other polygon, then the unit outer
normal to this edge is necessarily u0j . Since ∂K and ∂K
′ bifurcates at a j , (2.5) does not hold when
u = u0j .
The identity (5.4) implies u1 = u01 and u2 = u02. The deﬁnition of u0j clearly implies that Ku j and
K ′u j are line segments, for j = 1,2, and that Ku j ∩K ′u j is a line segment which, in counterclockwise or-
der on ∂K , follows a j when j = 1 and precedes a j when j = 2. Assumption (iii) of Lemma 5.5 implies
that the upper endpoints of Ku1 and K
′
u1 coincide and that this point belongs to relintΣ . Similar ar-
guments prove the analogous property for the lower endpoints of Ku2 and K
′
u2 . The properties proved
up till now for K and K ′ can be proved, by similar arguments, also for −L and −L′ . 
534 G. Bianchi / Advances in Applied Mathematics 42 (2009) 519–544Claim 5.5.2. If, for some j ∈ {1,2}, either λ1(Ku j ) = λ1(K ′u j ) and Alternative (i) of Lemma 5.3 (with u
replaced by u j) holds, or else λ1(Ku j ) = λ1(K ′u j ), then
N(K ,a j) = N(−L′,b j) and N(K ′,a j) = N(−L,b j). (5.5)
Proof. If λ1(Ku j ) = λ1(K ′u j ), then (5.5) is an immediate consequence of Alternative (i) of Lemma 5.3.
Assume λ1(Ku j ) = λ1(K ′u j ). In this case the synisothesis of (K ,−L) and (K ′,−L′) implies λ1((−L)u j ) =
λ1((−L′)u j ). Therefore, a j is a vertex of K and of K ′ and b j is a vertex of −L and of −L′ . Since
N(K ,a j) ∩ S1, N(K ′,a j) ∩ S1, N(−L,b j) ∩ S1 and N(−L′,b j) ∩ S1 have the endpoint u j in common,
there exists a “perturbation” u¯ of u j which belongs to the relative interior of N(K ,a j), N(K ′,a j),
N(−L,b j) and N(−L′,b j). The vertex a j of K is not isothetic to the vertex a j of K ′ , because ∂K and
∂K ′ bifurcate at a j . Therefore, the vertex a j of K is isothetic to the vertex b j of −L′ , and the vertex a j
of K ′ is isothetic to the vertex b j of −L. This is equivalent to (5.5). 
Let R denote the clockwise rotation by π/2 and let
r = R
(
a2 − a1
‖a2 − a1‖
)
and r′ = R
(
b2 − b1
‖b2 − b1‖
)
. (5.6)
Since the assumptions and the conclusion of Lemma 5.5 are preserved by substituting K , −L, K ′ and
−L′ with −L, K , −L′ and K ′ , respectively, we may assume r  r′ without loss of generality. The next
claim states that, under suitable hypotheses, the arcs Σ and Ω + a1 − b1 can bifurcate only at a
point c1 where every outer normal to these arcs is r, or it is larger than r′ .
Claim 5.5.3. Let r and r′ be as in (5.6), and assume r  r′ . For i = 1,2, let xi = ai − bi and let ci be the
endpoint different from ai of the arc that is contained in Σ ∩ (Ω + xi) and contains ai . Assume that, for some
j ∈ {1,2}, c j ∈ relintΣ ∩ relint(Ω +x j) and either λ1(Ku j ) = λ1(K ′u j ) and Alternative (i) of Lemma 5.3 (with
u replaced by u j) holds, or else λ1(Ku j ) = λ1(K ′u j ). Then, if j = 1 we have
N(K , c1) ∩ N(−L + x1, c1) ∩ [u1, r)S1 = ∅ and (5.7)
N(K , c1) ∩ N(−L + x1, c1) ∩ (r, r′)S1 = ∅, (5.8)
while if j = 2 we have
N(K , c2) ∩ N(−L + x2, c2) ∩ (r′,u2]S1 = ∅ and (5.9)
N(K , c2) ∩ N(−L + x2, c2) ∩ (r, r′)S1 = ∅. (5.10)
Proof. We prove the claim when j = 1. To prove (5.7) assume that there exists w ∈ S1 in the inter-
section of the three sets. Let us ﬁrst prove that a1 is a vertex of K and of K ′ when w = u1. Indeed,
due to Claim 5.5.1, a1 is a vertex of both sets if and only if λ1(Ku1 ) = λ1(K ′u1 ). If λ1(Ku1 ) = λ1(K ′u1 ),
then Alternative (i) of Lemma 5.3 implies that K and −L′ + x1 coincide in a neighbourhood of Ku1 . In
particular, c1 /∈ [a1,a′1]. Thus u1 /∈ N(K , c1), a contradiction to w = u1. Similar arguments prove that
b1 is a vertex of −L and of −L′ when w = u1.
Let x0 = a1 + c1 − x1. We claim that gK ,L(x) = gK ′,L′(x) for some x close to x0. First we prove
K ∩ (L + x0) = K ′ ∩ (L′ + x0). (5.11)
The translation by x0 maps the points −c1 + x1 and −b1 of ∂L ∩ ∂L′ respectively to a1 and c1; see
Fig. 6. Let π = {y ∈ R2: (y − a1) · w  0}. The sets K , K ′ , −L + x1 and −L′ + x1 are contained in
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Fig. 7. K ∩ (L + x) (dotted lines) and K ′ ∩ (L′ + x) (continuous lines) for a suitable x close to x0.
−π + x1 + x0 = {y ∈R2: (y − c1) · w  0} (because w is an outer normal to all these sets at c1). The
inclusions −L + x1, −L′ + x1 ⊂ −π + x1 + x0 are equivalent to L + x0, L′ + x0 ⊂ π . Therefore
K ∩ (L + x0), K ′ ∩ (L′ + x0) ⊂ π ∩ (−π + x1 + x0). (5.12)
We claim that
K ∩ π = K ′ ∩ π and cl(K  K ′) ∩ π = {a1}. (5.13)
When w = u1 the ﬁrst identity is true because K ∩ π = [a1,a′1] = K ′ ∩ π , by Claim 5.5.1 and because
a1 is a vertex of K and of K ′ . When w ∈ (u1, r)S1 , we have ∂K ∩ π = ∂K ′ ∩ π , because ∂K ∩ π and
∂K ′ ∩ π are contained in Σ (observe that a2 /∈ π because w < r), which is contained in ∂K ∩ ∂K ′ .
Since K and K ′ are convex, the identity ∂K ∩ π = ∂K ′ ∩ π implies K ∩ π = K ′ ∩ π . To prove the
second identity observe that K  K ′ is contained in one of the halfplanes bounded by the line through
a1 and a2, and observe that this halfplane intersects π ∩ K only in a1. Similar arguments prove
(−L+x1)∩π = (−L′ +x1)∩π and cl((−L+x1)(−L′ +x1))∩π = {a1}. These identities are equivalent
to
(L + x0) ∩ (−π + x1 + x0) = (L′ + x0) ∩ (−π + x1 + x0) and (5.14)
cl
(
(L + x0)  (L′ + x0)
)∩ (−π + x1 + x0) = {c1}. (5.15)
Formulas (5.12), (5.13) and (5.14) imply (5.11).
Formulas (5.13) and (5.15) imply that cl((K  K ′) ∪ ((L + x0)  (L′ + x0))) intersects the strip π ∩
(−π + x1 + x0) only in a1 and c1. Therefore, when x is close to x0, the sets K ∩ (L+ x) and K ′ ∩ (L′ + x)
may differ only in a neighbourhood of a1 and of c1 (see Fig. 7). Assume K ⊂ K ′ in a neighbourhood
of a1 (note that either we have K ⊂ K ′ or we have K ′ ⊂ K , because ∂K and ∂K ′ coincide on one
side of a1). Deﬁne A = cone(K ′,a1) \ cone(K ,a1). By (5.5) we have A = cone(−L,b1) \ cone(−L′,b1).
Let C = cone(L, x1 − c1) = cone(L′, x1 − c1) and −D = cone(K , c1) = cone(K ′, c1) (recall that K = K ′
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have K ∩ (L + x) = K ′ ∩ (L′ + x). On the other hand
((
K ′ ∩ (L′ + x)) \ (K ∩ (L + x)))∩ B(a1, δ) = (A + a1) ∩ (C + x1 − c1 + x);
see Fig. 7. Therefore
λ2
(
K ∩ (L + x) ∩ B(a1, δ)
)− λ2(K ′ ∩ (L′ + x) ∩ B(a1, δ))= −λ2((A + a1) ∩ (C + x1 − c1 + x))
= −λ2
(
A ∩ (C + x− x0)
)
= −gA,C (x− x0).
Similar arguments prove
λ2
(
K ∩ (L + x) ∩ B(c1, δ)
)− λ2(K ′ ∩ (L′ + x) ∩ B(c1, δ))= gA,D(x− x0).
Therefore, for each x in a neighbourhood of x0, we have
gK ,L(x) − gK ′,L′(x) = gA,D(x− x0) − gA,C (x− x0). (5.16)
We apply Lemma 5.1, with B = {O }, n = 2 and the Cartesian coordinates chosen so that w = (0,−1).
The assumptions of this lemma are satisﬁed. Indeed, C, D ⊂ {x2  0}, and either C ⊂ D or D ⊂ C ,
because the lower endpoints of C ∩ S1 and of D ∩ S1 coincide, by [a1, c1]∂K ⊂ ∂K ∩ ∂(−L + x1).
Moreover, cl(K  K ′) ∩ π = {a1} implies A ∩ {x2 = 0} = {O }. Observe that we have C = D , because
∂K and ∂(−L) + x1 bifurcate at c1. Thus, this lemma implies gA,D ≡ gA,C . Since gA,D and gA,C are
homogeneous functions of degree 2, they do not coincide in any neighbourhood of O . Thus (5.16)
implies gK ,L = gK ′,L′ . This contradiction proves (5.7).
The proof of (5.8) is similar although simpler. Assume that w ∈ S1 belongs to the three sets
in (5.8) and deﬁne x0 = a2 + c1 − x1. We prove again that gK ,L does not coincide with gK ′,L′ in a
neighbourhood of x0. The translation by x0 maps the point −c1 + x1 of ∂L ∩ ∂L′ to the point a2.
The identity K ∩ (L + x0) = K ′ ∩ (L′ + x0) is proved as before. Deﬁning π = {y: (y − a2) · w  0},
the inclusion (5.12) holds also in this case. Moreover, when x is close to x0 the sets K ∩ (L + x)
and K ′ ∩ (L′ + x) may differ only in a neighbourhood of a2, because cl(K  K ′) intersects the strip
π ∩ (−π + x1 + x0) only in a2 (recall that a1 /∈ π because w > r) and cl((L + x0)  (L′ + x0)) does not
intersect this strip (recall that −b1 + x0 /∈ −π + x1 + x0 because this is equivalent to a1 /∈ π which
holds true, and −b2 + x0 /∈ −π + x1 + x0 because w < r′). Assume K ⊂ K ′ in a neighbourhood of a2,
let A = cone(K ′,a2) \ cone(K ,a2) and let C = cone(L, x1 − c1) = cone(L′, x1 − c1). For each x close
to x0 we have
gK ,L(x) − gK ′,L′(x) = −gA,C (x− x0).
Lemma 5.1, with D = B = {O }, implies that the previous formula contradicts gK ,L = gK ′,L′ . This con-
tradiction proves (5.8). 
Claim 5.5.4. Assume λ1(Ku j ) = λ1(K ′u j ), for some j ∈ {1,2}. Then Alternative (i) of Lemma 5.3 (with u sub-
stituted by u j) holds.
Proof. We may assume r  r′ . Since (K ,−L) and (K ′,−L′) are synisothetic and Ku j and K ′u j are not
isothetic, we have
λ1(Ku j ) = λ1
(
(−L′)u j
)
and λ1
(
K ′u
)= λ1((−L)u j ) (5.17)j
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(see (2.5) and (2.6)). Let a′′j be the endpoint of Ku j which does not belong to K
′
u j or the endpoint
of K ′u j which does not belong to Ku j , according to whether λ1(Ku j ) > λ1(K
′
u j ) or λ1(Ku j ) < λ1(K
′
u j ).
Deﬁne b′′j similarly, by substituting K with −L and K ′ with −L′ .
First we prove that if Claim 5.5.4 is false both when j = 1 and when j = 2, then (K ,−L) and
(K ′,−L′) are not synisothetic, contrary to what assumed in Lemma 5.5. If Claim 5.5.4 is false then
Alternative (ii) of Lemma 5.3 holds. Let w ∈ S1 be orthogonal to the edges of K adjacent to Ku2 and
to those of K ′ adjacent to K ′u2 , oriented in such a way that w ∈ N(K ,a′2). Deﬁne v as w , with K , K ′
and a′2 replaced by −L, −L′ and b′2, respectively. We stress that w = v , because otherwise both (i)
and (ii) in Lemma 5.3 hold true, contrary to the assumption that Claim 5.5.4 is false when j = 2. We
distinguish two possible cases.
Case a′1 = a′2 . We have Σ = [a1,a′1] ∪ [a′2,a2], w = u1 and u2 ∈ (u1,−u1)S1 ; see Fig. 8.
Case a′1 = a′2 . We have Σ = [a1,a′1] ∪ [a′1,a′2] ∪ [a′2,a2], w = u1 and w = u2. Moreover, the par-
allelism of the edges of K adjacent to Kui and the parallelism of the edges of K
′ adjacent to K ′ui ,
for each i ∈ {1,2}, together with the convexity of K and K ′ , imply that K = conv(a1,a′1,a′2,a2) and
K ′ = conv(a′′1,a′1,a′2,a′′2), or vice versa.
Similar descriptions hold also for −L and −L′ , with v , bi , b′i and b′′i replacing, respectively, w , ai ,
a′i and a
′′
i .
It cannot be a′1 = a′2 and b′1 = b′2, because the descriptions above would imply w = v , which is
false. Assume a′1 = a′2 and b′1 = b′2. If, say, K ′ = conv(a′′1,a′1,a′2,a′′2), then no edge of −L is a translate
of the edge [a′′1,a′′2] of K ′ , because no edge of −L is orthogonal to w . Thus, the synisothesis of (K ,−L)
and (K ′,−L′) implies that an edge of K is a translate of [a′′1,a′′2]. This implies that u2 = −u1. Both
K , K ′ , L and L′ are parallelograms with two edges orthogonal to u1. This property and (5.17) imply
that, up to an aﬃne transformation, (K , L) and (K ′, L′) are trivial associates of (K3,L3) and (K4,L4),
respectively. This contradicts the assumptions of Lemma 5.5.
Assume a′1 = a′2 and b′1 = b′2. A description analogous to “Case a′1 = a′2” above applies to −L
and −L′ and implies u2 ∈ (u1,−u1)S1 . This and the description of “Case a′1 = a′2” above imply
λ1([a′′1,a′′2]) > λ1([a1,a2]) > λ1([a′1,a′2]). Moreover, the same descriptions, (5.17) with j = 1 and (5.17)
with j = 2 imply
λ1
([
a′′1,a′′2
])= λ1([b′′1,b′′2])+ λ1([a′1,a′2])> λ1([b′′1,b′′2])> λ1([b′1,b′2]).
Therefore, if, say, K ′ = conv(a′′1,a′1,a′2,a′′2), then neither K nor −L have an edge which is a translate
of the edge [a′′1,a′′2] of K ′ . This contradicts the synisothesis of (K ,−L) and (K ′,−L′). When a′1 = a′2
and b′1 = b′2 a contradiction is obtained using similar arguments.
Now assume that Claim 5.5.4 holds for one index, say j = 1, and it does not hold for the other one,
say j = 2. Once we have shown that this leads to a contradiction Claim 5.5.4 is proved. Let w and v
be deﬁned as above. Up to exchanging the roles of K and K ′ we may assume λ1(Ku2 ) < λ1(K ′u2 ), so
that a2 is a vertex of K and N(K ,a2) ∩ S1 = [u2,−w]S1 . Therefore, since [a1,a2] is a chord of K , we
have
w  r and w = r if and only if [a1,a2] is an edge of K . (5.18)
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v  r′ and v = r′ if and only if [b1,b2] is an edge of −L′. (5.19)
We claim that a′2 /∈ [a1, c1)∂K . If a′2 ∈ [a1, c1)∂K , then ∂K and ∂(−L′)+ x1 coincide in a neighbourhood
of a′2. In particular −L′ has a vertex p with N(−L′, p) ∩ S1 = [w,u2]S1 . This is false, because b′2 is
the only vertex of −L′ with the property that u2 is the upper endpoint of the intersection of S1
with the normal cone at that vertex, however the lower endpoint of N(−L,b′2) is v and w = v . This
contradiction proves a′2 /∈ [a1, c1)∂K . Similar arguments prove b′2 + x1 /∈ [a1, c1)∂K .
The coincidence of Σ and Ω + x1 near a1, and the formulas just proved imply c1 ∈ relintΣ ∩
(relintΩ + x1). This and the validity of Claim 5.5.4 for j = 1 imply that the assumptions of Claim 5.5.3
are satisﬁed for j = 1 and (5.7) holds.
Let w1 be the lower endpoint of N(K , c1)∩ S1. Since [a1, c1]∂K ⊂ ∂K ∩ (∂(−L)+ x1), we have w1 ∈
N(K , c1) ∩ N(−L + x1, c1). Since a′2 /∈ [a1, c1)∂K we have w1  w , by convexity. Thus, (5.7) and (5.18)
imply w1 = w = r. The line segment [a1,a2] is an edge of K , by (5.18). Therefore, by (5.5) with
j = 1, the line l through b1 and orthogonal to r supports −L′ . This implies r  r′ . Since we assumed
r  r′ , we have r = r′ . Thus b2 ∈ l and [b1,b2] is an edge of −L′ . The equalities r′ = v (a consequence
of (5.19)), r = w and r = r′ contradict v = w . 
Claim 5.5.5. Assume that Σ is not a translate of Ω . Then, for i = 1,2,
ci ∈ relintΣ ∩ (relintΩ + xi). (5.20)
Proof. Assume (5.20) false when i = 2. Since Σ and Ω + x2 coincide in a neighbourhood of their
common upper endpoint a2, by Claim 5.5.1, c2 coincides with the lower endpoint of one arc, that
is, with a1 or with b1 + x2. Assume c2 = a1. In this case Σ ⊂ Ω + x2 and, since Σ = Ω + x2 by
assumption, a1 = b1+x2. The portion of Σ with outer normal u1 is contained in the portion of Ω +x2
with outer normal u1, that is, we have [a1,a′1] ⊂ [b1,b′1] + x2. Moreover, the inequality a1 = b1 + x2
implies λ1([a1,a′1]) < λ1([b1,b′1]). The previous description implies that Ω + x1 bifurcates from Σ
at a′1, that is, it implies c1 = a′1. Claim 5.5.4 and the observation that c1 = a′1 ∈ relintΣ ∩(relintΩ +x1)
imply that the assumptions of Claim 5.5.3 are satisﬁed for j = 1 and (5.7) holds. On the other hand,
c1 = a′1 implies u1 ∈ N(K , c1) ∩ N(−L + x1, c1), which contradicts (5.7). Similar arguments prove c2 =
b1 + x2, and prove (5.20) when i = 1. 
Claims 5.5.4 and 5.5.5 imply that, when Σ is not a translate of Ω , the assumptions of Claims 5.5.2
and 5.5.3 are satisﬁed for each j = 1,2, and (5.5), (5.7), (5.8), (5.9) and (5.10) hold. The lower end-
points of N(K , c1) ∩ S1 and of N(−L + x1, c1) ∩ S1 coincide because [a1, c1]∂K ⊂ ∂K ∩ (∂(−L) + x1),
and the upper endpoints of N(K , c2) ∩ S1 and of N(−L + x2, c2) ∩ S1 coincide because [c2,a2]∂K ⊂
∂K ∩ (∂(−L) + x2).
Claim 5.5.6. Assume that Σ is not a translate of Ω , let w1 be the lower endpoint of N(K , c1) ∩ S1 and
of N(−L + x1, c1) ∩ S1 , and let w2 be the upper endpoint of N(K , c2) ∩ S1 and of N(−L + x2, c2) ∩ S1 . Then
w1  w2. (5.21)
Proof. Assume w1 > w2. In this case the two sub-arcs [a1, c1]∂K and [c2,a2]∂K of ∂K overlap and
contain the arc [c2, c1]∂K . Moreover [c2, c1]∂K is neither a point nor a line segment, because it con-
tains a segment orthogonal to wi , for i = 1,2, by deﬁnition of wi . Therefore the inclusions
[c2, c1]∂K ⊂ [a1, c1]∂K ⊂ Ω + x1 and [c2, c1]∂K ⊂ [c2,a2]∂K ⊂ Ω + x2,
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points coincide with those of Σ , we have Ω + x1 = Σ . This contradicts the assumptions of Claim 5.5.6
and proves (5.21). 
Claim 5.5.7. Assume that Σ is not a translate of Ω . Then U contains a half-circle and x1 = x2 . Moreover, if
U is a half-circle, then Σ is the union of three consecutive edges L1 , M and L2 of a parallelogram, L1 and L2
are orthogonal to u1 and Ω is the union of L1 − x1 , a line segment M ′ parallel to M and L2 − x2 .
Proof. Assume r = r′ . Formulas (5.7) and (5.9) imply respectively w1  r and w2  r. Thus (5.21)
implies w1 = r = w2. Let Kr = [a˙1, a˙2] and (−L)r = [b˙1, b˙2], where a˙2 follows a˙1 and b˙2 follows b˙1, in
counterclockwise order on the respective boundaries. We may clearly write
Σ = [a1, a˙1]∂K ∪ [a˙1, a˙2] ∪ [a˙2,a2]∂K and
Ω = [b1, b˙1]∂(−L) ∪ [b˙1, b˙2] ∪ [b˙2,b2]∂(−L),
(5.22)
where [a˙1, a˙2] and [b˙1, b˙2] are parallel. The deﬁnitions of w1 and w2 and the identity w1 = r = w2
imply ci ∈ [a˙1, a˙2] and ci ∈ [b˙1, b˙2] + xi , for i = 1,2, c1 = a˙1 and c2 = a˙2. Therefore, by deﬁnition of c1
and of c2, we have
[b1, b˙1]∂(−L) = [a1, a˙1]∂K − x1 and [b˙2,b2]∂(−L) = [a˙2,a2]∂K − x2. (5.23)
We also have λ1([a˙1, a˙2]) = λ1([b˙1, b˙2]), because otherwise Σ is a translate of Ω , by (5.22) and (5.23).
In order to prove that U contains a half-circle it suﬃces to prove
‖a2 − a1‖ ‖a˙2 − a˙1‖. (5.24)
Indeed, if U does not contain a half-circle, then the line l through a1 orthogonal to u1 and the line r
through a2 orthogonal to u2 bound a cone with apex contained in the halfplane bounded by the
line through a1 and a2 and containing [a˙1, a˙2]. Since l and r support K , the cone contains [a˙1, a˙2]
and (5.24) is false.
We assume ‖a2 −a1‖ > ‖a˙2 − a˙1‖ and obtain a contradiction by proving that gK ,L = gK ′,L′ . We may
write
a2 − a1 = α(a˙2 − a˙1) and b˙2 − b˙1 = β(a˙2 − a˙1),
with α > 1, β > 0. The inequality λ1([a˙1, a˙2]) = λ1([b˙1, b˙2]) implies β = 1. Up to exchanging K , K ′ ,
ai and a˙i with −L, −L′ , bi and b˙i , respectively, we may assume β < 1. Let x0 = a˙1 + b1 + γ (a˙2 − a˙1),
where γ is a ﬁxed number in (β,min{1, β + α − 1}). Easy computations and the equalities a2 − a˙2 =
b2 − b˙2 and a1 − a˙1 = b1 − b˙1 (which are consequences of (5.23)) give the following expressions:
−b1 + x0 = a˙1 + γ (a˙2 − a˙1); −b˙1 + x0 = a1 + (γ /α)(a2 − a1); −b˙2 + x0 = a1 + ((γ − β)/α)(a2 − a1)
and −b2 + x0 = a˙1 + (1−α + γ −β)(a˙2 − a˙1). Since 0 < (γ −β)/α < γ /α < 1 and 1−α + γ −β < 0,
the previous expressions imply the following formulas:
−b˙1 + x0,−b˙2 + x0 ∈ relint[a1,a2]; (5.25)
−b2 + x0 /∈ K ∪ K ′; (5.26)
−b1 + x0 ∈ relint[a˙1, a˙2]; (5.27)
‖−b1 + x0 − a˙1‖ > ‖b˙2 − b˙1‖. (5.28)
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See Fig. 9. Let π = {y ∈ R2: (y − a1) · r  0}. The halfplane π contains Σ and its boundary contains
a1, a2 and b1 + x1. Since r = r′ , we have b2 + x1 ∈ ∂π and Ω + x1 ⊂ π . By convexity of the involved
polygons, K  K ′ and (−L + x1) (−L′ + x1) are contained in R2 \π . The halfplane −π + x1 + x0 has
outer normal r and its boundary contains a˙1, a˙2 and c1. Thus −π + x1 + x0 contains K , K ′ , −L + x1
and −L′ + x1, since its boundary supports these sets at c1. Summarising, the following inclusions hold
for any x ∈R2:
K , K ′ ⊂ −π + x1 + x0; L + x, L′ + x ⊂ π − x0 + x;
(5.29)
K  K ′ ⊂R2 \ π ; (L + x)  (L′ + x) ⊂R2 \ (−π + x1 + x).
Therefore K ∩ (L+ x) and K ′ ∩ (L′ + x) are contained in the strip N1(x) = (π − x0 + x)∩ (−π + x1 +
x0), while K  K ′ and (L + x)  (L′ + x) do not intersect the strip N2(x) = π ∩ (−π + x1 + x). Since
N1(x0) = N2(x0) we have K ∩ (L + x0) = K ′ ∩ (L′ + x0). Let x = x0 − εr, with ε > 0. We have
(
K ∩ (L + x)) (K ′ ∩ (L′ + x))⊂ N1(x) \ N2(x) = π˙ ∪ π¨ , (5.30)
where π˙ = (π − εr) \ π and π¨ = (−π + x1 + x0) \ (−π + x1 + x0 − εr); see Fig. 9.
In order to prove gK ,L(x) = gK ′,L′ (x), we need to distinguish two cases, according to whether
[a1,a2] is an edge of K (or of K ′) or not. Note that [a1,a2] is an edge of K if and only if [b1,b2]
is an edge of −L′ . Indeed these conditions are equivalent respectively to −r ∈ N(K ,a1) and to
−r ∈ N(−L′,b1), and these cones coincide by (5.5). Similar arguments prove that [a1,a2] is an edge
of K ′ if and only if [b1,b2] is an edge of −L. We also observe that [a1,a2] cannot be an edge of
both K and K ′ , since otherwise Σ = ∂K , contradicting what has been proved in the lines preceding
Claim 5.5.1.
Assume that [a1,a2] is an edge of K . In this case [b1,b2] is an edge of −L′ , relint[a1,a2] ⊂ K ′
and relint[b1,b2] ⊂ −L. We have K ∩ π˙ = ∅, because K ⊂ π . When ε is suﬃciently small, the inclu-
sion (5.25) implies (L′ + x) ∩ π˙ ⊂ int K ′ , by continuity; see Fig. 9. Therefore
((
K ∩ (L + x)) (K ′ ∩ (L′ + x)))∩ π˙ = (L′ + x) ∩ π˙ .
This set is a rectangle of base ‖b˙2 − b˙1‖ and height ε, up to triangles of edge-lengths proportional
to ε. Its area is ε‖b˙2 − b˙1‖ + o(ε2). Similar arguments prove that
((
K ∩ (L + x)) (K ′ ∩ (L′ + x)))∩ π¨ = K ∩ (L + x) ∩ π¨ ,
and that this set has area ε‖−b1 + x0 − a˙1‖ + o(ε2). Therefore we have
gK ,L(x) − gK ′,L′(x) = ε
(‖−b1 + x0 − a˙1‖ − ‖b˙2 − b˙1‖)+ o(ε2),
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edge of K ′ (and, as a consequence, [b1,b2] is neither an edge of −L nor an edge of −L′). In this case
we have, for ε > 0 suﬃciently small,
((
K ∩ (L + x)) (K ′ ∩ (L′ + x)))∩ π˙ = ∅,
because (L + x) ∩ π˙ = (L′ + x) ∩ π˙ ⊂ K ∩ K ′ (by (5.25) and (5.29)). Moreover, (5.29) implies K ∩ π¨ =
K ′ ∩ π¨ (because π¨ ⊂ π when ε is suﬃciently small), while (5.26) and (5.27) imply that ((L + x) 
(L′ + x)) ∩ π¨ is contained in B(−b1 + x0, δ) ∪ B(−b2 + x0, δ), for a suitable δ = δ(ε) positive which
tends to 0 as ε tends to 0. If ε is suﬃciently small, B(−b2 + x0, δ) does not intersect K ∪ K ′ and
B(−b1 + x0, δ) ∩ π¨ ⊂ K , K ′ . Thus we have
((
K ∩ (L + x)) (K ′ ∩ (L′ + x)))∩ π¨ = ((L + x)  (L′ + x))∩ B(−b1 + x0, δ) ∩ π¨ .
Arguing as in the last part of the proof of Claim 5.5.3 proves gK ,L(x) = gK ′,L′(x). We omit the details.
Assume r = r′ . Since we may always assume r  r′ , we have r < r′ . The formulas (5.7), (5.8), (5.9),
(5.10) and (5.21) imply that w1 equals r or r′ . Assume w1 = r, for instance. Let a˙1, b˙1, a˙2, b˙2 and π
be deﬁned as in case r = r′ . Let us prove
‖a2 − a1‖ < ‖a˙2 − a˙1‖. (5.31)
Assume (5.31) false and deﬁne x0 = a2 + b˙2. We have [a1, a˙1]∂K = [b1, b˙1]∂(−L) + x1, a˙1 = b˙1 + x1,
c1 ∈ [a˙1, a˙2]∂K ∩ ([b˙1, b˙2]∂(−L) + x1) and c1 = a˙1, because the arguments that prove these relations
in the case r = r′ are also valid in this case. In particular [b˙1, b˙2] is not a point. The condition r < r′
implies −b2+x0 /∈ −π +x1+x0. Since K , K ′ ⊂ −π +x1+x0, this implies −b2+x0 /∈ K ∪K ′ . Arguments
similar to those used in the case r = r′ prove that −b˙1 + x0, −b1 + x0 /∈ K ∪ K ′ . Therefore, when
x = x0−εr, with ε > 0 suﬃciently small, (K ∩ (L+x))(K ′ ∩ (L′ +x)) is contained in a neighbourhood
of a2. Arguments similar to those in the last part of the proof of Claim 5.5.3 prove gK ,L(x) = gK ′,L′(x).
We omit the details. This contradiction proves (5.31). Arguments similar to those contained in the
lines which follow (5.24) prove that (5.31) implies that U strictly contains a half-circle.
Let us prove x1 = x2 arguing by contradiction. If x1 = x2 then r = r′ , by deﬁnition. Thus (5.22)
and (5.23) hold and imply Σ = Ω + x1, contrary to the assumptions of Claim 5.5.7.
Summarising, U may coincide with a half-circle only when r = r′ . When U is a half-circle, K is
contained in the strip bounded by the line through a1 orthogonal to u1 and by the line through a2
orthogonal to u1. Since [a˙1, a˙2] is contained in this strip and it is parallel to [a1,a2], equality holds
in (5.24). Moreover the arcs [a1, a˙1]∂K and [a˙2,a2]∂K are line segments contained in the boundary of
the strip. The last part of the claim follows from these observations, (5.22) and (5.23). 
Claim 5.5.8. The arc Σ is a translate of Ω .
Proof. Assume that Σ is not a translate of Ω . If u ∈ (u1,w1)S1 , then both (2.5) and (2.6) hold, since
Ku , K ′u , (−L + x1)u and (−L′ + x1)u are all contained in the relative interior of Σ ∩ (Ω + x1), which
is contained in ∂K ∩ ∂K ′ ∩ (−∂L + x1) ∩ (−∂L′ + x1). Let U˜ ⊂ S1 be the maximal arc which contains
(u1,w1)S1 and such that (2.6) holds for each u ∈ U˜ . Let Σ˜ be the maximal arc of ∂K ∩∂(−L′ +x1) con-
taining
⋃
u∈(u1,w1)S1 Ku and let Ω˜ be the maximal arc of ∂K
′ ∩ ∂(−L+ x1) containing ⋃u∈(u1,w1)S1 K ′u .
Since u1 = w1, by (5.7), U˜ is not a point and neither Σ˜ nor Ω˜ are points or line segments. Clearly Σ˜
and Ω˜ contain a1. Moreover, since ∂K and ∂(−L′ + x1) bifurcate at c1 (and the same is true for ∂K ′
and ∂(−L + x1)), c1 is the upper endpoint of Σ˜ and of Ω˜ and Σ˜ = ∂K .
If Σ˜ is a translate of Ω˜ , then this translation is the identity, since Σ˜ and Ω˜ have their upper
endpoint in common. On the other hand, (5.5), with j = 1, implies that Σ˜ coincides with ∂K and Ω˜
coincides with ∂K ′ in a neighbourhood of a1. Since ∂K and ∂K ′ bifurcate at a1, Σ˜ is not a translate
of Ω˜ .
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circle.
Let U¯ ⊂ S1 be the maximal arc which contains (w2,u2)S1 and such that (2.6) holds for each u ∈ U¯ .
Let Σ¯ be the maximal arc of ∂K ∩ ∂(−L′ + x2) containing ⋃u∈(w2,u2)S1 Ku and let Ω¯ be the maximal
arc of ∂K ′ ∩ ∂(−L + x2) containing ⋃u∈(w2,u2)S1 K ′u . Also U¯ contains a half-circle.
For i = 1,2, let u˜i and u¯i ∈ S1 be such that cl U˜ = [˜u1, u˜2]S1 and cl U¯ = [u¯1, u¯2]S1 . Similar argu-
ments to those of the proof of Claim 5.5.6 prove
u¯2  u˜1 and u˜2  u¯1.
For instance, when u¯2 > u˜1 one can prove that x1 = x2, and this equality contradicts the assumption
“Σ is not a translate of Ω ,” as shown by Claim 5.5.7. The previous inequalities imply that both U˜ and
U¯ are half-circles with U˜ ∪ U¯ = S1.
A description which is analogous to that of Claim 5.5.7 applies to Σ˜ and Ω˜ and also to Σ¯ and Ω¯ .
This description easily implies that K , K ′ , −L and −L′ are parallelograms with two edges orthogonal
to u˜1 and two edges orthogonal to v , for some v ∈ S1 with v = u˜1. It also implies λ1(Kv) = λ1((−L′)v )
and λ1(K ′v ) = λ1((−L)v ). It cannot be λ1(Ku˜1 ) = λ1((−L′ )˜u1 ), because otherwise Σ˜ = ∂K and this con-
tradicts what has been proved above. Thus, λ1(Ku˜1 ) = λ1(K ′˜u1 ) and λ1((−L)˜u1 ) = λ1((−L′ )˜u1 ), by the
synisothesis of (K ,−L) and (K ′,−L′). Therefore, up to an aﬃne transformation, (K , L) and (K ′, L′) are
trivial associates of (K3,L3) and (K4,L4) (with m = 0), respectively. This contradicts the assumptions
of Lemma 5.5 and concludes its proof. 
6. Two proofs
Proof of Theorem 1.1. Proposition 4.2 implies that (K ′,−L′) is a pair of polygons synisothetic to
(K ,−L). In particular, for each u ∈ S1, either (2.5) or (2.6) holds. We assume that (K , L) and (K ′, L′)
are not trivial associates and prove that
K = −L + x and K ′ = −L′ + x′, for some x, x′ ∈R2. (6.1)
These identities, together with K − L = K ′ − L′ (which follows by (2.2)), imply K = K ′ + (x− x′)/2 and
L = L′ + (x − x′)/2, contradicting the assumption “(K , L) and (K ′, L′) are not trivial associates” and
concluding the proof of this theorem.
In order to prove (6.1), let p be a vertex of K and q a vertex of −L such that intN(K , p) ∩
intN(−L,q) = ∅. We prove that
N(K , p) = N(−L,q). (6.2)
Let u0 ∈ S1 ∩ intN(K , p) ∩ intN(−L,q) and assume that (2.5) holds when u = u0. This condition
implies that there exist y, y′ ∈ R2 such that K and K ′ + y coincide in a neighbourhood of p, while
−L and −(L′ + y′) coincide in a neighbourhood of q. Formulas (2.2) and (2.1) imply
p + q = Ku0 + (−L)u0 = K ′u0 + (−L′)u0 = (p − y) + (q + y′),
that is y = y′ . We apply Lemma 5.5 to (K , L) and (K ′ + y, L′ + y), with U chosen so that it contains
S1 ∩ N(K , p) ∩ N(−L,q). If Σ and Ω are deﬁned as in the statement of Lemma 5.5, then they are
not points nor line segments. This lemma implies that Σ is a translate of Ω , which yields (6.2).
Similar arguments prove (6.2) when (2.6) (instead of (2.5)) holds when u = u0. In this case we apply
Lemma 5.5 to (K , L) and (−L′ + y,−K ′ + y), where y ∈R2 is chosen so that K and −L′ + y coincide
in a neighbourhood of p.
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with equal outer normal, and vice versa. To prove that K is a translate of −L it suﬃces to show that
λ1(E) = λ1(F ). (6.3)
Let u0 be the unit outer normal to K at E and assume that (2.5) holds when u = u0. One proves,
arguing as above, that there exists y ∈R2 such that E is an edge of K ′ + y with outer normal u0 and
F is an edge of −(L′ + y) with outer normal u0. We apply Lemma 5.5 to (K , L) and (K ′ + y, L′ + y),
with U chosen so that it contains u0. What has been proved above implies that K and K ′ + y coincide
in a neighbourhood of E , that −L and −(L′ + y) coincide in a neighbourhood of F , and that U is not
a point. If Σ and Ω are deﬁned as in the statement of Lemma 5.5, then they are not points nor
line segments. This lemma implies that Σ is a translate of Ω , which yields (6.3). Similar arguments
get the same conclusion when (2.6) substitutes (2.5), and similar arguments also prove that K ′ is a
translate of −L′ . 
Proof of Corollary 1.2. First we prove the corollary assuming z = 0. Assume gK ,L(x) = gK ,L(−x) for
each x ∈ R2. This is equivalent to gK ,L(x) = gL,K (x) for each x ∈ R2, since gL,K (x) = gK ,L(−x). We
claim that there exist no aﬃne transformation T and no different indices i, j, with either i, j ∈ {1,2}
or i, j ∈ {3,4}, such that (T K ,T L) and (T L,T K ) are trivial associates of (Ki,Li) and (K j,L j),
respectively. Indeed, if this claim is false, then (Ki,Li) is a trivial associate of (L j,K j), because
being trivial associates is a transitive property. However, when i = j, (Ki,Li) is not a trivial associate
of (L j,K j), because Ki is not a translate of −K j or of L j . This claim and Theorem 1.1 imply that
(K , L) is a trivial associate of (L, K ). It is immediate to understand that this happens exactly when
K = −K + y and L = −L + y, for some y ∈ R2, (that is, y/2 is the centre of K and of L) or when
K = L. The converse implication follows from the identities gK ,L(x) = g−K+y,−L+y(−x) = gL,K (−x),
valid for any x, y ∈R2.
The proof for z = 0 follows from the one for z = 0 applied to gK ,L+z , since gK ,L(z + x) =
gK ,L+z(x). 
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