In this paper, we study the polynomial stability of analytical solution and convergence of the semi-implicit Euler method for non-linear stochastic pantograph differential equations. Firstly, the sufficient conditions for solutions to grow at a polynomial rate in the sense of mean-square and almost surely are obtained. Secondly, the consistence and convergence of this method are proved. Furthermore, the orders of consistence (in the sense of average and mean-square) and convergence are given, respectively.
Introduction
Stochastic pantograph differential equations(SPDEs) arise widely in control, biology, neural network, and finance, etc. Asymptotic stability of analytical solution has received considerable attention in literature for both deterministic and stochastic functional differential equations. Especially, plenty of literature on stability exist with non-exponential rates decay of the solutions(see [6] [9] [10] [12] ). One important non-exponential rates of decay is polynomially asymptotic stability, which means that the rate of decay is controlled by a polynomial function in mean-square or almost surely sense. This type of stability has been studied in [1] , [3] and [4] . Buckwar and Appleby consider the polynomial stability of one dimensional linear stochastic pantograph differential equation in [2] , where the sufficient conditions of polynomially asymptotic property are given.
The convergence of numerical method is another crucial property of stochastic differential equations. Recently, many researchers devoted to the stochastic delay differential equations. Mao Wei [11] gave the sufficient conditions of convergence with semi-implicit Euler method for variable
Before studying the stochastic pantograph differential equations, the properties of deterministic pantograph differential equations are firstly introduced. The equation has the following form:
x ′ (t) =āx(t) +bx(qt)
Lemma 2.1.
[2] Assume x(t) be the solution of (2.2), x 0 > 0, ifā < 0, then there exists a constant number C such that
where α ∈ R andā +bq α = 0.
Remark 2.1. If there exists a constant number C > 0, such that 
and 0 < p(0) ≤ x(0), then p(t) ≤ x(t) for all t ≥ 0. Furthermore, ifā < 0, and p(t) satisfys (2.5), then there exists a constant C > 0 such that 6) whereā +bq α = 0.
3 Polynomial stability of analytical solutions for non-linear stochastic pantograph differential equations
In this section, we consider the following equation
where
It is easy to see there exists zero solution for (3.7).
Definition 3.1. The zero solution for (3.7) is said to be mean-square polynomial stable, if there exists a constant number α < 0, such that
where x(t) is the solution for (3.7) with any initial value x(0) = x 0 .
Definition 3.2. The zero solution of (3.1) is said to be almost surely polynomial stable, if there exists a constant number α < 0, such that
where x(t) is the solution of (3.7) with any initial value x(0) = x 0 .
Assumption 3.1. Assume there exist real numbers a, b > 0, c > 0, d > 0, such that the coefficients f and g satisfy
According to f (t, 0, 0) = 0, g(t, 0, 0) = 0 and assumption 3.9, we can estimate
Theorem 3.1. Suppose that x(t) is the solution of (3.7), if the coefficients f, g satisfy assumption 3.9, and a + b + c 2 + d 2 < 0, then the zero solution of (3.7) is mean-square polynomial stable.
Proof. According to definition 3.1, we just need to prove that there exist constant number C 1 and α < 0, such that E|x(t)| 2 ≤ C 1 t α .
Itô formula shows that
Due to
Note that 2a + b + 2c 2 < 0, b + 2d 2 > 0, by Lemma 2.3, there exists C 1 and α ∈ R, such that 12) where α satisfies 2a + b + 2c 2 + (b + 2d 2 )q α = 0. According to a + b + c 2 + d 2 < 0, we can know α < 0, the theorem is proved.
Theorem 3.2. Suppose that x(t) is the solution of (3.7), if the coefficients f, g satisfy assumption 3.9, and 2a + b + 2c 2 + (b + 2d 2 )/q < 0, then the zero solution of (3.7) is almost surely polynomial stable.
Proof. According to 2a
By Itô formula and assumption 3.9, one can show that for any n − 1 ≤ t ≤ n,
(3.13)
According to Burholder-Davis-Gundy inequations, it is easy to show that
(3.14)
Substituting (3.14) into (3.13), then
It is easy to know
. By Markov's inequations, for any ε > 0, it is not difficult to show
By using Borel-Cantelli lemma, the following limit can be achieved lim sup
Note that for any t > 0, there exists n(t) such that n(t) − 1 ≤ t ≤ n(t), and
Due to the arbitrary of ε, this can imply
4 Consistence and convergence of the semi-implicit method
In this section, we will employ the semi-implicit Euler methods to solve the equation (3.7). We define a family of meshes with fixed step-size on the interval [0, T ], i.e.
Since the points qt n will probably not be included in T N , so we need another non-uniform mesh which consists of all the points t n and qt n . Let
For any l, we have s l = t n or s l = qt m , where t n , t m ∈ T N . We can also display any s l ∈ S N ′ with t n < s l ≤ t n+1 by
In this paper, we denote by y(t n ) the approximation of x(t n ) at the point t n ∈ T N , and y(qt n ) the approximation of x(qt n ) at the point qt n ∈ S N ′ , then the semi-implicit Euler method is given by y(t n+1 ) = y(t n )+h[(1−θ)f (t n , y(t n ), y(qt n ))+θf (t n+1 , y(t n+1 ), y(qt n+1 ))]+g(t n , y(t n ), y(qt n ))△B n , (4.17) where
Here we require y(t n ) to be F tn -measurable at the point t n , n = 0, 1, · · · , N .
We can also express (4.17) equivalently as
(4.18)
Note that we can't express y(s l ) which equals to y(qt m ) in(4.18), s l ∈ S N ′ , so we need a continuous extension that permits the evaluation of y(s l )at any point s l = t n + ζh ∈ S N ′ , ζ ∈ (0, 1], so we define For any θ given, t n ∈ T n , ζ ∈ (0, 1], the local truncation error of semi-implicit Euler method for (3.7) can be denoted by δ h (t n , ζ), 
(ii) The semi-implicit Euler method is called to be consistent with order p 2 in the sense of mean-square, if there exist constant C and p 2 , which are independent of step size h, such that
For any θ given, t n ∈ T n , ζ ∈ (0, 1], the global error of semi-implicit Euler method can be denoted by ǫ(s l ) ǫ(s l ) = ǫ(t n + ζh) = x(t n + ζh) − y(t n + ζh). 
Lemma 4.1. [7] Assume that there exists a positive constant K such that
Then there exists a unique solution x(t) to (3.7), and E( sup
Remark 4.1. Due to Lipschiz condition and f (t, 0, 0) = 0, g(t, 0, 0) = 0, it is not difficult to know |f (t, x, y)| 2 ≤ K(|x| 2 + |y| 2 ) and |g(t, x, y)| 2 ≤ K(|x| 2 + |y| 2 ).
Theorem 4.2. Under the Lipschitz condition, the semi-implicit Euler method for equation (3.7)
is consistent (i) with order 1.5 in average sense; (ii) with order 1 in mean-square sense.
Proof. (i) For the equation (3.7) and the semi-implicit method (4.17), the local truncation error takes the special form: (4.25) for n = 0, 1, 2, · · · , N . we will frequently make use of Höder inequality in the next content. Note that E(|x|) ≤ (E(|x| 2 )) 1 2 , so taking expectation and absolute both sides of the equation above, we can estimate By Lemma 4.17, h < 1 and the integral we can obtain
In the same way, we can compute
(ii) According to the definition of δ h (t n , ζ), the following inequality holds.
Theorem 4.3. Under Lipschitz condition, the semi-implicit Euler method for problem (3.7) is convergent with order 0.5.
Proof. For any s l = t n + ζh ∈ S N ′ , set
Squaring both sides of the equation above, employing the conditional expectation with respect to the σ-algebra F 0 , and taking absolute values, we get
Next we will estimate the six terms in (4.28). For the term A 2 , by (4.28) we have
For A 3 in (4.31), we obtain
We estimate A 4 ,
In the same way, we can see
and
Combining these results, we can compute E(|ǫ(t i + ζh)| 2 |F 0 ), then E(|ǫ(t n )| 2 |F 0 ) ≤ R n , E(|ǫ(qt n )| 2 |F 0 ) ≤ R n .
In (4.32), we need to calculate E(|ǫ(qt n+1 )| 2 |F 0 ), which depends on either t n < qt n+1 < t n+1 or qt n+1 < t n . Case 1: If t n < qt n+1 < t n+1 , then E(|ǫ(qt n+1 )| 2 |F 0 ) ≤ R n+1 . According to (4.32), we can see There is h 0 = Case 2: If qt n+1 < t n , then E(|ǫ(qt n+1 )| 2 |F 0 ) ≤ R n . In the same way as case 1, we can get
