In this paper, we compose a computational algorithm for the determinant and the inverse of the n × n cyclic nonadiagonal matrix. The algorithm is suited for implementation using computer algebra systems (CAS) such as Mathematica and Maple.
Inroduction
The n × n cyclic nonadiagonal matrix is as in the following form: 
(1) where n ≥ 8.
This type of matrix appears in many areas such as engineering applications. The determinants and the inversions of these matrices are usually required.
Many algorithms are composed by using the LU factorization for the periodic tridiagonal, pentadiagonal and the cyclic pentadiagonal and heptadiagonal matrices [1] - [6] A new recursive symbolic algorithm for inverting general periodic tridiagonal and anti-tridiagonal matrices are studied in [2] . The authors compose a new symbolic algorithm for the inverses of the periodic pentadiagonal matrix and the periodic anti-pentadiagonal matrix is obtained by using it in [3] .
With some restrictive conditions, algorithms for the inverses of the tridiagonal and pentadiagonal matrices are given in [5] . In [4] it is presented that a new computational algorithm to evaluate the determinant of the tridiagonal matrix with its cost.
In [6] an expression of the characteristic polynomial and eigenvectors for pentadiagonal matrix is obtained and an algorithm to compute the determinant of the pentadiagonal matrix is presented.
In this paper, we extend the work presented in [1] . In the second section we obtain the Doolittle LU factorization of the cyclic nonadiagonal matrix. Then by using the elements of the last six columns, the elements of remaining (n − 6) columns are found and the inverse matrix of the cyclic nonadiagonal matrix is obtained. In the last section a numerical example is given.
Main Result
In this section, t which is only a symbolic name is chosen as a parameter. Then the determinant and the inverse of the cyclic nonadiagonal matrix K in (1) are computed. The LU factorization of the matrix K is as in the following form:
The determinant of the cyclic nonadiagonal matrix K is computed as in the following:
When K is nonsingular, let
and C i is the ith column of K −1 where 1 ≤ i ≤ n. Notice that
We can write C r as follows:
where E r = (δ 1r , δ 2r , . . . , δ rr , . . . , δ 1n ) T , r = 1, 2, . . . , n (δ ij is the Kronecker symbol). By using (2) we obtain
for i = n, n − 1, n − 2, n − 3, n − 4, n − 5. Now, an algorithm can be composed by using the last six columns of K −1 . By using the LU factorization and (3), the components of the last six columns are computed as in the following:
S n−2,n−4 = 1 cn−2 (−g n−2 + f n−2 f n−3 − w n−2 S n−1,n−4 − v n−2 S n,n−4 ) S n−3,n−4 = 1 cn−3 (−f n−3 − e n−3 S n−2,n−4 −w n−3 S n−1,n−4 − v n−3 S n,n−4 ) S n−4,n−4 = 1 cn−4 (1 − e n−4 S n−3,n−4 − P n−4 S n−2,n−4 −w n−4 S n−1,n−4 − v n−4 S n,n−4 ) S n,n−5 =
cn−3 (−g n−3 + f n−3 f n−4 − e n−3 S n−2,n−5 −w n−3 S n−1,n−5 − v n−3 S n,n−5 ) S n−4,n−5 = 1 cn−4 (−f n−4 − e n−4 S n−3,n−5 − P n−4 S n−2,n−5 −w n−4 S n−1,n−5 − v n−4 S n,n−5 ) S n−5,n−5 = 1 cn−5 (1 − e n−5 S n−4,n−5 − P n−5 S n−3,n−5 −T n−5 S n−2,n−5 − w n−5 S n−1,n−5 − v n−5 S n,n−5 ) (5) and for j = n, n − 1
for j = n, n − 1, n − 2
(e n−3 S n−2,j + w n−3 S n−1,j + v n−3 S n,j )
for j = n, n − 1, n − 2, n − 3
(e n−4 S n−3,j + P n−4 S n−2,j + w n−4 S n−1,j + v n−4 S n,j ) (8)
(e n−5 S n−4,j +P n−5 S n−3,j +T n−5 S n−2,j +w n−5 S n−1,j +v n−5 S n,j ) (9) for j = n, n − 1, n − 2, n − 3, n − 4, n − 5 and i = n − 6, n − 7, ..., 1
The elements of the remaining (n − 6) columns can be calculated using the fact that K −1 K = I n where I n is an n × n identity matrix. Then
(E n−2 − M n−5 C n−5 − A n−4 C n−4 − a n−3 C n−3 (11)
where j = n − 8, n − 9, . . . , 1 and z i = 0 for i = 1, 2, . . . , n − 6. Thus, the algorithm for the n × n cyclic nonadiagonal matrix is given as Input: n is the order and
are the entries of the cyclic nonadiagonal matrix.
Output:
Step4: For i = 5, 6, . . . , n − 3 do
Step5: i = 5, 6 . . . n − 6
w n−5 = K n−5 − γ n−5 w n−9 − α n−5 w n−8 − g n−5 w n−7 − f n−5 w n−6 w n−4 = M n−4 − γ n−4 w n−8 − α n−4 w n−7 − g n−4 w n−6 − f n−4 w n−5 w n−3 = A n−3 − γ n−3 w n−7 − α n−3 w n−6 − g n−3 w n−5 − f n−3 w n−4 w n−2 = a n−2 − γ n−2 w n−6 − α n−2 w n−5 − g n−2 w n−4 − f n−2 w n−3
Step6: i = 5, 6, . . . , n − 5
T n−7 − h n−6 P n−6 − h n−5 e n−5 ) h n−3 = 1 cn−3 (N n − h n−7 z n−7 − h n−6 T n−6 − h n−5 P n−5 − h n−4 e n−4 ) h n−2 = 1 cn−2 (B n − h n−6 z n−6 − h n−5 T n−5 − h n−4 P n−4 − h n−3 e n−3 )
Step8: For i = 1, 2, . . . , n compute and simplify the components S i,n , S i,n−1 , S i,n−2 , S i,n−3 , S i,n−4 , S i,n−5 of the columns C j where j = n, n − 1, n − 2, n − 3, n − 4, n − 5 by using (4, 5, 6, 7, 8, 9, 10) .
Step9: Compute the components of the columns C n−6 and C n−7 by using (11,12), then for j = n − 8, n − 9, . . . , 1 and i = 1, 2, . . . , n compute and simplify the components S ij by using (13).
Step10: For i, j = 1, 2, . . . , n substitute the actual value t = 0 in all S i,j . Let R be an n × n matrix as in the following form:
It is clear that R is a nonsingular and its inverse matrix is itself. Let Y be a cyclic anti-nonadiagonal matrix. Since there is the following relation between the cyclic nonadiagonal and the cyclic anti-nonadiagonal matrices
the inverse matrix of Y is obtained as
Numerical Example
Example 1 Consider the matrix D as in the following
We apply the algorithm to it and we have • det(K) = 4715
