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Abstract
We study the asymptotic behaviour of non-negative solutions of Yamabe type equations on a complete
Riemannian manifold. Then we provide a comparison result, based on a form of the weak maximum princi-
ple at infinity, which together with the “a priori” estimates previously obtained, yields uniqueness under very
general Ricci assumptions. The paper ends with an existence result and an application to the non-compact
Yamabe problem.
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1. Introduction
The aim of this paper is to study the asymptotic behaviour, uniqueness and existence of posi-
tive solutions of the equation
u+ a(x)u− b(x)uσ = 0 (1.1)
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coefficient b(x) is assumed to be non-negative, while a(x) is not assumed to be of constant sign.
Equations of the form (1.1) arise, for instance, in Riemannian geometry as the equation for the
change of the scalar curvature under a conformal change of metric and in mathematical biology,
where they describe the steady state solutions of the logistic equation with diffusion
∂u
∂t
= u+ a(x)u− b(x)uσ .
In this latter contest u represents the density of a population and it is therefore assumed to be
non-negative. For a detailed discussion of these two examples we refer, for instance, respectively
to [7,13] and the recent [4,5,12].
From now on we fix an origin o ∈ M and let r(x) = dist(x, o). We set BR = {x ∈ M:
r(x) < R} for the geodesic ball of radius R centred at o.
Estimates from above, for positive solutions of (1.1), under assumptions on the Ricci curvature
of M of the type
Ricci(M,〈 , 〉) −(m− 1)H 2
(
1 + r2(x)) δ2 (1.2)
in the sense of quadratic forms (the metric is understood in the right-hand side of (1.2)), for
some H,δ ∈ R, and appropriate bounds on the behaviours of a(x), b(x) at infinity, have been
given sometime ago in [13] and refined in a subsequent series of papers. On the other hand,
despite of the number of results on Euclidean space Rm, see, for instance, [3,4] and the references
therein, we are not aware of estimates on u > 0 from below in the above generality. Indeed, it
goes without saying that the Euclidean techniques, for instance rescaling together with the well-
known squeezing method of [4], are fruitless in yielding interesting conclusions under geometric
assumptions of the type (1.2) on a general manifold.
Using the approach developed in [13], we provide a sharp result in this setting in Theorem 2.1.
As an immediate application, Proposition 2.2 yields completeness of the conformally deformed
metric in the non-compact Yamabe problem. See the seminal papers [8,9] and again [7] for a
thorough discussion.
Uniqueness is obtained in Theorem 3.3 via a comparison result, Theorem 3.1, of independent
interest. The proof of this latter is based on a form of the weak maximum principle at infinity as
introduced in [11] and [14]. In this way we are able to replace curvature assumption (1.2) with
the weaker volume growth type condition
lim inf
R→+∞
log volBR
Rξ
< +∞ (1.3)
for some appropriate ξ > 0 related to the behaviour at infinity of a(x), b(x) and to that of the
two solutions u and v of (1.1) to be compared. A counterexample after the proof shows that the
requests on u and v cannot be relaxed. As before previous techniques and results in Euclidean
space, see for instance [4], are not applicable in this general case. Putting together the “a priori”
estimates of Theorems 2.1 and 2.3 with uniqueness of Corollary 3.2 and estimates on the volume
growth proved in [1] we finally obtain our main uniqueness result Theorem 3.3.
The paper ends with an existence result, Theorem 4.2, for Eq. (1.1) that we also interpret
in the setting of the non-compact Yamabe problem. This compares with previous work of one
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the statement of the theorem.
2. “A priori” estimates
In this section we determine “a priori” estimates on the behaviour at infinity of positive solu-
tions of the equation
u+ a(x)u− b(x)uσ = 0, σ > 1, (2.1)
on M under assumptions on a(x) and b(x) related to the geometrical requirement
Ricci(M,〈 , 〉) −(m− 1)H 2
(
1 + r(x)2) δ2 on M (2.2)
for some H > 0 and δ ∈ R. We begin with
Theorem 2.1. Let (M, 〈 , 〉) be a complete manifold with Ricci tensor satisfying (2.2) and let a(x)
and b(x) ∈ C0(M) with b(x) > 0 on M and
lim inf
r(x)→+∞
a(x)
r(x)α
> 0 (2.3)
with α > max{−2, δ}. Let ψ(t) be a positive, non-decreasing function defined in a neighbour-
hood of infinity such that, for some 	 ∈ (0,1),
ψ(t) = O
(
ψ
(
t
1 + 	
))
as t → +∞ (2.4)
and assume that
lim inf
r(x)→+∞
a(x)
b(x)
ψ
(
r(x)
)
> 0. (2.5)
Then, any positive solution u ∈ C2(M) of
u+ a(x)u− b(x)uσ  0, σ > 1, on M (2.6)
satisfies
u(x) Cψ
(
r(x)
)− 1
σ−1 (2.7)
for r(x)  1 and some constant C > 0.
Proof. We fix q ∈ M , with r(q)  1 and we set ρ(x) = dist(x, q). Fix T > 0 and consider
on BT (q) the function
F(x) = u(x)2 2 ξ[T − ρ (x)]
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attains a positive absolute minimum at x¯ ∈ BT (q). Using a trick of Calabi [2], which enables us
to suppose that ρ is smooth near x¯, we deduce
(i) ∇ logF(x¯) = 0, (ii)  logF(x¯) 0. (2.8)
Using (2.8)(i) a computation yields
∇u
u
(x¯) = −2ξ ρ∇ρ
T 2 − ρ2 (x¯), (2.9)
while from (2.8)(ii) and (2.9) we have at x¯
u
u
− 4ξ(ξ − 1) ρ
2
[T 2 − ρ2]2 + ξ
ρ2
T 2 − ρ2  0. (2.10)
In order to estimate ρ2, let
Ricci(M,〈 , 〉) −(m− 1)Z2 on BT (q). (2.11)
Therefore, from the Laplacian comparison theorem we infer
ρ2  2
[
m+ (m− 1)Zρ] on BT (q).
Inserting (2.6) and (2.11) into (2.10) we have at x¯
u b−
1
σ−1
{
a − 4ξ(1 − ξ) ρ
2
[T 2 − ρ2]2 − 2ξ
m+ (m− 1)Zρ
T 2 − ρ2
} 1
σ−1
.
Since x¯ is the minimum of F on BT (q) we then deduce[
T 2 − ρ2(x¯)]ξ u(y) [T 2 − ρ2(y)]ξ u(x¯)

[
T 2 − ρ2(y)]ξ b(x¯)− 1σ−1{a(x¯)+ 4ξ(ξ − 1) ρ2(x¯)[T 2 − ρ2(x¯)]2
− 2ξ m+ (m− 1)Zρ(x¯)
T 2 − ρ2(x¯)
} 1
σ−1
for each y ∈ BT (q). In particular, for y = q ,
u(q)
[
a(x¯)
b(x¯)
] 1
σ−1{
1 + 4ξ(ξ − 1)
a(x¯)
ρ2(x¯)
[T 2 − ρ2(x¯)]2 −
2ξ
a(x¯)
m+ (m− 1)Zρ(x¯)
T 2 − ρ2(x¯)
} 1
σ−1
. (2.12)
We set
f (t) = 1 + 2ξ(ξ − 1) t
2
2 2 2 −
2ξ (m− 1)Zt
2 22 a(x¯) [T − t ] a(x¯) T − t
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g(t) = 1
2
+ 2ξ(ξ − 1)
a(x¯)
t2
[T 2 − t2]2 −
2ξ
a(x¯)
m
T 2 − t2
on [0, T ) and, considering the parabola (note ξ > 1)
w = 2ξ(ξ − 1)
a(x¯)
y2 − 2ξ(m− 1)Z
a(x¯)
y + 1
2
, y ∈ [0,+∞),
we deduce that f (t) attains on [0, T ) its minimum value
f¯ = 1
2
− 1
2
ξ
ξ − 1
(m− 1)2Z2
a(x¯)
.
As for g(t), we have g(0) = 12 − 2ξa(x¯) mT 2 , limt→T − g(t) = +∞ and
g′(t) = 4ξ
a(x¯)
t
[T 2 − t2]3
{
(ξ − 1 −m)t2 + (ξ − 1 +m)T 2}
 8
a(x¯)
t
[T 2 − t2]3 ξ(ξ − 1)
 0
on [0, T ) because of our choice of ξ . It follows that g(t) attains on [0, T ) its minimum value
g¯ = 1
2
− 2ξ
a(x¯)
m
T 2
.
Going back to (2.12) we obtain
u(q)
[
a(x¯)
b(x¯)
] 1
σ−1{
1 − ξ
2(ξ − 1)
(m− 1)2Z2
a(x¯)
− 2ξ
a(x¯)
m
T 2
} 1
σ−1
. (2.13)
We now choose
T = 	r(q)
and we observe that, since ∀x ∈ BT (q), r(q) − T  r(x)  r(q) + T , with our choice of T ,
using (2.3) we have
a(x) C(	)r(q)α,
Ricci(M,〈 , 〉) −(m− 1)H 2
[
1 +W(	)2r(q)2] δ2 (2.14)
for some constants C(	), W(	) > 0, depending only on 	 > 0 and on the sign of α and δ, respec-
tively. Therefore,
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2(ξ − 1)
(m− 1)2Z2
a(x¯)
− 2ξ
a(x¯)
m
T 2
 1 − ξ(m− 1)
2H 2
2(ξ − 1)C(	)
[
1
r2(q)
+W(	)2
] δ
2
r(q)δ−α − 2mξ
C(	)
1
	2
r(q)−2−α. (2.15)
Thus, using the assumptions α > −2, α > δ we can suppose to have chosen R > 0 sufficiently
large such that, ∀q with r(q) > R, we have Λ(x¯) 12 . Hence
u(q) 1
2
[
a(x¯)
b(x¯)
] 1
σ−1
and in turn
u(q)ψ
(
r(q)
) 1
σ−1  1
2
[
ψ
(
r(q)
)
min
BT (q)
a(x)
b(x)
] 1
σ−1
. (2.16)
We claim that
lim inf
r(q)→+∞ψ
(
r(q)
)
min
BT (q)
a(x)
b(x)
> 0 (2.17)
so that (2.7) follows at once from (2.16). To prove the claim suppose that (2.17) is false, then
there exists a sequence {yn} in M , with r(yn) → +∞, such that
lim
r(yn)→+∞
ψ
(
r(yn)
)
min
BTn (yn)
a(x)
b(x)
= 0, (2.18)
where Tn = 	r(yn). Let {zn} ∈ BTn(yn) realize the minimum, that is
min
BTn (yn)
a(x)
b(x)
= a(zn)
b(zn)
.
Fix η > 0 and choose n sufficiently large so that, from (2.18), we have
a(zn)
b(zn)
<
η
ψ(r(yn))
. (2.19)
Since zn ∈ BTn(r(yn)),
r(yn)
r(zn)
1 + 	
and therefore, since ψ is non-decreasing and (2.4) holds we have
a(zn)
b(zn)
<
η
ψ(
r(zn) )
 Cη
ψ(r(zn))
(2.20)
1+	
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ψ
(
r(zn)
)a(zn)
b(zn)
Cη
for n  1. Since η > 0 was chosen arbitrarily this contradicts (2.5) and completes the proof of
the theorem. 
Remark 2.1. 1. If we assume ψ(t) non-increasing the conclusion of Theorem 2.1 holds substi-
tuting the request (2.4) with
ψ(t) = O
(
ψ
(
t
1 − 	
))
as t → +∞. (2.21)
Thus Theorem 2.1 is valid in particular with ψ(t) = Ctβ(log t)γ for t  1, β,γ ∈ R, C > 0 and
	 ∈ (0,1).
With this observation and δ = −2 in (2.2), we recover the estimate from below on Rm of Dong
[3, Theorem 1.1].
2. Clearly, (2.4) (or (2.21)) are not satisfied if ψ(t) is of exponential type, for instance ψ(t) =
Ceβt , C,β > 0. In this case condition (2.4) has to be substituted with
ψ(t) = O(ψ(t − T0)) as t → +∞ (2.22)
for some T0 > 0. The result continues to hold with the request
α > max{0, δ} (2.23)
but the proof has to be modified as follows. Following the argument of Theorem 2.1 we arrive
at (2.13). Now we choose T = T0, then (2.14) holds with C(	), W(	) substituted with C(T0),
W(T0) positive constants depending only on T0 and the sign of α and δ, respectively. We then
proceed, under the modified assumption (2.3) with α > max{0, δ}, directly to
u(q)ψ
(
r(q)
) 1
σ−1  1
2
[
ψ
(
r(q)
)
min
BT0 (q)
a(x)
b(x)
] 1
σ−1
. (2.24)
The remaining of the proof is the same as in Theorem 2.1 using (2.22) instead of (2.4).
Clearly if ψ(t) is non-increasing then (2.22) has to be substituted with
ψ(t) = O(ψ(t + T0)) as t → +∞ (2.25)
for some T0 > 0.
Remark 2.2. In case α = δ the proof of Theorem 2.1 can be modified to obtain the same conclu-
sion provided a further condition on H is satisfied.
Indeed, in case (2.4) or (2.21) holds, assume that the Ricci tensor of M satisfies (2.2) with
δ > −2, and having set
A = lim inf a(x)
α
> 0,r(x)→+∞ r(x)
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0 <H 2 <
A
(m− 1)2
(
1 − 	
1 + 	
)|δ|
. (2.26)
Under these assumptions, following the proof of Theorem 2.1, we arrive at (2.15) which takes
the form
Λ(x¯)σ−1  1 − ξ
2(ξ − 1)
(m− 1)2H 2
C(	)
[
1
r2(q)
+W(	)2
] δ
2 − 2mξ
C(	)
1
	2
r(q)−2−δ
where C(	) and W(	) are given by{
C(	) = A(1 − (sign δ)	)δ,
W(	) = (1 + (sign δ)	). (2.27)
Using (2.26) and δ > −2 we can choose ξ > 1 and R > 0 both sufficiently large that, for some
η ∈ (0,1), r(q) > R gives
ξ
(ξ − 1)
(m− 1)2H 2
C(	)
[
1
r2(q)
+W(	)2
] δ
2
< η
and
1 − 2mξ
C(	)
1
	2
r(q)−2−δ  η.
Thus,
Λ(x¯)σ−1  η
2
.
The remaining of the proof is as above.
If ψ(t) satisfies (2.22) or (2.25), since δ > 0 because of (2.23) and α = δ, we set
0 <H 2 <
A
(m− 1)2
(1 − T0/R0)δ
(1 + T0/R0)δ
for R0 > T0 and the theorem is still valid.
We apply this remark to Yamabe equation to show, for instance, that the conformally deformed
metric u
4
m−2 〈 , 〉, m 3, is still complete provided 〈 , 〉 is so. A simple reasoning shows (see [13])
that this is the case if u(x) is bounded below by a radial function ψ˜(r) /∈ L 2m−2 (+∞). Thus one
can choose ψ(r) in (2.7) given by ψ(r) = r2(log r)2 and deduce the following.
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satisfying (2.2) with δ > −2. Suppose the scalar curvature s(x) verifies
s(x)−Arδ(x)
for r(x)  1 and some A> 0, and that
0 <H 2(m− 1)2 <A. (2.28)
Let K(x) ∈ C∞(M), K(x) < 0 on M and
K(x)−Cr(x)δ+2 log2 r(x)
for r(x)  1 and some C > 0. Then any conformal deformation of 〈 , 〉 to a new metric of scalar
curvature K(x) is complete.
Proof. If u
4
m−2 〈 , 〉 is a conformal deformation of 〈 , 〉 with scalar curvature K(x) then u > 0
satisfies Yamabe equation
4(m− 1)
m− 2 u− s(x)u+K(x)u
m+2
m−2 = 0.
Now apply the results described above observing that for some 	 > 0 sufficiently small (2.26) is
satisfied and that for the same 	, (2.4) holds because of our choice of ψ(r). 
Note that the proof of Theorem 2.1 gives no uniform positive lower bounds on compact do-
mains for the positive solutions of (1.1). This contrasts with the case of the estimate from above
obtained in [13], see also [11], that we recall in a simplified form that will be most useful in the
sequel.
Theorem 2.3. Let (M, 〈 , 〉) be a complete manifold with Ricci tensor satisfying (2.2) and δ −2.
Let a(x), b(x) ∈ C0(M) and satisfying
a(x)Ar(x)α, α  δ
2
− 1, (2.29)
b(x) Br(x)β, β  1 − δ
2
+ α (2.30)
for r(x)  1 and some constants A,B > 0. Then any non-negative solution u ∈ C2(M) of
u+ a(x)u− b(x)uσ  0, σ > 1, on M, (2.31)
satisfies
u(x)Cr(x)−
β−α
σ−1 (2.32)
for r(x)  1 and some constant C > 0.
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refer, for instance, to [11, Remark 2.11, p. 35], while for Theorem 2.1 we provide the following
example.
Let g(r) ∈ C∞([0,+∞]), g(r) > 0 for r > 0 be such that
g(r) =
{
r on [0, 12 ],
e
1
m−1
∫ r
0 (1+s2)δ/4 ds on [1,+∞)
for some δ −2. We define the model manifold Mg = Rm in the sense of Greene and Wu [6],
with metric on Mg \ {0} = (0,+∞)× Sm−1
〈 , 〉 = dr2 + g(r)2 dθ2,
where dθ2 is the canonical metric on the unit sphere Sm−1. Note that, since g(r) = r on [0, 12 ],〈 , 〉 can be smoothly extended to all of Mg . The Ricci curvature in the radial direction is given
by
Ricci(M,〈 , 〉)(∇r,∇r) = −(m− 1)g
′′(r)
g(r)
while, in the direction orthogonal to ∇r determined by the unit vector ν,
Ricci(M,〈 , 〉)(ν, ν) = − (m− 2)
g(r)2
(
1 − g′(r)2)− g′′(r)
g(r)
.
Thus, a simple computation shows that there exists an appropriate H > 0 such that
Ricci(M,〈 , 〉) −(m− 1)H 2
(
1 + r2) δ2 on Mg.
Next, we consider the function
w(r) = (μ+ P(r)) α−βσ−1 > 0 on [0,+∞),
where μ> 0, β  α > δ and P ∈ C2([0,+∞)) satisfies
P(r) = r, for r  1, P (r) 0 on [0,+∞), P ′(0) = 0.
We define
Hw(r) = w−σ
{
w′′ + (m− 1)g
′(r)
g(r)
w′ +A(1 + r)αw
}
for some A> 0 constant. Computing we have,
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β−α
(1 + r)β−α
{
α − β
σ − 1
[
P ′′(r)
(μ+ P(r))(1 + r)α
+ α − β − σ + 1
σ − 1
P ′(r)
(μ+ P(r))2(1 + r)α
+ (m− 1)g
′(r)
g(r)
P ′(r)
(μ+ P(r))(1 + r)α
]
+A
}
.
Next, we note that
(m− 1)g
′(r)
g(r)
= (1 + r2) δ4
on [1,+∞), and therefore
(m− 1)g
′(r)
g(r)
P ′(r)
(μ+ P(r))(1 + r)α =
P ′(r)
(μ+ P(r))
(
1 + r2) δ4 (1 + r)−α (2.33)
on [1,+∞).
Furthermore, the left-hand side of (2.33) is bounded near zero since P ′(0) = 0. It follows that,
up to choosing μ  1, since P(r) = r for r(x)  1, we can choose B > 0 such that
Hw(r) B(1 + r)β
on [0,+∞). Recalling the definition of Hw(r), we then have
w′′ + (m− 1)g
′(r)
g(r)
w′ +A(1 + r)αw −B(1 + r)βwσ  0. (2.34)
Setting u(x) = w(r(x)), a(x) = A(1 + r(x))α and b(x) = B(1 + r(x))β > 0 on Mg we then
deduce
u+ a(x)u− b(x)uσ  0.
Moreover,
a(x)
b(x)
= A
B
(
1 + r(x))α−β
on Mg and we can therefore choose ψ(t) = tβ−α . Since β  α, ψ is non-decreasing, satis-
fies (2.4), (2.5) and according to Theorem 2.1,
u(x) Cr(x)
α−β
σ−1 (2.35)
for r(x)  1 and some constant C > 0. Since u(x) = (μ+r(x)) α−βσ−1 for r(x)  1, estimate (2.35)
cannot be improved.
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heavily based on assumption (2.3) which we rewrite in the form
a(x)Ar(x)α on M \BR0
for some A,R0 > 0. If we relax the above to
a(x)−Ar(x)α on M \BR0 (2.36)
the proof of Theorem 2.1 fails. However, it turns out that in this case a, at first sight, similar
estimate, depending however directly on Ricci (in the radial direction), can be obtained in an
elementary way with the aid of the maximum principle. Indeed, we have
Theorem 2.4. Let (M, 〈 , 〉) be a complete manifold with Ricci tensor satisfying
Ricci(M,〈 , 〉)〈∇r,∇r〉−(m− 1)H 2
(
1 + r(x)2) δ2 (2.37)
on M for some H > 0, δ > −2 and let a(x) and b(x) ∈ C0(M) satisfy, for r(x)  1, (2.36) and
b(x) Br(x)βe(σ−1)γ (1+r(x)
δ+2
2 ) (2.38)
for some A,B > 0, α < δ, β  δ, γ > 2H2+δ , σ > 1. Then any positive solution of
u+ a(x)u− b(x)uσ  0 on M (2.39)
satisfies
u(x) Ce−γ r(x)
δ+2
2 (2.40)
for r(x)  1 and some appropriate constant C > 0.
Proof. First of all, using Proposition 5.1 in [1], the Laplacian comparison theorem and (2.37)
we deduce
r Hr δ2
(
1 + o(1)) as r → +∞. (2.41)
Next we choose R > 0 sufficiently large so that (2.36) and (2.38) hold outside BR and let 0 <
ξ < minBR u(x). To simplify the writing, set θ = δ+22 and define
v(x) = ξe−γ (1+r(x)θ ) − u(x).
Note that, since γ > 0, by our choice of ξ , we have
v(x) ξ − u(x) < 0 (2.42)
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lim inf
r(x)→+∞
u(x)
e−γ (1+r(x)θ )
= 0.
This means that there exists a sequence {xn} ⊂ M , r(xn) → +∞, such that
u(xn)
e−γ (1+r(xn)θ )
→ 0, as n → +∞. (2.43)
Since γ, ξ > 0 and u(x) > 0, v∗ = supM v(x) < +∞. Furthermore, because of (2.43)
v(xn) = e−γ
(
1+r(xn)θ ){ξ − u(xn)
e−γ (1+r(xn)θ )
}
> 0 (2.44)
for n sufficiently large. Thus v∗ > 0. Finally γ, θ > 0 force that v∗ has to be attained at some
point x¯ ∈ M . Let Ω be the level set
Ω = {x ∈ M: v(x) > 0}.
Because of (2.42), Ω ⊂ M \BR and
u(x) < ξe−γ (1+r(x)θ ) on Ω. (2.45)
We compute on Ω
v = ξ[−γ θe−γ (1+r(x)θ )rθ−1r + γ θ(γ θr2θ−2 + (1 − θ)rθ−2)e−γ (1+r(x)θ )]−u
so that, using (2.36), (2.37), (2.41), (2.45) and by (2.39),
v  ξr δ2 −1+θ e−γ (1+r(x)θ )
{
γ θ
[
γ θrθ−1−
δ
2 + (1 − θ)r−1− δ2 −H (1 + o(1))]
−Arα−θ+1− δ2 − ξσ−1Brβ−θ+1− δ2 }
= ξrδe−γ (1+r(x)
δ+2
2 )
{
δ + 2
2
γ
[
δ + 2
2
γ − δ
2
r−1−
δ
2 −H (1 + o(1))]
−Arα−δ − ξσ−1Brβ−δ
}
.
Note that, because of our assumptions on α, β , γ , δ we can choose R sufficiently large and ξ > 0
sufficiently small that
v > 0 on Ω,
contradicting the fact that x¯ ∈ Ω . 
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etry. For instance the assumption
Ricci(M,〈 , 〉)〈∇r,∇r〉−(m− 1)H 2
(
1 + r2)−1 on M (2.46)
implies the estimate
r  (m− 1)1 +
√
1 + 4H 2
2
r−1 as r(x) → +∞ (2.47)
(see [1]). Proceeding in a way similar to that of the argument of Theorem 2.4, we prove
Theorem 2.5. Let (M, 〈 , 〉) be a complete manifold with Ricci tensor satisfying (2.46). Let a(x)
and b(x) ∈ C0(M) satisfy (2.36) and
b(x) Br(x)β for r(x)  1 (2.48)
and some B > 0, α < −2, β  γ (σ − 1)− 2, with
γ > (m− 1)1 +
√
1 + 4H 2
2
− 1. (2.49)
Then any positive solution u of (2.39) satisfies
u(x) Cr(x)−γ for r(x)  1 (2.50)
and for some constant C > 0.
Both the estimates of Theorems 2.4 and 2.5 are quite sharp with respect to the range of expo-
nent γ . To simplify computations let us consider estimate (2.50). Towards this aim, for a chosen
R0 > 1, let Mg be the model with g(r) ∈ C∞(M) positive on [0,+∞) and such that
g(r) =
{
r on [0, 12 ],
r
1
2 (1+
√
1+4H 2 ) on [R0,+∞)
(2.51)
for some H > 0. Since Ricci(M,〈 , 〉)〈∇r,∇r〉 = −(m− 1) g′′(r)g(r) , we have
Ricci(M,〈 , 〉)〈∇r,∇r〉 = −(m− 1)H 2r−2 −(m− 1)H 2
(
1 + r−2)(1 + r2)−1
on Mg \BR0 . We let H˜ 2 = H 2(1 +R−20 ) so that
Ricci(M,〈 , 〉)〈∇r,∇r〉−(m− 1)H˜ 2
(
1 + r(x)2)−1 (2.52)
on Mg \ BR0 . It is not hard to convince ourselves that g(r) can be defined on [ 12 ,R0] in such a
way that (2.52) holds on all Mg . Now we set
γ = m− 1(1 +√1 + 4H˜ 2 )− 1
2
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γ (γ + 2)R20 − γ (m− 1) inf[0,R0] r
g′(r)
g(r)
(
1 + r2)− γ2 −1
 γ
(
1 +R20
)− γ2 −1 + (1 +R20)− γ2 A inf[0,R0](1 + r)α +Bξσ−10 (1 +R20)− σγ2 inf[0,R0](1 + r)β
(2.53)
for some ξ0 > 0 fixed and α,β ∈ R. We set
a(x) = −A(1 + r(x))α, b(x) = B(1 + r(x))β
and we define, with ξ  ξ0,
v(x) = ξ(1 + r(x)2)− γ2 . (2.54)
Then, a simple computation shows that on Mg ,
v + a(x)v − b(x)vσ = ξ
{
γ (γ + 2)r2(x)(1 + r2(x))− γ2 −2 − γ (1 + r2(x))− γ2 −1
− γ (m− 1)g
′(r(x))
g(r(x))
r(x)
(
1 + r2(x))− γ2 −1
−A(1 + r(x))α(1 + r2(x))− γ2
−Bξσ−1(1 + r(x))β(1 + r(x)2)− σγ2 }. (2.55)
Thus, since ξ  ξ0, (2.53) and inspection of (2.55) show that
v + a(x)v − b(x)vσ  0 (2.56)
on BR0 . Next, we note that on M \BR0
(m− 1)g
′(r)
g(r)
= m− 1
2
1
r
(
1 +
√
1 + 4H 2 )= (1 + γ − 	)1
r
(2.57)
for some 	 = 	(R0) > 0 (with 	 → 0 as R0 → +∞). Rearranging the terms in (2.55) and us-
ing (2.57) we have
v + a(x)v − b(x)vσ = ξr2(x)(1 + r2(x))− γ2 −2{	γ − γ (γ + 2 − 	)r(x)−2
−Ar(x)α+2
(
1 + 1
r(x)
)α(
1 + 1
r2(x)
)2
−Bξσ−1r(x)β+2−γ (σ−1)
(
1 + 1
r(x)
)β(
1 + 1
r2(x)
)2− γ2 (σ−1)}
.
(2.58)
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of (2.56) on Mg \BR0 .
Note that in this example the range of α plays no role.
3. Uniqueness
The aim of this section is to prove a uniqueness result, which will be, as usual, an easy conse-
quence of a companion comparison theorem. This latter is based on a form of the weak maximum
principle as introduced in [12] and [14].
Theorem 3.1. Let a(x), b(x) ∈ C0(M), σ > 1, τ  0, β + τ(σ − 1) > −2 and suppose that
b(x) > 0 on M ,
(i) b(x) Br(x)β for r(x)  1 and (ii) sup
M
a−(x)
b(x)
r(x)τ(1−σ) < +∞. (3.1)
Let u,v ∈ C2(M) be non-negative solutions of
u+ a(x)u− b(x)uσ  0v + a(x)v − b(x)vσ (3.2)
on M, satisfying
(i) v(x) C1r(x)τ , (ii) u(x) C2r(x)τ (3.3)
for r(x)  1 and some positive constants C1,C2. If
lim inf
R→+∞
log volBR
R2+β+τ(σ−1)
< +∞ (3.4)
then u(x) v(x) on M .
Proof. First of all, let u(x) ≡ 0 otherwise there is nothing to prove. Next, we observe, by (3.2)
and the strong maximum principle, that v(x) > 0 on M . This fact, u(x) ≡ 0 and (3.3)(i), (ii)
imply that
ξ = sup
M
u(x)
v(x)
(3.5)
satisfies 0 < ξ < +∞. If ξ  1, then u(x) v(x) on M . Let us assume, by contradiction, ξ > 1
and define
φ = u− ξv.
Note that φ  0 on M . We claim
sup r(x)−τ φ(x) = 0. (3.6)
M
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r(xn)
−τ φ(xn) = r(xn)−τ v(xn)
{
u(xn)
v(xn)
− ξ
}
. (3.7)
Now observe that
r(xn)
−τ v(xn)
is bounded, because otherwise (3.3)(ii) would imply ξ = 0. From (3.7) it thus follows that
r(xn)
−τ φ(xn) → 0 as n → +∞ proving (3.6). We now use (3.2) to obtain
φ −a(x)φ + b(x)(uσ − (ξv)σ )+ b(x)vσ ξ(ξσ−1 − 1). (3.8)
By the mean value theorem we have(
uσ − (ξv)σ )(x) = h(x)φ(x), (3.9)
where
h(x) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
σu(x)σ−1 if u(x) = ξv(x),
σ
u(x)− ξv(x)
u(x)∫
ξv(x)
tσ−1 dt if u(x) = ξv(x)
is continuous and non-negative on M . Furthermore, by the mean value theorem for integrals, for
some y ∈ (ξv(x), u(x)) or y ∈ (u(x), ξv(x)),
h(x) = σ
u(x)− ξv(x)
(
u(x)− ξv(x))yσ−1
 σ
[
uσ−1(x)+ (ξv(x))σ−1]
 Cr(x)τ(σ−1) (3.10)
for some appropriate C > 0 because, as we have already observed, r(x)−τ v(x) is bounded above
due to (3.3)(ii) and ξ > 0. Note that, since b(x) > 0 on M , we can rewrite (3.1)(i) as
b(x) B˜
(
1 + r(x))β on M (3.11)
for some appropriate B˜ > 0. Using b(x) > 0 and (3.9), from (3.8) we deduce
1
b(x)
φ 
(
a−(x)
b(x)
+ h(x)
)
φ(x)+ vσ (x)ξ(ξσ−1 − 1)
and therefore, from ξ > 1, (3.1)(ii), (3.10), (3.3)(i) and φ(x) 0
(
1 + r(x))−στ 1 φ  C(1 + r(x))−τ φ(x)+Dξ(ξσ−1 − 1) on Mb(x)
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C
(
1 + r(x))−τ φ(x)−1
2
Dξ
(
ξσ−1 − 1) (3.12)
on
Ω	 =
{
x ∈ M: φ(x) > −	}.
Note that this is possible since τ  0. Then on Ω	 , φ  0 so that (3.11) implies(
1 + r(x))−β−στφ  (1 + r(x))−στ 1
b(x)
φ
and thus
inf
Ω	
(
1 + r(x))−β−στφ  1
2
Dξ
(
ξσ−1 − 1)> 0 (3.13)
since ξ > 1. This fact, together with (3.4) contradicts the theorem on p. 58 of [11]. 
We observe that, since τ  0, assumption (3.3)(i) implies
lim inf
r(x)→+∞v(x) > 0.
This fact is essential for the validity of the theorem. Indeed, consider Hm the hyperbolic space of
constant sectional curvature −1 and dimension m. Let m 3. On Hm the equation
u+ m(m− 2)
4
u− um+2m−2 = 0
admits a family of positive solutions wa(x), a > 1, given by
wa(x) = 1
m(m− 2)a2
(
a2 − tanh2 r(x)
2
)−m−22 (
2 cosh2
r(x)
2
)−m−22
.
Here we have realized Hm as Rm, with metric in polar coordinates on (0,+∞)× Sm−1
〈 , 〉 = dr2 + sinh2 r dθ2,
dθ2 the standard metric on the unit sphere Sm−1. Note that
wa(x) ∼ Ce−m−22 r(x) as r(x) → +∞ (3.14)
for some appropriate constant C > 0. In particular wa(x) → 0 as r(x) → +∞.
Chosen two different values, say a1 and a2, for the parameter, we set u = wa1 , v = wa2 . Then
v(x)
u(x)
∼
(
a22 − 1
a2 − 1
)−m−22 (a1
a
)2
as r(x) → +∞1 2
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a22 − 1
a21 − 1
)−m−22 (a1
a2
)2
> 1.
In this case v(x) > u(x) somewhere on Hm. Furthermore (3.2) is satisfied with a(x) ≡ m(m−2)4 ,
b(x) ≡ 1, σ = m+2
m−2 while (3.1)(i) holds with β = 0 and (3.1)(ii) with any τ since a−(x) ≡ 0.
Furthermore,
lim inf
R→+∞
logvolBR
R2
= 0 (3.15)
and we think of (3.3)(ii) to be met with τ = 0, for instance. In this case all of the assumptions,
but (3.3)(i), of Theorem 3.1 are satisfied.
As an immediate consequence of Theorem 3.1 we obtain the following uniqueness result
Corollary 3.2. In the assumption of Theorem 3.1 suppose that u(x), v(x) ∈ C2(M) are two non-
negative solutions of
u+ a(x)u− b(x)uσ = 0 on M
satisfying
C−1r(x)τ  u(x), v(x) Cr(x)τ (3.16)
for r(x)  1 and some constant C > 0. Suppose also the validity of (3.4). Then
u ≡ v.
Putting together Corollary 3.2 and the “a priori” estimates of Section 1 we have
Theorem 3.3. Let (M, 〈 , 〉) be a complete manifold with Ricci tensor satisfying
Ricci(M,〈 , 〉) −(m− 1)H 2
(
1 + r2) δ2 (3.17)
for some H > 0, δ −2. Let a(x), b(x) ∈ C0(M) with b(x) > 0 on M and assume that, for some
A,B > 0,
A−1r(x)α  a(x)Ar(x)α, (3.18)
B−1r(x)β  b(x) Br(x)β (3.19)
for r(x)  1 and with α > δ, α max{β,β+ δ2 −1}. Then there exists at most one non-negative,
non-trivial solution u ∈ C2(M) of
u+ a(x)u− b(x)uσ = 0, σ > 1, on M. (3.20)
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u > 0 on M . Thus if u ≡ 0, according to the “a priori” estimates of Theorems 2.1 and 2.3 we
have (note that α  δ2 −1 because α > δ −2, while β  1− δ2 +α because of our assumptions)
C−1r(x)−
β−α
σ−1  u(x) Cr(x)−
β−α
σ−1 (3.21)
for some constant C > 0 and r(x)  1. To apply Corollary 3.2, since a−(x) ≡ 0 for r(x)  1
because of (3.18), we only need to have α  β and α > −2. This latter is guaranteed by α > δ,
while the first is satisfied by assumption. It remains to check that (3.4) holds, that is,
lim inf
R→+∞
log volBR
Rα+2
< +∞. (3.22)
Towards this aim, we need to estimate volBR from above using assumption (3.17). As reported
in [11, p. 33], if δ  0, we have
log volBR CR1+
δ
2 as R → +∞
for some constant C > 0. In this case (3.22) is satisfied if
α  δ
2
− 1. (3.23)
If −2 < δ < 0 then
volBR  C
R∫
0
s−
δ
2 (m−1)e
2H
2+δ (1+s)1+
δ
2 (m−1) ds
for some C > 0. Thus
log volBR
Rα+2
 1
Rα+2
as R → +∞
and (3.22) is satisfied if
α −2. (3.24)
If δ = −2 then
volBR  C
R∫
0
s
1+
√
1+4H2
2 (m−1) ds  R 1+
√
1+4H2
2 (m−1)+1
hence (3.22) is satisfied if
α > −2. (3.25)
Note that α > δ implies (3.23), (3.24) and (3.25). 
164 M. Rigoli, S. Zamperlin / Journal of Functional Analysis 245 (2007) 144–176We underline that even in case of Euclidean space Rm, Theorem 3.3 generalizes recent results.
For instance, Theorem 8 of [5], where positive solutions have to be taken in a special class H
(see [5] for its definition) and stronger assumptions have to be required on the coefficients a(x)
and b(x); or it generalizes Theorem 1.2 of [3], always on Rm, where one needs to assign the
exact asymptotic behaviour of a(x) and b(x) at infinity.
In case of Yamabe equation, that is, when (3.20) takes the form (for m 3)
4(m− 1)
m− 2 u(x)− s(x)u(x)+K(x)u(x)
m+2
m−2 = 0, u > 0, (3.26)
with s(x) the scalar curvature of (M, 〈 , 〉) and K(x) the assigned scalar curvature of the confor-
mally deformed metric
g( , ) = u 4m−2 〈 , 〉, (3.27)
due to the particular geometric properties of (3.26) we can give the following uniqueness result
avoiding bounding the Ricci curvature from below.
Theorem 3.4. Let (M, 〈 , 〉) be a complete manifold of dimension m  3 and scalar curva-
ture s(x) satisfying
sup
M
s+(x) < +∞. (3.28)
Let K(x) ∈ C∞(M), K(x) < 0 on M and suppose that
K(x)− B
r(x)β
for r(x)  1, (3.29)
for some constants B > 0, β < 2 and
inf
M
s+(x)
K(x)
> −∞. (3.30)
Assume
lim inf
R→+∞
log volBR
R2−β
< +∞. (3.31)
Then there exists at most one conformal deformation to a new metric g as in (3.27) with scalar
curvature K(x) and such that u∗ = infM u> 0.
Proof. Suppose such a metric exists. Then u > 0 has to satisfy (3.26). In the assumptions
(3.28)–(3.31) we can apply Theorem B of [10] to deduce that u∗ = supM u < +∞. Let rg(x) =
dist(M,g)(x, o). Then, using u∗ > 0, we can conclude that there exists a constant C > 0 such that
C−1r(x) rg(x)Cr(x) ∀x ∈ M,
d volg  Cmd vol〈 , 〉 (3.32)
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B
g
R =
{
x ∈ M: rg(x) < R
}⊆ {y ∈ M: r(y) < CR}= BCR, (3.33)
and using the above and (3.31) we deduce
lim inf
R→+∞
log volBgR
R2−β
 C2−β lim inf
R→+∞
log volBCR
(CR)2−β
< +∞. (3.34)
Let now g˜ = u˜ 4m−2 〈 , 〉 be a second metric with the same properties of g. Then
g˜ = w 4m−2 g
with w = u˜
u
and, since g and g˜ have the same scalar curvature K(x), w has to satisfies
4(m− 1)
m− 2 gw −K(x)w +K(x)w
m+2
m−2 = 0 (3.35)
on M , where g is the Laplace–Beltrami operator with respect to the complete metric g on M .
We rewrite the above as
gw = − m− 24(m− 1)K(x)
{
w
m+2
m−2 −w} (3.36)
and we note that
w∗ = sup
M
w  u˜
∗
u∗
< +∞. (3.37)
We shall now show that w∗  1. Towards this aim we reason by contradiction and suppose that
w∗ > 1. First of all we observe that, since K(x) < 0 on M , using (3.32) we can rewrite (3.29) in
the form
K(x)− A
(1 + rg(x))β (3.38)
on M for some appropriate constant A> 0. Next we fix 1 < γ <w∗ and let
Ωγ =
{
x ∈ M: w(x) > γ } = ∅.
From (3.36) and K(x) < 0, it follows that
gw  0 on Ωγ .
Thus, using (3.38) and (3.36) we deduce
(1 + rg)βgw A
{
w
m+2
m−2 −w}>Aγ {γ 4m−2 − 1}> 0 on Ωγ . (3.39)
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of (3.37), to the manifold (M,g) to deduce that
inf
Ωγ
(1 + rg)βgw  0 (3.40)
contradicting (3.39). Hence w∗  1, that is, u˜ u on M . Inverting the rôle of g and g˜ we con-
clude u˜ ≡ u on M . 
Remark 3.1. In case m = 2, Yamabe equation takes the form
u− s(x)+K(x)e2u = 0, (3.41)
with s(x) the Gaussian curvature of (M, 〈 , 〉) and K(x) the assigned Gaussian curvature of the
conformally deformed metric
g( , ) = e2u〈 , 〉,
where u, in this case, is not necessarily positive.
If we suppose
u∗ = inf
M
u> −∞, (3.42)
the conclusion of Theorem 3.4 continues to hold under the same assumptions. This can be seen
by modifying the above proof as follows.
Set
v = eu,
then, using (3.41), v satisfies
v − s(x)v +K(x)v3  0.
Applying Theorem B of [10], we deduce supM v < +∞ and in turn u∗ = supM u < +∞. We
observe that (3.42) guarantees the validity of (3.32) and thus that of (3.34). Next, if u and u˜ are
solutions of (3.41), the function
w = u− u˜
must satisfy
w −K(x)+K(x)e2w = 0 (3.43)
since g( , ) = e2u〈 , 〉 and g˜( , ) = e2u˜〈 , 〉 have the same Gaussian curvature K(x). The proof now
follows the same lines of that of case m 3.
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In this section we apply the method of sub- and super-solutions to provide existence for the
problem {
(i) u+ a(x)u− b(x)uσ = 0, σ > 1,
(ii) u > 0 on M (4.1)
under appropriate assumptions on the coefficients a(x) and b(x). We begin with a few introduc-
tory definitions.
Let L =  + a(x), a(x) ∈ C0(M) and let Ω be a non-empty open subset of M with smooth
boundary ∂Ω ; the first eigenvalue λ1(Ω) of the operator L on Ω is given by the variational
characterization
λL1 (Ω) = inf
∫
Ω
|∇φ|2 − a(x)φ2∫
Ω
φ2
(4.2)
where the infimum is taken over φ ∈ C∞0 (Ω), φ ≡ 0. In fact there exists a unique eigenfunction v
defined on Ω¯ , so that ⎧⎨⎩v + a(x)v + λ
L
1 (Ω)v = 0 on Ω,
v > 0 on Ω,
v = 0 on ∂Ω.
(4.3)
For an arbitrary bounded subset S of M we define the first eigenvalue λL1 (S) by an approximation
procedure, that is
Definition 4.1. Let S ⊂ M be an arbitrary bounded subset of M . The first eigenvalue of the
operator L on S, λL1 (S) is defined by
λL1 (S) = supλL1 (Ω), (4.4)
where the supremum is taken over all open sets Ω with smooth boundary such that S ⊂ Ω . In
particular, if S = ∅, then λL1 (S) = +∞.
Then,
Theorem 4.1. (See [12].) Let a(x), b(x) ∈ C0,μloc (M) for some 0 < μ  1 and suppose that
b(x) 0 on M and that the set
B0 =
{
x ∈ M: b(x) = 0}
is bounded. Suppose furthermore that λL1 (B0) > 0. If u− ∈ C0 ∩ H 1loc(M), u  0, u ≡ 0 is a
global subsolution of (4.1)(i) then (4.1) has a maximal positive C2-solution.
We recall that a positive solution u of (4.1) is said to be maximal if for any other positive
solution v we have v  u on M .
We are now ready to prove the main result of this section.
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μ 1 and suppose that b(x) 0 and strictly positive outside the ball BR . Assume that the Ricci
tensor satisfies
Ricci(M,〈 , 〉) −(m− 1)H 2
(
1 + r(x)2) δ2 on M \BR (4.5)
for some δ −2 and H > 0. Let B0 = {x ∈ M: b(x) = 0} and assume that
λL1 (B0) > 0 (4.6)
and
(i) a(x)Arα(x), (ii) b(x) Brβ(x)eDrθ (x) (4.7)
on M \BR , for some α > δ2 − 1, θ < min{1 +α− δ2 ,1 + α2 }, and A,B > 0, D,β ∈ R. Moreover,
let
τ = inf
BR
rr (in the weak sense) (4.8)
and suppose
a(x) >
⎧⎪⎪⎨⎪⎪⎩
−1 + τ
4R2
if τ  0,
− (1 + τ)
2
4R2
if − 1 τ < 0,
(4.9)
a(x) 0 if τ < −1 (4.10)
on BR . Then problem (4.1) admits a maximal positive C2-solution on M .
Remark 4.1. If R > 0 is so small that BR is a regular ball, then pointwise we have
r  (m− 1)r−1(1 + o(1)) as r → 0+.
Thus up to choosing R small, τ  0 on BR . In this case Theorem 4.2 holds simply requiring
a(x) > −1 + τ
4R2
on BR. (4.11)
In particular negativity of a(x) is always allowed in a sufficiently small geodesic ball.
Remark 4.2. Consider for instance case δ = 0 with the geometry of M controlled from
above by the geometry of hyperbolic space of constant negative curvature −H 2. The condi-
tion on α becomes α > −1, so that a behaviour of a(x)  0 of the type Ar(x)−1+	  a(x) 
C(1 + r(x))−1+2	 , for r(x)  1, some 	 > 0, is admissible. In this case, for C > 0 sufficiently
small, λL1 (M) 0, L = + a(x). This shows that Theorem 4.2 is not contained in Theorem 2.1
of [1], where λL1 (M) < 0.
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related to the principal eigenvalue λ∗ for the equation u+λa(x)u = 0. This is reported in [12].
Existence results on Rm are often stated in the literature under conditions on λ∗. For instance the
existence part in Theorem 1.2 of [4] corresponds to λ∗ = 0 and in this case one has λL1 (M) < 0.
See [12] for a detailed discussion.
Remark 4.4. The upper bound for θ is sharp in the sense that for equality we have examples of
non existence (see [1, Theorem 3.2]).
Proof. According to Theorem 4.1 we only need to construct a global subsolution u−  0,
u− ≡ 0. It is clear that, without loss of generality, we can limit ourselves to consider the case
D,θ > 0.
Step 1. Construction of a subsolution inside BR .
Recall that B0 ⊂ BR . We look for a subsolution v of the form v(x) = γ (r(x)) with
γ : [0,R] → R+ satisfying {
γ ′′ +rγ ′ + A˜γ − B˜γ σ  0,
γ > 0, γ ′(0) = 0, (4.12)
where
A˜ = min
BR
(
a(x)
)
and B˜ = max
BR
(
b(x)
)
> 0.
We define
γ (r) = γ0
(
ζ r2 + 1) 12 (4.13)
with γ0, ζ > 0 to be determined.
Since
γ ′(r) = γ0ζ r
(
ζ r2 + 1) 12 −1
and
γ ′′(r) = γ0ζ
(
ζ r2 + 1) 12 −2,
we obtain that γ is a solution of (4.12) if and only if
γ ′′(r)+rγ ′(r) = γ0ζ
(
ζ r2 + 1) 12 −2{1 + rr(ζ r2 + 1)}
 B˜γ σ0
(
ζ r2 + 1) σ2 − A˜γ0(ζ r2 + 1) 12 . (4.14)
Inequality (4.14) is equivalent to
ζ
{
1 + rr(ζ r2 + 1)} B˜γ σ−1(ζ r2 + 1) σ2 + 32 − A˜(ζ r2 + 1)2. (4.15)0
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ζ
{
1 + rr(ζ r2 + 1)} ζ{1 + τ(ζ r2 + 1)}
 B˜γ σ−10
(
ζR2 + 1) σ2 + 32 − A˜
 B˜γ σ−10
(
ζR2 + 1) σ2 + 32 − A˜(ζR2 + 1)2.
Thus, if A˜ 0, it is enough to choose γ0  1 and γ is a subsolution.
If A˜ < 0, γ is a subsolution if there exist γ0 and ζ such that
ζ
{
1 + τ(ζ r2 + 1)} B˜γ σ−10 (ζR2 + 1) σ2 + 32 − A˜(ζR2 + 1)2. (4.16)
Towards this end we consider the two cases: τ  0 and τ < 0.
1. If τ  0
ζ
{
1 + τ(ζ r2 + 1)} ζ(1 + τ)
and so if there exists ζ > 0 such that
ζ(1 + τ) > −A˜(ζR2 + 1)2 (4.17)
(note that −A˜ > 0), we can choose γ0 sufficiently small in such the way that
ζ(1 + τ) > B˜γ σ−10
(
ζR2 + 1) σ2 + 32 − A˜(ζR2 + 1)2
and therefore γ is a subsolution.
Since A˜ < 0, inequality (4.17) admits positive solutions (in the ζ variable) if the quadratic
equation
A˜R4ζ 2 + (2A˜R2 + (1 + τ))ζ + A˜ = 0 (4.18)
has positive discriminant, and at least one positive root. This is the case when
A˜ > −1 + τ
4R2
. (4.19)
2. If τ < 0,
ζ
{
1 + τ(ζ r2 + 1)} ζ{1 + τ(ζR2 + 1)}
and the request becomes
R2
(
τ + A˜R2)ζ 2 + (1 + τ + 2A˜R2)ζ + A˜ > 0.
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A˜ > − (1 + τ)
2
4R2
if −1 τ < 0
or
A˜ 0 if τ < −1.
Step 2. Construction of a subsolution on M \BR .
We observe that, because of (4.5), (4.7) and the Laplacian comparison theorem a non-negative,
non-increasing function w satisfying on [R,+∞)
w′′ + (m− 1)H˜ r δ2 (1 + o(1))w′ +Arαw −BrβeDrθwσ  0 (4.20)
(o(1) as r → +∞) where
H˜ =
⎧⎨⎩
H if δ > −2,
1 + √1 + 4H 2
2
if δ = −2
gives rise to a subsolution w−(x) = w(r(x)) of (4.1) on M \BR . We look for a function w of the
form
w = (μ+ eDrθ )ξ , ξ < 1
1 − σ < 0, (4.21)
where μ> 0 is a sufficiently large positive constant and θ < min{1 + α − δ2 ,1 + α2 }.
We now prove that w(r), chosen as in (4.21), is a solution of (4.20). Observe that
w′ = θξD(μ+ eDrθ )ξ−1eDrθ rθ−1 < 0
and
w′′ = θ2ξ(ξ − 1)D2(μ+ eDrθ )ξ−2e2Drθ r2(θ−1) + θ2ξD2(μ+ eDrθ )ξ−1eDrθ r2(θ−1)
+ θ(θ − 1)ξD(μ+ eDrθ )ξ−1eDrθ rθ−2.
Now define
Hw(r) = w′′ + (m− 1)H˜ r δ2
(
1 + o(1))w′ +Arαw
= D2θ2ξ(ξ − 1)(μ+ eDrθ )ξ−2e2Drθ r2(θ−1) +D2θ2ξ(μ+ eDrθ )ξ−1eDrθ r2(θ−1)
+ θ(θ − 1)Dξ(μ+ eDrθ )ξ−1eDrθ rθ−2
+Dθξ(m− 1)H˜ r δ2 (1 + o(1))(μ+ eDrθ )ξ−1eDrθ rθ−1
+Arα(μ+ eDrθ )ξ . (4.22)
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Hw(r) ∼ Arα
(
μ+ eDrθ )ξ as r → +∞
and
Hw(r) > 0 on [R,+∞)
for μ sufficiently large, if necessary. Now w is a subsolution (for large r) if and only if
BrβeDr
θ (
μ+ eDrθ )ξσ Arα(μ+ eDrθ )ξ ,
in other words,
Arα−βe−Drθ
(
μ+ eDrθ )ξ(1−σ)  B, for r  1 (4.23)
which is satisfied since ξ < 11−σ and θ > 0. Thus w satisfies (4.20) on [R,+∞) up to choosing
μ> 0 large enough.
Step 3. Construction of a global subsolution.
For u ∈ C0(M)∩H 12 (M) we define
bu = u−σ
{
u− a(x)u} in the weak sense. (4.24)
We note that, for any constant E > 0,
bEu = E1−σ bu. (4.25)
We also observe that u is a subsolution of (4.1) if and only if
bu(x) b(x), on M. (4.26)
Choose 	 so small as to have
b(x) > 0 on M \BR−	 (4.27)
(note that this is possible since B0  BR). Now let u˜− be a positive function in C0(M)∩H 12 (M)
such that
u˜−(x) =
{
v(x) if x ∈ BR−	,
w−(x) if x ∈ M \BR. (4.28)
Next using (4.27), (4.25) and σ > 1 we choose E > 0 sufficiently small that u− = Eu˜− satisfies
bu−  b(x) on M \BR−	 .
Then u−(x) is a global subsolution of (4.1), with u ≡ 0. 
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Theorem 4.3. Let (M, 〈 , 〉) be a complete manifold of dimension m  3 and scalar cur-
vature s(x). Let K(x) ∈ C∞(M) such that K(x)  0 and strictly negative outside BR . If
K0 = {x ∈ M: K(x) = 0} ⊂ BR , assume that the Ricci tensor of M satisfies
Ricci(M,〈 , 〉) −(m− 1)H 2
(
1 + r(x)2) δ2 on M \BR (4.29)
for some δ > −2 and H > 0. Moreover, assume that
λL1 (K0) > 0 (4.30)
where L = cm− s(x), cm = 4(m−1)m−2 , and
(i) s(x)−Arα(x), (ii) K(x)−Brβ(x)eDrθ (x) (4.31)
on M \BR , for some δ2 − 1 < α  δ, θ < min{1 + α − δ2 ,1 + α2 }, and β,D ∈ R, A,B > 0. Then
there exists η > 0 such that, if
s(x) η on M, (4.32)
then the metric 〈 , 〉 can be conformally deformed to a metric ( , ) with scalar curvature K(x).
Remark 4.5. Since s(x) is the trace of Ricci tensor we must necessarily have Am(m− 1)H 2.
Proof. First of all observe that it is enough to prove the result for D > 0, 0 < θ < min{1 +
α− δ2 ,1+ α2 , α+2}. Next we need the following result in [13] which depends on the geometrical
properties of Yamabe equation.
Proposition 4.4. Let Ω0 Ω1 ⊂ (M, 〈 , 〉) be relatively compact domains with smooth bound-
aries. Assume that the scalar curvature s(x) verifies
s(x) c2h(x) on M \Ω0 (4.33)
for some c > 0, h ∈ C0(M) nonpositive, h(x) < 0 on Ω1 \Ω0. Then there exists η > 0 such that,
if
s(x) η on M
then there exists a complete conformal metric 〈˜ , 〉 homothetic to 〈 , 〉 on M \ Ω1, whose scalar
curvature s˜(x) satisfies
s˜(x) c˜2h(x) on M
for some c˜ > 0. In particular, 〈˜ , 〉 is uniformally equivalent to 〈 , 〉.
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tions of Proposition 4.4. Thus we can deform the metric 〈 , 〉 to a new conformal metric
〈˜ , 〉 = u 4m−2 〈 , 〉, u > 0, (4.34)
which is homothetic to 〈 , 〉 on M \ BR and conformally equivalent to it on M . Furthermore its
scalar curvature s˜(x) is non-positive. Let r˜(x) = dist(M,〈˜ , 〉)(x, o). Note that there exists C  1
such that on M
C−1r(x) r˜(x) Cr(x). (4.35)
Since on M \BR
s˜(x) = λs(x)
for some constant λ > 0, (4.31)(i) and (4.35) imply that
s˜(x)
{−AλC−αr˜(x)α if α  0,
−AλCαr˜(x)α if α < 0 (4.36)
on M \BR . Similarly, using (4.31)(ii) we obtain
K(x)
{
−BCβr˜(x)βeDCθ r˜(x)θ if β  0,
−BC−β r˜(x)βeDCθ r˜(x)θ if β < 0
(4.37)
on M \BR , since θ > 0. Now, with λ > 0 introduced above, we have
R˜icci(M,〈˜ , 〉) = T Ricci(M,〈 , 〉) on M \BR
for some T > 0. Thus for any X ∈ Tx(M)
R˜icci(M,〈˜ , 〉)(X,X) = T Ricci(M,〈 , 〉)(X,X)
−T (m− 1)H 2(1 + r(x)2) δ2 〈X,X〉
= −λT (m− 1)H 2(1 + r(x)2) δ2 〈˜X,X〉.
Now because of (4.35), there exists Tˆ = Tˆ (C, δ) > 0 such that
R˜icci(M,〈˜ , 〉) −(m− 1)λTˆ H 2
(
1 + r˜(x)2) δ2 〈˜X,X〉,
in other words
R˜icci(M,〈˜ , 〉) −(m− 1)λTˆ H 2
(
1 + r˜(x)2) δ2 (4.38)
on M \BR .
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cm˜u− s˜(x)u+K(x)um+2m−2 = 0, (4.39)
noting that (4.9) and (4.10) are satisfied for any τ˜ , since s˜(x)  0, while (4.7)(i), (ii) hold be-
cause of (4.36) and (4.37) and finally (4.5) is met by (4.38). Therefore we deduce that (4.39)
admits a positive solution, in other words there exists a metric ( , ) = v 4m−2 〈˜ , 〉 (v > 0), of scalar
curvature K(x), which is a conformal deformation of 〈˜ , 〉. Comparing with (4.34), we have
( , ) = (uv) 4m−2 〈 , 〉,
which implies that ( , ) is the sought conformal deformation of 〈 , 〉. 
We observe that the deformed metrics obtained in Theorem 4.3 are not in general complete.
For instance assume that
Ricci(M,〈 , 〉) −(m− 1)H 2
(
1 + r(x)2) δ2 on M \BR, (4.40)
for some −2 < δ < 0, H > 0, and suppose s(x) 0 on M and
s(x)−Arδ(x) on M \BR
for some Am(m− 1)H 2. Note that (4.40) yields
s(x)−A1rδ(x)
for some AA1 m(m− 1)H 2. Let K(x) ∈ C∞(M) satisfying K(x) < 0 on M and
−B1rβeDrθ K(x)−Br2+γ (log r)2(1+	)
on M \ BR , with γ  δ. Applying Theorem 4.3 we deduce that the metric 〈 , 〉 can be confor-
mally deformed to a metric ( , ) = u 4m−2 〈 , 〉 with scalar curvature K(x). We apply Proposition 4.1
of [13], with the choice ψ(r(x)) = r(log r)1+	 , to deduce that u satisfies
u Cψ
(
r(x)
)−m−22 = C[r(log r)(1+	)]−m−22 (4.41)
for some C > 0 and r sufficiently large. This implies that ( , ) is not complete. Indeed let {xn} →
∞ be a sequence in (M, 〈 , 〉). Thus r(xn) → +∞ and we can suppose that {xn} ⊂ M \ BR on
which (4.41) holds. For n fixed, by Hopf–Rinow theorem, there exists γn unit speed geodesic
from o to xn realizing the distance r(xn). Thus if t is the arclenght parameter of γn then
r
(
γn(t)
)= t.
For r˜(x) = dist( , )(o, x) we have
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r(xn)∫
0
u
2
m−2
(
γn(t)
)
dt  C
2
m−2
r(xn)∫
0
[
r
(
γn(t)
)(
log r
(
γn(t)
))(1+	)]−1
dt
= C 2m−2
r(xn)∫
0
[
t (log t)(1+	)
]−1
dt  C
2
m−2
+∞∫
0
[
t (log t)(1+	)
]−1
dt  Cˆ
with Cˆ > 0 an absolute constant. Thus
r˜(xn) Cˆ ∀n ∈ N
and the metric ( , ) cannot be complete since {xn} is a divergent sequence in M (i.e. it definitely
lies outside any compact set).
References
[1] L. Brandolini, M. Rigoli, A.G. Setti, Positive solutions of Yamabe type equations on complete manifolds and appli-
cations, J. Funct. Anal. 160 (1) (1998) 176–222.
[2] E. Calabi, An extension of Hopf’s maximum principle with an application to Riemannian geometry, Duke
Math. J. 25 (1957) 45–56.
[3] W. Dong, Positive solutions for logistic type quasilinear elliptic equations on RN , J. Math. Anal. Appl. 290 (2)
(2004) 469–480.
[4] Y. Du, L. Ma, Logistic type equations on RN by a squeezing method involving boundary blow-up solutions, J. Lon-
don Math. Soc. (2) 64 (1) (2001) 107–124.
[5] Y. Du, L. Ma, Positive solutions of an elliptic partial differential equation on RN , J. Math. Anal. Appl. 271 (2)
(2002) 409–425.
[6] R. Greene, H.H. Wu, Function Theory on Manifolds which Possess a Pole, Lecture Notes in Math., vol. 699,
Springer-Verlag, Berlin, 1979.
[7] J.L. Kazdan, Prescribing the Curvature of a Riemannian Manifold, CBMS Reg. Conf. Ser. Math., vol. 57, Amer.
Math. Soc., Providence, RI, 1985.
[8] J.L. Kazdan, F.W. Warner, Curvature functions for open 2-manifolds, Ann. of Math. (2) 99 (1974) 203–219.
[9] J.L. Kazdan, F.W. Warner, Existence and conformal deformation of metrics with prescribed Gaussian and scalar
curvatures, Ann. of Math. (2) 101 (1975) 317–331.
[10] S. Pigola, M. Rigoli, A.G. Setti, Volume growth, “a priori” estimates and geometric applications, Geom. Funct.
Anal. 13 (2003) 1302–1328.
[11] S. Pigola, M. Rigoli, A.G. Setti, Maximum principles on Riemannian manifolds and applications, Mem. Amer.
Math. Soc. 174 (822) (2005), x+99 pp.
[12] S. Pigola, M. Rigoli, A.G. Setti, Existence and non-existence results for a logistic-type equation on manifolds,
preprint.
[13] A. Ratto, M. Rigoli, L. Véron, Scalar curvature and conformal deformations of noncompact Riemannian manifolds,
Math. Z. 225 (3) (1997) 395–426.
[14] M. Rigoli, M. Salvatori, M. Vignati, Some remarks on the weak maximum principle, Rev. Mat. Iberoameri-
cana 21 (2) (2005) 459–481.
