INTRODUCTION
Simulation of the marine environment has become an important tool across a wide range of human activities, with applications in coastal engineering, offshore industries, fisheries management, marine pollution monitoring, weather forecasting and climate research to name but a few. Hydrodynamic models have been under development for many years and have reached a high level of sophistication. However, sustainable management of the ecological resources of coastal environments demands an ability to understand and predict the behaviour of the marine ecosystem. Thus, it is highly desirable to extend the capabilities of existing models to include chemical, bio-geo-chemical and biological processes within the marine ecosystem. This paper describes the development of a high-resolution threedimensional coupled transport/ecosystem model of the Northwest European continental shelf and explores the particular problems encountered in its implementation on high-performance computer systems. We present preliminary results from the coupled model. We also discuss the performance levels achieved and the parallelization and optimization strategies employed.
THE POL SHELF-WIDE MODEL
The hydrodynamic model used in this study is the latest in a series of developments at the Proudman Oceanographic Laboratory (POL). The model solves the three-dimensional Shallow Water form of the NavierStokes equations. The equations are written in spherical polar form with a sigma vertical co-ordinate transformation and solved by an explicit forward time-stepping finite-difference method on an Arakawa B-grid. The equations are split into barotropic (depth-mean) and baroclinic (depth-fluctuating) components, enabling different time-steps to be used with typically a ratio of ten between the shorter barotropic and the baroclinic time-steps.
The model is a development of that of James [5] and is capable of resolving ecologically important physical features, such as stratification, frontal systems and river plumes, through the use of a sophisticated frontpreserving advection scheme, the Piecewise Parabolic Method (PPM). This method has been shown to have excellent structure preserving properties in the context of shelf sea modelling [6] . Vertical mixing is determined by a simple turbulence closure scheme based on Richardson-number stability.
The computational domain covers the shelf seas surrounding the United Kingdom from 12 Previous models include a fine resolution model of the southern North Sea [9] , which was parallelized for execution on the Cray T3D [8] . This model was larger (226 x 346 x 10) covering a smaller region at finer resolution. The achieved performance was 1.0 Gflop/s on 128 T3D processors, or around 5% of peak performance.
THE ERSEM ECOSYSTEM MODEL
The European Regional Seas Ecosystem Model (ERSEM) [3] was developed by a number of scientists at several institutes across Europe through projects under the MAST programme of the European Community. Many features and applications of the ERSEM model are described in a special issue of the Journal of Sea Research [7] . ERSEM is a generic model that describes both the pelagic and benthic ecosystems and the coupling between them in terms of the significant bio-geochemical processes affecting the flow of carbon, nitrogen, phosphorus and silicon. It uses a 'functional group' approach to describe the ecosystem whereby biota are grouped together according to their trophic level and sub-divided according to size and feeding method. The pelagic food web describes phytoplankton succession (in terms of diatoms, flagellates, picoplankton and inedible phytoplankton), the microbial loop (bacteria, heterotrophic flagellates and microzooplankton) and mesozooplankton (omnivores and carnivores) predation. The benthic sub-model contains a food web capable of describing nutrient and carbon cycling, bioturbation/bioirrigation and the vertical transport in sediment of particulate matter to the activity of benthic biota. The model has been successfully run in a wide variety of regimes and on a variety of spatial scales. All studies illustrate the importance of the ecological model being coupled with fine-scale horizontal and physical processes in order for the system to be adequately described.
ERSEM was coupled with a simple 2D depth-averaged transport model in a modelling study of the Humber plume [1] . The study successfully simulated much of the behaviour of the plume ecosystem, with primary production controlled by limited solar radiation between March and October and by nutrient availability during the rest of the year. This allowed exploration of the causal linkages between land-derived nutrient inputs, the marine ecosystem and man's influence.
THE COUPLED MODEL
The models were coupled by installing the ERSEM code as a component within the main time stepping loop of the POL code. Coupling is unidirectional. ERSEM requires input describing the physical conditions (namely temperature, salinity and transport processes) from the hydrodynamic model, but there is no feedback in the opposite direction. The PPM advection subroutines from the POL code, which are used for temperature and salinity, were also used to perform advection of 36 ecological state variables. Both components take information from meteorological data (solar heat flux, wind speed and direction, cloud cover, etc.). 
VERIFICATION AND PERFORMANCE OF THE COUPLED MODEL
In order to verify the operation of the coupled code, a test area of 10 x 10 grid boxes was selected at a location in the North Sea at 55 o N and 0 o E, known as station CS, where observational data is available. The test model was run for one year forced with meteorological data from 1989. The resulting sea surface chlorophyll concentration is shown in figure 1 . A phytoplankton bloom occurs in the spring due to the onset of stratification as surface waters heat up. The population collapses when nutrients become depleted. A second major bloom occurs as the autumn storms mix down the surface waters and bring nutrients up from the deeper waters. Two smaller peaks in the summer also coincide with strong wind events. Further work will compare modelled results with observations and check the annual life cycles of phytoplankton and zooplankton.
A benchmark run of the full 12 km coupled model for 24 hours has been run on the Cray T3E-1200 operated by CSAR at the University of Manchester. Initial performance results are shown in table 1. Speed-up is excellent from 32 to 64 PEs, but starts to fall off at 128 PEs. Absolute performance is shown as the number of model days that can be run in a day of runtime and compares favourably with the level of 584 model days per day achieved on 128 Cray T3D PEs with the finer resolution southern North Sea model, but without the ecosystem component. At this level of performance, of the order of a model year per day of runtime, the project target of a ten year simulation to investigate inter-annual variability can be achieved in a reasonable time. [8] .
Timing of individual components of the model show that 84% of the time is spent in the advection of the ecological state variables. Further work will therefore concentrate on optimizing the advection routines, particularly with reference to efficient utilization of cache memory, using techniques described and evaluated by Ashworth [2] .
PARTITIONING
Many schemes have been developed for partitioning regular and irregular meshes in order to achieve an efficient load balance for parallel processing. For this model, which has a regular, static Cartesian grid, with an irregular distribution of land and sea points, we have chosen a recursive k-section partitioning algorithm. This is similar to the bisection algorithm described by Berger and Bokhari [4] , which they applied to regular grids which had inhomogeneous work requirements as a result of local mesh refinement.
We have developed a recursive scheme in which a sub-domain is divided in either the x or y co-ordinate into two smaller sub-domains each having approximately equal load. Bisection is achieved by counting sea points progressively in the required co-ordinate until the target, equal to half the number of sea points in the original sub-domain, has been reached. The bisection may be applied recursively and alternately in the x and y directions in order to generate a power-of-two number of sub-domains. For an arbitrary number of processors the algorithm is easily extended by splitting the number of sub-domains in the x and y directions into their prime factors and generalising the bisection into a k-section. For example, for 120 processors arranged in a 12 x 10 array, we would divide first in x by 3, then in y by 5, in x by 2, in y by 2 and finally again in x by 2.
The computational domain for the shelf-wide model is shown in figure 2 with sub-domains generated according to a simple partitioning scheme that takes no account of land points. One sub-domain in the south-eastern corner of the domain sits squarely over northern Germany and the Low Countries and has no computational work to do whatever. As other subdomains comprise nearly all sea, the performance is limited to the ratio of sea points to the total, in this case to 62% of the maximum. Figure 3 shows partitioning using the recursive k-section algorithm. The load balance, defined as the average number of active points in a subdomain divided by the maximum, has increased from 62% to 97%. The recursive partitioning scheme clearly has an impact on the communications. For the simple partitioning, a boundary strip is sent to only one neighbouring processor, but now there are in general two or more neighbours for each edge. This increases the complexity of the message passing programming, and the original code, which exchanged data with fixed processors in each of eight directions, was replaced by message passing according to a communications list generated at the time of partitioning. However, there are compensations. For the simple partitioning, separate messages were required to send the corner points to diagonally neighbouring processors. Now the corner points are sent together with an edge, reducing the number of short messages.
A summary of the principle statistics of the message passing for an exchange of data in all directions across the domain is shown in table 2. Despite the greater complexity, the recursive k-section algorithm has resulted in fewer and longer messages, which on most systems is expected to improve communications efficiency. Ultimately, the runtime of the code is dependent on the slowest process and we note that the maximum number of messages on any process has dropped from 8 to 7.
Communications Statistic
Simple partitioning 
CONCLUSIONS
We have described the coupling of models from two different scientific disciplines: a physical hydrodynamic model and a marine ecosystem model. Early results demonstrate the ability to simulate the marine ecosystem throughout an annual cycle. The combination of a fine resolution grid, sophisticated numerical schemes and a complex sub-gridscale ecological model present a serious computational challenge that can only be met with the use of state-of-the-art high-performance computer systems. The model has been structured to allow execution on parallel systems using two-dimensional horizontal partitioning of the domain and message passing between neighbouring sub-domains.
A number of key factors determine the performance of the code and, hence, its productivity in terms of scientific research. We have shown how a sophisticated partitioning algorithm can contribute towards improving performance.
As the project continues, further work will validate the simulation, extend the geographical area, improve the capabilities of the hydrodynamics and optimize the computational performance. Key issues are single processor optimization, particularly for the advection routines, further testing of the partitioning algorithm, asynchronous message passing and input/output optimization.
