Abstract. We derive regularized contour-dynamics equations for two-front solutions of the surface quasigeostrophic (SQG), generalized surface quasi-geostrophic (GSQG), and Euler equations when the fronts are a graph, as well as scalar reductions of these equations, including ones that describe one-front solutions in the presence of a rigid, flat boundary. We prove local-in-time existence of solutions of the front equations in different parameter regimes for the Euler, SQG, and GSQG equations.
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Introduction
In this paper, we derive contour dynamics equations for the motion of two fronts in a class of piecewise constant solutions of the surface quasi-geostrophic (SQG) and generalized surface quasi-geostropic (GSQG) equations; these two-front solutions are described in more detail in Section 1.1.3 below. We also prove local existence and uniqueness theorems for the resulting front-equations. The GSQG equations are a family of active scalar equations in two spatial dimensions, depending on a parameter 0 < α ≤ 2, which arise naturally from fluid dynamics. They consist of a transport equation for a scalar function θ : R 2 × R → R that is transported by a divergence-free velocity field u : R 2 × R → R 2 which depends non-locally on θ:
Here, x = (x, y) is the spatial variable, ∇ ⊥ = (−∂ y , ∂ x ) is the perpendicular gradient, and (−∆) −α/2 is a nonlocal operator defined by the Riesz potential in R 2 for 0 < α < 2 [58, 59] or the logarithmic Newtonian potential for α = 2. Alternatively, we can introduce a stream function ψ : R 2 × R → R, and write
When α = 2, equation (1.1) is the vorticity-stream function formulation of the two-dimensional, incompressible Euler equation for an inviscid fluid, and the scalar θ is the vorticity [47] . It has long been established that the 2D Euler equation has global smooth solutions [38, 64] . Further results on the 2D Euler equation can be found in [47, 49] and the references therein.
When α = 1, equation (1.1) is the (inviscid) SQG equation. This equation describes the motion of quasi-geostrophic flows confined near a surface [34, 45, 46, 52] , and θ is usually referred to as the potential temperature or the surface buoyancy. From an analytical point of view, the SQG equation has many similar features to the 3D incompressible Euler equation [13, 14] . In particular, the scalar θ has the same dimensions as the velocity field that transports it.
The SQG equation has global weak solutions in L p -spaces (p > 4/3) [48, 54] , and convex integration shows that low-regularity weak solutions need not be unique [5] . A class of nontrivial global smooth solutions is constructed in [9] , but -as for the 3D incompressible Euler equations -the question of whether general smooth solutions of the SQG equation remain smooth for all time or form singularities in finite time is open.
The other cases in the family, with 0 < α < 1 or 1 < α < 2, correspond to a natural generalization of the Euler and SQG equations. Local existence of smooth solutions of these equations is proved in [10] , but the global existence of smooth solutions with general initial data is not known for any 0 < α < 2.
1.1. Patch and front solutions. Equation (1.1) has a class of piecewise constant solutions of the form θ(x, t) = N k=1 θ k 1 Ω k (t) (x), (1.2) where N ≥ 2 is a positive integer, θ 1 , . . . , θ N ∈ R are constants, Ω 1 (t), . . . , Ω N (t) ⊂ R 2 are domains with smooth boundaries such that ∂Ω 1 (t) ∪ · · · ∪ ∂Ω N (t) can be described as a family of disjoint simple curves and
and 1 Ω k (t) denotes the indicator function of Ω k (t). The transport equation (1.1) preserves the form of these weak solutions, and to study their evolution, we only need to understand the dynamics of the boundaries ∂Ω k (t) of the regions Ω k (t). Depending on the number of regions and the boundedness of each region, we distinguish the following three different types of solutions (see Figure 1 .1). In this paper, we will be concerned with the third type of two-front solutions.
1.1.1. Patches. Equation (1.2) is a patch solution if it satisfies the following assumptions:
(1) N ≥ 2; (2) θ N = 0, but θ k ∈ R \ {0} for each 1 ≤ k ≤ N − 1; (3) for each 1 ≤ k ≤ N − 1, the region Ω k (t) is bounded with smooth, simple, closed boundary ∂Ω k (t) that is diffeomorphic to the circle T; Under these assumptions, θ has compact support and contour dynamics equations for the motion of the patches are straightforward to derive. Patch solutions of the 2D Euler equation are usually called vortex patches. The 2D Euler equation has global weak solutions with vorticity in [47, 65] , and smooth vortex patch boundaries remain smooth and non-self-intersecting for all times [3, 11, 12] . Some special types of nontrivial global-in-time smooth vortex patch solutions are constructed in [6, 8, 20, 35, 36, 37] .
Local well-posedness of the contour dynamics equations for SQG and GSQG patches is proved in [10, 15, 29, 30] . The question of whether finite-time singularities can form in smooth boundaries of SQG or GSQG patches remains open, but it is proved in [31] that splash singularities cannot form, and some particular classes of nontrivial global solutions for SQG and GSQG patches have been shown to exist [7, 19, 32, 33, 36] .
The local existence of smooth GSQG patches in the presence of a rigid boundary is shown in [30, 44] for a range of α, and the formation of finite-time singularities is proved for a range of α close to 2. By contrast, vortex patches in this setting (with α = 2) have global regularity [43] .
Numerical solutions for vortex patches show that they form extraordinarily thin, high-curvature filaments [22, 23] , although their boundaries remain smooth globally in time. On the other hand, numerical solutions for SQG patches suggest that complex, self-similar singularities can form in the boundary of a single patch [56] and provide evidence that two separated SQG patches can touch in finite time [17] .
1.1.2. Fronts. Equation (1.2) is a front solution if it satisfies the following assumptions:
(1) N = 2; (2) θ 1 , θ 2 ∈ R are distinct constants; (3) both Ω 1 (t) and Ω 2 (t) are unbounded and they share a boundary which is a simple, smooth curve diffeomorphic to R. When 1 ≤ α ≤ 2, the kernel of the (generalized) Biot-Savart law, which recovers the velocity field u from the scalar θ, decays too slowly at infinity for the formal front equations to converge. This differentiates the patch problems and the front problems, since there are no convergence issues at infinity in the case of patches with compactly supported θ. Regularized equations for a single front that is a graph located at y = ϕ(x, t) are derived in [40] .
The front problem for vorticity discontinuities in the Euler equation is studied in [4, 53] . Local existence and uniqueness for spatially periodic SQG fronts is proved for C ∞ solutions in [55] and analytic solutions in [25] . Almost SQG sharp fronts are studied in [16, 24, 26, 27] . Smooth C ∞ solutions for spatially periodic GSQG fronts with 1 < α < 2 also exist locally in time [17] .
In the non-periodic setting, smooth solutions to the GSQG front equations on R with 0 < α < 1 are shown to exist globally in time for small initial data in [18] . When 1 ≤ α ≤ 2, a regularization procedure is needed in the derivation of the front equations to account for the divergence of the naive contour dynamics equations at infinity [40] . Local well-posedness of a cubically nonlinear approximation of the SQG front equations is proved in [41] , and the global well-posedness of an initial-value problem on R for the full SQG front equation is proved in [42] for small, smooth initial data .
1.1.3. Two-fronts. Equation (1.2) is a two-front solution if it satisfies the following assumptions:
(1) N = 3; (2) θ 1 , θ 2 , θ 3 ∈ R with θ 1 = θ 2 and θ 2 = θ 3 ; (3) there is a diffeomorphism Ψ t :
This case is the one we study here. We derive equations for the locations of the two fronts by use of the regularization method introduced in [40] and prove well-posedness results for the resulting systems. From now on, we write Ω + (t) = Ω 1 (t), Ω 0 (t) = Ω 2 (t), Ω − (t) = Ω 3 (t), with the same subscript changes applying to θ + , θ 0 , θ − . We also define the jumps in θ across the fronts, scaled by a convenient factor g α given in (3.2) , by
Numerical solutions of the contour dynamics equations for spatially-periodic two-front solutions of the Euler equation and a study of the approximation of vortex sheets by a thin vortex layer are given in [2] .
1.2. Main results. We consider two-front solutions whose fronts are graphs located at
where ϕ, ψ : R × R + → R denote the perturbations from the flat fronts y = h + , y = h − , and h + > h − . We also write
As we will see, there are different features for 0 < α < 1, α = 1, and 1 < α ≤ 2, which are a consequence of a loss of local integrability in the restriction of the potential for (−∆) −α/2 to the front for 0 < α ≤ 1, leading to an infinite tangential velocity on the front, and a loss of global integrability for 1 ≤ α ≤ 2. The nonlinear terms in the front equations also behave differently, losing derivatives if 0 < α ≤ 1, and having good, hyperbolic-type energy estimates if 1 < α ≤ 2 (see Table 1 .1). 
Bounded No
The equations describing the dynamics of the fronts are given by (3.8) for Euler, (3.9) for SQG, (3.10) for GSQG with 0 < α < 1, and (3.11) for GSQG with 1 < α < 2. Symmetric and anti-symmetric scalar reductions of these equations are given in (3.12) and (3.13), respectively.
1.2.1. Local well-posedness. We briefly summarize our local well-posedness results for the front equations. As explained further in Section 2, we use T b to denote a Weyl paraproduct with symbol b.
, and there exists a constantC > 0 such that
Then there exists T > 0, depending only on ϕ 0 H s , ψ 0 H s , m 0 , m 0 , andC, such that the initial value problem of the system (3.10) has a unique solution with ϕ, ψ ∈ C([0, T ); H s (R)).
for some constant 0 < C < 2, where the symbol B log [f ] is defined in (6.1), and there exists a constantC > 0 such that
where L = log |∂ x |. Then there exists T > 0, depending only on ϕ 0 H s , ψ 0 H s , C, andC, such that the initial value problem of the system (3.9) has a unique solution with ϕ, ψ ∈ C([0, T );
The smallness conditions on the paraproducts in the preceding theorems arise from the fact that the nonlinear terms in the front equations lose derivatives, so we need to use the linear terms to control them, which can only be done if the solutions are sufficiently small. The case 1 < α ≤ 2 is simpler than 0 < α ≤ 1, since the nonlinear terms do not lose derivatives. Theorem 1.3 (α ∈ (1, 2]). Let s ≥ 4 be an integer. Suppose that ϕ 0 , ψ 0 ∈ H s (R). Then there exists T > 0, depending only on ϕ 0 H s , ψ 0 H s , such that the initial value problem of the system (3.11) has a unique solution with ϕ, ψ ∈ C([0, T ); H s (R)).
Theorems 1.1-1.3 follows from a priori estimates and classical C 0 -semigroup theory for local existence (see e.g. [51] ). Therefore, in the following we only derive the a priori estimates for the corresponding Cauchy problems.
1.3. Outline of the paper. In Section 2, we provide the definitions and some properties of the Weyl paradifferential calculus and modified Bessel function of the second kind. In Section 3, we derive the twofront equations. In Section 4, we analyze the linearized stability of the unperturbed, flat two-front solutions, which is a particular example of a GSQG shear flow, and in Sections 5-7, we prove the local existence and uniqueness theorems for the front equations.
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Preliminaries
2.1. Para-differential calculus. In this section, we state several lemmas for the Fourier multiplier operators L = log |∂ x |, |D| s with symbols log |ξ| and |ξ| s , respectively, that follow from the Weyl para-differential calculus. Further discussion of the Weyl calculus and para-products can be found in [1, 21, 39, 60, 67] .
We denote the Fourier transform of f : R → C byf : R → C, wheref = Ff is given by
For s ∈ R, we denote by H s (R) the space of Schwartz distributions f with f H s < ∞, where
Throughout this paper, we use A B to mean there is a constant C such that A ≤ CB, and A B to mean there is a constant C such that A ≥ CB. We use A ≈ B to mean that A B and B A. The notation O(f ) denotes a term satisfying O(f ) H s f H s whenever there exists s ∈ R such that f ∈ H s , and O(f ) denote a term satisfying |O(f )| |f | pointwise.
Let χ : R → R be a smooth function supported in the interval {ξ ∈ R | |ξ| ≤ 1/10} and equal to 1 on {ξ ∈ R | |ξ| ≤ 3/40}. If f is a Schwartz distribution on R and a : R × R → C is a symbol, then we define the Weyl para-product T a f by
whereã(ξ, η) denotes the partial Fourier transform of a(x, η) with respect to x. For r 1 , r 2 ∈ N 0 , we define a normed symbol space by
In particular, if a ∈ M (0,0) is real-valued, then T a is a self-adjoint, bounded linear operator on L 2 . Next, we state a lemma on composition for Weyl quantization (see [21, 67] ).
where {a, b} = ∂ η a∂ x b − ∂ η b∂ x a is the Poisson bracket between a and b, and R is a remainder term satisfies estimates
As a consequence, we have
where R also satisfies estimates (2.2).
Finally, we state an expansion of |D| acting on para-products whose proof can be found in [42] .
where Da means that the differential operator D acts on the function x → a(x, ξ) for fixed ξ, and similarly for |D| 2 a and |D| 3 a.
2.2.
Modified Bessel function of the second kind. In this section, we summarize some definitions and properties of modified Bessel functions, which can be found in [50, 63] . The modified Bessel functions I ν of the first kind is defined for ν ∈ R by
The modified Bessel functions K ν of the second kind are defined for ν / ∈ Z by
and K n (x) = lim ν→n K ν (x) for n ∈ Z. When ν > −1/2 and x > 0, we can also write K ν as
In (2.3), and throughout this paper, Γ(z) denotes the Gamma function.
The following lemma collects the properties of modified Bessel functions of the second kind that we need; proofs can be found in [50] . Lemma 2.3. The modified Bessel functions of the second kind K ν (x) have following properties:
(iii) When ν is fixed and x → 0,
(iv) When ν ≥ 0 is fixed and x → ∞,
Then f m attains its maximum. Let the maximum be attained at x 0 , then
Proof of (v). It follows from (ii) that we only need to consider x ≥ 0. We use identities (see [50] )
When m = 0, for fixed ν > 1/2, ∂ x f 0 (x, ν) ≤ 0, thus f 0 is decreasing in x, and its maximum is attained at x 0 = 0 with
then the maximum is attained at its critical points. Therefore, x 0 must satisfy
From [57] , we know that for ν > 1 2 and x > 0,
which leads to the estimate of |x 0 | in (2.4). Then by
, we obtain an upper bound for f m .
3. Regularized two-front GSQG systems 3.1. Contour dynamics. Following the approach introduced by Zabusky et. al. [66] for the Euler equation, we will derive contour dynamics equations for two-front solutions of the Euler, SQG, and GSQG equations.
Using the GSQG equation (1.1) and Green's theorem, we find that the velocity field is
where the Green's function for the operator (−∆) α/2 on R 2 is given by g α G(|x|) with
Here, the jumps Θ ± are defined in (1.3), n = (m, n) is the upward unit normal to ∂Ω ± (t), n ⊥ = (−n, m), and s ± (x ) is arc-length on ∂Ω ± (t).
The integrals in (3.1) converges when 0 < α < 1 or Θ + = −Θ − for 1 ≤ α ≤ 2. In other cases, we will use a regularization procedure adopted in [40] to make sense of the equations. In all cases, we first cut-off the integration region to a λ-interval about some point x ∈ R and then consider the limit λ → ∞. We assume that both the top and bottom fronts asymptotically converge to y = h + and y = h − as |s + (x )|, |s − (x )| → ∞, respectively, and that the two curves are one-to-one and do not intersect each other.
Let the top and bottom fronts have parametric equations x = X 1 (γ, t) and x = X 2 (γ, t), where
Since θ is transported by the velocity field, the fronts move with normal velocity
so the cut-off equations for X 1 and X 2 are
where c 1 (γ, t) and c 2 (γ, t) are arbitrary functions corresponding to time-dependent reparametrizations of the fronts.
If the fronts are given by graphs that are perturbations of y = h + and y = h − , then the top front is located at y = h + + ϕ(x, t) and the bottom front at y = h − + ψ(x, t), and we can solve for c 1 and c 2 to get
We then obtain a coupled system for ϕ and ψ
3.2. Cut-off regularization. As is in [40] , we consider separately the cases 0 < α < 1, α = 1, and 1 < α ≤ 2, since the Green's functions in (3.2) have different rates of growth (or decay) as x → 0 (or |x| → ∞). We rewrite the system (3.3) as
where
Notice that for fixed y, and when G is given by (3.2) we have for j = 1, 2,
It follows that the nonlinear terms in (3.4) converge as λ → ∞, so it suffices to consider linear terms in (3.4). We only write out the computation for the first equation; the computation for the second equation is similar. The linear term
where L 1 is the Fourier multiplier operator with symbol
Here, γ is the Euler-Mascheroni constant [62] .
As for the second nonlinear term, we have
where L 2 is the Fourier multiplier with symbol
In (3.6), we use the definition of K ν in (2.3), and to calculate b 2 for α = 2, we use the fact that
for any c > 0, which gives
2|ξ| .
We further denote by v 4 the limit
The cut-off system (3.4) can then be written as
In the limit λ → ∞, the possibly problematic terms in these equations are
The only case when these two terms converge to finite limits are when Θ + = −Θ − or 0 < α < 1. Otherwise, we regularize the equations by choosing suitable Galilean transformations. Indeed, if we choose
and make a Galilean transformation x → x − v(λ)t, then the system becomes
The asymptotic behavior of G(ζ) and G ζ 2 + (2h) 2 as ζ → ∞ is given by
Therefore, v 1 (λ) − v 2 (λ) converges as λ → ∞, and we define
Putting everything together and letting λ → ∞, we get the regularized system in conservative form
One can also take the derivatives inside the integral to obtain the non-conservative form
( 3.7) 3.3. Regularized systems. We write out specific expressions for the non-conservative two-front GSQG systems (3.7) in the cases α = 2 (Euler), α = 1 (SQG), 0 < α < 1, and 1 < α < 2.
3.3.1. Euler equations (α = 2). In the case of Euler equations, the Green's function is G(x) = − log |x|/2π, and the two-front Euler system is
( 3.8) 3.3.2. SQG equations (α = 1). In the case of SQG equation, the Green's function is G(x) = 1/|x|, and the two-front SQG system is
3.3.3. GSQG equations. In this case, the Green's function is G(x) = 1/|x| 2−α , and if 0 < α < 1, the two-front GSQG system is 3.4. Scalar reductions of the equations. In this subsection, we write out two scalar equations that arise as reductions of the system (3.7) in special cases.
3.4.1. Symmetric reduction. If Θ + = Θ − , then the system (3.7) is compatible with solutions of the form
and it reduces to a scalar equation for ϕ. We write Θ = Θ + = Θ − and make a Galilean transformation x → x − Θv 4 t to remove the transport term, which gives 
In this setting, if a front is located at y = h + ϕ(x, t) and
then the contour dynamics equations for the front coincide with (3.12), up to a Galilean transformation.
is compatible with solutions of the form
and it reduces to a scalar equation for ϕ (see Figure 3. 2). Writing Θ = Θ + = −Θ − and taking Galilean transformation x → x − (v 5 − v 4 )Θt, we find that the equation becomes
(3.13) Figure 3 .2. Anti-symmetric reduction of GSQG system. 3.5. Expanded systems. We consider fronts with small amplitude and small slope, i.e., |ϕ|, |ψ| h and |ϕ x |, |ψ x | 1, and carry out a multilinear expansion of the nonlinearities in the systems derived in the previous subsection.
(1) When 0 < α < 2, we have the Taylor expansion
Taking Fourier transforms and letting η n = (η 1 , η 2 , . . . , η 2n+1 ), we find that the first nonlinear term in the first equation of the systems (3.9)-(3.11) can be written as
Replacing ϕ by ψ gives the first nonlinear term in the second equation of the systems (3.9)-(3.11).
For the second nonlinear term of the first equation of these systems, we take Fourier transforms and use (2.3) to get
Then, using (3.14), we get
The computation for the second nonlinear term in the second equation of the systems (3.9)-(3.11) is similar. We only need to replace ϕ by ψ, multiply d n, and d n, ,m by (−1) , and replace d n, ,m,1 by d n, ,m,2 where
(2) When α = 2, we use Taylor's expansion and Fourier transform to find that the first nonlinear term in the first equation of the system (3.8) can be written as
where T n also lies in the family (3.15) for α = 2 and
Substituting ϕ by ψ gives the first nonlinear term in the second equation of the system (3.8).
For the second nonlinear term in the first equation of this system, by Taylor expansion, Fourier transform, we have
As for the second nonlinear term of the second equation of the system (3.8), the calculation is similar, and we only need to swap ϕ and ψ, multiplyd n, andd n, ,m by (−1) , and then replaced n, ,m,1 byd n, ,m,2 wherẽ
Finally, we summarize the expanded systems for 0 < α ≤ 1. Similar expansions apply for 1 < α ≤ 2, but, since we do not need them, we do not write them out explicitly here.
When 0 < α < 1, the expanded two-front GSQG system is
When α = 1, the expanded regularized two-front SQG system is
(3.17)
Linearized stability
The unperturbed two-front solution is given by ϕ = ψ = 0 and θ =θ(y), wherē
Then u = (U (y), 0) with U = −Ψ y , where
In (4.1), the jumps Θ ± are defined in (1.3), ∂ y = (−∂ 2 y ) 1/2 . This shear-flow solution is the SQG or GSQG analog of the piecewise linear shear flows often considered for the Euler equation (see Figure 4 .1). The tangential velocity of the shear flow on the fronts is finite if 1 < α ≤ 2, but diverges to infinity if 0 < α ≤ 1; in both cases, the normal velocity -which determines the motion of the fronts -is zero.
There do not appear to be many studies of the stability of GSQG shear flows u = (U (y), 0). However, as noted in [28] for SQG shear flows, the classical necessary conditions for the linearized instability of Euler shear flows -the Rayleigh and Fjørtoft criteria -carry over directly to sufficiently smooth GSQG shear flows: If there are linear modes with exponential growth in time, then ∂ y α U must change sign, and for any constant U * , the function (U − U * ) · ∂ y α U must be strictly positive for some values of y. Conversely, Friedlander and Shvydkoy [28] prove that the SQG shear flow with U (y) = sin y is linearly unstable.
To study the stability of the two-front GSQG shear flow (4.1) by contour dynamics, we linearize the system (3.7) about ϕ = ψ = 0 to get
Taking the Fourier transform of (4.2) with respect to x, we get the system
where the symbols
where the discriminant is given by
If Θ + Θ − > 0, then (ξ) ≤ 0 for all ξ ∈ R, so the roots of the characteristic polynomial are imaginary and the GSQG shear flow is linearly stable. In particular, the symmetric Euler and SQG shear flows shown in 
A numerical plot of the corresponding growth rates and wave speeds is shown in Figure 4 .2. These plots are qualitatively similar to the ones for the Euler equation. In both cases, the instability results from an interaction between negative and positive energy waves on the fronts that leads to an exponential growth in time when the horizontal wavelengths of the waves are sufficiently large in comparison with the distance between the fronts. 
5.
A priori estimates for the two-front GSQG (0 < α < 1) systems 5.1. Para-differential reduction. First, we state an estimate which shows that we can distribute derivatives on each factor of ϕ in the multilinear terms in the front equations. This estimate is not sharp, but it is sufficient for our needs below.
Lemma 5.1. Let T n be defined by (3.15) for n ∈ N. Then
Proof. Splitting up the integral and using a Taylor expansion, we have
We prove the following propositions which allows us to write (3.16) in a form that is suitable for constructing weighted energies without a loss of derivatives.
Proposition 5.2. For 0 < α < 1, suppose that ϕ(·, t), ψ(·, t) ∈ H s (R) with s ≥ 4 and ϕ W 3,∞ + ψ W 3,∞ is sufficiently small. Then
, and B −α [ϕ] are defined by
Here χ is the cutoff function in (2.1),η n = (η 1 , η 2 , . . . , η 2n ) andŝ n = (s 1 , s 2 , . . . , s 2n ). The operators
and T B 0 [ϕ] are self-adjoint and they satisfy the estimates
while the remainder term R 1 satisfies
3)
Similar conclusion holds for ψ.
Proof. In this proof, we suppress the time variable for simplicity. By symmetry, we may assume that |η 2n+1 | is the largest frequency. Then
Case I . When we take only factors of χ in the expression of the product, we have
In the following, we write s n = (s 1 , s 2 , . . . , s 2n+1 ). By (3.15), we can write
iη j e iηj sj ζ ds n dζ
Substitution of this expression into (5.5) yields the following terms
− c n ∂ x R |ηj |≤|η2n+1| for all j=1,2,...,2n
We claim that (5.6), (5.7), and (5.8) can be written as
where R 1,1 , R 1,2 , and R 1,3 satisfy the estimate (5.3). Indeed,
while the Fourier transform of (5.6) is
The difference of the above two integrals is
where I n is the function which is equal to 1 on {|η j | ≤ |η 2n+1 |, for all 1, . . . , 2n} and equal to zero otherwise. When η n satisfies
we have I n = 1 and χ
Therefore, the integrand of (5.11) is supported outside of the set (5.12), and there exists j 1 ∈ {1, . . . , 2n}, such that |η 2n+1 | ≥ |η j1 | > Thus, using Young's inequality, we obtain the symbol estimates (5.2).
To estimate (5.9), we observe that on the support of the functions χ (2n+1)ηj η2n+1
, we have
.
Since s j ∈ [0, 1], a Taylor expansion gives
Therefore, the H s -norm of (5.9) is bounded by C(n, s)|c n | ϕ H s ϕ 2n W 2,∞ . Case II . When there is at least one factor of the form 1 − χ in the expansion of the product in the integral (5.4), we get a term like c n ∂ x R |ηj |≤|η2n+1| for all j=1,2,...,2n
where 1 ≤ ≤ 2n is an integer, and {j k : k = 1, . . . , 2n} is a permutation of {1, . . . , 2n}.
is compactly supported on
By assumption, η 2n+1 has the largest absolute value, so
meaning that the frequencies |η j1 | and |η 2n+1 | are comparable. Using Lemma 5.1, we can bound the H s -norm of (5.13) by
and the proposition follows.
Proposition 5.3. For 0 < α ≤ 1, suppose that ϕ(·, t), ψ(·, t) ∈ H s (R) with s ≥ 4 and ϕ W 3,∞ + ψ W 3,∞ is sufficiently small. Then we can write
(5.14)
The symbol B 
A similar result holds with ϕ and ψ exchanged.
Proof. We suppress the dependence of variables of ϕ and ψ for simplicity. By the product rule and Bony's decomposition, we see that for m < 2n − + 1,
is defined as in (5.14), and, by Lemma 2.3,
When m = 2n − + 1, again, by Lemma 2.3, we have
The estimates (5.15) for B 
then follow from the above estimates and Stirling's formula applied to the Γ-function coefficients.
Proposition 5.4. The first equation of system (3.16) can be written as
where T B (α) [ϕ,ψ] is self-adjoint and its symbol and the remainder term R satisfy the estimates
Proof. We first use Bony's decomposition to write the nonlinear terms as
where 20) which, thanks to (5.1), is a solution to the first order variable coefficient PDE 
According to the decomposition of nonlinear terms in last subsection, we construct a weighted energy as follows.
Here, the presence of sgn Θ + is to guarantee E .19)). Now we are ready to derive a priori estimates for the system. Proposition 5.5. Let s ≥ 4 be an integer and (ϕ, ψ) a smooth solution of (3.16), with
There exists a constantC > 0, depending only on s, such that if (ϕ 0 , ψ 0 ) satisfyies 
ψ (t) can be defined analogously, and F : R + × R + → R is a continuous, real-valued function that is monotone-increasing in either variables, such that
(5.25)
Before proving this proposition, we first state a lemma, whose proof follows directly from definition of Weyl para-product and Kato-Ponce type commutator estimates, and is similar to the proof of Lemma 4.2 in [42] .
Lemma 5.6. Suppose that s ≥ 4 is an integer. If (ϕ, ψ) is a smooth solution of (3.
where the remainder term satisfies
Proof of Proposition 5.5. We first observe that ϕ L 2 (R) is conserved by the system. So we only need to estimate the higher-order energy. Without loss of generality, we may assume that sgn Θ + = 1. By assumption (5.23) on the initial data and continuity in time, there exists T > 0 such that for all 0 ≤ t ≤ T ,
and
We first apply T β[ϕ] to equation (5.16 ) to obtain
We start with the first commutator term in the curly bracket on the right-hand-side of the equation. We use Taylor expansion and obtain
where R 4 is a remainder term satisfying
For the second commutator term in the curly bracket in (5.26), we use a Taylor expansion and Lemma 2.1 to obtain
For last term in the curly bracket in (5.26), we use Lemma 2.1 again
Therefore, by invoking the choice of β[ϕ], we conclude that the operator in the curly bracket in (5.26) is of order 0 and the whole term is an error term that satisfies
By Kato-Ponce type estimates, (5.2), (5.21), (5.17), and (5.18), we also find that
We conclude that equation (5.26) can be rewritten as
Now we apply the operator |D| s to this equation and use Lemma 2.2
s with ∂ x |∂ x | 1−α up to remainder terms, we obtain that
so the first term on the right-hand side of (5.30) can be estimated by
Using Lemma 5.6, we can estimate the third term on the right-hand side of (5.30) by
To estimate the second term on the right-hand side of (5.30), we multiply (5.28) by
integrate the result with respect to x, and use the self-adjointness of
By the skew-adjointness of ∂ x |∂ x | 1−α , we have II = 0, and by (5.29) and the boundedness of
on L 2 , we conclude that
is self-adjoint, we can use integration-by-parts and obtain
By commutator estimates, we have
and we conclude that |IV| ϕ 2 H s F ϕ W 3,∞ , ψ W 3,∞ . Term I estimate. We write I = −I a + I b , where
By commutator estimates and (5.17), the second integral satisfies
To estimate the integral I a , we write it as
Term I a1 estimate. A Kato-Ponce commutator estimate and (5.17) gives
Term I a2 estimate. We have
Using commutator estimates and (5.2), (5.17), and (5.21), we get that
is self-adjoint, we can rewrite (5.31) as
, and we conclude that
This completes the estimate of the terms on the right hand side of (5.30). Collecting the above estimates and using the interpolation inequalities, we obtain that
We observe that there exists a constantC(s) > 0 such that C(n, s) C (s) n . The series in (5.25) then converges whenever ϕ W 3,∞ + ψ W 3,∞ is sufficiently small, and we can choose F to be an increasing, continuous, real-valued function that satisfies (5.25).
are continuous in time, there exist T > 0 and m 1 , m 2 > 0, depending only on the initial data, such that
Similar estimates for the second equation of the system with an analogously defined energyẼ
ψ , then give (5.24). 6. A priori estimates for the two-front SQG (α = 1) systems 6.1. Para-differential reduction. The following result, from Proposition 3.2 in [42] , enables us to simplify the system. Proposition 6.1. For α = 1, suppose that ϕ(·, t), ψ(·, t) ∈ H s (R) with s > 4 and ϕ W 3,∞ + Lϕ W 3,∞ and ψ W 3,∞ + Lψ W 3,∞ are sufficiently small. Then we can write
Here χ is the cutoff function in the Weyl para-product (2.1),η n = (η 1 , η 2 , . . . , η 2n ), andŝ n = (s 1 , s 2 , . . . , s 2n ).
The operators T B log [f ] and T B 0 [f ] are self-adjoint and their symbols satisfy the estimates
where the constants C(n, s) have at most exponential growth in n.
By Proposition 5.3 and Proposition 6.1, we can write (3.17) in the following paralinearized form
where B
(1)
and R 1 and R 2 are bounded by
where F is a positive polynomial.
6.2. Energy estimates and local existence. We can therefore define homogeneous and nonhomogeneous weighted energies that are equivalent to the H s -energies by
For simplicity, we consider only integer norms with s ∈ N.
We now are ready to prove the following a priori estimates.
Proposition 6.2. Let s > 4 be an integer and ϕ, ψ a smooth solution of (6.3) with ϕ 0 , ψ 0 ∈ H s (R). There exists a constantC > 0, depending only on s, such that if ϕ 0 , ψ 0 satisfies
for some constant 0 < C < 2, then there exists a time T > 0 such that 5) where F (·) is an increasing, continuous, real-valued function.
is conserved by the system. So we only need to estimate the higher-order energy. By direct calculation, for f = ϕ or ψ, 6) where the remainder term R is bounded by (6.4) . By continuity in time, there exists T > 0 such that
We apply the operator |D| s to the first equation of (6.3) to get
Using Lemma 2.2, we find that
Thus, we can write the right-hand side of (6.7) as
s to (6.7), and commuting (2 − T B log [ϕ] ) s with L up to remainder terms, we obtain that
8) where R 5 L 2 is bounded by the right-hand-side of (6.4).
By (6.6), the time derivative of
(6.9)
We will estimate each of the terms on the right-hand side of (6.9). Equation (6.3) implies that
so the first term on the right-hand side of (6.9) can be estimated by
We can estimate the third term on the right-hand side of (6.9) by
To estimate the second term on the right-hand side (6.9), we multiply (6.8) by (2 − T B log [ϕ] ) s+1 |D| s ϕ, integrate the result with respect to x, and use the self-adjointness of ( 
We have II = 0, since ∂ x L is skew-symmetric, and
By a commutator estimate,
Term I estimate. We write I = −I a + I b , where
By a commutator estimate and (6.2), the second integral satisfies
To estimate the first integral, we write it as I a = I a1 − I a2 , where
Term I a1 estimate. A Kato-Ponce commutator estimate and (6.2) gives
(6.10)
Using commutator estimates and (6.2), we get that
is self-adjoint, we can rewrite (6.10) as
and we conclude that
By a similar procedure, we can obtain the estimate for ψ. This completes the estimate of the terms on the right hand side of (6.9). Collecting the above estimates and using the interpolation inequalities, we obtain thatẼ
where F is a positive, increasing, continuous, real-valued function. We observe that there exists a constantC(s) > 0 such that C(n, s) C (s) n . The series in F then converges whenever ϕ W 3,∞ + Lϕ W 3,∞ + ψ 
We therefore obtain that
so (6.11) implies (6.5).
7.
A priori estimates for the two-front GSQG (1 < α ≤ 2) systems When 1 < α ≤ 2, we write the two-front GSQG systems (3.8) and (3.11) in the form (3.7), and define the energyẼ
Proposition 7.1. Let s ≥ 4 be an integer. Suppose ϕ 0 , ψ 0 ∈ H s (R). then for the smooth solutions to the initial value problem (3.7),
where P is a positive polynomial.
Proof. Observe thatẼ (0) (t) is conserved by the system. In the following, we fix 1 ≤ k ≤ s. We directly estimate theḢ k norm of ϕ and ψ. We apply ∂ k x to (3.7), 
vanish. Therefore, letting C i k denote the binomial coefficients, we obtain
Then we estimate each term on the right-hand-side. 1. By Lemma 2.3, the first integral on the right-hand-side is bounded by
2.
A term in sum of the second integral on the right-hand-side of (7.1) is G ( ζ 2 + (ϕ(x + ζ, t) − ϕ(x, t)) 2 ) ϕ(x + ζ, t) − ϕ(x, t) ζ 2 + (ϕ(x + ζ, t) − ϕ(x, t)) 2 (ϕ x (x + ζ, t) − ϕ x (x, t)) dζ dx G ( ζ 2 + (ϕ(x + ζ, t) − ϕ(x, t)) 2 ) ϕ(x + ζ, t) − ϕ(x, t) ζ 2 + (ϕ(x + ζ, t) − ϕ(x, t)) 2 (∂ x ϕ(x + ζ, t) − ∂ x ϕ(x, t))
We divide the above integral into two parts: |ζ| > 1 and |ζ| ≤ 1, and write
where C 2 = −1/2π and C α = α − 2 when α ∈ (1, 2). For |ζ| > 1, we observe that G ( ζ 2 + (ϕ(x + ζ, t) − ϕ(x, t)) 2 ) ϕ(x + ζ, t) − ϕ(x, t) ζ 2 + (ϕ(x + ζ, t) − ϕ(x, t)) 2 (∂ x ϕ(x + ζ, t) − ∂ x ϕ(x, t))
contains at most k-th order derivatives, and G ( ζ 2 + (ϕ(x + ζ, t) − ϕ(x, t)) 2 ) ζ 2 + (ϕ(x + ζ, t) − ϕ(x, t)) 2 = C α G( ζ 2 + (ϕ(x + ζ, t) − ϕ(x, t)) 2 ) − G(ζ) dx dζ
where P is a positive polynomial. dζ.
When i 3 = k − 1, the above integral is bounded approximately by ϕ(t) H k · P ϕ
, where P is a positive polynomial, and we get i 3 = k − 1 only when i = i 1 = i 2 = 0. By using (7.3), the integral is |ζ|<1 R ϕ x (x + ζ, t) − ϕ x (x, t) · G ( ζ 2 + (ϕ(x + ζ, t) − ϕ(x, t)) 2 ) ζ 2 + (ϕ(x + ζ, t) − ϕ(x, t)) 2 · (ϕ(x + ζ, t) − ϕ(x, t)) · ∂ · ϕ(x + ζ, t) − ϕ(x, t) ζ 2 + (ϕ(x + ζ, t) − ϕ(x, t)) 2 ∂ x ϕ(x + ζ, t) − ∂ x ϕ(x, t) dζ dx.
By using (7.2) again, we get G ( ζ 2 + (ϕ(x + ζ, t) − ϕ(x, t)) 2 ) ζ + [ϕ(x + ζ, t) − ϕ(x, t)][∂ ζ ϕ(x + ζ, t)] ζ 2 + (ϕ(x + ζ, t) − ϕ(x, t)) 2 − G (ζ) = C α ζ + [ϕ(x + ζ, t) − ϕ(x, t)][∂ ζ ϕ(x + ζ, t)]
[ζ 2 + (ϕ(x + ζ, t) − ϕ(x, t)) 2 ]
4−α 2 − C α 1 ζ|ζ| 2−α .
We divide the integral into |ζ| > 1 and |ζ| < 1. For |ζ| > 1,
For |ζ| < 1, by (7.4) 
3.
To estimate the third integral on the right-hand-side of (7.1), it suffices to estimate .
Similarly, when |ζ| > 1 ∂ x G( ζ 2 + (−2h + ψ(x + ζ, t) − ϕ(x, t)) 2 ) − G( ζ 2 + (2h) 2 ) = G ( ζ 2 + (−2h + ψ(x + ζ, t) − ϕ(x, t)) 2 ) (−2h + ψ(x + ζ, t) − ϕ(x, t))(ψ x (x + ζ, t) − ϕ x (x, t)) [ζ 2 + (−2h + ψ(x + ζ, t) − ϕ(x, t)) 2 ] 1/2 = C α (−2h + ψ(x + ζ, t) − ϕ(x, t))(ψ x (x + ζ, t) − ϕ x (x, t)) (ζ 2 + (−2h + ψ(x + ζ, t) − ϕ(x, t)) 2 )
, and when |ζ| < 1 ∂ x G( ζ 2 + (−2h + ψ(x + ζ, t) − ϕ(x, t)) 2 ) − G( ζ 2 + (2h) 2 )
[ζ 2 + (2h − (ψ(x + ζ, t) − ϕ(x, t))) 2 ]
4−α 2 .
By the above calculations, the decay rate for large |ζ| is at least |ζ| −2 , which is integrable. Then 
