By using mixed percolation as a bridge between site and bond percolation, we derive a new inequality between the critical points of these processes that is optimal in a certain sense. We also extend a result on the crossover exponent of bond-diluted Potts models to site-diluted Potts models. Some new results about the critical line in mixed percolation are also proved.
1. Introduction. Bond and site percolation are similar processes in various respects, and it is easy to overlook their differences and miss the fact that their comparison may sometimes be interesting and challenging. The issues addressed in this paper include a nontrivial relationship between the critical points of these two processes and a nontrivial extension to the site percolation setting of a result on diluted Potts models that was only available in the bond percolation setting. For these purposes, we study mixed site-bond percolation, which can be seen as a smooth bridge between site and bond percolation. As a by-product of our approach, we also derive some new results on the critical line in mixed percolation.
Comparison between critical points.
We consider site or bond percolation on an infinite, locally finite, connected graph G = V E . Here V is the set of vertices (sites) and E is the set of edges (bonds). The degree of a vertex is the number of edges incident to it. If the degree of each site is bounded above by a common finite constant, the graph G is said to be of bounded degree. Write Aut G for the group of graph automorphisms of G, that is, the class of one-to-one transformations of V onto itself that preserve the graph structure. A graph G = V E is called transitive if for any x y ∈ V there exists a graph automorphism of G that maps x to y. In other words, G is transitive if Aut G acts transitively on V, that is, it produces a single orbit. Intuitively, a graph is transitive if all its vertices play exactly the same role. A graph G = V E is called quasitransitive if Aut G acting on V produces a finite number of orbits. Intuitively, a graph is quasitransitive if it has a finite number of types of vertices and vertices of the same type play exactly the same role.
In the site percolation model, each site is kept independently of the others with probability s, while the other sites are removed along with all the bonds incident to them. We denote by π S s the probability that the remaining graph contains some infinite component (i.e., the probability that percolation occurs).
In the bond percolation model, each bond is kept independently of the others with probability b, while the other bonds are removed. We denote by B b the probability that the remaining graph contains some infinite component (i.e., the probability that percolation occurs). The critical points are defined by which saturates for trees, is owing to [14] . In particular, if s c < 1, then b c < 1. In contrast, there are locally finite graphs (of unbounded degree) for which b c < 1, while s c = 1. For this, see [12] . For graphs of bounded degree, the following inequality, from [11] , shows that this cannot happen:
where D is the maximal degree of the graph. [Relationships that are weaker than (2) , but sufficient to show that for bounded degree graphs, b c < 1 implies s c < 1, can be obtained from [17] and [18] , Remark 6.2; see also [12] .]
In [11] , the authors implicitly asked if (2) is optimal or not. Theorem 1.1 shows that this is not the case when b c is close to 1 and provides an inequality that is optimal "up to the value of a constant prefactor." Recall that x denotes the integer part of x. 
examples of such graphs can be chosen with b c arbitrarily close to 1.
Note that an infinite graph of maximal degree at most 2 has b c = s c = 1, so the assumption that D ≥ 3 is harmless. The optimal aspect of Theorem 1.1 is the identification of the exponent D/2 , which is the same in parts (a) and (b). The value of the constant that multiplies 1 − b c D/2 in parts (a) and (b) can be slightly improved using our techniques with somewhat more work. However, because these techniques do not seem to be sufficient to identify the optimal value of this constant, we satisfy ourselves with the preceding statements.
Open Problem 1. How would Theorem 1.1 be modified if we restricted ourselves to the class of transitive graphs of degree D?
1.2. Crossover exponent for diluted Potts models. We suppose that the reader is familiar with the basic notions and terminology on the statistical mechanics of lattice systems. For an introduction to this subject, consult, for example, [7] . The q-state Potts model on a locally finite (not necessarily infinite or connected) graph G = V E is defined by associating to each site x ∈ V a random variable (spin) σ x that takes values 1 2 q. To each configuration σ ∈ 1 2 q V , an energy is formally associated by the expression
where J ≥ 0 is a parameter and
There is a critical value J c (possibly 0 or ∞) such that if J < J c , the model has a unique Gibbs distribution, but if J > J c , the model has more than one Gibbs distribution. (If G is not connected, a Gibbs distribution on it is obtained by associating an independent Gibbs distribution to each connected component, so that the value of J c is then the infimum of those of its connected components.) For an introduction to the Potts model and the associated random-cluster models, see, for example, [8] . It is of relevance to recall that the case q = 2 corresponds to the Ising model. Given an infinite, locally finite, connected graph G = V E , we can consider the bond-diluted and the site-diluted q-state Potts models on this graph. In each case, we study the q-state Potts model on the random graph resulting from performing bond or site percolation on G. (Note that this resulting graph is, in general, not connected, but as observed in the last paragraph, this is not an important issue.) The study of statistical mechanics models on diluted graphs is a chapter in the study of systems in random environment, a very central area of research in physics and in mathematical physics. For some of the background on the subject, consult [1] and [13] and references therein.
We can show, using Kolmogorov's 0-1 law and Theorem 7.33 of [7] or Theorem 3.1 of [4] , that for each graph the critical value J B c b [resp. J S c s ] for the q-state Potts model on the corresponding bond-diluted (resp. site-diluted) graph is well defined and not random.
In [1] , the following theorem was proved [see display (9) and (10) in that paper]. takes the value B = 1. The methods in [1] are based on the relationship the Potts model and the randomcluster model (a certain dependent bond percolation model) and on comparisons between the random-cluster model and independent bond percolation. The method does not extend to site-diluted Potts models, because the random-cluster model is not immediately comparable to independent percolation. Using the techniques from the current paper, we can fill this gap and prove the following theorem. takes the value S = 1. As far as we can tell, the comparisons between independent bond and site percolation available in the literature (see [17] , [18] , Remark 6.2, and [11] ), when combined with the arguments from [1] , allow us to prove only a weaker result, which would only imply that if S exists, then it is positive and finite. Results of this type are contained in [5] and [6] .
Regarding the motivation behind the study of systems in a random environment, it seems natural to consider site-diluted Potts models as more interesting than bond-diluted models, because site dilution corresponds to the presence of impurities in a crystal. We stress also that although Theorem 1.3 is stated in the context of fairly arbitrary graphs, as far as we know, it is a new result even in the special case of cubic lattices.
Mixed percolation.
In the mixed percolation model, each bond is kept independently of anything else with probability b and each site is kept independently of anything else with probability s; the bonds and sites that are not kept as well as the bonds incident to these sites are removed. We denote by π BS b s the probability that the remaining graph contains some infinite component (i.e., the probability that percolation occurs). It is natural to define, for 0 ≤ b ≤ 1, 
In particular, Theorem 1.4 implies that s c · is a Lipschitz continuous function on [0,1], which is identically 1 on 0 b c and strictly decreasing on b c 1 .
It is also natural to define 
and
In particular, the critical exponents defined by Open Problem 2. How smooth is the function s c · with domain restricted to b c 1 ? It is not hard to find graphs that are not quasitransitive for which this function is not differentiable at some points and also has inflection points. However, it is not clear whether such behaviour could happen on a quasitransitive graph. In particular, it is natural to conjecture (based on simulations and exact results for homogeneous trees) that in the case of the cubic lattice d , d ≥ 2, this function is analytic and convex. In Section 2 we derive a differential inequality that is used in Section 3 to derive estimates on the function s c · , and so provide the proof of Theorem 1.4. In Section 4, these estimates on s c · are used to prove part (a) of Theorem 1.1; the example that proves part (b) of this theorem also is presented there. Finally, in Section 5 the proof of Theorem 1.3, based on (4) is presented.
2. Differential inequality. In this section we consider mixed percolation on an infinite connected graph G of bounded degree. A chain is a finite sequence of distinct sites, x 0
x n , such that for i = 0 n − 1, x i and x i+1 are joined by an edge. These edges are called the edges of the chain. The length of such a chain is n, and its end points are x 0 and x n . The distance between two sites is the minimal length of the chains that have these sites as end points. An arbitrary site of the graph is chosen as its root and denoted by r. The ball of radius n centered at the root, denoted V n , is the set of sites within distance n of the root. We also set V n = V n \ r .
Clusters are the connected components of the graph obtained from G after sites and bonds have been deleted in the percolation process. We denote by θ BS b s the probability that for mixed percolation with parameters b s on G, the root belongs to an infinite cluster. It is well known and easy to see that π BS b s = 1 iff θ BS b s > 0 and that, in particular, this last statement is independent of the choice of the root of G.
As usual, bonds and sites that are kept in the percolation process are said to be occupied and those that are removed are said to be vacant.
A chain is said to be internally occupied if all its sites, except possibly for its end points, and all its edges are occupied. Two sites are said to be almost connected if there is an internally occupied chain that has these sites as end points. We denote by A n the event that the root is almost connected to a site that is at distance n + 1 from the root. Setθ Under the same assumptions, we can also prove a differential inequality of the form
However, the corresponding estimate on C b s turns out to be not good enough to prove Theorem 1.1(a) (it is good enough, though, to prove Theorems 1.4 and 1.3).
Note that two alternative expressions for C b s appear in Proposition 2. All the applications that we would have for them are, nevertheless, better accomplished by using (1) .
Differential inequalities in the spirit of (6), (7), (8) and (9) have appeared in [19] , [2] , [3] and [10] . They have been used to prove strict inequalities between critical points, equalities between critical exponents obtained by approaching a critical point from different directions and Lipschitz continuity of critical lines. The main applications in this paper are, nevertheless, of a different nature. In particular, as far as we know, in previous uses of such inequalities, estimates on the values of the constants that played the role of our C b s were not a crucial issue.
Proof of Proposition 2.1. Recall the notation introduced in the beginning of this section. We also use the notation E x to denote the set of edges incident to the vertex x and use V x to denote the set of vertices that share an edge with x. Also let E n be the set of edges that have at least one end point in the ball V n . To prove the proposition, we have to consider only mixed percolation on the finite graph G n = V n E n . A realization of this process is a function ω V n ∪ E n → 0 1 , where the 0's associated to vacant bonds and sites, and the 1's are associated to occupied bonds and sites.
Given a site x ∈ V n , let δ x A n be the event that x is pivotal for A n , that is, the event that if x is occupied, then A n happens, but if x is vacant, then A n does not happen. Given a bond e ∈ E n , the event δ e A n that e is defined in an analogous way.
Russo's formula (see, e.g., [9] ), states that
The proof is, therefore, concluded once we argue that for each x ∈ V n , (11) and use the fact that each bond in E n obviously contains at most two end points in V n .
To prove (10), first note that sP δ x A n = P A x n , where A x n is the event that the site x is occupied and that δ x A n holds. We introduce a transformation F B x A x n → e∈E x δ e A n , with the following properties:
(ii) Each element of e∈E x δ e A n is the image of at most 2 D/2 −1 elements of A x n .
The existence of such a transformation clearly implies (10) . To produce F B x , we suppose the bonds in E x to be ordered in some arbitrary fashion and we proceed as follows.
Given ω ∈ A x n , let E in x ω be the set of bonds in E x that in the configuration ω, have the following property: Their end point distinct from x is either the root or else it is a site that is occupied and connected to the root by an internally occupied chain that does not pass through x. Let E out x ω be the set of bonds in E x that, in the configuration ω, have the following property: Their end point distinct from x is either a site at distance n + 1 from the root or else it is a site that is occupied and connected to a site at distance n + 1 from the root by an internally occupied chain that does not pass through x. Whereas ω ∈ δ x A n , we have E
x ω as the configuration obtained from ω by vacating the first E x ω − 1 bonds of E x ω . In the configuration F B x ω , the last bond in E x ω is pivotal for A n , so that F B x indeed maps A x n to e∈E x δ e A n . It is clear that also (i) holds. To see that (ii) holds, we can argue as follows. The transformation F B x can only modify the configuration at bonds incident to x. Therefore, by looking at F B x ω restricted to the other bonds and sites in E n and V n , we can find what the set E x ω is. If F B x ω = F B x ω , ω and ω can only differ at the bonds in E x ω = E x ω , with the exception of the last such bond. Because the cardinality of this set where they can differ is at most D/2 − 1, this proves (ii).
To prove (11), we proceed in a similar fashion. We introduce a transformation F S x A x n → e∈E x δ e A n , with the following properties:
(ii) Each element of e∈E x δ e A n is the image of at most 2 D−1 elements of A x n .
The existence of such a transformation clearly implies (11) . To produce F S x , we suppose the sites in V x to be ordered in some arbitrary fashion, except for the fact that if the root is contained in V x , it will be the last site in the order. Given ω ∈ A x n , let V in x ω be the set of sites in V x that in the configuration ω, have the following property. The site is either the root or else it is occupied, the bond that it shares with x is occupied and it is connected to the root by an internally occupied chain that does not pass through x. Whereas ω ∈ δ x A n , we have V 
Proof. From (12), we have, under the conditions in (i),
The proof of (ii) is analogous. ✷
In combination with Proposition 2.1, Proposition 3.1 provides estimates on the behavior of the function s c · . To obtain estimates in the opposite direction, we can use the complementary inequalities (8) or (9) . For our purposes, we can do better, though, using (1). This is done in the next proposition, in which we recall results and arguments from [15] . 
Proof. To prove (i), consider the random graph G obtained by performing mixed percolation on G with parameters b s/α . By performing site percolation on G with parameter α (independently of the process that randomly originated G ), we obtain a random graph G that has the law of a random graph obtained from performing mixed percolation with parameters b s on G. Because we suppose that b s ∈ G , we must have that G contains a.s. some infinite component. This means that G supports site percolation at parameter α. From (1), if follows that G also supports bond percolation at parameter α. In other words, the random graph G obtained by performing bond percolation on G with parameter α (independently of the process that randomly originated G ) contains a.s. some infinite component. However, G has the law of a random graph obtained from performing mixed percolation with parameters bα s/α on G. This proves (i).
The claim in ( 
This can be rewritten as
Because ε > 0 can be taken arbitrarily small, we obtain
The proof is, therefore, complete, because s c = s c 1 ≤ s c 1 + b c /2 . ✷ Proof of part (b) of Theorem 1.1. To construct our example, we first need to introduce various types of finite graphs to be used as our building blocks. Each one of these finite graphs has exactly two vertices, which are called its exterior vertices; the other vertices are called interior vertices.
A K bridge is a finite graph with K + 2 vertices, where two of the vertices are and the others are called interior vertices. The set of edges is defined by declaring that each one of the two exterior vertices is connected by edges to each one of the interior vertices. Note that the graph has 2K edges, that the two exterior vertices play the same role and have degree K, and that K interior vertices play the same role and have degree 2.
Suppose that
bridge is a graph obtained by identifying one of the exterior vertices of a K 1 bridge with one of the exterior vertices of a K 2 bridge. The interior vertices of the two original graphs, as well as the vertex resulting from the identification just described, are considered to be interior vertices of the new graph, whereas the other two vertices are considered to be exterior vertices of the new graph. Note that the vertex that results from the identification has degree K 1 + K 2 , the other interior vertices have degree 2, one of the exterior vertices has degree K 1 (it will be called the first exterior vertex of the graph) and the other exterior vertex has degree K 2 (it will be called the second exterior vertex of the graph). (If K 1 = K 2 , then the two exterior vertices play the same role and the choices of first and second are arbitrary.)
An l chain of K 1 K 2 double bridges is a graph obtained as follows. Start with a sequence of l disjoint K 1 K 2 double bridges. Now, for i = 1 l − 1, identify the second exterior vertex of the ith graph in the sequence with the first exterior vertex of the i+1 th graph in the sequence. The interior vertices of the l original graphs, as well as the vertices resulting from the identifications just described, are considered to be interior vertices of the new graph, whereas the other two vertices (the first exterior vertex of the first graph and the second exterior vertex of the last graph) are considered to be exterior vertices of the new graph. The first exterior vertex of the first graph is called the first exterior vertex of the new graph, and the second exterior vertex of the last graph is called the second exterior vertex of the new graph. Note that the degrees of the exterior vertices are K 1 and K 2 , whereas the degrees of the interior vertices are 2 and
A decorated l chain of K 1 K 2 double bridges is a graph obtained from an l chain of K 1 K 2 double bridges by adding two new vertices, v− and v+, the first of which is joined by an edge to the first exterior vertex of the l chain of K 1 K 2 double bridges, and the second of which is joined by an edge to the second exterior vertex of the l chain of K 1 K 2 double bridges. The vertices v− and v+ are the only exterior vertices of the new graph, and are called, respectively, its first exterior vertex and second exterior vertex. Note that the degree of the exterior vertices is 1, whereas the degrees of the interior vertices are K 1 + 1 K 2 + 1, 2 and K 1 + K 2 .
We are ready now to introduce an infinite graph that will serve as our example. Its maximal degree is D and for it to satisfy the desired relationship between s c and b c , a certain parameter l has to be taken large enough. For the moment, recall that x is the smallest integer that is not smaller than x. Note that D/2 + D/2 = D. Let T 2 denote the binary tree, that is, the tree in which each vertex has degree 3. Our graph is denoted by T 2 D l and is obtained by replacing each edge of T 2 with a decorated l chain of ( D/2 D/2 double bridges, in the sense that the exterior vertices of the decorated l chains play the role of the vertices of T 2 . To assure that the graph T 2 D l is quasitransitive, the orientation of the decorated l chains of ( D/2 D/2 double bridges is relevant, and a proper choice corresponds to identifying the second exterior vertex of each such decorated l chain with the first exterior vertices of two other such decorated l chains. Note that, indeed, the maximal degree of T 2 D l is D.
Before we proceed, recall that we know from branching theory that the critical value for bond percolation on T 2 is 1/2. This allows us to write for T 2 D l , because otherwise the 1.h.s. of (13) would become smaller than 1/2 for some large values of l.
Whereas D/2 ≤ D/2 and 0 < s c ≤ 1, we can extract two inequalities from (13):
Given an infinite connected graph G of bounded degree, let G s be the random graph obtained from G by performing site percolation with parameter s on it. Then, a.s., 
From (19) and (20), we obtain the desired inequalities: 
