In this paper we attempt at understanding how to build an optimal approximate normal factor analysis model. The criterion we have chosen to evaluate the distance between different models is the I-divergence between the corresponding normal laws. The algorithm that we propose for the construction of the best approximation is of an the alternating minimization kind.
Introduction
Factor analysis, in its original formulation, is the linear statistical model
where H is a deterministic matrix, X and ε independent random vectors, the first with dimension smaller than Y , the second with independent components. What makes this model attractive in applied research is the data reduction mechanism built in it. A large number of observed variables Y are explained in terms of a small number of unobserved (latent) variables X perturbed by the independent noise ε. Under normality assumptions, which are the rule in the standard theory, all the laws of the model are specified by covariance matrices. More precisely, assume that X and ε are zero mean independent normal vectors with Cov(X) = P and Cov(ε) = D, where D is diagonal. It follows from (1.1) that Cov(Y ) = HP H ⊤ + D. Building a factor analysis model of the observed data requires the solution of a difficult algebraic problem. Given Σ 0 , the covariance matrix of Y , find the triples (H, P, D) such that Σ 0 = HP H ⊤ + D. Due to the structural constraint on D, which is assumed to be diagonal, the existence and unicity of a factor analysis model are not guaranteed. As it turns out, the right tools to deal with this situation come from the theory of stochastic realization, see [5] for an early contribution on the subject.
In the present paper we make an attempt at understanding how to build an optimal approximate factor analysis model. The criterion we have chosen to evaluate the distance between covariances is the I-divergence between the corresponding normal laws. The algorithm that we propose for the construction of the best approximation is inspired by the alternating minimization procedure of [?] and [6] .
The remainder of the paper is organized as follows. In Section 2 the model is introduced and the approximation problem is posed and discussed. Section ?? recasts the original problem as a double minimization problem in a bigger space, which makes it amenable for a solution in terms of alternating minimization. It will be seen that the two resulting I-divergence minimization problems satisfy the so-called Pythagorean identities. In Section 4, we present the alternating minimization algorithm and provide an alternative description of it. We also point out a relation with the EM-algorithm. In Section 5 we give some properties on the stationary points of the algorithm, both for interior points of the parameter space as for boundary points. In the appendix we have collected some known properties on matrix inversion and divergence between Gaussian distributions for easy reference.
The present paper is an extended version of [7] , whereas we also provide different, easier, proofs of some of the results in [7] .
The model
Consider independent random vectors X and ε of certain dimensions (k and n say) that both have a multivariate normal distribution. For simplicity we will assume that the covariance matrix of X is invertible. Let H be a matrix of appropriate dimensions and let the random variable Y be defined by Y = HX + ε.
(2.1)
It holds that Cov(HX) = HCov(X)H ⊤ . In statistical applications the matrix H typically has full column rank. Let L be a (symmetric) square root of Cov(X) (L ⊤ L = Cov(X)), then L −1 X has the identity matrix I as a covariance matrix and since the matrix H plays in what follows the role of a parameter, there is at this stage no loss of generality to assume that Cov(X) = I.
We will assume throughout the paper that X and ε are independent random vectors and that the components of ε are independent random variables as well. Writing D for the diagonal covariance matrix of ε and
we get
However, for reasons that will become clear later, we will allow for more flexibility of the joint distribution of the pair (Y, X). So, let Q be a square matrix of the appropriate dimensions. We will look at the joint law of (Y, Q ⊤ X). With
We furthermore impose the condition that X and ε are both normally distributed with zero mean vectors. Moreover, we will assume without loss of generality that the matrix H has full column rank and that Q is invertible.
Lemma 2.1. Let Y be a normally distributed random vector with zero mean. Then there exists another random vector X, having a multivariate standard normal distribution, such that the components of Y are conditionally independent given X iff the covariance matrix of Y can be decomposed as HH ⊤ + D, where D is a diagonal matrix. Clearly, Σ is positive definite and hence there exists a multivariate normally distributed random vector whose covariance matrix is Σ. Writing (Y ⊤ , X ⊤ ) ⊤ for this vector, such that Cov(X) = I, we obtain (see equation (A.1) that Cov(Y |X) = D. We get conditional independence, since D is diagonal, and at the same time the converse assertion.
Remark 2.2. The statement of lemma 2.1 remains true if one wants the random vector X to have a covariance matrix Q ⊤ Q, where Q is any invertible matrix of the right dimensions, instead of the identity matrix. If Q is non-square, but has full column rank, then the assertion remains true again, but in this case X has a degenerate distribution in a unnecessary high dimensional Euclidean space. One can also show that the statement doesn't hold true anymore if Q has column rank deficiency. For these reasons, Q will always be taken as an invertible square matrix.
The problem we are going to address in this paper is the following. Given a random vector Y that has a multivariate normal distribution with zero mean, is it possible to decompose its covariance matrix Σ as Σ = HH ⊤ + D, with H a matrix of prescribed full column rank, and D a diagonal matrix. Interpreting the matrix H as Cov(Y, X), where X follows a standard multivariate normal distribution, we see that this problem is then, in view of lemma 2.1, equivalent to finding such a random vector X with the property that the components of Y are independent given X.
In general, this problem will not have a solution, but we can change the problem into finding a best approximate solution to this problem. Here 'best' refers to finding a minimum solution given a certain criterion. In this paper we opt for minimizing a Kullback-Leibler divergence. Recall that for two probability measures P 1 and P 2 , defined on the same measurable space, such that P 1 ≪ P 2 the Kullback-Leibler divergence is defined as
We now specialize to the situation, where we deal with normal laws. Let X be an m-dimensional random vector that may follow two possible multivariate normal distributions ν 1 and ν 2 that are such that under each of these distributions the mean is zero and the covariance matrices are Σ 1 and Σ 2 respectively. Assume that these matrices are both non-singular. Then the distributions are equivalent and the Kullback-Leibler divergence I(ν 1 ||ν 2 ) takes the explicit form, see Section A.1,
Since, because of zero means, the divergence only depends on the covariance matrices, we usually write I(Σ 1 ||Σ 2 ) instead of I(ν 1 ||ν 2 ). Notice that I(Σ 1 ||Σ 2 ) computed as in (2.3) can be considered as a divergence between two positive definite matrices, without referring to normal distributions. Hence problem 2.3 below also has a meaning, when one refrains from distributional assumption, like normality.
Minimization problem
Turning back to our original problem, that is approximating a given covariance matrix Σ 0 ∈ R n×n by HH ⊤ + D, we cast this as the minimization problem
where the minimum, if it exists, is taken over all diagonal matrices D and over matrices H that have a preassigned number of columns, k say.
For future reference, we present an alternative formulation of Equation (2.4), where the matrices H and D are in decomposed form. So, take 6) where
. We have the following general result.
Proof From Lemma 3.3 we obtain that I(Σ 0 ||HH ⊤ +D) is the sum of I(Σ 22 ||H 2 H ⊤ 2 + D 2 ) and an expected divergence between conditional distributions. This divergence can be computed according to Equation (A.2). The result then follows.
The first result is that a minimum in Problem 2.3 indeed exists. It is formulated as proposition 2.5 below, whose proof is deferred to section 4.3, since it will use results that will be formulated later on. Proposition 2.5. There exist matrices H * ∈ R n×k and diagonal D * ∈ R n×n that minimize the divergence in problem 2.3.
Of course not only existence of a solution is of our concern, but also uniqueness and for non-unique solutions, one wants to find a canonical representation.
In a first attempt to solve this problem, we will need the first order conditions for a minimum of a differentiable function. Let H ij be the elements of H and d k the (diagonal) elements of D.
The equations for the maximum likelihood estimators can be found in e.g. Anderson [1, page xxx] . In terms of the unknown parameters H and D, they are
It can be verified that equation (2.8) is equivalent to
which is also meaningful if D is not invertible. It is clear that the system of equations above doesn't have an explicit solution. For this reason we are interested in an algorithm to find a solution numerically. An adapted version of the EM algorithm, originally devised for a statistical problem, is a possibility. In the present paper we consider an alternative approach and we will compare the emerging algorithm in Section 4 with the EM algorithm.
In [6] we have considered an approximate nonnegative matrix factorization problem, where the objective function was also of Kullback-Leibler divergence type. An algorithm has been derived by a relaxation technique that lifted the original problem to a minimization problem in a higher dimensional space. In this space an equivalent double minimization problem could be formulated, that leads in a natural way to an alternating minimization algorithm. A similar approach will be followed in the present paper.
Approximation with singular D
In this section we consider the approximation problem of the previous section under constraints on the necessities. This means that we constrain the diagonal matrix to be of the form
where D 1 is invertible, has size n 1 × n 1 and the lower right zero block has size n 2 × n 2 . This form of D will be assumed throughout the remainder of this sections. We will also have to assume that anywhere below HH ⊤ + D is strictly positive definite. By different means, properties below have already been studied by Jøreskog, although he concentrated his treatment on analysis of the solutions to Equations (2.9) and (2.10), whereas below we consider Problem 2.3 directly, without referring to these equations. Let us first make some preparatory observations. Write
be the singular value decomposition of H 2 , with Λ a positive definite diagonal matrix of size n 2 × n 2 , and U and V orthogonal of sizes n 2 × n 2 and k × k respectively. Put H 
Under assumption (2.12) it then holds thatH 1 = (H 11 0).
Under the above assumptions, it holds that K = Σ 12 Σ 
Proof It is obvious that in this case, the constraint minimization problem is equivalent to the orginal problem. From Proposition 2.6 we know how to characterize the minimizers. This immediately yields the other assertions. Remark 2.8. A special case occurs, when n 2 = k. In this case, H 11 and H 21 are empty matrices and H 12 = H 1 , H 22 = H 2 . In particular, H 2 is invertible. From Proposition 2.6 we get that the minimum is obtained for H 2 such that
The latter problem has solution D 1 = ∆(Σ 11 ). Remarkable is that the minimization problem in this case has an explicit solution. The minimum divergence can also easily be calculated and becomes We conjecture that the following proposition holds true.
Proposition 2.9. Suppose that Σ 0 is such that there areH 1 andH 2 with
Alternative parametrization
The model outlined in the previous section is the standard one in Factor Analysis, but many (equivalent) alternatives are conceivable as well. Let Z and ε be independent normal random vectors of certain dimensions and suppose that they have zero mean and covariance matrices P and D respectively. Consider
The connection between the two models is obvious. If Q ⊤ Q = P , then we need that Q ⊤ X and Z have the same distribution. In fact, we can assume without loss of generality that Z = Q ⊤ X. The connection between the matrices H and L is given by
and we clearly also have HH ⊤ = LP L ⊤ . This set-up is the canonical one in system identification. The maximum likelihood equations (2.8) and (2.9) for the present parametrization take the form
Lifted version of the problem
In this section we will cast problem 2.3 as a relaxed minimization problem in higher dimensions, that is amenable to be solved by means of two partial minimization problems. First we introduce two relevant classes of Gaussian distributions. Consider a random vector that has a Gaussian distribution with zero mean and covariance matrix Σ, that can be decomposed as
The matrix Σ 11 is supposed to be of size n × n and the matrix Σ 22 is of size k × k. The set of matrices Σ of this kind will be denoted by Σ. Consider the class Σ 0 of matrices Σ that can be written as in (3.1), where the Σ 11 block is equal to a known matrix Σ 0 , so
We also consider the class Σ 1 of matrices Σ for which the decomposition (3.1) takes the form
for certain matrices H, Q and a diagonal matrix D. So
Elements of Σ 1 will often be denoted by Σ(H, D, Q).
In the present section we will study the minimization problem Problem 3.1. min
by viewing it as an iterated minimization problem over each of the variables. The resulting partial minimization problems will be investigated in the next sections. In section 3.4 we will see that the problems 2.3 and 3.1 have the same minima. More precisely, we will then show the following
The proof of this proposition is deferred to section 4.3.
A first partial minimization problem
In this section we consider the first of two partial minimization problems. Here we minimize for a given positive definite matrix Σ ∈ R (n+k)×(n+k) the divergence
The unique solution to this problem can be computed analytically and follows from the following lemma of a rather general nature, as we shall see below. See also [6] for the discrete case, or [3] . Lemma 3.3. Let P XY and Q XY be two probability distributions of a Euclidean random vector (X, Y ) and denote by P X|Y and Q X|Y the corresponding regular conditional distributions of X given Y . Assume that P XY ≪ Q XY . Then
Proof It is easy to see that we also have P Y ≪ Q Y . Moreover we also have absolute continuity of the conditional laws, in the sense that if 0 is a version of the conditional probability Q (X ∈ B|Y ), then it is also a version of P(X ∈ B|Y ). One can show that a conditional version of the Radon-Nikodym theorem applies and that a conditional Radon-Nikodym derivative
Taking logarithms on both sides and expectation under P XY yields
Writing the first term on the right hand side as
Proposition 3.4. Let (X, Y ) be a random vector that has a distribution according to a distribution Q = Q XY . Suppose that one considers alternative distributions P = P XY in the class of probability distributions, that have the marginal law of Y fixed at P Y 0 , and that are absolutely continuous w.r.t. Q Y . Then the divergence I(P||Q ) is minimal for the law P * = P XY * that is given by the Radon-Nikodym derivative
Moreover, for any other distribution P the Pythagorean law
holds, and one also has
Proof Starting point is equation (3.3) , which now takes the form
Minimizing the right hand side, we see that the first term is fixed and we take the minimizing distribution P XY * such that the conditional law P
. Then (3.4) and (3.6) immediately follow. We finally show that (3.5) holds. We split
where we used that any P XY under consideration has marginal distribution P Y 0 for Y .
We apply proposition 3.4 to Gaussian distributions, as in the partial minimization problem stated at the beginning of this section. The notation is as in the previous section.
Corollary 3.5. If the law Q is Gaussian with zero mean and strictly positive definite covariance matrix Σ and if the law P 0 is Gaussian, with zero mean and invertible covariance matrix Σ 0 , then also P * is Gaussian with zero mean and the corresponding covariance matrix Σ * is given by
Moreover, the matrix Σ * is strictly positive definite as well and we also have
Finally, we have the Pythagorean identity, valid for any positive definite matrix
Proof We use the characterization of the minimizing P * as given in proposition 3.4. For instance, we have, using properties of (conditional) Gaussian distributions (see also appendix A.1),
Likewise, we have
Since Σ is strictly positive definite, we see that also (in obvious notation)
is strictly positive definite and then the same holds true for Σ * , since Σ 0 is strictly positive definite too. Finally, the relation I(Σ * ||Σ) = I(Σ 0 ||Σ 11 ) is nothing else, but equation (3.6) adapted to the present situation. The Pythagorean identity then follows from this relation and equation (3.7).
Remark 3.6. Using the decomposition of lemma A.1, one easily computes the inverse of the matrix Σ * of corollary 3.5 and obtains the relation
Thus the matrix (Σ * ) −1 differs from Σ −1 only in the upper left block.
A second partial minimization problem
In this section we turn to the second partial minimization problem, which is as follows. We minimize for given Σ ∈ R (n+k)×(n+k) the divergence I(Σ||Σ 1 ) over Σ 1 ∈ Σ 1 . Before turning our attention to this problem, we give an extension of lemma 3.3, that is very helpful to obtain a straightforward solution.
As before we let P XY be the law of some random vector (X ⊤ , Y ⊤ ) ⊤ . Suppose that Y consists of a number of random subvectors Y i . Consider the conditional distributions P Yi|X and letP XY be defined bỹ
Notice that the Y i are conditionally independent given X underP XY . We have the following lemma.
Lemma 3.7. Let P XY be an arbitrary distribution of (X, Y ) and Q XY such that the components Y i of Y are conditionally independent given X. Then
Proof The proof runs along the same lines as the proof of lemma 3.3. We start from equation (3.3) with the roles of X and Y reversed. Consider E P X I(P Y |X ||Q Y |X ) and write this with the aid of the lawP XY as
This proves the lemma. Proof From the right hand side of the identity in lemma 3.7 we see that the first divergence is not involved in the minimization, whereas the other two can be made equal to zero, by selecting Q Yi|X = P Yi|X and Q X = P X . This shows that the minimizing Q XY is equal toP XY . To prove the Pythagorean rule, we first observe that trivially
Next we apply the identity in lemma 3.7 with Q 
by definition of Q XY * . Adding up equations (3.10) and (3.11) gives the result.
With the aid of proposition 3.8 we can easily solve our second partial minimization problem as stated at the beginning of this section. Clearly this problem cannot have a unique solution in terms of the matrices H and Q. Indeed, if U is a unitary k × k matrix and
Nevertheless, the optimal matrices HH ⊤ , HQ and Q ⊤ Q are unique, as we will see below in corollary 3.9. First we need some notation and conventions. If P is a positive definite matrix, we denote by P 1/2 any matrix satisfying P ⊤ P = P , and by P −1/2 we denote its inverse. If M is any square matrix, we denote by ∆(M ) the diagonal matrix defined by
Recall that we denote by Σ(H, D, Q) a typical element of Σ 1 .
Corollary 3.9. For a given positive definite matrix Σ ∈ Σ the problem of minimizing the divergence I(Σ||Σ 1 ) for Σ 1 ∈ Σ 1 is solved by
Moreover, the Pythagorean law
Proof Observe that all (conditional) distributions involved are Gaussian. Hence it is sufficient to describe them through their (conditional) means and covariance matrices. Since under Q * for each i the conditional distribution of Y i given X is the same as the one under P, we have
22 X. But the marginal distribution of X is the same under Q * as under P. Hence we have
, which is the ii-element of (Σ 11 − Σ 12 Σ −1 22 Σ 21 ). Summarizing the last two results, we get that the conditional covariance matrix
Since also Q X * = P X , it follows from the above that E Q * Y = 0, and 
See also remark 3.6, where we have a similar result for the inverse matrices in the case of the first minimization problem.
Constrained second optimization problem
In this section we consider a constrained version of the second partial minimization problem, the constraint being Q = Q 0 , where the matrix Q 0 is fixed or, slightly more general, with P 0 := Q ⊤ 0 Q 0 is fixed. The matrices H and D remain the free variables. From Lemma 3.7 and Proposition 3.8 we obtain that in the abstract setting of the problem we fix the marginal distribution of X at some Q X 0 . Then the optimal distribution Q * 0 = Q XY * 0 is still such that the conditional distributions Q Yi|X * 0 are equal to P Yi|X . In this case, there is in general no Pythagorean rule, as in Proposition 3.8, for instance. But instead we have, in abstract terms, the relation We have shown It is obvious from Equation (3.12), that in this case one has the relation
and hence I(Σ||Σ * 0 ) ≥ I(Σ||Σ * ), where Σ * is as in Corollary 3.9. Moreover, it is easy to compute the quantity I(Σ * ||Σ * 0 ). By elementary calculations one gets I(Σ * ||Σ * 0 ) = I(Σ 22 ||P 0 ). In fact this is an easy consequence of the relation, similar to Remark 3.6,
Therefore we have for any matrix Σ the identity
We see that the two optimizing matrices in the constrained case (Corollary 3.9) and unconstrained case (Proposition 3.13) coincide iff the constraint imposed by Q ⊤ 0 Q 0 = P 0 is such that P 0 = Σ 22 . This is also reflected by Equation (3.14).
The link to the original problem
In this section we give the proof of the fact that the minimum value of the original problem 2.3 coincides with the double minimization problem 3.1.
Proof of proposition 3.2 Let Σ 1 = Σ(H, D, Q).
With Σ * = Σ * (Σ 1 ), the optimal solution of the partial minimization over Σ 0 , we have
It follows that inf Σ∈Σ0,Σ1∈Σ1 I(
Conversely, let (H * , D * ) be the minimizer of (H, D) → I(Σ 0 ||HH ⊤ + D), whose existence is guaranteed by proposition 2.5, and let Σ * = Σ(H * , D * , Q * ) be a corresponding element in Σ 1 . Furthermore, let Σ * * ∈ Σ 0 be the minimizer of Σ → I(Σ||Σ * ) over Σ 0 . Then we have
which shows the other inequality. Finally, we have to show that we can replace the infima with minima. Thereto we will explicitly construct a minimizer in terms of (H * , D * ). Take any invertible Q * and let Σ * = Σ(H * , D * , Q * ). Performing the first partial minimization, we obtain an optimal Σ * * ∈ Σ 0 , with the property (see corollary 3.5) that I(Σ * * |Σ * ) = I(Σ 0 ||H * H * ⊤ + D * ).
Alternating minimization algorithm
In this section we combine the two partial minimization problems above to derive an iterative algorithm for the minimization problem 2.3. It turns out that this algorithm is also instrumental in deriving the existence of a solution to problem 2.3.
An algorithm
We suppose that the originally given matrix Σ 0 is strictly positive definite. Suppose that the initial values of the algorithm are two matrices H 0 and D 0 , where D 0 is diagonal. These will be chosen such that H 0 H ⊤ 0 + D 0 is invertible. The update rules of the algorithm are constructed as follows.
Given the matrices H t , D t ad Q t at the t-th step of the iteration and then also the matrix Σ(H t , D t , Q t ), we construct the matrices that are optimal according to the first partial minimization problem. These can be computed according to corollary 3.5. Then we apply to this matrix the second partial optimization problem and apply Corollary 3.9. This results in the matrices
In the formulas above, there is some freedom in computing the square root that determines the Q t+1 . We will make a special choice that will result in the disappearance of the Q t from the algorithm which is attractive since the Q t only serve as auxiliary variables. Consider equation (4.1). One easily verifies that
is a root of its right hand side. Let 
A priori there are many choices for the square root of R t , but for a practical implementation one should make some definite choice, like a symmetric root, or a lower triangular one. The final version of our algorithm is given by equations (4.3) and (??), which, for clarity, we present as Algorithm 4.1. The update equations for a divergence minimizing algorithm are
As we have mentioned, an attractive feature of algorithm 4.1 is that it doesn't involve the matrices Q t . However it still suffers from the presence of a square root. One way to eliminate this feature is to rewrite the algorithm in terms of the matrices L t = H t Q −⊤ t and P t = Q ⊤ t Q t . This choice is motivated by the alternative model description as in (2.14). We arrive at the alternative algorithm Algorithm 4.2.
(4.8)
One can use this algorithm 4.2 to produce after the final iteration, the T -th say, a matrix H T by putting H T = L T Q ⊤ T , where Q T is a square root of P T . Both algorithms 4.1 and 4.2 require inversions of n × n matrices. Since usually one takes k much smaller than n, it would be attractive to replace these inversions by inversions of k × k matrices. Corollary A.2 is instrumental here. We first present alternative formulas for algorithm 4.1. To that end we invoke the just mentioned lemma to obtain the identity
Then we obtain for R t the alternative expression
and the update formula (4.6) can be replaced with
For algorithm 4.2, Corollary A.2 yields the relation
This results in, alternative to (4.8),
while we can also write
Some properties of the algorithm are summarized in the next proposition. (e) The objective function decreases at each iteration. To be precise, we have the following. Write for each t, Σ 0,t for the optimal covariance matrix from the first partial minimization problem, if we use Σ t = Σ(H t , D t , Q t ) as input. Then 
This is a triviality upon noticing that one can take R t = I in this case. (e) As matter of fact, we can express the decrease as a sum of two KullbackLeibler divergences, since the algorithm is the superposition of the two partial minimization problems. The results follows from a concatenation of Corollary 3.5 and Corollary 3.9. (f) We consider algorithm 4.2 first. Assume that all variables converge. Then we obtain for limit points L, P, D from (4.8) the relation
which, by the way, is nothing else, but equation (2.8). Let then Q be a square root of P and H = LQ ⊤ . Then we arrive at the first desired relation. The rest is trivial.
Comparison with the EM algorithm
In [8] a version of the EM algorithm (see [4] ) has been proposed in the context of estimation for factor models, as an alternative for Maximum Likelihood Estimation. In contrast to the present paper, in [8] the authors consider a statistical problem, that is estimation of parameters from data. But, as we shall see shortly, the computation of ML Estimators is equivalent to solving a minimization problem as Problem 2.3. Assume again the model (2.1) (although one can also easily incorporate a nonzero vector of expectations) and suppose that N independent copies of Y are observed. LetΣ be the sample covariance matrix. Computing the Gaussian log likelihood ℓ(H, D) with H and D as parameters yields
One immediately sees that ℓ(H, D) is, up to constants not depending on H and D, equal to −I(Σ||HH ⊤ + D). Hence, Maximum Likelihood Estimation is analogous to divergence minimization upon interchanging Σ 0 andΣ.
Algorithm 4.4 (EM)
. The EM algorithm that has been derived in [8] , has the following structure.Ĥ
We see that the EM algorithm 4.4 differs in both equations from our algorithm 4.1. In the update equation forĤ, the EM algorithm doesn't use a square root ofR t , whereas we have R 1/2 t in (4.6). And in the update equation forD, there is a factorR t , whereas R t is not present in (4.7).
Also the EM algorithm can be justified as an alternating minimization problem. Thereto one considers the partial minimization problem together with a constrained second partial minimization problem as in Section 3.3, the constraint being Q = Q 0 , for some Q 0 . Later on, we will see that the particular choice of Q 0 , as long as it is invertible, is irrelevant. The concatenation of these two problems results in the EM algorithm, which we see as follows. For simplicity and for unifority of the notation, we drop the 'hats' in the equations below and write Σ 0 forΣ. Starting with a pair (H t , D t , Q 0 ), one performs the first partial minimization, that results in the matrix
where R t is as before (
Performing the second minimization according to the results of sec-tion 3.3, one obtains
Substitution of (4.9) into (4.10) yields
One sees that the matrix Q 0 has disappeared, just as the matrices Q t don't occur in Algorithm 4.1. Both Q 0 and the Q t only serve as auxiliary variables. Both Algorithms 4.1 and 4.4 are the result of two partial minimization problems. It follows from the above derivation that for both algorithms, the first partial minimization problems are the same, but the second ones differ in the sense that for obtaining the EM algorithm, one performs a constrained optimization, whereas Algorithm 4.1 is the result of unconstrained optimization. It is therefore reasonable to expect, that from the viewpoint of minimizing divergence, Algorithm 4.1 yields the better performance of the two. But care has to be taken, since the initial parameters for the two cases of the second partial optimization will in general be different.
We also note that for Algorithm 4.1 it was possible to identify the update gain at each step, see Proposition 4.3(e), resulting from the two Pythagorean rules. For the EM algorithm a similar formula cannot be given, because for the constrained second partial minimization a Pythagorean rule doesn't exist, see Section 3.3.
At various places it has been argued that the convergence of the EM algorithm (in general) can be poor in certain practical situations. Perhaps our Algorithm 4.1 performs better, but this requires extensive comparisons in a variety of test cases, and is at present uncertain.
The proof of proposition 2.5
Let D 0 and H 0 be arbitrary. Performing one iteration of the algorithm, we get matrices D 1 and H 1 that give a divergence . Let λ i0 be a minimum eigenvalue and take ε smaller than the minimum of all σ ii , which is positive, since Σ 0 is strictly positive definite. Then the contribution for i = i 0 in the summation to the divergence I(Σ U ||Λ) is at least log ε + 1, which tends to infinity for ε → 0. This proves the claim. So, we have shown that a minimizing pair (H, D) has to satisfy HH ⊤ ≤ Σ 0 , D ≤ ∆(Σ 0 ) and HH ⊤ + D ≥ εI, for some ε > 0. In other words we have to minimize the divergence over a compact set on which it is clearly continuous. This proves proposition 2.5.
Recursion for
Proposition 4.5. For H t we have the following recursion, to be combined with Equation (4.7) to compute D t .
Proof We start from Equation (4.6) and obtain
The key step in the proof is an application of the trivial identity
valid for all H and P of appropriate dimensions for which both the inverses exist, which happens as soon as one of them is defined, see Corollary A.3. We have already seen that R t is invertible and of the type I + HP H ⊤ . Following this recipe, we compute
Insertion of this result into (4.13) yields (4.12). Equation (4.11) is just another way of writing it.
This algorithm has the clear advantage that there is no square root to compute, as compared to any version of the algorithm that directly produces the H t . At the final step of the algorithm when H T is computed, we take H T as any n × k matrix that satisfies
On the stationary points of this algorithm: Stationary points for H also yields stationary points for H. In fact, one has that pairs (H, D) satisfying H = Σ 0 (H + D)
−1 H and D = ∆(Σ 0 − H) are invariant for the algorithm.
Algorithm when a part of D has zero diagonal
Consider a diagonal matrix D 0 is such that
whereD is diagonal of size (n − n 2 ) × (n − n 2 ) and where the lower right zero-block has dimensions n 2 × n 2 . Let H be decomposed as
where H 2 ∈ R n2×k . We assume that H 2 is of full (row) rank, so n 2 ≤ k. For such a decomposed matrix H, we put
as well asΣ 11 = Σ 12 Σ 
as one can easily verify by multiplying this equation by H + D. We also need the inverse of
It results that 
11 . This is exactly the recursion that would follow from the optimization problem of Section 2.2, where D is assumed to be singular. Note the similarity of this recursion with (4.12).
Let us next consider what happens to the iterates of the algorithm when the starting value D 0 is nonsingular having the following special structure
whereD is diagonal of size (n− k)× (n− k) and where the lower right zero-block has dimensions k × k, so for this case n 2 = k.
Corollary 4.7. Let the initial value D 0 be as in Equation (4.14) with n 2 = k. Then for any initial value H 0 the algorithm converges in one step and one has for the first iterates D 1 and H 1 the terminal values
Proof We use Proposition 4.6 and notice that in the present case the matrix P is equal to zero and so isH. ThereforeH 11 = Σ 12 Σ 
Then we also have
Proof Let (H, D) be a stationary point and let U be a k × k orthogonal matrix. One easily verifies that (HU, D) is a stationary point too. Choose U such that
HU is diagonal, Λ say, and putH = HU . From (2.8) applied with H we getH
which is a diagonal matrix. We turn to the next assertion. A simple computation shows that 
A Appendix
In this appendix we collect some results for the multivariate normal distribution and some rules from matrix calculus. These results can be found in many textbooks, but are also easily verified by elementary calculations. 
A.1 Some results for the multivariate normal distribution

