Abstract. Let N be a closed submanifold of a complete smooth Riemannian manifold M and Uν the total space of the unit normal bundle of N . For each v ∈ Uν, let ρ(v) denote the distance from N to the cut point of N on the geodesic γv with the velocity vectorγv(0) = v. The continuity of the function ρ on Uν is well known. In this paper we prove that ρ is locally Lipschitz on which ρ is bounded; in particular, if M and N are compact, then ρ is globally Lipschitz on Uν. Therefore, the canonical interior metric δ may be introduced on each connected component of the cut locus of N, and this metric space becomes a locally compact and complete length space. showing that ρ is absolutely continuous on a closed arc on which ρ is bounded when N is a point in a 2-dimensional Riemannian manifold. Therefore, the cut locus of a point in a compact 2-dimensional
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Let N be an immersed submanifold of a complete C ∞ Riemannian manifold M N to the cut point on γ v of N. Whitehead [27] investigated the structure of the conjugate locus and the cut locus of a point on a real analytic Finsler manifold. He determined the structure of the conjugate locus around a conjugate point for which the conjugate multiplicity is locally constant on its neighborhood (cf. also [25] ) and proved the continuity of the function ρ. In compact symmetric spaces, T. Sakai [19] and M. Takeuchi [23] determined the detailed structure of the cut locus of a point. The detailed structure of the cut locus of a point in a 2-dimensional Riemannian manifold has been investigated by Poincaré, Myers, and others [7] , [11] , [13] . Hartman first tried to show the absolute continuity of the function ρ when M is 2-dimensional. He proved in [8] that if ρ is of bounded variation, then ρ is absolutely continuous. Recently, Hebda [11] and the first named author [13] independently proved Ambrose's problem by showing that ρ is absolutely continuous on a closed arc on which ρ is bounded when N is a point in a 2-dimensional Riemannian manifold. Therefore, the cut locus of a point in a compact 2-dimensional
The distance functions to the tangent focal locus
Let (M, g) denote a complete, m-dimensional C ∞ Riemannian manifold. We denote by T M the total space of the tangent bundle over M , and by exp the exponential map defined on T M. The fiber over p is denoted by T p M . Let N denote a C ∞ n-dimensional submanifold of M and π : ν −→ N the normal bundle of N . The fiber over p is denoted by ν p . For each ξ ∈ ν p , let A ξ denote the shape operator of N with respect to ξ, which is a symmetric linear transformation on T p N (see [20] for the definition of the shape operator). Suppose that a unit 
for any t ≥ 0. In particular, the equality
holds for any N -Jacobi fields X, Y . A point γ(t 0 ), where t 0 is a positive number (respectively t 0γ (0)), is called a focal point (respectively focal tangent vector ) of N along a geodesic γ emanating perpendicularly from N if there exists a non-zero N -Jacobi field Y along γ with Y (t 0 ) = 0. For each geodesic γ : [0, b] −→ M emanating perpendicularly from N , let ind N (γ) denote the index of γ (see [20] for the definition of the index). Let π : U ν −→ N denote the unit sphere normal bundle over N . For each positive integer k and each unit tangent vector v ∈ U ν we define a number λ k (v) by
where γ v denotes the geodesic γ v (t) := exp(tv). The differential of the normal exponential map exp ⊥ is singular at v ∈ ν if and only if exp(v) is a focal point of
≤ · · · and it follows from the Morse index theorem (cf. [20] , also [15] or [16] 
Note that the dimension of F (λ k (v)v) is the same as the focal multiplicity of the focal point γ v (λ k (v)v). 
there exists a convergent sequence of a basis of
and Y (t 0 ; v, y) are orthogonal for any x ∈ F a and y ∈ F b (a < b), and in particular the dimension of
convergent to x and y respectively. Then, from (1.3) it follows that
(1.6) By (1.5) and (1.6), we get
If we take the limit of (1.7), then it follows from (1.6) that
Proposition 1.2. For each positive number t, the function
Proof. Take a vector v 0 ∈ U ν such that γ v0 (t) is not a focal point of N along γ v0 .
Since the index form depends continuously on the geodesic segment γ v | [0,t] , it is clear that
for any v ∈ U ν sufficiently close to v 0 . Suppose that there exists a sequence {v j } of elements of U ν convergent to v 0 such that ind N (γ v0 | [0,t] ) = ind N (γ vj | [0,t] ). By taking a subsequence of the sequence, and by (1.9), we may assume that
for any j, and that the limit linear space
It follows from the Morse index theorem and (1.11) that
for any sufficiently large j, where the sums are taken over the set {λ k (v j ); λ k (v j ) < t}. It follows from the Morse index theorem and Lemma 1.1 that
However, a contradiction exists between (1.10) and (1.12) . Therefore, the function
is not a focal point of N along γ v . Take any v 0 ∈ U ν and any positive Since λ k is continuous, there exists a relatively compact convex neighborhood
is uniquely determined by Y (t 1 ) and Y (t 1 ) for some t 1 , the number
is positive. Since each λ i is continuous, there exists a positive number
, choose a sufficiently small positive number (v) with the following two properties:
where Y (t; v, w, τ ) denotes the Jacobi field along γ v satisfying
Note that the Jacobi field Y (t; v, w, τ ) is uniquely determined by the property
, and thus
for any finitely many real numbers c j and vectors w j which are elements in a common F (λ i (v)v). By taking a smaller (v), we may assume that the length
Choose a positive number δ 2 (k) (≤ δ 1 (k)) so as to satisfy
, where R denotes the sectional curvature tensor field of (M, g). For simplicity, I t 0 (X, X) will be denoted by I t 0 (X). Since
we may choose constants C(R, k) and C(A) such that the inequalities
It follows from (1.2) that
it follows from (1.14) that there exists
, completing the proof of (1.19).
Proof of Theorem
. We prove that the inequality
Thus, the above inequality can be easily proven for any v 2 ∈ B D (v 0 ; δ 3 (k)), and
) so as to satisfy the following property: for distinct i, j ≤ k, w i and w j are orthogonal whenever
We first prove that the inequality
holds for any real numbers c i 's. Choose a maximal subset
it follows that
By (1.20) , the inequality
For simplicity, set
It follows from (1.17) and the Schwarz inequality that
Hence, by (1.22), we get 
Note that any N -segment is orthogonal to N , a consequence of the first variation formula. 
Remark. This lemma holds even when N is a point in an Alexandrov space; cf. Lemma 6.3 in [21] and Theorem 3.5 in [18] .
Proof. Define N -segments α and α n by
Fix any N -segment β reaching x and choose a point y ( = x) on β in a convex neighborhood V x around x. Let η denote the angle made by v and w := −β(d (N, x) ). It follows from the first variation formula that there exists a constant C such that
for any sufficiently large n, where η n = ∠(v x (x n ), w). By the triangle inequality,
for any n. Thus, we get lim sup
On the other hand, choose a point z( = x) on α in the neighborhood V x . For each n, choose a point y n lying on α n satisfying d(y n , x n ) = d(x, z). Hence, the sequence {y n } converges to z. By the triangle inequality,
for any n. Let θ n denote the angle made by v x (x n ) and v x (y n ). By the hypothesis, the sequence {θ n } converges to ∠(v, w ∞ ). Since the distance function is C ∞ around (x, z), it follows from the first variation formula that there exists a positive constant C such that
for any sufficiently large n. Thus,
By (2.1) and (2.2), we complete the proof. The set 
Definition 2.4. For each v(s) define an N -Jacobi field Y N (t; v(s)) along γ v(s) by Y N (t; v(s)) := ∂ ∂s exp(t v(s)).
Actually, Y N (t; v(s)) is a Jacobi field satisfying the initial conditions
Definition 2.5. For each s ∈ (a, b) we define the unit tangent vectors e 1 (s) and e 2 (s) by
Note that e 1 (s) and e 2 (s) are mutually orthogonal according to (1.2). Since we assumed ρ < λ on (a, b), the continuous curve c(s) := exp(ρ(s)v(s)) lies in an immersed surface
S := {exp(t v(s)); s ∈ (a, b), 0 < t < λ(s)} of M. It is clear that {e 1 (s), e 2 (s)} is an orthonormal basis for the tangent space T c(s) S for each s ∈ (a, b). For each w ∈ Λ N (c(s)) \ {e 1 (s)}, let H(w) denote the hypersurface of T c(s) M orthogonal to w − e 1 (s). The dimension of the linear space T c(s) S ∩ H(w) is 1, since e 1 (s) is tangent to S, but not to H(w).
Therefore, for each w ∈ Λ N (c(s))\{e 1 (s)} there exists a unique unit tangent vector η + (w) (respectively η − (w)) in T c(s) S ∩ H(w) such that the angle made by η + (w) (respectively η − (w)) and e 2 (s) is smaller (respectively greater) than π 2 . Definition 2.6. For each s ∈ (a, b) , let ξ + (s) (respectively ξ − (s)) denote the unique element η + (w + (s)) (resp. η − (w − (s)) in {η + (w); w ∈ Λ N (c(s)) \ {e 1 (s)}} (resp. {η − (w); w ∈ Λ N (c(s)) \ {e 1 (s)}}) such that ∠(η + (w + (s)), e 1 (s)) = min{∠(η + (w), e 1 (s)); w ∈ Λ N (c(s)) \ {e 1 (s)}} or, respectively,
Note that the choices of w ± (s) may not be unique. Choose one w ± (s) corresponding to each s ∈ (a, b), and fix them. 
Proof. Only equations (2.3) and (2.5) are proven, because the other equations may be proven in the same manner. Let {s i } denote a monotone decreasing sequence converging to s 0 such that η(s 0 ) := lim i→∞ v c(s0) (c(s i )) exists. By applying Lemma 2.1 to the sequences {c(s i )} i and {e 1 (s i )} i , we have
On the other hand, there exists a unit tangent vector w ∈ Λ N (c(s 0 )) \ {e 1 (s 0 )} that is a limit vector of a sequence {w i }, where
is not a focal point of N. Thus it follows from Lemma 2.1 that = d(c(s 0 ), γ v(s) (a(s)) ). Since lim s→s0+0 v c(s0) (γ v(s) (a(s) )) = e 2 (s 0 ) is perpendicular to e 1 (s 0 ), it follows from Lemma 2.1 that
By the triangle inequality, we have
which holds for each s > s 0 sufficiently close to s 0 , where
Therefore, by (2.11), we get the equality 
It is clear that a family of curves {γ (t)} is equicontinuous, since the lengths of the velocity vectors ofγ are bounded. It follows from the Ascoli-Arzela theorem that the family has a limit curveγ, which is continuous, as goes to zero. Hence, exp ⊥ (γ(t)) = q for any t ∈ [0, 2θ]. If we define a continuous curve ξ(t) in U ν by
then from the construction it follows that ρ(ξ(t)) ≥ ||γ(t)||. Thus ||γ(t)|| = d(N, q)
for any t ∈ [0, 2θ], since exp ⊥ (γ(t)) = q. Therefore we get a family of N -segments {γ ξ(t) [ 0, d(N, q) ]} t∈ [0,2θ] reaching q such that
This implies q is a focal point of N, which contradicts the hypothesis of the theorem. Thus, the proof is complete.
To prove the local Lipschitz continuity of .14) holds.
Lemma 2.4. There exist positive numbers
Proof. Since γ v0 (t 0 ), where
2 , is not a focal point of N along γ v0 , the differential of the normal exponential map has maximal rank at t 0 v 0 . Thus, there exist a positive constant C 1 and a convex ball
for any Jacobi field Y along a geodesic that emanates from K with initial conditions
From (2.15) and (2.16) we get (2.14).
Since the differential of the map (π, exp) :
has maximal rank at each zero vector, it has a C ∞ local inverse Φ on an open set U r ⊃ {(γ v0 (t), γ v0 (t)); 0 ≤ t ≤ r}, where r := ρ(v 0 ) + 1. Choose a positive number
It is trivial that there exists a positive constant C 2 (v 0 ) such that 
Hence, the inequality (2.18) is trivial.
where
Proof. Let e 3 (s) denote the unit tangent vector satisfying w + (s) = e 1 (s) cos φ(s) + e 3 (s) sin φ(s), (2.20) where φ(s) := ∠(w + (s), e 1 (s)). Since ∠(e 1 (s), ξ + (s)) = θ + (s) and ∠(ξ + (s), e 2 (s)) < π 2 , it follows that ξ + (s) = e 1 (s) cos θ + (s) + e 2 (s) sin θ + (s 23) where 
where X N (t) := Y N (t; ξ(0)). Hence, by (2.26), we have
Since X(ρ(s)) = 0, by (2.14), (2.18) and (2.27), we get 
on (0, a), where
Hence, ρ • ξ is Lipschitz continuous with Lipschitz constant ξ(a) ). Thus by (2.30), we get 
The length L(c) of a continuous curve
where the supremum is taken over all subdivisions
of [a, b] . Note that any absolutely continuous curve has finite length (cf. [28] for the definition of an absolutely continuous curve). We omit the proof of the following lemma, since it is standard (cf. [28] ).
Lemma 2.7. For any absolutely continuous curve
We introduce an interior metric δ on a component C Since the cut locus is closed, p is a cut point of N. For each p n choose a vector v n ∈ U ν with exp(ρ(v n )v n ) = p n . Let v ∈ U ν be a limit vector of the sequence {v n }. Let ξ n : [0, D(v, v n )] → U ν be a minimizing geodesic joining v to v n , and put ξ n (t) := exp(ρ(ξ n (t))ξ n (t)). Since ξ n is a (Lipschitz) continuous curve in C 0 N joining p to p n , we get
Since ρ is locally Lipschitz, the map w ∈ U ν → exp(ρ(w)w) ∈ M is also locally Lipschitz. Thus, there exist a positive constant C and a neighborhood V around v such that
for any n with v n ∈ V. By (2.35) and (2.36), we get lim n→∞ δ(p, p n ) = 0. Thus, the topology introduced from δ coincides with the relative topology of (M, g). The other claims are clear from this property.
Open problems and examples
The functions λ k are not always differentiable, except when M is of dimension 2. The following example shows that λ 1 need not be differentiable. Let λ 1 denote the distance function to the first conjugate tangent vectors of the point p :
There exist many surfaces admitting a cut locus with branch points (for example cf. [7] or the following example). This implies such a cut locus need not have curvature bounded below in the sense of Alexandrov. Example 3.2. Let N be a smooth convex Jordan curve in the 2-dimensional Euclidean plane R 2 which contains a regular triangle T, except around its three vertices. Then the cut locus of N contains three line segments emanating from the center of T .
The following example shows that there is a cut locus containing a neighborhood of the vertex of a flat cone. This implies this cut locus cannot have curvature bounded above in the sense of Alexandrov. 
where δ is a sufficiently small positive constant. ) . Let N be the surface of revolution obtained by rotating C about the z axis. Then the cut locus of N coincides with a cone {(x, y, z);
The cut loci constructed in Examples 3.2 and 3.3 are those of a submanifold that is not a single point. By making use of Weinstein's technique ( [26] ), we may regard these cut loci as being of a single point.
Finally, we state five interesting open problems, some of which might be proved using the local Lipschitz continuity of the function ρ.
J. Hebda and J. Itoh affirmatively solved Ambrose's problem in the 2-dimensional case (cf. [11] , [13] ). They solved it by proving that the cut locus of a point on a 2-dimensional Riemannian manifold has finite 1-dimensional Hausdorff measure. Hebda had pointed out in [10] that it is sufficient to prove the property above to solve the problem in the 2-dimensional case. Theorem B generalizes this property for any dimensional compact Riemannian manifolds. Thus we might be able to solve Ambrose's problem using this property. The authors proved in [14] that for each cut point q of a point p on M, there exists a nonnegative integer k such that the cut locus of p is locally k-dimensional around q. We call the integer k the local dimension of the cut locus at q. q whose distance is c from N. It is well-known that for each positive number c the set of all points whose distances are c is a topological hypersurface in M, if c is not a critical value of the distance function (cf. [5] ). In [22] , it was proved that the set of all critical values of the distance function from a compact subset in an Alexandrov surface is of Lebesgue measure zero. Does what we call a "Sard Theorem for the distance function" hold for the distance function from N ? Namely, We proved in Theorem 2.3 that the space of directions at a non-focal cut point q of N coincides with the cut locus of Λ N (q) in S q M. Here a non-focal cut point q is a cut point that is not a focal point along each N -segment reaching q. Therefore, the following problem is an interesting investigatation into the structure of a cut locus. 
