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Abstract
In 1973 Erdo˝s asked whether there are n-vertex partial Steiner triple systems with arbitrary high
girth and quadratically many triples. (Here girth is defined as the smallest integer g ≥ 4 for which
some g-element vertex-set contains at least g − 2 triples.)
We answer this question, by showing existence of approximate Steiner triple systems with arbitrary
high girth. More concretely, for any fixed ℓ ≥ 4 we show that a natural constrained random process
typically produces a partial Steiner triple system with (1/6− o(1))n2 triples and girth larger than ℓ. The
process iteratively adds random triples subject to the constraint that the girth remains larger than ℓ.
Our result is best possible up to the o(1)-term, which is a negative power of n.
1 Introduction
A Steiner triple system is a 3-uniform hypergraph H with the property that every 2-element subset of its
vertex-set V (H) is contained in exactly one triple of H (so H decomposes the complete graph with vertex-
set V (H) into edge-disjoint triangles). Steiner triple systems and their many natural generalizations are
central to combinatorics, and have been studied since the work of Plu¨cker, Kirkman, and Steiner in the
mid-nineteenth century (see [30] for discussion of this history, and [17, 12, 13, 19] for recent breakthroughs).
In this paper we consider a ‘high-girth’ generalization of Steiner triple systems proposed by Erdo˝s [7].
We define the girth of a 3-uniform hypergraph to be the smallest g ≥ 4 for which there is a set of g vertices
that spans at least g − 2 triples. All known constructions of Steiner triple systems have small girth (see,
e.g., [15, 31, 11, 9]), and there seems to be no simple reason to believe that this should be necessary. It thus
is natural to ask whether or not there are Steiner triple systems of arbitrarily large girth (also called ‘locally
sparse’). Simple divisibility reasons enforce the (well-known) necessary condition n ≡ 1, 3 mod 6 below.
Question 1.1 (Erdo˝s, 1973). Let ℓ ≥ 4. Does there exist n0 = n0(ℓ) such that there are n-vertex Steiner
triple systems with girth greater than ℓ for every n ≥ n0 with n ≡ 1, 3 mod 6?
This question remains largely open; see [15, 31, 11, 9] for the most recent developments (which answer this
question only for ℓ ≤ 6). Erdo˝s [7] also asked an approximate version of Question 1.1. A 3-uniform hyper-
graph H is called a partial Steiner triple system if every 2-element vertex-subset is contained in at most one
triple of H. Note that any partial Steiner triples system on n vertices has at most 13
(
n
2
)
= n2/6−Θ(n) triples.
Question 1.2 (Erdo˝s, 1973). For which ℓ ≥ 4 and c ∈ (0, 1/6) are there n-vertex partial Steiner triple
systems with at least cn2 triples and girth larger than ℓ for all n ≥ n0(ℓ, c)?
In 1993 Lefmann, Phelps, and Ro¨dl [21] showed that for any ℓ ≥ 4 one can take c = cℓ > 0 with cℓ → 0
as ℓ → ∞, and raised the question whether one can take a constant c > 0 that does not depend on ℓ. This
natural question was also formulated more recently by Ellis and Linial [6] (see also [25]).
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In this paper we answer Erdo˝s’ Question 1.2, by showing existence of approximate Steiner triple systems
with arbitrary high girth. Regarding the above-mentioned questions from [21, 6], this implies that one can
take cℓ ∼ 1/6 for any ℓ ≥ 4. These results were obtained independently by Glock, Ku¨hn, Lo, and Osthus [14].
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Theorem 1.3 (Main result). For every ℓ ≥ 4 there are nℓ, βℓ > 0 such that, for all n ≥ nℓ, there exists an
n-vertex partial Steiner triple system with at least
(
1− n−βℓ
)
n2/6 triples and girth larger than ℓ.
We prove Theorem 1.3 by showing that the following natural (see [20]) constrained random process is very
likely to produce the desired object for fixed ℓ ≥ 4 (see Theorem 2.4). Beginning with the empty 3-uniform
hypergraph H0 on n vertices we sequentially set Hi+1 := Hi + ei+1, where the added triple ei+1 is chosen
uniformly at random from the collection of triples xyz 6∈ Hi with the property that the girth of Hi + xyz
remains larger than ℓ (i.e., that Hi + xyz contains no set of 4 ≤ a ≤ ℓ vertices that spans at least a − 2
triples). This process terminates with a maximal partial Steiner triple system with girth larger than ℓ.
Our differential equation method [33, 1, 4, 27, 8] based analysis of this random process is motivated by
a pseudo-random heuristic for divining the trajectories that govern the evolution of various key parameters
(see Section 2.2). Such heuristics play a central role in our understanding of several other constrained random
processes that produce interesting combinatorial objects (such as the triangle-free process [1, 32, 4, 8, 16], the
triangle removal process [2, 3], and theH-free process [5, 26, 27, 28, 22]). A surprising consequence of our proof
is that the general case only introduces minor modifications of the trajectories compared to the ℓ = 4 case
(see Remark 2.3), i.e., adding the arbitrary high-girth constraint does not affect the evolution significantly.
Let us briefly mention that the notion of girth introduced above is the sparsest for which Questions 1.1–
1.2 are feasible. Firstly, is is easy to check that any n-vertex Steiner triple system contains, for all 3 ≤ g ≤ n,
a set of g vertices that spans at least g− 3 triples. Secondly, a celebrated result of Rusza and Szemere´di [23]
states that any n-vertex 3-uniform hypergraph in which no 6 vertices span 3 or more triples contains at
most o(n2) triples. Thirdly, Lefmann, Phelps, and Ro¨dl [21] showed that any n-vertex Steiner triple system
contains, for some g = O(log n/ log logn), a set of g vertices that spans at least g − 2 triples.
The remainder of this paper is organized as follows. In the next section we formally introduce the
high-girth triple-process, and use a pseudo-random heuristic to predict evolution trajectories for the key
parameters of the process. This leads to the statement of our main technical result, Theorem 2.4, which we
then prove in Section 3. The final Section 4 contains some brief concluding remarks and conjectures.
2 The high-girth triple-process
Henceforth fixing ℓ ≥ 4, our notational conventions are as follows. Let F+ = F+ℓ denote the collection of
all 3-uniform hypergraphs F with 4 ≤ vF ≤ ℓ vertices and eF = vF − 2 triples, with the property that F
contains no subhypergraph J ( F with vJ ≥ 4 and eJ = vJ − 2. Let F = Fℓ be the restriction of F
+ to
graphs F with vF ≥ 6 vertices.
Remark 2.1. It is an easy exercise to check that any 3-uniform hypergaph F with vF = 5 vertices and
eF = vF − 2 triples contains a subhypergraph J ⊆ F with vJ = 4 vertices and eJ = 2 triples.
The high-girth triple-process can now be defined as follows. We begin with H0 which is the empty 3-uniform
hypergraph on n vertices. The triple xyz is available at step i if xyz intersects every previously chosen triple
in at most one vertex and Hi + xyz does not contain any hypergraph in the collection F. The triple ei+1 is
chosen uniformly at random from the collection of triples available at step i, and it is added to the hypergraph
to form Hi+1 := Hi + ei+1. The process terminates at a hypergraph Hm that has no available triples.
The reader will note that it would be equivalent to declare a triple xyz 6∈ Hi available if Hi + xyz does
not contain any hypergraph in the collection F+. We treat the obstruction given by two triples that intersect
in two vertices differently because of the important role it plays in the process. Indeed, we will see that this
4-vertex ‘diamond’ obstruction is the main driver of the evolution of the process (see Remark 2.3).
For ℓ = 4 this forbidden diamond subhypergraph is the only obstruction, and the resulting process is
equivalent to the so-called random triangle removal process, which generates a sequence
(
[n]
2
)
= E0 ⊃ E1 ⊃ . . .
1The quantitative result of this paper is slightly stronger than [14], which gives (1−o(1))n2/6 instead of (1−n−βℓ)n2/6 triples.
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of subgraphs of the complete n-vertex graph. Given Ei, this process chooses xyz uniformly at random from
the collection of all triangles in the graph Gi := ([n], Ei), and the triangle xyz is removed from the edge-set to
form Ei+1 := Ei\{xy, xz, yz}. Note that the 3-uniform hypergraphHi given by the set of triples chosen in the
first i steps of random triangle removal is equal to the hypergraph produced by the high-girth triple-process
with ℓ = 4. We shall use this analogy in our study of the high-girth triple-process with arbitrary ℓ ≥ 4.
2.1 Key variables
Our main goal is to understand the evolution of the number of available triples, i.e., the size of
Q(i) :=
{
xyz ∈
(
[n]
3
)
: xyz is available at step i
}
. (1)
Note that at the beginning of the processQ(0) =
(
[n]
3
)
is complete, and that at termination of the processQ(m)
is empty. In order to track |Q(i)| we need to handle the step-wise impact of the various structural obstructions.
To this end it will be convenient to study the associated graph G(i) with vertex-set [n] and edge-set
E(i) :=
(
[n]
2
)
\
⋃
xyz∈Hi
{xy, xz, yz}. (2)
In words, G(i) is the graph given by the pairs that do not appear in any triple of Hi. Note that any
triple xyz ∈ Q(i) satisfies {xy, zy, xz} ⊆ E(i) (but the converse of this statement does not hold for ℓ ≥ 5).
Hence, when xyz ∈ Q(i) is added to Hi, triples abc ∈ Q(i) can become unavailable in Hi+1 = Hi + xzy
because some edges in {ab, ac, bc} ∩ {xy, xz, yz} ⊆ E(i) are no longer in E(i + 1). To account for such
‘removed’ triples, for every edge uv ∈ E(i) of G(i) we thus introduce
Yuv(i) :=
{
z ∈ [n] \ {u, v} : uvz ∈ Q(i)
}
.
In words, |Yuv(i)| is the ‘available’ codegree of uv ∈ E(i). Note further that when xyz ∈ Q(i) is added to Hi,
triples abc ∈ Q(i) can also become unavailable in Hi+1 = Hi+xzy because Hi+{xyz, abc} contains a copy of
some forbidden hypergraph F ∈ F. To handle such ‘closed’ triples we need to account for all possible ‘routes’
to copies of F ∈ F in (Hi)i≥0: for all F ∈ F, all triples uvw ∈ Q(i) and 0 ≤ k ≤ eF − 2 we thus introduce
FF :=
{
F ′ ⊆
(
[n]
3
)
: F ′ ∼= F
}
,
Wuvw,F,k(i) :=
{
F ′ ∈ FF : uvw ∈ F
′ ∩Q(i), |F ′ ∩Q(i)| = eF − k, and |F
′ ∩Hi| = k
}
.
In words, FF is the set of all copies of F in the complete n-vertex 3-uniform hypergraph, and Wuvw,F,k(i) is
the set of all ‘extensions’ of uvw ∈ Q(i) to copies of F which have eF −k available triples and k triples in Hi.
2.2 Pseudo-random intuition: Trajectory equations
In this subsection we introduce our pseudo-random intuition and use it to derive the trajectories |Q(i)| ≈ qˆ(t),
|Yuv(i)| ≈ yˆ(t), and |Wuvw,F,k(i)| ≈ wˆF,k(t) that we expect the random variables to follow. The trajectories
have a continuous time variable t that we relate to the discrete steps in the process by setting
t = t(i, n) := i/n2. (3)
Note that we would like to follow the evolution of the process until t = 1/6− o(1); in particular, we would
like to show that the process does not terminate before that point in time. In view of |Hi| = i ≈
(
n
3
)
· 6t/n,
our pseudo-random ansatz is that the triples of Hi are approximately independent with
P(uvw ∈ Hi) ≈ 6t/n =: π(t, n) = π,
where independence only holds with respect to statistics of Hi that do not involve obstructions from F
+.
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As a first application of this heuristic, we consider the probability that a pair xy is in the edge-set E(i)
defined in (2). Note that any two triples in the set {xyz : z ∈ [n]\{x, y}} would form a ‘diamond’ obstruction
given by two triples that intersect in two vertices. Hence the events that these triples appear inHi are pairwise
disjoint (by construction of the high-girth process). In view of (2), our pseudo-random ansatz thus suggests
P
(
xy ∈ E(i)
)
= P
( ⋂
z∈[n]\{x,y}
{
xyz 6∈ Hi
})
= 1−
∑
z∈[n]\{x,y}
P(xyz ∈ Hi) ≈ 1− (n− 2)π ≈ 1− 6t.
Analogous to the triangle removal process analysis [2, 3] we therefore define
p = p(t) := 1− 6t, (4)
and expect the edges of G(i) = ([n], E(i)) to appear approximately independently with probability p.
We now derive the trajectory for |Q(i)|. Since uvw ∈ Q(i) if and only if {uv, uw, vw} ⊆ E(i) andHi+uvw
contains no F ′ ∈
⋃
F∈F FF containing uvw, our pseudo-random ansatz loosely suggests
E|Q(i)| ≈
∑
uvw∈([n]3 )
[
p3 · P
( ⋂
F∈F
{
Hi + uvw contains no F
′ ∈ FF containing uvw
})]
.
Note that |FF | = n(n − 1) · · · (n − vF + 1)/|Aut(F )| = n
vF /|Aut(F )| + O(nvF−1), where Aut(F ) is the
automorphism group of F . Since vF − 3 = eF − 1 for F ∈ F, it follows (using symmetry and a double-
counting argument) that the total number of F ′ ∈ FF containing some fixed triple uvw is
Nuvw,F := |{F
′ ∈ FF : uvw ∈ F
′}| =
|FF |eF(
n
3
) = 6eF
|Aut(F )|
neF−1 +O(neF−2). (5)
Note that if uvw 6∈ Hi and F1, . . . , Fj ∈
⋃
F∈F FF are hypergraphs that all contain the triple uvw and
satisfy V (Fr)∩V (Fs) = uvw for all r 6= s, then
⋃
1≤r≤j Fr \ {uvw} contains no obstruction in F
+ (exploiting
minimality of these obstructions). It follows that we can combine our pseudo-random ansatz with the well-
known Poisson paradigm (which suggests that the appearance of the different obstructions F ′ ∈
⋃
F∈F FF
are approximately independent). We thus anticipate
E|Q(i)| ≈
(
n
3
)
· p3 ·
∏
F∈F
(
1− πeF−1
) 6eF
|Aut(F )|
neF−1
≈
(
n
3
)
· p3 · q
and arrive at the idealized trajectory |Q(i)| ≈
(
n
3
)
· p3 · q ≈ p3qn3/6, where
q(t) := exp
{
−
∑
F∈F
6eF
|Aut(F )|
(6t)eF−1
}
. (6)
Remark 2.2. It is easy to see that |F+ℓ | ≤
∑
4≤r≤ℓ
( (r3)
r−2
)
≤ ℓ2ℓ, and q(t) ≥ exp(−ℓ2ℓ) for t ∈ [0, 1/6].
Remark 2.3. It follows from Remark 2.2 that the function q(t) does not vanish as t approaches 1/6 for any
fixed value of ℓ. Thus, if our pseudo-random intuition is correct, the obstructions on more than 4 vertices
introduce a negligible alteration of the trajectory that governs the evolution of random triangle removal.
Indeed, as t→ 1/6 the random triangle removal edge probability p(t) goes to zero while the triple availability
probability q(t) does not. Therefore the larger obstructions do not cause the process to terminate before almost
all pairs are covered by the triples selected by the process. This is a key insight in this work.
Next, by similar pseudo-random considerations as for |Q(i)| ≈
(
n
3
)
· p3 · q above, we also expect that
the available codegree of uv ∈ E(i) satisfies |Yuv(i)| ≈ (n − 2) · p
2 · q, and that the extension variables
of uvw ∈ Q(i) satisfy |Wuvw,F,k(i)| ≈ Nuvw,F
(
eF−1
k
)
· πk · (p3q)eF−1−k for 0 ≤ k ≤ eF − 2. In view of (5)
and π = 6t/n, it follows that the idealized trajectories of |Q|, |Yuv|, and |Wuvw,F,k| ought to be
qˆ = qˆ(t) := p3qn3/6, (7)
yˆ = yˆ(t) := p2qn, (8)
wˆF,k = wˆF,k(t) :=
6eF
|Aut(F )|
(
eF − 1
k
)
(6t)k(p3qn)eF−1−k, (9)
where here and elsewhere we often suppress the dependence on t or n in the notation (to avoid clutter).
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2.3 Main technical result: Dynamic concentration
In this subsection we state our main technical result for the high-girth triple-process, which implies Theo-
rem 1.3 and verifies our pseudo-random intuition. In particular, it shows that the random variables indeed
closely follow the heuristic trajectories |Q(i)| ≈ qˆ(t), |Yuv(i)| ≈ yˆ(t), and |Wuvw,F,k(i)| ≈ wˆF,k(t) from (7)–(9).
Theorem 2.4 (Main technical result). For every ℓ ≥ 4 and τ > 0 there exist constants α, β ∈ (0, 1) and
A, n0 > 0 (where α, β,A depend only on ℓ) such that for n ≥ n0, with probability at least 1 − n
−τ > 0, we
have |Q(i)| > 0 and
|Q(i)| = qˆ(t)± p−Anα(pn2), (10)
|Yuv(i)| = yˆ(t)± p
−Anα for all uv ∈ E(i), (11)
|Wuvw,F,k(i)| = wˆF,k(t)± p
−Anα(p2n)eF−(2+k) for all uvw ∈ Q(i), F ∈ F, 0 ≤ k ≤ eF − 2, (12)
for all 0 ≤ i ≤ m0 :=
⌈(
1− n−β
)
n2/6
⌉
.
Remark 2.5. The proof shows that (10)–(11) imply |Q(i)| ∼ qˆ(t) and |Yuv(i)| ∼ yˆ(t) for 0 ≤ i ≤ m0; see (14).
We reiterate that the key observation is that the availability function q(t) does not tend to 0 as the high-girth
process comes to an end near t = 1/6 (see Remark 2.3). This shows that the influence of the obstructions F ∈
F does not play a significant role in the evolution of the process (as they only alter the various trajectories
by constant factors), confirming the Poisson paradigm developed in Section 2.2; see also Conjecture 4.1.
3 Analyzing the high-girth process: Proof of Theorem 2.4
In this section we prove Theorem 2.4 by showing P(¬Gm0) = o(n
−τ ), where Gj is the event that |Q(i)| ≥ qˆ(t)/2
and the estimates (10)–(12) hold for all 0 ≤ i ≤ j. Deferring the choice of A ≥ 2ℓ, for concreteness we set
α :=
3
4
and β := min
{
1− α
2(A+ 2)
,
α
80ℓ
}
. (13)
For brevity we also introduce the error functions
eY (t) := p
−Anα, eQ(t) := eY · (pn
2), and eWF,k := eY · (p
2n)eF−(2+k),
so that we can write each of (10)–(12) in the form |X(i)| = xˆ(t)±eX(t). Furthermore, we shall always tacitly
assume 0 ≤ i ≤ m0, and that n ≥ n0(ℓ, τ, α, β,A) is sufficiently large (whenever necessary). In particular,
eˆY (t) := eY (t)/yˆ(t) = o(1) and eˆQ(t) := eQ(t)/qˆ(t) = o(1), (14)
since both functions are of order 1/(pA+2qn1−α) = O(nβ(A+2)−(1−α)) = o(1) by choice of β. Here and
elsewhere we use the convention that all implicit constants may depend on ℓ (but not on τ, α, β,A, t).
We first show that the bounds for |Q(i)| follow from the bound (11) for |Yuv(i)|. Indeed, using a double-
counting argument (exploiting that xyz ∈ Q(i) satisfies {xy, zy, xz} ⊆ E(i)) together with |E(i)| =
(
n
2
)
−3i =
[1− 1/(np)] · n2p/2 and (14), it follows that (yˆ ± eY )/(np) = O(yˆ/(np)) = O(1) = o(eY ) and
|Q(i)| =
1
3
∑
e∈E(i)
|Ye(i)| =
1
3
·
[(
n
2
)
− 3i
]
·
(
yˆ ± eY
)
∈ qˆ(t)± eQ.
Using again (14), now |Q(i)| ≥ qˆ(t)/2 follows, with room to spare.
In the remainder of this section it thus suffices to establish the bounds (11)–(12) for the available
codegree |Yuv(i)| and the extension variables |Wuvw,F,k(i)|. To this end, following the differential equation
method approach to dynamic concentration, for each variable X of the form Yuv or Wuvw,F,k we introduce a
pair of sequences of (auxiliary) random variables
X±(i) := ±
[
|X(i)| − xˆ(t)
]
− eX(t).
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Note that the desired estimate |X(i)| = xˆ(t) ± eX(t) follows if the two estimates X
±(i) ≤ 0 both hold.
To show that X±(i) ≤ 0 holds with sufficiently high probability, in Sections 3.1–3.2 we first establish that
the sequences X±(i) are supermartingales, and then provide bounds on the one-step changes ∆X±(i) :=
X±(i+1)−X±(i) in Section 3.3 (see also Section 3.5). After noting that initiallyX±(0) ≤ −eX(0)/2 = −n
Ω(1)
holds, in Section 3.4 we then use an Azuma–Hoeffding type inequality to show that X±(i) ≥ 0 has extremely
low probability (even in comparison with the polynomial number of such bad events).
3.1 Expected one-step changes
We begin by deriving expressions for the one-step expected changes of |Yuv| and |Wuvw,F,k|. For technical
reasons we ‘freeze’ these variables as soon as the relevant structural constraints from (11)–(12) are violated,
i.e., we formally set |Yuv(i + 1)| = |Yuv(i)| if uv 6∈ E(i + 1), and |Wuvw,F,k(i + 1)| = |Wuvw,F,k(i)| if
uvw 6∈ Q(i+1). For brevity we write ∆X(i) := |X(i+1)|−|X(i)|, and henceforth tacitly assume 0 ≤ i < m0.
For the changes ∆Yuv(i) := |Yuv(i + 1)| − |Yuv(i)| of the available codegree we assume that uv ∈ E(i)
holds. In order to calculate the one-step expected change in this variable, we consider z ∈ Yuv(i) and the
event that uvz becomes unavailable in the next step of the process. This occurs (recalling the discussion
from Section 2.1) if the process chooses any triple associated with any of the following sets:
Yuv, Yuz , Yvz , or
⋃
F∈F
Wuvz,F,eF−2.
There are a couple of caveats that we need to bare in mind. If the process chooses some triple uvz′ then
we freeze the variable |Yuv|, and so we should not consider the influence of such triples. Furthermore, we
would like to estimate the cardinality of
⋃
F∈FWuvz,F,eF−2 with the sum
∑
F∈F |Wuvz,F,eF−2|. However,
this might not be correct since a triple h 6= uvz that is associated with the union could be counted more
than once by the sum, since Hi + {uvz, h} could contain multiple hypergraphs F in F (which includes the
possibility of multiple copies of one of these hypergraphs). In order to deal with this possibility we introduce
the destruction fidelity term
Υuvz(i) :=
∣∣{h ∈ Q(i) \ {uvz} : Hi + {uvz, h} contains multiple K ∈ F containing {uvz, h}}∣∣. (15)
So, noting that for distinct e, e′ ∈ {uv, uz, vz} there is at most one triple that is associated with both Ye
and Ye′ , and no triples which are associated with both Ye andWuvz,F,eF−2 (as otherwise F ∈ F would contain
a forbidden ‘diamond’ subhypergraph D ⊆ F with vD = 4 and eD = 2), it follows that we can write
E(∆Yuv(i) | Fi) = −
1
|Q|
∑
z∈Yuv
[
|Yuz|+ |Yvz |+O(1) +
∑
F∈F
|Wuvz,F,eF−2|+O(Υuvz)
]
, (16)
where Fi denotes, as usual, the natural filtration associated to our random hypergraph process after i steps.
(We discuss a bound on Υuvz after considering the changes in the |Wuvw,F,k|, see Claim 3.1 below.)
For the one-step changes ∆Wuvw,F,k(i) := |Wuvw,F,k(i+1)|− |Wuvw,F,k(i)| of the extension variables we
assume that uvw ∈ Q(i) holds. There are two ways in which Wuvw,F,k changes: an extension F
′ currently
in this collection can leave the collection if one of the available triples in F ′ \ {uvw} is chosen or becomes
unavailable, and an extension F ′ ∈Wuvw,F,k−1 can move into Wuvw,F,k if one of the available triples in F
′ \
{uvw} is chosen by the process. Here a caveat is that we freeze the variable |Wuvw,F,k| when the process
selects either uvw or a triple which makes uvw unavailable (which we anticipate to have negligible impact).
Taking into account all these effects, it follows that
E(∆Wuvw,F,k(i) | Fi) = −
1
|Q|
∑
F ′∈Wuvw,F,k
[ ∑
f∈F ′∩Q:
f 6=uvw
( ∑
xy∈(f2)
|Yxy|+O(1) +
∑
K∈F
|Wf,K,eK−2|+O(Υf )
)
+O(ΨF ′)
]
+
1{k≥1}
|Q|
[ ∑
F ′∈Wuvw,F,k−1
(
eF − k
)
+O(Λuvw,F,k−1)
]
,
(17)
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where the three fidelity terms correspond to the following possibilities for overcounting:
Υf : This term is identical to the destruction fidelity term introduced in (15) above: it intuitively accounts
for triples h 6= f whose selection would make the triple f ∈ Q(i) unavailable in more than one way.
ΨF ′: This is an additional destruction fidelity term: it accounts for triples h 6= uvw whose selection would
make two different available triples f, g ∈ F ′ \{h} of the extension F ′ unavailable (it also takes freezing
due to h 6∈ F ′ into account, by allowing for uvw ∈ {f, g}).
Λuvw,F,k−1: This is the creation fidelity term: it accounts for available triples h 6= uvw in some extension F
′ ∈
Wuvw,F,k−1, whose selection would make another available triple g ∈ F
′ \ {h} of F ′ unavailable (it also
takes freezing due to h into account, by allowing for g = uvw).
These three fidelity terms are discussed in detail in Section 3.5.2, where we prove the following bounds.
Claim 3.1 (Fidelity estimates). We have P(¬Ei ∩ Gi for some 0 ≤ i ≤ m0) = o(n
−τ ), where Ei denotes the
event that, for all f ∈ Q(i), F ∈ F, 0 ≤ k ≤ eF − 2, and F
′ ∈ Wf,F,k(i),
Υf (i) ≤ n
α, (18)
ΨF ′(i) ≤ n
α, (19)
1{k≥1}Λf,F,k−1(i) ≤ n
eF−(1+k)+α. (20)
3.2 Trend hypothesis (supermartingale condition)
With the expressions for E(∆X(i) | Fi) in hand, we now estimate the expected one-step changes of ∆X
±(i) =
X±(i+ 1)−X±(i). Recalling t = i/n2, by applying Taylor’s theorem with remainder we obtain
∆X±(i) = ±
[[
|X(i+ 1)| − |X(i)|
]
−
[
xˆ
(
t+ 1/n2
)
− xˆ(t)
]]
−
[
eX
(
t+ 1/n2
)
− eX(t)
]
= ±
[
∆X(i)−
xˆ′(t)
n2
]
−
e′X(t)
n2
+O
(
sup
s∈[0,m0/n2]
|xˆ′′(s)|+ |e′′X(s)|
n4
)
.
(21)
The crux will be that E(∆X(i) | Fi) ≈ xˆ
′(t)/n2 holds (when Fi satisfies some natural conditions), so that
the error term e′X(t)/n
2 enforces the supermartingale condition E(∆X±(i) | Fi) ≤ 0.
In the following estimates of E(∆Y ±uv(i) | Fi) we assume that uv ∈ E(i) and Gi ∩ Ei hold. To avoid
clutter we introduce the abbreviation
q˜(t) :=
∑
F∈F
62eF (eF − 1)(6t)
eF−2
|Aut(F )|
,
which conveniently satisfies q′(t) = −q(t)q˜(t) and
∑
F∈F
wˆF,eF−2(t)
qˆ(t)
=
q˜(t)
n2
. (22)
By (14) we have eˆQ = Θ(eˆY ) = o(1). Recalling (16), using eWF,eF−2 = eY = Ω(n
α) we obtain
E(∆Yuv(i) | Fi) = −
(
1 +O(eˆY )
)
yˆ(
1 +O(eˆQ)
)
qˆ
·
[(
1 +O(eˆY )
)
2yˆ +
∑
F∈F
wˆF,eF−2 +O
(∑
F∈F
eWF,eF−2 + n
α
)]
= −
(
1 +O(eˆY )
)[12pq
n
+
p2qq˜
n
]
+
O
(
eY |F|
)
n2p
.
(23)
Noting that −[12pq/n+ p2qq˜/n] = yˆ′/n2, using eˆY = eY /yˆ and Remark 2.2 we arrive at
E(∆Yuv(i) | Fi) =
yˆ′
n2
+
O
(
eY
(
1 + pq˜ + |F|
))
n2p
=
yˆ′
n2
+
O(eY )
n2p
. (24)
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Inspecting the generic estimate (21), in order to establish the desired supermartingale condition E(∆Y ±uv(i) |
Fi) ≤ 0 we thus require that the error function eY satisfies the variation equation
e′Y (t) ≫ max
{
eY (t)
p
, sup
s∈[0,m0/n2]
|yˆ′′(s)|+ |e′′Y (s)|
n2
}
, (25)
where we write f ≫ g to denote that the ratio f/g is sufficiently large. (We shall verify (25) after deriving
the corresponding variation equation for the eWF,k error functions.)
In the following estimates of E(∆W±uvw,F,k(i) | Fi) we assume that uvw ∈ Q(i) and Gi∩Ei hold. Recalling
that
∑
K∈F eWK,eK−2 = O(eY ), in view of (17) and eˆQ = Θ(eˆY ) we obtain
E(∆Wuvw,F,k(i) | Fi) = −
(
wˆF,k +O(eWF,k )
)(
1 +O(eˆY )
)
qˆ
·
[
(eF − 1− k)
(
3yˆ +
∑
K∈F
wˆK,eK−2
)
+O
(
eY + n
α
)]
+
1{k≥1}(
1 +O(eˆY )
)
qˆ
·
[
wˆF,k−1(eF − k) +O
(
eWF,k−1 + n
eF−(1+k)+α
)]
.
Note that 1/(1+O(eˆY )) = 1+O(eˆY ) and eˆY wˆF,j = O(eWF,j ). Furthermore, A ≥ 2ℓ ≥ 2eF implies n
eF−(1+k)+α =
O(eWF,k−1 ). Using n
α = O(eY ) together with (22), it follows that
E(∆Wuvw,F,k(i) | Fi) = −
(
wˆF,k +O(eWF,k )
)[
(eF − 1− k)
(
18
n2p
+
q˜
n2
)
+
O(eY )
qˆ
]
+ 1{k≥1}
[
wˆF,k−1(eF − k)
qˆ
+
O(eWF,k−1 )
qˆ
]
.
Note that yˆ/qˆ = Θ(1)/(n2p) implies eY /qˆ = eˆY · yˆ/qˆ ≪ 1/(n
2p), so the first squared bracket is O(1)/(n2p).
Combining this with wˆF,keY /qˆ = eˆY wˆF,k · yˆ/qˆ = O(eWF,k )/(n
2p) and eWF,k−1 = O(eWF,kp
2n), in view
of q = Θ(1) it then follows that
E(∆Wuvw,F,k(i) | Fi) = −
[
wˆF,k(eF − 1− k)
(
18
n2p
+
q˜
n2
)
+
O(eWF,k )
n2p
]
+ 1{k≥1}
[
wˆF,k−16(eF − k)
n3p3q
+
O(eWF,k )
n2p
]
.
(26)
Identifying the two main terms as wˆ′uvw,F,k/n
2, we arrive at
E(∆Wuvw,F,k(i) | Fi) =
wˆ′uvw,F,k
n2
+
O
(
eWF,k
)
n2p
. (27)
To establish the supermartingale condition E(∆W±uvw,F,k(i) | Fi) ≤ 0, in view of (21) we thus require that
the error functions eWF,k satisfy the variation equations
e′WF,k(t) ≫ max
{
eWF,k(t)
p
, sup
s∈[0,m0/n2]
|wˆ′′F,k(s)|+ |e
′′
WF,k
(s)|
n2
}
. (28)
Finally, exploiting that all our implicit constants do not depend on A, for A ≥ 2ℓ large enough we
readily satisfy the variation equations (25) and (28) by combining the observation e′X = Θ(A) · eX/p with
the following claim (since 1≪ eY /p and n
eF−(2+k) ≪ eWF,k/p, with room to spare).
Claim 3.2 (Derivative estimates). For all t ∈ [0,m0/n
2], F ∈ F, and 0 ≤ k ≤ eF − 2,
|yˆ′(t)|+ |e′Y (t)|
n
+
|yˆ′′(t)|+ |e′′Y (t)|
n2
= O(1), (29)
|wˆ′F,k(t)|+ |e
′
WF,k
(t)|
n
+
|wˆ′′F,k(t)|+ |e
′′
WF,k
(t)|
n2
= O
(
neF−(2+k)
)
. (30)
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Proof-Sketch. It is routine to check that |yˆ′|, |yˆ′′| = O(n) and |wˆ′F,k|, |wˆ
′′
F,k| = O(n
eF−(1+k)). Since 1/pA+2 =
O(nβ(A+2)) = o(n1−α) by choice of β, see (13), noting that the first two derivatives satisfy e
(j)
X = Θ((A/p)
j) ·
eX it then is straightforward to verify (29)–(30) in view of eY = p
−Anα and eWF,k = O(eY ) · n
eF−(2+k).
3.3 Boundedness hypothesis (bounds on one-step changes)
Next, deferring the definition of the auxiliary event Ui (see Claim 3.3 below), we now establish the following
bounds on the (expected) one-step changes ∆X±(i). Whenever uv ∈ E(i) and Gi ∩ Ei ∩ Ui hold, we have
E(|∆Y ±uv(i)| | Fi) = O
(
n−1
)
, (31)
|∆Y ±uv(i)| = O
(
nα/2
)
. (32)
Whenever uvw ∈ Q(i) and Gi ∩ Ei ∩ Ui hold, for all F ∈ F and 0 ≤ k ≤ eF − 2, we have
E(|∆W±uvw,F,k(i)| | Fi) = O
(
neF−(3+k)
)
, (33)
|∆W±uvw,F,k(i)| = O
(
neF−(2+k)+α/2
)
. (34)
On a first reading, the reader may perhaps wish to skip the below (conceptually not so illuminating)
proofs of (31)–(34), and continue directly with the large deviation estimates of Section 3.4 (where it will be
crucial that our upper bounds for E(|∆X | | Fi) are much smaller than for |∆X |).
For bounds on the expected one-step changes E(|∆X±(i)| | Fi) we shall exploit the fairly precise
estimates from Section 3.2. Namely, using inequality (25), note that the proof of (23)–(24) shows that
E(|∆Yuv| | Fi) =
O(pq + p2qq˜)
n
+
O(eY )
n2p
=
O(1)
n
+
O(e′Y )
n2
.
Similarly, using (28), wˆF,j = O((p
3qn)eF−(1+j)) and q = Θ(1), the proof of (26)–(27) shows that
E(|∆Wuvw,F,k| | Fi) =
O
(
eWF,k + wˆF,k
)
n2p
+ 1{k≥1}
O
(
wˆF,k−1
)
n3p3q
=
O(e′WF,k )
n2
+O
(
neF−(3+k)
)
.
Using the generic estimate (21), now inequalities (29)–(30) imply the claimed bounds (31) and (33).
Turning to bounds on the one-step changes |∆X±|, we first record that the arguments above show
|∆Y ±uv| ≤ |∆Yuv|+O
(
n−1
)
, (35)
|∆W±uvw,F,k| ≤ |∆Wuvw,F,k|+O
(
neF−(3+k)
)
. (36)
Recall that our freezing convention artificially enforces |∆Yuv(i)| = 0 when uv 6∈ E(i + 1), and artificially
enforces |∆Wuvw,F,k(i)| = 0 when uvw = ei+1 or uvw 6∈ Q(i + 1). Taking into account the changes of the
available codegree |Yuv| and the extensions variables |Wuvw,F,k| discussed in Section 3.1, it follows that
|∆Yuv| ≤ 1{|uv\f |≥1} · O
(
Πuv,ei+1
)
, (37)
|∆Wuvw,F,k| ≤ 1{ei+1 6=uvw} · O
(
Πuvw,F,k,ei+1 +Φuvw,F,k,ei+1 + 1{k≥1}Πuvw,F,k−1,ei+1
)
, (38)
where the three boundedness parameters correspond to the following effects:
Πuv,ei+1 : This term accounts for triples uvz ∈ Q(i) with z ∈ Yuv(i) that become unavailable due to the
addition of ei+1 to Hi.
Πuvw,F,j,ei+1: This term accounts for extensions F
′ which leave Wuvw,F,j because ei+1 equals an available
triple in F ′ \{uvw}. (Note that in the case j = k−1 ≥ 0 this term also accounts for all extensions F ′ ∈
Wuvw,F,k−1 which can possibly move into Wuvw,F,k.)
Φuvw,F,k,ei+1: This term accounts for extensions F
′ which leave Wuvw,F,k because an available triple in F
′ \
{uvw} becomes unavailable due to the addition of ei+1 6∈ F
′ to Hi.
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These parameters are discussed in more detail in Section 3.5.1, where we prove the following bounds.
Claim 3.3 (Boundedness estimates). We have P(¬Ui∩Gi for some 0 ≤ i ≤ m0) = o(n
−τ ), where Ui denotes
the event that, for all uv ∈
(
[n]
2
)
, f, g ∈ Q(i), F ∈ F, and 0 ≤ k ≤ eF − 2,
1{|uv\f |≥1}Πuv,f (i) ≤ n
α/2, (39)
1{f 6=g}Πf,F,k,g(i) ≤ n
eF−(2+k)+α/2−1{k<eF−2} , (40)
1{f 6=g}Φf,F,k,g(i) ≤ n
eF−(2+k)+α/2. (41)
Finally, combining the event Ui with (35)–(38), now the claimed bounds (32) and (34) follow readily
(since k′ := k − 1 satisfies −(2 + k′)− 1{k′<eF−2} = −(2 + k) when k ≤ eF − 2).
3.4 Supermartingale estimates
We are now ready to bound P(¬Gm0). To this end we focus on the first step in which |X(i)| = xˆ(t) ± eX(t)
(and thus X±(i) ≤ 0) is violated for some variable X of form Yuv or Wuvw,F,k. Our main tool for bounding
the probability of each such ‘first bad event’ is the following simple consequence of Freedman’s martingale
inequality [10] (see also [29]): it intuitively improves the Azuma–Hoeffding inequality when the expected
one-step changes are much smaller than the worst case ones, i.e., when E(|∆S(i)| | Fi)≪ max |∆S(i)|.
Lemma 3.4. Let (S(i))i≥0 be a supermartingale with respect to the filtration F = (Fi)i≥0. Writing ∆S(i) :=
S(i+ 1)− S(i), suppose that maxi≥0 |∆S(i)| ≤ C and
∑
i≥0 E(|∆S(i)| | Fi) ≤ V . Then, for any z > 0,
P (S(i) ≥ S(0) + z for some i ≥ 0) ≤ exp
{
−
z2
2C(V + z)
}
. (42)
Turning to the details, define G+i := Gi∩Ei∩Ui. Note that initially |Yuv(0)| = n−2 and |Wuvw,F,k(0)| =
1{k=0}Nuvw,F hold, which in view of (5) and X
±(i) = ±
[
|X(i)| − xˆ(t)
]
− eX(t) gives
Y ±uv(0) ≤ O(1) − eY (0) ≤ −eY (0)/2, (43)
W±uvw,F,k(0) ≤ 1{k=0}O(n
eF−2)− eWF,k(0) ≤ −eWF,k(0)/2, (44)
implying that G0 holds deterministically (with room to spare). Using Claims 3.1 and 3.3, we infer
P(¬Gm0) ≤ P
(
¬Gi ∩ G
+
i−1 for some 1 ≤ i ≤ m0
)
+ o(n−τ ).
Since the two estimates X±(i) ≤ 0 together imply |X(i)| = xˆ(t)± eX(t), it follows that
¬Gi ∩ Gi−1 ⊆
⋃
uv∈E(i)
{
max
σ∈{+,−}
Y σuv(i) ≥ 0
}
∪
⋃
uvw∈Q(i)
⋃
F∈F
⋃
0≤k≤eF−2
{
max
σ∈{+,−}
W σuvw,F,k(i) ≥ 0
}
.
(To clarify: here we tacitly used that the bounds on |Q(i)| follow from the bounds on |Yuv(i)|. Moreover,
we used that our freezing convention does not affect |Yuv(i)| as long as uv ∈ E(i), and also does not
affect |Wuvw,F,k(i)| as long as uvw ∈ Q(i).) Let the stopping time Tuv be the minimum of m0 and the first
step i ≥ 0 where uv 6∈ E(i) or ¬G+i holds. Similarly, let the stopping time Tuvw be the minimum of m0 and
the first step i ≥ 0 where uvw 6∈ Q(i) or ¬G+i holds. Writing i ∧ T := min{i, T }, as usual, it follows that
P
(
¬Gi ∩ G
+
i−1 for some 1 ≤ i ≤ m0
)
≤
∑
uv∈([n]2 )
∑
σ∈{+,−}
P
(
Y σuv(i ∧ Tuv) ≥ 0 for some i ≥ 0
)
+
∑
uvw∈([n]3 )
∑
F∈F
∑
0≤k≤eF−2
∑
σ∈{+,−}
P
(
W σuvw,F,k(i ∧ Tuvw) ≥ 0 for some i ≥ 0
)
.
The crux is that, by (43) and the calculations from Sections 3.2–3.3 (as i < Tuv implies that both uv ∈ E(i)
and G+i = Gi ∩ Ei ∩ Ui hold), the sequence S(i) := Y
σ
uv(i ∧ Tuv) is a supermartingale with S(0) ≤ −eY (0)/2,
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to which we can apply Lemma 3.4 with C = O(nα/2) and V = m0 ·O(n
−1) = O(n). Invoking inequality (42)
with z = eY (0)/2 = Θ(n
α), in view of α > 2/3 we obtain
P
(
Y σuv(i ∧ Tuv) ≥ 0 for some i ≥ 0
)
≤ exp
{
−
Θ(n2α)
O(nα/2) · O(n+ nα)
}
≤ n−ω(1).
Similarly, the sequence S(i) :=W σuvw,F,k(i∧Tuvw) is a supermartingale with S(0) ≤ −eWF,k(0)/2, to which we
can apply Lemma 3.4 with C = O
(
neF−(2+k)+α/2
)
and V = m0 ·O
(
neF−(3+k)
)
= O(neF−(2+k)+1). Invoking
inequality (42) with z = eWF,k(0)/2 = Θ(n
eF−(2+k)+α), it follows that
P
(
W σuvw,F,k(i ∧ Tuvw) ≥ 0 for some i ≥ 0
)
≤ exp
{
−Ω
(
n2α
nα/2(n+ nα)
)}
≤ n−ω(1).
Assuming Claims 3.1 and 3.3 (whose proofs are given in Section 3.5), in view of |F| = O(1) this completes
the proof of P(¬Gm0) = o(n
−τ ) and thus Theorem 2.4.
3.5 Auxiliary results: Crude extension estimates
In this final subsection we prove Claims 3.1 and 3.3 (and thus complete the proof of Theorem 2.4), by
exploiting some crude estimates on hypergraph extensions that hold throughout the high-girth triple-process.
We shall formally think of these extensions in terms of injective functions from the vertex-set of some fixed
(and bounded) hypergraphH to the vertex-set [n] ofH(i). As usual, such an injection ψ lifts to a map on sets
and sets of sets using the abbreviations ψ(xyz) = ψ(x)ψ(y)ψ(z) and ψ(E) =
⋃
f∈E ψ(f). For hypergraphs
G ⊂ H and injection ρ : V (G)→ [n] define
Nρ,G,H(i) :=
∣∣{injection ψ : V (H)→ [n] with ψ∣∣
V (G)
≡ ρ and ψ
(
H \G
)
⊆ Hi
}∣∣. (45)
In words, Nρ,G,H(i) counts the number of (labeled) copies of H in Hi ∪ρ(G) which contain the distinguished
(labeled) copy ρ(G) of G.
Theorem 3.5. Let T = Tℓ denote the collection of all hypergraph tuples (G,H) with max{vH , eH} ≤ 2ℓ
and G ⊂ H. Let Ci denote the event that, for all (G,H) ∈ T and all injections ρ : V (G)→ [n],
Nρ,G,H(i) ≤ n
α/9 · max
G⊆J⊆H
n(vH−eH )+(eJ−vJ ). (46)
Then P(¬Ci ∩ Gi for some 0 ≤ i ≤ m0) = o(n
−τ ).
Recalling Section 2.2, inequality (46) can best be understood by thinking of a random hypergraph with n ver-
tices and triple-probability π = n−1+O(β), the heuristic idea being that the ‘most difficult root’ G ⊆ J ⊆ H
matters (as nvH−vJπeH−eJ = nO(ℓβ) · n(vH−eH)+(eJ−vJ ) corresponds, up to constant factors, to the expected
number of copies of H containing a fixed copy of J ; furthermore, ℓβ = O(α) by choice (13) of β). The
following short moment based proof is inspired by arguments of Sˇileikis and Warnke [24].
Proof of Theorem 3.5. When Gi holds, with i ≤ m0, then in every step j ≤ i there are |Q(j)| ≥ |Q(i)| ≥
qˆ(t)/2 ≥ n3−4β available triples. For any set T ⊆
(
[n]
3
)
of triples, a straightforward adaptation of the proof
of [4, Lemma 4.1] (which proceeds by taking a union bound over all steps where the triples of T could appear)
thus gives
max
0≤i≤m0
P(Gi and T ⊆ Hi) ≤ m
|T |
0 ·
(
1/n3−4β
)|T |
≤ π|T | with π := n−1+4β. (47)
Fix 0 ≤ i ≤ m0, (G,H) ∈ T , and an injection ρ : V (G)→ [n]. By (47), for any integer s ≥ 1 we have
E
(
1{Gi}Nρ,G,H(i)
)s
=
∑
(ψ1,...,ψs)
E
(
1{Gi}
∏
j∈[s]
1{ψj(H\G)⊆Hi}
)
≤
∑
(ψ1,...,ψs)
π|
⋃
j∈[s] Ej|, (48)
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where Ej := ψj(H \ G) and the sum is over all s-tuples of injections ψj : V (H) → [n] with ψj
∣∣
V (G)
≡ ρ.
Note that Ej \
⋃
k∈[j−1] Ek
∼= H \ Jj and Ej ∩
⋃
k∈[j−1] Ek
∼= Jj \G for some G ⊆ Jj ⊆ H . Taking all (of the
boundedly many) possible types of ‘overlaps’ (J1, . . . , Jm) into account, it follows that
E
(
1{Gi}Nρ,G,H(i)
)s
≤
∑
(J1,...,Js)
Ds
∏
j∈[s]
nvH−vJj πeH−eJj ≤ Cs
(
max
G⊆J⊆H
nvH−vJπeH−eJ
)s
, (49)
where Cs, Ds > 0 may depend on s,G,H . Using s := ⌈(4 + 2ℓ+ τ)/β⌉, for n ≥ n0(Cs) it follows that
P
(
Nρ,G,H(i) ≥ n
β max
G⊆J⊆H
nvH−vJπeH−eJ and Gi
)
≤ Cs · n
−βs ≤ n−(3+2ℓ+τ).
This completes the proof by a standard union bound argument (that accounts for all possible i, G,H, ρ),
since nβπeH−eJ ≤ nα/9+(eJ−eH ) follows from π = n−1+4β , eH − eJ ≤ 2ℓ, and the definition (13) of β.
In the remainder of this section we use Theorem 3.5 to prove Claim 3.1 and 3.3. We begin with some
precise notation for counting extensions. To account for ‘partial’ copies of F which extend some fixed set of
triples R and vertices S, we introduce
ΓR,S,F,k(i) :=
{
F ′ ∈ FF : R ⊆ F
′, |Hi ∩ F
′ \R| ≥ k, and S ⊆ V (F ′)
}
, (50)
where the set FF of all F–copies is defined as in Section 2.1. Similarly, to account for ‘overlapping’ partial
copies of F and K extending certain triples (note that |K ′ ∩Q(i) \ {g}| = 1 below), we introduce
Wf,F,k,g,K(i) :=
{
(F ′,K ′, h) ∈Wf,F,k(i)×Wg,K,eK−2(i)×Q(i) :
F ′ 6= K ′ and {h} = F ′ ∩K ′ ∩Q(i) \ {f, g}
}
,
(51)
W+f,F,k,K(i) :=
{
(g, F ′,K ′, h) : (F ′,K ′, h) ∈ Wf,F,k,g,K(i) and g ∈ F
′ ∩Q(i) \ {h}
}
, (52)
where the extension-sets Wuvw,F,k(i) are defined as in Section 2.1. Finally, we mention that our applications
of (46) will hinge on the following simple consequence of the minimality of the obstructions F ∈ F+.
Lemma 3.6. Let F ∈ F+ and G ⊆ F with vG ≥ 2. Then eG ≤ vG − (2 + 1{vG≥4 and G 6=F}).
3.5.1 Boundedness estimates: Proof of Claim 3.3
Reinspecting Section 3.3, we now formally define the random variables treated by Claim 3.3:
Πuv,f (i) :=
∑
F∈F+
|Γ{f},uv,F,eF−2(i)|, (53)
Πf,F,k,g(i) := |Γ{f,g},∅,F,k(i)|, (54)
Φf,F,k,g(i) :=
∑
K∈F+
|Wf,F,k,g,K(i)|. (55)
Our plan is to show that the event Ci from Theorem 3.5 implies the estimates (39)–(41) of Claim 3.3.
Proof of (39). Assuming |uv \ f | ≥ 1, it suffices to show that each term in (53) is o(nα/2). Let F ∈ F+.
Consider a hypergraph H on vertex-set V (F ) of the form H = F \ {f1, f2} and a hypergraph G defined to
be the empty hypergraph on vertex-set V (G) := f1 ∪ u1v1, where |u1v1 \ f1| ≥ 1. We are interested in the
number of injections of V (H) to [n] that map f1 onto the triple f , map u1v1 onto the pair uv, and map the
triples of H to triples of Hi.
We now apply Theorem 3.5. Note that eH = eF − 2 = vH − 4. Consider G ⊆ J ⊆ H . If V (J) ( V (H)
then by Lemma 3.6 (as vJ ≥ vG ≥ 4) the subhypergraph of F induced on V (J) has at most vJ − 3 triples.
Therefore, as f1 ∈ F and f1 /∈ J , we have eJ ≤ vJ − 4 and thus
(vH − eH)− (vJ − eJ) ≤ 4− 4 = 0.
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If V (J) = V (H) then we trivially have (vH − eH) − (vJ − eJ) = eJ − eH ≤ 0, too. Thus, for any such
pair (G,H), by inequality (46) there are at most nα/9 relevant injections. By summing over the bounded
number of such (G,H), we readily infer 1{|uv\f |≥1}|Γ{f},uv,F,eF−2(i)| = O(n
α/9), completing the proof of (39).
Proof of (40). Assuming f 6= g, it suffices to bound (54). Let F ∈ F. Consider a hypergraph H on
vertex-set V (F ) with H ⊂ F and |H | = k and a hypergraph G defined to be the empty hypergraph on
vertex-set V (G) := f1 ∪ f2, where f1, f2 ∈ F \H and f1 6= f2. We are interested in the number of injections
of V (H) to [n] that map f1 onto f , map f2 onto the triple g, and map the triples of H to triples of Hi.
We again apply Theorem 3.5. Consider G ⊆ J ⊆ H . It suffices to show
(vH − eH)− (vJ − eJ) ≤ eF − (2 + k)− 1{k<eF−2}. (56)
If V (J) = V (H) then the trivial estimate (vH −eH)− (vJ −eJ) = eJ −eH ≤ 0 implies (56). If V (J) ( V (H),
then by Lemma 3.6 (as f1 6= f2 implies vJ ≥ vG ≥ 4) the subhypergraph of F induced on V (J) has at
most vJ − 3 triples. In that case, as f1, f2 ∈ F and f1, f2 /∈ J , we have eJ ≤ vJ − 5 and thus
(vH − eH)− (vJ − eJ) ≤ vH − k − 5 = eF − k − 3,
establishing (56). Now inequality (40) follows by similar reasoning as for (39) above.
Proof of (41). In view of (55), this is equivalent to a bound on |Wf,F,k,g,K |. As this bound will also
be needed in the proof of the fidelity estimates given in the next subsection, we now state general bounds
on |Wf,F,k,g,K | and |W
+
f,F,k,g,K |. Note that, by (55), inequality (41) follows immediately from (57) below.
Lemma 3.7. The event Ci from Theorem 3.5 implies the following for n ≥ n0(ℓ, τ, α, β,A). For all F,K ∈ F
+
with (F,K) /∈ (F+ \ F)2 and f, g ∈ Q(i) and 0 ≤ k ≤ eF − 2,
|Wf,F,k,g,K(i)| ≤ n
eF−(2+k)+α/8. (57)
Furthermore, for all F,K ∈ F and f ∈ Q(i) and 0 ≤ k ≤ eF − 3,
|W+f,F,k,K(i)| ≤ n
eF−(2+k)+α/8. (58)
Proof. We begin with the bound (57) for |Wf,F,k,g,K |. Let F,K ∈ F
+ such that at least one of F,K is in F.
Let F ′ ⊂ F with |F ′| = k and V (F ′) = V (F ). Let K ′ ⊂ K with |K ′| = eK − 2 and V (K
′) = V (K).
Consider H = F ′ ∪K ′ such that there are triples f, h, g ∈
(
V (H)
3
)
such that
f, g, h 6∈ H, K ′ ∪ {g, h} = K, and F ′ ∪ {f, h} ⊆ F. (59)
We allow f = g, but we impose the conditions f 6= h and g 6= h. Our aim is to bound the number of
embeddings of H into Hi with the property that f and g map onto specified available triples of Hi. We thus
define G to be the subhypergraph of H induced on vertex-set V (G) := f ∪ g.
We apply Theorem 3.5. Consider G ⊆ J ⊆ H . Let A := J ∩ F ′ with vertex-set V (A) := V (J) ∩ V (F ′).
Let B := K ′ ∩ (J ∪F ′) with vertex-set V (B) := V (K ′)∩ (V (J) ∪ V (F ′)). Note that eF ′∩K′ + eJ = eA + eB.
Combined with a similar decomposition of vA + vB , it is routine to see that
(vH − vJ)− (eH − eJ) = (vF ′ + vK′)− (vA + vB)− (eF ′ + eK′) + (eA + eB).
Note that f ⊆ V (A) and f ∈ F \ F ′. Therefore, as A ⊆ F ∈ F+, we have eA − vA ≤ −3 − 1{vA≥4} by
Lemma 3.6. Note further that g, h ⊆ V (B) and g, h ∈ K \ K ′. As B ⊆ K ∈ F+, we infer eB − vB ≤
−4 − 1{B 6=K′} by Lemma 3.6 (as g 6= h implies vB ≥ |g ∪ h| ≥ 4). Noting vF ′ − eF ′ = eF + 2 − k and
vK′ − eK′ = 4, it follows that
(vH − vJ )− (eH − eJ) ≤ eF − (1 + k)− 1{vA≥4} − 1{B 6=K′}.
By similar reasoning as for (40)–(41) above, we can apply Theorem 3.5 to complete the proof of (57), except
in the case that vA = 3 and B = K
′ both hold. We now show that this situation is not possible.
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Assume for the sake of contradiction that vA = 3 and B = K
′ both hold. We first observe that if K
is the diamond then we immediately have a contradiction. Indeed, in this case F ∈ F by assumption, so
that |g ∩ h| = 2 and |f ∩ h| ≤ 1, which in turn implies vA ≥ |f ∪ (g ∩ h)| ≥ 3 + 2 − 1 > 3. So we henceforth
assume K ∈ F. Note that we have V (A) = f and V (B) = V (K ′), so V (J) = f ∪ (V (K ′) \ V (F ′)) follows.
We consider two cases. First, if V (K ′) ⊆ V (F ′) then one can show that there exists a triple g′ ∈ K \ {f}
which satisfies g′ ⊆ V (J) ∩ V (K ′), contradicting V (A) = f . (One can show existence of g′ as follows. By
definition of F there must be at least one triple g′ ∈ K that does not appear in F ∈ F, which by construction
satisfies g′ 6= f . If g′ = g then g′ ⊆ V (G) ⊆ V (J); otherwise g′ ∈ K \ (F ∪ {g}) ⊆ K ′ implies g′ ∈ J
due to B = K ′, establishing the claim.) Second, if V (K ′) 6⊆ V (F ′) then one can show that there exists
a triple h′ ∈ K ′ that intersects both X := V (K ′) \ V (F ′) and Y := (V (K ′) ∩ V (F ′)) \ f , which is not
in B = (K ′ ∩ F ′) ∪ (K ′ ∩ J) due to V (J) = f ∪ (V (K ′) \ V (F ′)), contradicting B = K ′. (One can show
existence of h′ as follows. First, using K ∈ F it is an easy exercise to verify that, for any vertex-setW ⊆ V (K)
with |W | ≤ 3 and any partition of V (K)\W into two nonempty parts X,Y , there is at least one triple h′ ∈ K
that intersects both X and Y . Second, applying this with W := V (K ′) ∩ f and X,Y as defined above, it
remains to verify that no triple in K \K ′ = {g, h} intersects both X and Y . This is trivial for h ⊆ V (F ′).
For g this is also trivial if g ∩ V (F ′) = ∅. Otherwise g ⊆ V (G) ⊆ V (J) and vA = 3 imply g ∩ V (F
′) ⊆ f , so
that |g ∩ V (F ′)| ≥ 1 enforces |g ∩ f | ≥ 1, which due to f ∩ (X ∪ Y ) = ∅ establishes the claim.)
Finally, we turn to the bound (58) for |W+f,F,k,K(i)|. Let F,K ∈ F. Let F
′ ⊂ F with |F ′| = k
and V (F ′) = V (F ). Let K ′ ⊂ K with |K ′| = eK − 2 and V (K
′) = V (K). Let H = F ′ ∪K ′ such that there
are triples f, h, g ∈
(
V (F ′)
3
)
such that
f, g, h 6∈ H, K ′ ∪ {g, h} = K, and F ′ ∪ {f, g, h} ⊆ F. (60)
We allow f = g, but we impose the conditions f 6= h and g 6= h. Our aim is to bound the number of
embeddings of H into Hi with the property that f maps onto a specified available triple of Hi. We thus
define G to be the empty hypergraph on vertex-set V (G) := f . We can now follow the argument for (57)
from the preceding paragraphs (essentially verbatim, exploiting in the final contradiction arguments that
here g ∈ K ∩ F ensures g′ 6= g, and that here g ⊆ V (F ′) implies g ∩X = ∅) to establish (58).
3.5.2 Fidelity estimates: Proof of Claim 3.1
Reinspecting Section 3.1, the random variables treated by Claim 3.1 satisfy
Υf (i) ≤
∑
L,K∈F
|Wf,L,eL−2,f,K(i)|, (61)
ΨF ′(i) :=
∑
f,g∈F ′∩Q(i):
f 6=g
∑
L,K∈F+
|Wf,L,eL−2,g,K(i)|, (62)
Λf,F,k−1(i) :=
∑
K∈F
|W+f,F,k−1,K(i)|. (63)
The estimates in Claim 3.1 now follow from Lemma 3.7 (since F ′ ∈ F implies |f ∩ g| ≤ 1 in (62), it is not
difficult to see that the ‘two diamonds’ case L,K ∈ F \ F+ only contributes O(1) to ΨF ′).
4 Concluding remarks
It would be interesting to further explore the high-girth triple-process and its connection with the random
triangle removal process. This removal process was originally formulated by Bolloba´s and Erdo˝s, who conjec-
tured that at the end Θ(n3/2) edges remain (recall that the remaining edges of the removal process correspond
to the terminal edge-set E(m) in the high-girth process with ℓ = 4, cf. Section 2). Bohman, Frieze, and Lu-
betzky [3] proved an approximate version of this conjecture, showing that typically n3/2+o(1) edges remain.
It is natural to conjecture that the same result also holds for the high-girth process, since obstructions on
more than 4 vertices have a negligible impact during the early evolution (see Remark 2.3 and Theorem 2.4).
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Conjecture 4.1. Let ℓ ≥ 4. Let the random variable m be the total number of steps in the high-girth
triple-process that produces a partial Steiner system with girth greater than ℓ. Then, with probability 1− o(1),(
n
2
)
− 3m = n3/2+o(1).
In this paper we showed that
(
n
2
)
−3m = O(n2−β), without making any attempt to optimize the constant β =
β(ℓ) > 0. As a first step towards Conjecture 4.1, there are two natural ways to improve β: (a) to sharpen
the hypergraph extension bound (46) by refining the simple union bound based inequality (47), and (b) to
establish self-correcting estimates for the key variables, as in random triangle removal [2, 3]. It would also
be interesting to understand (the early evolution of) the high-girth triple-process with ℓ = ℓ(n)→∞.
We close by noting that our results on the high-girth triple-process suggest a lower bound on the number
of high-girth Steiner triple systems, following the argument of Keevash on counting Steiner triple systems [18].
For concreteness, consider the case of ℓ = 6; so we are interested in counting the number of Steiner triple
systems on n vertices that contain no copy of the so-called Pasch configuration [15]. It follows from our
results that the number of choices at step i+ 1 of the process, for i = 0, . . . , (1− o(1))n2/6, is roughly
|Q(i)| ≈ qˆ(i/n2) ≈
n3
6
·
(
1−
6i
n2
)3
· exp
{
−
(
6i
n2
)3}
.
Assuming that we can establish sufficient control on the error terms, the number of ways to complete the
process is then (roughly) at least
N1 := exp

n
2
6
log
(
n3
6
)
+ 3
n2/6∑
i=1
log
(
1−
6i
n2
)
−
63
n6
n2/6∑
i=1
i3

 ≈ exp
{
n2
6
[
log
(
n3
6
)
− 3−
1
4
]}
.
On the other hand, a given Steiner triple system can be realized as roughly
N2 :=
(
n2
6
)
! ≈ exp
{
n2
6
[
log
(
n2
6
)
− 1
]}
sequences of this kind. If we assume that each triple system produced by the high-girth triple-process can
be completed to a Pasch-free Steiner triple system (which would require not only an affirmative answer of
the Erdo˝s–Question 1.1, but also a version for pseudo-random triple systems), then this suggests that the
number of Pasch-free Steiner triple systems is approximately at least
N1
N2
≈ exp
{
n2
6
[
logn− 2−
1
4
]}
=
(
n
e9/4
)n2
6
, (64)
and it would be interesting to know whether their number is indeed
(
(1 + o(1))n/e9/4
)n2/6
.
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