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Abstract
Let Pk(x1, . . . , xd) and Qk(x1, . . . , xd) be polynomials of degree nk for k = 1,2, . . . , d. Consider the
polynomial differential system in Rd defined by
x˙1 = −x2 + εP1(x1, . . . , xd) + ε2Q1(x1, . . . , xd ),
x˙2 = x1 + εP2(x1, . . . , xd ) + ε2Q2(x1, . . . , xd),
x˙k = εPk(x1, . . . , xd ) + ε2Qk(x1, . . . , xd ),
for k = 3, . . . , d.
Suppose that nk = n  2 for k = 1,2, . . . , d. Then, by applying the first order averaging method this
system has at most (n− 1)nd−2/2 limit cycles bifurcating from the periodic orbits of the same system with
ε = 0; and by applying the second order averaging method it has at most (n − 1)(2n − 1)d−2 limit cycles
bifurcating from the periodic orbits of the same system with ε = 0. We provide polynomial differential
systems reaching these upper bounds.
In fact our results are more general, they provide the number of limit cycles for arbitrary nk .
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These last years hundreds of papers studied the limit cycles of planar polynomial differential
systems, see [2] and the references quoted there. The main reason of these studies is the unsolved
16th Hilbert problem, see [5]. In particular many of theses papers studied the limit cycles bifur-
cating from the periodic orbits of a linear differential systems, i.e. from the periodic orbits of
a linear center. On the other hand we note that very few papers have been dedicated to study the
perturbation of the periodic orbits of a linear differential systems in Rd with d > 2 inside the
class of all polynomial differential systems of a given degree in Rd . This is the objective of this
work.
We consider the polynomial differential systems
x˙1 = −x2 + ε
n1∑
i1+···+id=1
ai1...id x
i1
1 · · ·xidd + ε2
n1∑
i1+···+id=1
Ai1...id x
i1
1 · · ·xidd ,
x˙2 = x1 + ε
n2∑
i1+···+id=1
bi1...id x
i1
1 · · ·xidd + ε2
n2∑
i1+···+id=1
Bi1...id x
i1
1 · · ·xidd ,
x˙k = ε
nk∑
i1+···+id=1
cki1...id x
i1
1 · · ·xidd + ε2
nk∑
i1+···+id=1
Cki1...id x
i1
1 · · ·xidd , (1)
for k = 3, . . . , d . The dot denotes derivative with respect to t . We note that the linear differential
system (1) with ε = 0 has the hyperplane x1 = x2 = 0 fulfilled of singular points, and the rest
of Rd is fulfilled of periodic orbits.
We want to study the maximum number of limit cycles of the polynomial differential sys-
tem (1) which bifurcate from the periodic orbits of the linear differential system (1) with ε = 0,
using the averaging theory of first and second order. The degree of the polynomial differential
system (1) is the maximum of the degrees of n1, n2, . . . , nd . We can assume without loss of
generality that n3  n4  · · · nd .
The main results of this paper are the following. As usual we denote the integer part function
of x as [x].
Theorem 1. Let d  2 and m = max{n1, n2} 2. By applying the first order averaging method to
the polynomial differential system (1) at most [(m − 1)/2]n3n4 · · ·nd limit cycles bifurcate from
the periodic orbits of the linear differential system (1) with ε = 0. This upper bound is reached.
The next result follows immediately from Theorem 1.
Corollary 2. Let d  2 and n1 = · · · = nd = n 2. By applying the first order averaging method
to the polynomial differential system (1) at most [(n − 1)/2]nd−2 limit cycles bifurcate from the
periodic orbits of the linear differential system (1) with ε = 0.
Corollary 2 was known in the particular cases d = 2 and d = 3, see Theorem 11 of [4], and
Theorem 3 of [3] respectively.
Theorem 3. Let d  2, m = max{n1, n2}  2 and n3  n4  · · ·  nd . By applying the second
order averaging method to the polynomial differential system (1) at most (m− 1)(2n3 − 1)(n3 +
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system (1) with ε = 0.
The following result follows easily from Theorem 3.
Corollary 4. Let d  2 and n1 = · · · = nd = n  2. By applying the second order averaging
method to the polynomial differential system (1) at most (n−1)(2n−1)d−2 limit cycles bifurcate
from the periodic orbits of the linear differential system (1) with ε = 0.
This paper is organized as follows. In Section 2 we recall the basic results on the averaging
theory of first and second order that we shall need. In Section 3 we write our polynomial differen-
tial systems in the normal form for applying the averaging theory. Theorems 1 and 3 are proved
in Sections 4 and 6 respectively. Two applications of theses theorems are given in Sections 5
and 7.
2. First and second order averaging method
The averaging theory of second order for studying specifically periodic orbits was developed
in [6] and later on in [1]. For an introduction to the first order theory of averaging for periodic
orbits see for instance [8]. We summarize these results as follows.
Consider the differential system
x˙(t) = εF 1(t, x) + ε2F 2(t, x) + ε3R(t, x, ε), (2)
where F 1,F 2 :R×D →Rn, R :R×D× (−εf , εf ) →Rn are continuous functions, T -periodic
in the first variable, and D is an open subset of Rn. Assume that the following hypotheses (i)
and (ii) hold.
(i) F 1(t, ·) ∈ C2(D), F 2(t, ·) ∈ C1(D) for all t ∈R, F 1, F 2, R, D2xF 1, DxF 2 are locally Lip-
schitz with respect to x, and R is twice differentiable with respect to ε.
We define Fk0 :D →Rn for k = 1,2,3 as
F 10(z) = 1
T
T∫
0
F 1(s, z) ds,
F 20(z) = 1
T
T∫
0
[
DzF
1(s, z) ·
s∫
0
F 1(t, z) dt + F 2(s, z)
]
ds.
(ii) For V ⊂ D an open and bounded set and for each ε ∈ (−εf , εf ) \ {0}, there exists aε ∈ V
such that F 10(aε) + εF 20(aε) = 0 and dB(F 10 + εF 20) = 0.
Then for |ε| > 0 sufficiently small there exists a T -periodic solution ϕ(·, ε) of the system such
that ϕ(0, ε) = aε .
The expression dB(F 10 + εF 20,V , aε) = 0 means that the Brouwer degree of the function
F 10 + εF 20 :V → Rn at the fixed point aε is not zero. A sufficient condition for the inequality
to be true is that the Jacobian of the function F 10 + εF 20 at aε is not zero.
If F 10 is not identically zero, then the zeros of F 10 + εF 20 are mainly the zeros of F 10 for ε
sufficiently small. In this case the previous result provides the averaging theory of first order.
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the zeros of F 20 for ε sufficiently small. In this case the previous result provides the averaging
theory of second order.
3. Averaging normal form
Doing the change to polar coordinates x1 = r cos θ , x2 = r sin θ , system (1) becomes
r˙ = ε
m∑
i1+···+id=1
ri1+i2xi33 · · ·xidd
(
ai1...id cos
i1+1 θ sini2 θ + bi1...id cosi1 θ sini2+1 θ
)
+ ε2
m∑
i1+···+id=1
ri1+i2xi33 · · ·xidd
(
Ai1...id cos
i1+1 θ sini2 θ + Bi1...id cosi1 θ sini2+1 θ
)
,
θ˙ = 1 + ε
m∑
i1+···+id=1
ri1+i2−1xi33 · · ·xidd
(
bi1...id cos
i1+1 θ sini2 θ − ai1...id cosi1 θ sini2+1 θ
)
+ ε2
m∑
i1+···+id=1
ri1+i2−1xi33 · · ·xidd
(
Bi1...id cos
i1+1 θ sini2 θ − Ai1...id cosi1 θ sini2+1 θ
)
,
x˙k = ε
nk∑
i1+···+id=1
cki1...id r
i1+i2xi33 · · ·xidd cosi1 θ sini2 θ
+ ε2
nk∑
i1+···+id=1
Cki1...id r
i1+i2xi33 · · ·xidd cosi1 θ sini2 θ,
for k = 3,4, . . . , d . In these summations going up to m in the equations of r˙ and θ˙ the co-
efficients ai1...id and Ai1...id are zeros if n1 < n2 and n1 < i1 + · · · + id  n2, and the coeffi-
cients bi1...id and Bi1...id are zeros if n2 < n1 and n2 < i1 + · · · + id  n1.
Taking as independent variable θ instead of t , the system can be written as
dr
dθ
= εF 11 (θ, r, x3, . . . , xd) + ε2F 21 (θ, r, x3, . . . , xd) + O
(
ε3
)
,
dxk
dθ
= εF 1k (θ, r, x3, . . . , xd) + ε2F 2k (θ, r, x3, . . . , xd) + O
(
ε3
)
, (3)
for k = 3, . . . , d , where
F 11 =
m∑
i1+···+id=1
ri1+i2xi33 · · ·xidd
(
ai1...id cos
i1+1 θ sini2 θ + bi1...id cosi1 θ sini2+1 θ
)
,
F 21 =
m∑
i1+···+id=1
ri1+i2xi33 · · ·xidd
(
Ai1...id cos
i1+1 θ sini2 θ + Bi1...id cosi1 θ sini2+1 θ
)
−
[
m∑
i1+···+id=1
ri1+i2xi33 · · ·xidd
(
ai1...id cos
i1+1 θ sini2 θ + bi1...id cosi1 θ sini2+1 θ
)]
×
[
m∑
rj1+j2−1xj33 · · ·xjddj1+···+jd=1
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]
,
F 1k =
nk∑
i1+···+id=1
cki1...id r
i1+i2xi33 · · ·xidd cosi1 θ sini2 θ,
F 2k =
nk∑
i1+···+id=1
Cki1...id r
i1+i2xi33 · · ·xidd cosi1 θ sini2 θ
−
[
nk∑
i1+···+id=1
cki1...id r
i1+i2xi33 · · ·xidd cosi1 θ sini2 θ
]
×
[
m∑
j1+···+jd=1
rj1+j2−1xj33 · · ·xjdd
× (bj1...jd cosj1+1 θ sinj2 θ − aj1...jd cosj1 θ sinj2+1 θ)
]
,
for k = 3, . . . , d .
4. Proof of Theorem 1
Before doing the proof of Theorem 1, we recall the Bezout theorem which will be used later
on. For a proof of this result see [7].
Theorem 5 (Bezout theorem). Let qj be polynomials in the variables (x1, . . . , xd) of degree dj
for j = 1, . . . , d . Consider the following polynomial system
q1(x1, . . . , xd) = 0, . . . , qd(x1, . . . , xd) = 0,
where (x1, . . . , xd) ∈Rd . If the number of solutions of this system is finite, then it is bounded by
d1 · · ·dn.
We apply the first order averaging method, see Section 2, for more details. We must find the
zeros of the system
F 101 (r, x3, . . . , xd) = 0, F 10k (r, x3, . . . , xd) = 0, for k = 3, . . . , d, (4)
where
F 101 =
n1∑
i1+···+id=1
ai1...id r
i1+i2xi33 · · ·xidd
2π∫
0
cosi1+1 θ sini2 θ dθ
+
n2∑
i1+···+id=1
bi1...id r
i1+i2xi33 · · ·xidd
2π∫
0
cosi1 θ sini2+1 θ dθ,
F 10k =
nk∑
i +···+i =1
cki1...id r
i1+i2xi33 · · ·xidd
2π∫
cosi1 θ sini2 θ dθ,
1 d 0
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2π∫
0
cosi θ sinj θ dθ =
{
0 if i or j is odd,
= 0 otherwise.
Then we have the system
F 101 =
m∑
i1+···+id=1
i1 odd, i2 even
a˜i1...id r
i1+i2xi33 · · ·xidd +
m∑
i1+···+id=1
i1 even, i2 odd
b˜i1...id r
i1+i2xi33 · · ·xidd ,
F 10k =
nk∑
i1+···+id=1
i1 even, i2 even
c˜ki1...id r
i1+i2xi33 · · ·xidd ,
for k = 3, . . . , d , where
a˜i1...id = ai1...id
2π∫
0
cosi1+1 θ sini2 θ dθ,
b˜i1...id = bi1...id
2π∫
0
cosi1 θ sini2+1 θ dθ,
c˜i1...id = ci1...id
2π∫
0
cosi1 θ sini2 θ dθ. (5)
The variables of system (4) are (r, x3, . . . , xd). The variable r appears in the first equation of
system (4) as a common factor of a polynomial in the variable r2 with coefficients polynomials
in the variables (x3, . . . , xd). Moreover the variable r appears in other equations of system (4)
always through r2. Since r = 0 is not a solution which can provide limit cycles we omit it. So
if (r, x3, . . . , xd) with r = 0 is a solution of system (4), then (−r, x3, . . . , xd) is also a solution
of (4). We omit this last solution because r must be positive. The first equation of this system has
degree m − 1 after removing the common factor r . The others equations of (4) have degree nk
for k = 3, . . . , d .
We note that the polynomials in the variables (r, x3, . . . , xd) of system (4) have arbitrary
coefficients playing with the coefficients of the perturbed polynomial differential system, see (5).
Therefore, by applying Bezout theorem to system (4) and taking into account that we only are
interested in solutions of the form (r > 0, x3, . . . , xd), we find that the number of the solutions
is bounded by [(m − 1)/2]n3n4 · · ·nd . This completes the proof of Theorem 1.
5. An application of Theorem 1
We consider the polynomial differential system in R3 defined by
x˙1 = −x2 + ε
(−x1 + x1x22 + x1x3/2),
x˙2 = x1,
x˙3 = ε
(
x3 − x3
)
. (6)3
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we obtain that system (4) becomes
F 101 (r, x3) =
1
8
r
(
r2 + 2x3 − 4
)
,
F 301 (r, x3) = −(x3 − 1)x3(x3 + 1).
This system possesses exactly three solutions (r, x3) with r > 0, namely (
√
6,−1), (2,0) and
(
√
2,1). The Jacobian ∂(F 101 ,F
30
1 )/∂(r, x3) at each of theses solutions is −3, 1 and −1, respec-
tively. Hence by Section 2 and Theorem 1 the polynomial differential system has m = 2 and
[(m − 1)/2]n3 = 3 limit cycles bifurcating from the periodic orbits of system (6) with ε = 0.
In short the polynomial differential system (6) reaches the maximum number of limit cycles
under the assumptions of Theorem 1.
6. Proof of Theorem 3
To apply the second order averaging method, first we must do
F 101 (r, x3, . . . , xd) ≡ 0, F 10k (r, x3, . . . , xd) ≡ 0, for k = 3, . . . , d.
That is we must do ai1...id = 0 for i1 odd, i2 even; bi1...id = 0 for i1 even, i2 odd; and cki1...id = 0
for i1 even, i2 even and k = 3, . . . , d .
We must compute
F 20(r, x3, . . . , xd) = 12π
2π∫
0
[
DF 1(θ, r, x3, . . . , xd)
θ∫
0
F 1(t, r, x3, . . . , xd) dt
+ F 2(θ, r, x3, . . . , xd)
]
dθ, (7)
where
F 1(θ, r, x3, . . . , xd) =
⎛
⎜⎜⎜⎝
F 11 (θ, r, x3, . . . , xd)
F 13 (θ, r, x3, . . . , xd)
...
F 1d (θ, r, x3, . . . , xd)
⎞
⎟⎟⎟⎠ ,
DF 1(θ, r, x3, . . . , xd) =
⎛
⎜⎜⎜⎜⎜⎝
∂F 11
∂r
∂F 11
∂x3
· · · ∂F 11
∂xd
∂F 13
∂r
∂F 13
∂x3
· · · ∂F 13
∂xd
...
...
...
∂F 1d
∂r
∂F 1d
∂x3
· · · ∂F 1d
∂xd
⎞
⎟⎟⎟⎟⎟⎠ ,
and
F 2(θ, r, x3, . . . , xd) =
⎛
⎜⎜⎜⎝
F 21 (θ, r, x3, . . . , xd)
F 23 (θ, r, x3, . . . , xd)
...
F 2d (θ, r, x3, . . . , xd)
⎞
⎟⎟⎟⎠ .
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F 20(r, x3, . . . , xd) =
⎛
⎜⎜⎜⎝
F 201 (r, x3, . . . , xd)
F 203 (r, x3, . . . , xd)
...
F 20d (r, x3, . . . , xd)
⎞
⎟⎟⎟⎠ , (8)
satisfies that F 201 is a polynomial of degree  2m − 1 in the variable r and of degree
 m + n3 − 1 in the variables x3, . . . , xd , and that for k = 3, . . . , d the polynomials F 20k have
degree m + nk − 1 in the variable r and of degree  n3 + nk − 1 in the variables x3, . . . , xd .
Moreover for some systems (3) the inequalities  2m − 1 and  n3 + nk − 1 become equalities.
Proof. From expression (7) and taking into account the degrees of the polynomials F 1k (θ, r,
x3, . . . , xd) and F 2k (θ, r, x3, . . . , xd) in the variables r, x3, x4, . . . , xd with coefficients trigono-
metric polynomials in the variables cos θ and sin θ , it follows easily that the components of the
vectorial function F 20(r, x3, . . . , xd) are polynomials in the variables (r, x3, . . . , xd) such that the
degree of F 201 is a polynomial of degree  2m − 1 in the variable r and of degree m + n3 − 1
in the variables x3, . . . , xd , and that the degree of F 20k is mk  max{m + nk,n3 + nk} − 1 for
k = 3, . . . , d .
In order to complete the proof of the proposition we need to show that the inequalities
 2m − 1 and mk  max{m + nk,n3 + nk} − 1 are equalities for some systems (3). In order
to simplify the computations we provide a family of polynomial differential systems (1) where
the equalities are reached for d = 3, but this family for d = 3 can be extended to d > 3. Thus
consider the polynomial differential systems
x˙1 = −x2 + ε
n1∑
i+j=1
aij x
i
1x
j
2 + ε2A1x1,
x˙2 = x1 + εxn33 ,
x˙3 = εx1
n3−1∑
i=1
cix
i
3 + ε2
n3∑
i=1
Cix
i
3. (9)
For this system we can take the coefficients aij in such a way that the vectorial function
(F 101 (r, x3),F
10
3 (r, x3)) defined in Section 2 be identically zero. So we need to compute the
function (F 201 (r, x3),F
20
3 (r, x3)) for studying the periodic orbits of system (9) using the averag-
ing method of second order. Then, after some tedious computations, we obtain that
F 201 (r, x3) = r
(
a0A1 +
m−1∑
l=1
alr
2l
)
+ r
n3−2∑
l=1
clx
l
3,
F 203 (r, x3) =
n3∑
l=1
Clx
l
3 − xn33
n3−1∑
l=1
clx
l
3, (10)
where a0 is a non-zero real number, the al depend on the coefficients aij for l = 1, . . . ,m − 1,
and the cl depend on the coefficients aij and ci for l = 1, . . . , n3 − 2. Moreover, after doing the
explicit computations, it is easy to see that the coefficients of F 20 and of F 20 can take arbitrary1 3
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degree in x3 of F 203 is 2n3 − 1, the proposition follows. 
Proof of Theorem 3. By Section 2, for ε = 0 sufficiently small and for every zero (r∗, x∗3 ,
. . . , x∗d ) of the vectorial function F 20(r, x3, . . . , xd) such that
det
(
∂(F 11 ,F
1
3 , . . . ,F
1
d )
∂(r, x3, . . . , xd)
∣∣∣∣
(r,x3,...,xd )=(r∗,x∗3 ,...,x∗d )
)
= 0, (11)
there is a periodic orbit (r(θ, ε), x3(θ, ε), . . . , xd(θ, ε)) of system (3) such that (r(0, ε), x3(0, ε),
. . . , xd(0, ε)) → (r∗, x∗3 , . . . , x∗d ) when ε → 0.
We consider the cylinderR×S1 defined by the coordinates (r, θ). We have done to system (1),
first the change to polar coordinates x1 = r cos θ and x2 = r sin θ with r > 0, and after we have
taken as independent variable the variable θ . In this way system (1) became system (3). But if
we do to system (1), first the change to coordinates x1 = −r cos θ and x2 = −r sin θ with r > 0,
and after we take as independent variable the variable θ , we again obtain system (3). This can be
understood as follows. The space
R
d \ {(0,0, x3, . . . , xd): (x3, . . . , xd) ∈Rd−2} (12)
with coordinates (x1, . . . , xd) is transformed under the first change of coordinates into the
product space of the open half cylinder R × S1 with r > 0 times Rd−2 with coordinates
(r > 0, θ, x3, . . . , xd). Recall that the change to polar coordinates is not defined in the sub-
set {(0,0, x3, . . . , xd): (x3, . . . , xd) ∈ Rd−2} of Rd . With the second change of coordinates the
space (12) is transformed into the product space of the open half cylinder R × S1 with r < 0
times Rd−2 with coordinates (r < 0, θ, x3, . . . , xd). Therefore we have two copies of system (1)
on the product space of the cylinder R×S1 times Rd−2, one copy in r > 0 and the other in r < 0.
The singular point of (0, . . . ,0) of Rd for the flow of system (1) blows up into the periodic orbit
(0, θ,0, . . . ,0) of system (3).
Now due to the fact that we have two copies of system (1) inside system (3) considered
in the whole space R × S1 × Rd−2, one in r > 0 and the other in r < 0, it follows that if
the zero (r∗ > 0, x∗3 , . . . , x∗d ) of F 20(r, x3, . . . , xd) provides a periodic orbit of system (3),
then (−r∗ < 0, x∗3 , . . . , x∗d ) also must be a zero of F 20(r, x3, . . . , xd). Moreover the periodic
orbit (0, θ,0, . . . ,0) of system (3) corresponds to the zero (r∗ = 0, x∗3 = 0, . . . , x∗d = 0). In
short, by Proposition 6 it follows that the first component of the polynomial vectorial func-
tion F 20(r, x3, . . . , xd) can have at most m − 1 solutions for r . Since by Bezout theorem the
remainder components of F 20 can have at most (2n3 − 1)(n3 + n4 − 1) · · · (n3 + nk − 1) ze-
ros for (x3, . . . , xd), it follows that the maximum number of zeros of the vectorial function
F 20(r, x3, . . . , xd) is (m − 1)(2n3 − 1)(n3 + n4 − 1) · · · (n3 + nk − 1). Hence the first part of
Theorem 3 is proved.
We shall prove now that the upper bound (m − 1)(2n3 − 1)(n3 + n4 − 1) · · · (n3 + nk − 1)
for the number of limit cycles bifurcating from the periodic orbits of the linear differential sys-
tem (1) with ε = 0 is reached for convenient systems (1). We shall prove this for d = 3, and
in a similar way but with more tedious computations can be proved for d > 3. Consider the
polynomial differential system (9). Then we must study the number of zeros (r∗, x∗3 ) of system
(F 201 (r, x3),F
20
3 (r, x3)) = (0,0) given by (10) such that the determinant (11) is not zero. Clearly
from the equation F 203 (r, x3) = 0 we can get 2n3 − 1 solutions for x∗3 , and for every one of these
solutions from the equation F 20(r, x3) = 0 we can obtain 2m − 1 solutions r∗. But from these1
J. Llibre, A. Makhlouf / Bull. Sci. math. 133 (2009) 578–587 587solutions r∗ only m − 1 can have r∗ > 0. An explicit example with n1 = n2 = n3 = 3 is given in
Section 7. So in total we can obtain (m − 1)(2n3 − 1). 
7. An application of Theorem 3
We consider the following particular case of the polynomial differential system (9) in R3
defined by
x˙1 = −x2 + ε
(
5x1x2 + 5x22 + x31 + x21x2 − 3x1x22
)− ε278x1,
x˙2 = x1 + εx33 ,
x˙3 = εx1x23 − ε2
(
4x3 − 5x33
)
. (13)
This system corresponds to system (1) when d = 3, n1 = 3, n2 = 3 and n3 = 3. For system (13)
we obtain that system (4) becomes
F 101 (r, x3) ≡ 0, F 103 (r, x3) ≡ 0.
We apply the second averaging method and we obtain that
F 201 (r, x3) =
1
16
r
(−624 + 50r2 − r4 + 24x43),
F 203 (r, x3) = −(−2 + x3)(−1 + x3)x3(1 + x3)(2 + x3). (14)
This polynomial system possesses (m − 1)(2n3 − 1) = 2 · 5 = 10 solutions (r, x3) with r > 0,
namely:
(
√
25 − √385,±2), (
√
25 + √385,±2), (2√5,±1), (√30,±1),
(2
√
6,0), (
√
26,0).
The Jacobian ∂(F 201 ,F
20
3 )/∂(r, x3) at these ten solutions takes the values:
30(77 − 5√385 ), 30(77 + 5√385 ), 150, −225, −24, 26,
respectively. Hence, by Section 2 and Theorem 3, the polynomial differential system (13) has
10 limit cycles bifurcating from the periodic orbits of system (13) with ε = 0.
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