Abstract-We introduce a new class of (dynamical) systems that inherently capture cascading effects (viewed as consequential effects) and are naturally amenable to combinations. We develop an axiomatic general theory around those systems, and guide the endeavor towards an understanding of cascading failure. The theory evolves as an interplay of lattices and fixed points, and its results may be instantiated to commonly studied models of cascade effects.
I. INTRODUCTION
Cascade effects refer to situations where the expected behavior governing a certain (sub)system appears to be enhanced as this component is embedded into a greater system. The effects of change in a subsystem may pass through interconnections and enforce an indirect change on the state of any remote subsystem. As such effects are pervasive -appearing in various scenarios of ecological systems, communication infrastructures, financial networks, power grids and societal networks -there is an interest (and rather a need) to understand them. Models are continually proposed to capture instances of cascading behavior, yet the universal properties of this phenomenon remain untouched. Our goal is to capture some essence of cascade effects, and develop an axiomatic theory around it.
A reflection on such a phenomenon reveals two informal aspects of it. The first aspect uncovers a notion of consequence relation that seemingly drives the phenomenon. Capturing chains of events seems to be inescapably necessary. The second aspect projects cascade effects onto a theory of subsystems, combinations and interaction. We should not expect any cascading behavior to occur in isolation.
The line of research will be pursued within the context of systemic failure, and set along a guiding informal question. When handed a system of interlinked subsystems, when would a small perturbation in some subsystems induce the system to failure? The phenomenon of cascade effects (envisioned in this paper) restricts the possible systems to those satisfying posed axioms. The analysis of cascade effects shall be perceived through an analysis on these systems.
We introduce a new class of (dynamical) systems that inherently capture cascading effects (viewed as consequential effects) and are naturally amenable to combinations. We develop a general theory around those systems, and guide the endeavor towards an understanding of cascading failure. The theory evolves as an interplay of lattices and fixed points, and its results may be instantiated to commonly studied models of cascade effects.
Our Systems
The systems will be motivated through an elementary example. This example is labeled M.0 and further referred to throughout the paper.
Let G(V, A) be a digraph, and define N (S) ⊆ V to be the set of nodes j with (i, j) ∈ A and i ∈ S. A vertex is of one of two colors, either black or white. The vertices are initially colored, and X 0 denotes the set of black colored nodes. The system evolves through discrete time to yield X 1 , X 2 , · · · sets of black colored nodes. Node i is colored black at step m+1 if any of its neighbors j with i ∈ N (j) is black at step m. Once a node is black it remains black forever.
Our systems will consist of a collection of states along with internal dynamics. The collection of states is a finite set P . The dynamics dictate the evolution of the system through the states and are governed by a class of maps P → P . The state space in M.0 is the set 2 V where each S ⊆ V identifies a subset of black colored nodes; the dynamics are dictated by g : X → X ∪ N (X) as X m+1 = gX m .
We intuitively consider some states to be worse or less desirable than others. The color black may be undesirable in M.0, representing a failed state of a node. State S is then considered to be worse than state T if it includes T . We formalize this notion by equipping P with a partial order ≤. The order is only partial as not every pair of states may be comparable. It is natural to read a ≤ b in this paper as b is a worse (or less desirable) state than a. The state space 2 V in M.0 is ordered by set inclusion ⊆.
We expect two properties from the dynamics driving the systems. We require the dynamics to be progressive. The system may only evolve to a state considered less desirable than its initial state. We also require undesirability to be preserved during an evolution. The less desirable the initial state of a system is, the less desirable the final state (that the system evolves to) will be. We force each map f : P → P governing the dynamics to satisfy two axioms:
The map X → X ∪ N (X) in M.0 satisfies both A.1 and A.2 as S ⊂ S ∪ N (S), and
Our interest lies in the limiting outcome of the dynamics, and the understanding we wish to develop may be solely based on the asymptotic behavior of the system. In M.0, we are interested in the set X m for m large enough as a function of X 0 . As V is finite, it follows that X m = X |V | for m ≥ |V |. We are thus interested in the map g |V | : X 0 → X |V | . More generally, as iterative composition of a map satisfying A.1 and A.2 eventually yields idempotent maps, we equip the self-maps f on P with a third axiom: A.3 If a ∈ P , then f f a = f a. Our class of interest is the (self-)maps (on P ) satisfying the axioms A.1, A.2 and A.3. Each system will be identified with one such map. The system generated from an instance of M.0 corresponds to the map X 0 → X |V | .
The axioms A.1, A.2 and A.3 naturally permeate a number of areas of mathematics and logic. Within metamathematics and (universal) logic, Tarski introduced these three axioms (along with supplementary axioms) and launched his theory of consequence operator (see [9] and [11] ). He aimed to provide a general characterization of the notion of deduction. As such, if S represents a set of statements taken to be true (i.e. premises), and Cn(S) denotes the set of statements that can be deduced to be true from S, then Cn (as an operator) obeys A.1, A.2 and A.3. Many familiar maps also adhere to the axioms. As examples, we may consider the function that maps (i) a subset of a topological space to its topological closure, (ii) a subset of a vector space to its linear span, (iii) a subset of an algebra (e.g. group) to the subalgebra (e.g. subgroup) it generates, (iv) a subset of a Euclidean nspace to its convex hull. Such functions may be referred to as closure operators (see e.g., [1] , [2] , [7] and [12] ), and are typically objects of study in universal algebra.
Goal and Contribution of the Paper
This paper has three goals. The first is to introduce and motivate the class of systems. The second is to present some properties of the systems, and develop preliminary tools for the analysis. The third is to construct a setup for cascading failure, and illustrate initial insight into the setup. The paper will not deliver an exhaustive exposition. It will introduce the concepts and augment them with enough results to allow further development.
We illustrate the contribution through M.0. We define f and g to be the systems derived from two instances (V, A) and (V, A ) of M.0.
We establish that our systems are uniquely identified with their set of fixed points. We can reconstruct f knowing only the sets S containing N (S) (i.e. the fixed points of f ) with no further information on (V, A). We further provide a complete characterization of the systems through the fixed points. The characterization yields a remarkable conceptual and analytical simplification in the study.
We equip the systems with a lattice structure, uncover operators (+ and ·) and express complex systems through formulas built from simpler systems. The + operator combines the effect of systems, possibly derived from different models. The system f + g, as an example, is derived from (V, A ∪ A ). The · operator projects systems onto each other allowing, for instance, the recovery of local evolution rule. We fundamentally aim to extract properties of f + g and f · g through properties of f and g separately. We show that + and · lend themselve to well behaved operations when systems are represented through their fixed-points.
We draw a connection between shocks and systems, and enhance the theory with a notion of failure. We show that minimal shocks (that fail a system h) exhibit a unique property that uncovers complement subsystems in h, termed weaknesses. A system is shown to be injectively decomposed into its weaknesses, and any weakness in h+h cannot result but from the combination of weaknesses in h and h .
We introduce a notion of µ-rank of a system-akin to the (analytic) notion of a norm as used to capture the energy of a system-and show that such a notion is unique should it adhere to natural principles. The µ-rank is tied to the number of connected components in (V, A) when A is symmetric.
We finally set to understand the minimal amount of effort required to fail a system, termed resilience. Weaknesses reveal a dual (equivalent) quantity, termed fragility, and further puts resilience and µ-rank on comparable grounds. The fragility is tied to the size of the largest connected component in (V, A) when A is symmetric. It is thus possible to formally define high ranked systems that are not necessarily fragile. The combination of systems sets a limit on the amount of fragility the new system inherits. Combining two subsystems cannot form a fragile system, unless one of the subsystems is initially fragile.
Outline of the Paper
Section II presents mathematical preliminaries. We characterize the systems in Section III, and equip them with the operators in Section IV. We consider cascading failure and resilience in Section V, and conclude with some remarks in Section VI.
II. MATHEMATICAL PRELIMINARIES
A partially ordered set or poset (P, ≤) is a set P equipped with a (binary) relation ≤ that is reflexive, antisymmetric and transitive. The element b is said to cover a denoted by a ≺ b if a ≤ b and there is no c such that a ≤ c and c ≤ b. A poset P is graded if, and only if, it admits a rank function ρ such that ρ(a) = 0 if a is minimal and ρ(a ) = ρ(a) + 1 if a ≺ a . The poset (P, ≤) is said to be a lattice if every pair of elements admits a greatest lower bound (meet) and a least upper bound (join) in P . We define the operators ∧ and ∨ that sends a pair to their meet and join respectively. The structures (P, ≤) and (P, ∧, ∨) are then isomorphic. The pair (a, b) is said to be a modular pair if c ∨ (a ∧ b) = (c ∨ a) ∧ b whenever c ≤ b.
Notation: We denote f (g(a)) by f ga, the composite f f by f 2 , and the inverse map of f by f −1 . We also denote f (i) by f i when convenient.
III. THE CLASS OF SYSTEMS
The state space is taken to be a finite lattice (P, ≤). We consider in this paper only posets (P, ≤) that are lattices, as opposed to arbitrary posets. It is natural to read a ≤ b in this paper as b is a worse (or less desirable) state than a. The meet (glb) and join (lub) of a and b will be denoted by a ∧ b and a ∨ b respectively. A minimum and maximum element exist in P (by finiteness) and will be denoted byp andp respectively.
A system is taken to be a map f : P → P satisfying:
The set of such maps is denoted by L P or simply by L when P is irrelevant to the context. This set is necessarily finite as P is finite.
Note on Finiteness: Finiteness is not essential to the development in the paper; completeness can be used to replace finiteness when needed. We restrict the exposition in this paper to finite cases to ease non-necessary details. As every finite lattice is complete, we will make no mention of completeness throughout.
A. Models and Examples
The axioms A.1 and A.2 hold for typical "models" adopted for cascade effects. We present three models (in addition to M.0 provided in Section I) supported on the Boolean lattice, two of which -M.1 and M.3 -are standard examples (see [3] , [5] and [6] ). It can be helpful to identify a set 2 S with the set of all black and white colorings on the objects of S. M.1 Given a digraph over a set S or equivalently a map N : S → 2 S , a map k : S → N and a subset X 0 of S, let X 1 , X 2 , · · · be subsets of S recursively defined such that i ∈ X m+1 if, and only if, either
S for some set S, a map k : C → N and a subset X 0 of S, let X 1 , X 2 , · · · be subsets of S recursively defined such that i ∈ X m+1 if, and only if, either there is a C ∈ C containing i such that |C ∩ X m | ≥ k c or i ∈ X m . M.3 Given a collection φ 1 , · · · , φ n of monotone maps from 2 S into {0, 1} (with 0 < 1) for some set S and a subset X 0 of S, let X 1 , X 2 , · · · be subsets of S recursively defined such that i ∈ X m+1 if, and only if, either φ i (X m ) = 1 or i ∈ X m . We necessarily have X |S| = X |S|+1 in the three cases above, and the map X 0 → X |S| is then in L 2 S . The dynamics depicted above may be captured in a more general form. M.4 Given a finite lattice L, an order-preserving map h :
We have x |L| = x |L|+1 and the map
The axioms allow greater variability if the state space is modified or augmented accordingly. Nevertheless, this paper is only concerned with systems of the above form.
Note on Realization: Modifications of instances of M.i (e.g. altering values of k in M.1) may not alter the system function. As the interest lies in understanding universal properties of final evolution states, the analysis performed should be invariant under such modifications. However, analyzing the systems directly through their form (as specified through M.0, M.1, M.2 and M.3) is bound to rely heavily on the representation used. Introducing the axioms and formalism enables an understanding of systems that is independent of their representation. It is then a separate question as to whether or not a system may be realized through some form, or whether or not restrictions on form translate into interesting properties on systems. Not all systems supported on the Boolean lattice can be realized through the form M.0, M.1 or M.2. However, every system in L 2 S may be realized through the form M.3.
B. The Fixed Points of the Systems
As each map in L sends each state to a respective fixed point, a grounded understanding of a system advocates an understanding of its fixed points. We develop such an understanding in this subsection, and characterize the systems through their fixed points. Let Φ be the map f → {a : f a = a} that sends a system to its set of fixed points.
Proposition 1: If f = g then Φf = Φg. It is obvious that each state is mapped to a fixed point; it is less obvious that, knowing only the fixed points, the system can be reconstructed uniquely. It seems plausible then to directly define systems via their fixed point, yet doing so inherently supposes an understanding of the image set of Φ.
Proposition 2: If f ∈ L P , thenp ∈ Φf . Furthermore, Proposition 3: If a, b ∈ Φf , then a ∧ b ∈ Φf . In fact, the properties in Propositions 2 and 3 fully characterizes the image set of Φ.
Proposition 4: If S ⊆ P is closed under ∧ and containŝ p, then Φf = S for some f ∈ L P .
It follows from Propositions 2 and 3 that Φf forms a lattice under the induced order ≤. This conclusion coincides with that of Tarski's fixed point theorem (see [10] ). However, one additional structure is gained over arbitrary order-preserving maps. Indeed, the meet operation of the lattice (Φf, ≤) coincides with that of the lattice (P, ≤).
Example: Let f : 2 V → 2 V be the system derived from an instance (V, A) of M.0. The fixed points of f are the sets S ⊆ V such that S ⊇ N (S). If S and T are fixed points of f , then S ∩ T is a fixed point of f . Indeed, the set S ∩ T contains N (S ∩ T ). The map f sends each set T to the intersection of all sets S ⊇ T ∪ N (S). Although every subsets C of 2 V closed under ∩ and containing V can form a system, it will not always be possible to find a digraph where C coincides with the sets S ⊇ N (S). The model M.0 is not complex enough to capture all possible systems.
The space L is thus far only a set, with no further mathematical structure. The theory becomes lively when elements of L become related.
IV. THE LATTICE OF SYSTEMS
The theory of cascade effects presented in this paper is foremost a theory of combinations and interconnections. As such, functions shall be treated in relations to each other. The notion of desirability on states introduced by the partial order translates to a notion of desirability on systems. We envision that systems combined together should form less desirable systems, i.e. systems that more likely to evolve to less desirable states. Defining an order on the maps is natural to formalize such an intuition. We define the relation ≤ on L, where f ≤ g if, and only if, f a ≤ ga for each a.
Proposition 5: The relation ≤ is a partial order on L, and the poset (L, ≤) is a lattice.
We may then deduce join and meet operations denoted by + (combine) and · (project) respectively.
then f + g is the least fixed point of the map h → (f g)h(f g). As P is finite, it follows that f + g = (f g) |P | . The lattice L P has a minimum and a maximum as it is finite. The minimum element (denoted by 0 or 0 p ) corresponds to the identity map a → a. The maximum (by 1 or 1 p ) corresponds to a →p.
A. Interpretation and Examples
The + operator yields the most desirable system incorporating the effect of both of its operands. The · operator dually yields the least desirable system whose effects are contained within both of its operands. Their use and significance is partially illustrated through the following four examples. Example 1. Overview on M.0: Let f and f be systems derived from instances (V, A) and (V, A ) of M.0. If A ⊆ A, then f ≤ f . If A and A are non-comparable, an inequality may still hold as different digraphs may give rise to the same system. The system f +f is the system derived from (V, A∪ A ). The system f · f is, however, not necessarily derived from (V, A ∩ A ). If (V, A) is a directed cycle and (V, A ) is the same cycle with the arcs reversed, then f = f while (V, A ∩ A ) is the empty graph and yields the 0 system. Example 2. Combining Update Rules: Given a set S, consider a subset N i ⊆ S and an integer k i for each i ∈ S. Construct a map f i that maps X to X ∪ {i} if |X ∩ N i | ≥ k i and to X otherwise. Finally, define the map f = f 1 +· · ·+f n . The map f can be realized by an instance of M.1, and each of the f i corresponds to a local evolution rule.
Example 3. Recovering Update Rules: Given the setting of the previous example, define the map e i : X → X ∪ {i}. This map enables the extraction of a local evolution rule. Indeed, i ∈ (f · e i )X 0 if, and only if, i ∈ f X 0 . However, if j = i, then j ∈ (f · e i )X 0 if, and only if, j ∈ X 0 . It can be proved that f = f · e 1 + · · · + f · e n . The system f can be realized as a combination of evolution rules, each governing the behavior of only one element of S.
Example 5. Closure under Meet and Join: If f and g are derived from instances of M.1, then neither f +g nor f ·g are guaranteed to be realizable as instances of M.1. If they are derived from instances of M.2, then only f + g is necessarily realizable as an instance of M.2. As all systems (over the Boolean lattice) can be realized as instances of M.3, both f + g and f · g can always be realized as instances of M.3.
B. Effect of the Operators on Fixed Points
The fixed point characterization uncovered thus far is independent of the order on L P . The map Φ : f → {a : f a = a} is also well behaved with respect to the + and · operations.
Combination and projection lend themselves to simple operations when the maps are viewed as a collection of fixed points. Working directly in ΦL will yield a remarkable conceptual simplification.
C. Summary on Fixed Points: The Isomorphism Theorem
Let F be the collection of all S ⊆ P such thatp ∈ S and a ∧ b ∈ S if a, b ∈ S. Ordering F by reverse inclusion ⊇ equips it with a lattice structure. The join and meet of S and T in F are, respectively, set intersection S ∩ T and set meet S ∧ T = {a ∧ b : a ∈ S and b ∈ T }. The set S ∧ T may also be obtained by taking the union of S and T and closing the set under ∧.
Theorem 1: The map Φ : f → {a : f a = a} defines an isomorphism between (L, ≤, +, ·) and (F, ⊇, ∩, ∧).
Such a result is well known in the study of closure operators, and is relatively simple. Nevertheless, the implications of it on the theory at hand can be remarkable. Our systems will be interchangeably used as both maps and subsets of P . The isomorphism enables a conceptual simplification, that enables emerging objects to be interpreted as systems exhibiting cascade effects.
V. SHOCKS, FAILURE AND RESILIENCE
The theory will be interpreted within cascading failure. The informal goal is to derive conditions and insight determining whether or not a system hit by a shock would fail. Such a statement requires at least three terms -hit, shock and fail -to be defined.
A. A Notion of Shock
Enforcing a shock on a system would intuitively yield an evolved system incorporating the effects of the shock. Forcing such an intuition onto the identity system leads us to consider shocks as systems themselves. Any shock s is then an element of L P . Two types of shocks may further be considered. Push shocks evolve statep to some state a. Pull shocks evolve some state a directly top. Allowing arbitrary + and · combinations of such systems generates L. The set of shocks is then considered to be the set L.
Shocks trivially inherit all properties of systems, and can be identified with their fixed points as subsets of P . Finally, a shock s hits a system f to yield the system f + s.
Examples of shocks: One example of shocks (realized through the form of M.i) inserts element to the initial set X 0 to obtain X 0 . This shock corresponds to the (least) map in L that sends ∅ to X 0 . Equivalently, this shock has as a set of fixed points the principal upper order ideal of the lattice P generated by the set X 0 (i.e. the fixed points are all, and only, the sets containing X 0 ). Further shocks may be identified with decreasing k i or adding an element j to N i for some i.
Remark: It will often be required to restrict the space of shocks. There is no particular reason to do so now, as any shock can be well justified, for instance, in the setting of M.3. We may further wish to keep the generality to preserve symmetry in the problem, just as we are not restricting the set of systems.
B. A Notion of Failure
A shock is considered to fail a system if the mechanisms of the shock combined with those of the system evolve the most desirable state to the least desirable state. Shock s fails system f if, and only if, s + f = 1.
In the context of M.i, failure occurs when X |S| contains all the elements of S. This notion of failure is not restrictive as it can simulate other notions. As an example, for C ⊆ P , define u C ∈ L to be the least system that maps a top if a ∈ C. Suppose shock s "fails" f if (f + s)a ≥ c for some c ∈ C and all a. Then s "fails" f if, and only if, f + s + u c = 1. The notion may further simulate notions of failure arising from monotone propositional sentences. If we suppose that (s 1 , s 2 , s 3 ) "fails" (f 1 , f 2 , f 3 ) if (s 1 fails f 1 ) and (either s 2 fails f 2 or s 3 fails f 3 ), then there is a map ψ into L such that (s 1 , s 2 , s 3 ) "fails" (f 1 , f 2 , f 3 ) if, and only if, ψ(s 1 , s 2 , s 3 ) + ψ(f 1 , f 2 , f 3 ) = 1. We can generally construct a monomorphism ψ : L P ×L Q → L P ×Q such that s+f = 1 and (or) t + g = 1 if, and only if, ψ(s, t) + ψ(f, g) = 1.
C. Minimal Shocks and Weaknesses of Systems
We set to understand the class of shocks that fail a system. We define the collection S f :
As a direct consequence of Theorem 1, we get:
Corollary 1: Shock s belongs to S f if, and only if, Φf ∩ Φs = {p} For instances of M.i, it is often a question as to whether or not there is some X 0 with at most k elements, where all elements are contained in the final set X |S| . Such a set exists if, and only if, for some set X of size k, all sets containing it are non-fixed points (with the exception of S).
If s ≤ s and s ∈ S f , then s ∈ S f . Thus, an understanding of S f may come from an understanding of its minimal elements. We then focus on the minimal shocks that fail a system f , and denote the set of those shocks byŠ f :
A map f ∈ L P will be called nice if P − Φf is closed under ∧. A nice map f is naturally complemented in the lattice, and we define ¬f to be (the nice map) such that Φ(¬f ) = P − (Φf − {p}). If f is nice, then ¬¬f = f .
Proposition 9: The system f admits a unique minimal shock that fails it, i.e. |Š f | = 1 if, and only if, f is nice.
As an example, consider an instance of M.1 where "the underlying graph is undirected" i.e. i ∈ N j if, and only if, j ∈ N i . Define f to be the map X 0 → X |S| . If f (∅) = ∅ and f (S − {i}) = S for all i, then |Š f | = 1 i.e. there are at least two minimal shock that fail f . Indeed, consider a minimal set X such that f X = X. If Y = (X ∪ N i ) − {i} for some i ∈ X, then f Y = Y . However, f (X ∩ Y ) = X ∩ Y by minimality of X.
Theorem 2: If s belongs toŠ f , then s is nice. Dually, we define the set of nice systems contained in f .
W f = {w ≤ f : w is nice} Proposition 10: If f ∈ L and W f = {w 1 , · · · , w m }, then f = w 1 + · · · + w m . Keeping only the maximal elements of W f is enough to reconstruct f . We define:
W f = {w ∈ W f : for all v ∈ W f , if w ≤ v then v = w} Proposition 11: The operator ¬ mapsŠ f toŴ f bijectively.
We will term nice functions in W f as weaknesses of f . Every system can be decomposed injectively into its maximal weaknesses, and to each of those weaknesses corresponds a unique minimal shock that leads a system to failure. A minimal shock fails a system because it complements one maximal weakness of the system. Furthermore, whenever an arbitrary shock s fails f that is because a nice subshock s of s complements a weakness w in f .
D. µ-Rank, Resilience and Fragility.
We may wish to quantify the resilience of a system. One interpretation of it may be the minimal amount of effort required to fail a system. The word effort presupposes a mapping that assigns to each shock some magnitude (or energy). As shocks are systems, such a mapping should coincide with one on systems.
Let R + denote the non-negative reals. We expect a notion of magnitude r : L → R + on the systems to satisfy two properties. R.1 r(f ) ≤ r(g) if f ≤ g R.2 r(f + g) = r(f ) + r(g) − r(f · g) if (f, g) are modular. The less desirable a system is, the higher the magnitude the system has. It is helpful to informally think of a modular pair (f, g) as a pair of systems that do not interfere with each other. In such a setting, the magnitude of the combined system adds up those of the subsystems and removes that of the common part.
It can be checked that, for any additive map µ : 2 P → R + , the map f → µ(P − Φf ) satisfies the two properties. Thus, measures µ on P can prove to be a useful source for maps capturing magnitude. However, any notion of magnitude satisfying R.1 and R.2 is necessarily induced by a measure on the state space.
