Many stated choice experiments allow for varying mixtures of the number of alternatives in evaluated choice sets. The subset of alternatives shown to each sampled respondent is allocated according to the design specification in order to ensure that each alternative occurs an equal number of times across the sampled population. While this is an acceptable practice, it is not the same as establishing design rules that can explicitly account for the non-availability of one or more labelled alternatives for each individual. The notion of availability sets and relevancy is not new, but despite it being a focus of revealed preference choice studies it appears to have been overlooked in the design of stated choice experiments. This paper presents a way to account for observation-specific non-availability of alternatives in the design of stated choice experiments and illustrates the method in the context of choice on main and access mode for commuting and non-commuting trips in the north-west sector of Sydney.
Introduction
The growing evidence on the ability of stated choice (SC) experiments to represent decisions made in real markets (Burke et al., 1992; Carson et al., 1994) has made them a popular data paradigm in the elicitation of behavioural responses of individuals, households and organizations over diverse choice situations and contexts. SC experiments allow for the parameterisation of the marginal utilities of attributes of alternatives in a choice experiment (Louviere and Hensher, 1983; Louviere and Woodworth, 1983) as well as an estimation of the impact upon the marginal utilities given the presence and absence of competing alternatives (Anderson and Wiley, 1992; Batsell and Louviere, 1991; Lazari and Anderson, 1994) . Yet despite the realism inherent in the methodology, SC experiments produce asymptotically efficient parameter estimates only through the pooling of choice observations obtained over multiple respondents (Huber and Zwerina, 1996) , unless the number of personspecific observations is very large. A typical SC experiment might involve respondents being asked to undertake a number of choice tasks involving the choice from amongst a number of labelled or unlabelled alternatives defined on a number of attribute dimensions, each in turn described by pre-specified levels drawn from some underlying experimental design. The number of choice tasks undertaken will be up to the total number of choice sets drawn from the experimental design. Consequently, an archetypal SC experiment might require choice data collected from 200 respondents, each of whom were observed to have made eight choices each, thus producing a total of 1600 choice observations. Realism in SC experiments arises from the fact that respondents are asked to undertake similar actions as they would in real markets (i.e., respondents are asked to make 'choices' between a finite but universal set of available alternatives, just as in real markets). However, for any individual respondent, realism may be lost if the alternatives, attributes and/or attribute levels used to describe the alternatives do not realistically portray that respondent's experiences or, in terms of 'new' or 'innovative' alternatives, are deemed not to be credible. With regards to the attributes and attribute levels used within a SC experiment, significant prior preparation on behalf of the analyst may reduce the possible inclusion of irrelevant or improbable product descriptors within the choice sets shown to respondents (Hensher et al., 2005) . Additionally, for quantitative variables, pivoting the attribute levels of the SC task from a respondent 's current or recent experience is likely to produce attribute levels within the experiment that are consistent with those experiences, and hence, produce a more credible or realistic survey task for the respondent (see for example, Hensher and Greene, 2003) . The selection of what alternatives to include within an SC experiment, however, is not so straightforward.
A significant proportion of products and services offered in real markets exhibit uneven degrees of distribution coverage (Lazari and Anderson, 1994) . Such unevenness in availability may be either geographical, temporal or both. For example, train services may not be available to certain suburbs due to a lack of existing infrastructure or a train strike on a specific day might temporarily remove the train alternative from an individual's choice set. Such constraints on availability are likely to be population wide (or at least impact upon a large proportion of the population), and as such, have an even impact over the entire study population. In SC experiments, such impacts may easily be handled through the removal of the affected alternatives from choice sets shown to respondents (removal may be from all choice sets within the experiment or subsets of choice sets to test availability effects in the presence or absence of an alternative). Other factors, however, may result in the non-availability of an alternative at the individual level. For example, for a specific journey, an individual may not have access to a car because a partner is using the vehicle, or alternatively, the household may not be able to afford a car in the first place.
The problem of non-availability of alternative s at the individual level poses problems in the construction of SC studies due to the possibility that the alternatives available across the population will not be evenly distributed. The presence or absence of an alternative in the choice sets offered to an individual should reflect the specific context or situation faced, or likely to be faced, by that individual, in order to maximise the realism of the experiment for that individual. Thus, depending on the specific circumstance of the study, what may be required is the tailoring of SC experiments and experimental designs to reflect the choice context that is likely to be faced by each individual sampled respondent. This, however, challenges current design practice in which it is common to construct a single experimental design and apply this single design to all sampled respondents, irrespective of the true choice situation faced by each individual respondent.
Several researchers have addressed the issue of the presence or absence of alternatives in SC designs. Batsell and Polking (1985) and Raghovarao and Wiley (1986) each propose models to estimate availability effects of alternatives. Anderson and Wiley (1992) provide theory for the generation of SC experiments for the estimation of availability effects for models inclusive of brand effect only and provide an extensive catalogue of SC experiments capable of the estimation of such effects. Lazari and Anderson (1994) develop the theory further by allowing for the generation of experimental designs capable of estimating both availability and attribute cross effects and also provide a generous catalogue of designs. The methods proposed by the above authors have tended to address two types of availability problems; (i) all alternatives vary in their availability and (ii) some alternatives vary whilst others are fixed in presence across all choice sets. However, each approach addresses population wide problems of availability. They do not address issues of availability at the individual respondent level. That is, the presence or absence of an alternative within a choice set is predetermined by the underlying experimental design rather than being driven by the choice situation faced by each specific individual respondent. Thus, research efforts to date have been limited to examining the impact non-availability of an alternative has upon choice behaviour of populations (see Louviere et al., 2000) , rather than reflecting individual or household level constraints that may exist disproportionately across the population.
In this paper, we construct SC experiments in which the alternatives present within the choice sets are respondent specific, and hence, reflect individual differences in the choice contexts that are likely to exist within real markets. We discuss the construction of respondent specific availability designs for both orthogonal fractional factorial designs and optimal designs, and go on to demonstrate through the use of an empirical example, how such designs may be employed in practice.
The paper is organised as follows. In the next section we discuss the construction of individual specific availability designs using orthogonal fractional factorial experimental designs. Section 3 next develops the concept of optimal experimental designs before section 4 outlines how such designs may be used in the construction of individual specific availability designs. Section 5 provides an empirical example of the strategies outlined in Sections 2 through 4. Section 6 concludes with a discussion of the material covered within the paper.
Handling Individual Specific Availability of Alternatives in the Generation of Orthogonal Fractional Factorial Experimental Designs
Consider a simple experiment involving three alternatives, each described by two attribute dimensions each of four levels. Assuming the estimation of alternative specific linear main effects only, the smallest SC experiment will require seven degrees of freedom (see Rose and Bleimer, 2004) . The smallest balanced orthogonal fractional factorial main effects only design has eight choice sets. An orthogonal two level blocking column is also generated, such that each respondent will view only four of the eight choice sets. An example design is shown in Table 1 . The correlation matrix for this design is shown in Table 2 . 1  1  -1  1  -3  3  -3  -1  2  3  -3  -1  1  -3  1  -1  3  -1  3  3  -1  -1  3  -1  4  -3  1  -3  3  1  -1  -1  5  3  1  1  3  3  1  1  6  -1  -1  -3  -3  1  3  1  7  -3  -3  3  1  -1  -1  1  8  1  3  -1  -1  -3  -3  1   Table 2 : Correlation matrix for the design shown in Table 1 Alternative 1 The problem of respondent specific availability of an alternative only occurs if a blocking column is used to assign respondents to subsets of treatment combinations of an experimental design. The removal of columns of an orthogonal design will not induce correlations; the removal of rows will. Hence, removal of an alternative, analogous to removing columns of a design, will not impact upon the orthogonality of the design if the all treatment combinations from the full design are utilized, even with the pooling of data obtained from multiple respondents. Correlations will be induced, however, if there exist unequal replications of treatment combinations within the data, or alternatively, if rows of a design are not equally represented, even if the treatment combinations themselves are. To demonstrate, consider a situation in which a respondent assigned to the first block of the design shown in Table 1 , is faced with a choice situation where alternative three is not considered a feasible alternative, and hence, is removed from all choice sets shown to that respondent. For the second respondent, assigned to block two, all alternatives including the third alternative represent realistic options. The situation as described is represented in Table 3 . The missing cells of the design result in a loss of orthogonality, as demonstrated in the correlation matrix shown as Table 4 . Table 3 Alternative 1 The removal of rows from segments of an orthogonal experimental design will generally result in a loss of orthogonality for that design. The level of loss of orthogonality will depend upon the design itself as well as which row segments are removed. Independent of the level of loss, however, given that the key criterion in the design of ortho gonal fractional factorial experimental designs is orthogonality, any loss of orthogonality is a source of concern for SC analysts (see Rose and Bleimer (2004) for an argument as to why such concerns are perhaps unwarranted).
Assuming the desire to maintain both orthogonality in SC data sets and realism in the choice task at the individual level, we propose the generation of sub-designs, drawn from a single master design, each of which provide for the presence of only those alternatives within the choice sets shown, as deemed feasible by individual sampled respondents. For example, let us assume that the design shown in Table 1 represents our master design. Three sub-designs are possible. These are shown as Tables 5a  through 5c and include all possible scenarios (along with the design shown in Table 1 ) that individual respondents might face in terms of the availability of alternatives. That is, a respondent might have available to them only (i) alternatives one and two, (ii) alternatives one and three, or (iii) alternatives two and three. The master design, which includes all three alternatives (Table 1) , represents the case where a respondent could feasibly choose from all three possible alternatives. Once the master and sub-designs have been generated, the feasible set of alternatives are determined f or each respondent and once known, respondent s are allocated to blocks from the appropriate design. For paper and pencil surveys, lead-in-questions may be employed to determine which alternatives to include in the choice task and show cards used to provide the response stimulus. For computer aided program interviews (CAPI) and web based surveys, similar questions may be asked before the choice task takes place, however, smart programming may be used to assign respondents to blocks of the appropriate design in a manner that not only ensures realism in the choice task, but also equal replication of blocks across the entire data set.
To demonstrate, consider an SC study involving only four respondents. Questions prior to the presentation of the SC task reveal that respondents one and two consider all three possible alternatives to be feasible alternatives, whilst respondents three and four do not consider alternative three to be a viable alternative in the choice context suggested within the experiment. Using the master design shown in Table 1 and the sub-designs shown in Tables 5(a) through (c), respondents one and two are assigned to the two blocks of the master design and respondents three and four, to the two blocks of sub-design (c). The pooled data for the designs would look as shown in Table 6 below. The correlation matrix for the pooled design data is given in Table 7 . Table 6 Alternative 1 The assignment of respondents to designs showing only realistic alternatives at the respondent level provides for more realistic SC experiments. In this section, we have demonstrated how those undertaking SC studies may maintain realism in the choice tasks undertaken by individual sampled respondents, whilst preserving orthogonality if the underlying experimental design generated is an orthogonal fractional factorial design. In the next two sections of the paper, we first outline the theory for the generation of optimal experimental designs before discussing how such designs may be used to maintain realism in the choice tasks faced by individual respondents given differences in the feasibility of the alternatives available over the population.
Theoretical Development of Optimal Stated Choice Experiments
In this section, we outline the measure of efficiency most commonly used in the construction of SC designs given a set of priors on the parameter estimates. The calculation of this measure is illustrated in Appendix A for the first design we construct, in section 4. The derivation of the measure by Huber and Zwerina (1996) , follows the work of McFadden (1974) on random utility theory (RUT) and summarised in a number of sources (e.g., Ben-Akiva and Lerman, 1985; Louviere et al., 2000; Train, 2003; Hensher et al., 2005) .
To demonstrate RUT, consider a situation in which a sample of individuals is faced with a discrete choice from a finite number of alternatives. Let subscripts n, j and s refer to individual n = 1, 2, …, N, alternative j = 1, 2, …, J and choice set s = 1,2, ..., S. Random utility theory (RUT) posits that the utility possessed by an individual, n, for alternative j present in choice set s may be expressed as:
where U njs is the utility held by individual n for alternative j present in choice set s, ß j is a k-vector parameter weighting associated with the attributes listed in njs x' , a kvector, and njs ε is a stochastic error term which is independently and identically (IID) extreme value type I distributed.
Assuming all decision makers are utility maximisers, individual n will choose alternative i in choice situation s, when
Under the assumption that njs ε is IID extreme value type I distributed. The probability that alternative i will be chosen can be expressed in closed form as:
In determining what constitutes the most statistically efficient design, the literature has tended towards designs which maximise the determinant of the variancecovariance matrix, otherwise known as the Fisher information matrix, of the model to be estimated. Such designs are known as D-optimal designs. In this paper we use the inversely related measure to calculate the level of 'D-error'; that is, we minimize the determinant of the inverse of the variance-covariance matrix. The D-error will yield the same results as maximising the determinant of variance-covariance matrix. The log likelihood function of the MNL model is sho wn as equation (4) 
where y njs is a column matrix where 1 indicates that an alternative j was chosen by respondent n in choice situation s and 0 otherwise, P njs represents the choice probability obtained from equation (3) and c is a constant. Maximising equation (4) yields the maximum likelihood estimator, β , of the specified choice model given a particular set of choice data. McFadden (1974) showed that the distribution of β is asymptotically normal with a mean, β , and covariance matrix
and inverse, ( )
where P is a JS×JS diagonal matrix with elements equal to the choice probabilities of the alternatives, j over choice sets, s.
For Ω , several established summary measures of error have been shown to be useful comparing between designs. The most often used summary measure is known as Derror which is inversely related to D-efficiency.
where K is the total number of generic parameters to be estimated from the design.
Minimisation of equation (7) will produce the design with the smallest possible errors around the estimated parame ters.
In comparison to D -optimal designs, orthogonal fractional factorial designs are generated so that the attributes of the design are statistically independent (i.e., uncorrelated). Orthogonality between the design attributes represents the foremost criteria in the generation process; the statistical efficiency of the design is rarely considered. Thus, whilst optimal designs optimise the amount of information obtained from a design, the construction process for orthogonal fractional factorial designs minimises (to zero) the correlations within a design. Optimal designs will be statistically efficient but will likely have correlations, orthogonal fractional factorial designs will have no correlations but may not be the most statistically efficient design available. Hence, the type of design generated reflects the belief of analysts as to what is the most important property of the constructed design.
Developing Optimal Stated Choice Experiments for Individual Specific NonAvailability Problems
An optimal design is a design which minimises equation (7). Several algorithms have been proposed that are capable of searching over the entire set of possible treatment combinations and determining which of these minimises equation (7). Almost all of these algorithms employ Monte Carlo simulation, sequentially replacing 'bad' treatment combination candidates for 'better' ones ( see Johnson and Nachtsheim, 1983) .
To demonstrate the calculation of the D-error measure, consider the choice problem described in section 2. That is, three alternatives, each described by two attribute dimensions of four levels. Prior knowledge of the parameters associated with each attribute may be used to determine the statistical efficiency of the design. The most common assumption is that the parameters for all attributes are simultaneously equal to zero. From equation (1) and ignoring njs ε , the assumption of parameter insignificance constrains the utilities for all alternatives to equal zero. Utility estimates of zero for all alternatives, when substituted into equation (3), will result in probabilities for each alternative being equal (i.e., 0.5 and 0.5 for two alternatives, 0.33, 0.33 and 0.33 for three alternatives etc) which in turn constrains the diagonal elements in matrix P to be equal.
The assumption that all parameter estimates are simultaneously equal to zero, is limiting. Prior research, information gleamed from pilot studies and /or experience, can provide insights into the true parameter estimates which may be used to construct optimal designs. For this paper, we will assume that the analyst has some prior knowledge of the parameter estimates for each of the attributes under study. For demonstrative purposes only, let us assume that the parameter estimates for all attributes, independent of alternative, are 'known' by the analyst to be equal to minus two (we could easily have picked any values). Before we can use these priors, however, we must first reformat the method of presentation of the design, such that each row of the design table no longer represents a single treatment combination, but rather a separate alternative. As such, each treatment combination is now presented over multiple rows of the design table. A D-optimal design is shown in Table 8 . In constructing the design, we have imposed both attribute level balance and utility balance 1 (Huber and Zwerina, 1996) , noting however, that neither constraint is necessary in the generation of optimal designs (Sandor and Wedel, 2001) . We have also substituted the attribute level labels we would use in both the survey and in the data as per Rose and Bleimer (2004) (we have arbitrarily chosen -3 = 5, -1 = 10, 1 = 15 and 3 = 20. Any values could have been used). Appendix A demonstrates the calculation of the D-error statistic for the design shown. Table 9 shows the correlation matrix for the design shown in Table 8 . For the design generated, a cross correlation of -0.8 is produced. Such a large correlation will likely lead most researchers to reject the design as being unsuitable; however, as discussed by Rose and Bleimer (2004) , such a rejection may be premature. Assuming that such a high correlation is a reason for rejecting the design, removing the constraints that we have imposed on the generation of the design (i.e., attribute level and utility balance) may result in a reduction in the correlation structure of the design generated (e.g., see Appendix B for a D-optimal design in which we drop the attribute level balance assumption). Further, algorithms that optimise both the minimisation of the D-error and the correlations of the design may also be programmed and used to construct the optimal design based jointly on these two criteria. 1  1  20  5  1  2  5  20  1  3  15  10  2  1  10  20  2  2  15  15  2  3  20  10  3  1  10 Table 9 : Correlation matrix for the design shown in Table 8 Attribute
Given that orthogonality is not a key criterion in the construction of D -optimal designs, there is no requirement to generate a blocking column for the design (although one could be simply constructed). Thus, in generating the design, we constructed it such that it is D-optimal for the number of treatment combinations (or choice sets) that we wish to provide each respondent with. For example, as per the previous example, we might desire to have each respondent complete four choice sets each. Therefore, unlike orthogonal fractional factorial designs, for D-optimal designs, there is no requirement to generate a design with eight treatment combinations and segment this through the use of a blocking variable.
The lack of necessity that D-optimal designs be orthogonal also aids in problems of uneven degrees of distribution coverage at the individual level. Unlike orthogonal fractional factorial designs, the analyst may pool different D-optimal designs without having to be overtly concerned with correlations that such pooling is likely to induce within the data. As such, the analyst may generate as many different D -optimal designs as is required to cover all possible scenarios of alternative availability that may exist within the SC task. For the above example, as with the case of the fractional factorial designs, there exists four possible scenarios of availability; (i) all three alternatives are feasibly available for a respondent, (ii) alternatives one and two are feasibly available, (iii) alternatives one and three are feasibly available, and (iv) alternatives two and three are feasibly available. Thus, the analyst would generate designs for all four cases and assign respondents to the appropriate design in the questionnaire given the specific choice situation reportedly (likely to be) faced by each. Table 10 shows a D-optimal design, generated using the same design principles described above, that would be used for respondents who could not realistically choose alternative three. The correlation matrix for this design is given in Table 11 . Assuming the limited case of only two respondents, one who could realistically choose from amongst all three possible alternatives and the second who could only reasonably choose from between alternatives one and two, the pooled data set using the two appropriate designs would look as shown in Table 12 . The correlation matrix for the data shown in Table 12 is given in Table 13 . Tables 8 and 10  Attribute  Respondent  Choice set  Alternative  A  B  1  1  1  20  5  1  1  2  5  20  1  1  3  15  10  1  2  1  10  20  1  2  2  15  15  1  2  3  20  10  1  3  1  10  15  1  3  2  20  5  1  3  3  5  20  1  4  1  10  10  1  4  2  5  15  1  4  3  15  5  2  1  1  5  20  2  1  2  15  10  2  2  1  5  10  2  2  2  10  5  2  3  1  15  20  2  3  2  20  15  2  4  1  10  15  2  4  2  20  5 Table 13 : Correlation matrix for the pooled data shown in Table 12 Attribute A B A 1.00 Attribute B -0.56 1.00
Empirical Example

5.1: Experimental set-up and data collection
In 2003, the Institute of Transport Studies (ITS) (University of Sydney), on behalf of the New South Wales state government, undertook a patronage demand study as part of an evaluation of possible investment options in public transport infrastructure in the north-west sector of metropolitan Sydney 2 . The principle aim of the study was to establish the preferences of residents within the study area for private and public transport modes for commuting and non-commuting trip purposes. Once known, the study called for the preferences to be used to forecast patronage levels for various currently non-existing transport modes, specifically possible new heavy rail, light rail or busway modes. Independent of the 'new' mode type, the proposed infrastructure is expected to be built along the same corridor (Figure 1 ). To capture information on the preferences of residents, a SC experiment was generated and administered using CAPI technology. Sampled residents were invited to review a number of alternative main and access modes (both consisting of public and private transport options) in terms of levels of service and costs within the context of a recent trip and to choose the main mode and access mode that they would use if faced with the same trip circumstance in the future. Each sampled respondent completed 10 choice tasks under alternative scenarios of attribute levels, and in each instance, choosing the preferred main and access modes. The experiment was complicated by the fact that alternatives available to any individual respondent undertaking a hypothetical trip depended not only on the alternatives that that respondent had available at the time of the 'reference' trip, but also upon the destination of the trip. If the trip undertaken was intra regional, then the existing busway (M2) and heavy rail modes could not be considered viable alternatives as neither mode travels within the bounds of the study area. If on the other hand, the reference trip was inter-regional (e.g., to the CBD), then respondents could feasibly travel to the nearest busway or heavy rail train station (outside of the origin region) and continue their trip using these modes. Further, not all respondents ha ve access to a private vehicle for the reference trip, either due to a lack of ownership or that the vehicle was not available at the time when the trip was made. Given that the objective of the study was to derive an estimate of the patronage demand, the lack of availability of privately owned vehicles (either through random circumstance or non ownership) should be accounted for in the SC experiment. Failure to account for the non-availability of the private vehicle alternative would likely result in biased patronage demand forecasts, both in terms of the main mode chosen and the mode chosen to access the main mode.
The master experimental design for the mode SC study required a total of 47 attributes (46 in four levels and one in six levels for the blocks) and had 60 runs; that is, there are six blocks of ten choice sets each. The design was constructed using a procedure that simultaneously optimised the minimisation of the D-error of the design as well as the correlations. The final design had correlations no greater than ± 0.06. The design generated allowed for the estimation of all main mode and access mode alternative specific main effects. Within each block, the order of the choice sets has been randomised to control for order effect biases. The experiment consisted of different task configurations designed to reflect the alternatives realistically available to a respondent given the reference trip circumstance reported by the respondent earlier in the CAPI interview: The configurations consisted of (i) with/without car, (ii) inter/intra regional trips, (iii) new light rail versus new heavy rail, new light rail versus new busway and new heavy rail versus new busway. These configurations were included to provide more realism in the scenarios shown to individual respondents. In order to maintain efficiency and minimise correlations within the data set, a maximum number of complete designs have to be filled within each configuration. Using the CAPI program, if the first respondent has a car available for an intra-regional trip with new light rail and heavy rail alternatives present, she is assigned to block one for that configuration. If the second respondent is in the exact same configuration, she is assigned to the second block otherwise she is assigned to block one of the appropriate design configuration. Once a configuration has all blocks completed, the process starts at block one again.
The trip attributes associated with each mode are summarised in Table 1 . These were identified from extensive reviews of the literature and through input from a technical advisory committee chaired by the NSW Ministry of Transport. For currently existing modes, the attribute levels where pivoted off the attribute levels captured from respondents for the reference trip (Figure 2 ). Respondents where asked to complete information regarding the reference trip not only for the mode used for the reference trip, but also for the other modes they had available for that trip. Whilst asking respondents to provide information for non-chosen alternatives may potentially provide widely incorrect attribute levels, choices made by individuals are made based on their perceptions of the attribute levels of the available alternatives and not the reality of the attribute levels of those same alternatives. As such, it was felt that asking respondents what they thought the levels were for the non-chosen alternatives was preferable than imposing those levels on the experiment based on some heuristic given knowledge of the attribute levels for the actual chosen alternative. The design attributes used in the SC experiment, each had four levels. These were chosen as the following variations around the 'reference' trip base levels obtained from the respondent prior to undertaking the choice task: -25%, 0%, +25%, +50%. The times and costs associated with currently non-existent public transport modes were established from other sources. The levels shown in Table 15 were provided by the Ministry of Transport as their best estimates of the most likely fare and service levels. To establish the likely access location to the new modes, respondents were also asked to view the map (Figure 1 above) and choose a particular station 4 (shown in Figure 3 ), which is used in the software to derive the access and linehaul travel times and fares. Example SC screens are shown in Figures 4 (inter-regional trip with car) and 5 (intra-regional trip with car). Table 16 shows the coding employed in data entry for the socio-demographic questions. The number of hours worked, household size and number of children present within the household were treated as continuous variables. All remaining variables were collected as categorical variables. Table 17 shows the descriptive statistics for the work segment. The mean age is 43.1 years with an average annual gross personal income of $64,100. The proportion of male to females is equally split. Of the 223 respondents interviewed as part of the work sample, 199 had access to a motor vehicle for the surveyed trip. This represents 89.24 percent of the sample. Table 19 shows the descriptive statistics for the Non-Work sample. This sample differs significantly to that of the Work sample. 36.7% of the sample is male and the mean age is 46.5 years. The average household size is 3.3 and the annual gross personal income is $28,500. 83.04 percent of the non-work segment had a car available for the surveyed trip. The percentage of those sampled for Non-Work trips with regards to motor vehicle availability was marginally less than that of the Work sample. 83.04 percent of the Non-work segment did not have a car available for the surveyed trip. The trip purpose frequencies for the Non-Work sample are described in Table 21 . The majority of the Non-Work trips consisted of Social/recreational trips. For each trip segment, the data has been set-up such that each alternative represents both a main mode and access mode alternative. Thus, for example, alternative one represents the new light rail alternative accessed via walking whilst alternative two represents the new light rail alternative accessed via private vehicle (either driven by the respondent or by some other party). Depending on the trip specific context, each respondent faced between eight and 15 alternatives per choice set; eight for trips within the study region with no main mode car alternative (two new modes with three access modes each (walk, drive or bus), plus an existing bus mode with two access modes (walk and drive)) and fifteen alternatives for a trip outside of the study catchment area with all modes available (two new modes with three access modes each, the existing bus service (with two access modes), existing M2 busway and train services (with three access modes each), and a privately owned vehicle). Other context specific circumstances resulted in respondents being presented with numbers of alternatives between eight and 15.
The data herein is after extensive editing and cleaning of the data for outliers caused by either a respondent providing a questionable attribute level in the base data that is used to construct the levels in the stated choice experiment or an interviewer entering a value incorrectly (we suspect that where this occurred, it was a decimal place problem, e.g., 63 instead of 6.3). Table 22 shows the model results for both the commuting and non-commuting segments of the data. For each segment, two models are presented; a multinomial logit model (MNL) and a mixed logit model (ML). In estimating the commuter models, an exogenous weighting variable, personal income, has been used. No exogenous weighting has been applied to the non commuting models. For the commuting segment, both the MNL model and the ML model are statistically significant with pseudo R 2 s of 0.34 and 0.343 respectively. The likelihood ratio test of differences between the two models (for five degrees of freedom difference -five additional spread parameters) at the 95% confidence level (i.e., -2LL = 25.688 against 2 5 χ =11.07) suggests that we can reject the null hypothesis of no difference, and conclude that the ML model is preferred to the MNL model on this criteria. For the non-commuting segment, the MNL and ML models are also statistically significant with pseudo R 2 s of 0.339 and 0.346 respectively. As with the commuting segment, the likelihood ratio test of differences between the two models (with five degrees of freedom) suggests that the ML model is preferred over the MNL model (i.e., -2LL = 86.138 against 2 5 χ =11.07).
Model Results
For both ML models, we have specified the marginal utilities of five attributes to be estimated as random parameters. They are a generic public transport fare parameter, a generic public transport main mode travel time parameter, a car cost parameter (estimated from a variable formed by aggregated the running cost and toll attributes), a car in-vehicle travel time parameter and a car parking cost parameter. To ensure that all individual-specific parameter estimates will be of the same sign, the random parameter estimates have each been drawn from constrained triangular distributions (see Hensher et al., 2005) . For the commuting segment, the mean and spread parameters of the random parameter estimates are all highly significant with asymptotic t-statistics ranging from (in absolute values) 2.751 (parking cost) to 18.212 (main mode public transport in-vehicle time). The random parameter estimates for the non-commuting segment show similar levels of significance, ranging from 2.836 (parking cost) to 19.987 (main mode public transport in-vehicle time). As such, there exists significant preference heterogeneity for the marginal utilities held for the fare and travel times of the main mode public transport modes as well as for the cost and travel times of those who had access to a car for the specific trip context of the experiment.
The access time, wait time and transfer time (between new modes and the existing rail line) attributes have been aggregated to form a single time variable for each of the public transport modes. Parameter estimates for the composite non-main-mode-invehicle time variable has been specified as generic across main modes, but alternative specific across access modes. That is, separate access walk, bus and drive parameters are obtained for this composite time variable, independent of the main mode being accessed. Whilst all three parameter estimates are statistically significant and of the expected sign, across both trip segments, the magnitude for the walk access is significantly higher than other access mode parameters, suggesting a larger disutility for walking to a main mode than for accessing the main mode either using a bus or a car, independent of whether the trip is for commuting or non-commuting purposes. With regards to egress times, all for models provide evidence for greater levels of disutility being associated with increases in egress times for car trips than for public transfer trips.
In addition to the modal trip attributes, for the commuting segment, we have included two socioeconomic effects (gross personal income and gender) and one trip context effect (whether the trip remains within the catchment area or not). For the noncommuting trip segment, income was found to be statistically insignificant and hence was removed from the model. For both trip segments, the dummy coded gender variable (male = 1) has been specified as alternative specific across the three access modes but generic across the main public transport modes. For commuting trips, males are less time sensitive towards longer access times, however, this is reversed for non-commuting trips where females are less time sensitive to increases in access trip times. The gross personal income variable has been entered into the existing bus and M2 busway utility functions with the resulting parameters being negative for all commuter segment models. This suggests that those individuals with higher personal incomes possess lower preferences for these two main mode alternatives than do lower income individuals.
A single trip context variable has been included in the utility functions associated with the rail alternatives (i.e., new rail, light rail and existing rail) of all four models. Coded one for inter-regional trips and zero for intra-regional trips, the positive parameter estimates for both the commuting and non-commuting segments suggest that higher levels of utility are obtained from use of rail whe n the trips are interregional as opposed to intra-regional.
Behavioural values of travel time savings (VTTS) for the various trip time aspects are summarised in Table 23 (and the distributions graphed in Figures 6 and 7) . For the ML model, the VTTS have been derived using the conditional parameter estimates (see Hensher et al., 2005) . All of the VTTS have a distribution in the positive range (Figures 6 and 7) . The VTTS for public transport main mode-in-vehicle times are lower than those for car main mode in-vehicle times for all models except the commuting MNL model. Confirming our earlier finding that respondents have a stronger preference against accessing main mode public transport alternatives by walking, the VTTS for walking are consistently 10 times greater than the VTTS for use of bus access modes and approximately double the VTTS for car access modes for commuting trips and approximately 10 times the VTTS for both car and bus access modes for non commuting trips. The VTTS for egress times for car main modes are higher, independent of trip purpose, than the VTTS for public transport egress times. Of interest, however, the VTTS for car main mode egress times are higher for commuting trips, but the VTTS for public transport modes are higher for noncommuting trips. With this one exception, the VTTS for commuting trips are larger than those for non-commuting trips. 
Discussion and Conclusion
In this paper, we have shown how to construct SC experiments that account for individual differences in the availability of alternatives. The strategies we outline require in-depth probing of respondents prior to the SC experiment commencing. The alternatives shown in the SC experiment are then tailored to the individual given the specific decision context and situation which exists or is likely to exist in the future. In outlining our strategies, we have done so for both fractional factorial and d-optimal experimental designs and shown, using a d-optimal design, how such strategies may be readily used in an empirical setting. The empirical example we have used demonstrates that respondents are capable of completing complex choice tasks in a meaningful manner when the choice tasks presented are realistically framed, and hence, cognitively meaningful to the individual.
The empirical example outlined demonstrates the need for further evaluation of task comple xity in SC experiments. Recent research has tended to focus on the impact of design dimensionality upon respondents cognitive burden. As we have demonstrated here, it is possible that such research efforts maybe somewhat misdirected. For some, the SC experiment we have employed would be considered too burdensome for respondents to meaningfully undertake, however, 453 respondents did so without incentive and the empirical evidence is very plausible. Although further research is required, we postulate that when confronted with a realistic SC experiment, respondents are capable of meaningful participation independent of the design dimensionality. That is, we suspect that for SC experiments, what counts is the believability of the choice task and the relevancy of the alternatives, attributes and attribute levels shown to the respondents.
The key message of this paper is that independent of the complexity of the design, respondents are more capable of undertaking choice tasks if the tasks are realistically portrayed. In this paper we have demonstrated only one aspect of realism; realism in the presence or absence of alternatives at the individual respondent level. Further research may concentrate on the realistic portrayal of other design aspects such as the attributes and/or attribute levels as well as the response format used to gather data. Nevertheless, the tailoring of the alternatives shown to respondents represents a good start.
Appendix A
The D-error is calculated as follows. The inverse of the fisher information matrix, 
Appendix B
A D-optimal design assuming utility level balance but not attribute level balance. The inverse of the fisher information matrix, 
