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We use invasion percolation to compute highly accurate numerical values for bond and site percola-
tion thresholds pc on the hypercubic latticeZd for d = 4, . . . , 13. We also compute the Fisher exponent τ
governing the cluster size distribution at criticality. Our results support the claim that the mean-field
value τ = 5/2 holds for d ≥ 6, with logarithmic corrections to power-law scaling at d = 6.
I. INTRODUCTION
According to Auguste Rodin, “sculpture is the art of
the hole and the lump” [1]. Percolation is the science of
the hole and the lump: each site of a lattice is considered
a lump with probability p and a hole with probability
1 − p. Lumps that are connected to each other form
larger lumps, and in percolation theory [2] one studies
the structure of these large lumps as a function of p.
Whereas the sculptor is confined to three-dimensional
pieces of art, the scientist can study structures in any
dimension. In this contribution we study percolation
on the hypercubic lattce Zd in dimensions d = 4, . . . , 13.
In particular we present a method that allows us to ap-
proximate the critical density pc very efficiently. This
is the density at which a lump—pardon, a cluster—first
appears that spans the entire system.
For larger values of d, numerical simulations inZd are
challenging because the lattice quickly becomes too big
to fit into the memory of a computer. Grassberger [3]
avoided this problem by growing single clusters at a
given value of p using the Leath algorithm [4]. With this
approach, he estimated the critical densities to 5 or 6 dig-
its of accuracy. We will use another algorithm—invasion
percolation—to get even more accurate estimates of the
critical densities.
The paper is organized as follows. We begin by ex-
plaining the basic invasion percolation algorithm and
its efficient implementation for percolation on Zd. In
Section III we discuss how to compute pc from simple
properties of the invasion cluster. Section IV provides
our numerical results, including our new estimates of pc
and how they compare to previous results. In Sections V
and VI we examine the scaling of the cluster size dis-
tribution, and to what extent it supports the claim that
d = 6 is the upper critical dimension. We find that the
Fisher exponent τ matches its mean-field value 5/2 for
d ≥ 6, with logarithmic corrections at d = 6.
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II. INVASION PERCOLATION
Invasion percolation is a stochastic growth process
that was introduced as a model of fluid transport
through porous media [5–7]. It starts with a single
seed vertex of the underlying graph, and grows a cluster
around it. There are two versions of the model which
invade vertices or edges, which we use to study site
and bond percolation respectively. For site percolation,
we assign each vertex a random weight uniformly dis-
tributed in the unit interval [0, 1]. At each step, we add
the neighboring vertex with the smallest weight to the
cluster, increasing the cluster size N by one. For bond
percolation, we assign weights to edges rather than ver-
tices, and we extend the invasion cluster along the edge
incident to it with the smallest weight. For simplicity,
we will focus our discussion here on site percolation.
The benefit of invasion percolation is that we do not
need to store a lattice large enough to hold the largest
cluster that we might encounter; for high-dimensional
lattices this would be computationally infeasible. In-
stead we only need to store the vertices belonging to the
cluster, and the weights of the neighboring sites, which
we can choose “on the fly” as the cluster grows. Because
the coordination number of the lattice is fixed, the total
number of vertices and weights we need to store grows
only linearly with the mass of the cluster.
We use two data structures to keep track of the vertices
we have explored so far, and to find the boundary vertex
with the smallest weight. A set is used to hold all vertices
that have already been assigned weights, and a priority
queue [8] is used to hold the boundary, i.e., all vertices
that have been assigned weights that are not already
part of the cluster. The priority queue lets us select and
remove the lowest-weight vertex from the boundary, or
add new vertices to it, in time logarithmic in the size of
the boundary. The set lets us add, remove, or search for
a vertex in a cluster of size N in time O(logN). Thus each
step of invasion percolation takes O(logN) time.
Modern programming languages provide built-in im-
plementations of these data structures, such as the con-
tainer classes set and priority queue from the C++
standard library [9]. While these implementations are
convenient, we found it more efficient to build our own
implementation of the set data structure as a hash table,
using essentially the same hash function as in [3].
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2A priori, invasion percolation differs from classical
Bernoulli percolation, where each vertex is indepen-
dently occupied with probability p. But invasion perco-
lation reproduces, both qualitatively and quantitatively,
Bernoulli percolation at criticality [10, 11]. We can ex-
plain this connection as follows. Since the vertex weights
are uniform in the unit interval, one way to implement
Bernoulli percolation is to declare a vertex occupied if
its weight is less than p. If p > pc, the occupied sites
possess a unique infinite component. If the initial ver-
tex is in a finite component, invasion percolation fills it
and then breaks out of it by adding a vertex with weight
greater than p; but after an initial transient of these finite
components, it breaks through to the infinite component.
After that, it grows the cluster to infinite mass by adding
vertices of weight less than p.
Thus, for any p > pc, the maximum weight of the
vertices added to the cluster falls below p after some
finite time. As the cluster grows, the maximum weight
approaches pc from above, so the weights of the vertices
added to the cluster are asymptotically uniform in the
interval [0, pc].
III. MEASURING THE THRESHOLD
To compute pc using invasion percolation, we use a
simple estimator. LetB(N) denote the number of vertices
that have been assigned weights in the course of building
a cluster with mass N, i.e., which are either in the cluster
or on its boundary. Since almost all of the N vertices
actually added to the cluster have weight less than or
equal to pc, and since the weight distribution is uniform,
we have
lim
N→∞
N
B(N)
= pc . (1)
The relationship between pc and this “boundary-to-bulk
ratio” goes back to the classic work of Leath [4]. The
limit (1) has been established rigorously for invasion
bond percolation in Z2 [10], but it is believed to hold on
general lattices. Moreover, it appears to be an excellent
numerical estimator for pc, and in [12] we used it to
estimate pc to high precision on hyperbolic lattices.
Based on these facts, we estimate pc by extrapolating
the measured values N/B(N) to N = ∞. The estimator
N/B(N) is extremely easy to compute, since N and B(N)
are simply integers given by the progress of the invasion
percolation process. Moreover, it turns out to have excel-
lent finite-size scaling and small statistical fluctuations.
We first consider the behavior of this estimator on a
Bethe lattice of degree ∆, i.e., a tree where every vertex
has ∆ − 1 children. Here we have pc = 1/(∆ − 1) for
both site and bond percolation. Moreover, any cluster of
massN is surrounded by exactly (∆−2)N+2 neighboring
vertices regardless of its shape, giving
N
B(N)
=
N
(∆ − 1)N + 2 =
pc
1 + 2(∆−1)N
. (2)
Thus on the tree this estimator has zero variance, and a
finite-size effect which decays as O(N−δ) for δ = 1.
We find that the convergence of this estimator is almost
as good on d-dimensional lattices as it is on the tree. As
in [12] we assume the form
N
B(N)
=
pc
1 + bN−δ
' pc(1 − bN−δ) (3)
and fit the parameters pc, b, and δ to our numerical data.
We will see that δ quickly approaches 1 as d increases.
This is plausible since high-dimensional lattices are tree-
like, in the sense that most paths never return to the ori-
gin. Moreover, N/B(N) has small statistical fluctuations,
so we can obtain accurate estimates of pc with a reason-
able number of independent runs of the algorithm.
It is interesting to consider the relationship between δ
and the transient described above. The invasion cluster
of mass N contains both “good” vertices, i.e., those with
weights in the interval [0, pc], and “breakout” vertices
of weight greater than pc, which are added to the clus-
ter whenever it fills a finite component and runs out of
good vertices on the boundary. One might think that
the error in the estimator comes from these breakout
vertices: for instance, one might think that if there are
Nb = O(Nα) breakout vertices in the cluster, then the
error is O(Nb/N) = O(N−δ) where δ = 1 − α.
However, this is overly pessimistic. On the tree, each
boundary vertex has ∆−1 children; the probability that a
given child is good is pc = 1/(∆−1), so the expected num-
ber of good children is 1. Since invasion percolation will
add a good boundary vertex to the cluster if there is one,
it follows that the number Ng of good boundary vertices
follows an unbiased random walk. A breakout occurs
when Ng = 0, i.e., when this random walk touches the
origin. Since an unbiased random walk touches the ori-
gin O(N1/2) times in its first N steps, the cluster includes
Nb = O(N1/2) breakout vertices. On the other hand, after
N steps there are also typically Ng = O(N1/2) good ver-
tices waiting to be added to the cluster. Miraculously,
these two cancel out, and N = pcB(N) + O(1) as shown
in (2). We suspect that a similar cancellation occurs on
lattices, so that δ is smaller than one would expect from
naively considering the number of breakouts before the
infinite component is reached.
IV. CRITICAL DENSITIES
To compute pc numerically, we grow an invasion clus-
ter and report values of N/B(N) for
N = b100 × 2t/4c (t = 0, 1, . . . , 67) , (4)
where bxc denotes the integer part of x. This correponds
to cluster sizes ranging from 100 to 11 021 797 ≈ 107.
These 68 data points are then averaged over 106 inde-
pendent runs of the invasion percolation algorithm. Fig-
ure 1 shows that the statistical fluctuations between runs
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Figure 1. The standard deviation ofB(N)/N vs.N over multiple
runs of invasion percolation. The straight lines show that the
statistical fluctuations decay as O(N−1/2) for large d. For d = 5
the decay is slightly slower, O(N−0.46).
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Figure 2. Convergence of N/B(N) to psitec . The finite-size effects
decay as O(N−δ), where δ approaches 1 for large d.
are small: for large d the standard deviation decays as
O(N−1/2), just as if the N steps of invasion percolation
were independent events.
The data follows (3) very well, as can be seen from
Figure 2. Fitting pc, b, and δ, and thus extrapolating
N/B(N) to N →∞, then allows us to estimate pc. Table I
shows that the exponent δ governing the finite-size ef-
fects increases with d, approaching its treelike value 1.
Together with the small standard deviation of B(N)/N,
these values of N and the sample size of 106 are large
enough to estimate pc quite precisely.
Table II contains the values for pc obtained by our
approach, for both site and bond percolation, in com-
parison to the most precise values we could find in the
literature. Our values for pc are consistent with the pre-
d δ
4 0.483 21(6)
5 0.518 3(3)
6 0.601 2(3)
7 0.717 9(4)
8 0.812(1)
9 0.870(2)
10 0.903(2)
11 0.911(1)
12 0.916(1)
13 0.935(1)
Table I. Numerical values of the exponent δ governing the
finite-size effects (3). As d increases, δ approaches its value 1
on the tree.
d psitec pbondc
4 0.196 886 1(14)[3] 0.160 131 0(10)[13]
0.196 885 61(3) 0.160 131 22(6)
5 0.140 796 6(15)[3] 0.118 171 8(3)[13]
0.140 796 33(4) 0.118 171 45(3)
6 0.109 017(2)[3] 0.094 201 9(6)[3]
0.109 016 661(8) 0.094 201 65(2)
7 0.088 951 1(9)[3] 0.078 675 2(3)[3]
0.088 951 121(1) 0.078 675 230(2)
8 0.075 210 1(5)[3] 0.067 708 39(7)[3]
0.075 210 128(1) 0.067 708 418 1(3)
9 0.065 209 5(3)[3] 0.059 496 01(5)[3]
0.065 209 5348(6) 0.059 496 003 4(1)
10 0.057 593 0(1)[3] 0.053 092 58(4)[3]
0.057 592 948 8(4) 0.053 092 584 2(2)
11 0.051 589 71(8)[3] 0.047 949 69(1)[3]
0.051 589 684 3(2) 0.047 949 683 73(8)
12 0.046 730 99(6)[3] 0.043 723 86(1)[3]
0.046 730 975 5(1) 0.043 723 858 25(10)
13 0.042 715 08(8)[3] 0.040 187 62(1)[3]
0.042 715 079 60(10) 0.040 187 617 03(6)
Table II. Previous and new numerical values for the percolation
thresholds on the d-dimensional hypercube.
vious results of [3, 13] but are more accurate. Note that,
because δ increases with d, our estimates become more
accurate as d increases: with invasion clusters of size
N = 107, our multiplicative error on pc is 10−4 for d = 4,
but just 10−8 for d = 13. Our new values have error bars
that are at least a factor 10−2 smaller than those of the
previous values, giving pc to two or three more digits of
accuracy.
V. FISHER EXPONENT τ
Now that we have precise values for pc, we can mea-
sure other quantities at criticality, such as the cluster size
distribution and critical exponents. According to scaling
theory, the average number of clusters of size s per lattice
4site scales as
ns(p) = s−τ ( f0(z) + s−Ω f1(z) + · · · ) , (5)
where the exponent Ω governs the leading finite-size
corrections (e.g. [14]). The scaling functions f0 and f1
are analytic for small values of z, and where the scaling
variable z is defined as
z = (p − pc)sσ . (6)
(We ignore nonuniversal metric factors in z.) At p = pc
we have z = 0, and (5) becomes
ns(pc) = s−τ (c0 + c1s−Ω + · · · ) , (7)
for some constants c0 = f0(0) and c1 = f1(0).
The critical exponents τ and σ are known exactly for
percolation in two dimensions from conformal field the-
ory and exactly solvable models (e.g. [15]), and on the
Bethe lattice from mean field theory:
(τ, σ) =

(
187
91 ,
36
91
)
d = 2 ,(
5
2 ,
1
2
)
Bethe lattice.
(8)
It is believed that upper critical dimension for percola-
tion is dc = 6, i.e., that τ andσ take their mean-field values
for d ≥ dc. The original argument by Toulouse [16] rests
on the Josephson hyper-scaling relation
dν = 2β + γ , (9)
that relates the critical exponents ν, β, and γ with the
spatial dimension d. For the mean-field solution on the
Bethe lattice we have β = γ = 1 and ν = 12 , which implies
dc = 6. Rigorous results provide only upper bounds
for the critical dimension; the best known bounds are
6 ≤ dc ≤ 10 [17, 18]. We will compute τ numerically for
3 ≤ d ≤ 10 and see that these values support the claim
that dc = 6, with logarithmic corrections at d = dc.
To measure the critical exponent τ, we grow a cluster
outward from the origin using the Leath algorithm [4,
18]. This is similar to invasion percolation except that
it adds every neighboring vertex with weight p ≤ pc
to the cluster, instead of just the vertex with minimum
weight. By running the Leath algorithmT times at p = pc,
we generate T independent samples from the cluster
size distribution at criticality. The probability P(s) that a
given occupied vertex is contained in a cluster of size s
scales as sns ∼ s−(τ−1), so we can infer τ from the fraction
Ts/T of runs in which the Leath algorithm gives a cluster
of each size s.
We fit τ to the data from these experiments us-
ing the complementary cumulative distribution Q(s) =∑∞
s′=s P(s′). Including the term of (7) governing the lead-
ing finite-size effects and approximating this sum as an
integral gives the form
Q(s) = Cs−(τ−2)(1 + as−Ω) ,
d τsite τbond
3 2.1892(1) 2.1890(2)
4 2.3142(5) 2.311(2)
5 2.419(1) 2.422(4)
6 2.487(2)∗ 2.488(6)∗
7 2.499(1) 2.499(2)
8 2.499(2) 2.500(1)
9 2.501(2) 2.505(5)
10 2.503(4) 2.498(2)
Table III. The Fisher exponent τ for percolation on the d-
dimensional hypercubic lattice, measured using a least-squares
fit to a power law with finite-size corrections of the form (10).
Error bars shown are 90% confidence intervals obtained by
bootstrap resampling. For d > 6 these results are consistent
with the mean-field value 5/2. At the critical dimension d = 6
the measured exponent (marked with ∗) is depressed due to
logarithmic corrections; see text.
for some constants C and a, and taking the logarithm
gives
logQ(s) = −(τ − 2) log s + log(1 + as−Ω) + c (10)
≈ −(τ − 2) log s + as−Ω + c (11)
where c = logC. We find the parameters τ, Ω, a, and c
using a nonlinear least-squares fit to Q(s) of this form;
we found that using (10) vs. (11) changes our estimate
of τ only very slightly, within the error bars we report
below. We also found that representing the sum
∑∞
s′=s s′
−α
exactly with the Hurwitz zeta function ζ(α, s) makes no
appreciable difference to our results.
For each experiment we generate T clusters, where in
most cases T = 108. For site percolation we did more
extensive experiments near the critical dimension, with
T = 109 for d = 5, 6, 7. We reduce our computation
time by stopping the Leath algorithm at a maximum
size smax = 220, counting the clusters that reach this size
toward Q(s) for all s ≤ smax. We bin the data logarith-
mically, computing Q(s) for s = b2k/4c for integer k. We
discard the first 30 bins, i.e., clusters of size 180 or less.
(Note that for bond percolation we define the size of a
cluster as the number of edges it contains.)
In order to estimate the error bars on our estimate of τ,
we perform a nonparametric bootstrap [19, 20], resam-
pling T cluster sizes with replacement from the original
empirical distribution. We perform 1000 independent
trials of this bootstrap procedure, fit τ to each one, and
define the 90% confidence interval by cutting off the low-
est 5% and the highest 5% values of τ. This gives the
estimates and error bars shown in Table III.
We can estimate the finite-size scaling exponent Ω us-
ing the same procedure, albeit with much less precision
than τ. For d = 3 we obtained Ω = 0.77(3), which is
larger than the value 0.63(2) reported in [21]. However,
we found that our estimate of Ω depends on how many
initial bins we discard, suggesting that there are compet-
ing finite-size effects that mask the first term in (7).
For d = 3 our results are consistent with the recent
5value τ = 2.18909(5) [22]. For d = 4 our value is consis-
tent with the previous result τ = 2.313(2) [23, 24], but (for
site percolation) with smaller error bars. For d = 5 our
estimate is larger than the previous value τ = 2.412(4)
from [24], which we think is due to larger cluster sizes
and better avoidance of finite-size effects. Our results
are also quite close to the estimates 2.1888 (d = 3), 2.3124
(d = 4), and 2.4171 (d = 5) from four-loop renormaliza-
tion theory [25].
For d > 6, our values are consistent with the mean-
field prediction τ = 5/2. This result was also recently
obtained for d = 7 in [26]. However, for d = 6, a fit of
the form (10) yields an estimate of τ significantly below
its mean-field value 5/2. This is due to the fact that the
leading term is modified by logarithmic corrections, as
we discuss in the next section.
VI. LOGARITHMIC CORRECTIONS AT d = 6
At the critical dimension dc = 6, we expect the size
distribution of clusters to obey mean-field theory but
with logarithmic corrections [27, 28],
ns ∼ s−τ(log s)θ .
To be more specific, we expect the cumulative size dis-
tribution of the cluster containing the origin to scale as
Q(s) ∼ s−(τ−2)(log s)θ ,
or
logQ(s) = −(τ − 2) log s + θ log log s + c (12)
for some constant c.
Using the same data as in the previous section, namely
109 site percolation clusters grown at p = pc using the
Leath algorithm up to a maximum size smax = 220, with
sizes binned logarithmically, we find τ, θ, and c using
a nonlinear least-squares fit to the form (12). We again
obtain a 90% confidence interval using the bootstrap, fit-
ting these parameters to 1000 independently resampled
data sets. To avoid finite-size effects we discard the first
40 bins, i.e., clusters of size less than 1024.
Using this approach, we obtain τ = 2.501(1), consis-
tent with the mean-field value 5/2. Our estimate for θ is
0.34(1). This is inconsistent with the prediction θ = 2/7
from renormalization group techniques [27, 28]. How-
ever, as with the finite-size exponent Ω for d = 3, our
estimate of θ is sensitive to how many initial bins we
discard, presumably because it is confounded by finite-
size effects. If we discard the first 60 bins, ignoring clus-
ters of size less than 215 = 32 768, we obtain τ = 2.498(5)
and θ = 0.32(6), consistent with theory. We hope to pro-
vide more precise measurements of θ with additional
numerical work in the future.
VII. CONCLUSIONS
We implemented invasion percolation using efficient
data structures on the hypercubic lattice, and used
a simple, rapidly-converging estimator based on the
boundary-to-bulk ratio to obtain highly accurate mea-
surements of the critical densities pc for site and bond
percolation. This approach has the benefit that we do
not need to perform multiple runs at different values of
p, nor do we need to choose a criterion for criticality
such as clusters that cross or wrap around a finite lattice.
Instead, the estimate of pc emerges naturally from the
process. Moreover, by storing the invasion cluster in a
hash table, we can grow much larger clusters than we
could store in memory in a surrounding lattice.
Using the size distribution of clusters at p = pc us-
ing the Leath algorithm, we computed numerical values
of the Fisher exponent τ, confirming that its mean-field
value τ = 5/2 holds for d ≥ 6 but with logarithmic cor-
rections at the critical dimension d = 6. There are many
other critical exponents that one could measure with this
approach, as well as quantities such as the ratio of the
mean cluster size above and below pc. We leave these
for future work.
It is interesting to consider measuring critical behavior
using invasion percolation directly, rather than by first
estimating pc and then using the Leath algorithm. The
invasion cluster consists of a union of connected clusters
at p = pc, so as it grows its statistical properties approach
those of the giant cluster that appears at the transition.
This suggests that its surface area, radius of gyration,
and other properties scale like those of the critical clus-
ter in the limit N → ∞, and indeed in two and three
dimensions the invasion cluster and critical cluster have
the same fractal dimension [7, 29]. In the same spirit
as other notions of “self-organized percolation” [30, 31],
we hope invasion percolation will allow us to measure
other properties of the critical cluster without tuning the
parameter p. We leave this for future work as well.
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