A fully polynomial time approximation scheme (FPTAS) with run time O( n m ε m−1 ) is developed for a problem which combines common due window assignment and scheduling n jobs on m identical parallel machines. The problem criterion is bottleneck (min-max) such that the maximum cost, which includes job earliness, job tardiness and due window size costs, is minimized.
Introduction
There are n independent non-preemptive jobs to be scheduled for processing on m identical parallel machines. We assume that m is a given constant. Each machine can process at most one job at a time, and each job can be completely processed by any of the machines. Job j has a processing requirement p j , and it is assigned a common due window e, d , where e and d are the decision variables to be determined. A schedule determines an allocation of the jobs to the machines and the job start and completion times. Given a schedule S, we denote the completion time of job j by C j (S), j = 1, . . . , n. The objective is to find an optimal schedule and optimal values of the decision variables e and d such that the weighted maximum F (S, e, d) = max{α max 1≤j≤n E j (S), β max 1≤j≤n T j (S), γ(d − e)} is minimized, where E j (S) = max{0, d − C j (S)} and T j = max{0, C j (S) − d} are earliness and tardiness of job j, respectively, j = 1, . . . , n. Job processing times p j , coefficients α, β and γ, and values of the decision variables e and d are assumed to be non-negative rational numbers. We denote this problem as Pm-DW-max and its optimal solution value as F * . The above formulated problem Pm-DW-max belongs to the area of scheduling problems with due windows, see e.g. Janiak et al. [1] for a survey. In this survey it is denoted as
For a more general problem
including the due window start time cost, Mosheiov [2] proposed an O(max{nm, n log n}) time asymptotically optimal heuristic algorithm. If the job processing times are independent and identically distributed random variables with bounded support, then the absolute error of the solution obtained by this algorithm approaches zero. Moreover, if job processing times are unit, then this algorithm delivers an optimal solution. Mosheiov and Sarig [3] studied other due date assignment and scheduling problems with the min-max criterion, namely,
}, where 1 and F m in the first field denote single machine and flow-shop processing environments, respectively. Mosheiov and Sarig showed that for a given job sequence optimal due window can be found for these problems in polynomial time by solving appropriate linear programs.
For one of the problems in [3] with unit time jobs, P m| e, d , p j = 1| max{α j E j + β j T j + γe + δ(d − e)}, Janiak et al. [4] established properties of optimal solutions and reduced it to an assignment problem solvable in O(n 4.5 log 0.5 n/m 2 ) time. More efficient solution procedures were given for several special cases.
Mosheiov and Sarig [5] presented algorithms for the problems 1| e, d | max{αE j + γe + δ(d − e), βT j + γe + δ(d − e)} and F 2| e, d | max{αE j +γe+δ(d−e), βT j +γe+δ(d−e)} with O(n) and O(n 2 log n) run times, respectively. The case of variable number of identical parallel machines was proved strongly NP-hard, and simple heuristics and lower bounds were introduced and numerically tested for identical parallel machines and uniform machines.
Coming back to the problem Pm-DW-max, note that its single machine version is polynomially solvable, see Mosheiov [2] and Janiak et al. [6] . However, the version with a variable number of identical parallel machine machines is strongly NP-hard as the classic m-identical parallel machine scheduling problem to minimize the makespan, P ||C max , pseudo-polynomially reduces to it, see Janiak et al. [6] . A heuristic algorithm and a lower bound for the problem Pm-DW-max are given by Mosheiov [2] . Janiak et al. [6] mentioned that a fully polynomial time approximation scheme (FPTAS) of Kovalyov [7] for the problem P m||C max with run time O(n m /ε m−1 ) can be used to acceptably solve the problem Pm-DW-max. However, an adaptation of this FPTAS for the problem Pm-DW-max is not obvious. This note describes details of this adaptation and presents a FPTAS for the problem P m||C max , which is a tuned version of the FPTAS in Kovalyov [7] .
A family of algorithms {A ε } is a Fully Polynomial Time Approximation Scheme (FPTAS) for the problem Pm-DW-max if for any ε > 0 and any problem instance algorithm A ε delivers a solution with value F A ≤ (1 + ε)F * , and its time requirement is bounded by a polynomial of the problem instance length in binary encoding and in 1/ε.
It should be noted that FPTAS, if it exists for an NPhard problem, is theoretically the best type of algorithms to solve the problem, see Garey and Johnson [8] . Furthermore, FPTASs have shown good performance in computer experiments, see, for example, Martello and Toth [9] , Kovalyov et al. [10] , Depetrini and Locatelli [11] , Bazgan et al. [12] , Hu et al. [13] .
Applications of the scheduling problems can be found in [14] [15] [16] [17] .
Next section contains statements which justify our FP-TAS for the problem Pm-DW-max. FPTAS for the problem P m||C max is described in Sec. 3. The note concludes with a short summary and suggestions for future research.
Basic statements
Consider an arbitrary schedule S. Introduce values
Re-number jobs in the Shortest Processing Time (SPT) order such that p 1 ≤ · · · ≤ p n .
Lemma 1.
(Corollary of statements in Janiak et al. [6] ) There exists an optimal solution (S * , e * , d * ) for problem Pm-DW-max, which satisfies the following properties:
• job n − i + 1 is the first job on machine i and it completes at time
Lemma 2.
(Corollary of statements in Janiak et al. [6] ) Given a job schedule S such that C min (S) = p n , the due window e(S), d(S) , which minimizes F (S, e(S), d(S)), can be determined as follows:
Thus, the problem reduces to finding a job schedule which satisfies Lemmas 1 and 2 and minimizes C max (S).
It can be easily seen that if n ≤ 2m, then the following solution (S * , e * , d * ) is optimal for the problem Pm-DW-max:
job n − i + 1 is the first job on machine i and it completes at time p n , i = 1, . . . , m, and job j is the second job on machine j and it starts at time p n , j = 1, . . . , n − m. Assume without loss of generality that n ≥ 2m + 1. Consider the classic problem P m||C max with the set of jobs K = {1, . . . , k}, where k = n − m. Its solution can be described by an m × k-dimensional 0-1 matrix x with entries x ij such that x ij = 1 if and only if job j is processed by machine i, i = 1, . . . , m, j = 1, . . . , k. The order of jobs assigned to the same machine can be arbitrary.
Let x * and C * (K) denote an optimal solution of the problem P m||C max with the job set K and its optimal makespan value, respectively. Optimal solution for the problem Pm-DWmax is obtained by scheduling jobs n−m+1, n−m+2, . . . , n as it is indicated in Lemma 1, and assigning jobs 1, . . . , n−m to the machines as it is indicated by x * . Furthermore,
Let {H ε } be a FPTAS for the problem P m||C max with the job set K. By the definition, it delivers a solution x 0 with the makespan value C 0 (K) ≤ (1 + ε)C * (K). Let S 0 be solution of the problem Pm-DW-max extended from x 0 by jobs n − m + 1, n − m + 2, . . . , n, as it is indicated in Lemma 1. Making use of Lemma 2, we set
We have
Hence, the family of algorithms {H ε }, together with the procedure that extends S 0 from x 0 , constitutes a FPTAS for the problem Pm-DW-max.
Our FPTAS for the problem P m||C max with the job set K is described in the next section. It is a tuned version of the FPTAS, which was suggested in Ph.D. thesis of Kovalyov [7] and which was not published.
Due window assignment and scheduling on parallel machines: a FPTAS for a bottleneck criterion

A FPTAS for the problem P m||C max
Problem P m||C max with the job set K can be formulated as the following integer programming problem. Denote
For the problem P m||C max with the job set K, there exists the well-known list scheduling algorithm, which assigns jobs in the Longest Processing Time (LPT) order k, k − 1, . . . , 1 to the first available machine. This algorithm delivers a solution
Let us introduce a scaling parameter δ = εL k and scaled job processing times p
optimal solution for the problem P m||C max with the job set K and scaled processing times p
Proof. The following chain of relations proves this lemma:
Denote by t(x) function T (x), in which processing times p j are replaced by scaled job processing times p
Problem P m||C max with the scaled job processing times can be solved by the following dynamic programming algorithm, denoted as DP. In iteration j of this algorithm, j-th column of partial solution x is determined, that is, job j is assigned to a machine. Each partial solution x, in which first j columns are determined, is associated with the state (t 1 , . . . , t m−1 ), where t i = j h=1 p h x ih , i = 1, . . . , m − 1. It is sufficient to consider t i ≤ U , i = 1, . . . , m − 1. The set of states in iteration j is denoted as G j . Sets G 1 , . . . , G k are recursively constructed. An optimal solution corresponds to a state in the set G k . A formal description of algorithm DP is given below.
Algorithm DP.
Step
Step 2 (Recursion) Calculate
x ij ≤ 1, x ij ∈ {0, 1}, i = 1, . . . , m − 1 , j = 1 . . . , k.
Step 3 (Optimal solution) Calculate We deduce that the suggested solution approach constitutes a FPTAS for the problem Pm-DW-max, if m is a constant.
Conclusions
We described a FPTAS for the problem Pm-DW-max with a bottleneck (min-max) criterion. In the future it can be interesting to develop FPTASs for the due date assignment and scheduling problems on parallel machines with a min-sum criterion.
