Recent image captioning approaches are typically trained on generationbased or retrieval-based approaches. Both methods have their advantages but limited by the disadvantages. In this paper, we propose a Unified Generation-Retrieval framework for Image Captioning (UGRIC) by using adversarial learning. Different from previous methods, the proposed UGRIC model leverages the informative contents of N-best response candidates provided by the retrievalbased model to enhance the generation-based method. In addition, to further improve the informativeness of the generated caption, we employ copying mechanism to choose words from the retrieved candidate captions and put them into proper positions of the output sequence. Experiments on MSCOCO dataset demonstrate the effectiveness of the UGRIC model through various evaluation metrics. 1
INTRODUCTION
Image captioning, which aims at generating a natural language description of an image, is an important and challenging task. It not only requires a fine-grained understanding of the objects and their relationships in an image, but also has the linguistic capability to describe what it sees, connecting computer vision (CV) with natural language processing (NLP) communities.
Previously, conventional methods utilized retrieval-based methods to produce image caption by searching corresponding caption that best matches the query image from a pre-constructed imagecaption repository. In particular, for each query image, retrievalbased methods first find the visually similar images with their captions from the repository, and then select the most appropriate caption from the retrieved candidate pool as the final caption for the query image. For example, [9] chose a sentence from the GIST nearest-neighbor to the query image, and then deleted the details to make the sentence suitable for the contents of the query image. [4] selected one description as the consensus sentence from the captions of k nearest training images. However, the retrieved captions are limited by the capacity of the pre-constructed repository, which may be not tailored appropriately for the query image.
Inspired by the impressive advances in neural machine translation, the encoder-decoder framework is commonly adopted for generating image captions [13, 14, 16] (denoted as generation-based methods). The common idea of the encoder-decoder based methods is to use a convolutional neural network (CNN) to encode an image into a visual feature vector, and then use a recurrent neural network (RNN) decoder to generate natural captions based on the feature vector. For example, [13] proposed an attentive encoder-decoder neural network to dynamically attend to different locations of the images during decoding different words in the captions. Although generation-based methods bring results of good flexibility and quality, the generated captions often lack language fluency, diversity, and informativeness. Therefore, it motivates us to combine the two methods and take advantage of different image captioning methods.
In this paper, we proposed a novel Unified Generation-Retrieval framework for Image Captioning (UGRIC). Given a query image, we first apply the retrieval-based model to get N -best candidate captions, which are then used to enhance the generation-based method. Specifically, UGRIC contains two key components: 1) an encoder-decoder based caption generator that is optimized using the reinforcement learning technique with the reward calculated by the discriminator; 2) a discriminator that is trained to distinguish human-generated captions from captions provided by the generator and the retrieval-based model, considering how well the generated captions describe the images. In addition, we also employ copying mechanism to explicitly extract words from the retrieved guidance caption so as to enrich the meaning of the generated captions.
The main contributions of this paper are summarized as follows. (i) We introduce a novel adversarial learning framework for image captioning, which combines retrieval-based and generationbased methods by enhancing the image caption generation with retrieved candidate captions. (ii) We propose a copying mechanism that naturally incorporates the retrieved guidance captions into the encoder-decoder structure, enriching the informativeness of the generated captions. (iii) Experimental results show that UGRIC achieves outstanding performance on the widely used MSCOCO dataset.
METHODOLOGY
Given an image I , image captioning aims to generate a text description y = {y 1 , y 2 , ..., y T } for the image I , where T is the length of the text sequence.
Our UGRIC model consists of two parts: a retrieval-based model and a generation-based model. Given a query image, the retrievalbased model is used to obtain the captions of similar images from the training set. These retrieved captions are viewed as reference captions for the query image. The generation-based model employs the GAN framework that consists of the generator G and discriminator D to take advantage of the reference captions. Specifically, at each time step in generating image caption, the copying mechanism is designed to choose words from the reference caption which are then put into the output caption. Additionally, the reference captions can help the discriminator evaluate the matching degree between images and generated captions.
Retrieval-based Model
We develop a retrieval-based model to get reference captions for each query image. The bottom-up model [1] , based on Faster R-CNN, is adopted to extract image feature vectors. Then, the meanpooled image feature vector is used to get similar images. Specifically, we find k nearest neighbor images by using cosine similarity and their captions are collected as a set of captions C. Following [4] , consensus caption is applied to get the representative captions from the set C. Formally, the similarity score of each image-image pair s i is computed by:
where Sim (c i , c ′ ), which adopts the CIDEr [11] as the similarity function, denotes the similarity between two captions c i and c ′ . We choose top-N captions as reference caption set (denoted as R), which have higher average similarity to all the other captions in C. 
Generation-based Model
where the implementation details of bottom-up model in image encoder are the same with that of the retrieval-based model.
Two-layer Attention Networks.
Following the work of [1, 15] , the decoder consists of two staked LSTMs, where the first LSTM layer LSTM (1) is viewed as a top-down attention LSTM and the second LSTM layer LSTM (2) is a language LSTM. At time step t, the first LSTM (1) takes the concatenation of the mean-pooled image featurev = 1 n n i=1 v i , the previous output of the language LSTM h (2) t −1 , and the previously generated word embedding e(y t −1 ) as input:
where x (1) t is the input of LSTM (1) at time step t, e(y t −1 ) denotes the word embedding of previous word y t −1 . Then, we get the hidden output of the LSTM (1) at time step t as:
To make the decoder focus on the image regions corresponding to the target words, the attention mechanism is used to compute the attention weights α t,i over all regions of image features:
where f is a two-layer neural network which outputs a scalar value. We can get the attentive feature vector as the weighted sum over all image vectors:v
After that, the language LSTM takes the concatenation of attention vectorv t and the hidden state h (1) t as input to compute its hidden state at time step t :
2.2.3 Caption Generation. The generation probability distribution of the next word y t is given by:
where U д and b д are learned parameters.
Copying Mechanism.
Inspired by the successful application of copying mechanism in abstractive text summarization [12] , we employ the copying mechanism to copy words from the reference captions into the generated sentence. We randomly select one sentence from R and assume the sentence consists of words {w c 1 , w c 2 , ..., w c L }, in which L is the length of the sequence. We first convert the reference captions into a sequence of hidden states by the LSTM network:
where e(w c i ) denotes the word embedding of word w c i . We compute the probability that the word y t at time step t is copied from the reference caption in the decoding stage as:
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The final probability of generating target word y t with the following hybrid distribution:
where δ is a softmax function.
Adversarial Training
2.3.1 Discriminator D. Given the mean-pooled image feature vectorv, the reference captions set R and a generated caption y, the discriminator outputs the probability that the generated caption is real. Specifically, we employ a caption LSTM to learn the hidden states of the generated caption, denoted as H y = [h y 1 , ..., h y T ], where T denotes the length of the generated caption. We get the last step hidden state h y T as the sentence representation of the generation caption y. Similarly, we also learn the hidden state H r i for each reference caption r i in the set R, and get the last step hidden state h r i T r i as the sentence representation of r i , where T r i is the length of reference caption r i . The probability that the input caption is real is calculated as:
where U v and U h are projection parameters, which projectv and the concatenation of hidden states into the same dimension respectively. N represents the number of reference captions in set R. ϕ is the parameter set of the discriminator. [a, b] denotes the concatenation of a and b. ⟨.⟩ represents the dot product. The goal of the discriminator is not only to distinguish generated captions y from human-written captionsỹ, but also to determine how well the generated captions match the query image. Reference captions are used to help the discriminator make better judgments. Thus, the objective function of the discriminator is given by:
2.3.2 Generator G. The generated description is discrete tokens, which makes it hard to back-propagate the gradient from the discriminator to the generator. We apply a policy gradient method to tackle the problem. The goal of training is to minimize the negative expected rewards:
where θ is the set of parameters of the generator G. Following [10] , the gradient of the expected rewards can be approximated as:
where y s 1:t is a Monte-Carlo sample caption andŷ 1:t is a greedy decoding caption used as the baseline to reduce the variance.
Given a generated caption, the reward r consists of two parts. The first part is calculated by evaluation metrics, such as BLEU, METEOR, CIDEr, and the second part is the score that the discriminator considers the caption is real. Thus, we can compute the hybrid reward as:
r (y 1:t ) = γr m (y 1:
where r m is the reward calculated as the CIDEr score function, γ is a parameter that controls the effect of the metric reward and discriminator reward, and we set γ = 0.8.
EXPERIMENTS 3.1 Dataset
We evaluate the proposed UGRIC model on the MSCOCO dataset, which contains 82,783 training and 40,504 validation images, each of which has 5 annotated captions. For a fair comparison with previous work [6] , the Karpathy split is adopted to re-split the dataset into 113,287 training, 5,000 validation and 5,000 testing images.
Implementation Details
The image encoder uses faster R-CNN to detect objects and generates 100 image regions at maximum. The dimension of each region feature is 2048. We set the hidden sizes of copying LSTM, top-down attention LSTM and language LSTM to 1024, the hidden sizes of the RNN-based discriminator to 512, the size of the input word embedding to 512. N is set to 5 and k is set to 60. In the experiments, the generator is pre-trained under the cross-entropy cost by Adam optimizer with an initial learning rate 5 × 10 −4 for 30 epochs. We also use Adam optimizer to pre-train the discriminator. Then, the generator and discriminator are trained alternately.
Evaluation Metrics
We adopt the official evaluation metrics of MSCOCO Image Captioning Challenge that are widely used in previous work [7, 10, 13] , including BLEU-N (N=1,2,3,4), METEOR, ROUGE, CIDEr. These metrics estimate the consistency between the n-gram existence in the produced text descriptions and the ground truth captions.
In addition, we also use human evaluation to verify the proposed model. In particular, we randomly selected 200 images from the test set and invited 5 well-educated volunteers to judge the quality of the generated caption of different models. For a generated caption, the score of +2 indicates the caption is fluent and informative; +1 indicates that the description is fluent but too universal; 0 indicates that the caption is not fluent or contains objects that do not exist in the image. The proportion of each score and the average score are reported for each model.
Quantitative Results
In this study, we compare our model with state-of-the-art methods, and several representative strong competitors are Soft-Attention [13] , SCST [10] , Adaptive [7] , StackCap [5] , Bottom-Up and Top-Down Attention (Up-Down) [1] , Convolutional Image Captioning (CNN+Att) model [2] , Group-based Image Captioning (GroupCap) model [3] , Neural Baby Talk (NBT) model [8] . In the experiments, we use the same parameter settings as in the original papers.
The automatic evaluation results on the test set of MSCOCO are shown in Table 1 . Our model outperforms all the compared approaches on all automatic evaluation metrics. In particular, by benefiting from the retrieved captions, our model gets the highest CIDEr score of 123.5, suggesting that the captions generated by our model are informative.
To analyze the effectiveness of different components of UGRIC, we also report the ablation test through discarding copying mechanism (denoted as UGRIC w/o copying) or the discriminator (denoted as UGRIC w/o discriminator). Both components contribute, and the discriminator contributes most. This is within our expectation since the generator only selects one sentence from R for copying, while the discriminator takes advantage of all sentences in R to evaluate how well the generated caption describes the qeury image, and provides ranking scores to guide the generative model producing better captions.
Qualitative Results
To evaluate UGRIC qualitatively, we show some generated image captions for the images from the test set in Table 2 . We can observe that our model can generate informative and reasonably relevant captions. For example, the caption "a living room with a fireplace and pictures on the wall" generated by UGRIC precisely describes the content of the images. While the Up-Down method is prone to generate universal and common captions that seem to be natural in human language, but does not reflect the specific meaning of the given image.
CONCLUSION
In this paper, we propose a novel ensemble of retrieval-based and generation-based methods for image captioning via an adversarial learning framework, which can benefit from the advantages of retrieval-based caption candidates as well as neural responses from the generation-based model. Experimental results show that UGRIC clearly outperforms the state-of-the-art image captioning methods.
