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Abstract 
Complex radar targets are often modeled as a number of individual scattering elements randomly 
distributed throughout the spatial region containing the target. While it is known that as the 
number of' scatterers grows large, the distribution of the scattered signal power or intensity is 
asymptotic:ally exponential, this is not true for a small number of scatterers. We study the statistics 
of measured power or intensity, and hence scattering cross section, resulting from a small number 
of constant amplitude scatterers, each having a random phase. 
We first derive closed form expressions for the pdf of the scattered signal inte.nsity, and then use 
an orthonormal series expansion for the pdf in terms of exponentially-weighted. Laguerre polyno- 
mials when the number of scatterers is larger than 3. For the multilook case, an orthogonal series 
expansion in terms of Gamma-weighted generalized Laguerre polynomials is us'ed to approximate 
the pdf. 
The results of the Kolmogorov-Smirnov goodness-of-fit test show that the se:ries expansions are 
a good fit to the actual pdfs. 
1 Introduction 
A comrnorl model for complex or extended radar targets is to consider them to co:nsist of a collection 
of randomly distributed scattering elements [I]. Each scattering element makin.g up the extended 
target is assumed to be a point target or isotropic scatterer, and each scattering element within 
the radar :resolution cell under consideration contributes a component to the total echo signal from 
that resolution cell. The statistics of the resulting radar cross section arising from the interfering 
scattered c:omponents from the target are difficult to derive. While the distribution of the energy 
scattered from a collection of Rayleigh scatterers or a collection of Rayleigh scatterers plus a 
constant scatterer can be easily derived [2], the statistical description of a fixed ncunber of scatterers, 
with cons1;ant (nonrandom) amplitudes, randomly distributed in space, is not generally known. 
While it is known that for a large number of scatterers, the resulting scattering ensemble will 
exhibit Riiyleigh scattering if a large number of elements are randomly scattered throughout a 
region whose dimensions are large compared to the wavelength of the illurninaliing radiation, this 
is not the case when the number of scatterers is small. 
In this paper, we derive expressions for the probability distribution of the power or intensity 
of the scattered signal from, or equivalently the radar cross section of, a coll.ection of constant 
scatterers randomly distributed in space within radar resolution cell. We first derive exact closed 
form expressions for the pdf of radar cross section arising from 1, 2, and 3 constant-amplitude 
scatterers based on a single look as a function of the scatterers amplitudes, using a recursive 
algorithm. We also derive an orthonormal series representation of the pdf in ternis of exponentially- 
weighted ILaguerre polynomials, when the number of scatterers within a resolution cell is greater 
than 3. For the multilook case, we obtain a closed form expression for the distribution of the sum of 
the intensities of each of the individual looks for 2 coherent scatterers based on 2 looks. For higher 
numbers of scatterers and looks, we expand the pdf as a series of Gamma-weighted orthogonal 
generalized Laguerre polynomials. Finally, we use the Kolmogorov-Srnirnov statistical test as a 
relative measure to determine how well the generalized Laguerre polynomial representation fits the 
actual pdj'. 
2 Scattering Cross Section Model 
2.1 Single Look Model 
In this model, a radar resolution cell is assumed to contain a collection of n elemental point scat- 
terers randomly distributed throughout the resolution cell, with each elementary scatterer position 
distributed independently of the positions of other scatterers. For example, the elemental scatter- 
ers could be scatterers random;y distributed on a surface being imaged by an imaging radar and 
falling within the particular resolution cell of interest. Each backscattered electric field component 
Ej from the j-th scatterer, j = 1, . . . , n,  has a constant amplitude Aj equal to the size or reflectance 
strength of the j-th scatterer and a random phase c $ ~  uniformly distributed over the interval [O,27r): 
The random phases of the elementary backscattered electric fields are also assumed to be statisti- 
cally independent, because the random spatial locations of the individual scattei-ers are statistically 
independent. We assume that the number of elementary scatterers n is fixed, although n could in 
general be considered random, in which case the distributions we derive for fixled n would become 
condition.31 intensity distributions conditioned on having the fixed number of scatterers within a 
resolution cell. The superposition of the radar returns from each of the n elementary scatterers 
gives rise .to the total backscattered electric field from the resolution cell as 
2.2 Multilook Model 
The overall intensity measurement of the radar target is proportional to the square of the magnitude 
of M, (intensity) given by 
In the multi-look model, L-independent diversity measurements are taken over the resolution cell 
by the radar. This technique involves the noncoherent sum of L statistically independent single 
realizatioris of the intensity measurements Snl ( I  = 1,2, .  . . , L) in Eq. (2) at each resolution cell: 
Sn = 
In SAR a:?plications, this is a common technique for speckle reduction [3]. 
n 
C A j e i 4 j  
j=1 
(2) 
3 Probability Density Function of Single Look Inten- 
sity Measurement 
3.1 Rtecursive Met hod 
Figure 1 shows the geometry of the scattering problem we are examining, which can be described 
as a random walk of phasor components in the complex plane. Let the electric field reflected from 
the j-th elementary scatterer be denoted by 
where Aj is the scatterer amplitude assumed to be a fixed constant, and &j iis its uniformly dis- 
tributed random phase on the interval [0,27r). We also denote the electric field resulting from the 
coherent sum of Ic elementary scatterers by 
and its magnitude by Rk for Ic = 1,2,.  . . , n. We then have that the radar cross section Sk = R i .  
Assunne that the intensity measurement Sk-l is known. We then can assume that the phase 
associated with Mk-, is zero, as indicated by the choice of reference in Fig. 1. We can write 
The conditional cumulative distribution function of Sk conditioned on Sk-1 can be written as 
1 2 Sk  - Ak - Sk-1 
= 1 - - arccos 
7r 2 A k f i  
Differentiating Eq. 12 with respect to sk, we get the conditional pdf 
1 , (fi-Ak)21sk-l~~(fi++AIS2 
~ ~ ~ ~ s ~ . - ~ ( ~ k l ~ k - l )  = { $ ( ( & + A k ) 2 - s k - l ) ( s k - l - ( ~ A k ) 2 )  elsewhere. (13) 
Using the Bayes' rule, the probability density function of Sk could be written a.s 
Hence, the probability density function of the intensity measurement S, could be recursively 
determined by successive applications of Eqs. (13) and (14) for k = 2,3,. . . , n. In the following 
analysis we assume the relational order Ak-l I Ak for the scatterers amplitudes (k = 2,3, .  . . , n.) 
3.1.1 Exact Probability Density Function for the Case of a Sin,gle Scatterer 
When measurements are taken over a resolution cell consisting of a single scat-terer, it is straight- 
forward to  show that S1 = A:, and hence 
where 6(.) is the Dirac delta function. 
3.1.2 Exact Probability Density Function for the Case of Two Scatterers 
For the cz,se when the resolution cell consists of 2 scatterers (n = 2), substituting Eqs. (15) and (13) 
into Eq. (14) (with k = 2) and applying the sifting property of the Dirac delta function yield 
1 
, (&-Ad2 < Aq < (&+Ad2 
~ ~ ~ ( 3 2 )  = {;J((@E+A2)2-A?) (A:-(@E-A2I2) elsewhere, (16) 
or, after :replacing the constraint (fi - A2)2 < A? < (6 + A2)2 by its equivalent constraint 
(Al - A2:l2 < s2 < (A1 + A2)2, and after some algebraic manipulations, 
1 
~ ~ ( ~ ~ - ( A ~ - A z ) ~ ) ( ( A ~ + A z ) ~ - s ~ )  , (A1 - A2)2 < 32  < (A1 -i- A2)2 Ps2 (s2) = 
elsewhere. 
(17) 
The pdf ps2 (s2) has singularities at (Al - A2)2 and (Al + A2)2. A plot of ps2 (32) is shown in Fig. 2, 
assuming unit amplitude scatterers (A1 = A2 + 1). 
3.1.3 Elxact Probability Density Function for the Case of Three Scatterers 
We now consider the case when the resolution cell consists of 3 scatterers (n =: 3). Equation (14) 
is a convolution type integral. Thus, substituting Eqs. (17) and (13) into it (with k = 3) generates 
several cases depending on the relational order of the end points (A1 - A2)2, (A1 4- A2) ', (&- A3)2, 
and (& + A3)2. For each case, the definite integral will take the general form 
where a ,  h, c, and d take on sets of values from the end points listed above. 
In the first case, we assume that (6- A3)2 < (A1 - A2)2 < (A1 + A2)2 < (,A+ A3)2. Solving 
these inequalities for s3 results in (A1 -A2 +A3)2 < s3 < (-A1 +A2+A3)2. Als'o, a = (&+A3)2, 
b = (Al + A2)2, C =  (Al -A2)2, and d = (&-A3)2. 
In the second case, we assume that (A1 - A2)2 < (& - A3)2 < (& + 113)2 < (Al + A2)2. 
We further assume that A3 < A1 + Ap. Solving for s3 yields 0 < s3 < (Al + 112 - A3)2. We also 
have a = (A1 + A2)2, b = (6 + A3)2, c = (& - A3)2, and d = (A1 - A2)2. 
The third case arises when (A1 - A2)2 < (&- A3)2 < (Al + A2)2 < (6 + A3)2. Solving for 
sg gives the solution set 
For this case, a = (& + A3)2, b = (Al + A2)2, c = (& - A3)2, and d = (Al - A2)2. 
The last case occurs when (A1 - A2)2 < (A1 + A2)2 < (6 - A3)2 < (v'Sj + A3)2. This is 
equivalent to s3 E [0, ( A I + A ~ - A ~ ) ~ ) U ( ( A ~ + A ~ + A ~ ) ~ ,  m) for A3 > Al+Ag, and s3 E ((Al+A2+ 
A3)2, m) for A3 < A1 + A2. The intervals ((Al - A z ) ~ ,  (A1 + A2)2) and ((&- A3)2, (&+ A3)2) 
do not overlap. It follows that the pdf ps3 (s3) is zero for this case. 
The d.efinite integral in Eq. (18), with a,  b, c, and d in the given relational order, has the 
evaluatio~i [4, p. 2421 
0 
where 
x =  J (b - c)(a - d) (a - c)(b - d)' 
and 
a12 
is the conlplete elliptic integral. Evaluating the expression in Eq. (19) for the different values that 
a ,  b, c, an.d d take in each of the above cases, and combining expressions for each interval s3 takes 
on, yield the following closed form for the exact pdf: 
0, O I s 3  < ( A I + A ~ - A ~ ) ~ ~ O ~ A ~ > . A ~ + A ~  
K(q(s3)), 0 < s3 < (A1 + A2 - A3)2 for A3 < .Al + A2 
~ ~ 4 . 9 3 )  
2 
a2tp) K(q-'(ss)), (A1 + A2 - A3)2 < s3 < (Al - A2 + A3)2 
a2r(ss) K(q(s3)), (A1 - A2 + A3)2 < sg < (-Al + A2 + A3)2 (22) 
2 
a2t(s3) K(q-'(sa)), (-A1 + A2 + A3)2 < s3 < (A1 + A2 + A3)2 
, 0, ~3 > (A1 + A2 + A3)2 
where 
and 
The pdf ps3 (s3) has singularities at the end points (A1 + A2 - A ~ ) ~ ,  (A1 - A2 t- A ~ ) ~ ,  and (-Al + 
A2 + A3)'. A graph of ps3 (s3) is provided in Fig. 3, assuming unit-amplitude scatterers. 
An exact closed form for the pdf of the intensity measurement Sn arising from 4 or more scat- 
terers (n 12 4) is analytically intractable to derive using direct integration in Eq. (14). Developing 
a method of approximating this pdf for 4 or more scatterers is the topic of the next section. 
3.2 Clrthonormal Laguerre Polynomial Representation 
3.2.1 Convergence to Rayleigh Scattering for Large number of Scatterers 
Let us aswme that the scatterers have equal amplitudes: Ak = Ao, for k = :L, 2,.  . . , n. The in- 




respectively, where E;") = Aj COS($~) and EYm) = Aj The mean and variances of E:") 
and are given by 
and 
Var (E;")) = Var ( ~ j ' ~ ) )  = 
The central limit theorem states [5] that if XI, . . . , Xn are independent and identically dis- 
tributed 1.andom variables with mean p and finite variance a2, then the standardized random 
variable 
n 
C x j - n ~  j= 1 zn = 
f i g  
is asymptotically Gaussian with zero mean and unit variance as n  4 m. It follows then from 
the centrid limit theorem that M:") and are both asymptotically G'sussian for n  suffi- 
ciently large, each having mean zero and variance nAi/2. It is also straightforward to show that 
E ( M  "1 M Ym) )  = E ( M  !"I) E (M = 0, and so M LRe) and Mym)  are uncorrelated Gaus- 
sian random variables, and hence independent. 
A simple transformation rule yields the result that the intensity measurement S, = 1 ~ : ~ )  + 
iMYm)l2 has an asymptotic exponential distribution of the form 
1 
psn (sn) - 
n A; ~ X P  (-s) I [ O , ~ ) ( S , ) , for large n, 
where the indicator function ID(s) is defined as equal to 1 for s  E D and 0 for s  4 D. Thus, for 
a very large number n of scattering centers, the intensity measurement statistics converge to those 
of a Raylcbigh scattering model. 
3.2.2 Expansion of the PDF as a Series of Orthonormal Laguerre Polynomials 
The pdf j3sn (s , )  was shown in the previous section to be asymptotically exponential. We use 
a Gram-Charlier type of expansion [6] and write psn (s,)  as a series of exponentially weighted 
orthonornial Laguerre polynomials given by 
where Lm(s)  are Laguerre polynomials [4, 71 defined by their expansion in powers of s:  
The first few are: Lo(s) = 1, Ll(s)  = 1 - s ,  Lz(s) = 1 - 2s + s 2/2 .  The Laguerre polynomials obey 
the following orthogonality condition with respect to an exponential weighting function 
where the Kronecker delta function bmk is defined as equal to 1 for m = k and 0 for m # k. 
The coefficients cm measure the departure of the pdf psn (s,) from a pure exponential law, and 
are to be determined. Let us consider the expression 
after applying the orthogonality condition of Eq. (29). Using the property [4] 
it follows that 
The expectation in Eq. (31) can be approximated using a maximum 1ikel:ihood estimator [8] 
equal to the sample mean of a random sample of scattering cross sections {snk): 
The intensity measurements {snk), k = 1,2, .  . . , K, are generated using computerized Monte Carlo 
simulation. Specifically, a pseudo-random number generator, employing the inverse distribution 
function method, is used to generate a large number ( K  = 1000) of statist;ically independent 
scattering ensembles made up of n unit-amplitude statistically independent random point scatterers 
with phases uniformly distributed over the interval [O,2n), according to Eq. (2).. Table 1 shows the 
estimated coefficients Em according to Eq. (32) for different numbers n of unit-amplitude scatterers 
(A,, = 1). 
The rlxursive expressions for the exact pdf in Eqs. (13) and (14) and the orthogonal series 
expansion in Eq. (27) were numerically implemented as Mathematica programs on a Sparc station 
for 4,5,6,7, and 8 unit-amplitude scatterers. Table 2 gives the number of terms Mn ( = Mnl ) 
needed in the Laguerre expansion of the pdfs. Figure 4 illustrates the increasing exponential 
behavior 12f the pdf as the number of scatterers within a resolution cell is increased. The graphs 
of the exact pdfs versus their corresponding series expansions are illustrated in Figs. 5, 6, 7, and 8 
for various numbers of scatterers n. The exact pdfs were numerically computed using the recursive 
integration method of section 3.1. 
4 Pirobability Density Function of Multilook Inten- 
sity Measurements 
In this set-tion, we seek to develop a closed form expressions for the probability density function 
pTnL (tnL) of the statistic TnL given in Eq. (3) as the incoherent sum of L conditionally independent 
single reaylization intensity measurements ({Snl), I = 1,2, . . . , L). 
4.1 EIxact Probability Density Function for L-Look Intensity Mea- 
surement from a Single Scatterer 
It is straightforward to show, using characteristic functions and (conditional) independence of the 
identically distributed single look intensity measurement, that the pdf of the statistic T,L can be 
written as an L - 1 fold convolution [9]: 
Substitution of Eq. (15) into Eq. (33) yields 
pTIL (tlL) = 6 ( t l ~  - A:) * 6 ( t l ~  - A:) * . . . * 6 ( t i ~  -A:), (L - 1 fold) (34) 
or, after successive use of the sifting property of the Dirac delta function, 
4.2 E:xact Probability Density F'unct ion for 2-Look 1:ntensity Mea- 
surement from 2 Coherent Scatterers 
Let us assume that the scatterers' amplitudes are ordered such that Al 5 /I2. The pdf of the 
statistic :mL for 2-look intensity measurement arising from 2 scatterers (n == 2, L = 2) is the 
convolution of the pdf of a single look cross section from 2 scatterers with itself, as is readily 
verified by Eq. (33). Using the expression for the single look pdf pS2 (s2) given in Eq. (17), we 
obtain 
tm, 1 
' ~ 2 2  (t22) = J l r 2  d ( ( ~  l+~d2-r) ((tZ2-(~ 1 - ~ 2 )  2)-t22) (T-(A1-A2) 2, (T-(tZ2-(Al+m d ~ ,  (36) 
tmin 
where tmi,, and t,, take on sets of values from the end points (A1 -A2)2, (A1 +A:2)2, tZ2 -(Al +A2)2, 
and t22 - (A1 - A2)' depending on the relational order of these end points. 
Equation (36) has the same form as Eq. (18) and can be evaluated using Eq. (19). Carrying on 
derivatior~s identical to those in section 3.1.3 results in 
where 
1 
and K(.) is the complete elliptic integral defined in Eq. (21). The pdf has a sin.gularity at the end 
point (A1 - A2)' + (A1 + A2)'. Figure 9 illustrates the graph of pt2,(tzz). 
4.3 Cbrthogonal Generalized Laguerre Polynomial Representa- 
An exact closed form expression of the pdf of TnL for n = 2, L 1 3 and n = 3, L 1 2 is not 
possible to derive by further application of the convolution in Eq. (33). Finding an orthogonal 
series approximation of the pdf is the topic of the next two sections. 
4.3.1 Ilirect Method 
The characteristic function of the I-th look intensity measurement Snl ( I  = 1,2, . . . , L) is the Fourier 
transform of Eq. (27) evaluated at - j w [~CI]: 
Since {Snr)  are i.i.d for all 1 = 1,2,.  . . , L, the characteristic function of T n ~  is given by [9] 
In Appendix A we show that applying an inverse Fourier transformation to Eq. (40) yields the pdf 
of TnL 
where 
ck is the k-th coefficient in the pdf expansion of the single look intensity measurement given by 
Eq. (27), and SL is the set of all ordered (M, + 1)-tuples of non negative integers whose sum is L. 
The funct,ions Lg(t) are the generalized Laguerre polynomials [4, 71 defined by 
m 
L%(t) = C ( - l ) j  
j=O j ! '  
The first iew are: Lg(t) = 1, Ly(t) = l+a- t ,Lz( t )  = 1+(3 /2 )a+a 2/2- (2+a) t+ t 2/2 .  Note that 
Lk(t) = Lm(t). The generalized Laguerre polynomials obey the following orth'ogonality condition 
with respect to a weighting gamma density function 
where I'(-) is the Gamma function defined as 
For given n and L, the series expansion in Eq. (41) could always be rewritten, after regrouping 
terms, as a series of orthogonal generalized Laguerre polynomials weighted by a Gamma density 
function with parameters (L, n): 
where am is a function of the coefficients cm and the number of looks L. In Appendix B we provide 
an example illustrating the interpretation of Eq. (41) as a series of Gamma-weighted orthogonal 
generalized Laguerre polynomials. 
The series coefficients am in Eq. (47) are obtained directly from the estimated coefficients Em 
for the pcif expansion based on a single look. This makes the algorithm simpler to implement 
because intensity measurements simulations are not required to estimate the series coefficients, as 
in the single look case. The tradeoff, however, is an increased computational cost, since a relatively 
large number of series terms M is needed. For example, it is straightforward to show, following the 
example in Appendix B, that when the number of scatterers is 5 and the number of looks is 2,  the 
resulting ]lumber of series terms M in Eq. (47) is equal to 14. 
In the next section, we use a Gram-Charlier type of asymptotic expansion, and expand the pdf 
of TnL as a series of orthogonal generalized Laguerre polynomials with arbitrary coefficients that 
do not depend on the estimated coefficients from the corresponding single look case. An estimation 
scheme is required to determine the series coefficients. However, the number of series terms required 
in the asymptotic expansion will be significantly lower than that in the direct approach method. 
4.3.2 Asymptotic Expansion Method 
The pdf of the I-th look intensity measurement Snl was previously shown tcl be asymptotically 
exponential as in Eq. (26). It is readily shown, using characteristic functions [9], that the pdf of 
the statistic TnL given in Eq. (3) has an asymptotic Gamma distribution with parameters (L, n) of 
the form 
where A. is the common amplitude of the scatterers. Using a Gram-Charlier type of expansion, we 
then write pTnL (tnL) as a series of Gamma weighted generalized Laguerre polynomials, given by 
1 M ~ L  
I-',,, ( t n ~ )  % (nA3 Lr(L> t k i l  exp (-%) (1 + x cm~k-' (s)) ~ ~ , ~ , ~ ~ ( t n ~ ) .  
nA0 m= 1 
(49) 
Here c, (not to be confused with the coefficients in Eq. (27)) measure the depar1;ure of the pdf from 
a pure Gamma law with parameters (L,n), and are to be determined. Multiplying both sides of 
Eq. (49) by (tnL/(nAi)), integrating with respect to t , ~  over the interval [0, co) , applying the 
orthogonz~lity condition of the generalized Laguerre polynomials of Eq. (45), and. using the property 
result in 
The derivation steps are identical to those shown in section 3.2.2. 
We estimate the expectation above using the maximum likelihood sample rnean estimator 
where {tkz} (k = 1,2, . . . , K )  are random samples from Eq. (3). Table 1 lists the estimated coef- 
ficients &, obtained by generating 1000 random samples {t$)} through a Monte Carlo simulation 
method, for different numbers n of unit-amplitude scatterers (Ao = 1) and different looks L. 
Since an exact closed form expression for the pdf of TnL for n = 2, L 2 3 and n = 3, L 2 2 
is not known, we seek to estimate it using the Parzen window method [ l l ] .  We construct an 
estimator based on q random samples {tii}(i = 1,2,.  . . , q) from the probability density function. 
The estimator has the form 
where 
is a Gaussian window function, and h, = h l / f i ,  with hl acting as a smoothing factor for the 
estimated curve. A very small hl causes the estimate to suffer from too much sta.tistica1 fluctuation. 
On the ot,her hand, a very large value of hl causes the estimate to suffer from t,oo little resolution, 
and thus requires a larger number of samples g to be generated [I].]. 
For the purpose of comparing the estimated pdfs with the series expansion approximations, 
we generated a large number g of random samples {t!i} using Eqs. (2) and (3) and form the 
estimated pdf from Eq. (53). We use the values of q = 100,000 and hl = 100 in the Parzen density 
estimatioin. These values enabled us to obtain estimates of both ~ ~ c i e n t l y  high resolution and 
negligible statistical fluctuation. 
Figure 10 shows that the pdf (estimated) approaches a Gamma density function as the number 
of scatterers increases for a fixed number of looks (L = 2). On the other hand, Figs. 11 shows 
that the pdf also approaches a Gamma distribution as the number of looks L hi increased for fixed 
numbers of scatterers (n = 2). 
Figures 12-17 provide plots of the pdf's orthogonal expansion given in Eq. (49) against the 
pdf estim.ated through the Parzen window algorithm for various numbers n of unit-amplitude 
scatterers and different numbers of looks L. The numbers of series terms MnL are listed in Table 2. 
We mentioned in the previous section that for n = 5 and L = 2, 14 series terms were needed 
in the expansion given in Eq. (47). Table 2 indicates that only 3 series terms are needed in 
the asym:?totic expansion approach. This shows the computational advantage of the asymptotic 
expansion. method over the direct method studied in the previous section, and that it is worthwhile 
estimating the series coefficients rather than obtaining them directly from the series coefficients of 
the corresponding single look case. 
Kolmogorov-Smirnov "Goodness-of-Fit" Test 
The Kolrnogorov-Smirnov statistical test [12, 13, 141 described below, provides a quantitative 
method to determine how well the orthogonal series approximation of the pdf in terms of Laguerre 
(or generalized Laguerre) polynomials fits the actual pdf. 
5.1 Test Description 
Let {Xk), k = 1,2, . . . , K ,  be a random sample of K independent identically distributed random 
variables from a continuous cumulative distribution F(x) on the interval [0, m). The Kolmogorov- 
Smirnov liest is used to test the hypothesis that the samples {Xk) come from F(x). We form 
the order statistics X(l) ,  . . . , X(K) corresponding to the random sample X1, . . . , XK, and we then 
construct the sample distribution 
for x < X(l),  
for X(j) 5 x < X(j+l), ( j  = 1,. . . , K - 111 (55) 
for x 2 X(K). 
The distance metric between the sample distribution FK (x) and the actual distribution F(x) defined 
as 
will be used to test the hypothesis. If DK is less than a threshold rp chosen to give a test of 
desired confidence level P (probability of accepting the hypothesis when it is true), we accept the 
hypothesis. If DK exceeds the value rp, we reject the hypothesis. The value of rp for a given P is 
the solution to the equation 
03 
Pr  ( D K  5 rp)  = 1 - 2 x(-l)i-l exp ( - 2 ~ i ~ r g )  = 0. 
i= 1 
(57) 
The value of rp = 0.07279 for a 99% confidence level using Eq. (57) and 500 random samples. 
5.2 Test Application 
The com1)utation of the cumulative distributions of the single look and multilook intensity mea- 
surements by direct integration of Eqs. (27) and (49),  respectively, is comput;ttionally inefficient. 
We thus seek to derive closed form expressions for the cumulative distributions. 
The cumulative distribution of the single look intensity measurement is given by 
1 sn M n  1 sn 
- Jexp (-1) d~ + x cm7 Jexp (-1) ,c, (L) dx. F ( s n )  = n A; ,=I nAoo  n A; n A; (58) 
0 
The above expression has the evaluation [4, p. 8441 
M n  
F ( s n )  = 1 - exp 
We form the cumulative distribution of the multilook intensity measuremerit as 
Successive? integrations by parts yield the following closed form expression: 
where the, function QL ( 0 ,  x )  is the generalized Marcum Q-function [15] defined as 
The notaliion ( 1  - L)l - l  is the Pochhammer symbol defined by (a)o = 1 and 
The derivation of Eq. (61)  is deferred to Appendix C. 
Having derived closed form expressions for the cumulative distribution of the intensity measure- 
ment, we compute the distance DK using Eq. (56). For simplicity, we assume that the scatterers 
have unit-amplitudes (Ao = 1).  Figures 18-20 illustrate the distance between the intensity mea- 
surement distribution and the sample distribution as a function of the number of series terms, for 
various numbers of scatterers and looks. The distances are also compared with the threshold of the 
99% confidence level. Each graph was constructed using 500 intensity measureiments simulations. 
6 Results and Discussion 
6.1 Probability Density of Intensity Measurement for Single Look 
Clase 
For single look intensity measurement, we note that the exact pdf approaches an exponential 
distribution as the number of the scatterers is gradually increased from 4 to 7, as illustrated in 
Figs. 4-8 For the case of 4 scatterers, a relatively high number of series teims (MnL = 17) is 
needed tcl approximate the pdf up to a 5% maximum relative error. An increase in the number 
of terms MnL to 20 or 25 merely reduces the maximum relative error to 4%. It takes as many 
as 35 terrns to obtain a significantly lower maximum relative error of 2% at the cost of increasing 
the computational complexity of the Laguerre polynomial expansion. Considlering the trade off 
between c:omputational complexity and relative error, we use only 17 terms in t,he series expansion 
and accept an increased maximum relative error of 5%. Increasing the number of scatterers from 4 
to only 5 jcatterers significantly reduces the number of series terms from 17 to 7 ,  while maintaining 
a maximum relative error of 5%. As the number of scatterers is further increased to 6 and 7 
scatterers, the pdfs converge faster to an exponential distribution and only 3 and 2 series terms 
are needed, respectively, for a remarkably low maximum relative error of 2%.. Furthermore, the 
graph of the Laguerre series expansion is almost indistinguishable from the exixt pdf for the case 
of 7 scatterers. Only one series term is needed for the case of 8 scatterers to maintain a maximum 
relative e:rror of 2%. For 9 or more scatterers, the central limit theorem (section 3.2.1) applies, 
MnL is taken to be zero, and the exponential law of Eq. (26) is used to represent the pdf. 
6.2 F'robability Density of Intensity Measurement fbr Multilook 
Case 
For multilook intensity measurement, Fig. 10 shows that the pdf (estimated) approaches a Gamma 
density f~nction as the number of scatterers is increased from 2 to 5 for a fix14 number of looks 
(L = 2). Figure 11 illustrates that the pdf also approaches a Gamma distribution as the number 
of looks is increased from 2 to 5 for fixed numbers of scatterers (n = 2). This means that the effect 
of adding up L intensity measurements from a fixed number of scatterers within a resolution cell 
on the pdf behavior is the same as increasing the number of scatterers with the resolution cell for 
a lower number L of looks. 
Notice from Table 2 that the number of terms MnL used in the orthogonal series representation 
of the pdf drops at a faster rate by increasing n for a fixed L than it does by increasing L for a fixed 
n. For ex,%mple, assuming the resolution cell consists of 2 scatterers, an increase in the number of 
looks from 4 to 5 causes the number of series terms MnL to drop from 14 to only 10. On the other 
hand, assinning 2 looks are taken, a small increase in the number of scatterers from 4 to 5 causes 
M n ~  to drop significantly from 12 to 3. 
For a very low number of looks, the numerical implementation of the generalized Laguerre 
polynomiiil representation of the pdf may not be computationally efficient, since a relatively high 
number 0,- series terms is needed when the number of scatters within a resolution cell is very small 
(on the order of 2 or 3). However, the series implementation could be rendered highly efficient by 
increasing the number of looks to only 4. In this case, the largest number of series terms needed is 
only 5, excluding the case when n = 2. Even if n = 2, the number of looks could be increased to 
only 6, and the number of series terms will be at most 6. 
6.3 The Kolmogorov-Smirnov Test's Interpret at ion 
The dista.nce DK associated with the Kolrnogorov-Smirnov test is used as a relative measure to 
determine how well the generalized Laguerre polynomial representation of the pdf fits a large 
number of simulated intensity observations from the measurement Equations (2) and (3). 
In Fig. 18, DK is plotted against the number of series terms Mn as the number of scatterers 
increases from 4 to 7 for a fixed single look. We notice that the distances are always below the 
threshold rg9% = 0.07279 for all n. Thus DK for the simulated scatterer ensembles falls below 
the thresliold that 99 % of all random samples made up of 500 intensity measurements actually 
drawn frc~m the series expansion pdf would fall. (For the purpose of comparison, we note that the 
corresponding 50 % and and 95 % thresholds are ~ 5 0 %  = 0.03701 and rg5% = 0.06074). In general, 
when the DK associated with a random sample is less than the threshold rgg%, it is reasonable to 
assume that the random sample actually came from the hypothesized series expansion pdf, as the 
maximurn absolute deviation between the empirical distribution obtained from the random sample 
and the hypothesized distribution is quite small. For n = 6 and 7, we notice that the distance 
remains relatively constant for Mn 2 5. Thus, adding more terms in the serles will not make a 
significan; improvement in the representation of the pdf. For n = 5, the drops in the distance 
values arc! noticeable only as M, is increased to 7. On the other hand, for the case when n = 4, it 
takes as much as 18 terms before the drops in distance values become insignificant. These values of 
the series terms are consistent, on a magnitude order, with those obtained ancllytically and listed 
in Table :!. 
Figure 19 illustrates the graphs of DK as n increases from 3 to 5 for 2 looks. Again we note 
that the graphs are below the threshold for all n. We also note that as n is varied from 3 to 5, the 
drops in the values of DK become insignificant after 14, 10, and 3 terms, respec1,ively. These values 
of MnL are of the same magnitude as those listed in Table 2. 
Figun? 20 provides a graph of DK as the number of looks is increased for a fixed n. It is noted 
that the distances are below the threshold level for all L. In addition, the values of the series terms 
MnL above which the distances remain relatively constant agree in magnitude with the ones listed 
in Table :!. 
Using the Kolmogorov-Smirnov statistical test, we conclude that the orthogonal series repre- 
sentation of the pdf is a good fit to the actual pdf, given the values of the series terms listed in 
Table 2. 
7 Summary and Conclusions 
In this paper, we investigated the statistics of intensity measurements, and hence scattering cross 
section of constant-amplitude scatterers. We first derived exact closed form expressions for the 
intensity':; pdf as a function of the scatterers' constant amplitudes, when the number of scatterers 
within a resolution cell is 1, 2, and 3, and a single look is taken over the resolution cell. It was noted 
from the ,yaphs of the pdf obtained by numerical implementation of the recursive algorithm that 
the pdf approached an exponential distribution as the number of scatterers was increased. When 
the numb'2r of scatterers within a resolution cell was greater than 3, we used a Gram-Charlier type 
of expans Ion and represented the pdf as an orthonormal series of exponentially-weighted Laguerre 
polynomi~ils. The series coefficients were estimated using a maximum likelihootl estimator and the 
number of series terms were tabulated. 
Next, we studied the probability density of intensity measurements based on L looks. An exact 
closed form expression for the pdf of the L-look intensity arising from a single scatterer and 2-look 
intensity :rising from 2 coherent scatterers was derived. For higher numbers of scatterers and looks, 
we estimated the pdf using the Parzen window method, and noticed that the pdf approached a 
Gamma density function as the number of looks was increased for a fixed number of scatterers. The 
pdf also a.pproached a Gamma density at a faster rate when the number of scat1:erers was increased 
for a fixed number of looks. This motivated the use of a Gram-Charlier type of expansion to 
approximate the pdf as an orthogonal series of Gamma-weighted generalized Laguerre polynomials. 
The series coefficients were then estimated using a maximum likelihood estimator, and the number 
of series terms were also tabulated. We found that for 4 or more looks, the number of series terms 
needed in the expansion was very small (at most 5), even when the resolution cell consists of only 3 
scatterers. If the number of scatterers is as low as 2, the number of looks could be increased to only 
6 in order to obtain a low number of series terms equal to 6. Hence, the numerical implementation 
of the series representation of the pdf that we presented is highly efficient. 
Finally, we derived closed form expressions for the cumulative distribution functions of the 
intensity. The metric distance between the intensity distribution corresponding to the asymptotic 
expansior~ of the pdf and the sample pdf constructed based on 500 simulated random intensity 
samples was used as a relative measure in the Kolmogorov-Smirnov statistical test to determine 
how well the asymptotic expansion fits the actual pdf. The distance was plotted against the 
number c'f series terms for various cases of looks and numbers of scatterers. We noted from the 
graphs that the distances were below the threshold of the 99% confidence level for all values of 
n and L considered. We also noted that the distances remained relatively coinstant after certain 
values of series terms. These values were consistent, on a magnitude order, with those obtained 
analytically. 
We ~c~nclude that the series expansions of the pdf in terms of generalized Lz~guerre polynomials 
are a good representation of the actual pdf. 
We expect the pdf expressions and approximations derived in this paper to be useful in extrac- 
tion and 12stimation of surface roughness information from radar measurements of surfaces whose 
scattering; characteristics are dominated by a relatively small number of scatterers per resolution 
cell. Spec:ifically, the closed form expressions derived for the probability density function of the 
intensity ,and their associated orthogonal series expansions will be the key to fo:rmulating paramet- 
ric estima.tors to determine the surface reflectivity of SAR images from partially developed speckle 
measuren~ents. 
A Derivation of the Generalized Laguerre Series Ex- 
pansion of Equation (41) 
From Eqs.( 39) and (40), the characteristic function of TnL takes the form: 
Using the multinomial formula [16] yields 
Mn+1 
4 T n ~  (jw) - - 
nL M n + l  > 
(jw + $) 
where S L  is the set of all ( M ,  + 1)-tuples of non negative integers whose sum is L. The pdf of TnL 
is the inv~xse Fourier transformation of its characteristic function [9],  as in 
Setting 
and 
and using: inverse Laplace transformation tables (after mapping j w  in the Fourier domain to p in 
the Laplace domain) [17] yields the result 
L ! C ( ~ L - L ) !  L 1 P T ~ ,  ( t n ~ )  - t - exp -- LVL-L n '. (vL-I)! nL ( t",L (%) I ~ , r n ) ( t n ~ ) .  (69) (LI , . . . ,LM~+I)ESL 
B Interpretation of Equation (41) as a Series of Or- 
t hogonal Generalized Laguerre Polynonlials 
Let us cor~sider the case of 8 scatterers and 3 looks (n = 8, L = 3) .  Table 2 shows that only one term 
is needed in the series expansion of the intensity's pdf based on a single look (M ,  = 1). For this 
example, the set S L  of ordered pairs ( L 1 ,  L2)  in EQ. (41) is given by S L  = ( ( 3 ,  O ) ,  (2 ,  l ) ,  (1'2) '  ( 0 ' 3 ) ) .  
To each cadered pair ( L 1 ,  L2)  in S L  there corresponds different numbers aiod v~ as defined in 
Eqs. (42) and (43). 
Let A, denote the set of numbers VL - L and B,  denote the set of numbers c u ~  correspond- 
ing to each pair ( L 1 ,  L2 )  in SL.  For this specific set, we have A, = { O ,  1 , 2 , 3 )  and B,  = 
{ 1 / 6 , ~ 1 / 2 , ~ ? / 2 , ~ ~ / 6 ) .  Let M = card(B,) - 1 = 3 (card(D) is the cardinal of the set D). We 
also denote the m-th element of the set B,  by (B,), , m = 0 ,1 , .  . . , M .  Hence, we can rewrite the 
sum in Eq. (41) over the set S L  as 
M 1 
p ~ n  L (LL) x a,- n L r ( L )  t k i  exp (-%) ~ & - l ( % )  I ~ ~ , ~ )  ( i tnL) ,  
m=O 
where 
C Llerivation of the Cumulative Distribution of the 
h4ultilook Intensity (Eq. (61)) 
Consider the definite integral 
Successive integrations by parts result in 
where QL,(O, x) is the generalized Marcum Q-function. 
Now, let us examine the definite integral 
t.LL 1 
$ 2 ( t n ~ )  = / x L-l exp (-5) ~ k - l  (A) dx. 
I'(L)(nAa)L n A; n A; 
A simple change of variable yields 
Applying successive integrations by parts, by induction, we will show that 
where x == tnL/(nA;). We now prove Eq. (75) for L 2 1 by induction. 
For L = 1, the left hand side of Eq. (75) becomes [4, p. 8441 
LHS = e ~ ~ ( - ~ ) C ~ ( ~ ) d y  = exp(-x) (Lm(x) - Cm-1 (x)) . 7 
The right hand side of Eq. (75) simplifies to 
1 
RHS = exp(-X) ~ ( - 1 ) ~  ( :) C;-,(X) = exp(-x) (L-(J) - L ~ - - I ( X ) ) .  (77) 
k=O 
Thus, Eq. (75) is verified for L = 1. 
Now, 'let us assume that Eq. (75) is true for L (hypothesis of induction). We need to prove that 
it is true for L + 1. For L + 1, the left hand side of Eq. (75) is 
or, using the functional relation 14, p. 10371 
Applying the hypothesis of induction, we obtain 
Successiv~? use of the functional relations [4, p. 10371 
and 
(m + l ) t k + , ( x )  - (2m + L + 1 - x ) L ~ ( x )  + (m + L ) t i - , ( x )  := 0, (83) 
and regrouping terms, yield the RHS of Eq. (75) for L + 1. This concludes the proof of Eq. (75). 
Substituting Eqs. (72), (74), and (75) into Eq.( 60) results in 
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Table 1: Values of the estimated coefficients & in the (Generalized) Laguerre polynomial 
expansion for unit-amplitude scatterers. 
n 3 4 5 6 'i' 8 
1.072033-04 4.417223-04 -1.590983-04 -3.009613E04 8.013013-04 
-1.248863-01 -1.002323-01 -8.3441 13-02 -7.1 185ijE02 















-3.033893-04 -5.122873-04 3.850483-05 -5.60070443-05 
-1.11 1433-01 -8.309133-02 -6.644743-02 







Table 1 : (continued) 
Table 1 : (continued) 
Table 1 : (continued) 
Table 2: Number of terms MnL needed in the (Generalized) Laguerre po1:momial expansion 
for unit-iimplitude scatterers. (Entries left blank equal zero) 
Figure Geometry oflthe scattering model. The intensity 
S2 Figure 2: Exact probability density of speckle intensity for 2 single look unit-amplitude 
scat tererc;. 
Figure 3: Exact probability density of measure"d intensity for 3 single look unit-amplitude 
scatterers. 
Figure 4: Exact probability density of measured?ntensity as the number n of unit-amplitude 
scatterers increases. 
. - . - - - - Laguerre polynomials expansion 
(17 terms) 
- lkact pdf 
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Figure 6:  Exact probability density of measure'd intensity for 5 single look unit-amplitude 
scatterers vs. Laguerre polynomial expansion. (Mn = 7) 
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Figure 5 :  Exact probability density of measur6d intensity for 4 single look unit-amplitude 
scatterers vs. the Laguerre polynomial expansion. (Mn = 17) 
. . . . . - . Laguene polynomials expansion 
(3 terms) 
Figure 7: Exact probability density of measureh intensity for 6 single look unit-amplitude 
scatterers vs. Laguerre polynomial expansion. (Mn = 3) 
exact ydf 
- - - - . - - Lagume polynomials expansion 
(2 terms) 
Figure 8: Exact probability density of measura intensity for 7 single look unit-amplitude 






Figure 113: Estimated probability density of me'gsured intensity for a fixed number of looks 
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Figure 9: Exact probability density of measukd intensity based on 2 looks for 2 unit- 
amplitucle scat terers. 
Figure 12: Estimated probability density of mehured intensity for 3 unit-amplit ude scatter- 
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Figure 11: Estimated probability density of m h u r e d  intensity for a fixed number of unit- 
arnplitucle scatterers (n = 2) and different numbers of looks L. 
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Figure 1:3: Estimated probability density of mehured intensity for 4 unit-amplitude scatter- 
ers based on 2 looks vs. generalized Laguerre polynomial expansion. (MnL = 12) 
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Figure 111: Estimated probability density of mehured intensity for 5 unit-amplitude scatter- 
ers based on 2 looks vs. generalized Laguerre polynomial expansion. (MnL = 3) 





Figure 15: Estimated probability density of mekured intensity for 2 unit-amplitude scatter- 
ers basecl on 4 looks vs. generalized Laguerre polynomials expansion. (M;?L = 14) 
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Figure 16: Estimated probability density of meakured intensity for 2 unit-amplitude scatter- 
ers basecl on 6 looks vs. generalized Laguerre polynomial expansion. ( M n ~  = 6) 
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Figure 1'7: Estimated probability density of mehured intensity for 3 unit-,amplitude scatter- 
ers basecl on 4 looks vs. generalized Laguerre polynomial expansion. (Mnc = 5) 
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Figure 18: Distance metric between the intens$y distribution and the sitmple distribution 
from 500 simulations as a function of the number of series terms M,, for one look and 
different numbers of scatterers. 
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M Figure I!): Distance metric between the intensi@ distribution and the sample distribution 
from 500 simulations as a function of the number of series terms MnL, for 2 'looks and different 
numbers of scatterers. 
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Figure 213: Distance metric between the intensie distribution and the sample distribution 
from 500 simulations as a function of the number of series terms MnL, fclr 3 scatterers and 
different numbers of looks. 
