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Abstract
This paper studies topological and tiling properties of a family of self-affine fractal tiles with a real
parameter ε. Both interior and boundary structures have been discussed. Moreover, connectedness and
tiling properties of the tile Tε are proved to be dependent upon ε.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
A set of affine maps {fj }Nj=1 is defined on Rs by
fj (x) = A−1(x + dj ), j = 1, . . . ,N, x ∈ Rs , (1)
for an integral expanding s × s matrix A (see [17]), i.e. all of its eigenvalues are strictly larger
than 1 in modules, and a digit set D = {d1, d2, . . . , dN } ⊂ Rs with N = |det(A)|. The collection
{fj }Nj=1 form an iterated functions system (IFS) in the terminology of Barnsley (see [8]). Since A
is an expanding matrix, each fj is a contractive map under a suitable norm of Rs (see [17]) and
there is an unique nonempty compact subset T ⊆ Rs such that T =⋃Nj=1 fj (T ) which is called
the invariant set (or attractor) of {fj }Nj=1. Actually, for any number r , larger than 1 and smaller
than the minimal module of absolute values of A’s eigenvalues, we have that rkA−k → 0 as
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the attractor can be explicitly given by
T := T (A,D) :=
{+∞∑
k=1
A−kdik : dik ∈D
}
. (2)
If T has a nonempty interior, then T is called a tile. And a discrete set T ⊆ Rs is called a
tiling set for T if T + T is a tiling in the sense that Rs = T + T and (T ◦ + α) ∩ (T ◦ + β) = φ
for all distinct α,β ∈ T .
For two subsets U,V ⊂ Rs , we denote by A+B the set of all the vectors u+ v for u ∈ U and
v ∈ V . In what follows, we put
DAk =D +AD + · · · +Ak−1D;
DA∞ =
+∞∑
k=1
DAk.
After the discussions on fundamental properties of self-affine tiles in [6,7,19,20] and [21], the
study of tiling and self-affine tile attracts the attentions of people from different branches of math-
ematics, including wavelet theory [26–28], number theory [1–5,23], combination theory [9,11]
and of course fractal geometry.
In this paper, we consider a one-parameter family of self-affine tiles on plane from [17]. Let
A =
[3 0
0 3
]
(3)
in Eq. (1), and
Dε = {d1, d2, d3, d4, d5, d6, d7, d8, d9} (4)
=
{[−1
1
]
,
[0
1
]
,
[1
1
]
,
[−1
0
]
,
[0
0
]
,
[1
0
]
,
[−1 + ε
−1
]
,
[
ε
−1
]
,
[1 + ε
−1
]}
, (5)
where ε ∈ R is a parameter. Then we have an IFS{
fj (x) = A−1(x + dj ), j = 1, . . . ,9, x ∈ R2
}
. (6)
If we write
βˆj =
{1, βj = −1,
0, otherwise,
(7)
then
Dε =
{[
αj + εβˆj
βj
]
: αj ,βj ∈ {−1,0,1}
}
(8)
and
Dε,A∞ =
{[∑+∞
j=0 αj3j + ε
∑+∞
j=0 βˆj3j∑+∞
j=0 βj3j
]
: αj ,βj ∈ {−1,0,1}
}
. (9)
The attractor Tε := T (A,Dε) can be, according to Eq. (2), expressed by
Tε =
{[∑+∞
j=0 αj3−j + ε
∑+∞
j=0 βˆj3−j∑+∞
j=0 βj3−j
]
: αj ,βj ∈ {−1,0,1}
}
. (10)
We will focus on the following question.
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We arrange this paper as follows. Section 2 gives a sufficient and necessary condition for
connectedness of Tε . This shows how topological structure of Tε depend on the parameter ε.
Section 3 reproves part of Theorem 1.1 in [19] and uses this theorem to show that Tε is always
a tile whose interior T ◦ε contains the origin. Section 4 obtains the Hausdorff dimension and
the Hausdorff measure of boundary of Tε , when Tε is connected. And Section 5 discusses the
influence of the parameter ε upon the tiling properties of Tε +Dε,A∞, especially self-replicating
property and quasi-periodicity.
2. The connectedness of Tε
Connectedness is a fundamental topological property and connectedness of self-affine tiles
have also been interesting to many researchers (see [2,4,5,16,18,22,24]). In order to discuss the
connectedness of Tε , we recall the following result of Hata [12].
Lemma 1. Let {fj }mj=1 be a finite set of weak contractions of X. Then the set K = K(f1, . . . , fm)
is a locally connected continuum if and only if for any 1  i < j  m, there exists a sequence
{r1, . . . , rn−1} ⊂ {1,2, . . . ,m} with r0 = i and rn+1 = j such that frk (K) ∩ frk+1(K) 
= φ for
k ∈ {0,1, . . . , n}.
Here, a continuum is a compact connected set and a topological space is locally connected
if each point has a system of connected neighborhoods. Therefore, by Lemma 1, if we define
an abstractor graph G with vertex set {1,2, . . . ,m} for which two vertices i 
= j are incident,
denoted by i ∼ j , when fi(K) ∩ fj (K) 
= φ, then G is a connected graph if and only if K is
connected. According to this point, we can prove the following result.
Theorem 2. Tε is connected if and only if |ε| 6.
Proof. We consider firstly the case that ε  0. Define a graph G with nine vertices {i: i =
1, . . . ,9} corresponding to {fi(Tε): i = 1, . . . ,9} such that i ∼ j iff fi(Tε) ∩ fj (Tε) 
= φ. One
can easily calculate that
f1
(
Fix(f3)
)= f2(Fix(f1))=
[− 16
1
2
]
.
Since the fixed point Fix(fi) for each that fi belongs to Tε , this indicates f1(Tε) ∩ f2(Tε) 
= φ.
Similarly, we can have
f2(Tε)∩ f3(Tε) 
= φ; f4(Tε)∩ f5(Tε) 
= φ;
f5(Tε)∩ f6(Tε) 
= φ; f7(Tε)∩ f8(Tε) 
= φ;
f8(Tε)∩ f9(Tε) 
= φ.
Hence, there exist three paths, 1 ∼ 2 ∼ 3, 4 ∼ 5 ∼ 6, 7 ∼ 8 ∼ 9, in G which are shown in
Fig. 1(a).
Since the attractors of {f1, f2, f3} and {f7, f8, f9} are respectively the straight line-segments
π1 :=
{
(x, y) ∈ R2: −1  x  1 , y ≡ 1
}
2 2 2
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Fig. 1. The connectedness of the graph G.
and
π2 :=
{
(x, y) ∈ R2: −1 + ε
2
 x  1 + ε
2
, y ≡ −1
2
}
,
then Tε is located between two lines
s1 :=
{
(x, y) ∈ R2: y ≡ 1
2
}
and
s2 :=
{
(x, y) ∈ R2: y ≡ −1
2
}
.
Let Vi = ⋃3ik=3i−2 fk(Tε) for i = 1,2,3. Then, by the self-similarity of Tε , V1,V2,V3 are
separated by two lines
s3 :=
{
(x, y) ∈ R2: y ≡ 1
6
}
and
s4 :=
{
(x, y) ∈ R2: y ≡ −1
6
}
.
Clearly, d1, d2 and d3 have the same y-coordinate, so do d4, d5 and d6. Hence, both π3 ⊂ V1
and π4 ⊂ V2 are line-segments on the line s3 (see Fig. 2), where
π3 = f1(π2)∪ f2(π2)∪ f3(π2)
and
π4 = f4(π1)∪ f5(π1)∪ f6(π1).
Hence, V1 meets V2 if and only if π3 ∩ π4 
= φ. We need only to compare the x-coordinates
of endpoints of π3 and π4 given in Table 1.
We can obtain immediately that V1 ∩ V2 
= φ if and only if ε  6. In the same way, one can
show that V2 ∩ V3 
= φ if and only if ε  6. That is to say there are two edges r and r ′ in G
shown in Fig. 1(b), where r starts from one of {1,2,3} and to one of {4,5,6}, and r ′ from one
of {4,5,6} to one of {7,8,9}. Now G is connected, thus Tε is also connected.
In the same way, for ε  0, we can show that Tε is connected if and only if ε −6. Conse-
quently, Tε is connected if and only if |ε| 6. 
H. Li et al. / J. Math. Anal. Appl. 335 (2007) 1383–1396 1387Fig. 2. The connectedness of the attractor Tε .
Table 1
The x-coordinates of endpoints of π3 and π4
Line-segments Left-ends Right-ends
π3 − 12 + ε6 12 + ε6
π4 − 12 12
Fig. 3. The attractor Tε for ε = 0.3.
Figures 3–5 give rough depictions of Tε for three typical values of the parameter ε.
3. Tε is always a tile containing the origin
In this section, we give a topological proof for part of Theorem 1.1 in [19] and prove that Tε
is a tile for each ε and that the origin 0 always belongs to T ◦ε .
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Fig. 5. The attractor Tε divided into many islands for ε = 7.
Lemma 3 (Interior Theorem). (See [19].) Let A ∈ Mn(R) be an expanding matrix such that
|det(A)| = N is an integer and let D ⊆ Rs have cardinality N , and suppose that 0 ∈ D . The
following three conditions are equivalent:
(i) T (A,D) has positive Lebesgue measure.
(ii) T (A,D) has nonempty interior.
(iii) For each k  1, all Nk expansions in DAk are distinct, and DA∞ is an uniformly discrete
set, i.e. if there exists δ > 0 such that a, b ∈DA∞ implies ‖a − b‖ > δ.
The equivalence of (i) and (ii) due to Kenyon [14]. Lagarias and Wang [19] prove (i) ⇒ (iii).
To give a topological proof for (iii) ⇒ (i), we recall an useful lemma.
Lemma 4. Let L s be Lebesgue measure defined on Rs . If the sequence of compact sets Fi → F
in the sense of Hausdorff metric, then lim supi→∞L s(Fi)L s(F ).
Proof. By the definition of the Hausdorff metric, ∀r > 0 is there a sufficient large i > 0 such that
Fi ⊂ V (F, r) which is the r neighborhood of compact set F . Hence L s(Fi) L s(V (F, r)).
Since Lebesgue measure L s is regular, we have that limr→0 L s(V (F, r)) = L s(F ). Thus
lim supi→∞L s(Fi)L s(F ). 
Proof of (iii)⇒ (i) in Lemma 3. Assume that (iii) holds. We construct two sequences {E∗k } and{Ek} of subsets in Rs by
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⋃
d∈D
[
B
(
δ
2
)
+ d
]
, E1 :=A−1
(
E∗1
)
,
E∗2 :=
⋃
d∈DA2
[
B
(
δ
2
)
+ d
]
, E2 :=A−2
(
E∗2
)
,
· · · · · ·
E∗k :=
⋃
d∈DAk
[
B
(
δ
2
)
+ d
]
, Ek :=A−k
(
E∗k
)
,
· · · · · ·
where B( δ2 ) is the closed ball with center the origin and radius
δ
2 .
Note that the sets Ek is defined recursively and the s dimension Lebesgue measure L s is
invariable under translation, we have
L s(Ek) =
∣∣det(A)∣∣−kL s(E∗k )
= ∣∣det(A)∣∣−kL s( ⋃
d∈DAk
[
B
(
δ
2
)
+ d
])
= ∣∣det(A)∣∣−k · card(DAk) ·L s
(
B
(
δ
2
)
+ d
)
= ∣∣det(A)∣∣−k ·Nk ·L s(B( δ
2
))
=L s
(
B
(
δ
2
))
for all k ∈ {0} ∪ Z+.
Since
ρH(Ek,Tε) 3−k+1
√(
1 + ε
2
)2
+
(
−1
2
)2
,
the sequence {Ek} converges to T (A,D) as k → ∞ in the sense of Hausdorff metric. Hence,
we have L s(T (A,D))  lim supk→∞L s(Ek) = L s(B( δ2 )) > 0, where the first inequality is
induced by Lemma 4. 
Now we shall show the following theorem by verifying (iii) for Tε .
Theorem 5. The interior of Tε is nonempty for each ε ∈ R, thus it is always a tile.
Proof. In Eq. (9), it is obvious that ∑+∞j=0 αj3j , ∑+∞j=0 βj3j and ∑+∞j=0 βˆj3j are all integers.
Then let two arbitrary distinct points
xi =
[∑+∞
j=0 α
(i)
j 3j + ε
∑+∞
j=0 βˆ
(i)
j 3j∑+∞
j=0 β
(i)
j 3j
]
∈Dε,A∞ (i = 1,2).
We are going to discuss in two cases.
1390 H. Li et al. / J. Math. Anal. Appl. 335 (2007) 1383–1396Case 1. The y-coordinates of x1 and x2 are distinct, i.e.
∑+∞
j=0 β
(1)
j 3j 
=
∑+∞
j=0 β
(2)
j 3j . Recall
that every l ∈ Z has a unique finite expansion
l =
k−1∑
j=0
t
(1)
j 3
j , tj ∈ {−1,0,1},
this is called the balanced ternary expansion of l, which implies ‖x1 − x2‖ 1.
Case 2. The y-coordinates of x1 and x2 are equal, i.e.
∑+∞
j=0 β
(1)
j 3j =
∑+∞
j=0 β
(2)
j 3j . Then∑+∞
j=0 βˆ
(1)
j 3j =
∑+∞
j=0 βˆ
(2)
j 3j which are completely determined from the y-coordinates of x1
and x2, respectively. Hence, ‖x1 −x2‖ < 1 only if∑+∞j=0 α(1)j 3j =∑+∞j=0 α(2)j 3j . But this violates
that x1 
= x2.
In a summary, we must have ‖x1 − x2‖ 1. Therefore, Tε is always a tile by Lemma 3. 
Theorem 6. The origin is always included in the interior of Tε .
Proof. Let
+∞∑
j=0
αj3−j =
+∞∑
j=0
βj3−j = 0
in Eq. (10), then we can see clearly 0 ∈ Tε . In the following we supposed that 0 ∈ ∂Tε . Since
every spherical neighborhood B(0, η) of the origin contains infinitely many points in some tile
Tε + t∗, where t∗ ∈Dε,A∞ \ {0}, there exists a sequence {pn} ⊂ Tε + t∗ converging to 0.
By the definition of Dε,A∞, the entire tiling T +Dε,A∞ consists of translations of Tε under
two directions. Let
T∗ :=
{[
i
0
]
: i ∈ Z
}
⊂Dε,A∞.
Then Tε + T∗ is a strip generated by the horizontal integral translations of Tε . We can see, from
the proof of Theorem 2, that t∗ ∈ T∗ when η becomes small enough (less than 12 ).
Let
t∗ =
[
i∗
0
]
∈ T∗
and then
pn =
[∑+∞
j=0 α
(n)
j 3−j + ε
∑+∞
j=0 βˆ
(n)
j 3−j∑+∞
j=0 β
(n)
j 3−j
]
+
[
i∗
0
]
∈ Tε + t∗.
By Eqs. (7)–(9), this implies that ∑+∞j=0 α(n)j 3−j → i∗ when pn tends to 0. But this contra-
dicts the fact that |∑+∞j=0 α(n)j 3−j | 12 . Therefore, the initial hypothesis is false and that 0 ∈ T ◦ε
holds. 
4. The boundary of Tε
Edgar [10] asked what could be said about the dimension of the boundary of a self-similar tile.
Keesling [15] showed that the Hausdorff dimension of any self-similar tile in Rd is less than d ,
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been considered defined by an integral digit set which is essentially different from Dε , the known
results on dimension estimate of the boundary of a self-affine tile are not valid for Tε . Thus we
directly study the Hausdorff dimension and measure of the boundary of Tε in the dynamical
method.
Theorem 7. The Hausdorff dimensions of the boundary of Tε equal to 1, provided Tε is con-
nected.
Proof. We only consider the case that 0 < ε  6. Since Tε is connected, the boundary of Tε
can be divided into four parts: B1, B2, B3 and B4, where both B1 = π1 and B3 = π2 being
line-segments and both B2 and B4 are parts of ∂Tε between two lines s1 and s2. Clearly, the
dimensions of B1 and B3 equal to 1 and ones of B2 and B4 are coincident for B4 is only a
translation of B2. In the following development, we need only to show that dimH(B2) = 1. Let
the compact set
X0 =
{
(x, y) ∈ R2:
(
−1
2
 x −1
2
+ ε
6
, y ≡ 1
6
)
∪
(
−1
2
+ ε
6
 x −1
2
+ ε
3
, y ≡ 1
6
)}
.
The IFS on R2, ϕ = {ϕ1, ϕ2, ϕ3}, is constructed, where
ϕ1 = 13
([
x
y
]
+
[ 1
3
1
])
, ϕ2 = 13
([
x
y
]
+
[ 1
3
0
])
, ϕ3 = 13
([
x
y
]
+
[
ε − 1
−1
])
.
We define a sequence of compact sets {Xn}∞n=0 (see Fig. 6(a)) by
X1 = ϕ(X0) =
3⋃
i=1
ϕi(X0),
· · ·
Xk = ϕk(X0) =
⋃
i1i2···ik∈Jk
ϕi1i2···ik (X0),
· · ·
X∞ = ϕ∞(X0) =
⋃
i1i2···ik ···∈J∞
ϕi1i2···ik ···(X0),
where ϕi1i2···ik = ϕi1 ◦ ϕi2 ◦ · · · ◦ ϕik , Jk = {1,2,3}k .
It is evident that X∞ is the attractor of {ϕi}3i=1 and its dimension is one by the result of
Hutchinson [13]. According to the self-similarity of Tε , we just need to show that X0 ⊂ ∂Tε in
order to illuminate
⋃∞
i=0 Xi ⊂ ∂Tε . Since two endpoints of the line-segment
ω :=
{
(x, y) ∈ R2: −1
2
 x −1
2
+ ε
6
, y ≡ 1
6
}
⊂ X0
are respectively the left-ends of π3 and π4 shown in Table 1, by the proof of Theorem 2, it is
obvious that every spherical neighborhood of any point on ω cannot be inside Tε , which implies
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referred to the web version of this article.)
that X0 ⊂ ∂Tε . Moreover, we can see that for any point on ∂Tε there exist some similar-copies
of X0 to be enough close to its. Hence, we have
B2 =
∞⋃
i=0
Xi =
∞⋃
i=0
Xi ∪ S,
where S is the attractor of {f1, f4, f7}, a Sierpinski gasket (see Fig. 6(b)) generated by the triangle
with three vertices, the fixed points (− 12 , 12 ), (− 12 ,0) and (−1+ε2 ,− 12 ) of f1, f4 and f7, and self-
similar ratio 13 .
By the result of Hutchinson [13] and σ -stability of Hausdorff dimension, both the Hausdorff
dimensions of
⋃∞
i=0 Xi and S equal to 1. Thus we have dimH(B2) = 1. 
Denote the Hausdorff measure with 1 dimension by H 1(·). We have the following conclu-
sion.
Theorem 8. H 1(∂Tε) = ∞.
Proof. By Theorem 7, we have already known that dimH(∂Tε) = 1. Since
⋃∞
i=0 Xi ⊂ B2 ⊂ ∂Tε ,
then H 1(
⋃∞
i=0 Xi)H 1(B2)H 1(∂Tε). Clearly,
H 1
( ∞⋃
i=0
Xi
)
=
∞∑
i=0
H 1(Xi) =
∞∑
i=0
L 1(Xi) =
∞∑
i=0
L 1(X0) =
∞∑
i=0
ε
3
= ∞.
Hence, Theorem 8 holds. 
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In this section, we will show that quasi-periodicity of tiling Tε + Dε,A∞ is related directly
with the value of ε.
Definition 9. A tiling T + T of Rs by a tile T is a self-replicating tiling with matrix B if B ∈
Mn(R) is expanding, and for each s ∈ T there is a finite subset J (s) ⊆ T with
B(T + s) =
⋃
t∈J (s)
(T + t).
Theorem 10. Tε +Dε,A∞ is a self-replicating tiling (see Fig. 7).
Proof. We claim that Tε +Dε,A∞ is a self-replicating tiling where B = A and J (s) = As +Dε
for arbitrary s ∈ Dε,A∞. Actually, that Tε = A−1(Tε + Dε) implies that ATε = Tε + Dε . It is
obtained naturally that ATε +As = Tε +Dε +As, namely that
A(Tε + s) =
⋃
t∈Dε+As
(Tε + t). 
We follow the terminology of Radin and Wolff [25] to recall quasi-periodic property of tiling.
Fig. 7. The tiling Tε +Dε,A∞ (where the white region shows the tile Tε ). Encircling of those adjacent tiles forms the
boundary of Tε .
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hold:
(i) Local Finiteness Property. For each integer k  1 and each positive real r , there are only
finitely many translation-inequivalent arrangements of k points in T which are contained in
some ball of radius r .
(ii) Local Isomorphism Property. For each “patch” Σk of k points in T , there is a constant
R = R(Σk) such that inside every ball of radius R in Rn the tiling set T contains a translate
Σk + t of Σk .
Theorem 12. The tiling Tε +Dε,A∞ has always Local Isomorphism Property.
Proof. If we take arbitrarily a “patch” Σk of k points in Dε,A∞, there exists an integer l such
that Σk ⊆Dε,Al . Define
λk = diam
(
AkTε
)= diam( ⋃
d∈Dε,Ak
(Tε + d)
)
for all k  1. We claim that every ball Bx(3λl), with center x ∈ R2 and radius 3λl , can contain
a translated copy. Actually, for all x ∈ R2, there exists dx ∈ Dε,A∞ such that x ∈ Tε + dx (see
Fig. 8).
If dx ∈¯Dε,Al , it is inevitable that there is an positive integer l′ such that
dx =
l−1∑
j=1
dij A
j +
l′∑
j=l
dij A
j .
Let d ′x =
∑l′
j=l dij Aj , then we have
dx − d ′x ∈Dε,Al.
By the Triangle inequality,∥∥x − d ′x∥∥ ‖x − dx‖ + ∥∥dx − d ′x∥∥ 2λl
holds, which implies d ′x ∈ Bx(2λl). Since d ′x + Dε,Al ⊂ Dε,A∞, it is clear that d ′x + Dε,Al ∈
Bx(3λl). Hence, Bx(3λl) contains naturally a d ′x translation of Σk .
Fig. 8. Sketch of the Local Isomorphism Property.
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d ′x = 0. 
The following theorem could be regarded as a criterion for the tiling Tε +Dε,A∞ being quasi-
periodic.
Theorem 13. Tε +Dε,A∞ has local finiteness property if and only if ε is rational.
Proof. Suppose that ε is irrational. We consider all the pairs of points
tk =
[ ε∑k−1j=0 3j ∑k−1
j=0 3j
]
, t ′k =
[
ε
∑k−1
j=0 3j
3k −∑k−1j=0 3j
]
, ∀k ∈ Z+,
where · represents the taking-integral operator.
According to Eqs. (7)–(9), it can be verified easily that tk, t ′k ∈Dε,A∞, ∀k ∈ Z+. Since
3k −
k−1∑
j=0
3j =
k−1∑
j=0
3j + 1,
the distance between centers of Tε + tk and Tε + t ′k is smaller than 2. As the offsets tm − t ′m and
tn− t ′n are distinct for m 
= n, we have infinitely many translation-inequivalent arrangements of tk
and t ′k .
On the other hand, we assume that ε = p
q
is an irreducible rational number. For a fixed positive
integer N and any two elements[
x1 + a1ε
y1
]
,
[
x2 + a2ε
y2
]
∈Dε,A∞,
|y1 − y2|N can admit at most 2N + 1 choices for y1 − y2, because x1, x2, a1, a2, y1, y2 ∈ Z.
Since p|(x1 + a1ε) − (x2 + a2ε)| = p|(x1 − x2) + ε(a1 − a2)| ∈ Z, then |(x1 + a1ε) −
(x2 + a2ε)|  N can admit at most p(2N + 1) choices for (x1 + a1ε) − (x2 + a2ε). Hence,
the number of possible offsets of two points in any square S with edge-length N is finite. In-
ductively, we can have the same conclusion for k points in S. Therefore, Tε + Dε,A∞ is local
finite. 
To summarize, Tε + T is quasi-periodic if and only if ε is rational.
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