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CHAPTER 1
Introduction
1.1 Motivation
Friction is scientiﬁcally interesting and technologically important. Friction is a col-
lective term for the forces that resist relative motion of solid surfaces in contact, and
it occurs wherever solid surfaces touch and can move against each other. The study
of friction dates back thousands of years [34], but fundamental questions still remain
unanswered.
Technologically, friction matters in every application that has moving parts, and in
many applications that do not. First, friction can prevent motion, which can be either
enabling or problematic depending on circumstances. Friction keeps objects in place,
and without it, the slightest inclination of a surface would allow everything on it not
locked in place by some other mechanism to slide oﬀ. When you put something down
on the ﬂoor or a table, you can usually trust friction to keep it there. The ﬂip side of
this coin is that it makes heavy objects diﬃcult to move, to the extent that the best
solution is frequently to lift them out of contact instead of pushing them around.
Second, there is the direct energy loss. Friction opposes the motion of objects
against each other, dissipating energy. This accounts for a signiﬁcant part of the gross
energy consumption of machinery. There is much to gain from reducing the energy lost
to friction.
Third, the microscopic processes that lead to friction are also closely related to
surface wear. The study of friction is therefore part of the wider ﬁeld of tribology,
which includes friction, lubrication and wear. The degradation of moving components
is the most common reason that equipment stops working, from microelectromechanical
systems to trucks.
Scientiﬁcally, friction is interesting because we do not yet understand it. We can
often characterize it well, and I will summarize some theories of friction in Section 2.1,
but to date, even the friction force between two macroscopic surfaces of known chem-
istry and topography under known external loading conditions can not be predicted
from the bottom up. Instead, the friction must be measured in order to parametrize
empirical descriptions. A major obstacle to predicting frictional properties is to link the
behavior of the myriad microscopic connections that make up the overall interaction
to the macroscopic behavior. As we shall see, part of the challenge is that describing
the average behavior of the connections does not suﬃce; rather, the microscopic con-
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nections inﬂuence each other directly or indirectly, and it is their collective behavior
that must be scaled up.
The scope of this thesis is the onset of sliding in dry friction systems. I will not
consider lubricated surfaces, nor will I consider wear.
The onset of sliding occurs through the breaking of the contacts that were keeping
the interface stuck. Some recent experiments using fast cameras to monitor the break-
ing of the contacts in space and time have created new insights that start to ﬁll in the
knowledge gap between the microscopic and macroscopic scales. These experiments
ﬁnd that the interface does not break everywhere at the same time; instead, rupture
nucleates at weak or highly stressed points and propagates outwards from there. The
boundary between regions where the microscale junctions are broken and the interface
is in a slipping state and the regions where the interface is still stuck is called the
rupture front tip. The speed at which the rupture front tip travels as new junctions
are broken is called the rupture front speed. Understanding the rupture fronts is a step
towards understanding friction. The research presented here is aimed at answering
some of the questions about rupture fronts that come out of the experiments.
1.2 Structure of the thesis
The thesis is organized as follows. Chapter 2 gives an overview of the scientiﬁc back-
ground for my research. Section 2.1 presents macroscopic friction laws and the underly-
ing microscopic picture of multiasperity friction. Section 2.2 presents the experimental
results that I have modelled, and Section 2.3 presents some of the questions raised by
these experiments. Section 2.4 describes how other modelling groups have worked to
understand the onset of sliding. Chapter 3 is a summary of the publications included
in the thesis and their relationship to other results. Chapter 4 presents opportunities
for future research.
There are four publications included in the thesis. The ﬁrst and second have been
published, the third is in review and the fourth is being prepared for submission. The
publications appear in the format in which they are or will be published.
At the end of the thesis are three appendices. Appendix A discusses my choice of
numerical integration scheme. Appendix B presents my veriﬁcation of the bulk elastic
solver through the simulation of simple shear and longitudinal waves. Appendix C
presents two unpublished results related to Publications 1 and 3.
2
CHAPTER 2
Background
In this chapter I ﬁrst give an overview of the theoretical and experimental background
for my research. I then discuss the models that have been and are being used by others
to study the onset of sliding. The scope of this chapter is not to review the ﬁeld of
friction, but to provide the context for my work and the details that are particularly
useful background information for my publications.
2.1 Theory of friction
The friction between two bodies is fundamentally due to interactions occurring at their
interface, on short length-scales. The results of these interactions, however, can also
be observed and described on the length-scale of the bodies themselves. This leads
to continuum laws for friction formulated as single-degree-of-freedom laws. In this
section I summarize the most prominent single-degree-of-freedom friction laws. I also
summarize the microscopic descriptions of multicontact interfaces.
2.1.1 Amontons–Coulomb friction
The most well-known of the single-degree-of-freedom friction laws are the so-called
Amontons–Coulomb laws. They relate the friction force f on a sliding block sitting on
a substrate (Figure 2.1) to the normal force FN on the block as
f ≤ μsFN , v = 0, (2.1a)
f = −sign(v)μdFN , v = 0. (2.1b)
Here v is the block’s sliding speed, and μs ≥ μd are the static and dynamic coeﬃcients
of friction. The smaller-than-or-equal-to in the expression for static friction indicates
that as long as the net external shearing force remains below the threshold μsFN , the
block remains at rest. When the shear load reaches the threshold the block starts
moving, and the friction force during sliding is dissipative, acting against the direction
of sliding. Static friction is renewed immediately when the block comes to rest.
Although they are still useful as a ﬁrst order description, the Amontons–Coulomb
friction laws have been superseded by other single-degree-of-freedom friction laws. Still
expressed in terms of a friction coeﬃcient μ that multiplies the normal force, additional
features of these friction laws include: (i) The transition from the static threshold to the
3
mK
V
P
x
FN
f
Figure 2.1: Sketch of a friction experiment. Shear and normal loads are applied
and the dynamics of the block are observed. The position of the center of mass of
the slider and the amplitudes of the external forces are examples of single-degree-of-
freedom data that are usually collected. Here the spring with stiﬀness K represents
the driving mechanism, P is a point on the driving mechanism that is being moved at
speed V , m is the slider mass, FN is the normal force on the slider from the substrate,
and f is the friction force.
dynamic level is not inﬁnitely sharp. Slip distance weakening and velocity weakening
are the simplest model forms of regularization. (ii) The static friction level increases
with increasing time spent at rest. This is called aging. (iii) The steady sliding dynamic
friction level varies with the sliding speed v. Coulomb actually discovered (ii) and
(iii) in 1821 [32], but only the form in Equations (2.1) became widely used, until the
corrections were rediscovered in the mid-20th century. It is in honor of Coulomb’s
original work, perhaps, that some authors include small extensions of Equations (2.1)
in the term Amontons–Coulomb friction, but for clarity I prefer to reserve this name
for Equations (2.1) only.
In Section 2.1.2 I summarize the microscopic mechanisms that lead to the generality
of the observation that friction force f is proportional to the normal force FN . In
Section 2.1.3 I introduce the rate-and-state friction framework, which incorporates the
features (i)–(iii) and others that are not included in the Amontons–Coulomb friction
laws.
2.1.2 Real contact area in multicontact interfaces
Equations (2.1), a good ﬁrst approximation for many systems, asserts that friction
is independent of the geometric (apparent) contact area between the slider and the
substrate, and that friction is proportional to the normal load. Here I give the main
points in the microscopic explanation of this result. I follow the review by Baumberger
and Caroli [9].
That friction is proportional to the normal load and independent of the apparent
contact area is not universally true. It is useful to distinguish interfaces between
• rough hard solids, for which loading levels that result in apparent pressures well
below the elastic moduli do not give intimate molecular contact along the whole
interface; and
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Figure 2.2: Direct measurement on transparent samples conﬁrms that for multicon-
tact interfaces the true area of contact (black spots) is much smaller than the apparent
contact area (the full ﬁeld of view). (a) Sketch of a friction experiments with the in-
terface roughness highlighted. (b) Light is scattered at the rough non-contacting parts
of the interface and transmitted at the real contacts. (c) After binarizing the image
and inverting the colors the real surface area appears as black regions on a white back-
ground. Figure from Baumberger and Caroli [9] reprinted with permission from Taylor
& Francis. Copyright c© 2006 Taylor & Francis.
• soft and/or smooth solids, which get into real contact everywhere along their
interface.
For soft or smooth solids, friction does depend on the apparent contact area, particu-
larly for low normal loads where adhesion can dominate. Also, friction may or may not
be proportional to the normal load, depending on the material. For rough hard solids,
on the other hand, the apparent area independence and normal load proportionality
result from robust geometrical mechanisms.
I will focus on rough hard solids, because the experiments I seek to model are of
this type, as are most engineering materials. When an interface between rough hard
solids is created by bringing the solids together, the highest points from each surface
touch ﬁrst. These contact points are called asperities. The resulting real contact area
is smaller, often much smaller, than the apparent contact area (see Figure 2.2). The
theory for the deformation of the asperities is diﬀerent for plastic and elastic response,
but the results are qualitatively the same.
It is found in contact mechanics [46] that the problem of two elastic spherical caps
pressed together along their inter-center axis is equivalent to a single spherical cap (of a
diﬀerent radius and Young modulus) pressed against a rigid plane. This setup is called
the Hertz contact, after Heinrich Hertz, who solved it ﬁrst. In the Hertz contact, the
real area Areal is not proportional to the normal load FN , but grows as F
2/3
N . The Hertz
solution holds within the linearly elastic regime, but breaks down when the material
starts deforming plastically. The plastic deformation starts when the maximum stress,
which occurs in the vicinity of the contact point, reaches the yield stress. The yield
stress Y is a material property. If the normal force is increased further, the size of the
plastiﬁed region increases. The contact is said to be fully plastic when the plastiﬁed
region has volume ∼ a3, where a is the radius of the true contact.
Bowden and Tabor [16], working with metals, developed the microscopic explana-
tion for friction in the case where the asperities that form where the rough hard surfaces
touch are fully plastic. Their argument is as follows. First, they assume that the fric-
tion force a contact can resist is proportional to its contact area Ai, or equivalently that
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the maximum shear stress σs a unit area can support is constant, fi = σsAi. Second,
they assume that the net friction scales in the same way, f = σsAreal. (The f ∝ Areal
scaling is found to hold, even though the net friction strength of the interface is gen-
erally smaller than the sum of the individual strengths because not all the contacts
reach their maximum load simultaneously.) In the fully plastic contact the average
normal stress p¯ at the contact tip is approximately equal to the material hardness H,
that is p¯ ≈ H. (The hardness is related to the yield stress as H ≈ 3Y .) Now, if all the
microcontacts are in the fully plastic regime, FN = p¯Areal ⇒ Areal = FN/H ∝ FN . It
follows that f = μFN , with μ = σs/H.
The Bowden and Tabor picture explains the proportionality between normal load
and friction force, through the proportionality between normal load and true contact
area, but only in the fully plastic regime. It was some years before a similar result was
developed for the regime where the contacts deform elastically. The Hertz result Areal ∝
F
2/3
N for a single contact was believed by many to remain true also in multicontact
interfaces. It was Archard [2] who ﬁrst came up with a multicontact model that
predicts Areal ∝ FN . His idea was to use the Hertz result on an asperity covered
in smaller asperities, themselves covered in smaller asperities, and so on. In other
words, a fractal surface topography. He found that as the deformation of the large
asperity increases, new contact points are formed as new microasperities come into
contact, and this additional contribution to the real contact area brings the scaling
up to Areal ∝ FN . He also performed experiments to support this, and he found that
even when Areal ∝ F nN , with n < 1, the friction force was proportional to Areal, this
relationship being more fundamental than the relationship between friction and normal
load.
About a decade after Archard’s publication of [2], Greenwood and Williamson [43]
came up with a simpler surface topography model yielding Areal ∝ FN , and they
performed experiments to measure the parameters in their model. The Greenwood–
Williamson model approximates the surface topography as a set of spherical caps of
equal radius, but with a non-constant distribution of heights. The idea behind this
approximation is sketched in Figure 2.3. Treating each sphere as a Hertzian contact and
using the separation d between the average surface planes as an independent variable,
they calculated that for an exponential distribution of heights, the normal load and the
true area have the same scaling with d, thus Areal ∝ FN . They measured the surface
height distributions of many samples and found that they were well ﬁt by Gaussians.
The highest contacts are in the tail of the distribution, and those contacts form ﬁrst.
Because the tail of the Gaussian distribution and the exponential distribution are
suﬃciently similar, the proportionality between normal load and true area still holds
for their samples, even though it is exact only for the exponential height distribution.
They further deﬁned a plasticity index that can be used to determine whether, under
reasonable normal loads, a surface will be in the elastic or the plastic regime.
The key points from this section are: (i) The proportionality between normal load
and true contact area. This result is found to be very robust, which gives validity to
the concept of a friction coeﬃcient μ = f/FN ; this concept will be reﬁned in the next
section. (ii) The multiasperity picture of the frictional interface, which I have pursued
in my research.
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Figure 2.3: The idea behind the Greenwood-Williamson model of contact between
rough surfaces. The load is supported by the asperities (shaded) having heights greater
than the separation between the reference planes. The model approximates these
asperities as Hertzian spheres of equal radius, but with a random variation of heights
above the reference plane in the rough surface. Figure from Greenwood and Williamson
[43] reproduced with permission from JSTOR. Copyright c© 1966, The Royal Society.
2.1.3 Rate-and-state theory
Rate-and-state theory seeks to incorporate into the continuum description of friction,
in a few equations, some of the most important features that are neglected by the
Amontons–Coulomb friction laws. These are: (i) the increasing static friction with
increasing time in stationary contact; (ii) the velocity dependence of steady-state sliding
friction; (iii) the direct eﬀect, which will be described below. The rate variable is the
sliding velocity of the center of mass, x˙CM . The state variable is often linked to the
time spent in contact or the growth of the real contact area, but does not always have
any direct physical interpretation ([9]).
James H Dieterich [37, 38] made important experimental work on rock samples that
lead to the development of rate-and-state theory. He also contributed to the theory
[36]. Important additions to the theory were made by Andy L Ruina and James R
Rice [70, 78]. I have based the presentation here on the reviews of Baumberger and
Caroli [9] and Marone [56].
Figure 2.4 shows experimental evidence of aging. Figure 2.4a is data from [37] and
shows the measured macroscopic static friction coeﬃcient (the peak in the ratio of the
imposed shear and normal forces) in slide-hold-slide experiments as a function of the
hold time. Figure 2.4b and c shows the growth in the true area of contact with hold
time. The growth in the true area is the favoured explanation for the growth in the
macroscopic static friction.
Figure 2.5 shows the velocity dependence of steady state sliding, and the direct
eﬀect.
In 1983 Ruina [78] published a thorough examination of rate-and-state variable
friction laws. The theory he presents is a framework into which many speciﬁc rate-and-
state friction laws can be cast. In its most general form presented below, rate-and-state
theory includes a very wide range of formulations.
The basic assumption is that the surface (or surface region) has, at any instant in
time, a state. Also, the friction stress τ depends only on the slip rate v, the normal
stress σ and the state θ = θ1, θ2, . . . . That is,
τ = σF (v, θ1, θ2, . . . ), (2.2a)
where F is some function. The rate of change of the state is assumed to depend only
on the state itself, the slip rate and the normal stress,
dθi/dt = Gi(σ, v, θ1, θ2, . . . ). (2.2b)
To make this more explicit, Ruina gives a handful of examples of laws that ﬁt this
form.
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Figure 2.4: (a) Macroscopic static friction coeﬃcient measured in slide-hold-slide
experiments on sandstone. The static friction increases logarithmically with hold time.
(b, c) Evolution of the true area of contact measured in poly(methyl methacrylate).
(b) The boundary between regions III and IV mark the cessation of slip. The data is
normalized against its own value at time t = 0 (at which the onset of slip occurred).
(c) Data from three diﬀerent experiments all ﬁt the equation Areal(t) = Areal(t0)[1 +
β log(1+(t−t0)/τ)], where t0 is the time of slip arrest and β and τ are ﬁtting parameters.
Figure (a) from Dieterich [37] reproduced with the permission of John Wiley and Sons.
Copyright c© 1972 by the American Geophysical Union. Panels (b, c) from Ben-David
et al. [12] reprinted by permission from Macmillan Publishers Ltd: Nature, copyright
c© 2010.
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Figure 2.5: Experimental results showing velocity dependence of steady state sliding,
and the direct eﬀect. The driving velocity for each part of the curves, delimited by the
horizontal bars, are diﬀerent. The velocity dependence of steady state sliding friction
is seen in the diﬀerence in the levels to which μ converges. The direct eﬀect is the
transient increase in μ with increasing driving velocity and accompanying decay to the
steady state value. The decay occurs over a characteristic length D0 that Dieterich
[38] writes “appears to be independent of the magnitude in the change of velocity but
does correlate with surface roughness”. The sample is granodiorite rock. Figure from
Dieterich [38] reproduced with the permission of John Wiley and Sons. Published in
1979 by the American Geophysical Union.
Although very general in principle, in practice, the term rate-and-state constitutive
law is frequently associated only with one or two of the most widely used examples of
such laws. Marone [56] reviews the diﬀerences between these. In modern notation the
law proposed by Dieterich is
μ (x˙CM , ϑ) = μ0 + a ln
(
x˙CM
V0
)
+ b
(
V0ϑ
D0
)
, (2.3a)
ϑ˙ = 1−
(
x˙CMϑ
D0
)
. (2.3b)
Note that for x˙CM = 0, ϑ = t, which justiﬁes interpretation of this state variable as a
“time-like” variable. The empirical coeﬃcients a and b are positive and of order 10−2.
V0 is a reference velocity in the range (0.1–100 μm/s).
In his analysis of Dieterich’s and other forms of the evolution of the state variable
ϑ, Ruina [78] proposed replacing Equation (2.3b), with
ϑ˙ = − x˙CMϑ
D0
ln
(
x˙CMϑ
D0
)
. (2.4)
Microscopically, the two forms have a diﬀerent interpretation: Dieterich’s form empha-
sises the average contact lifetime, while in Ruina’s form, any change in friction requires
slip. However, distinguishing between the laws in the laboratory has proven diﬃcult
[56]. According to Scholz [79], the rate-and-state relationship in best agreement with
experimental observations is equations (2.3), which is somewhat ambiguously called
the Dieterich–Ruina law.
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The problematic property of the logarithms in equation (2.3a) and equation (2.4)
that they diverge to negative inﬁnity when their arguments approach zero is remedied
by adding a +1 term, so that for example a ln
(
x˙CM
V0
)
→ a ln
(
1 + x˙CM
V0
)
. This solu-
tion is used by [5, 6, 15], whose application of rate-and-state friction to the study of
rupture front propagation I summarize in Section 2.4.3, and in the ﬁtting equation for
Figure 2.4b.
2.2 Experimental results that call for new
modelling eﬀorts
To recap the background up to this point in the text: We have empirical single-degree-
of-freedom friction laws that when parametrized correctly successfully account for the
observed single-degree-of-freedom dynamics of many frictional systems. We also have
microscopic theories that explain the features observed on the macroscale. However,
the link between the scales is missing. By this I mean that we are missing a theory
that takes as its starting point loading conditions and the chemistry and topography
of the opposing interfaces, and from this information predicts the friction dynamics.
One of the diﬃculties in building a bottom-up friction theory is that large and
small scale evolutions both inﬂuence each other strongly. The load on each microscopic
junction is the result of how the external load is transferred through the bulk of the
material to the frictional interface. The change in the external load in turn depends
on the motion of the sliding system, which depends on the evolution of the junctions
(the slider can only move by breaking the junctions that are keeping it in place). This
two-way coupling makes it diﬃcult to scale up from the microscale to the macroscale.
Experiments can help bridge the gap between the micro- and macroscales by mea-
suring directly what takes place at intermediate scales. Such experiments acknowledge
that frictional objects are not rigid, but have some non-zero compliance. In other
words, the objects deform. Therefore, the interface does not usually start sliding at
the same time everywhere; the frictional contacts do not all break simultaneously. By
measuring in detail how the transition from the stuck to the sliding interface occurs, the
experiments can provide information on the links between the micro- and macroscales.
There are many experiments that investigate the onset of sliding by measuring
where rupture starts and how it propagates. Quasistatic rupture, where the growth
of the slipping region is proportional to the external loading rate, was studied in e.g.
[30, 67]. Dynamic rupture fronts were studied in e.g. [3, 23, 58, 74, 77]. Dynamic
rupture propagating at speeds higher than the shear wave speed (supershear rupture)
is the topic of e.g. [58, 73, 73, 83]. Many more could be named. However, I will
not attempt to review the experimental literature here. Instead, I spend most of this
section on the experiments by Fineberg’s group, because their results have been the
direct inspiration of my own research.
2.2.1 Fineberg group
By deﬁnition, the frictional interface is situated between two pieces of solid material.
Placing mechanical sensors within the interface bears the double diﬃculty of doing
this without modifying the intrinsic dynamics and this being a harsh environment for
the sensors. One solution to this experimental challenge is to use transparent samples
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Figure 2.6: (a) Sketch of an experimental technique for accessing interface information
directly. (b) Frames from a video of a rupture event. Each frame shows the full
interface. Local changes in ﬁgure color between two frames indicate breaking and
reformation of the contacts within that pixel. The light intensity received at the camera
is proportional to the true area of contact. Panel (a) from Rubinstein et al. [74]
reprinted by permission from Macmillan Publishers Ltd: Nature, copyright c© 2004.
Panel (b) from Rubinstein et al. [77] copyright c© IOP Publishing. Reproduced by
permission of IOP Publishing. All rights reserved.
and capture a high frame rate video of the interface. The experimental protocol of the
Fineberg group is described in some detail in [75]. In short, the interface between two
blocks of poly(methyl methacrylate) (PMMA) is illuminated with a laser sheet. The
surfaces of the PMMA blocks have been ﬁrst smoothed to optical ﬂatness and then
roughened with abrasive paper to create an extended rough interface. Illuminating this
interface with a laser sheet at a shallow angle results in total internal reﬂection in the
areas that are out of contact, and transmission only at the points of real contact. Imag-
ing the transmitted light with a fast camera taking on the order of tens of thousands
of images per second produces a video where contact breaking and renewal is seen
as changes in the intensity level. Each pixel averages over an area of 0.1× 1.5 mm2,
estimated to include ∼ 1500 contact points.
Figure 2.6 shows a sketch from one of the experimental papers ([74]) and 6 selected
frames from one of the videos ([77]). Each frame is a picture of the whole frictional
interface. Where the pixel color changes from one frame to the next, the contacts
within that pixel have been broken and/or reformed. Comparing the second frame to
the ﬁrst you see that the leftmost quarter of the interface has started slipping (contacts
have been renewed) while the rest of the interface is still intact. The boundary between
the slipping and stuck regions advances in these frames to ca. 2/5 in the third frame,
then 2/4, 3/4 and ﬁnally to the leading edge in the last frame. Events like this one,
which reaches the leading edge, are called full sliding events. Sometimes the events
arrest before reaching the leading edge; these are called partial slip events. Partial slip
events that occur before the ﬁrst full sliding events are called precursors.
The sliders used in these experiments are 140 or 200 mm long, 75 mm high, and
6 mm wide. This makes the measurement along the frictional interface relatively one-
dimensional, as can also be seen in Figure 2.6b: the front reaches a given distance
x from the trailing edge at the same time for all values of y. By averaging over the
y-values, a single row of data for each point in time is obtained. Figure 2.7a shows
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Figure 2.7: (a) Spatio-temporal evolution of a rupture event. Each row shows one
snapshot in time of the whole interface. That is, each frame in data like Figure 2.6b,
averaged over the short dimension, becomes one row in this ﬁgure. Each column shows
the evolution in time at one location along the interface. Sharp contrast indicates
breaking and reformation of most of the microscopic junctions. The rupture front line
is indicated by text and arrows. (b) The (inverse) slope of the rupture front line in
(a) gives the front velocity as a function of position. Figure from Rubinstein et al. [74]
reprinted by permission from Macmillan Publishers Ltd: Nature, copyright c© 2004.
these individual time rows stacked vertically to create a spatiotemporal plot of the
propagation of the rupture front. Each column in Figure 2.7a shows the evolution in
time at one location along the interface. The propagation of the rupture front can be
seen from the image contrast associated with the breaking and reformation of junctions.
The rupture front speed is the (inverse) slope of the rupture front line and is shown in
Figure 2.7b. One of the intriguing aspects of Figure 2.7 is how the main rupture front
starts its propagation at the fast, sub-Rayleigh speed, then transitions to much slower
propagation, and then transitions back to fast propagation.
The propagation speed of the point separating the already slipping and the still
stuck regions, the rupture front tip, is interdependent with the speed at which material
in the sliding objects move. I use the names rupture front speed and material slip
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Figure 2.8: The material slip vs time, measured approximately 25 mm from the
trailing edge of a 200 mm long sample in precursor events. Note in particular the
transition from a high slope (fast slip) to a lower slope at a common time marked by
the red dashed line (60 μs). δtot is the total slip in each event, and ranges from 4 μm
to 20 μm. The time scale which emerges from this ﬁgure is distinct from the classical
aging time scale, also measured in this experiment, and motivates our choice to study
friction laws were junction renewal is time-controlled. Figure from Ben-David et al. [12]
reprinted by permission from Macmillan Publishers Ltd: Nature, copyright c© 2010.
speed, or the short-hand versions front speed and slip speed. The front speed depends
on the slip speed behind the front tip, because it is the deformation of the sliding
objects that bring energy to the front tip. The slip speed in turn depends on the front
speed; for example, without rupture there is no slip (neglecting creeping motion where
contacts under load fail gradually or individually over time).
From tracking markers or a set of gridlines, the material slip can be measured.
Figure 2.8 shows the resulting proﬁles δ(t) from Ben-David et al. [12]. A very interesting
observation to be made from this data is the data-collapse that is obtained when
rescaling with the total slip δtot. The fact that no rescaling along the time axis is
required indicates that a common time scale exists between these events. This time
scale controls the fast dynamics with which the interface arrests after slipping. It
is therefore distinct from the classical time scale for aging, also observed in [12] (see
Figure 2.4), which controls the slow strength recovery of the interface when it is at rest.
This is an important motivation for our choice to study friction laws where junction
renewal is time-controlled.
The main topic of Publications 1, 3 and 4 are the speed of rupture fronts, the
transitions in front speed within rupture events and the link between slip speed and
front speed. Ben-David et al. [11] showed that one of the measures that strongly
inﬂuence the front speed is the local ratio of shear to normal stress τ(x)/p(x) just
before the event starts. I include their data in Figure 2.9. The τ(x)/p(x) dependence
gives 2D models an important advantage over 1D models. In 2D, the normal stress ﬁeld
p(x) can evolve according to the deformation of the slider rather than being prescribed
(it can also be prescribed when this is desirable), and the application of external loading
conditions that mimic the experimental conditions create a shear stress ﬁeld τ(x) that
is a closer approximation to the experimental result than 1D models do.
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Figure 2.9: The local rupture front speed depends strongly on the local shear to
normal stress ratio just before the front starts. The scatter indicates that other pa-
rameters are also important. We propose some explanations in Publication 3. Each
data point is measured away from the slider edges, in system-sized sliding events. The
marker colors indicate the location of the sensors and the marker shape indicates the
shear loading conditions (edge-loading or predominantly uniform loading as shown in
the legend). Figure from Ben-David et al. [11]. Reprinted with permission from AAAS.
2.2.2 Baumberger et al.
I have presented the Fineberg group’s experiments ﬁrst in this section for clarity of
presentation, and because they are the most direct inspiration of my own research.
The observation of rupture fronts in friction is not limited to the Fineberg group,
however, as should also be clear from the introduction to this section. Already in 2002,
Baumberger et al. [10] studied the onset of sliding in a gel–glass interface. They too
ﬁlmed the frictional interface, and due to imperfections at the gel surface they were
able to monitor the position of each part of the interface in time. They found that
when slip nucleates, in their case near the trailing edge, a rupture front (they call it
a slip pulse) travels towards the leading edge. The material behind the front tip is
slipping, while the material ahead of the front tip remains stuck. Figure 2.10 shows
a spatiotemporal map of sliding onset. This ﬁgure is conceptually very interesting in
that it exhibits both the material slip speed and the rupture front speed.
2.2.3 Nakano et al.
Maegawa et al. [55] performed both experiments and simulations to study the precur-
sors to sliding in a PMMA-on-PMMA experiment. The main new feature compared to
the Fineberg group’s experiments is the application of a strongly varying normal force
proﬁle along the slider. This modiﬁes the triggering and arrest of precursor events,
leading to changes both in the shape of the curve relating precursor length to driving
force, and in the number of precursors. This work helped highlight that precursors are
strongly linked to the shape of the shear and normal stress ﬁelds. This is illustrated in
Figure 2.11.
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Figure 2.10: Experimental observation of the onset of sliding at a gel–glass interface.
Each row in the grey image corresponds to a line of pixels registered in a camera
ﬁlming the interface, parallel to the loading direction. The greyscale variations are due
to imperfections at the gel surface, and allow tracking the motion of the gel. Time
increases downwards. The local slip speed can be determined from the positions of the
imperfections. The onset of local slip appears as a slope discontinuity. The boundary
between slipping and stuck regions travels from the left at t0 and reaches the leading
edge t ≈ 5 s. The slope of this boundary is the rupture front speed. This ﬁgure is
conceptually very interesting in that it exhibits both the material slip speed and the
rupture front speed; the relationship between these will be one of the important results
in Publications 1 and 3, albeit in a diﬀerent material. On the left of the ﬁgure is
the loading curve, that is the time evolution of the driving force F , expressed as the
average shear stress σ = F/A, where A is the apparent contact area. Figure from
Baumberger et al. [10] reprinted with permission from APS. Copyright 2002 by the
American Physical Society.
2.3 Outstanding questions
The experiments described in the previous section have provided new insights into the
onset of frictional sliding. They have also raised new questions, many of which center
on the properties of the rupture fronts. Some outstanding questions are:
(a) What determines the propagation speed of a rupture front?
(b) Are there distinct mechanisms behind the diﬀerent front types (fast/slow), or are
the fronts fundamentally the same?
(c) What determines the transitions between fast and slow front propagation?
(d) To what extent do the fronts determine the macroscopic static friction? Do the
fronts aﬀect the dynamic friction?
(e) How would the fronts propagate if the frictional interface was more quadratic in
shape, rather than a thin strip?
(f) Can we understand the nucleation of fronts, their arrest, and how arrest and
nucleation inﬂuence each other?
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(g) How can we upscale from the microscopic pictures of Section 2.1.2 to the mesoscale
and macroscale behavior?
(h) What can we learn of fronts in other frictional systems, like earthquake faults,
from these laboratory experiments?
How others have addressed these questions will be the topic of Section 2.4. How
we have addressed them is the topic of the publications. We provide answers to (a),
(b) and (c). We also bring new insights into (f) and (g), and to lesser extent (d) and
(h). Question (e) is not addressed here.
2.4 Models of extended frictional interfaces and of
rupture fronts
It is useful to consider a friction simulation to be the combination of a friction law, a law
for the deformation of the bulk material, and the external loading conditions. There is
a range of possible choices for each component. The simplest bulk model is the point
system, that is, a single, rigid block sliding on a substrate that interacts frictionally with
the block, but does not itself move or evolve. The point system is the level at which the
interface friction laws are usually formulated. The Amontons–Coulomb and the rate-
and-state laws describe point systems. Simulating the point system is a good tool for
investigating the properties of a friction law. However, there can be no partial rupture
and no rupture fronts in the point system, because the whole slider is a rigid unit. To
resolve the transition to sliding in space and time requires at least a one-dimensional
model. Perhaps the simplest such model is the 1D spring–block model. In this model,
the total mass of the slider is distributed among a linear chain of blocks, themselves
point systems, that interact with their neighbors. Spring-and-dashpot interactions are
common.
In this section I will give an overview of the models of extended frictional interfaces
and of rupture fronts that have been central to the research presented in this thesis.
Some of these models have directly inspired our own models, for example those by
Braun and Peyrard [17], Braun et al. [22], Maegawa et al. [55], Persson [64]. Other
models presented here have been developed and investigated during the time I did
the thesis research, inﬂuencing our thinking without being incorporated in our work
explicitly.
Most of the publications on which I base this overview have multiple authors, and
usually there are a handful of publications on each model by roughly the same group
of authors. There is also collaboration between the diﬀerent groups of authors. The
dividing lines I make in the text to create structure and identify distinct modelling
approaches are of my own devising; other delineations may be preferred by others.
2.4.1 Nakano, Matsukawa and co-workers
The ﬁrst friction simulations I was part of were of the 1D spring–block model with
Amontons–Coulomb friction applied at each of the small blocks. This was directly
inspired by a publication by Maegawa et al. [55], itself part of a tradition that goes
back to a combined simulation and analog model by Burridge and Knopoﬀ [24]. This
numerical model combines a simple and successful friction law for a point system with
a simple law for the deformation of the bulk material.
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The experiments by Maegawa et al. [55] were very brieﬂy discussed in Section 2.2.3.
In their numerical simulations, they applied a 1D chain of ten blocks connected by
springs, each block interacting with the substrate through simple Amontons–Coulomb
friction. By applying the shear load from the trailing edge they produced a series
of precursors and compared them to their experimental results. They found similar
trends upon changes to the normal load asymmetry. I return brieﬂy to this model in
Section 2.4.2.
Otsuki and Matsukawa [62] performed ﬁnite element simulations and analytical
calculations on a model with a velocity weakening extension of the simple Amontons–
Coulomb friction law. In this model, the transition from static to dynamic friction
upon rupture is not instantaneous, but instead occurs linearly over a characteristic
slip speed range. They study the precursors to sliding. They ﬁnd that because of the
precursors, the macroscopic static friction is lower than the local static friction, and
further that the magnitude of this reduction depends on the system length and the
external normal load. For longer systems and higher normal loads, the macroscopic
static friction, i.e. the ratio of the shear force required to make the system slide
to the normal force, decreases. A normal load dependence similar to their theory is
observed in their experiments reported in [50]. Fig. 3 in [55] (the same experimental
system) indicates that the real area is proportional to the normal load. Together,
these observations imply that the macroscopic static friction in the experiment is not
proportional to the real area. This makes their result contrast with those of Archard
[2] discussed in Section 2.1.2, who found that the friction was proportional to the real
area even when the real area was not proportional to the normal load.
2.4.2 Our own work prior to my PhD
Our ﬁndings from working on and extending the 1D spring–block model of Maegawa
et al. [55] with Amontons–Coulomb friction are reported in Amundsen et al. [1] and in
Publication 4. One of the disadvantages of using simple Amontons–Coulomb friction
in a 1D model of an extended interface is that the model does not reproduce the shear
stress ﬁelds in the experiments well. Each block is stationary until the load on it
reaches the static friction threshold, and under side loading conditions the load is only
transferred into the sample when blocks slip. Because of this, the external load acts
only on the single block it couples to directly. In contrast, in experiments, there is
some physical length scale over which the external load is distributed.
The distribution of the external load over a physical length can be achieved by
changing the friction law, the bulk law or the external loading conditions. The end-
member cases of external loading are point loading, usually on either end of the chain of
blocks, and uniform loading of every block. We have used the terms side loading and top
loading (because a near-uniform load is often achieved experimentally by attaching the
top of the slider to a rigid object and imposing the external load on this object instead of
on the slider directly). In simulations, loading schemes that introduce a physical length
by coupling the external driving to a subset of blocks and with individual coupling
strengths can be deﬁned, but I have not seen this done, perhaps because no clear
experimental analogue can be found in use. The introduction of a physical length
through the friction law or the bulk law, however, has been used both by us and
others.
In Amundsen et al. [1] we introduced a modiﬁed Amontons–Coulomb friction law
where each block couples to the substrate through a spring modelling the shear compli-
17
ance of the microcontacts. The spring breaks at the static friction threshold force, and
the dynamic friction during sliding is unmodiﬁed. The essential diﬀerence introduced
by the spring is that while stuck, a block can accommodate a small motion which
distributes some of the load on it onto its next-in-line neighbor, which in turn moves a
short distance and distributes some load further down the chain, and so on. The ratio
of the inter-block to the block–substrate stiﬀnesses controls the physical length scale
over which the stress ﬁeld set up by the external load extends. This remedies the very
strong resolution dependence the side-driven 1D model has when there is no interfacial
compliance.
The variation in normal force/stress at the interface and the coupling of normal
and shear stress through Poisson expansion are not naturally part of a one-dimensional
model, but can be included by specifying them by hand. They arise spontaneously,
however, if the vertical (out of the friction plane) dimension is included in the simula-
tions. In Trømborg et al. [81] we combined the rigid Amontons–Coulomb friction law
with a 2D spring–block model. The physical length scale over which the external load
acts scales with the height at which it is applied.
It can be useful to distinguish between the static and dynamic elements of the onset
of sliding. I will call static those measurements that are taken when the material is at
rest. Examples are the shear and normal stress ﬁelds just before rupture nucleation,
and the length of precursors. I will call dynamic those measurements that are taken
while the material and/or the rupture front are in motion. The slip and front speeds
are examples of dynamic measurements. In this thesis I am mainly concerned with
the dynamic measurements. However, our ﬁrst demonstration of the beneﬁt of a 2D
simulation over a 1D simulation was in the study of static measurements in our earlier
publication Trømborg et al. [81]. I will quickly review the main results in Figures 2.11
and 2.12.
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Figure 2.11: The length of precursors as a function of the driving force at which
they occurred. Our simulations (c, d) agree well with experiments (a, b). In (a)
the diﬀerent lines correspond to diﬀerent sample sizes and normal loads, and can be
collapsed by rescaling with these parameters. In (b) the diﬀerent lines correspond
to diﬀerent normal load asymmetries, and highlight that the precursors are strongly
linked to the shape of the shear and normal stress ﬁelds. In (c, d) we mimicked the
experimental loading conditions and reproduced the shape of the lines as well as the
number of precursors better than 1D models had been able to do. Panel (a) from
Rubinstein et al. [76] reprinted with permission from APS. Copyright 2007 by the
American Physical Society. Panel (b) from Maegawa et al. [55] reproduced with kind
permission from Springer Science and Business Media. c© Springer Science+Business
Media, LLC 2010. Panels (c, d) are from Trømborg et al. [81].
The original caption for panel (b) is reproduced here as required by Springer: Relationship between
the propagation length Lp of precursors and the tangential load FX under diﬀerent loading conditions.
L: length of the longitudinal line contact (= 100 mm); dotted circle: uniform loading (FZA = FZB =
200 N); solid circle: non-uniform loading (FZA = 300 N and FZB = 100 N); and open circle: non-
uniform loading (FZA = 100 N and FZB = 300 N).
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Figure 2.12: The change in local area as the precursors invade the interface as ob-
served in experiments (a) can be explained from changes in the normal stress proﬁle
as measured in 2D simulations (b). Each precursor shown propagates farther than the
preceding one, and modiﬁes the local area and the normal stress over a successively
larger part of the interface. The insets show the local area and the normal stress pro-
ﬁle after full sliding events. They remain the same between events. This was deemed
surprising in the experimental paper, but ﬁts well with our ﬁnding that the spatial re-
distribution of the true area corresponds to a spatial redistribution of the normal load.
Panel (a) from Rubinstein et al. [76] reprinted with permission from APS. Copyright
2007 by the American Physical Society. Panel (b) is from Trømborg et al. [81].
2.4.3 Bouchbinder group (rate-and-state)
The model studied by Bouchbinder and co-workers in [5, 6, 15] is a rate-and-state
formulation of the interaction between the slider and the interface. This is applied at
the level of individual blocks (mass units in the discretization) in a 1D model. The
authors also perform analytical calculations in a “quasi-1D” model in which they report
1D solutions that depend on a length scale H that represents the height of the slider,
assumed to be small compared to the length scale over which the ﬁelds vary along the
interface.
Their friction law, being a rate-and-state law, encodes the evolution of a frictional
stress τ , which depends on a state variable φ, and the evolution of φ itself. Both
evolution equations involve the slip velocity v. The stress τ is composed of two contri-
butions: an elastic term τ el whose evolution is explicitly v dependent (one term in the
evolution of τ el encodes growth in time proportional to v, representing the stretching
of elastic junctions; the other term encodes breaking of junctions), and a viscous term,
whose instantaneous value is v dependent. Both τ el and τ vis depend on a function A(φ)
that represents the ratio of true to nominal contact area; in this formulation A is not
an independently evolving variable, but instead depends monotonically on φ.
Two features of this friction law are studied extensively. One is the existence of a
minimum in the relation for τ(v) in steady sliding (constant v, no evolution of φ and τ);
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Figure 2.13: Figures illustrating two features of the friction law that are discussed in
Section 2.4.3. (a) Friction force in steady sliding for three diﬀerent friction laws. For the
two that revert to velocity strengthening after the velocity weakening branch, note the
existence of a local minimum at v ≈ 10−2 m/s. (b, c) Front tip position as a function
of time, showing fronts that are stuck (no motion for some time), then propagate a
short distance, then become stuck again. Not to be confused with ﬁgures showing
fast–slow–fast fronts in time vs position plots, which bear a visual resemblance. In (b),
the dashed line shows that under velocity weakening friction with no strengthening
branch (the dashed line in (a)), the front propagates at the elastic wave speed and
penetrates much deeper into the interface. Figures from Bar-Sinai et al. [6] reprinted
with permission from APS. Copyright 2013 by the American Physical Society.
the other is the functional form of the velocity strengthening branch that τvis gives rise
to. The minimum in the steady state friction law is important because a minimum slip
velocity required for steady state gives rise to a minimum steady state rupture velocity
that they denote cmin. This implies that rupture propagating at speed c < cmin is
forbidden, an observation that seems to agree with the experimental results of Ben-
David et al. [11]. The shape of the velocity strengthening regime strongly inﬂuences
the propagation speed of transient rupture fronts, which Bar Sinai et al. [5] argue are
short-lived excitations of steady-state rupture fronts. For example, a friction law where
τvis is logarithmically strengthening in v supports much faster ruptures than one where
τvis grows linearly with v, see Figure 2.13.
Bouchbinder and co-workers conclude that to understand the rupture fronts, it is
crucial to understand the functional form of the steady state friction law, and in [7]
they compile experimental data to support their ideas.
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2.4.4 Molinari group (FEM)
Molinari and his group have published a series of papers on precursors [49, 68, 69] and
rupture fronts in frictional interfaces [47, 48]. The model they use is a 2D (direction
of sliding and out-of-plane dimension) elastic [47, 48] or viscoelastic [49, 68, 69] slider
interacting with its substrate through a continuum friction law. The slider is repre-
sented numerically with a ﬁnite element (FEM) discretization. There is some variation
in the models between publications, but the friction laws have in common that they
are improvements on the simple Amontons–Coulomb friction law. They use a static
friction breaking threshold with a coeﬃcient μs and a sliding friction level μd. However,
the transition between the two is not discontinuous and instantaneous upon rupture;
instead, they use a slip [49, 68, 69] or velocity [47] weakening law that joins the two
levels continuously. They also regularize the change in frictional strength with changes
in the normal force [48, 68, 69]. The long-term friction coeﬃcient is proportional to
the normal force, but upon changes in normal force that occur fast compared to a
characteristic time scale, the frictional strength lags the normal force, that is, it takes
some time to increase/decrease the frictional strength. They credit [31, 65] with this
Prakash–Clifton law, which they ﬁnd solves a stability problem exhibited with the un-
modiﬁed Amontons–Coulomb friction law and allows their solutions to converge with
respect to the resolution of the computational mesh.
The details of the external loading conditions strongly aﬀect the frictional dynamics.
In [47], which focuses on rupture front propagation, both shear and normal loads were
applied through controlling the displacement at the top of the slider. This results in
highly non-uniform stress distributions. They investigated the dependence of rupture
front speed on local shear to normal stress ratio, evaluated before or during the event,
and found that although the stress ratio explained a large part of the front speed, the
stress ratio alone did not uniquely determine the speed. See Figure 2.14a.
Finite element methods (FEM) have some advantages over the spring–block models.
Among these are freedom in choosing the geometry and the properties of the bulk.
They used both elastic and viscoelastic materials (in the latter, the Young modulus
varies between a high value during wave propagation and a lower value relevant for
static deformations). Also, though they mostly used deformable–rigid interfaces, they
recently started investigating deformable–deformable bimaterial interfaces [8, 69]. The
viscoelasticity is the main focus in their work on precursors [68, 69], and they ﬁnd
that the relaxation after front arrest allows the regions of elevated shear stress that are
created near the end of precursors to persist across multiple events. This in turn aﬀects
the local front velocity through its coupling to the shear prestress, see Figure 2.14b.
2.4.5 Braun, Urbakh and co-workers (asperity models)
In the previous sections I described eﬀorts to model rupture fronts in friction using
continuum descriptions of the interface interaction. A complementary approach is to
include the individual interface junctions in the models. I believe that this level of
model is useful for bridging the gap between the individual junction behavior (which
is itself a matter of active research) and the macroscale friction dynamics. Even with
simple junction behavior laws, complicated macroscale dynamics emerge.
Braun, Urbakh and their co-workers have worked extensively with variants of the
so-called earthquake-like model. Because we too have applied a friction model of this
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Figure 2.14: Results from FEM simulations by Molinari and his group. (a) The local
shear to normal stress ratio at the instant the event starts does not uniquely determine
the local rupture front velocity. In the same paper they improve the collapse of the data
by replacing the stress ratio with an energy density criterion. (b) The front velocity
increases upon reaching regions of elevated shear stress, which persist across events due
to the viscoelastic bulk material. From top to bottom are shown the front speed in four
successive precursor events. Panel (a) from Kammer et al. [47] reproduced with kind
permission from Springer Science and Business Media. c© Springer Science+Business
Media, LLC 2012. Panel (b) from Radiguet et al. [68] reprinted with permission from
APS. Copyright 2013 by the American Physical Society.
The original caption for panel (a) is reproduced here as required by Springer: Three diﬀerent slip
events are presented for the same initial stress state (before triggering or spontaneous initiation).
(. . . ) The normalized rupture velocity for all three cases is depicted with respect to the local static
ratio of tangential traction ts to contact pressure ps (data close to the triggering zone are not shown).
Friction parameters are μs = 1.3, μk = 0.6, and α = 0.1 m
2/s2.
type, I summarize the model of Braun, Urbakh and co-workers in more detail than I
did the other models in this section.
Apparently named for originating in or being inspired by the earthquake literature,
with the 1967 paper by Burridge and Knopoﬀ [24] at its roots, the earthquake-like
model considers a population of junctions that jointly resist the motion of a driven
rigid object. The junctions always interact through their combined inﬂuence on the
slider object, and can also have neighbor and longer-range direct interactions between
each other. Typically, each junction can be in either a pinned or a sliding state, with the
time spent in the sliding state sometimes considered faster than all other time scales
in the problem, and therefore reduced to zero for computational and mathematical
convenience [17–21], and sometimes included explicitly [18, 19, 22, 25, 26]. In the
pinned state, the junctions act as linear springs, with the individual force resisting the
motion of the slider proportional to the elongation of each junction. At a threshold
force or threshold elongation (these are equivalent when the force–elongation relation
is linear) a pinned junction breaks and enters the sliding state. In the works of Braun,
Urbakh and co-workers the threshold varies between junctions. The force contribution
from sliding junctions is usually set to zero. When the junction re-enters the pinned
state, its lifecycle starts over. If all the junctions have identical properties and no
randomness is introduced in their lifecycle, the earthquake-like model organizes into
a cycle of breaking and reformation of junctions that recurs indeﬁnitely. In order to
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(a) (b)
Figure 2.15: Braun, Urbakh and co-workers have studied a 1D chain of blocks, each
interacting with the substrate through a population of springs representing microjunc-
tions. (a) Sketch of their model. (b) The fraction of detached contacts, in a time vs
position axis. The front labelled as slow occurs on a time scale where the external
loading forces increases signiﬁcantly, and I believe it is of the quasi-static type that I
discuss in Publication 1. Figures from Braun et al. [22] reprinted with permission from
APS. Copyright 2009 by the American Physical Society.
obtain a non-trivial evolution of the state of the junction population, with time or with
sliding history, Braun, Urbakh and co-workers let the strength of each renewed junction
be drawn from a probability distribution of strengths. In my publications presented in
this thesis, it is the time spent in the slipping state that is drawn from a probability
distribution.
The earthquake-like model has a rich range of behavior and has been studied both
analytically and numerically. Braun and Peyrard [17, 18, 19] developed a master equa-
tion solution for the earthquake-like model applied to a single rigid slider, as a function
of the displacement of the slider, expanding on a result by Persson [64]. They found slip
stability criteria (stick–slip or smooth sliding appear depending on the relative stiﬀness
of the interface and the loading [17]), studied the eﬀect of thermal activation of bond
breaking, and mapped out the velocity dependence of the steady state sliding friction.
The master equation complements the works described in the previous sections, which
take mesoscale laws as given and study the dynamics on the meso- and macroscales.
Braun et al. [22] used a 1D chain of blocks, each interacting with the interface
through an earthquake-like model, to study rupture fronts in a system loaded from
the trailing edge. They found that the model supports precursor events and diﬀerent
regimes of rupture fronts. Their slower fronts occur on the same time scale as the
increase in the loading force, and may be loading rate dependent. See Figure 2.15.
The authors call attention to the way the precursors modify the initially unstressed
interface to a highly non-uniform stressed state before the transition to overall sliding
occurs. Braun and Peyrard [20] studied propagating rupture kinks in a 1D chain of
blocks with the friction governed by their master equation. They triggered ruptures
in a uniformly loaded interface and found fronts propagating at velocities about two
orders of magnitude slower than the sound speed.
Capozza et al. [25, 26] applied the 1D chain of blocks obeying the earthquake-like
model to study other experimental features than rupture fronts. In [25] they studied
the inﬂuence on the macroscopic static friction of loading the system either from one
edge or more uniformly. In [26] they studied how oscillations in the driving force modify
the stick–slip cycle on the macroscale. Using a diﬀerent model where the formation and
rupture of junctions is governed by on- and oﬀ-rates associated with thermal activation
across atomic-scale energy barriers, Filippov et al. and Capozza et al. studied the
stability of stick–slip versus steady sliding on the microscale with [27] and without [40]
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small amplitude oscillations in the driving. The oscillations signiﬁcantly reduce the
average friction by breaking the ﬁrst contacts that form, before the interface has time
to fully strengthen.
2.4.6 Note on model resolution
Numerical solution schemes for mathematical problems are required to converge to a
stable solution in the limit of high numerical resolution. The same requirement does not
necessarily apply to numerical models of physical problems, because as the resolution
changes, new aspects of the physical system may become important. For example,
Baumberger and Caroli [9] contend that the continuum limit of discretized models of
friction is physically irrelevant if the friction description implicitly assumes an average
over a large number of contacts.
In the model of Publications 1 and 3, the bulk elastic solver can be taken to high res-
olution, see Appendix B. However, because the slider–substrate interface in the model
is smooth, in the sense that there is no roughness included in the bulk discretization,
increasing the resolution of the bulk changes the relative properties of the bulk and
the interface. In the continuum limit the springs representing junctions would all lie
in a layer thinner than the actual junctions. Well before this point, the sparsity of
junctions would have to be included in the model, while at present we assume that
all interface blocks interact with the substrate through a large number of junctions.
Caroli and Nozie`res [29] argue that the lower limit of block size in spring–block models
of friction is typically much larger than the average intercontact distance.
Even above the limiting resolution, the combined interface and bulk model is not
resolution independent. To see this, consider that to keep the net bulk stiﬀness of the
slider constant the inter–block springs’ stiﬀnesses scale as Nx in 1D (Nx is the bulk
resolution in the x-direction) and as 1 in 2D, while to keep the net interface stiﬀness
constant the interface springs’ stiﬀnesses scale as 1/Nx. This means that the local
stiﬀness ratio changes when the resolution changes, and this aﬀects the dynamics. See
Publication 4 for more details.
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CHAPTER 3
Summary of publications
The publications appear in full later in the thesis. Here I summarize our ﬁndings and
comment on the relationship between our work and other research in the ﬁeld. I also
comment on how the publications in the thesis relate to each other.
3.1 Publication 1
Publication 1 is [Jørgen Kjoshagen Trømborg, Henrik Andersen Sveinsson, Julien
Scheibert, Kjetil Thøgersen, David Sk˚alid Amundsen and Anders Malthe-Sørenssen.
Slow slip and the transition from fast to slow fronts in the rupture of frictional inter-
faces. Proceedings of the National Academy of Sciences of the United States of America,
111, 24 (2014). http://dx.doi.org/10.1073/pnas.1321752111].
3.1.1 Summary
Publication 1 introduces our combined multi-junction friction law and 2D spring–block
model. In short, the transfer of the external shear and normal loads to the interface
occurs through the deformation of the spring–block model, and the frictional interaction
between the slider and track are modelled as a set of junctions attached to each interface
unit in the bulk discretization. The individual junction law shares many features with
that described in Section 2.4.5, the principal diﬀerences being that we focus on the eﬀect
of a time distribution for junction renewal, and that we assign the friction during slip
motion to the junctions rather than to an absolute viscosity acting on the mesoscopic
blocks.
We show that the model reproduces both the transitions between fast and slow
fronts within a single dynamic rupture event and the short time slip-dynamics observed
in the experiments of Fineberg’s group [11, 12, 74]. By varying the model parameters
to investigate how they aﬀect the rupture fronts we identify slow slip immediately
following the arrest of a fast front as a mechanism for the front to propagate further
at a much slower pace. We then link slow fronts to slow slip, and demonstrate a
proportionality between the slow slip speed behind the front tip and the propagation
speed of the front.
Having shown that dynamic slow fronts are possible in the model and arise as
part of the spontaneously occurring events when the system is loaded from the side
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and driven through a stick–slip cycle, we investigate the conditions under which they
are observed. To this end we perform simulations where we either modify or fully
construct the distribution of forces in the microscopic junctions. We vary both the
shear prestress, which is the average of the forces in a block’s junctions, and the width
of the force distribution, which controls the local eﬀective static friction threshold, that
is, the local strength of the interface. We ﬁnd that high shear prestress conditions along
the whole interface favour fast rupture front propagation, as does low local strength.
Conversely, when the initial shear prestress is low or the interface is strong, the fronts
that we trigger to study their propagation arrest before reaching the leading edge of
the sample. In a strength–prestress diagram, the conditions that lead to front arrest
occupy the lower and left regions, while the conditions that lead to fast fronts occupy
the upper and right regions. The conditions that lead to dynamic slow fronts, which
appear when the fast front propagation stops and the slow slip mechanism takes over
and allows the front to propagate further, lie in a band between the arrest and fast front
regions. We expect that when this band is narrow, even in experiments or simulations
where slow fronts are possible, they will not always be observed.
The slow rupture fronts in the model result from slow slip, but the microscopic
origin of the slow slip is not crucial to this result. To show this, we change the friction
law by replacing the ensemble of junctions for each block with a single junction that
has slow slip after rupture as a control parameter. We ﬁnd very similar results in this
simpliﬁed model, including spontaneously occurring events with fast-slow transitions
and the same proportionality between slip speed and front speed.
3.1.2 Comparison to other work
As described in Section 2.4 there are other groups working on theory and simulations
for rupture fronts. Here I very brieﬂy compare our publication to their work. The main
new results are that our simulations spontaneously produce both slow and fast rupture
fronts and the transitions between them. This allows us to identify a mechanism for
the transition from fast to slow fronts.
Quasistatic fronts propagate because of changes in the external load, and they stop
when the driving stops. Dynamic fronts, which can be slow or fast, are triggered either
manually or by changes in the external load, but once they start propagating, they
are self-sustaining and continue also without further increase of the external driving.
This distinction sheds light on the diﬀerence between our results and the results in
the models described in Section 2.4. Urbakh and coworkers [22, 25] used 1D spring–
block models with an interfacial behavior also based on micro-junctions having two
possible states. However, their model did not have a mechanism that generated slow
slip. As a consequence, they observed fast and quasistatic fronts, but did not observe
dynamic slow fronts like those reported in Publication 1. Bouchbinder and coworkers
[5, 6, 15] have developed an improved rate-and-state law and used it in 1D. They
consider the classical aging timescale whereas we consider a dynamic healing timescale
relevant during the short-lived rupture-induced temperature rise of the interface. They
observed the transition from quasistatic to fast dynamic rupture, but no fast-to-slow
dynamic front transition. The groups using 2D models and velocity-weakening local
friction laws [47, 62] observed fast and quasistatic fronts, but they did not report any
transition from fast to slow dynamic fronts.
Our results make a direct bridge between the separate observations of a transition
from fast to slow fronts and of slow slip in recent experiments [12, 74]. As slow slip was
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observed in many systems from geoscience [45, 59, 63] to materials science [12, 44], we
expect the transition to slow fronts to be possible in these systems, too.
3.2 Publication 2
Publication 2 is [Kjetil Thøgersen, Jørgen Kjoshagen Trømborg, Henrik Andersen
Sveinsson, Anders Malthe-Sørenssen and Julien Scheibert. History-dependent friction
and slow slip from time-dependent microscopic junction laws studied in a statistical
framework. Physical Review E, 89, 052401 (2014). http://dx.doi.org/10.1103/
PhysRevE.89.052401].
3.2.1 Summary
Where Publication 1 is concerned with the dynamics of the 2D system, Publication 2
is concerned with how the friction depends on the slip dynamics. We therefore take
a single interface block and its junctions as our system, and develop analytical and
numerical results for the friction force on the block.
The framework we introduce describes the collective behavior of a large number of
micro-junctions. Each micro-junction can switch in time between two states: a pinned
state characterized by a displacement-controlled force and a slipping state characterized
by a time-dependent force. Instead of tracking each micro-junction individually, the
state of the interface is described by two coupled distributions for (i) the stretching of
pinned junctions and (ii) the time spent in the slipping state. This framework allows for
a whole family of micro-junction behavior laws, and we show how it represents an over-
arching structure for many existing models found in the friction literature, including
the law introduced in Publication 1. We then use this framework to pinpoint the eﬀects
of the time scale that controls the duration of the slipping state. The model repro-
duces a series of friction phenomena that are observed experimentally. The macroscopic
steady state friction force can be calculated analytically. It is velocity dependent, either
monotonic (strengthening or weakening) or non-monotonic (weakening-strengthening)
depending on the microscopic behavior of the individual junctions.
The steady state is only reached when the slip speed of the slider is constant, and
in general this is not the case. While the steady state solutions are also reasonable
approximations in some limits, an understanding of transients is particularly important
to the study of a large variety of frictional situations, including oscillating contacts [71];
the onset of frictional sliding, be it quasi-static [67] or dynamic [74]; the cessation of slip
[12]; and friction instabilities [54]. We therefore study the evolution of the friction with
onset and cessation of motion and ﬁnd that the model predicts a non-trivial history
dependence of the local static friction threshold. Namely, the more abruptly the slider
stops in one event, the larger is the static friction threshold in the next event. Here
we use the deceleration value in a prescribed slip proﬁle to quantify the abruptness of
slider arrest; in Publication 3 we introduce a more generally applicable quantiﬁer. We
suggest that this form of history dependence should be investigated in experiments, and
we provide the acceleration range in which the eﬀect is expected to be experimentally
observable.
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3.2.2 Comparison to other work
Section IIC of Publication 2 is a detailed comparison to other work. Basically, the
mathematical framework we introduce is an overarching structure for the models in
[17, 18, 22, 25, 26, 39]. Braun and Peyrard [17, 18] studied the eﬀect of disorder in the
junction strength in great detail. We refer the reader to their work, and instead focus
on the eﬀect of disorder in the time for junction renewal. We were directly inspired by
the calculations in [17, 18], and adapted them to consider two coupled distributions
rather than just one. The additional complications arising from the coupling between
the distributions meant that we did not formulate a master equation for the junction
distributions. However, the additional richness of the junction law did result in a
richer steady state behavior, and it allowed us to place more emphasis on the coupling
between the slider motion and the junction evolution.
3.3 Publication 3
Publication 3 is [Jørgen Kjoshagen Trømborg, Henrik Andersen Sveinsson, Kjetil Thøgersen,
Julien Scheibert and Anders Malthe-Sørenssen. Speed of fast and slow rupture fronts
along frictional interfaces. In review in Physical Review E ].
3.3.1 Summary
Publication 3 builds on and extends the results of Publication 1. The two publications
share the same main model: 2D spring–block bulk elasticity and a large number of
interface springs representing micro-junctions to model the friction.
To make Publication 3 self-contained, and to present results that were left out of
Publication 1 because of length limitations, Publication 3 begins by expanding on and
providing additional interpretations of the main ﬁndings in Publication 1. We show the
loading curve, example front dynamics and example slip dynamics. We then identify
a signature of slow fronts that can be seen in the macroscopic loading curve, which
potentially simpliﬁes the search for slow fronts in experiments. We argue the diﬀerence
between fast and slow fronts in the model by showing that the fast slip and fast front
speeds scale with inertia (
√
ρ) while the slow slip and slow front speeds do not change
with changes to the mass density ρ.
We ﬁnd that a proportionality between material slip speed and rupture front speed,
reported for slow fronts in Publication 1, actually holds across the full range of front
speeds we observe. We highlight the long transients in front speed even in homogeneous
interfaces, and we study how both the local shear to normal stress ratio and the local
strength are involved in the selection of front type and front speed. Higher shear
prestress and weaker interfaces favour faster front propagation.
In Publication 2 we studied how the friction force on an interface block depends
on the block’s slip dynamics in cases where the slip dynamics could be readily charac-
terized. Here we study this dependence when the block slip dynamics arises from the
full complexity of the model. We focus on how the cessation of slip in one event sets
up the distribution of micro-junction forces that determines the eﬀective local strength
in the next event. To characterize the complicated slip dynamics we introduce an ex-
perimentally accessible integrated measure of block slip history, the Gini coeﬃcient.
The Gini coeﬃcient is commonly used to characterize the inequality of the income or
wealth distribution in a population [41, 42], but can be applied to our case without
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modiﬁcation. We use the Gini coeﬃcient to characterize the inequality of slip motion
in time during cessation of slip, and we demonstrate that in the model it is a good
predictor of the history-dependent local static friction coeﬃcient of the interface.
The results in Publication 3 will contribute both to building a physically-based
classiﬁcation of the various types of fronts and to identifying the important mechanisms
involved in the selection of their propagation speed.
3.3.2 Comparison to other work
In Publication 1 we mainly reported on the existence of slow and fast rupture fronts and
the transitions between them. In Publication 3 we go beyond this by systematically
studying how the rupture speed, be it fast or slow, varies with material parameters
and initial conditions.
The experiments of Ben-David et al. [11] showed an increase in local front speed
with increasing local shear to normal stress ratio τ/p. The large scatter in the data
indicates that the local stress ratio is not suﬃcient on its own to predict the local front
speed. Kammer et al. [47], in their simulations, proposed an energetic criterion to
replace the stress ratio, but this too did not fully collapse their data. Bar Sinai et al.
[5], studying homogeneous interfaces, found an increasing front speed with increasing
shear prestress, in their case normalized against a characteristic shear stress rather
than the normal stress. Their results fall on a single line with no scatter. We ﬁnd
in Publication 3 that in addition to the shear to normal stress ratio, which is indeed
an important inﬂuence on the rupture front speed, (i) the front speed in the model is
transient even in homogeneous interfaces, so the local conditions alone do not determine
the local front speed, and (ii) front speed depends also on the local strength, which
probably shows signiﬁcant variation in experiments. These are candidate explanations
for the scatter in the experimental data.
In Bar Sinai et al. [5], the slow slip speed was selected as the speed for which the
steady-state friction law had a minimum. However, the existence of such a minimum
is not a necessary condition for slow fronts to appear in a system. As a matter of
fact, in our model, and for the parameters used, the steady state friction law is purely
decreasing. The apparent contradiction disappears as soon as one remembers that in
our model, the slow slip speed arises from a completely diﬀerent physical mechanism,
namely the time distributed relaxation of the interface after its rupture and arrest.
To our knowledge we are the ﬁrst to use the Gini coeﬃcient to relate the cessation of
slip in one event to the local strength of the interface in the following event. Of course,
the explicit time dependence in the microscopic junction law lends itself particularly
well to this analysis, because it gives a direct coupling between the block slip history
and the junction force distribution. However, it will be interesting to see if the Gini
coeﬃcient ﬁnds applicability also in simulations or experiments where the link between
block slip and junction state is more indirect.
3.4 Publication 4
Publication 4 is [David Sk˚alid Amundsen, Kjetil Thøgersen, Jørgen Kjoshagen Trømborg,
Eytan Katzav, Anders Malthe-Sørenssen and Julien Scheibert. Steady-state propaga-
tion speed of rupture fronts along 1D frictional interfaces. In preparation].
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3.4.1 Summary
Publication 4 returns to the 1D model. This work was started before the work reported
in Publications 1–3, but because David Sk˚alid Amundsen (the ﬁrst author) left the
University of Oslo after getting his MSc, to do his PhD in astrophysics, the publication
was delayed.
In Publication 3 the transients in rupture front speed were as long or longer than
the slider being simulated. In the simulations in Publication 4 we increase the system
length and use extrapolation to inﬁnity to study the converged (steady state) front
speeds. The length of the transients goes down as the prestress goes up. We also
solve for the converged front speed directly from the equations of motion numerically
(without simulations), and, in a couple of special cases, analytically. In the model,
the rupture fronts converge to speeds faster than the 1D sound speed, and the steady
state front speed diverges as the shear prestress approaches the local static friction
threshold. This divergence is a known result [51] and results from the experimentally
unlikely scenario that every contact is loaded arbitrarily close to its breaking threshold
before the rupture starts.
As part of the calculations we identify, within the model, the dimensionless param-
eters that control the front speed. They are: the shear prestress normalized with the
static and dynamic friction levels; a bulk viscosity normalized with a critical damping
value; and the interfacial to bulk stiﬀness ratio. We perform a systematic study of the
inﬂuence on front speed of these parameters. We ﬁnd that the steady state front speed
is always an increasing function of the shear prestress. Increases in the bulk viscosity,
which counteracts relative motion of neighbouring blocks, increase the steady state
front speed. The interfacial to bulk stiﬀness ratio also exhibits the same trend, with
stiﬀer interfaces corresponding to higher front speeds.
3.4.2 Comparison to other work
The 1D spring–block model is a popular model. In its fully dynamic (as opposed to
cellular automaton) form it has been used to model not only friction [e.g. 1, 20, 22,
25, 26, 55, 64, 82] and earthquake dynamics [e.g. 24, 28], but also, among others, self-
organized criticality in nonequilibrium systems with many degrees of freedom [e.g. 35],
ﬂuctuations in dissipative systems [e.g. 4] and creep in granular materials [e.g. 14].
We believe that Publication 4, with its systematic exploration of the eﬀect of the
interfacial stiﬀness and the bulk viscosity, will provide useful knowledge for future
studies using this model.
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CHAPTER 4
Outlook
In this chapter I outline opportunities for future research.
I think that an important goal in the ﬁeld of friction is to come up with a model
that predicts the frictional properties of an interface from the bottom up. That is,
given information about the surface chemistry and topography of both sides of the
interface, as well as the bulk equation of state and the detailed loading conditions, the
model would predict the frictional dynamics. This thesis is my contribution towards
this larger goal. From this point of view, it is clear that a much needed, but potentially
very diﬃcult step is to determine from its building blocks, via experiment, simulations
and theory, the evolution law of a single micro-junction. Because frictional systems are
very diverse in their interface composition and structure, I believe that the answers will
be strongly system-dependent. Nevertheless, we can strive for a common framework
with which to tackle the question of single asperity behavior.
In principle, single junction behavior could be determined by fully atomistic simula-
tions. This would complement experiments by providing full spatiotemporal resolution.
However, atomistic models are limited by the short timescales that they can access.
A good overview of atomistic simulations in tribology is given by Vanossi et al. [82,
Section III], who estimate that on a medium-size parallel computer of ca. 102 cores
running at 109 ﬂoating point operations per second per core, a simulation with 105
atoms, a modest number, being smaller than a cube of side 100 atoms, can progress
at approximately 1 μs per simulation day. Larger systems require a larger computer
or progress even slower. A typical junction size is 1 μm and typical inter-atomic dis-
tances are in the range of a few angstroms, so that to resolve a junction atomistically
requires on the order of (1 μm/3 A˚)3 ∼ 1010 atoms, so that even at macroscopic sliding
speeds of order 1 m/s, it is infeasible to simulate even a single rupture event where one
micrometer-sized junction moves past another. There is a need for coarse-grained mod-
els that are themselves founded on atomistic simulations, but which bring the length-
and timescales of real junctions within the currently accessible range.
An alternative and promising approach to the diﬃcult problem of determining the
appropriate micro-junction evolution laws for a given experimental system is to circum-
vent the problem by bringing the experimental junctions to the meso- or macroscale. A
popular system is rubber-on-glass, with patterns of contacts created on the glass or on
the rubber. Poly(dimethyl siloxane) (PDMS) is frequently used. PDMS on glass is also
used with microscopic patterns, but I am here interested in the larger-scale patterns
such as in the work of Romero et al. [72], with whom we have an informal collaboration.
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They create a pattern of half-spheres of PDMS on a ﬂat PDMS back layer and study
the friction against a smooth glass plate. Imaging in transmission allows them to de-
termine the size of each true contact, the position of the center of true contact and the
center of the equatorial plane of each half-sphere where it attaches to the back layer,
for each half-sphere. Because the PDMS is soft and smooth (below the length scale
of the half-spheres) and the glass is smooth, there is full contact within the contact
region of each half-sphere. Because the asperities are shaped as half-spheres, Hertz’
theory allows calculation of the shear and normal forces on each asperity, at least for
small deformations. In practice the deformations are rather large compared to the size
of the half-spheres. However, the raw contact size and deformation measurements can
be used to formulate an asperity evolution law directly from the data, without going
through Hertz’ or another theory, that can be applied as the smallest scale in simu-
lations of this system. The idea is this: The strength of each asperity depends on its
true contact size. For each asperity, measure its true contact size, the deformation
at which it starts slipping, and the deformation to which it relaxes. The soft-on-stiﬀ,
patterned-on-smooth setup ensures that each asperity stays intact and can be tracked
throughout the experiment. Tabulate or ﬁt an equation to this strength vs size data.
The table or ﬁt is the friction law for these asperities. We are currently pursuing this
approach.
One of the main ideas investigated in this thesis is the strong link between slow slip
and slow fronts. I have focused on the experimental results of Fineberg’s group, but
the topic of slow slip has much wider interest [33, 44, 45, 60, 61, 63, 84, 86]. Slow slip
is observed in crustal earthquakes [45, 63] and during hydraulic fracturing for shale
gas extraction [33, 86]. Models of these systems should include mechanisms for slow
slip. It would be interesting to see it the slow slip in these models and experiments are
linked with the slow propagation of rupture fronts as well. This data may not be part
of the experimental record yet, but should be readily accessible in the simulations.
The traditional zero-dimensional friction theories describe a rigid object moving on
a non-deforming substrate. In this thesis, and in work by many other authors, some of
it described in Section 2.4, the sliding object is imbued with more detail. It can deform
in one, two or three dimensions, it is elastic or viscoelastic [68], and it couples to the
interface through a continuum law or a collection of micro-junctions. This allowed
the models to reproduce and bring additional insights into the rich spatiotemporal
dynamics observed in experiments that monitor the mesoscale. However, this approach,
in which the slider is treated in greater detail, but the substrate is still considered to
be an unchanging wall against which the friction takes place, breaks the symmetry in
the description. When the slider is rigid, in fact usually point-like, a non-deforming
substrate is perfectly adequate. When the slider is a deformable object acted upon
by external loads carefully matched to the experimental loading conditions, it would
be more appropriate to treat the substrate in the same detailed way, as is done by
e.g. [8, 69]. It has been and will remain useful to consider an elaborate slider and a
simple track, but I believe that moving to a not too elaborate slider and a similarly
detailed track will bring additional insights that are otherwise inaccessible. Of course,
for modelling systems where there is a real asymmetry in the properties of the opposing
surfaces, like a patterned rubber against a smooth glass, an asymmetric description will
be justiﬁed, being in this case of physical origin rather than a modelling convenience.
Linear elastic fracture mechanics (LEFM) is a well-developed theory for the bulk
fracture of brittle materials. The study of frictional rupture leads naturally to asking
how well LEFM applies to the friction problem. This is an important question because
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(i) much of the work on earthquakes that involve frictional slip along faults apply
LEFM [13, 79], and (ii) LEFM may provide new insights in friction. In 2014, Svetlizky
and Fineberg [80] measured the strain components at points near a PMMA–PMMA
interface during frictional rupture and found good agreement with LEFM. Kammer
et al. [49] took LEFM as the basis for a theory to predict the length of precursors in
the experiments of Rubinstein et al. [76], mentioned in Section 2.4.2. In both these
works the LEFM result is compared to the experiment or simulation on a point-by-
point basis (the location of the sensors in [80], and the precursor arrest length in [49]).
For 2D and 3D simulations it would be interesting to also compare the stress and strain
ﬁelds in the whole sample to the LEFM result. This could tie in with the previous
paragraph’s discussion by assessing the importance of modelling a truly bi-material
interface rather than a deformable–rigid interface.
One of the ﬁndings of my work (also seen by others) is that much of the complexity
in the frictional dynamics arise directly from the geometry of the samples and the
loading conditions. This is encouraging from a modelling and friction design point of
view, but also suggests limitations to what we can achieve. On the modelling side, the
bulk properties and loading conditions beneﬁt from a strong knowledge base from the
mathematics, physics and engineering of non-moving structures. Consequently, even
for multilayered and complicated experimental geometries, once they are known, bulk
and load modelling is a question of acquiring and adapting the existing tools rather
than developing new ones. This should allow the focus to be directed towards the
frictional interface itself. On the friction design side, it is promising that experiments
show strong dependence of the friction on external geometric conditions, because these
can be controlled and adjusted independently of the manufacture and conditioning of
the interface. The ﬂip side of this coin is that controlling the interface may not be
enough to get the frictional behavior that you seek in your application: you may have
to keep friction in mind when you design the surrounding load and geometry too.
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APPENDIXA
Arguments for using the velocity
Verlet / leapfrog integration scheme
In this appendix I provide the rationale behind my choice of numerical integration
scheme. The properties of the velocity Verlet / leapfrog scheme are usually derived for
systems where the forces only depend on the positions of the masses, and not on their
velocities. In my simulations there is damping that depends on the relative velocity
of blocks. I show here (by example) that this reduces the method to ﬁrst order, but
argue that it remains a good choice of integrator.
A.1 Properties of numerical integration schemes
For many problems in physics, including our spring–block model, the equations of
motion are a set of coupled ordinary diﬀerential equations. In abstract form they read
dxi
dt
= vi, (A.1)
dvi
dt
=
Fi
mi
, (A.2)
where xi is the position of block i, vi is the velocity of the block, Fi is the net force
on the block and mi is the mass of the block. The interactions between the blocks,
and between the blocks and the boundaries, including friction, are included in the net
force Fi. Because the forces on block i depend on the positions and velocities of its
neighbouring blocks, the equations are coupled. To solve the equations numerically the
derivatives are replaced by approximations which turn the equations from diﬀerential
equations into diﬀerence equations. Diﬀerent approximations have diﬀerent properties
and while some are poor and can be ruled out, which one is best depends both on what
you think is important and on the properties of the equations of motion, which are in
turn determined by the interactions that give rise to the forces.
Fundamentally, all time integration schemes perform the following task: from the
state in the past and present, ﬁnd the state in the future. To be more speciﬁc, the
task is to calculate the state at time t+Δt when the state at t, and possibly at earlier
times, is known. By going forward in (usually small) steps Δt, the state at some start
time t0 can be evolved to ﬁnd the state at some much later time t1. The quality of
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the results is judged by how closely the numerical solution resembles the analytical
solution of the diﬀerential equations. One useful categorization of integration schemes
distinguishes between
1. low-order integrators that use many small time steps Δt, where each step is
computationally cheap,
2. higher-order integrators that exploit the smoothness of the solution to take longer
(often adaptive) time steps Δt, at increased computational cost of each step.
Among the higher-order integrators a useful further grouping is into
2a. integrators that make trial steps that are temporary and are discarded each time
a full step is taken,
2b. integrators that use a series of sub-steps and then extrapolate from these to a
longer full step,
2c. integrators that store information of the previous states in addition to the current
state.
Runge–Kutta integrators are a well-known example of type 2a. The Bulirsch–Stoer
method is of type 2b. The terms multistep/multivalue are used for type 2c, which
includes the Adams–Bashforth–Moulton schemes. Hybrid approaches that combine
two of these strategies are also possible.
It is clear that for higher-order methods to outperform low-order methods the ad-
ditional cost of each step must be more than oﬀset by the ability to take longer steps.
An example serves to make this clear. The computationally heavy part is usually the
force evaluation, and the Runge–Kutta method of fourth order (RK4) uses four force
evaluations per full time step. The leapfrog method, a low-order method, uses a single
force evaluation per full time step. RK4 outperforms leapfrog only if the same accuracy
can be achieved with a time step more than four times larger than the time step used
in the leapfrog integration.
Although I have no stringent proof, it is my belief that two aspects of my spring–
block simulations favour simple, low-order methods:
1. the friction force laws have discontinuities,
2. the maximal time step length is limited not by accuracy, but by the need to
resolve the oscillatory motion of the blocks, that is, stability.
That the force discontinuities, which make the solution non-smooth, eﬀectively rule
integrators of type 2b and 2c out, is supported by Press et al. [66, Chap. 17.3 and
17.6]. This is because the advantage of the methods, namely the ability to take very
long steps, is lost when it is necessary to tip-toe carefully across the discontinuities.
Adaptive stepsize Runge–Kutta methods can handle discontinuities well, but I will
argue below that the need to resolve the oscillatory motion means that the extra cost
of each step compared to the leapfrog method is not recovered by taking longer steps.
128
mK
f
P
−ηv
Figure A.1: A sliding system consisting of a single block and a driving spring. K
is the spring stiﬀness, m is the slider mass, v is the slider velocity and f represents
Amontons–Coulomb friction. The double-headed arrows indicate friction and damping
acting against the direction of block motion. The force in the spring is increased by
moving the point P slowly.
A.2 Example problems: harmonic oscillator with
and without friction
Two example problems will serve to make the discussion more hands-on. They are not
attempts at proving that all higher-order methods run into the same problems, and
should be seen rather as illustrations of how discontinuities can aﬀect the quality of the
numerical solutions. I also do not claim that the leapfrog method is the best integrator
that can be found for the problem at hand, but merely that it is a reasonable choice.
Consider the system in Figure A.1. If the surface is frictionless the system is a
damped harmonic oscillator, which has a smooth solution. If Amontons–Coulomb
friction acts at the interface the net force is discontinuous at the instant when the
static friction threshold is overcome, and the solution is non-smooth. I use Amontons–
Coulomb friction as an example, because it allows me to compare the numerical results
to an exact analytical solution, but I expect the discontinuities in the friction law I
have used in the publications to present the same diﬃculty for the integrators.
Figure A.2a shows the harmonic oscillator in the frictionless, underdamped case.
Because the analytical solution is known, the order of the leading error term in the
numerical solutions of the same problem can be found by varying the timestep and
comparing the results. Figure A.2b shows the global error in position, which I have
measured as 
 = mean(|xnum(t)−xan(t)|), with xnum and xan the numerical and analyt-
ical solutions, respectively. As expected, Beeman’s method1 is of order O(Δt3) while
the second order Runge–Kutta method is O(Δt2). The leapfrog method is O(Δt). Note
that when there is no velocity dependence in the force, which in this system requires
1 A variant of Beeman’s method for systems where the forces depend on both positions and
velocities is http://en.wikipedia.org/wiki/Beeman’s algorithm [Accessed 2013-12-16]
x(t+Δt) = x(t) + v(t)Δt+
1
6
(4a(t)− a(t−Δt))Δt2 +O(Δt4) (A.3)
vpredicted(t+Δt) = v(t) +
1
2
(3a(t)− a(t−Δt))Δt+O(Δt3) (A.4)
a(t+Δt) =
1
m
F
(
x(t+Δt), vpredicted(t+Δt)
)
(A.5)
vcorrected(t+Δt) = v(t) +
1
12
(5a(t+Δt) + 8a(t)− a(t−Δt))Δt+O(Δt3) (A.6)
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Figure A.2: Numerical integration of the motion of a damped harmonic oscillator.
The slopes of the error lines are 1, 2 and 3. For the smallest timesteps used with the
Beeman method the error starts increasing again as round-oﬀ error in the computation
starts dominating the truncation error of the method. The velocity Verlet (vV) results
for the un-damped problem were included to demonstrate the expected O(Δt2) scaling
of this method when the forces depend only on positions and not on velocities.
that the damping is turned oﬀ, the leapfrog method is O(Δt2) as expected.
Contrast the results in Figure A.2 with those in Figure A.3, which diﬀers only in
that Amontons–Coulomb friction acts at the interface. The block starts at rest and
remains at rest as long as the force in the spring remains below the static friction
threshold. Increasing the force slowly by moving the left end of the spring eventually
triggers the motion of the block, and from then on the driving point is stopped in place.
The block moves to the right. After one quarter of a full oscillation the block comes to
rest and since the force in the spring is now lower than the static threshold, the block
is stuck again. Figure A.3b shows that the integrators, which diﬀered in their order of
accuracy in the frictionless case, now all have the same O(Δt) accuracy.
A.3 Time step is limited by need to resolve
oscillations
There are at least three considerations that combine to determine the appropriate
timestep length. The ﬁrst is stability. Solution of wave problems with explicit in-
tegrators (the equations of elasticity admit waves and the methods I consider here
are explicit) is stable only if the timestep is smaller than some threshold value. If a
timestep larger than the threshold is chosen, the numerical scheme will pick up spuri-
ous terms that quickly grow to inﬁnity and ruin the solution. The stability threshold
is a function of the spatial discretization; the exact solution is known for some schemes
[53], but in this work I have settled for verifying the stability of the solution in the
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Figure A.3: Numerical integration of the motion of a spring–block system under
Amontons–Coulomb friction. The common slope of the error lines is 1. The smaller
error at Δt ≈ 10−7 is due to a fortuitous matching of the discrete values of the time
step and the true value of the moment of sliding initiation and cannot be relied upon in
a real simulation. The sliding onset is triggered by moving the point P (see Figure A.1)
on the spring until the static friction threshold is reached; then the driving point is
stopped in place. The magnitude of the error depends on the driving velocity, but the
scaling result does not.
post-run analysis.
The second consideration is wall clock time, which favours larger time steps. A set
of physical parameters determines the total system time tstop−tstart required to observe
whatever is interesting. For larger Δt this interval is traversed in fewer timesteps, and
because the computational cost of each time step is independent of Δt, fewer timesteps
translates to shorter wall clock time. The simulations I have performed have typically
taken from an hour to half a day with my code and on the hardware available. This
means that the number of ideas that can be tested depends on the timestep. There is
a large diﬀerence in how well ideas are generated depending on whether questions can
be answered the same day or the day after, or in a few days or a week.
The third consideration is accuracy. This usually favours small timesteps, as is
shown in both Figures A.2 and A.3. However, this is not always the case. For the
simple wave equation without damping it can be shown that the best accuracy is
achieved at the stability threshold [53, Appendix A.4]. Since I have not performed an
exact stability analysis I do not know if this remains true with friction as a boundary
condition.
In the end I have chosen a timestep that strikes a balance between wall clock time
and accuracy. As consecutive blocks in the 1+1D system start sliding and, after some
displacement, trigger the sliding of their neighbours, it is necessary to resolve their
motion in time. Figure A.3a shows the resolution when the timestep is T/50 with T
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the period of oscillation in the un-damped system of spring and block. It is clear that
in a full system of blocks, if this block triggers the motion of its neighbour somewhere
during this displacement, a resolution much poorer than this will be insuﬃcient. On
the other hand, a much smaller resolution means more timesteps, and a wall clock
time longer than I have deemed satisfactory. Consequently, I have used a timestep
of Δt = T/50. The fact that each block is connected to many others via springs of
diﬀerent stiﬀness only changes the period by a factor of order unity, so I have used
T = 2π/ω with ω =
√
khorizontal,vertical/m, where khorizontal,vertical is the stiﬀness of the
springs connecting nearest-neighbour blocks.
A.4 Some comments
The leapfrog method is known by diﬀerent names in diﬀerent disciplines. It is equivalent
to the velocity Verlet method save that velocity Verlet is commonly written with the
velocity update performed in two steps so that the velocities are known at the same
instants as the positions.
The velocity Verlet method is a symplectic integrator, which means that it does
not have long-term drift in the energy of the system. For applications like celestial
mechanics and molecular dynamics this can be of paramount importance. In fact, the
combination of being symplectic, second order global accuracy (when the forces do
not depend on velocities), a single force evaluation per full time step and low memory
overhead is hard to beat in these cases. In my friction simulations, however, the energy
in the problem is not conserved: the driving continually adds energy, while friction and
bulk dissipation let energy leave the system. Therefore, choosing an integrator that
conserves energy is not a necessity. However, lifting this requirement does not detract
from the strength of the other arguments for using the leapfrog method.
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APPENDIXB
Bulk wave speed equations and
code veriﬁcation
In this chapter I review the relationship between the spring–block parameters of the
bulk model, the elastic moduli that they represent and the corresponding bulk wave
speeds. I also provide veriﬁcation of my spring–block code by measuring the bulk wave
speeds in simulations performed without friction.
B.1 2D elastic wave equations
The longitudinal (P) and shear (S) wave speeds in a linear, isotropic elastic medium
depend on the mass density ρ and the elastic constants of the medium. They are
cp =
√
λ+ 2μ
ρ
, (B.1)
cs =
√
μ
ρ
, (B.2)
where λ and μ are the Lame´ parameters. In 3D the Lame´ parameters are related to
the Young modulus and Poisson ratio of the medium as
E =
μ(3λ+ 2μ)
λ+ μ
, (B.3)
ν =
λ
2(λ+ μ)
. (B.4)
In a 2D representation the choice of plane strain or plane stress conditions does
not aﬀect the form of the elasticity equations; instead, the relationships between the
sets of elastic constants are diﬀerent in plane strain and plane stress. The stress–strain
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relationships in 2D are given by Landau and Lifshitz [52, Equations 3.12 and 5.13]:
Plane stress: ⎡
⎣σxxσyy
σxy
⎤
⎦ = Eσ
1− ν2σ
⎡
⎣ 1 νσ 0νσ 1 0
0 0 1−νσ
2
⎤
⎦
⎡
⎣ εxxεyy
2εxy
⎤
⎦ , (B.5)
Plane strain: ⎡
⎣σxxσyy
σxy
⎤
⎦ = Eε
(1 + νε)(1− 2νε)
⎡
⎣1− νε νε 0νε 1− νε 0
0 0 1
2
(1− 2νε)
⎤
⎦
⎡
⎣ εxxεyy
2εxy
⎤
⎦ .
(B.6)
Here the subscripts in Eσ and νσ denote that these are plane stress values, and the
subscripts in Eε and νε denote plane strain. One can show by insertion in these
equations that plane strain with parameters (Eε, νε) is mathematically equivalent to
plane stress with
Eσ =
Eε
1− ν2ε
, (B.7)
νσ =
νε
1− νε . (B.8)
The plane strain relationships between the Lame´ parameters and the Young modulus
and Poisson ratio are [57]
Eε =
4μ(λ+ μ)
λ+ 2μ
, (B.9)
νε =
λ
λ+ 2μ
, (B.10)
which diﬀer from their 3D counterparts in equations (B.3) and (B.4).
With u the displacement ﬁeld, the elastic wave equation is
ρ
∂2u
∂t2
= λ∇(∇ ·u) + μ∇(∇ ·u) + μ∇2u. (B.11)
Plane strain conditions amount to setting uz = 0,
∂ux
∂z
= ∂uy
∂z
= 0, that is, no motion
and no variation along the z axis. You can show by linearising our spring–block model
that it corresponds to a discretization of the elastic wave equation under plane strain
conditions [57, 85]. The relationships between the parameters are
λ = μ = k/2, (B.12)
k = k1 = 2k2. (B.13)
Note that there is a convention diﬀerence here between my notation and that in [57, 85]:
I have let k denote the stiﬀness k1 of the nearest-neighbour springs in the lattice, while
they have used k for the stiﬀness k2 of the next-nearest-neighbour springs.
It follows from equations (B.9), (B.10) and (B.12) that E = 4k/3, ν = 1/3. An
additional parameter is required to adjust ν [57, 85]. In order to make use of the 3D
experimental values of E and the mass density ρ I have additionally included the width
B of the slider (in the y-dimension, which is left out of the 2D equations). Because E
has dimension force per area, k has dimension force per length, and ρ has dimension
mass per volume, including B gives k = 3BE
4
and slider mass M = ρLBH, where L is
the length and H is the height of the slider.
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B.2 Veriﬁcation of the bulk spring–block
implementation
To verify the mapping from bulk moduli to model parameters and the implementation
of the bulk part of the model I have measured the bulk wave speeds in the model and
compared them to equations (B.1) and (B.2). To measure the bulk wave speeds in the
model I have set up simulations with a diﬀerent set of boundary conditions from what
I use in the friction simulations.
A longitudinal wave in the x-direction can be set up as follows:
• To the undeformed lattice, add a displacement ﬁeld in the x components only. I
have used the functional form ux =
Lx
104
e
− (x−Lx/2)2
2(Lx/20)2 .
• Boundary conditions on the left- and righthand sides do not matter except to the
phase of the reﬂected waves, but in order to avoid generating secondary waves
at the top and bottom it is important to impose uz = 0 while letting ux be free
(zero traction).
• Let all velocities v = 0 initially. Then solve the equations of motion of the blocks
forwards in time.
A shear wave in the x-direction is set up in the same manner, but adding the initial
displacement to uz, and keeping ux = 0, uz free on the top and bottom surfaces. Snap-
shots of a longitudinal and a shear wave from two simulations are shown in Figure B.1.
From the wave propagation I have measured the time ΔTwave it takes the maxima
in the displacement ﬁeld to travel across the sample. The wave speed is then
vwave =
ΔTwave
Lx
.
The results are shown in Table B.1. Figure B.2 shows that extrapolating to the limit
of Δx = Δt = 0 gives good agreement with the analytical results. In Table B.1 the
Δx and Δt are varied independently, and so their ratio varies between the simulations.
While it is common to use the Courant number1 to determine the optimal Δt, I have
instead taken the time step used in my simulations with friction as the reference point.
This time step was discussed in Section A.3. The results in Table B.1 show very little
variation in wave speed when Δt is reduced and Δx is held ﬁxed. Note also that I ﬁnd
approximately the same wave speeds for ηr = 0,
√
0.1, 0.5, i.e. the bulk wave speeds
are independent of the damping coeﬃcient. Contrast this with the rupture front speed,
which in Publication 4 (1D) was found to depend on the damping coeﬃcient. Prelim-
inary results indicate that the same dependency of rupture front speed on damping
coeﬃcient holds in 2D.
Finally, note that the sound speeds reported by the group of Fineberg [11, 75, 80]
are higher than the sound speeds I calculate here, even though I have used the mass
1The Courant number is a standard tool in the analysis of numerical methods, see for example
[53, 66]. It can be interpreted as the ratio of the characteristic speed of the physical problem to the
“characteristic speed” Δx/Δt of the numerical scheme, with prefactors that depend on the details of
the numerical scheme. Instabilities arise if the Courant number is larger than unity, see Press et al.
[66, Figure 20.1.3] for a graphical interpretation. For simple wave problems the highest accuracy is
achieved at the stability limit, making this the optimal choice of Δt for a given Δx.
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Figure B.1: Simulations to measure bulk wave speeds. Left column: a longitudinal
wave. Right column: a shear wave. Data corresponds to Δx = Δz = 2.5 mm, Δt =
2 · 10−7 s, ηr = 0 in Table B.1 taken at time t = 0.1 ms. The initial displacement ﬁelds
are constant in the z-direction, so in panels (a) and (d), values for equal z plot (nearly)
on top of each other. The colorscale range for panels (b) and (f) is [−1, 1] m/s; for
panels (c) and (e) the range is [−0.1, 0.1] m/s, to better exhibit the variations. In the
analytical solution of the wave equation with these initial and boundary conditions, the
vz components in (c) and the vx components in (e) are exactly zero. Their amplitude in
the numerical solution could be used as a measure of the numerical error; I have instead
investigated the deviation in the sound speeds from their values in Equations (B.1) and
(B.2), see Figure B.2.
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Table B.1: Bulk wave speed measurements for simulations in which there is no friction
nor normal load, the top and bottom boundary conditions are ﬁxed+free to support
either P or S waves along x, and a bulk wave is initiated by imposing an exponential,
vertically symmetric displacement ﬁeld at t = 0. With E = 3 GPa, ν = 1/3 and ρ =
1200 kg/m3, cp = 1677 m/s and cs = 968 m/s. The internal viscous damping parameter
ηr is deﬁned in Publication 1 (all the simulations in this table are underdamped).
Δx = Δz (mm) Δt (ns) ηr cp (m/s) cs (m/s)
5 200 0 1702.9 961.6
2.5 200 0 1691.3 965.7
1.25 200 0 1684.5 967.2
0.625 200 0 1680.9 967.8
0.3125 200 0 unstable unstable
5 200
√
0.1 1704.3 961.7
2.5 200
√
0.1 1691.4 965.3
1.25 200
√
0.1 1684.5 967.0
2.5 100
√
0.1 1691.2 965.2
2.5 50
√
0.1 1691.1 965.2
2.5 25
√
0.1 1691.1 965.2
1.25 200 0.5 1684.3 966.6
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Figure B.2: The bulk wave speeds in the simulations converge to their values in
Equations (B.1) and (B.2) with increasing spatial resolution. The lines show the Δt =
2 · 10−7 s, ηr = 0 data in Table B.1, the squares on the vertical axes show the analytical
results. I have used this simple study only to verify my implementation of the spring–
block model. For an in-depth analysis of the wave propagation properties of spring–
block models, see e.g. Yim and Sohn [85].
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density and Young modulus that they report. This is because the Young modulus
is time-scale dependent. Elastic waves sample the short time-scale modulus. Static
deformation samples the long time-scale modulus. This point is discussed in more
detail in [68], see also [80, Methods].
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APPENDIXC
Selected modelling results that do
not appear in the publications
C.1 The front speed evolution in a partial slip
event
In Publications 1 and 3 we presented spatiotemporal plots of the fraction of attached
junctions. These are the counterpart within the model to experimental ﬁgures showing
the spatiotemporal evolution of the light transmitted through the interface, which is
proportional to the real area of contact. In our publications, we only showed the data
from full sliding events, to highlight the distinction between fast-only and fast-slow-
fast events. Figure C.1 shows example data from a partial slip event, to illustrate that
this too closely resembles the experimental results. For ease of comparison I have also
included the experimental results.
C.2 The slow-fast transition occurs where the
previous partial slip event arrested
In Publications 1 and 3 we discussed the transition from fast to slow rupture propaga-
tion in fast-slow-fast events. The transition back to fast rupture, when it happens, we
understand less well. It can happen both in interfaces with a heterogeneous stress and
strength state and in interfaces with a homogeneous stress and strength state.
In the full simulation of Publication 1, where a sequence of events is produced by
driving the system from the side, the stick–slip cycle alternates between partial slip
events and full sliding events. For the fast-only events there is no slow-fast transition,
of course, but for Events I and II, which are of the fast-slow-fast type, a slow-fast
transition occurs. Figure C.2 shows that this slow-fast transition occurs at the arrest
point of the preceding partial slip event. We believe that this is due to the higher level
of shear stress stored near the arrest point. As is shown in Publication 3, higher shear
prestress favours faster front propagation, and can bring an event from the slow into
the fast regime.
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Figure C.1: Partial slip events can also exhibit the fast-slow transition. (a) Exper-
imental result from Rubinstein et al. [76]. Real area of contact A(x, t) normalized
against A(x) at zero driving force. (b) Simulation result from the same simulation as
in Fig. 1D and Fig. 2 of Publication 1. The experimental result is for a precursor. The
simulation result is for a partial slip event during the stick–slip cycle, chosen for show-
ing the fast-slow transition clearly. In the model, the mechanism behind the fast-slow
transition for partial slip events is the arrest of the fast rupture and the subsequent
slow slip motion behind the front tip, as explained in Publication 1. Panel (a) reprinted
with permission from [76]. Copyright 2007 by the American Physical Society.
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Figure C.2: In Events I and II from Publication 1, the slow-fast transitions occur at
the arrest point of the preceding partial slip events. The events can be identiﬁed by
the time at which they occur.
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