Abstract. We consider a multi-stock market model. The stock price process satisfies a stochastic differential equation where both the drift and the volatility are driven by a discrete-time Markov chain of finite states. Not only the underlying Brownian motion but also the Markov chain in the stochastic differential equation are assumed to be unobservable. Investors can observe the stock price process only. The main result of this paper is that we derive the approximation of the optimal trading strategy and the corresponding optimal expected utility function from the terminal wealth for the CRRA utility function.
1. Introduction. In this paper, we consider a model of an incomplete market in which stocks are driven by an m-dimensional Geometric Brownian motion the same as in the Black-Scholes model. However, the drift and the diffusion coefficients of this process depend on a discrete time Markov chain whose states are not observable. Moreover, we do not observe the driving diffusion process rather only the values of the price process.
There are quite a few papers devoted to studies of the problem of maximizing the expected utility function from the terminal wealth under partial information. Pham and Quenez [15] considered a stochastic volatility model. They solved the portfolio optimization problem under partial information by stochastic filtering techniques and adapting martingale duality methods. For more literature on partial information and stochastic volatility problems, we refer to Lakner [12] , [13] , Frey [8] , Runggaldier [16] and Frey and Runggaldier [9] .
Sass and Haussman [18] considered a multi-stock market model in continuous time. The drift is a continuous time, finite state Markov chain, and the volatility matrix is constant and nonsingular. They used Malliavin calculus and Hidden Markov Chain theory to derive an explicit expression for the optimal portfolio selection. However, their method can not be extended to the case in which the volatility is driven by a Markov chain, because the EM algorithm they used to estimate the drift does not work for the volatility due to the fact that the measures involved in their method are not equivalent if the volatility is driven by a Markov chain.
In this paper, we consider a discrete time multi-stock market model where both the drift and the volatility are driven by a Markov chain. In our paper, we use the method of estimating volatility studied by Elliott [4] , Elliott, et al [5] , developed for the discrete time setting. The algorithm enables us to estimate the states of the Markov chain and its transition matrix. We solve the problem of optimizing the expected utility from the terminal wealth problem, and using dynamic programming we construct the optimal strategy in terms of the filter of the price process.
The rest of this paper is structured as follows. In Section 2, we present the discrete time model from the general continuous model and describe the relationship between the two models. We prove some preliminary results, which will be used in subsequent calculation. In Section 3, we introduce some definitions and state the optimization problem. Section 4 is devoted to an important lemma related to an approximation of the optimal trading strategy for the CRRA utility function. In Section 5 we show the results of simulation to illustrate our results.
Models and Preliminary Results.
2.1. Regime Switching Model: Continuous-Time. Consider the m-dimensional stock price process whose dynamics is given by a geometric Brownian motion equations:
dS(t) = diag(S t )(µ(Y (t))dt +σ(Y (t))dW (t)), 0 ≤ t ≤ T. (2.1)
Here S t = (S (1) t , S (2) t , ..., S 
There are different values for the drift and different matrices for the volatility corresponding to states of the Markov chain Y (t). Thus µ(·)(resp. σ(·)) is a mapping
Suppose r is a constant interest rate. Then (2.1) may be written as follows.
,where we use the following convention:
2.2. Regime Switching Model: Discrete-Time. In this paper, we will consider a discrete approximation to the continuous time model (2.2) .
where n=0,1,...,N. Then the equation (2.2) becomes
random variables.
Note that g n and σ n are functions of Y n and can be written as G(Y n ) and H(Y n ) respectively which obviously satisfy
In this paper, we assume only the price of stock S n or y n can be observed. Denote the filtration generated by S n by {F n }. We will study an optimization of the utility function of the terminal wealth in the discrete time model (2.5).
Preliminary
Results. We present some preliminary results which will be used in the proofs in the subsequent.
By the definition of y n (2.3), we know that for each i=1,2,...,m, 
P r(y
(i) n ≤ t|F n−1 ) = d k=1 P r(Y n−1 = e k |F n−1 ) t−b k (i) −∞ φ ik (x)dx, where φ ik (x) = 1 √ 2π(f k (i)·f k (i) ) e − x 2 2f k (i)·f k (i) , i=1,2,...,m.
Proof. P r(y
Remark 1: Similarly, for the multi-dimensional case, x ∈ R m×1 , we have
Lemma 2.2: We have a recursive filter :
where p ki is the (k,i) entry of the transition matrix P.
Proof. This is Theorem 3.1 Elliott [4] .
In the sequel, we will use the notation:
Proof: The proof of this lemma is in Appendix A.
Remark: Using Lemma 2.1 and 2.3, we have for m = 1(i.e. when only one stock in the model)
(2.9) When d = 1, denote the unique state of µ n by µ, the unique state ofσ n by σ. Then (2.9) is reduced to: In this section we describe a discrete time optimization model which approximates the original continuous time model presented at the beginning of this paper.
where h
n−1 denotes the i th component of the vector h n−1 or S n−1 . Using the notations defined in Section 1, the wealth process has a simpler expression:
where "·" stands for the inner product in R m . Generally, we have
i=0 is an admissible strategy if P r(X hn−1 n > 0, for all n=1,2...,N)=1. We use H to denote the set of all admissible strategies.
Remark: If h is admissible, then
Then we have
By (2.5), we have y
Hence the equality (3.1) implies
The inequalities above imply no stock shorting as well as no money borrowing in our model. Rogers also mentioned such a restriction on the portfolio in his h-investor model( [17] u (x) = ∞. Next we define the coefficient of absolute risk aversion ,
a (x) = a + bx, then we say that u(x) is of the hyperbolic absolute risk aversion (HARA) class.
It should be mentioned that the solution to the differential equation
is a power, or logarithmic, or exponential function, i.e.
where c, d, e, f, g are some constants. Hence, a HARA utility function is thirdly continuously differentiable and
The most popular HARA utility functions are Constant Relative Risk Aversion (CRRA):
−βx /β, where β > 0.
Optimization Problem. Let u(x) be a utility function, and {X
h n } be the wealth process. The objective is to calculate
and to find an admissible trading strategy h
From this definition U 0 = V * as defined in the optimization problem of Section 3.3. The dynamic programming equation for the sequence
In what follows we derive a numerical scheme for the solution of these dynamic programming equations and approximations for the optimal strategies for the original optimization problem.
For each η n ∈ F n , n = 0, 2, ...N − 1,define
ηn is invertible and there exists a constant C, such that ∆t
The proof of this proposition follows from Theorem D.1 (iii), (ii) and Theorem D.2 in Appendix D.
Assume for any
We use h * * n defined in (4.6) to approximate h * n defined in (4.5). As is seen from (4.3) (4.4) V n is obtained from W n by taking a Taylor expansion up to the second term. Thus the function V n approximates W n when ∆t is small(and as a result y n is close to 0).
where
The proof of this lemma is done in Appendix B. Remark 1: Using the same route we can prove that Lemma 4.2 holds for any η n satisfying the three conditions in Proposition 1.
Remark 2: The motivation to define W n and V n can be seen as follows. Let n = N − 1. Then in (4.2) we have
In other words,
As a result, one can find an approximation for the optimal strategy in a recursive way. Moreover the expected utility of the terminal wealth associated with h
k=0 is an approximation for the value function V * in the optimization problem. The next two theorems show that in a limit as ∆t tends to zero the value of V * * converges to that of V * . Thus h * * n can serve as an approximation for the optimal strategy.
Hence Lemma 4.2 shows that the difference between the wealth associated with optimal portfolio h * and the portfolio h * * is small when ∆t is small.
Proof. Define the following sequences:
From the definition of η n and (4.3),(4.8), we verify that
and using (4.13) above we can write (4.14)
First, we prove that
and
The last inequality is due to Lemma 4.2.
is a bounded sequence to be determined later. Then
Then, using (4.14) (4.15) and Lemma 4.2, we get
for all sufficiently small ∆t (so as o(∆t) < 1).
Applying the remark 1 after Lemma 4.2 with η n = 1, we have
Continuing this process we get
To complete the proof, we have to prove
From the definition of C k and the properties of ν k , for k ≥ 2, we have
Then C N ∆t converges to a constant as ∆t → 0. Consequently C N o(∆t) → 0 as ∆t → 0. Hence we have proved U * * 0 has the same limit as U 0 (the optimal expected utility of the terminal wealth), as ∆t → 0,i.e.
By the definition of U * * n , it is easy to see that
The case of a logarithmic utility function can be treated as the same way as the power utility function. The same results hold, although with a higher rate of convergence.
Lemma 4.4. Let u(x) = log(x), choose η n = 1, n = 1, 2, ..., N. Then we have
The proof is the same as that of Lemma 4.2. Moreover when we repeat the proof, we see that the resulting convergence rate is O(∆t) 2 , which is higher that O(∆t) obtained in the case of the power utility function.
and h * * i is defined by (4.16) . Proof. This is the special case of Theorem 4.2 with α = 0. However the condition α = 0 enables us to obtain a higher convergence rate of O(∆t).
Remark 1: There are particular cases depending on the structure of the transition matrix P, when we have the convergence rate O(∆t) as above even for the power utility function. One of those cases is when the transition matrix has identical columns. We also have another case in Appendix D, Theorem D.3 (ii) when the convergence rate is of a higher rate of O(∆t).
Define
The proof follows the same route as that of Theorem 4.3, Remark 3: From the definition (4.10) of η n , we can see that η n is the expected utility under strategy h * * , given F n , and given x n = 1. That is
5. Simulations. Generally, as a result it is not easy to compute the approximate optimal strategy {h * * n } N −1 n=0 in (4.8) in the case of power utility function. However we can get an estimation using a simplified strategy:
From the definition of V * , we see that the expected utility E[u(xh * * N )] associated withh * * is a lower bound for V * . There are cases, however, where (4.8) is relatively easy to evaluate. For example, if the transition matrix has identical columns, then the conditional probability P r(Y n = e k |F n ), n ≥ 1, would be a constant regardless of n, k. Thus η n is a constant, and it can be excluded from the expression for h * * n−1 (4.8) . Therefore the strategy h * * is the same ash * * . We apply the results of Section 2 to obtain an applicable representation of the strategy for the case of m = 1,
The simulations in this section deal with (5.1). We use Lemma 2.2 to calculate P r(Y n = e k |F n ) recursively.
Comparing the strategies (5.1) with Merton strategies, we can see that in our case the constant drift or the constant volatility in the expression for Merton strategies are replaced by linear combinations of the drifts or of the volatilities corresponding to different states of the Markov chain. The weights of the linear combinations are probabilities that the Markov chain is in those states. We divide the time interval [0,T] into N parts, and assume the transition of the Markov chain occurs only at those points of time. Hence we have the Merton model on each interval. The consequence is that we might obtain a solution directly like (5.1) in the case of the logarithmic utility function. However, it is not true for the power or the exponential utility functions.
To illustrate this point, let us assume that the transition matrix does not have identical columns. Then in (4.8) we can not choose η n = 1 as in the case of logarithmic utility function, nor can we simplify the expression by cancelling η n as in the case, when all the columns of the transition matrix are identical. A representation as simple as (5.1) can not not be obtained. We have to employ the Monte Carlo method to calculate the portfolio (4.8). However, we may use (5.1) to get a lower bound for V * .
In our simulations, W 0 stands for the initial wealth. The default value of W 0 is 1. P denotes the transition matrix. The interest rate r is equal to 0.06. The time horizon T is 1, and it is divided in N = 1000 parts, i.e. ∆t = 10 −3 . We compare our optimal strategy with the Merton strategy. Since the Markov chain has several states, we use the Merton strategy replacing the drift and volatility in it with those obtained from taking average of the drift and volatility respectively over different states of the Markov chain. The resulting Merton's strategy is We also compare our optimal strategy with the buy-and-hold strategy which is denoted as "b/h". The buy-and-hold strategy means to buy the stock using all cash available at the beginning , then hold the stock until the end. We generate the wealth process 1000 times and calculate the average of the utilities from the terminal wealth. Table 1 lists the result for a Makov chain which has a transition matrix with identical columns. For the power utility function, we can obtain that our optimal strategy is a constant 0.1133 while the Merton strategy is also a constant 0.3636 different from ours as seen from (5.1). Table 5 .1 shows that our optimal strategy on average gives better utilities with smaller standard deviations for both the logarithm and the power law utility functions. The last line of Table 5 .1 shows the number of simulations in which our optimal strategy generates a better utility than the Merton strategy or the "b/h" strategy. Note that in the case of the power utility function, even though our optimal strategy only generates 487 better than the Merton strategy among 1000 simulations, the average (-0.2748) is still significantly higher than the one (-0.2974) generated by the Merton strategy, and the standard deviation (0.0380) is also significantly less than 0.1348.
In Table 5 .2, we use the same parameters except the transition matrix is replaced by a matrix with non-identical columns. In this case for the power utility function, the Merton strategy is still a constant (h=0.3636). However, our optimal strategies h * * varies from 0.1294 to 0.3324 with a mean 0.1450 while it is a constant 0.1133 in the previous case. The result are similar to those of Table 1 though.
The average utility may vary slightly if more wealth processes are generated in the simulation. However, we always find our optimal strategy generates on average the best utilities. The results in Table 5 .3 for 5000 and 10000 simulations show that although the utilities vary slightly, our optimal strategy still has the best performance among three strategies.
For one more example, we choose the same parameters as in the example 1 of Sass and Haussmann [18] . The results for this example are listed in Table 5 .4. Table 5 .5 is a copy of Table 2 of Sass and Haussmann [18] . One can see that our optimal strategy generates the average utilities(0.3969 for the logarithm, -0.1128 for the power) very close to theirs(0.399 for the logarithm, -0.121 for the power). It is not surprising because our model can be viewed as an extension of theirs in an approximate sense. Therefore similar results are expected when the same parameters are employed.
Finally, we provide standard deviations in Table 5.1 and Table 5 .2. One can see that the standard deviation associated with the optimal strategy is always the smallest one.
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. By virtue of (2.6) the right hand side of the above expression is of the order ∆t. Therefore there exists a constant C 1 > 0, s.t.
(ii) Similarly,
Note that we assumed f k (i, j) to be positive for any k,i,j and
Therefore, using (2.6) once more we conclude that there exists constants
(iii) Again, we have
(iv) Similarly,
(v) Similarly, we have
Appendix B. Proof of Lemma 4.2
Proof: Using the definition (4.5), we have the first order condition: 0 = (
from the equations above we obtain:
where A n−1,ηn is defined right before Proposition 4.1.
At the same time, according to the first order condition for the function V n−1 , we have
Therefore, using (B.1) and (B.2)we have
Since each entry of A n−1,ηn is of the order O(∆t), it is easy to show that every entry of A −1 n−1,ηn is of the order of 1/O(∆t). By Appendix C, Theorem C.2 ,we have
Therefore,
On the other hand,
where ζ = x n−1 e r∆t (1 + s · (e yn − 1)), for some s between h * n−1 and h * * n−1 .
Note that since we assume h *
By the assumption (i), η n is bounded, and we can apply the denominated convergence theorem to obtain
To complete our proof, we apply (B.3) and Theorem D.2 to obtain
As a result we have proved
Appendix C.
Proposition (C.1):
Proof: First, we suppose m i=1 s i < 1. Easy to see,
Then for small ∆t, we have
We still can prove the proposition as above.
We have
, that is h 1 ≤ 1, and 1 ≥ h(i) ≥ 0, for i=1,...,m.
The second term is u (x n−1 )o(∆t 3/2 ) according to Theorem (D.2).
Now consider the first term. We have :
By Proposition C.1, we know
Proposition C.1 also warranties the Dominate Convergence Theorem works. Hence we have
So the first term of (C.1) is of order O(∆t 2 ). Therefore
Appendix D.
Define 
(ii)For all n, ∆t A
where C 2 is a constant.
(iii) For all n,
Proof: We prove it for the case m=1. It becomes much more complex if m > 1, the idea of proof is same though.
Directly, we have
In the last inequality above, we use the assumption that h * * are admissible(therefore bounded). (We may get same conclusion by applying Lemma C.1) Therefore, λ n satisfy (i). To prove (iii), note λ n is F n+1 measurable, so
Similarly, we obtain η n > (1 − D∆t) N −n . So we proved (iii (i) The transition matrix P has identical columns. Proof: Again, we suppose m=1 (only one stock).
Note by the definition, η n is the expected utility of terminal wealth given x n = 1 and F n while the wealth process is associated with the strategy {h * * n }. Intuitively, the expected utility of the terminal wealth should only depend on the initial wealth, and the initial state of the Markov chain. Since the initial wealth is given as 1, η n should be a functional of E n [Y n ] -the expected state of Markov chain Y n at time n * ∆t. To see this point, one may use the definition of η n , λ n and Lemma 2.2 to calculate η n directly. For example, Using the density function of y n in Lemma 2.1, we have
Note b i /∆t = Constant, f i / √ ∆t = Constant, for i=1,...,d. Therefore, we have For the case (i) given in the condition of the theorem, one can easily check that the value of H only depends on P -the transition matrix. In fact, H equals one column of P which is constant, so the theorem is true for this case. 
