Abstract
Introduction
Mass data storage with high reliability and scalability is a huge challenge for the internet companies while the traditional database is often hard to meet the demand.And the most retrieval for a specific system is based on the query of the primary key,in which case, the efficiency of relational database would be reduced, and the expansion would also become a big problem in the future.In this case, the use of cloud storage system would be a good choice. In terms of the deployment of cloud storage systems, data migration is a key technology to the node dynamic expansion and elastic load balancing.But a large number of state synchronization would bring many impact for system performance in the data migration process.Therefore, how to effectively reduce the migration cost is the biggest problems that cloud service provider should make efforts to solve. However, the state of the storage system, the new virtual environment, the user stringent latency requirements and unpredictability of access to the data have brought many new challenges for the data migration.
In this paper, we analyzed the background of data migration method, and put the data migration issues into the load-balancing scenarios.We use the load balancing framework of hadoop and propose a data migration method based on ABC algorithm. The innovation of this paper is that we apply ABC algorithm in data migration between different node of the distributed system. Experimental results show that the main role of ABC algorithm is to reduce the impact of data migration on system performance.At the same time,it also can increase system load balancing degree.
Related Work
The US National Institute of Standards and Technology (NIST) described the relevant concept of cloud computing and had given the architecture of cloud computing [8] . At present, cloud storage is a hot spot. Many scholars were studied about the concept of cloud storage system architecture and large data storage [2, 6, 12] , however, the research
Load Balancing Degree Evaluation Model
There are two types of imbalance in the cloud storage system: data skew and load skew. Since the cost of weight-balanced is high,the paper mainly focuses on the second type of imbalance, namely,load skew often causes node overload .At the same time, we assume that the system has a high tolerance to the other types of uneven.Assumed that the load capacity of nodes i is i b . Firstly, we carry out non-dimensional treatment for each node based on the formula (1), i B represent that the node i can withstand the maximum load.We have standardized the load for each node based on the formula (2).Assume p={p1,p2,p3,…pn} (n are the number of nodes)are the standardized node load. According to Shannon's theory, information entropy can measure the degree of order of the system.Here, we also use information entropy table to show the distribution of cluster load, and the calculation is shown in Equation (3) [9] .
Obviously, when pi=1/n (i = 1,2,3, ..., n), i.e.,the load of each node is equal, the system gets maximum entropy H (P) max = log (n). To better show load distribution,we constructed balance function T values ranging from 0 to 1,showed in equation (4) . Balancing function is the ratio of the results calculated by equation (3) to the maximum entropy, namely normalized entropy.
ABC Algorithm Model

Principle of ABC algorithm
In the basic ABC algorithms, artificial bee colony algorithm contains three kinds of individuals: employment bee, observed bee and scouts bee.Each employment bee corresponds to definite nectar. According to the abundance of nectar, the ABC algorithm use roulette way to hire the observed bee gather honey. If nectar source have no improvement after several update, they would give up the nectar, the employed bees turnes into scouts bee, then search for new nectar randomly. 
Description of the Problem
When the load balancing of storage system is tilted, to return to equilibrium, the system needs to perform data migration.The value of the load balancing can be detected according to the certain entropy value.The higher of the entropy value indicate that the load distribution is more uniform. In this process, we can set a threshold.When the entropy reach this threshold, system performs the data migration operation. To improve the efficiency of data migration and reduce resource consumption of the system, we use artificial bee colony algorithm in the data migration process.
To more effectively identify hot data and minimize the amount of data migration, we use the concept of block HDFS used, the default size is 64M.The file of HDFS is divided into one or more memory blocks. Each block is an independent storage unit, the data is allocated in the form of blocks on a cluster server [10] . In this article, we put each block as a partition and the partition is the basic unit of data migration and load monitoring.
Before calling migration algorithm, all the storage nodes are grouped on In_set or Out_set according to the relationship between the overall system load and the number of node.In a cloud environment, the target of cloud data migration is to achieve a balance between the nodes through the load data migration, that is, the system must migrate some data of Move-out node to Move-in node. "For this type of problem", in this paper, we use artificial bee colony algorithm to calculate the minimum consumption of each partition migration "to control global and local search" and ultimately the system achieves resource optimization.
Build Model
The ABC algorithm is applied to each node of Out_set, that is, each node is relatively independent in the migration process. (1) The leading packets carry the following information: location information of nectar, network bandwidth, the amount of data that the Move-in node can accept (2) We assume that node i of In_set in three-dimensional space location as
x ). To calculate the solutions we adopt the following fitness function (we assumed that equal importance to each element of i X ):
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Copyright ⓒ 2016 SERSC (1) Node initialization In the initial phase, the storage system is initialized according to the relationship between normalized load values of the system with 1/n.Finally, N node of In_set obtained by the initialization.N investigation messages correspond to N food source.In this case, then the investigative message become to the leading message, that is, a leading message corresponds to a node of In_set. In addition, each food source can be seen as an individual source in ABC algorithm, then, N individuals make up the population of the algorithm.
In the following stage, the node of Out_set selects a node in In_set to migrate data in a certain probability. Furthermore, for the node of In_set, the higher yields, the greater probability to be selected. If the leading messages found that the nodes no longer be updated after several successive iterations, they would give up the node.Then they should transform from leading messages to investigative message and continue to find new node of In_set.
(2)The formula of search new Move-in node Recording the best value so far, and launched a search in the neighborhood of the current Move-in node, search for a new Move-in node accroding the formula: 
The richer of the Move-in node, the greater probability to be selected by the Move-out node.
(3) The investigation packets generated To avoid plunging local optimum, when the Move-in node have no improvement after "limit"times update, the Move-in node would be gave up.And then the Move-in node is recorded in taboo table,then the leading packet corresponding to the Move-in node changes into the scout packet,in addition, randomly generates a new position instead of the original immigration node. The ABC algorithm provides some regulations: if a food source is not improved within a predetermined number of iterations, the food source would be abandoned. Obviously, the preset number of iterations is a very important parameter, usually called "limit". The variables i trial can be used to record the number of times that the food source is updated, the calculation formula is defined as:
That is, if the Move-in node i X has not been improved after the limit updated, that is, max ( i trial )> limit, it shows that the resulting solution is the local optimal solution at this time. In this case, the leading packet corresponding to the Move-in node changes into Investigative packet, the Investigative packet use the escape operator calculate a new Move-in node Z, such as formula (9): Phase of the cycle is divided into the following six phase: ①Hire bee phase ② Calculate the probability of food source is selected by the bee ③ Follow bee phase ④ Scout bees phase ⑤ Recording the optimal food source location so far, that is , the optimal solution. 
Experiment and Conclusions
Experimental Environment and Setting
The experiment environment includes three rack, as shown in Figure 1 
The Results of Experiment
The node A store 1.7G data, the first copy is stored in the node A, the utilization rate of A is 100%, the second and third copies are stored in the B, C, D node, the utilization rate of B,C,D followed by 75%, 25%, 50%. Four nodes are not balanced. Here, the imbalance rate threshold is set to 0.1 [3, 7, 9] . Data migration method based ABC algorithm and the greedy algorithm through data on the balance after rounding decimal places in Table 2 after the storage state. 
Conclusion
The experiment have respectively given the data figure of response time and system consuming about two kinds algorithms. The image shows that data migration method based on ABC algorithm can effectively reduce response time and system consumption. We can get the following conclusions from the experimental data, compared with the data migration method based on greedy algorithm, the data migration method based on ABC algorithm can quickly reduce the load tilt, and migration consumption is smaller. But when the entropy of the system gradually converge to the set threshold value, it may fall into local optimum.
Deficiencies
This method is not applicable to the system which produce sudden load continuously. Therefore, if the stability period is lower than the data migration time, the execution migration will introduce unnecessary expenses.The next work intends to consider the load stable period, we can use time series model and cost model of the system, then make improvement on the quality of the data migration strategy in the further.
In the experiments, in order to reduce the complexity of the issue, this article assume that the prediction model dose not consider CPU and memory heterogeneous situation.In the future, we will further study whether heterogeneous nodes occur that could impact the method.
