Recent work on the study of cell populations in mouse tumors has revealed much about the clonal evolution of cancers from the initiated cell to metastasis. Although most cancers are clonal in origin, genetic instability leads to the emergence of new cell clones, some of which show cooperative behavior during progression to metastasis. The nature of these cell-cell interactions is unclear, and in particular it is possible that their spatial distribution could influence the emergence of fully malignant behavior. The spatial distribution would indicate a subtle dependence of the distribution of these cells and the emergence of malignancy. In this paper we model tumor evolution using dynamically evolving spatially embedded random graphs. The dynamic evolution of Spatio-Temporal graphs is not widely studied analytically, particularly when distance based preferences are included. In this paper we present analysis and simulations of such graphs, and demonstrate that the distance function relative to the mixing of the nodes can combine to create phase transitions in connectivity. This result supports the hypothesis that cell to cell interaction is a critical feature of malignancy in tumors.
Introduction
The development of cancer in mammals occurs in multiple stages leading from single initiated cells to benign or pre-malignant lesions, some of which eventually undergo a transition to malignancy, disseminating to distant sites in a process known as metastasis. These genetic and phenotypic transitions are accompanied (or caused) by acquisition of a series of hallmark traits that distinguish tumor cells from their normal counterparts (Weinberg 2011) . Cancer evolution through these stages has been extensively studied both at the genetic and cellular levels, with some models positing a neo-Darwinian process leading to selection of the fittest cell at each stage, resulting in a series of clonal sweeps (Greaves and Maley 2012) . This form of linear evolution has been seen in various types of human leukemias and some solid tumors (Venkatesan and Swanton 2016) , and also applies to the early stages of initiation and benign to malignant progression of tumors in a mouse model of squamous carcinoma development (Reeves et al. 2018) . In the latter model, cellular lineage tracing using a mouse strain that allows individual clones to be identified by their colors, showed that tumors arise from single initiated cells (i.e. they are clonal in origin) but can then generate new cell clones with different mutations, only one of which appears to gain a selective advantage and give rise to the progressing lesions. These data therefore are compatible with the Darwinian model of survival of the fittest cell at each stage.
Subsequent stages of progression to metastasis are however more complex: continued branched evolution generates additional clones, some of which can interact positively or negatively with each other, resulting in an optimal configuration of synergistically interacting cells that promote metastatic dissemination. This view of cancer as a society of interacting cells has parallels with evolutionary models based in population biology. Sewell-Wright drew attention to this alternative view of evolution in his "shifting balance" theory, based upon natural selection among interactive systems (Wright 1982) . The same concepts can be relevant to interactions among cell populations within cancers that could promote progression to full malignancy. Indeed, studies even of bacterial systems growing over thousands of generations in vitro suggest that both Darwinian-based clonal sweeps and population-based cooperation models can be correct, depending on the selective processes operative (Good et al. 2017) .
The existence of extensive cellular heterogeneity within cancers has been appreciated for decades, and in particular the ability of specific sub-clones of cells to cooperate functionally to promote growth, invasion, or immune interactions has been experimentally demonstrated many times (Heppner 1984) . More recent studies have confirmed many of these concepts (Calbo et al. 2011) and have begun to identify potential mechanisms by which this cooperation can take place (Cleary et al. 2014; Lim et al. 2017; Tammela et al. 2017; Marusyk et al. 2014 ). An emerging feature of these mechanistic studies is that cells may cooperate through direct cell-cell interactions, or through paracrine interactions by which growth factors or cytokines produced by one cell may promote survival of alternative cells that express the appropriate receptor systems. Clonal interference, by which single clones can inhibit the growth of neighboring cells, can also take place, suggesting that an optimal "sweet spot", determined by the ratio of interacting clones and their spatial relationships, may be necessary to ensure progressive tumor growth (Marusyk et al. 2014) . These concepts of paracrine signaling at a distance and clonal competition have their roots in normal developmental biology, and are well known to biologists familiar with control of tissue patterning during embryogenesis (Tabata 2004; Moreno et al. 2014) . Some growth factor-receptor interactions require direct interactions, while others can operate within a concentration gradient over multiple cell diameters. However we presently do not know if, and to what extent, similar mechanisms are operative in cancer evolution, and to our knowledge no attempts have been made to mathematically model such interactions using network theory.
The use of mathematical models in the study of cancer evolution is not unique. In particular the use of competitive network models has been the subject of much study, motivated from social, economic and game theory driven models of population evolution. An excellent review of these approaches can be found for example in the work of Perc and Szolnoki (2010) . In addition, applications of chaos theory (Khajanchi et al. 2018 ), seek to model the fine balance between the immune system and cancer evolution by analyzing instabilities in the systems of coupled differential equations that model this fine balance. As such these techniques directly introduce the concept of an unstable equilibrium that can tip between a stable benign tumor and an unstably growing malignant one. In this work though we seek to explore mathematical models for such interactions using the tools of network science.
We start with a simple network model of two populations of cells, where the presence of an interaction between two cells is modeled by the presence of an edge in a graph where the nodes are the cells. In such a network model we can calculate and simulate various conditions on the presence of an edge, importantly capturing the relative populations and geometries of the two cellular populations. From there we can ask under what conditions are there widespread interactions between cells, by observing when a random cell in one population is likely to have a connection with a cell in the other as we vary average distance between the two cells. Given it is known that cell population admixture is characteristic of advanced malignancy, and may be essential for metastatic spread to distant sites (Venkatesan and Swanton 2016; Reeves et al. 2018) , we would expect to see critical behavior whereby the connectivity of the graph fundamentally changes according to changes in population parameters of the graph evolution.
We discuss this in "Experimental evidence for symbiosis" section. In particular, we focus on the average distance between members of two cell populations, as experimentally that can be measured, providing we assume that members of a given cell population are at least approximately uniformly distributed in space. This assumption appears to be born out at least approximately, and can be seen in Fig. 3 .
In models of evolving networks such phase transitions are well studied, in particular in the treatment by Barabási and Bianconi (2000; 2001) of Bose-Einstein condensation in networks. These networks are not spatially dependent, with the physical position of the nodes not considered. There are spatial random graph models, surveyed in (Barthélemy 2011) , but these have mostly relied upon numerical simulations (Rozenfeld et al. 2002; Barthélemy 2003; Manna and Sen 2002) . Models of Spatial networks that exhibit phase transitions have also been studied, (Sen et al. 2002; Ostilli and Bianconi 2015) , but these models do not consider any deeper structure such as distinct populations of nodes. In the social sciences the role of geographical position on competition networks has been more extensively studied (Braha et al. 2011 ), but again the treatment has focused upon simulation rather than analytically solvable models. It is important to stress that the network model used is strictly a representation of the interaction of the cells in a dynamic environment, and the evolution of the network simply a method to investigate the role that the nature of the interaction has on the extent of the interaction. In short, we seek to demonstrate that if fitness for cooperation is governed by distance there exists a critical average distance between cells, below which, significant symbiosis cannot occur. This is represented by distinct changes in the distribution of links between two distinct populations of nodes.
In previous work (Tee and Balmain 2019) , we presented some basic results from a model built to capture the characteristics of cellular symbiosis. In this work we provide more details on the network science underpinning the model, and the biology that provided the motivation. We also consider in "Conclusion and future work" section how such a model could be tested against experimentally prepared cultures of cancer tissue. Further we present some new results concerning the likely presence of constraints in the ability of a cell to 'service' multiple other cells of a different population and speculate at which point this would present a brake on the transition of the model from the benign disconnected state to the malignant smoothly connected one.
Experimental evidence for symbiosis
The motivation for this work derives from the results of experiments tracking the clonal evolution of cancers in humans and mouse models. In particular, the observation that although tumors often originate, and, are initially dominated by cells of a single clonal origin (Reeves et al. 2018) , the malignant phase is characterized by the acquisition of new mutations in the original clone, resulting in emergence of multiple cell populations, each carrying distinct genetic alterations. Experimentally, these observations are based on Doexyribonucleic Acid (DNA) sequencing studies which have demonstrated the existence of "trunk" mutations that are present in every tumor cell and therefore existed in the original dominant clone, and sets of mutations that are only seen in subpopulations of tumor cells that evolved later as part of the branched evolutionary process (Venkatesan and Swanton 2016) . Some of these sub-clones could be detected in primary tumors growing at their initial tissue site, but also in metastases from the same tumor, suggesting that multiple cell populations were involved in metastatic dissemination. These studies based on sequencing however do not provide any information on spatial relationships between clones that co-exist in the same tumors. Such information could however be obtained from mouse models in which individual cells can be labelled with one of four colors using a reporter cassette (the "confetti" mouse (Reeves et al. 2018) ). In this mouse strain, individual cells can be permanently labelled at any time by activating an enzyme (Cre-recombinase) that randomly switches on these colors in adult tissues or tumors. Since the cells in which the recombination has taken place are now labelled with a specific color, and easily seen using a fluorescence microscope, their evolution and migration can be followed over time during tumor progression as the cells continue to mutate and proliferate. Upon treatment with Tamoxifen, these colors become visible under microscopy, and can then subsequently be used to track the evolution of cellular populations. Mice, thus treated, are referred to as 'confetti' mice. The mouse model used to trace the evolution of tumors from the initiated state to full metastasis are depicted graphically in Fig.1a and b (reprinted from Reeves et al. (2018) ). Figure 1a shows the confetti cassette inserted into the ROSA-26 locus in the mouse genome, with the 4 available fluorescent protein cDNAs transcribed using a strong CAGG promoter. Treatment of the mice with a hormone (tamoxifen) activates expression of the proteins in such a way that each cell only expresses one single color. Figure 1b shows the results of activating these colors in a benign tumor on the skin of a confetti mouse, showing the multiple colors activated within tumor cells. The image was taken one week after activation, and shows that some of the initially activated cells have divided, giving rise to small groups of similarly colored cells.
As discussed in the introduction, using this technique it is possible to track the clones that participate in development of a tumor from an initiated stem cell, and their progression to malignancy. Figure 2 provides a graphic illustration of the conclusions reached using this model as applied to the initial clonal origin of tumors, and their progression to metastasis. Figure 2a shows the development of a benign tumor (papilloma) from a single initiated cell. The initiated clone is shown by the blue color at the clonal origin, and the yellow, red and green clones represent clones that have arisen from this original clone by generation of new mutations. Some minor clones (called "streaks" in this graphic) are not in fact tumor clones as they do not carry the necessary genetic mutation that initiates tumors in this model. These streak cells arise from normal stem cells, and do not Figure 2b shows that of the three new clones in the original papilloma, the red clone has undergone a clonal sweep, and has taken over the entire carcinoma at the stage of progression (dotted line). However, as seen in the papilloma, this dominant new clone also undergoes additional evolution, giving rise to new clones (shown in green, yellow and blue). However in contrast to what is seen in the benign tumors, the carcinoma clones begin to intermix (shown by the dotted colors), showing signs of inter-clonal cooperation. These intermixing cells can then (a) (b) Fig. 2 A depiction of the growth patterns of terminally benign papillomas (a) and an example of those that progress to become invasive carcinomas (b), followed by spreading beyond the tumor margins to distant sites (Metastasis). Colors represent groups of cells that have arisen from one original colored cell (clones). a The major blue color represents the original clone that arose from the first initiated cell, and subsequently gave rise to the broad yellow, red and green clones during papilloma growth. Papillomas also incorporate normal clones of cells (streaks) that are mainly at the periphery of the tumor (thin red and green clones). The new papilloma clones do not generally intermix inter-mix, and only one will progress to malignancy. b Progression to malignancy and metastasis. At the benign-malignant transition, a clonal sweep results in the emergence of a single red dominant clone, but this is followed by generation of new clones that show evidence of intermixing. This property has only been seen thus far in malignant tumors. Two or more of these intermixing clones can cooperate to drive growth and metastasis metastasize to distant sites, where they seed to form growing metastatic lesions that will eventually kill the host. Figure 3 shows examples of the data upon which these conclusions are based. Figure 3a shows an image of a papilloma that was take a few weeks after the initial labelling. Of the many different colors seen one week after the labeling process (as shown in Fig. 1a) , the papillomas now has only a small number of clones, each having arisen from a single cell in the papilloma. These distinct lobes of color persist throughout the lifetime of papillomas that do not progress to malignancy. Figure 3b shows a carcinoma from a similar mouse in which only one color is seen. Comparison of tumors from many animals showed that carcinomas arising from pre-existing benign multicolor papillomas invariably have only one major clone representing the clonal sweep. As shown in Fig. 2b , new clones emerge in carcinomas that can be seen if the Cre-recombinase is activated in mice with existing carcinomas. Figure 3c shows an image of a carcinoma with two distinct red and green cell populations seen both in the primary carcinoma on the skin, and in a metastasis to an adjacent lymph node, showing that at least two distinct cell populations participated in metastasis.
We speculate that these different colored clones are cooperating either using paracrine signaling or an alternative mechanism that is essential for the tumor to enter the metastatic phase, and that the degree of mixing and separation between cellular populations could be a critical feature of the progression of the disease. It is this idea that suggests the well understood behavior of evolving complex networks that involve some notion of 'fitness' as a factor in the propensity for a node in the graph to attract connections. The fitness model introduced by Barabási and Bianconi (2001) has been long understood to possess critical behavior, and exhibit phase transitions. This model builds upon standard scale free models, where nodes accumulate connections according to the relative number of links they have already accumulated. Already, in a biological model of cooperation, this preferential attachment behavior captures an important feature in that cells involved in cooperation could be more attractive for further additional cooperation. However in the absence of a fitness parameter this would lead to a pure scale free model where there is no fundamental change to the network topology, that is the network will always exhibit a small number of nodes dominating the connectivity of the graph. The fitness model however, introduces a factor that works alongside the number of links a node has to indicate a node's suitability for new links. This can lead to newer nodes dominating the connectivity of the network, something that can never happen in standard scale free networks. Crucially, these models also have distinct phases, as governed by an order parameter, whereby the network transitions from the so-called 'winner takes all' phase where one node captures substantially most of the links to a more normal random, or scale free distribution. In our treatment this is a transition from most nodes not being in effective contact with a partner in the other population to a phase where that is common. Critically the scale free nature, and the critical behavior of the network go hand in hand, and our model seeks to capture both. In essence we model the cell to cell interaction as a graph, with the nodes representing an individual cell, and a link between nodes indicating that the cells are interacting to promote tumorous behavior. In particular we model the tumor as two distinct types of spatially embedded nodes, A and B, and the situation where the resultant graph has a direct connection between each cell type A to at least one member of the cell type B collection would indicate that symbiosis is occurring and that the tumor is in the phase where symbiosis leads to tumor dissemination.. The opposite is also true, if a large proportion of the two populations do not have interacting partners then we would equate that to the more benign phase. This model then allows us to investigate if there are parameters of the evolution of the graph with distinct phases that mirror the observed phenomenology. Importantly, the phase transition which brings most nodes into functional contact with each other would 'activate' the symbiosis is a widespread manner and we believe promote the tumor's ability to grow in an uncontrolled manner in a way associated with malignancy. It is interesting to note that this cell to cell contact, which may be direct or indirect, is also seen in metastasis, which would seem to indicate its causal role in uncontrolled tumor dissemination. In particular, if spatial arrangement and interaction range cause very different outcomes in the connectivity of the two populations it could support the hypothesis that the mixing of populations and their interactions are causal in the emergence of metastatic tumors.
The Spatio-Temporal model

Design of the Spatio-Temporal network model
We begin by identifying the key characteristics of the biological system that we wish to model. We seek to identify when two populations of cells are connected in the sense that they are in effective contact via some as yet unknown chemical or enzymatic mechanism. This maps nicely to a bi-partite graph model between two sets of vertices with the presence of an edge between two nodes representing the fact that the two nodes are in causal contact with each other. The population of cells is dynamic and increasing, which we can model by adding a proportion of the two types of the nodes at a fixed time interval or time step. For simplicity we fix the ratio at 1:1, though we could easily extend our model to have any arbitrary ratio.
A key feature that we seek to capture is the role of physical distance between any two cells, which requires our evolving graph to be spatially embedded. Although tissue is manifestly three dimensional, we can simplify matters by restricting ourselves to a two dimensional space, and not sacrifice the critical features of the model. Generalization to three dimensions is an area of future work, along the lines of Dall and Christensen (2002) . Modeling the inter-cellular distance of each added node as a probability distribution is a difficult analytical task, and one that would add considerably to the complexity of the resultant model. We seek to produce an analytically soluble model, so in the interest of achieving this, we simplify the system by representing the position of one of the populations as at a fixed point, the center of its random distribution. The symmetry of the set up encourages us that the resultant analysis should capture the essential features of the network simulation. Further analysis of the model will investigate the possibility of a solution that includes the exact cell to cell distance. To introduce the concept of average separation of the two cellular populations, we use two independent random point processes, creating distributions of nodes about two loci, separated by a distance δ s (see Fig. 4 ). We can control the overlap and therefore average separation of two randomly chosen nodes by shrinking or growing δ s . As we shall demonstrate later, this parameter, along with an effective interaction range, acts as the critical order parameter for the model. We seek also to capture the concept of the activity of a cell, which we model as the number of other cells it is in causal contact with. In the familiar style of preferential attachment we will hypothesize that cells more actively interact with highly active cells, that is with nodes in the graph of higher degree. If the physical mechanism for symbiosis is some form of chemical or enzymatic interaction, there is of course some limit to the ability of one cell to 'service' other cells. In other work (Tee et al. 2017) we have modeled the effect of such a constraint on a dynamically evolving network, and although our base model does not include such a top constraint, we consider the effect of that in "Constraints in the dynamic model" section.
With these considerations. our network model is built upon the standard foundations of Spatial networks (Barthélemy 2011) , and is constructed on a 2-Dimensional metric space equipped with a Euclidean metric, but with no boundary. The removal of the boundary simplifies the analysis, but in principle could be reintroduced following standard periodic proscriptions. The reason for its absence is to prevent boundary conditions from interfering with the distribution of the nodes, and in later work it would be instructive to investigate how boundary effects could affect the critical behavior of the network. Fig. 4 Geometry of the dynamic model in a 2-D metric space. The two distinct populations of nodes are distributed homogeneously about the two loci A and B in a circle of radius D. These are separated by a distance δ s , and for a given node in set A its distance s is a function of its coordinate (r i , θ i ) relative to the locus of A We establish on this metric space two loci A and B, at coordinates (x A , y A ) and (x B , y B ). Further we numerically equate the two coordinates, so that x A = y A = A, and x B = y B = B. This simplification recognizes that the fundamental property is the distance between the two loci, that is effectively unidimensional. Around these two loci we operate a homogenous point process to distribute nodes around the loci A, B in a disk of radius D. These two loci represent the populations of cell types A and B, and at any point in the evolution of the network we call the collection of nodes surrounding A as the set A, and those around B as B. In Fig. 4 we describe the essential features of the geometry of the model. In particular the loci are separated by a distance δ s , which, although depicted as such in the diagram, does not have to separate the two sets of nodes into distinct and spatially separate communities. That is δ s < 2D is permissible, although we do not model values of δ s < 0. Taking advantage of the circular symmetry of the model, we can label each point in the set by polar coordinates (r, θ) centered at A, B. In these coordinates the probability density function function for the addition of nodes is denoted ρ(r i , θ i ), and in most of our treatment we assume that this is a uniform distribution, which has full angular symmetry. In polar coordinates a uniform distribution has Probability Density Function (PDF) ρ(r, θ) = ρ(r) = 2r/D 2 . This naturally leads to the concept of the distance s between a vertex a ∈ A, and the locus of the set B.
We begin the model by initializing the network with m 0 nodes, added to the set A, distributed according to the uniform PDF ρ (r, θ) , that is an homogenous point process. In contrast to the normal setup of preferential attachment simulations, these nodes are initially disconnected. As each point a i is added to the set A, however, its spatial position is fixed and so its distance to the locus of the collection of nodes in set B. This distance captures the average distance between a randomly chosen node of type A to a node of type B. As we vary the inter-loci distance this average separation varies too, and at a fixed node density it is the only parameter that governs that distance. It is essentially equivalent to fixing the loci and varying the ratio of cell types, which is ultimately the route to experimentally verifying the model, which we discuss in the "Conclusion and future work" section. This fact permits us in the later analysis to introduce the spatial dependence in a novel manner, and makes the model amenable to phase transition analysis similar to that outlined in Barabási and Bianconi (2001) . In our model, we do not immediately connect nodes in accordance to a link proscription as is traditional in Spatial networks, but rather consider a dynamic process where nodes are added at to the sets A, B and as nodes are added to set B links are established to set A, somewhat similar to the model described in Barthelemy's dynamic model of spatial networks (Barthélemy 2003) . Links are only permitted between nodes in different sets, so the end result of the model is a randomly generated, dynamic bi-partite graph, again in contrast to most dynamically generated network models, where nodes are all considered equivalent when assessing the probability of acquiring links. From the initial seed of m 0 nodes in A, the model is generated according to the following steps:
1. At each unit time step a new node b j is added to the set B at coordinate r b i , θ b i . As the node is added to the set B, its spatial location is 'quenched' from the probability distribution ρ(r, θ) in the disk radius D centered at the locus B.
2. As each node b j is added node is added, it allowed to make m connections to nodes in the set A.
3. The probability that a randomly chosen node a i ∈ A acquires a link is defined as:
where s i is the euclidean distance between the node a i and the locus of set B, and f , g are potentially general functions of this distance and the nodes degree k i respectively. 4. After the node b j is connected to its valence m, a new node of degree k = 0, is added to the set A, according to the same spatial probability density function ρ(r, θ) as the nodes in set B. The 'quenched' distance of this node to the locus of the set B is used via the function f (s i ) to set the 'fitness' of the node to incoming connections to new nodes in the set B. At this point the network has m 0 + 2t nodes, and 2mt edges in total across both sets.
This process then repeats, theoretically indefinitely, although for the purposes of simulation we arrest the growth at specific times.
Scale free nature of the model
Before investigating the behavior of this model for non-trivial distance functions f (s i , r c ), it is worth verifying the perhaps unsurprising result that this model generates a scale free graph for constant distance functions, and the most simple form of linear dependence upon degree. As nodes in the set A are initially disconnected, to allow for any growth, the model must have a constant added to the degree. This is similar to the model originally proposed by Dorogovtsev et al. (2000) , and is necessary to prevent nodes being isolated eternally with zero attachment probability. For simplicity we chose this constant to be 1, and the attachment probability collapses to:
Following the normal program of continuum analysis, and only considering nodes in the set A, we can write a differential equation for the time evolution of the degree of these nodes. Firstly we note that j (k j +1) = m 0 +(m+1)t ≈ (m+1)t, as A only captures halfedges. In the more normal model k i = 2mt, but half of the degree sum is excluded as we are only considering the set A. This yields the degree evolution differential equation:
Applying the initial condition that at t = t 0 , the time of introduction of a node into set A, k i = 0, this is easily soluble to give for the degree time evolution equation:
From here, we can derive the degree distribution by arguing that the probability of a node having degree less than k, is dictated solely by the choice of t 0 . This argument yields a cumulative distribution as any time t 0 , up to time t is equally probably, and so:
When we differentiate this cumulative probability function, and noting that strictly α < 1, we obtain the familiar form of a scale free degree distribution:
It is interesting to note that as 1 2 ≤ α < 1, the power law exponent of this model falls between 2 and 3. Recent detailed studies of real world networks (Broido and Clauset 2018; Tee et al. 2017) indicate that when scale freedom is observed in real networks, the power law exponent is generally in this range and lower than the classical result of 3. In Fig. 5 the simulation is arrested at t = 2500 for m = 2, and we plot the degree distribution on a log/log scale. Against the experimental data we also present a linear least squares fit for the PDF. As we are less interested in the degree distribution behavior of the model, than its critical point behavior we did not deploy the rigorous tests of scale freedom described in the standard approach by Clauset et al. (2009) . Nevertheless the simulation is in broad agreement with the analysis that a scale free distribution is obtained, with a measured exponent of γ = 2.54. Our analysis predicts a value of α = 2.5 for m = 2, and the PDF is broadly compatible with this value. It is not the intention of this work to propose a different model of preferential attachment, but we can be satisfied that the simulated model is at least consistent with the standard result before we introduce a more complex distance function.
Introducing distance functions
The model as originally posed is crucially dependent upon the functions f , g, but is essentially generic. The specific behavior we are seeking to model are the circumstances where nodes in the set A have degree distributions that exhibit distinct phase transitions. We Fig. 5 Probability Distribution Function (PDF) plotted on a logarithmic scale. The network was generated using Eq. (2) for a network arrested at t = 2500, and valency parameter m = 2 The power law exponent is measured as γ = 2.539, and is linear on a least squares fit with correlation coefficient ρ = 0.951 consider a phase transition to have occurred where the degree distribution P(k) has distinct and different properties. These phase transitions are well studied and understood in scale free networks (Barabási and Bianconi 2001; Dorogovtsev et al. 2007; Bianconi 2017) , and are characterized by percolation phenomena such as the emergence of a giant component which captures a significant proportion of the nodes, and sharp discontinuities in the degree distribution sometimes characterized by the transition between 'rich get richer' to 'winner takes all' distributions. In all of these critical phenomena there is an order parameter that when varied triggers the transition between these phases. In traditional statistical thermodynamic models this is typically performed by the temperature (in fact inverse temperature β = 1 T ), but of course in our model we do not have a direct analog of thermodynamic temperature. Further, it should be stressed that this model argues by analogy to statistical thermodynamics, and we do not propose that we have a classical equilibrium model. In fact the network is evolving in time, and is not a thermodynamic system in equilibrium. However, the fundamental stochastic nature of the model is similar and, as we shall show, exhibits a number of characteristics of such systems. Instead, it is the geometry which supplies a candidate order parameter. We consider a characteristic length of the distance function f, which we denote r c , so that our distance function becomes f (s, r c ) (in fact the order parameter r c is also dependent upon the distance between the loci δ s and it is the ratio of the two quantities that control the phase transition behavior of the system). This choice of candidate parameter has profound effect on the behavior of the model. In the first instance, it rules out the normal and most basic Random Geometric Graph (RGG), as a 'hard' connection model in which f (s, r c ) = (D−s i ), essentially replicates the standard results of variants of the preferential attachment models. This is easily seen until D > s i no links will be made, and once D > sup(s i ), the attachment is a function solely of k i . We have already demonstrated in the previous section that this form of connection function yields a scale free network.
For the purposes of this investigation we chose a very specific choice of f, and g, namely:
, and it is assumed δ s is fixed.
Our choice of distance function f (s i , r c ), is similar to that used in wireless models (Dettmann and Georgiou 2016; Georgiou et al. 2013 ) which models the physical drop of signal strength with distance. Such an exponential drop off is a characteristic of diffusion processes which are likely to be present in the biological model if the signaling agent is a molecule exchanged between the cells. The distance between elements of A and B is controlled by the characteristic scale factor r c , which in the case of chemical signaling would be governed by molecular weight, temperature and ionic content of the intercellular fluid. As we discuss in "Conclusion and future work" section this maybe critical in the practical utility of the model. It will also be shown in the theoretical treatment, that this exponential form of dependence in Eq. 10, naturally admits Bose-Einstein condensation behavior.
The choice of g(k i ) is somewhat more straightforward, and follows the analysis in "Scale free nature of the model" section. As noted before, preferential attachment models are usually linear in k i , but this would result in no link creation as the nodes a i ∈ A are 'born' with degree zero. In this case the attachment probability is identically zero for all nodes (assuming a finite and non singular value for f (r i , r c )) and the network would not grow. Again it is possible to imagine more complex functions, and indeed in earlier work (Tee et al. 2017 ) this has motivated a more in depth analysis of real world networks. For the purposes of this study, we have constricted ourselves to Eq. 11.
Critical behavior and phase transitions
Using Eqs. (10), (11), we write for the total attachment probability the following expressions:
, where (13)
The time varying quantity Z(t) plays the role of the partition function at time t, and normalizes the probability of attachment. As each node is added the quantity s i is a random variable, being related to the coordinate of the node i, (r i , θ i ), which itself is chosen from the probability distribution ρ(r, θ) = ρ(r), which as stated before has no dependence on θ. From Fig. 4 we can obtain the following relationship between s i and r i ,
As r i is a random variable selected from the distribution ρ(r), because s i is a function of r i , it is also a random variable drawn from a distribution ρ(s). This distribution can be derived from ρ(r) by using Eq. 16, and standard change of variable techniques.. We can apply this technique to the uniform distribution PDF in polar coordinates to obtain the corresponding distribution for ρ(s) for the model. We recall that for a uniform point process on the disk radius D the PDF is:
However, the precise form of the relationship for ρ(s) is not strictly necessary for the argument. Following (Barabási and Bianconi 2001) we can investigate the critical behavior of our model. Using the mean field approximation, we can write for the time evolution of the degree of any node in our set A, the following differential equation:
Allowing r c → ∞ we recover Eq. 3, for which we previously solved to verify the scale free behavior of the model. Because of the subtly different form of the solution from the standard Barabási-Albert model, and the difference in initial condition that at t 0 , the time of introduction of the node, m = 0, we cannot proceed in the identical manner to (Barabási and Bianconi 2001) . Instead, we investigate solutions to Eq. 18 of the form, for reasons that will become apparent later on:
where h(s i ) is a general function of the initial position of the node.
We start by forming an expression for the partition function at time t, Z(t). We can write, perfectly generically:
noting that the lower limit in the integral of introduction time t 0 now ranges from 0 due to the different initial conditions. We can substitute Eq. 19 into this integral to obtain:
after discarding terms of O t −h(s) , which as h(s) < 1 will be negligible as t → ∞.
We now introduce the chemical potential μ of the model, by exploiting the infinite time average of this partition function as follows:
If this is introduced into the original differential equation, it is possible to place a constraint upon the form of h(s i ), which is easy to verify must be h(s i ) = e −β(s−μ) . Further, and by manipulation of the form for Z(t) , we can deduce that this is true providing that the following equality holds, essentially an integral equation for the chemical potential μ:
We can rearrange Eq. 24 to yield:
It is clear from the denominator of Eq. 23, that this possesses discontinuities, as h(s) = 1 at certain values of s, μ. Discontinuities in the chemical potential are a precondition for phase transitions.
This equation is typical of the types of statistical constraints that is seen in the phenomenon of Bose-Einstein condensation (see for example (Schrödinger 1989 )), and is highly sensitive to the value of our parameter β. Typically in the physical phase transition analysis, this is inverse temperature, and as T → 0, this parameter diverges. At this stage it is possible to see that Eq. 25 is not soluble in the limit β → ∞, and we would expect discontinuities, similar to Bose-Einstein condensation. These are characterized by discontinuities in the value of the chemical potential, and its first derivative which is analogous to the free energy of this system (for a discussion see Park and Newman (2004) ). In our model β is dependent upon the value of r c the interaction distance scale factor (at fixed δ s ). The larger the value of r c relative to δ s , the less dependent upon the distance function our attraction probability becomes, as in the limit β → ∞, or distance function g(s i , r c ) → 1 and we recover the spatially independent model, which we have already demonstrated has a scale free degree distribution. We can conclude that as β varies, we are likely to get distinct phases in the connectivity of our model, and in the next section we will simulate our model to investigate further the critical behavior.
Constraints in the dynamic model
In previous work (Tee et al. 2017) we explored scale free networks with a top constraint. In our spatial model of the biology of cell symbiosis we cannot assume that a given cell has an endless supply of signaling agent, and in some sense this must place a constraint on the number of cells it can be in causal contact with. This translates to a maximum degree c, and amounts to a modification of the degree function g(k i ). For this model our distance moderated preferential attachment equation can be written as (with the validity restriction that strictly k i < c):
, where (27)
Solving this model analytically is beyond the scope of this work, but in the limit c → ∞ the reader should convince themselves that the c − k i factors cancel out as a constant and we retrieve our original model. However, it is interesting to perform the criticality analysis as in the previous section, using the form for the degree evolution for small values of k i relative to c as the standard scale free evolution equation:
Our expression for the time average of the partition function now becomes, approximating k i + 1 to k i :
where we have ignored terms small compared to c, and assumed c 1, and c m. It is interesting that under these conditions, we are able to follow exactly the logic of the previous section and we will maintain the same critical behavior until starvation of signaling factor (a low value of c relative to m for example) is in place, with the difference that we have to replace the definition of chemical potential with:
and self consistency requires h(s) = 1 c e −β(s−μ) . The constant factor does not change the critical behavior of Z(t), and we should expect discontinuities in chemical potential and phase transitions.
When we cannot assert c 1, and c m, the denominator of Eq. 25 is replaced with a quadratic term in h(s), 1−3h+2h 2 . This time however the quadratic term in h, introduces an additional factor of c into the denominator, which in turn removes the singularity for values of c ≥ 2, at s = μ. This is verified by noting that the roots of the quadratic in h(s) are ( 1 2 , 1), and h(s) < 1 2 for c ≥ 2. The critical behavior is evidently more complex, but intuitively adding a constraint will prevent any one node consuming all of the links for times t > c/m, by definition. Deeper analytic treatment of this scenario is the subject of ongoing work, but the constraint c acts like a tuning parameter between Bose-Einstein statistics with critical behavior, and in the limit c = 1 a network that should possess Fermi-Dirac statistics.
Simulation and analysis
The model as described in "The Spatio-Temporal model" section, has been simulated to generate a series of random samples of graphs produced. It is apparent from the data the expected phase transitions in the connectivity of the graphs produced. Firstly, in Fig. 6 , we graphically depict the spatial graph across a range of scale factors r c . In the diagram the nodes are depicted in their actual position, but to aid the understanding of the connectivity edges are omitted. Instead we color code the nodes by the degree, as a fraction of the total number of edges in the graph, arrested at time t = 200. The parameter in all of our simulations m = 2 and we start with m 0 = 20 nodes. Different values of r c have been modeled, and the results presented here are representative of the general results. The simulation itself was performed using code written in Matlab, and can be obtained from the author on request. The nodes in set A are depicted on the left, and the nodes in B on the right. For reference the distance between the loci of the two distributions is 70 units, and the nodes are constrained to a disk of radius 30 units. For very small r c , the majority of the nodes in A attract any connections, and example of the 'winner takes all' phenomena well studied in Barabási and Bianconi (2001) . Indeed all 800 edges generated Fig. 6 A selection of samples from the graph with development arrested at t = 200. Each sample has a larger value of r c , gradually approaching δ s , at which point the phase transition occurs. The nodes are color coded against the percentage of links that they attract, and it is evident that as r c approaches 70 there is a transition to a more widespread interlinkage between the two node populations, whereas at small values of r c very few nodes in the left hand population capture all of the links and the nodes are not in widespread cooperation for a value of r c = 1 are consumed by just 2.4% or 19 nodes. As r c increases in value a sudden increase in the number of nodes in A occurs, and the distribution of connectivity begins to resemble the familiar form of a scale free distribution, with some nodes acquiring many connections. It is an interesting feature of this evolving spatial network that some nodes in the set A remain disconnected.
The simulation was also used to generate data for the collapse of the super hub as r c increases, and using Eq. 24 values for the chemical potential were also obtained. We present those results in Fig. 7a, b, c, d . As expected in the analysis, the chemical potential shows a sharp discontinuity at around r c = 70. This is approximately the distance between the loci. In Fig. 7a , c, we also plot the maximum degree in the graph as a fraction of the total number of edges incident on the set A. Again a very clear drop off is witnessed around value of r c around 20 where the distance function gives more nodes in the set comparable values and the evolution can settle down into a regular preferential attachment regime.
Finally, we wish to demonstrate that the degree distributions for the base model satisfy, at least approximately, a power law. In Fig. 8a and b we reproduce the cumulative degree distributions for both the base model and also the model with a top constraint described in "Constraints in the dynamic model" section. We chose Cumulative Distribution Functions (CDFs) to avoid the distortion in degree distributions for high degree, low frequency nodes, and the data is presented with the network growth arrested at t = 2000, implying a 4000 node network. In Fig. 8a , we see that that above approximately k = 3, the distributions are linear on a logarithmic scale, even as the network approaches criticality. We have not analyzed the data rigorously to determine the power law exponent, but the fundamental point of a power law operating over a range of degree values can be seen by inspection. In Fig. 8b we have applied a top constraint of c = 50, and the distribution is evidently not a power law, and terminates abruptly at k = c. As discussed in the previous section, the presence of a top constraint has the effect of preventing critical behavior, and this at least is supported by the degree distribution. Along with the analytical work and experimental verification of the model, the constrained growth regime is the subject of future research.
Conclusion and future work
We have been able to demonstrate in this work that a carefully constructed dynamic spatial model of network evolution exhibits a critical transition in connectivity of the graph from a state where two cell populations show minimal interactions to one in which cell communication is widespread. Further, the order parameter in this phase transition is the scale that governs the effective distance at which interactions between the nodes operate.
It is of interest to consider why linear clonal evolution applies to the stage of cancer initiation in the model used here, and in early progression to carcinoma, but appears to require a transition to a more interactive state during development of the metastasis. It is possible that new interactions at the stage of metastasis allow the tumor to re-create a microenvironmental niche similar to that which existed at the primary tumor site. At the site of origin, the clonal evolution of early tumor cells is still taking place in a microenvironment that has all of the cell types. These include stem cells and fully differentiated cells, whose normal functions are to promote cell migration, growth and responses to the stress of tissue regeneration. At distant sites, many of these alternative niche signals are On the left hand side we present the degree of the highest connectivity node as a fraction of all links in the network on a logarithmic scale. As the distance factor increases after a period of stability this collapses from 0.8 indicating that on average nodes are interconnected between node populations. On the right hand side we plot absolute chemical potential μ, again on a logarithmic scale. As r c approaches the separation between the population loci δ s = 70 there is a clear discontinuity in the chemical potential, an essential characteristic of a phase transition. a k max as a fraction of all edges, arrested at t = 200. b Chemical Potential μ, arrested at t = 200. c k max as a fraction of all edges, arrested at t = 500. d Chemical Potential μ, arrested at t = 500. e k max as a fraction of all edges, arrested at t = 1000. f Chemical Potential μ, arrested at t = 1000 (a) (b) not available, resulting in a bottleneck that the successful metastatic cell has to overcome in order to survive. This bottleneck may necessitate the generation of clones that can produce the correct combinations of growth and survival factors that mimic, as closely as possible, niche conditions available for tumor growth at the primary tumor site. In this sense, the phase transition observed in this mathematical model may represent an emergent property of the progressing tumor -the acquisition of collective cellular behavior to overcome the new challenges of growth in a foreign environment (Lyons et al. 2008 ).
In the model developed here, there should emerge ratios of cooperating cell populations at which the growth rate increases non-uniformly. Interestingly, experimental studies have suggested that the ratio of admixed populations is a critical determinant of malignant tumor growth. Elegant studies by Marusyk et al. (2014) showed that the ratio of tumor cells expressing the growth factor IL11 and the cell matrix enzyme Lysyl oxidase 4 (LOXL4) was a major determinant of tumor volume in xenograft models of human cancer cell lines. These novel studies were however limited to growth of human tumor cell lines in immunocompromised mice. In view of the importance of the immune system in controlling systemic spread of metastatic cells, it would be important to carry out similar studies to estimate the functional consequences of cell population mixing in immunocompetent models where the phenotypes of local tumor growth and metastasis can be separately evaluated. These studies could reveal the mechanistic basis and specific factors involved in cell-cell cooperation leading to tumor dissemination. As indicated in the earlier text, the authors intend to test the model by identifying whether in laboratory conditions this behavior can be replicated. The outline of the experiment is as follows. Two cell populations can be separately cultured and mixed according to fixed ratios from 0:1 to 1:1. Fixing the ration of cell populations, in a fixed area, will have the effect of fixing the average distance between two randomly selected cells from the two different populations. From there we can measure the growth rates of the two populations. If our symbiotic model is promoting tumorigenesis, there should emerge ratios at which the growth rate increases non-uniformly. These ratios can then be tested across other different mixes of cell populations. Confidence in the model would grow if the ratio was repeatably identical for a given population ratio.
