Multivariate classification models play an increasingly important role in human factors research.
INTRODUCTION

Background
As defined by Clancy (1997) , classification analysis seeks to identify mathematical / statistical relationships between independent variables (discrete or continuous) that can effectively distinguish or characterize various levels within a nominal dependent variable (categorical variable). Once identified, these relationships can be used for descriptive assessment or predictive modeling. Researchers in the areas of human factors, ergonomics, safety, and psychology have for some time used multivariate classification analysis to expand the body of knowledge in their respective fields. Traditionally, discriminant analysis, and logistic regression have been the most commonly used statistical methods for carrying out classification in these fields. In industrial ergonomics for example, these methods have been used to predict or identify: Carpal Tunnel Syndrome status (Matias et al, 1998, Babski-Reeves and CrumptonYoung, 2002) , jobs that pose high risk for work-related low back disorders (Marras et al 1993) , lumbar discomfort while sitting (Vergara and Page, 2002) , and the risk of slipping and falling while walking on a sloping surface (Hanson et al 1999) . The field of transportation safety research has used these methods to identify factors that contribute to: airline pilot error incidents (McFadden, 1997) , red-light running behavior in urban settings (Porter and England, 2000) , driver drowsiness in virtual driving tasks (Verway and Zaidel, 2000) , and injury severity in motor vehicle accidents (Al-Ghamdi, 2002) . In psychology and human factors research, these same methods have been used to predict success or failure in activities such as lifting and carrying criterion tasks (Rayson et al, 2000) , Air Force basic training (Lubin et al, 1999) , and nuclear reactor operation (Mackieh and Cilingir, 1998) .
Although their use is widespread in the human performance field, discriminant analysis and logistic regression do have their limitations. Principal among these is their dependence upon a fixed, underlying model or functional form. Discriminant analysis uses linear summation of independent variables to differentiate one category from another (Huberty and Lowman, 1997) .
Logistic regression also makes use of linear summations of independent variables, incorporated into a logistic function (Myers, 1990) . Koza (1992) made the observation that both techniques use regression to merely discover numerical coefficients for predetermined models. In human factors research however, these parametric models may not be the most appropriate ones for classification tasks involving some human performance activities. Especially for those activities whose outcomes cannot be differentiated or predicted based on a simple linear summation of independent variables or whose functional form cannot be established a priori. Such circumstances would necessitate the use of alternative classification modeling approaches.
Machine learning Alternatives for Classification Model Development
Beyond the plethora of traditional statistical classification techniques available, of which discriminant analysis and logistic regression are but two, machine learning research offers the human factors professional a viable alternative for classification model development. Decision tree induction and genetic programming are two of these machine learning approaches. Unlike the traditional statistical methods previously discussed, these methods do not rely on predetermined models using linear summations of independent variables.
In decision tree induction (Quinlan 1986) , the decision tree is constructed from a data set comprised of a series of cases. Each case is comprised of a set of values (discrete or continuous) associated with a fixed set of descriptive independent variables and a corresponding outcome dependent variable (i.e. category or class) associated with those values. Based on the specific values of these descriptive variables, the tree partitions the cases into subsets that are homogeneous in terms of the outcome variable. Each of these subsets represents a single path or branch along the decision tree. Each path represents a specific pattern of descriptive variable values common to a number of cases that possessed the same outcome. Once constructed, the tree can classify future cases, in which the outcome is not known, based upon the values of its descriptive variables. Decision tree induction has been used in the past to identify common patterns associated with specific automotive accident outcomes (Clarke et al , 1998a, Sohn and Shin, 2001 ).
Genetic programming (Koza, 1992 , Koza et al , 1999 ) is a search method based on the Darwinian principles of natural selection and survival of the fittest. This approach uses fitnessbased selection and solution recombination to produce a population of increasingly effective computer programs designed to solve a particular problem. This technique is one form of heuristic search algorithms found in a field of computer science research known as evolutionary computation (Sebald and Fogel, 1994) . By relying on an evolving population of programs driven by natural selection, genetic programming uses multiple points that can climb in different directions in parallel as well as "jump" to different locations within the solution space. For classification modeling, genetic programming can be used to solve problems in symbolic regression. As defined by Koza (1992) , symbolic regression entails discovering a mathematical expression that provides the best fit between independent and corresponding dependent variables within a finite data sample. Kishore et al (2000) identified two distinct advantages that genetic programming would have over traditional statistical methods for classification. First, genetic programming does not require advanced knowledge or assumptions concerning the statistical distribution of the data. Secondly, genetic programming does not use any specific predetermined model but can detect an underlying relationship between independent and dependent variables and express that relationship through a mathematical model constructed to fit the data.
Evolutionary computation techniques, such as the genetic programming, have been used to discover solutions to various ergonomic design problems involving, control panels (Pham and Onder, 1992) , lifting tasks (Carnahan and Redfern, 1998a) , job rotation schedules (Carnahan et al, 2000) and assembly line balances (Carnahan et al, 2001 ). In terms of classification, transportation safety researchers have made use of these techniques to discover rules that could classify and predict the outcome of automotive accidents (Clarke at al 1998b) . In addition, Carnahan and Redfern (1998b) have used genetic programming to develop models that accurately classified lifting tasks as posing high or low risk of occupational back injury.
Project Purpose
The purpose of the current project was to conduct a methodological pilot study that compared traditional statistical classification methods (discriminant analysis and logistic regression) to methods based upon machine learning (decision tree induction and genetic programming) in an area relevant to human factors / human performance research. The basis for comparison will be data associated with commercial-driver training and subsequent examination. The hypothesis being tested was that the machine learning classification models could yield performances superior to discriminant analysis or logistic regression when called upon to accurately predict human performance outcome.
METHOD
Subjects
Data was collected from 37 trainees (36 males, 1 female) who enrolled in a novice truckdriver training course offered by the Carnegie Mellon Driver Training and Safety Institute. The trainees' ages ranged from 18 to 58 years (average = 38.0; standard deviation = 10.1). All trainees had previously received a high school diploma or G.E.D. equivalency. Ethnic composition was not diverse (all subjects were Caucasian). All trainees had passed drug toxicology and medical screenings as required by the United States Department of Transportation, Federal Highway Administration. All trainees received full tuition assistance from state funding sources.
Data Collection Procedure and Classification Task
Performance data from each of the 37 subjects was based on their completion on an eightweek, 320-hour course designed to teach novice drivers basic truck driving skills with emphasis in the areas of safety and accident prevention. The curriculum was comprised of six major components: classroom instruction (Byrnes and Associates, 1999) , range driving, road driving, simulation training, controlling a truck through a skid or slide, and physical health / wellness training. By completing the curriculum, each subject accumulated 10 scores that reflected his or her performance in the truck driver training course. A description of these scores is shown in (Byrnes and Associates, 1999) . The sixth area, driver development, covered information concerning a personal health program designed to teach ways of improving and maintaining health and physical fitness. Scores for this area were based on a multiple-choice exam covering topics related to physical wellness and lifetime management.
Curriculum areas 7-9 (skill development, range skills, pre-trip inspections, and road skills) covered those driving skills that were relevant to the commercial drivers' license (CDL) examination. Scores in these curriculum areas were based on examinations that used the same range tests, road-driving tests, and guidelines as those used by actual CDL examiners. Each score was divided by its corresponding maximum value (the maximum score possible in the curriculum area) thereby normalizing the scores for all ten variables. It was these ten normalized scores that were selected to represent the set of dependent variables for the classification task.
Once training was completed, each trainee took the State of Pennsylvania's CDL examination at one of six nearby testing locations. This examination consisted of a trained evaluator using a standard form to assess and score the trainee in the following three skill areas: pre-trip inspection, range maneuvers and road skills. Of the 37 trainees, 25 passed the CDL on the first attempt, while the remaining 12 passed on their second or third attempt. It was this binary categorical variable (those that passed the CDL on their first attempt and those that did not) that was selected as the dependent variable for the classification task. Thus, the classification task was to accurately predict whether or not a trainee would pass his or her CDL examination based on the ten scores the individual received after completing the truck driver training course. There have been a number of research studies conducted, which have searched for factors that are predictive of driving behavior. Some of these factors have been used to predict: accident propensity (Reason et al, 1990; Simon and Corbett, 1996) , risky behaviors (Deery and Fildes, 1999; Meadows et al, 1998) , or perceptual and cognitive abilities (Avolio et al, 1985; French et al, 1993; Myers et al, 2000) . However, to date, there has been no empirically validated test, which may be utilized to predict CDL examination performance outcome.
Once collected, the performance data was partitioned into two subsets. Five cases in which the trainee passed and five cases in which the trainee failed their initial CDL examination were randomly selected from the original data set. This collection of ten cases comprised the test or validation data set. The remaining 27 cases comprised the training data set. Each approach (discriminant analysis, logistic regression, decision tree induction, and genetic programming) used the training data set to develop its corresponding classification model. Each model was then validated using the ten cases of the test set. Clancy (1997) has recommended this procedure of data partitioning, model development, and validation for assessing the true predictive accuracy of classification models used in ergonomics research. What follows is a description of the four approaches used to create the classification models.
Discriminant Analysis
Discriminant analysis (Huberty and Lowman, 1997) The classification functions, whose number corresponds to the number of categories, can be used to directly compute classification scores for new observations. Specifically, newly observed cases are classified to that group whose classification function yields the highest classification score, Si. Given that the models' response must be binary in order for it to predict passing or failing of the CDL examination, discriminant analysis established two classification functions of the form shown in Equation 1.
Logistic Regression
The logistic regression model for predicting outcome of the CDL examination is expressed in
1 + e
where: Y = the probability that the input vector belongs to The "Pass" category β0 = regression model constant β1 -β10 = coefficients corresponding to the independent variables X1 through X10
Using Equation 2, the dependent variable Y output of 0.5 or greater would result in the model classifying the case as "passing the CDL examination on the first attempt". An output of below 0.5 results in the model classifying the case as "failing the CDL examination on the first attempt". This same rule was applied when validating the model using the ten cases of the test data set. Two logistic regression models were created, one that included a constant and one that did not. The reasoning behind this decision was that if the logistic models differed in form, they might also differ in terms of subsequent predictive performance on the test data set.
Decision Tree Induction: The C4.5 Algorithm
The decision tree for predicting trainee success or failure on the CDL examination was constructed using the C4.5 algorithm (Quinlan, 1993) . The algorithm was a recursive greedy heuristic that selected independent variables for membership within the tree. Whether or not an independent variable was included within the tree was based on the value of its information gain.
As a statistical property, information gain measured how well the variable (curriculum area score) separated training cases into subsets in which the outcome or dependent variable value (passing or failing the CDL examination) was homogeneous. Given that curriculum area scores were all continous variables, a threshold value had to be established within each score variable so that it could partition the training cases into subsets. These threshold values for each variable were established by rank ordering the values within each variable from lowest to highest and repeatedly calculating the information gain using the arithmetical midpoint between all successive values within the rank order. The midpoint value with the highest information gain was selected as the threshold value for its score variable. That variable with the highest information gain (information being the most useful for classification) was then selected for inclusion in the decision tree. The algorithm continued to build the tree in this manner until it accounted for all training cases. Ties between variables that were equal in terms of information gain were broken using a random number generator embedded in the algorithm. The algorithm was run ten times, using a different random number seed each time. By altering the random number seed, the algorithm could produce decision trees that differed in structure and classification performance.
Genetic Programming
The genetic programming algorithm searched for accurate classification models by using five distinct stages: initialization, fitness evaluation, selection, reproduction, and replacement.
Initialization
In this stage, the algorithm generated a population of 500 computer programs. A parse tree comprised of a random selection from the following function nodes:
Arithmetical Operators: Boolean Operators:
• Logical AND (AND)
and the following terminal nodes:
• Trainee scores from the truck-driver training course (Curriculum Areas 1-10)
• A random number ranging from 1 to100
represented each program. Figure 1 shows an example of a randomly generated parse tree and its translation into pseudo computer code.
__________________________________________________________________________
Insert Figure 1 about here __________________________________________________________________________ As shown in Figure 1 , the parse tree represents a computer program that predicts whether or not a trainee will pass their CDL examination on the first attempt. The program bases its decision on the values assigned to the following terminal nodes: road skill score, professional driving score, basic truck operations score, operational skills score, driving techniques score, and vehicle systems score. In order to predict performance, each parse tree must be translated into a corresponding computer program (shown in the lower half of Figure 1 ). The root node of each parse tree created at initialization was always a Boolean operator (>, <.
AND, OR, ITE). This allowed each program to act as a binary classifier that predicted a trainee would either pass their CDL examination on the first attempt (i.e. the program returns a Boolean output of TRUE) or fail their CDL examination of the first attempt (i.e. the program returns a Boolean output of FALSE). The program's decision would be based on the variables, constants, arithmetical operators, and Boolean operators that comprised the rest of the tree. Each parse tree is a random combination of no more than 30 input variables, numerical constants, and arithmetical operators. Constraints used in strongly typed genetic programming (Montana, 1995) were incorporated in the algorithm to maintain the feasibility of all parse trees in the population during all algorithmic stages. These constraints allowed the genetic programming algorithm to discover computer programs that seamlessly integrated arithmetical operators, Boolean operators, independent variables, and numerical constants into an overall classification model.
Fitness Evaluation
In this stage, each of the 500 computer programs in the population was assigned a fitness value. This fitness value was simply the percentage of 27 cases in the training data set that the program was able to correctly classify. After a fitness value had been assigned to a program, the program was then called upon to classify the ten cases in the test data set.
Those programs in the population that possessed 80 percent accuracy across both data sets had their specifications saved to a file. This procedure enabled the genetic programming algorithm to retain those classification models that performed well in terms of training and validation
Selection
In this stage of the algorithm, candidates from the population of computer programs were selected for survival. Using stochastic selection with replacement (Goldberg, 1989) , a new population of surviving programs was created from the current population. Those programs with the highest fitness values (i.e. most accurate classification of the training data set) had the greatest probability of being repeatedly chosen for survival. Thus, the survivor population was biased in the sense there were more copies of higher fit programs present than copies of lower fit programs. These surviving programs participated in the two remaining stages of the genetic programming algorithm.
Reproduction
In this stage, surviving computer programs produce offspring, using the mechanisms of crossover and mutation. These offspring (new programs) would go on to represent the next generation of programs in the population. Under crossover mechanism, 60 percent of the surviving programs (300 parse trees) were randomly matched to form 150 pairs. Within each pair of programs, randomly chosen branches (i.e. sub-trees) from each programs' parse tree were exchanged. The result was the creation two new programs, known as offspring, which possessed characteristics of both parents. Under the mutation mechanism, one percent of the surviving programs (five parse trees) had a randomly chosen branch erased and then replaced with a randomly generated branch. This procedure created a single offspring program that was similar, but different, than its parent. For both the crossover and mutation mechanisms, the offspring programs replaced their parents in the surviving population.
Replacement
In this stage of the algorithm, the surviving computer programs, some of which have been altered due to crossover and mutation, become the new programs of the next generation.
The completion of a single iteration of the fitness evaluation, selection, reproduction, and replacement stages constituted a single generation within the genetic programming algorithm.
Within a single run, the algorithm completed one thousand of these generations. Given the heuristic nature of this algorithm, ten runs were completed with each run starting with a different random number seed.
Criteria for Classification Model Comparison
Comparisons between the discriminant analysis model, the two logistic regression models, the most fit program found using genetic programming, and the most accurate decision tree discovered using the C4.5 algorithm were based on their classification of the 10 cases comprising the test data set. The classification performance results on the test data set were described in terms of the number of true positives, false positives, true negatives, and false negatives as shown in Table 2 .
__________________________________________________________________________
Insert Table 2 about here __________________________________________________________________________
The performance of each model was evaluated using the following epidemiological equations (Hennekens and Buring, 1987) .
Accuracy
The percentage of all cases accurately classified by the model.
= [(TP+TN) / (TP + TN + FP + FN )] x 100 (3)
Sensitivity
The ability of the model to identify those trainees who passed the CDL test on their first
attempt. = [TP / (TP + FN)] x 100 (4)
Specificity
The ability of the model to identify those trainees who failed the CDL test on their first
attempt. = [TN / (TN + FP)] x 100 (5)
Validity
An overall measure of the model's sensitivity and specificity performance.
= (Sensitivity + Specificity -1) x 100
In addition to these epidemiological criteria, the classification accuracy of each of the models on the training set data was also noted and recorded.
RESULTS
Discriminant Analysis Model Description
The descriptive characteristics of the classification model developed using discriminant analysis are summarized in Table 3.   __________________________________________________________________________  Insert Table 3 about here __________________________________________________________________________ As shown in Table 3 , three individual regressors, operation skills, professional driver, and road skills, were statistically significant at the α = 0.05 level in terms of discriminating between those trainees that passed the CDL examination and those that did not.
Logistic Regression Analysis Model Description
The descriptive characteristics of the classification models developed using logistic regression are summarized in Tables 4 and 5 .
__________________________________________________________________________
Insert Table 4 about here __________________________________________________________________________
Insert Table 5 about here ________________________________________________________________________ Table 4 summarizes the descriptive characteristics of the logistic regression model that included a constant. The overall model was statistically significant (X 2 = 22.19, df = 10, p = 0.014).
None of the models' individual regressors however, were statistically significant at the α = 0.05 level. As shown in Table 4 , increases in the likelihood of membership in the "pass CDL examination" class were most influenced by increases professional driver, road skills, and skill development score values. Table 5 summarizes a similar logistic regression model, one that did not include a constant. As with logistic regression model #1, the overall model was also statistically significant (X 2 = 23.67, df = 10, p = 0.009); however, the effects of individual regressors were not. As shown in Table 5 , increases in the road and operation skills had the greatest impact in terms of increasing the likelihood of membership in the "pass CDL examination" class.
Decision Tree Model Description
Across the ten runs, the most accurate decision tree found by the C4.5 algorithm made use of only 6 of the 10 curriculum area scores in predicting passing or failing the CDL examination.
An illustration of this decision tree and its corresponding translation into pseudo code is shown in Figure 2 . __________________________________________________________________________ Insert Figure 2 about here __________________________________________________________________________ As shown in Figure 2 , the decision tree made its prediction of passing or failing the CDL examination based on the trainees scores in the following curriculum areas: professional driver, operations skills, skill development, vehicle systems, basic operation, and road skills score.
These variables constituted the decision nodes of the tree. The decision tree depicted in Figure 2 identified four scenarios associated with trainees who failed their CDL examination on the first attempt: a) their professional driving scores were at or below 92 percent; b) their operational skill scores were at or below 87 percent; c) their skill development scores were at or below 74 percent; or d) their vehicle systems scores were between 97 and 86 percent while their basic truck operations and road skills examination scores were greater than 97 and 92 percent respectively. If the trainees' performance did not fit any of these four scenarios, the decision tree would predict that they would pass the CDL examination.
Genetic Programming
Across generations within each run, the genetic programming algorithm was successful in discovering computer programs that were increasingly accurate in classifying cases from the training data set, as Figure 3 illustrates.
__________________________________________________________________________
Insert Figure 3 about here __________________________________________________________________________ As shown in Figure 3 , when the stages of selection, crossover, mutation, and replacement are iteratively applied from generation to generation, the percentage of cases correctly classified by the most accurate classifier in the population increases. Across the ten runs, the computer program that was most accurate in classifying both the training and test data set cases made use of only six of the ten input variables available: basic operation, driver technique, vehicle systems, operations skills, professional driver, and road skills. A depiction of the programs' parse tree, and its corresponding translation into pseudo code, is shown in Figure 4 Then-Else) the branch numbered "1" represents the conditions that the program used to decide which classification rule to employ. These two classification rules are represented by the branches numbered "2" and "3" in the parse tree. Using branches "1" and "2", the program predicted that a trainee whose road skill score was greater than their professional driving score, or whose vehicle systems score was greater than their operations skills score, would pass their CDL examination if he or she achieved a road skill score greater than 93.5. It should be noted that the constant (93.5) utilized by the computer program and displayed in Figure 4 was not established a priori but was discovered as a consequence of the evolutionary search steps employed by the genetic programming algorithm. If a trainee's road skill score was less than or equal to their professional driver score and their vehicle systems score was less than or equal to their operations skill score, the program would use the classification rule described by branch "3" in the parse tree to predict their performance on the CDL examination. Using this branch / rule, the program would predict that a trainee would pass their CDL examination on the first attempt if their performance in the training curriculum met any of the following criteria:
• Their professional driver score was greater than their driving techniques score
• Their operation skills score was greater than their professional driver score
• Their operations skill score was greater than their basic operations score.
If their curriculum performance met none of these three criteria, the branch / rule would predict that the trainee would fail the CDL examination.
Comparisons Between Statistical And Machine Learning Classification Models
All four models were compared based upon their classification performance on the ten cases within the test data set. The results of this comparison are summarized in Table 6 . __________________________________________________________________________ Insert Table 6 about here __________________________________________________________________________ As shown in Table 6 , all five models performed reasonably well in terms of classifying the cases of the training data set. However, when called upon to generalize (i.e. predict) the outcome of cases that were not used in model development, the models developed using machine learning clearly outperformed those based on discriminant analysis and logistic regression. This advantage is especially evident in terms of specificity (i.e. the model's ability to identify trainees who failed their CDL examination on the first attempt). Comparisons between machine learning techniques revealed that the genetic programming and decision tree induction approaches were comparable with only a single case separating their performances on both the training and test data sets.
The predictive capabilities of the classification models differed in terms of true positives, true negatives, false positives, and false negatives. These differences are illustrated in Figure 5 . As shown in Figure 5 , in terms of sensitivity (i.e. true positives), performance was weakest for discriminant analysis and the logistic regression model #1. These models had the highest percentages of false negatives of all the classification models and were only able to identify three of the five test cases (60 percent) in which the student driver passed the CDL exam. The genetic program model possessed the strongest sensitivity, correctly identifying all five test cases in which the student passed. In terms of specificity (i.e. true negatives), performance was weakest for both logistic regression models. These models had the highest percentages of false positives and were able to identify only one of the five test cases (20 percent) in which the student driver failed the CDL exam. Specificity performance was highest for the machine learning models (genetic program and C4.5 algorithm). These models were able to correctly classify four of the five test cases (80 percent) in which the student failed the CDL exam.
DISCUSSION
Results from the current study suggest that the machine learning approaches of the genetic programming algorithm and the C4.5 algorithm were more accurate than discriminant analysis and logistic regression at classifying drivers in terms of their performance on the CDL examination. Overall, the traditional statistical models tended towards making false positive identifications, predicting as passing, those drivers who failed the CDL exam. The classification models based on machine learning however did not demonstrate this error tendency. In this example, the machine learning methods employed were able to identify relationships between the independent and dependent variables that were consistent across different data sets whereas discriminant analysis and logistic regression were not. Unlike discriminant analysis and logistic regression, the machine learning approaches were not constrained by predetermined models based on a linear summation of independent variables. The decision tree, discovered by the C4.5 algorithm, relied upon a linked series of fixed threshold values for the curriculum area scores when making its' prediction of CDL examination outcome. The parse tree, discovered using genetic programming, made use of a threshold value and a series of relative comparisons between curriculum area scores in order to make its prediction. The decision and parse trees' corresponding computer programs made their decisions by assessing the trainees' curriculum area scores and based upon this assessment, determined which classification rules to use in the prediction of CDL examination outcome. This ability to switch between rules afforded the decision tree and genetic program a level of flexibility not possessed by the traditional statistical approaches used in this study. These findings albeit limited in nature, support the notion that machine learning techniques, such as genetic programming and decision tree induction, could be used as a viable alternative to traditional statistical approaches in human factors related research.
Although successful in its scope, the limitations associated with the current study should be noted. First, the size of the dataset used to develop and compare the classification models was limited to the performances of 36 male individuals and only one female individual. Given this limitation, it is unknown whether or not these models would be applicable to the driving performances of female truck drivers. Second, the outputs of all models developed and tested were binary (pass or fail CDL examination) in nature. These models did not provide insight into what aspects of the CDL exam a driver might fail given their performance in the training curriculum. This specific information could prove valuable to instructors by allowing them to more effectively address the trainee's educational needs. Third, in their current form, these classification models can only identify trainees who may have considerable difficulty on their CDL examination. They do not suggest or prescribe specific interventions that an instructor can use to improve the trainees performance on the examination. Fourth, the performance comparison of these approaches was based upon a single data source. One would expect classification performance differences between these approaches to vary depending upon the data used for model development and validation. For example, Carnahan and Redfern (1998b) found that their classification model, discovered using genetic programming, outperformed logistic regression when predicting low back injury risk for a set of occupational lifting tasks. Sohn and Shin (2001) however, found no difference in the accuracy of logistic regression and the C4.5 algorithm in classifying automotive accidents in terms of their severity outcomes. Further research is necessary to fully assess the potential advantages machine learning classifiers would have over their traditional statistical counterparts in the human factors area.
In order to address these limitations, future research will make use of larger training data sets and test data sets from more diverse populations. This will allow for statistical repeatability in training and testing various models. Future research will also focus on the expansion of the classification models beyond simple binary outcomes into multi-category classification. With this type of approach, one could attempt to predict what specific elements of the CDL examination would prove most difficult for certain trainee drivers. Finally, future research will focus on applying these (and other) machine learning techniques to other classification problems with the fields of safety, ergonomics, human factors, and human performance. 
