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Abstract
We propose Monte Carlo calibration algorithms for three models: local volatility
with stochastic interest rates, stochastic local volatility with deterministic interest rates,
and finally stochastic local volatility with stochastic interest rates. For each model, we
include detailed derivations of the corresponding SDE systems, and list the required
input data and steps for calibration. We give conditions under which a local volatility
can exist given European option prices, stochastic interest rate model parameters, and
correlations. The models are posed in a foreign exchange setting. The drift term for the
exchange rate is given as a difference of two stochastic short rates, domestic and foreign,
each modeled by a G1++ process. For stochastic volatility, we model the variance for
the exchange rate by a CIR process. We include tests to show the convergence and the
accuracy of the proposed algorithms.
1 Introduction
In quantitative finance, considerable amount of research focuses on modeling the market-
observed smile of the implied volatility surface. There are competing approaches to tackle
this problem. Most notably, stochastic volatility and local volatility models are often ap-
plied in practice to imitate the market-observed smile. Stochastic volatility models aim to
capture the volatility dynamics observed in the market. While such models often capture
the implied volatilities in certain tenor and strike ranges well, there are often ranges that
are not repriced well. Moreover, the parametric structure of these models makes proper cal-
ibration computationally challenging. The local volatility models are simpler due to their
non-parametric nature; and they are constructed to fit completely arbitrage-free implied
volatility surfaces. However, they fail to capture the proper dynamics of implied volatilities,
as they construct a static local volatility surface, which inherently assumes deterministic
spot volatility for the underlying process. These shortcomings lead practitioners to combine
them in unified frameworks, called stochastic local volatility models, with the intention of
combining the advantages of both approaches. The combined model is of special interest
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to the financial industry, as it would provide a methodology to work with a more complete
set of risk factors associated with exotic instruments, such as options on exchange rates,
foreign stocks, quantoes and baskets.
Dupire’s local volatility model [1, 2] constructs a unique diffusion process that is con-
sistent with the European vanilla option market quotes. Being calibrated to vanilla option
quotes, the local volatility surface has become a standard tool to capture the risk-neutral
marginal distributions of the underliers implied by market European option price quotes,
and is being utilized by practitioners for pricing and risk-assessment of more exotic instru-
ments. In its original formulation, the local volatility model assumes deterministic drift and
diffusion terms. In our work, we relax both of these constraints in turn, and study the gen-
eralizations of the local volatility model first under a drift that is the difference between two
stochastic short rates, then under stochastic diffusion, and eventually under both stochastic
drift and stochastic diffusion. While we base our set up in foreign exchange context with
the foreign exchange rate, the domestic and base short rates as the risk drivers, our results
can be applied in equity or commodity contexts. The theoretical setup and algorithms
presented in the paper can be simplified with minimal effort to the cases where the drift is
modeled more simplistically with a single short rate driver.
The theoretical framework for extending the local volatility model with a single stochas-
tic rate was presented in [3]. Calibration of this model using finite difference and Monte
Carlo (MC) methods was discussed in [4, 5]. As a further extension, [6] studies the model
with two stochastic interest rates.
Stochastic volatility models embody a spot volatility or variance process that is cor-
related to the underlying asset. Popular choices are the Heston model [7] with variance
following a Cox-Ingersoll-Ross (CIR) process [8], and the Stein-Stein model [9, 10] with
volatility following an arithmetic Ornstein-Uhlenbeck process [11]. Both models admit
closed form solutions, at least in their constant parameter formulations, for pricing Euro-
pean vanilla options. Atlan’s work proposes an extension to stochastic volatility models
with a stochastic interest rate [3]. A more common extension is to join the local volatility
with the stochastic volatility or variance in the diffusion term of the stochastic differential
equation (SDE) to form a stochastic local volatility model. In the literature, the theoreti-
cal framework for stochastic local volatility has been studied in several forms with varying
degrees of model complexity. Dupire’s “unified theory of volatility” imposes dynamics on
local variances [12], whereas Alexander-Nogueira’s work focuses on modeling the stochastic
evolution of the local volatility surface rather than of the spot volatility [13]. Lipton pro-
poses a further extension to incorporate jumps in the model [14]. Calibration algorithms
for several forms of stochastic local volatility models have been introduced in [15, 16, 17].
We use a number of acronyms for the models under consideration for easy reference.
The standard Dupire local volatility model where the drift is the difference between two
deterministic rates is denoted by LV2DR. The stochastic rates extension of this model is
LV2SR, whereas the stochastic local volatility extension is SLV2DR. The full model with
stochastic rates and stochastic local volatility is referred to as SLV2SR.
While this paper reviews and makes use of existing findings and algorithms in part,
to our knowledge, the following are our novel contributions: SLV2SR model; complete
derivations of the SDE systems that are used during Monte Carlo calibration for all three
models; presentation of Monte Carlo calibration algorithms for the SLV2DR and SLV2SR
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models; and convergence and accuracy studies of all calibration algorithms presented.
The structure of this paper is as follows. In Section 2, we give a detailed description
of the algorithm to calibrate the local volatility model subject to stochastic interest rates
(LV2SR), including derivations of the relevant formulas and SDEs in forward measure. Sec-
tion 3 describes the two-fold calibration algorithm of the stochastic local volatility model
(SLV2DR): First the underlying Heston model is calibrated to match near at-the-money for-
ward (ATMF) market quotes; then the leverage function is calibrated to the entire implied
volatility surface. Section 4 blends the algorithms from the previous sections to develop
a calibration algorithm for our ultimate model: stochastic local volatility with stochastic
interest rates (SLV2SR). As the models being discussed are theoretically built on top of each
other, the calibration algorithm for the SLV2SR model references and uses the results of the
algorithms for calibrating the simpler models in earlier sections. In this paper stochastic
interest rates are modeled by single factor G1++ short rate processes. Other short rate
models can be adapted to our framework as well, as our methodology is not tightly coupled
with the choice for the type of the short rate process. Each of these sections are accompa-
nied by tests that measure the convergence and the accuracy of the calibrated models. In
Section 5 we summarize our findings and exhibit a study to compare the calibrated models.
Appendix A proves some identities used in the measure transformations prescribed in this
paper.
2 Local Volatility Model with Stochastic Rates (LV2SR)
2.1 Setup
Let St be the exchange rate, that is the amount of domestic currency needed to buy one
unit of foreign currency. In the domestic risk neutral measure QDRN the exchange rate is
assumed to follow the LV2SR local volatility model,
dSt =
[
rdt − rft
]
Stdt+ σ(St, t)StdW
S(DRN)
t , (2.1)
where σ(St, t) is the state dependent diffusion coefficient that is commonly referred to as
local volatility, and St is denominated in domestic currency. The domestic short rate r
d
t
and the foreign short rate rft follow G1++ processes. In particular, the domestic short rate
evolves in domestic risk neutral measure as
rdt = x
d
t + φ
d
t ,
dxdt = −adtxdt dt+ σdt dW d(DRN)t ,
(2.2)
whereas the foreign short rate evolves in foreign risk neutral measure QFRN as
rft = x
f
t + φ
f
t ,
dxft = −aft xft dt+ σft dW f(FRN)t .
(2.3)
Here φit are the shift functions that are calibrated to market yield curves; a
i
t are the mean
reversion coefficients, and σit are the volatility coefficients, with i = d, f .
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Our derivations and computations assume constant coefficients of correlation between
the returns of the underlying assets; however we note that it is straightforward to generalize
our findings to more advanced models with time-dependent or even stochastic coefficients
of correlation.
2.1.1 Domestic risk neutral measure
The first step is to derive the evolution of the foreign short rate in the domestic risk neutral
measure. For now assume that the evolution of the foreign short rate in domestic risk
neutral measure has the form
dxft = g(·, t)dt+ σft dW f(DRN)t (2.4)
for some drift function g(·, t) of the underlying assets of the SDE system and time that we
are going to determine.
For any asset Vt denominated in domestic currency, the discounted asset price is a
martingale under the domestic risk neutral measure. Defining the domestic money market
account as Bdt = exp[
∫ t
0 r
d
udu], we have
V0
Bd0
= V0 = E
QDRN
[
Vt
Bdt
]
.
Likewise, the discounted value of VtSt , that is the price of the asset Vt denominated in the
foreign currency, is a martingale under the foreign risk neutral measure. Defining the foreign
money market account as Bft = exp[
∫ t
0 r
f
udu], we have
V0
S0B
f
0
=
V0
S0
= EQ
FRN
[
Vt
StB
f
t
]
.
Therefore the Radon-Nikodym derivative [18] writes
dQFRN
dQDRN
=
Vt
Bdt
V0
S0
V0
Vt
StB
f
t
=
StB
f
t
S0Bdt
. (2.5)
The exchange rate process (2.1) is a geometric Brownian motion SDE which has the solution
St =S0 exp
[∫ t
0
(
rdu − rfu −
σ2(Su, u)
2
)
du+
∫ t
0
σ(Su, u)dW
S(DRN)
u
]
=S0
Bdt
Bft
exp
[
−1
2
∫ t
0
σ2(Su, u)du+
∫ t
0
σ(Su, u)dW
S(DRN)
u
]
.
Thus, the Radon-Nikodym derivative (2.5) becomes
dQFRN
dQDRN
= exp
[
−1
2
∫ t
0
σ2(Su, u)du+
∫ t
0
σ(Su, u)dW
S(DRN)
u
]
. (2.6)
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Then, according to the Girsanov theorem
dW
S(FRN)
t = dW
S(DRN)
t − σ(St, t)dt (2.7)
is a Brownian motion under the foreign risk neutral measure QFRN.
Let ρSf be the coefficient of correlation between the Brownian motions W
S(FRN)
t and
W
f(FRN)
t , that is d
〈
WS(FRN),W f(FRN)
〉
t
= ρSfdt. Following Lemma A.1, the foreign short
rate process (2.4) evolves in foreign risk neutral measure QFRN as
dxft =
[
g(·, t) + ρSfσft σ(St, t)
]
dt+ σft dW
f(FRN)
t . (2.8)
Comparing (2.3) and (2.8), we find that
g(·, t) = −aft xft − ρSfσft σ(St, t).
Collectively, we can write the three processes in the domestic risk neutral measure as
dSt =
[
rdt − rft
]
Stdt+ σ(St, t)StdW
S(DRN)
t ,
dxdt =− adtxdt dt+ σdt dW d(DRN)t , rdt = xdt + φdt ,
dxft =
[
−aft xft − ρSfσft σ(St, t)
]
dt+ σft dW
f(DRN)
t , r
f
t = x
f
t + φ
f
t .
(2.9)
2.1.2 Domestic T -forward measure
For computational ease, that is to decouple the discounting terms from expectations, we
would like to transform (2.9) to the domestic T -forward measure. We take the zero coupon
bond P d(t, T ) maturing at time T as the nume´raire. We have P d(T, T ) = 1. Under the
measure QT defined by this nume´raire, the discounted price of an asset is a martingale,
V0
P d(0, T )
= EQ
T
[
VT
P d(T, T )
]
= EQ
T
[VT ] .
We arrive at the following Radon-Nikodyn derivative,
dQT
dQDRN
=
VT
BdT
V0
P d(0,T )
V0VT
=
1
BdTP
d(0, T )
=
exp
[
− ∫ T0 rdudu]
P d(0, T )
. (2.10)
Since the domestic short rate follows a G1++ process, this expression can be written as
(see Lemma A.2 for proof)
dQT
dQDRN
= exp
[
−
∫ T
0
σdub
d(u, T )dW d(DRN)u −
1
2
∫ T
0
(
σdub
d(u, T )
)2
du
]
, (2.11)
with
bd(t, T ) ≡
∫ T
t
e−
∫ v
t a
d
zdzdv.
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Then, by Girsanov theorem
dW
d(T)
t = dW
d(DRN)
t + b
d(t, T )σdt dt (2.12)
is a Brownian motion under the domestic T -forward measure QT. This allows us to write
down the domestic short rate process (2.2) as
dxdt =
[
−adtxdt − bd(t, T )(σdt )2
]
dt+ σdt dW
d(T)
t . (2.13)
Let ρSd be the coefficient of correlation between the Brownian motions W
S(DRN)
t and
W
d(DRN)
t , that is d
〈
WS(DRN),W d(DRN)
〉
t
= ρSddt. Following Lemma A.1, the exchange rate
process (2.1) evolves in domestic T -forward measure QT as
dSt =
[
rdt − rft − ρSdbd(t, T )σdt σ(St, t)
]
Stdt+ σ(St, t)StdW
S(T)
t . (2.14)
Finally, let ρdf be the coefficient of correlation between the Brownian motions W
d(DRN)
t
and W
f(DRN)
t , that is d
〈
W d(DRN),W f(DRN)
〉
t
= ρdfdt. Following Lemma A.1, the foreign
short rate process from (2.9) evolves in domestic T -forward measure QT as
dxft =
[
−aft xft − ρSfσft σ(St, t)− ρdfbd(t, T )σdt σft
]
dt+ σft dW
f(T)
t . (2.15)
Collecting everything,
dSt =
[
rdt − rft − ρSdbd(t, T )σdt σ(St, t)
]
Stdt+ σ(St, t)StdW
S(T)
t ,
dxdt =
[
−adtxdt − bd(t, T )(σdt )2
]
dt+ σdt dW
d(T)
t , r
d
t = x
d
t + φ
d
t ,
dxft =
[
−aft xft − ρSfσft σ(St, t)− ρdfbd(t, T )σdt σft
]
dt+ σft dW
f(T)
t , r
f
t = x
f
t + φ
f
t
(2.16)
describe the evolutions of the exchange rate, domestic short rate, and foreign short rate
processes under the domestic T -forward measure QT. Note that the above SDE system is
different than what is given in [6].
2.2 Calibration of Local Volatility
The standard formulation of the local volatility model [1, 2] with deterministic interest rates
has been studied extensively in the literature. The local volatility surface can be computed
from a call option price surface that can be constructed by market quotes of call option
prices C = C(K,T ) as [19]
σ2LV (deterministic rates) =
∂C
∂T + (r
d
T − rfT )K ∂C∂K + rfTC
1
2K
2 ∂2C
∂K2
. (2.17)
When the interest rates have stochastic dynamics, the above equation generalizes to [20]
σ2LV (stochastic rates) =
∂C
∂T − P d(0, T )EQ
T
[(rdTK − rfTST )1{K<ST }]
1
2K
2 ∂2C
∂K2
. (2.18)
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Here P d(0, T ) is the time zero value of a zero coupon bond expiring at time T , which can
be extracted from the input domestic discount factor curve. The expectation is taken under
the domestic T -forward measure QT.
One can show that in the deterministic limit (2.18) reduces to (2.17). In the stochastic
case, however, this expectation does not have a known analytical solution and needs to be
evaluated numerically. Below, we demonstrate our methods for evaluating this expectation
by Monte Carlo simulation.
The evaluation of the local volatility requires the construction of the call price surface
in this formulation. This surface and its t- and K-derivatives will be evaluated at a given
grid to generate the local volatility surface using equations (2.17) or (2.18).
As the market data for the volatility of FX rates typically are represented in some implied
volatility surface form, which is usually given in terms of risk-reversals and butterflies, we
choose to write the Dupire’s equations in the total implied variance parametrization. By
experiment, we found that this formulation typically performs better in the wings of the
volatility surface than the call surface formulation. In practice, market data is usually
available in the form of parametrized or dense implied volatility surfaces that are calibrated
with such penalty functions that force the total implied variance to increase monotonically
as a function of time. By construction, interpolating the total implied variance surface and
using these values in the Dupire formula avoids calendar spread arbitrage.
Following the conventions of [19], the total implied variance w is parametrized in terms
of the log-moneyness y(K,T ) = log KFT and time T , with forward asset price FT = S0
P f (0,T )
P d(0,T )
,
as w(y(K,T ), T ) = Σ(K,T )2T where Σ(K,T ) is the market implied volatility at strike K
and maturity T .
In the deterministic interest rates case, the Dupire’s equation (2.17) reduces to [19]
σ2LV (deterministic rates) =
∂w
∂T
1− yw ∂w∂y + 12 ∂
2w
∂y2
+ 14
(
∂w
∂y
)2 (−14 − 1w + y2w2) . (2.19)
Meanwhile, in the stochastic interest rates case, the equation (2.18) becomes [20]
σ2LV (stochastic rates) =
∂CBS
∂T − P d(0, T )EQ
T
[
(KrdT − ST rfT )1ST>K
]
∂CBS
∂w
[
1− yw ∂w∂y + 12 ∂
2w
∂y2
+ 14
(
∂w
∂y
)2 (−14 − 1w + y2w2)] , (2.20)
where the Black-Scholes model price CBS = CBS(T, y, w) and its derivatives are given by
CBS(T, y, w) = P
d(0, T )FT [N(d1)− eyN(d2)] ,
∂CBS
∂w
=
1
2
P d(0, T )FT e
yN ′(d2)w−
1
2 ,
∂CBS
∂y
= −P d(0, T )FT eyN(d2),
∂CBS
∂T
= −ff (0, T )CBS + ∂CBS
∂w
∂w
∂T
+
(
∂CBS
∂y
+
∂CBS
∂w
∂w
∂y
)
(ff (0, T )− fd(0, T )).
Here the instantaneous forward rate is defined as f i(0, T ) ≡ −∂ logP i(0,T )∂T = − 1P i(0,T )
∂P i(0,T )
∂T ,
with i = d, f . Moreover N(·) is the cumulative Gaussian probability distribution function;
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d1 = −yw− 12 + 12w
1
2 , and d2 = d1−w 12 . rdT and rfT are the time T values of the domestic and
foreign short rates. Similar to the call price surface formulation, equation (2.20) reduces to
(2.19) in the deterministic interest rates limit. Analogous to the call price formulation case,
the evaluation of the local volatility requires the construction of the total implied variance
surface.
Dupire’s equations (2.18) and (2.20) use the local volatility on both sides since the
computation of the expectation on the right hand side is under the dynamics that involves
the local volatility function. This can be used to define iterative approaches. We found that
the bootstrapping approach presented below typically yields satisfactory results without any
iterative refinement.
Inputs for calibration Our calibration routine expects the following quantities as input
for local volatility calibration:
• Spot FX rate S0
• Market implied volatility Σ(K, t) for FX rate
• Market yield curves P d(0, t) and P f (0, t)
• For both domestic and foreign rates, G1++ model parameters mean reversion, volatil-
ity and shift function calibrated to market data. See [21] for example calibration
methods for both constant and time dependent cases.
• Coefficients of correlation between the underlying assets: the FX rate, the domestic
and foreign short rates
Steps for calibration In our framework, we calibrate the local volatility surface time
slice by time slice, in a bootstrapping fashion. Let ti; i = 1, . . . , n be the increasing sequence
of (positive) times where we will perform the calibration.
1. Using the market implied volatility Σ(K, t), generate a vanilla call option price surface
C(K, t) interpolator or a total implied variance surface w(y, t) interpolator. The
interpolator must be able to compute the partial derivatives appearing in the local
volatility expressions.
2. For the first time slice t1, evaluate the deterministic equation (2.17) or (2.19) to
compute the FX local volatilities for a predetermined range of strikes. This step
requires no Monte Carlo simulation. As a result, obtain local volatility values to be
used in the simulation until time t2 in the subsequent calibration steps.
3. For each of the subsequent time slices tj , j > 1, simulate the SDE system (2.16) up to
time tj . Compute the Monte Carlo estimate for the expectation appearing in (2.18)
or (2.20) for a predetermined range of strikes. Use these equations to obtain the
local volatility values. These local volatility values will be used during subsequent
simulation steps from time tj to time tj+1. This step is first performed with j = 2
and is then repeated for the remaining time slices.
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The strike grid can be chosen to be uniform across all calibration time slices. In this
approach, however, the strike grid needs to be sufficiently large to cover attainable values of
the FX rate at long expiries. This in turn would result in unreliable local volatility values
at short expiries and strikes in the far wings. To overcome this problem, we suggest using a
more adequate strike grid at each calibration time slice, e.g. one that spans a predetermined
number of standard deviations away from the ATMF strike value.
2.3 Calibration and Simulation Tests
In order to test the validity of the calibrated local volatility surface, one needs to use it for
pricing. The prices generated by Monte Carlo simulation by this method, however, have
two sources of Monte Carlo errors. First, the estimation of the expectations appearing in
(2.18) or (2.20) is subject to Monte Carlo error. Second, the evaluation of the Monte Carlo
average of the payoffs computed during the pricing introduces an additional source of error.
Keeping the number of paths high in one of these two steps will allow us to study the
convergence of the other.
For both calibration and pricing, we also generate the antithetic conjugate paths to
reduce the variance. Therefore when we talk about a simulation with N as the number of
paths, the actual total number of paths simulated is 2N .
We use EURUSD market data as of 2020-04-30 in our tests. The domestic T -forward
measure SDE system (2.16) is simulated via forward Euler discretization in both calibration
and pricing steps. We vary the number of paths used during calibration while we fix the
number of paths for the pricing simulation at 100000.
In this test, we use the total implied variance formulation (2.20). The Monte Carlo
estimate for the local volatility is given by
σˆ2LV =
∂CBS
∂T − P d(0, T )Eˆ
∂CBS
∂w
[
1− yw ∂w∂y + 12 ∂
2w
∂y2
+ 14
(
∂w
∂y
)2 (−14 − 1w + y2w2)] ,
where Eˆ is the Monte Carlo estimate for the expectation appearing in (2.20). In this
formulation, the Monte Carlo error δEˆ of this estimate translates to the error in local
volatility as
δσˆLV =
∣∣∣∣∣∣∣∣
P d(0, T )δEˆ
2σˆLV
∂CBS
∂w
[
1− yw ∂w∂y + 12 ∂
2w
∂y2
+ 14
(
∂w
∂y
)2 (−14 − 1w + y2w2)]
∣∣∣∣∣∣∣∣ .
For every point of the calibrated surface, we estimate the Monte Carlo error in the local
volatility values. In the end we price with three volatility surfaces: the original calibrated
surface, the original calibrated surface bumped down by 2 Monte Carlo errors, and the
original calibrated surface bumped up by 2 Monte Carlo errors.
The total implied variance interpolator has a time slice every 0.05 years, and 100 log-
moneynesses per slice. The log-moneyness points are spanned uniformly over 3.5 standard
deviations from the ATMF strike value for each slice. Similarly, the local volatility surface is
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calibrated to have a time slice every 0.05 years. The strike grid of the local volatility surface
has 200 points, spanned uniformly over 3 standard deviations from the ATMF strike value.
The maximum simulation time step is set at 0.01 years for both calibration and pricing.
We price a set of vanilla call options expiring at 10 years. Since we have the implied
volatility surface data, we can compare the Monte Carlo prices to analytical Black-Scholes
vanilla call option prices.
Figure 2.1: LV2SR: Repricing of vanilla call options with local volatility surfaces calibrated
with varying number of paths. The pricing simulation is done with 100000 paths to keep
the simulation Monte Carlo error small. The pricing is done with the original calibrated
surface as well as bumped down and bumped up surfaces according to Monte Carlo error
introduced during the calibration. Comparison to Black-Scholes prices is made by observing
the differences between the Monte Carlo and the analytical prices. One can observe that the
pricing differences become comparable in magnitude to the simulation Monte Carlo errors
at around 1000 calibration paths.
In Figure 2.1 we see that the convergence is achieved quickly with a relatively low number
of paths at 1000, where the pricing differences begin to be comparable in magnitude to the
simulation Monte Carlo errors. The relatively low number of paths allow fast calibration.
For the convergence of the calibrated local volatility surface, two surfaces calibrated with
100,000 and 50,000 calibration runs respectively, were studied by looking at the difference
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between the surfaces in Figure 2.2. For the surfaces the x-axis represents the spot values
of the underlier, the y-axis the time and z-axis the corresponding local volatility values.
It can be seen that difference between the surfaces is roughly 1% of the magnitude of the
local volatilities and the convergence of the surface is achieved for relatively small number
of runs.
Figure 2.2: LV2SR: Calibrated local surfaces with 100000 calibration runs (left), 50000
calibration runs (middle) and difference between the surfaces (right). The difference between
the surfaces is roughly 1% of the magnitude of the local volatilities.
In order to study the effects of repricing, a local volatility surface calibrated with 100000
paths was used for all subsequent tests presented in this section. The effect of number of
repricing simulation runs for the given local volatility surface is shown in Figure 2.3 against
the call option price and the corresponding MC error. As the MC error decreases with the
number of simulation paths, so does the difference between the analytical and Monte-Carlo
priced call option values.
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Figure 2.3: LV2SR: Repricing call options at 100 uniformly spaced strikes at maturity
T=9.95 years, each with 100000 simulation Monte-Carlo runs (lower-right), 50000 MC sim-
ulation runs (lower-left), 10000 MC simulation runs (upper-right) and 1000 MC simulation
runs (upper-left), using the local volatility surface calibrated with 100,000 MC simulation
runs. The MC errors and the difference between the analytical and MC computed prices
decreases with the number of simulation runs.
Furthermore, the calibrated local volatility surface was used to reprice the call options
at multiple maturities and various strikes in the strike-grid to generate the so-called call
price surface. The 100 maturies that are uniformly spaced between T=0 and 9.95 years,
and 100 strikes per maturity were used to generate the call price surface shown in Figure
2.4a. The difference between the Monte-Carlo repriced call option values and analytical
Black-Scholes call option prices assuming constant interest rates and volatilty is shown in
Figure 2.4b, which is found to be less than 0.1% of the call option price.
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(a) Repriced call option surface at all strikes and
maturities in the grid (b) Difference in analytical call surface and
repriced call surface
Figure 2.4: LV2SR: (a) Call options repriced at 100 uniformly spaced maturities between
T=0 to 9.95 years and 100 strikes per maturity and (b) the difference between Monte-Carlo
and Black-Scholes analytical price.
Next, the market implied volatility and the implied volatility recovered from the Monte-
Carlo repriced options, by inverting the option price to evaluate Black-Scholes implied
volatility, are compared in Figure 2.5 at maturity T=9.95. Additionally the implied volatil-
ity recovered from MC prices with ±2 MC errors is presented. It can be seen that recovered
implied volatility is in good agreement with market implied volatility and the latter is found
to be well within the ±2 MC error bounds.
Figure 2.5: LV2SR: Difference between MC repriced vs analytical call options (left), implied
volatility computed from repriced call options vs market implied volatility at maturity(right)
(T=9.95). The market implied volatility is within ±2 MC errors of the MC repriced implied
volatilities.
Finally, this procedure is repeated for all the maturities (time slices) in the repriced call
surface, where the market and recovered implied volatility along with implied volatilities
corresponding to ±2 MC pricing errors are shown for a few of the slices in Figure 2.6.
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Figure 2.6: LV2SR: Implied volatility computed from repriced call options vs the market
implied volatility at various maturities
3 Stochastic Local Volatility Model (SLV2DR)
3.1 Setup
The standard local volatility model with deterministic interest rates (LV2DR)
dSt =
[
rdt − rft
]
Stdt+ σLV(St, t)StdW
S(DRN)
t (3.1)
can be extended to incorporate a stochastic nature in the diffusion term by replacing
σLV(St, t) with L(St, t)
√
Ut where L(St, t) is the leverage function and Ut is the variance
process. A common choice for Ut is the Cox-Ingersoll-Ross (CIR) process [8]. With this
choice the SLV2DR SDE system is
dSt =
[
rdt − rft
]
Stdt+ L(St, t)
√
UtStdW
S(DRN)
t ,
dUt =κt(θt − Ut)dt+ ξt
√
UtdW
U(DRN)
t ,
(3.2)
with coefficient of correlation ρSU between the two Brownian drivers. This model can be
seen as an augmentation of the Heston model [7], with κt, θt, and ξt representing the time-
dependent mean reversion, long term variance, and vol-of-vol parameters. Together with
the initial variance V0, they form the set of Heston model parameters that will be calibrated
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to market data as we will describe below. The leverage function L(St, t) is to be calibrated
to recover market option prices.
The standard local volatility σLV(St, t) is related to the leverage function L(St, t) as
[20]1
σLV(x, t)
2 = L(x, t)2EQ
(DRN)
[Ut | St = x] . (3.3)
The main idea is to have the Heston parameters recover market vanilla option prices
near ATMF strikes. The leverage function will then serve as a correction factor at the wings
of the volatility surface.
3.2 Calibration of the Heston model parameters
In the limit where the calibration function is set to L(St, t) = 1, the stochastic local volatility
model (3.2) reduces to the Heston model with time dependent coefficients,
dSt =
[
rdt − rft
]
Stdt+
√
UtStdW
S(DRN)
t ,
dUt =κt(θt − Ut)dt+ ξt
√
UtdW
U(DRN)
t .
(3.4)
Here we assume constant correlation between the two Brownian motions,〈
dWS(DRN), dWU(DRN)
〉
t
= ρdt.
To improve calibration accuracy, one can trivially extend the model to admit time dependent
correlation. However, we found that our simpler setup is sufficient for our purposes. The set
of parameters we need to calibrate are the mean reversion κt, the long term variance θt, the
vol-of-vol ξt, the coefficient of correlation ρ, and the initial variance U0. Several methods
have been studied in literature to calibrate these parameters, including an asymptotic ap-
proximation [22], or a semi-analytical approach computing the characteristic function and
using control variates to regularize the numerical integration [23]. While these methods can
be directly applied to our setup, we choose a simpler approach of calibrating the parameters
using a PDE solver.
Inputs for calibration Our calibration routine expects the following quantities as input
for Heston model with piecewise constant coefficients calibration:
• Spot FX rate S0
• Market implied volatility Σ(K, t) for FX rate
• Market yield curves P d(0, t) and P f (0, t). Since the rates are deterministic, we have
rit = f
i(0, t), i = d, f where the instantaneous forward rate can be computed from the
market yield curves, f i(0, t) ≡ −∂ logP i(0,t)∂t .
1We note that the expectation in [20] is given in domestic T -forward measure QT, which is equal to
domestic risk neutral measure Q(DRN) under deterministic rates.
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Steps for calibration The calibration is done in a bootstrapping fashion. Let ti; i =
1, . . . , n be the increasing sequence of (positive) times where we will perform the calibration.
At each calibration step, we make sure the Feller condition 2κtiθti > ξ
2
ti is satisfied [8, 24]
in order to keep the variance Ut strictly positive, by adding a suitable penalty function to
the objective function. We choose the simplex algorithm [25] to do the optimization. The
parameters κt, θt, and ξt are assumed to be piecewise constant.
• For all calibration time slices ti and predetermined ranges of strikes Kj , compute a
grid of market vanilla call or put option prices using the input market implied volatility
Σ(Kj , ti).
• Using the PDE pricer, solve for all five parameters κt1 , θt1 , ξt1 , ρ, and U0 to match
the market vanilla option prices expiring at t1, generated in the first step.
• For the subsequent slices ti; i > 1, using the results of the previous slices in the PDE
pricer, solve for the three parameters κti , θti , and ξti to match the market vanilla
option prices expiring at ti.
Since our primary goal of calibrating the Heston model parameters is to recover market
quotes around ATMF strikes, we choose the strike grid to cover a narrower range than in
the subsequent calibration routine of the leverage function.
3.3 Calibration and Simulation Tests for the Heston model
The strike grid is chosen uniformly over 1 standard deviation away in both directions from
the ATMF strike value for each slice. The calibrated Heston parameters obtained by the
procedure outlined above are visualized in Figure 3.1.
Figure 3.1: Heston model: Time-Series of calibrated model parameters
The figure shows that the calibrated parameters are mostly within their expected upper
and lower boundaries. These parameters are used to calibrate the leverage function for the
stochastic local volatility model as outlined in the subsequent section. We test the validity
of the calibrated Heston parameters, which corresponds to the SLV2DR model (3.2) with
the leverage function L(St, t)) set to 1.0, by pricing vanilla options by simulation. Thus
we can examine these call option prices close to ATMF. The repriced call option values at
maturity and the corresponding recovered implied volatilities are shown in Figure 3.2. It
can be seen that the recovered call option price as well as the implied volatility are within
2MC error for strikes close to ATMF, and near market quoted prices and implied volatilities
for strikes within the calibration region.
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Figure 3.2: Heston model: Difference in repriced vs analytical call options (left), implied
volatility from repriced call options vs market implied volatility at maturity(right) (T=9.95).
The dashed lines indicate the calibration range.
We perform an implied volatility recovery test at various maturities by inverting the
simulated Heston model prices to compute the Black-Scholes implied volatility. We compare
this with the market implied volatility in Figure 3.3. The recovered implied volatility is
found to be in good agreement with the market implied volatility for strikes within the
calibration range, as indicated in the plot.
3.4 Calibration of the Leverage Function
There are various methods proposed in the literature to estimate the conditional expectation
in (3.3). The standard approach involves solving a forward Kolmogorov PDE that describes
the forward evolution of the probability density function of the underlier; e.g. the FX rate.
Here we introduce two methods that can be implemented by Monte Carlo simulation.
3.4.1 Binning Approach
Suppose we simulate N Monte Carlo paths (Si, U i), i = 0, ..., N − 1 up to time t. At time
t, we sort these paths by Si. Let us denote by (Sˆi, Uˆ i) the sorted pairs. We divide these
pairs into M bins, each bin containing N/M pairs. We compute the bin averages as
S˜j =
M
N
N
M
−1∑
k=0
Sˆ
N
M
j+k,
U˜ j =
M
N
N
M
−1∑
k=0
Uˆ
N
M
j+k.
with j = 0, ...,M − 1. By computing the interpolation function for S˜j against U˜ j , we can
estimate the expectation in (3.3) for a given St.
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Figure 3.3: Heston model: Implied volatility computed from repriced call options vs the
market implied volatility at various maturities. The dashed lines indicate the calibration
range at each maturity.
3.4.2 Regression Approach
The idea is to linearly regress the variance values Ut against basis functions f
n(·) of the
underlying spot rate process St. After simulating N Monte Carlo paths (S
i, U i), i =
0, ..., N − 1 up to time t, we compute the regression coefficients an by solving the least
squares problem
Uˆt =
∑
n
anf
n(St). (3.5)
Standard monomials or orthogonal polynomials with appropriate limits can be used as basis
functions. For example, if we use a constant term and the first two orders of monomials,
we need to solve
Uˆt = a1 + a2St + a3S
2
t . (3.6)
After computing the regression coefficients an, we can use this regression equation to eval-
uate the expected value of Ut for a given St, which gives us the conditional expectation in
(3.3).
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Inputs for calibration Our calibration routine expects the following quantities as input
for stochastic local volatility calibration:
• Spot FX rate S0
• Market implied volatility Σ(K, t) for FX rate
• Market yield curves P d(0, t) and P f (0, t). Since the rates are deterministic, we have
rit = f
i(0, t), i = d, f where the instantaneous forward rate can be computed from the
market yield curves, f i(0, t) ≡ −∂ logP i(0,t)∂t .
• Heston model parameters κt, θt, ξt, ρ, and U0 calibrated to market vanilla option prices
as in Section 3.2. The strike grid is chosen to be near ATMF strikes. In particular it
has to be smaller than (e.g. one third of) the local volatility strike range.
Steps for calibration The calibration is done in a bootstrapping fashion. Let ti; i =
1, . . . , n be the increasing sequence of (positive) times where we will perform the calibration.
After computing the leverage function values for a time slice tj , the values are used during
the subsequent simulations to estimate the leverage function values at the next time slice.
1. Using the market implied volatility Σ(K, t), generate a vanilla call option price surface
C(K, t) interpolator or a total implied variance surface w(y, t) interpolator. The
interpolator must be able to evaluate the partial derivatives appearing in the local
volatility expressions.
2. Compute the deterministic local volatility σLV(K, t) by (2.17) or (2.19) for all calibra-
tion time slices ti and predetermined ranges of strikes.
3. Simulate the SDE system (3.2) up to time tj . Compute the Monte Carlo estimate for
the conditional expectation appearing in (3.3) for the same range of strikes from the
previous step by using one of the approaches described in the previous sections. Use
this equation to obtain the leverage function values L(K, t). These leverage function
values will be used during subsequent simulation steps from time tj to time tj+1.
The strike grid can be chosen to be uniform across all calibration time slices. In this
approach, however, the strike grid needs to be sufficiently large to cover attainable values
of the FX rate at long expiries. This in turn would result in unreliable local volatility
values at short expiries and strikes in the far wings. To overcome this problem, we suggest
using a more adequate strike grid at each calibration time slice, e.g. one that spans a
predetermined number of standard deviations away from the ATMF strike value. For the
Heston parameters calibration, we suggest using a similar grid with a smaller range, e.g.
one third of the local volatility grid range.
3.5 Calibration and Simulation Tests for the Leverage Function
In order to test the calibration convergence, the differences between the calibrated leverage
functions with 100,000 and 50,000 MC paths are visualized in Figure 3.4 across the strike
grid at various time slices. As the figure shows, the differences are minor, indicating the
achievement of convergence.
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Figure 3.4: SLV2DR: Difference in leverage function with respect to the calibration Monte-
Carlo runs
The leverage function calibrated with 100,000 MC paths was used for all subsequent
tests including repricing and implied volatility recovery. The call option was repriced for
strikes at maturity with the above leverage function, with various number of simulation MC
paths as shown in Figure 3.5.
Figure 3.5: SLV2DR: Repricing the call options with different simulation Monte-Carlo runs
using leverage function calibrated with 100,000 Monte-Carlo runs
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We perform a simulation to reprice vanilla call options across the strike grid at various
maturities to obtain the so called call surface. The difference between the analytical call
price surface and repriced surface using 100,000 MC paths at each strike and maturity is
visualized in Figure 3.6. The differences appear to be small compared to option prices.
(a) SLV2DR: Repriced call surface at all strikes
and maturities in the grid (b) SLV2DR:Difference between analytical and
MC repriced call surfaces
Figure 3.6: SLV2DR: Call options repriced at all strikes and maturities and the difference
from BS analytical price
The implied volatility for the repriced call options at maturity was obtained by inverting
option values with Black-Scholes formula. The recovered implied volatility is compared
to market implied volatility as shown in Figure 3.7. This is also performed for option
prices obtained by bumping them by ±2 MC errors. The market implied volatility and the
recovered implied volatility are found to be in good agreement with each other within the
specified MC error ranges.
Figure 3.7: SLV2DR: Difference in repriced vs analytical call options (left), implied volatility
from repriced call vs market implied volatility at maturity(right) (T=9.95)
Finally, the same procedure of recovering implied volatility with the repriced call option
values, is repeated at multiple maturities and strikes for different time slices, as shown in
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Figure 3.8, which is also found to be in good agreement with the given market implied
volatility.
Figure 3.8: SLV2DR: Implied volatility computed from repriced call options vs the market
implied volatility at various maturities
We have observed in Figures 3.2 and 3.3 that the pure Heston model recovered market
quotes near ATMF strikes. Comparison of these to Figures 3.5 and 3.8 shows us the im-
provement of the full stochastic local volatility model over the Heston model at all strikes.
In particular, we see that the pricing error was reduced by a factor of 4, and the market
implied volatilities are recovered along a greater range.
4 Stochastic Local Volatility Model with Stochastic Interest
Rates (SLV2SR)
4.1 Setup / Model Definition
This model can be seen an extension to both local volatility model with stochastic inter-
est rates (LV2SR) and stochastic local volatility model with deterministic interest rates
(SLV2DR). Considering an FX rate process with stochastic local volatility and stochastic
interest rates, the SLV2SR SDE system can be written in the domestic risk neutral measure
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QDRN as
dSt =
[
rdt − rft
]
Stdt+ L(St, t)
√
UtStdW
S(DRN)
t ,
dUt =κt(θt − Ut)dt+ ξt
√
UtdW
U(DRN)
t ,
rdt =x
d
t + φ
d
t ,
dxdt =− adtxdt dt+ σdt dW d(DRN)t ,
rft =x
f
t + φ
f
t ,
dxft =
[
−aft xft − ρSfσft L(St, t)
√
Ut
]
dt+ σft dW
f(DRN)
t ,
(4.1)
with coefficients of correlation ρSU (FX rate/FX variance), ρSd (FX rate/domestic interest
rate), ρSf (FX rate/foreign interest rate), ρUd (FX variance/domestic interest rate), ρUf
(FX variance/foreign interest rate), and ρdf (domestic interest rate/foreign interest rate)
between the respective Brownian motions.
One can relate the standard local volatility σLV(St, t) to the leverage function L(St, t)
by [20]
σLV(x, t)
2 = L(x, t)2EQ
T
[Ut | St = x] . (4.2)
Since our calibration algorithm presented in the next section demands Monte Carlo estima-
tion of the above expectation in the domestic T -forward measure QT, we need to formulate
the SDE system in this measure. The T -forward measure SDEs for the exchange rate,
domestic short rate and domestic short rate are derived the same way as in Section 2.1.2.
The remaining computation is for the stochastic variance SDE, which we present here.
Let ρUd is coefficient of correlation between the Brownian motionsW
U(DRN)
t andW
d(DRN)
t ,
that is d
〈
WU(DRN),W d(DRN)
〉
t
= ρUddt. The domestic risk neutral measure QDRN to do-
mestic T -forward measure QT transformation is characterized by (2.12), Following Lemma
A.1, the variance process (4.1) evolves in domestic T -forward measure QT as
dUt =
[
κt(θt − Ut)− ρUdbd(t, T )σdt ξt
√
Ut
]
dt+ ξt
√
UtdW
U(T)
t . (4.3)
Collecting everything,
dSt =
[
rdt − rft − ρSdbd(t, T )σdtL(St, t)
√
Ut
]
Stdt+ L(St, t)
√
UtStdW
S(T)
t ,
dUt =
[
κt(θt − Ut)− ρUdbd(t, T )σdt ξt
√
Ut
]
dt+ ξt
√
UtdW
U(T)
t ,
rdt =x
d
t + φ
d
t ,
dxdt =
[
−adtxdt − bd(t, T )(σdt )2
]
dt+ σdt dW
d(T)
t ,
rft =x
f
t + φ
f
t ,
dxft =
[
−aft xft − ρSfσft L(St, t)
√
Ut − ρdfbd(t, T )σdt σft
]
dt+ σft dW
f(T)
t
(4.4)
describe the evolutions of the exchange rate, exchange rate variance, domestic short rate,
and foreign short rate processes under the domestic T -forward measure QT.
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4.2 Calibration of the Leverage Function
The standard forward Kolmogorov PDE approach to solve the conditional expectation in
(4.2) suffers from the curse of dimensionality, as this is now a 4D problem. Similarly, the
binning approach utilized in Section 3.4.1 for the model with deterministic interest rates
can not be applied directly, at least without any simplifying assumptions, as the sorting of
the underliers becomes nontrivial.
As in the case of stochastic local volatility model with deterministic interest rates, the
calibration is done in a bootstrapping fashion, after computing the leverage function values
for a time slice t, the values are used during the subsequent simulation to estimate the
leverage function values at the next time slice. The Heston model parameters are assumed
to be calibrated to match an appropriate subset of market data.
The idea is to linearly regress the variance values Ut against basis functions f
n(·) of
the underlying spot rate process St, and the two interest rate processes r
d
t and r
f
t . After
simulating N Monte Carlo paths (Si, rd,i, rf,i, U i), i = 0, ..., N−1 up to time t, we compute
the regression coefficients an by solving the least squares problem
Uˆt =
∑
n
anf
n(St, r
d
t , r
f
t ). (4.5)
Standard monomials or orthogonal polynomials can be used as basis functions. For example,
if we use a constant term and the first two orders of monomials for all underliers, we need
to solve
Uˆt = a1 + a2St + a3S
2
t + a4x
d
t + a5x
d
t
2
+ a6x
f
t + a7x
f
t
2
. (4.6)
Note that in this example we used the xdt and x
f
t as the basis functions instead of the
short rates rdt and r
f
t ; the deterministic parts φ
d
t and φ
f
t of the latter can be absorbed into
other coefficients. After computing the regression coefficients an, we can use this regression
equation to evaluate the expected value of Ut for given St, r
d
t , and r
f
t , which gives us the
conditional expectation in (4.2).
Inputs for calibration Our calibration routine expects the following quantities as input
for local volatility calibration:
• Spot FX rate S0
• For both domestic and foreign rates, G1++ model parameters mean reversion, volatil-
ity and shift function calibrated to market data. See [21] for some calibration methods
for both constant and time dependent cases.
• Coefficients of correlation between all underlying assets: the FX rate, its variance, the
domestic and foreign short rates
• Local volatility (with stochastic rates) surface data, as calibrated in Section 2.2
• Heston model (with deterministic rates) parameters, as calibrated in Section 3.2
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Steps for calibration In our framework, we calibrate the leverage function surface time
slice by time slice, in a bootstrapping fashion. Let ti; i = 0, . . . , n be the increasing sequence
of times where we will perform the calibration. The first time slice is t0 = 0.
1. For t0, (4.2) simplifies to σLV(K, 0)
2 = L(K, 0)2U0, where σLV(K, t)
2 is the local
volatility with stochastic rates. Use this equation to evaluate the leverage function
for the t0 slice for a predetermined range of strikes.
2. For each of the subsequent positive time slices tj , j ≥ 1, simulate the SDE system
(4.4) up to time tj . Compute the Monte Carlo estimate for the expectation appearing
in (4.2) for a predetermined range of strikes. Use this equation to obtain the lever-
age function values. These leverage function values will be used during subsequent
simulation steps from time tj to time tj+1.
The strike grid for the leverage function L(K, t) is chosen to be the same as the strike grid
for the local volatility σLV(K, t) to avoid any inaccuracy introduced by interpolation.
4.3 Calibration and Simulation Tests
In order to calibrate the SLV2SR model, the Heston model parameters computed during the
SLV2SR model calibration and the local volatility function calibrated for the LV2SR model
with 100,000 MC paths were used. The procedure outlined above was followed in order
to iteratively compute the leverage function for each time slice. In order to evaluate the
expectation appearing in (4.2), 100,000 MC paths followed by regression with monomials of
order 2 for each of the underlying regressors (St, x
d
t , x
f
t ) along with the constant coefficient
a1 as in (4.6) were used. The results for the calibration and repricing tests are presented
below.
The effect of number of repricing simulation runs for the given local volatility surface is
shown in Figure 4.1 against the call option price and the corresponding MC error. As the
MC error decreases with the number of simulation paths, so does the difference between
the analytical and Monte-Carlo priced call option values.
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Figure 4.1: SLV2SR: Repricing call options with various simulation Monte-Carlo runs us-
ing leverage function calibrated for SLV2DR with 100,000 MC paths and multi-regression
approach with 100,000 MC paths.
Furthermore, the local volatility surface was used to reprice call options at multiple
maturities and various strikes in the strike-grid to generate the so-called call price surface.
100 maturies uniformly spaced between T=0 and 9.95 years, and 100 strikes per maturity
were used to generate the call price surface shown in Figure 4.2a. The difference between
the Monte-Carlo repriced call option values and analytical Black-Scholes call option prices
assuming constant interest rate and volatilty is shown in Figure 4.2b, which is found to be
less than 1% of the call option price.
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(a) SLV2SR: Repriced call surface at all strikes
and maturities in the grid (b) SLV2SR: Difference between analytical and
MC repriced call surfaces
Figure 4.2: SLV2SR: Call options repriced at all strikes and maturities and the difference
from BS analytical price
Next, the market implied volatility and the implied volatility recovered from the Monte
Carlo repriced options, by inverting the Black-Scholes formula, are compared in Figure 4.3
at maturity T=9.95. In addition the implied volatility recovered from MC prices ±2 MC
errors are presented. It can be seen that recovered implied volatility is in good agreement
with market implied volatility and the latter is found to be well within the ±2 MC error
bounds.
Figure 4.3: SLV2SR: Difference between MC repriced and analytical call options (left),
implied volatility from repriced call options vs market implied volatility at maturity(right)
(T=9.95)
Finally, this procedure is repeated for all the maturities (time slices) in the repriced call
surface, where the market and recovered implied volatility along with implied volatilities
corresponding to ±2 MC pricing errors for a few of the slices are shown in Figure 4.4.
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Figure 4.4: SLV2SR: Implied volatility computed from repriced call option vs the market
implied volatility at various maturities
5 Further Studies and Conclusions
We studied the convergence and the vanilla option repricing accuracy of the LV2DR,
SLV2DR and SLV2SR models calibrated with the proposed algorithms. While all three
models perform decently with recovering market implied volatilities, we found that as the
models get more complex, e.g. when they have higher number of parameters, one needs to
increase the number of simulation paths to maintain the accuracy, which in turn results in
increased calibration time.
We are now in a position to compare the pricing inaccuracies for the three main models
we considered in this paper. With fixed number of calibration and simulation paths, we
observe that the SLV2SR model (see Figures 4.1, 4.2, 4.3) reprices market quotes slightly
more accurately than the SLV2DR model (see Figures 3.5, 3.6, 3.7). In the meantime, we
see that our simplest model, LV2SR (see Figures 2.3, 2.4, 2.5) gives the smallest repricing
errors among the three models.
Recovering market quotes is clearly a property desired for any pricing model. In our
case, the market quotes are vanilla option prices or an implied volatility surface. Yet the
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risk neutral price of a vanilla option depends on the terminal distribution of the underlier,
for which there is a closed form solution. Therefore the three models we are considering are
not strictly mandatory for pricing vanilla options. What about the instruments for which
the payoff depends on the intermediate values of the underliers?
To study the pricing of path dependent options, we consider an up-and-out barrier
call option with 5-year maturity struck at ATMF strike. Without the barrier feature, the
instrument becomes a plain European vanilla call option, which has an analytical solution
under the Black-Scholes model. The models under consideration price the option with
valuation date 2020-04-30 and 100,000 simulation paths as
Model Price Error
Analytical (BS) 0.084379
LV2DR 0.084553 0.000293
LV2SR 0.084633 0.000286
SLV2DR 0.084336 0.000293
SLV2SR 0.084651 0.000289
We note that the analytical price is within the Monte Carlo error for all the four models,
in consistency with the findings of the previous sections.
Now we turn the up-and-out barrier on and set the barrier position at 1.25 times the
ATMF strike. The barrier is active throughout the lifetime of the option. The standard
Black-Scholes model admits an analytical solution for such barriers when the interest rates
are constant [26]. The models under consideration price the option with the same valuation
date and number of simulation paths as
Model Price Error
Analytical (BS) 0.028555
LV2DR 0.028705 0.000108
LV2SR 0.028487 0.000107
SLV2DR 0.029990 0.000114
SLV2SR 0.030084 0.000112
We find that the LV2DR and LV2SR model prices are within 2 Monte Carlo errors of
the analytical price. However the SLV2DR and SLV2SR model prices are observed not to
converge to the analytical BS price. This shows us the impact of stochastic volatility on
the barrier option price.
While the stochasticity of the local volatility has a clear impact on the price of path
dependent instruments, the stochasticity of interest rates have little effect under standard
market conditions, e.g. when the interest rate volatilities are low. We expect this effect to
be more prominent in stressed environments with higher interest rate volatilities, which is
what we study next.
Consider the stochastic rates extension of the Black Scholes model (BS2SR)
dSt =
[
rdt − rft
]
Stdt+ σ
SStdW
S(DRN)
t ,
dxdt =− adtxdt dt+ σdt dW d(DRN)t , rdt = xdt + φdt ,
dxft =
[
−aft xft − ρSfσft σS
]
dt+ σft dW
f(DRN)
t , r
f
t = x
f
t + φ
f
t .
(5.1)
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This model can be seen as a special case of LV2SR with flat local volatility, which allows us
to incorporate results from Section 2. Using (A.9) and Itoˆ’s lemma one can write the SDEs
for the domestic and foreign zero coupon bonds in domestic risk neutral measure as
dP d(t, T )
P d(t, T )
=rdt dt− σdt bd(t, T )dW d(DRN)t ,
dP f (t, T )
P f (t, T )
=
[
rft + ρSfσ
Sσft b
f (t, T )
]
dt− σft bf (t, T )dW f(DRN)t .
(5.2)
Using (2.11) and Lemma A.1, these can be written in the domestic T -forward measure as
dP d(t, T )
P d(t, T )
=
[
rdt +
(
σdt b
d(t, T )
)2]
dt− σdt bd(t, T )dW d(T)t ,
dP f (t, T )
P f (t, T )
=
[
rft + σ
f
t b
f (t, T )
(
ρSfσ
S + ρdfσ
d
t b
d(t, T )
)]
dt− σft bf (t, T )dW f(T)t .
(5.3)
Similarly, the exchange rate process written in the domestic T -forward measure is given by
(c.f. (2.14))
dSt =
[
rdt − rft − ρSdbd(t, T )σdt σS
]
Stdt+ σ
SStdW
S(T)
t . (5.4)
The forward value of the exchange rate is
F (t, T ) ≡ EQ(T) [ST | Ft] = StP
f (t, T )
P d(t, T )
, (5.5)
which is a martingale under the T -forward measure Q(T). Its SDE can be computed from
(5.3), (5.4), and application of Itoˆ’s lemma,
dF (t, T )
F (t, T )
= σSdW
S(T)
t + σ
d
t b
d(t, T )dW
d(T)
t − σft bf (t, T )dW f(T)t . (5.6)
Since the diffusion process above is a linear combination of correlated Brownian motions,
we can extract the total implied variance easily,
Σ2T =(σS)2T + 2σS
∫ T
0
[
ρSdσ
d
t b
d(t, T )− ρSfσft bf (t, T )
]
dt
+
∫ T
0
[(
σdt b
d(t, T )
)2 − 2ρdfσdt bd(t, T )σft bf (t, T ) + (σft bf (t, T ))2] dt. (5.7)
With this quantity one can write down the Black formula for the time zero value of a vanilla
call option as
C(K,T ) =
P d(0, T )
P f (0, T )
[
F (0, T )N(d˜1)−KN(d˜2)
]
, (5.8)
with d˜1 =
log
F (0,T )
K
+ 1
2
Σ2T
Σ
√
T
and d˜2 = d˜1 − Σ
√
T .
The integrals in (5.7) can be evaluated numerically. Therefore, for a given market
implied volatility Σ at a given maturity T and strikeK, one can solve this quadratic equation
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to find the BS2SR volatility σS that will reproduce the market quotes. Conversely, the right
hand side of (5.7) dictates the lower bound of total implied variance for which there is a
solution for the BS2SR model. The lower bound can be evaluated, by taking the derivative
with respect to σS and setting it to zero,
Σ2minT =
∫ T
0
[(
σdt b
d(t, T )
)2 − 2ρdfσdt bd(t, T )σft bf (t, T ) + (σft bf (t, T ))2] dt
− 1
T
(∫ T
0
[
ρSdσ
d
t b
d(t, T )− ρSfσft bf (t, T )
]
dt
)2
.
(5.9)
If the market total implied variance at a given maturity T and strike K is lower than this,
the BS2SR model will not have a solution. As a consequence, the local volatility extension
of this model (LV2SR) will not be calibratable, that is the evaluation of (2.18) during the
application of the calibration algorithm will lead to imaginary values for local volatility
given the already fixed parameters of the interest rate models and the correlations. This
signifies that no real and positive local volatility exists that would reproduce the market
quotes for vanilla options.
As a study, we take the market data as of 2020-04-30, but vary the interest rate model
parameters and corrrelations, and compare the minimum total implied variance admitted
by the BS2SR model for a number of values of interest rate volatilities and correlations. In
particular for a mean reversion adt = a
f
t = 0.01, and volatilities σ
d
t = σ
f
t = 0.02, 0.05 we look
at the minimum total implied variances admitted by the BS2SR model for various values of
ρdf . Figure 5.1 shows that for interest rate volatilities set to 0.02, the market total implied
Figure 5.1: Minimum total implied variances (TIV) allowed by the BS2SR model for various
values of interest rate volatilities and correlations compared to market TIV. ρSd = 0.166,
ρSf = 0.551
variance is lower than the minimum total implied variance admitted by the BS2SR model
at various strikes when the correlation ρdf is below -0.4. In case the interest rate volatilities
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are set to 0.05, the market total implied variance is attainable only when the correlation
ρdf is quite high, around 0.8.
A Supplementary computations
The following finding is utilized in measure transformations throughout the paper.
Lemma A.1. Let
dXt = a(Xt, t)dt+ b(Xt, t)dW
X(A)
t , (A.1)
with
P
(∫ t
0
(|a(Xs, s)|+ ∣∣b2(Xs, s)∣∣) ds <∞) = 1, ∀t ≥ 0,
be an SDE describing the evolution of asset Xt under measure QA whose Brownian motion
W
X(A)
t is correlated to another Brownian motion W
Y (A)
t with a coefficient of correlation
ρXY , that is d
〈
WX(A),W Y (A)
〉
t
= ρXY dt. Let W
Y (B)
t be a Brownian motion under an
equivalent measure QB characterized by the transformation
dQB
dQA
= exp
[
−1
2
∫ t
0
c2(·, s)ds−
∫ t
0
c(·, s)dW Y (A)s
]
, (A.2)
such that
dW
Y (B)
t = dW
Y (A)
t + c(·, t)dt, (A.3)
with P
(∫ t
0 |c(·, s)| ds <∞
)
= 1, ∀t ≥ 0, and c(·, t) is a function of underlying assets of the
SDE system, and time. Then the evolution of Xt under measure QB is described by
dXt = [a(Xt, t)− ρXY b(Xt, t)c(·, t)] dt+ b(Xt, t)dWX(B)t , (A.4)
where W
X(B)
t is a Brownian motion under QB.
Proof. We can decompose the Brownian motion W
X(A)
t into W
Y (A)
t and an independent
Brownian motion Zt, that is d
〈
W Y (A), Z
〉
t
= 0, as
dW
X(A)
t = ρXY dW
Y (A)
t +
√
1− ρ2XY dZt. (A.5)
We note that, as a result of the multi-dimensional Girsanov theorem, Zt is a Brownian
motion under QB.
Now we can use (A.3) and (A.5) to write the process (A.1) as
dXt =a(Xt, t)dt+ b(Xt, t)
[
ρXY dW
Y (A)
t +
√
1− ρ2XY dZt
]
=a(Xt, t)dt+ b(Xt, t)
[
ρXY
(
dW
Y (B)
t − c(·, t)dt
)
+
√
1− ρ2XY dZt
]
= [a(Xt, t)− ρXY b(Xt, t)c(·, t)] dt+ b(Xt, t)dWX(B)t ,
(A.6)
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with
dW
X(B)
t =ρXY dW
Y (B)
t +
√
1− ρ2XY dZt
=dW
X(A)
t + ρXY c(·, t)dt.
(A.7)
We use the following result during the change to T -forward measure in Section 2.1.2.
The limiting case with constant coefficients was investigated in [27]. Here we study the
general case with time dependent coefficients.
Lemma A.2. For the G1++ model (2.2) describing the evolution of the short rate rt,
rt = xt + φt,
dxt = −atxtdt+ σtdWt,
(A.8)
where φt is the deterministic shift function that is calibrated to market yield curve; at is the
mean reversion coefficient, and σt is the volatility coefficient, the following identity holds,
exp
[
−
∫ T
t
rsds
]
= P (t, T ) exp
[
−
∫ T
t
σvb(v, T )dWv − 1
2
∫ T
t
σ2vb
2(v, T )dv
]
. (A.9)
Here, P (t, T ) ≡ E
[
e−
∫ T
t rsds
∣∣Ft] is the time t value of a zero coupon bond maturing at time
T , and b(t, T ) ≡ ∫ Tt e− ∫ vt azdzdv.
Proof. The integral on the left hand side of (A.9) can be split into − ∫ Tt rsds = − ∫ Tt xsds−∫ T
t φsds. We start with integrating the first of these integrals by parts,∫ T
t
xsds =sxs
∣∣T
t
−
∫ T
t
sdxs
=(T − t)xt +
∫ T
t
(T − v)(−avxvdv + σvdWv).
(A.10)
We compute xs by evaluating the following integral∫ s
t
du
(
xue
∫ u
t azdz
)
=
∫ s
t
aue
∫ u
t azdzxudu+
∫ s
t
e
∫ u
t azdz(−auxudu+ σudWu),
which leads to
xs = xte
− ∫ st azdz + ∫ s
t
e−
∫ s
u azdzσudWu. (A.11)
We plug this into (A.10) to get∫ T
t
xsds = (T − t)xt+
∫ T
t
(T −v)
[
−av
(
xte
− ∫ vt azdz +
∫ v
t
e−
∫ v
u azdzσudWu
)
dv + σvdWv
]
.
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The two integrals appearing in the right hand side above can be evaluated by integration
by parts. The first one yields
−
∫ T
t
(T − v)ave−
∫ v
t azdzdv =(T − v)e−
∫ v
t azdz
∣∣T
v=t
+
∫ T
t
e−
∫ v
t azdzdv
=− (T − t) + b(t, T ).
The second one evaluates
−
∫ T
t
(T − v)av
∫ v
t
e−
∫ v
u azdzσudWudv
=−
∫ T
t
(∫ v
t
e
∫ u
t azdzσudWu
)
dv
(∫ v
t
ay(T − y)e−
∫ y
t azdzdy
)
=−
[∫ v
t
e
∫ u
t azdzσudWu
∫ v
t
ay(T − y)e−
∫ y
t azdzdy
]T
v=t
+
∫ T
t
e
∫ v
t azdzσvdWv
∫ v
t
ay(T − y)e−
∫ y
t azdzdy
=−
∫ T
t
e
∫ v
t azdzσvdWv
∫ T
v
ay(T − y)e−
∫ y
t azdzdy
=
∫ T
t
[−(T − v) + b(v, T )]σvdWv.
This leads to ∫ T
t
xsds = xtb(t, T ) +
∫ T
t
σvb(v, T )dWv. (A.12)
Hence
E
[∫ T
t
xudu
]
=xtb(t, T )
Var
[∫ T
t
xudu
]
=
∫ T
t
σ2vb
2(t, T )dv.
Since E
[
e−X
]
= e−µ+
1
2
σ2 where X ∼ N(µ, σ2), we have
P (t, T ) =E
[
e−
∫ T
t (φs+xs)ds
∣∣Ft] = e− ∫ Tt φsds−xtb(t,T )+ 12 ∫ Tt σ2vb2(v,T )dv
=e
∫ T
t xsdse−
∫ T
t rsdse−xtb(t,T )+
1
2
∫ T
t σ
2
vb
2(v,T )dv.
Plugging in (A.12) into this expression gives the desired result.
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