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Abstract
Previously, it was shown that predicting selective mu-
tations leading to topological transitions in the secondary
structure of RNAs can be achieved by a coarse-grain
Laplacian matrix tree graph representation using its sec-
ond eigenvalue. When applying the coarse-grain tree
graph representation, introduced by Shapiro and cowork-
ers in the 80’s, it is possible to predict mutations lead-
ing to conformational rearrangements in RNAs of around
50 nt and higher. However, for small RNAs, such rep-
resentations at the level of stems, bulges, and loops
become ineffective. Recently, there is an interest in in-
vestigating secondary structure rearrangements in small
RNAs, following their structural probing by compara-
tive imino proton NMR spectroscopy. For computational
predictions of mutations leading to the structure re-
arrangements of small RNAs, it is necessary to use a
ﬁne-grain graph representation as introduced by Water-
man in the 70’s at the level of nucleotides. Each nucleotide
becomes a node in the graph and its equivalent Lapla-
cian matrix is of the size N × N for a sequence of N nu-
cleotides. Conformational rearrangements caused by
mutations can be studied using measures to assess the dif-
ferences between Laplacian matrices of ﬁne-grain graph
representations. The second eigenvalue of the Lapla-
cian matrix can be used to ﬁlter mutations that lead to
a structure similar to the wildtype but additional mea-
sures are needed. Image analysis techniques, by moving
a sliding window over Laplacian matrices, can facili-
tate in differentiating between local rearrangements and
global rearrangements.
1. Background
The computational prediction of mutations that lead to
conformational rearrangements in the secondary structure
of RNAs can be used for various applications. First, it can
assist in RNA evolution simulations, as suggested in [1].
Second, it can be used to predict deleterious mutations that
interfere with RNA regulation (riboswitch examples in [1])
and assist in the design of bi-stable RNAs [2]. An earlier
study proposing mutation predictions in RNA secondary
structure can be found in [3].
For predicting topological changes in the secondary
structure of RNAs, a coarse-grain tree graph representa-
tion that was initiated by Shapiro and coworkers at the level
of stems, bulges, and loops [4,5,6] was used in the afore-
mentioned works. In [1,2] the second eigenvalue of the
Laplacian matrix corresponding to the coarse-grain tree
graph representation was shown to provide a good es-
timate in practice for measuring distances between sec-
ondary structure mutants and the wildtype. Using theorems
that specify the upper and lower bounds of the alge-
braic connectivity of tree-graphs [7,8] it was possible to
detect candidate mutations leading to conformational re-
arrangements in RNA sequences of around 50nt and
higher. This was performed by successive folding predic-
tions using mfold [9] or the Vienna package [10] for the
wildtype sequence and the various layers of mutations in-
serted (single-point, double-point, etc). By arranging
the data in eigenvalue tables [1,2] it is possible to dis-
card the majority of possible combinations that are not
suspected for causing global rearrangements in the struc-
ture.
A challenging task is to extend the methodologyfor pre-
dicting topological changes in small RNAs at a ﬁner res-
olution. For RNA sequences that are less than 50nt long,
coarse-grain tree graph representations are less effective.
Fine-grain graph representations at the level of nucleotides
introduced in [11] (see also [10,12] for various other pos-
sibilities) are needed. A matrix representation correspond-
ing to the ﬁne-grain graph (see Figure 1) can be used in
the same manner as with the coarse-grain graph [1]. How-
ever,otherdistancemeasuresbetweenthe wildtypeandmu-
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cian matrix are needed. We are currently investigating im-
age analysis techniques as a consequence of viewing the
Laplacian matrix as an image, for differentiating between
local rearrangements and global rearrangements to predict
mutations leading to structural transitions in small RNAs.
2. Biological Relevance
Recently,there is a renewedinterest in studyingbi-stable
RNAs. Their successful structural probing by comparative
imino proton NMR spectroscopy [13,14] prompts the de-
sign of artiﬁcial RNA secondary structures possessing bi-
stability properties. For this purpose, various computational
predictions to assist in the design and detection of bi-stable
RNAs [15,16] can be used. We propose a complementary
approach for such predictions based on mutation simula-
tions. As was validated by comparing to the experimen-
tal results of LeCuyer and Crothers [17] our computational
method with the coarse-grain tree graph representation is
abletopredictthesingle-pointmutationthatdrivestheRNA
moleculeinto a bi-stable structure [2]. However,for smaller
RNAs such as the ones examined in [13] and depicted in
Figure 2, the coarse-grain graph representation becomes in-
effective. The ﬁne-grain graph representation can poten-
tially enable predicting mutations leading to bi-stability in
small RNAs. Details concerning the developed methodol-
ogy and its application will be given elsewhere.
Figure 1. Fine-Grain Laplacian Matrix Graph Rep-
resentationofthe Hammerhead RibozymeHairpin.
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Figure 2. Fine-Grain Graph Representation of a
Bi-Stable RNA taken from [13].
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