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NATURALITY OF SYMMETRIC IMPRIMITIVITY THEOREMS
ASTRID AN HUEF, S. KALISZEWSKI, IAIN RAEBURN, AND DANA P. WILLIAMS
Abstract. The first imprimitivity theorems identified the representations of
groups or dynamical systems which are induced from representations of a sub-
group. Symmetric imprimitivity theorems identify pairs of crossed products by
different groups which are Morita equivalent, and hence have the same repre-
sentation theory. Here we consider commuting actions of groups H and K on a
C∗-algebra which are saturated and proper as defined by Rieffel in 1990. Our main
result says that the resulting Morita equivalence of crossed products is natural in
the sense that it is compatible with homomorphisms and induction processes.
1. Introduction
Suppose that a locally compact group G acts freely and properly on the right of
a locally compact space T , and rt is the induced action on C0(T ). Green proved in
[4] that the crossed product C0(T )⋊rt G is Morita equivalent to C0(T/G). Raeburn
and Williams considered diagonal actions rt ⊗ α on G on C0(T,B) = C0(T ) ⊗ B,
and showed in [18] that C0(T,B)⋊rt⊗αG is Morita equivalent to the induced algebra
IndTG(B, α). Motivated by the idea that C0(T/G) and Ind
T
G(B, α) are playing the
role of a fixed-point algebra for the action of G, Rieffel studied a family of proper
actions (A, α) for which there is a generalized fixed-point algebra Aα in M(A) [21].
Rieffel proved in particular that if α is an action of G on a C∗-algebra A and if
φ : C0(T ) →M(A) is an equivariant nondegenerate homomorphism, then the reduced
crossed product A⋊α,r G is Morita equivalent to A
α (see [22, Theorem 5.7] and [21,
Corollary 1.7]); taking A = C0(T,B) gives the result in [18].
Rieffel’s construction of Aα starts from a dense subalgebra A0 of A with properties
like those of Cc(T ) in C0(T ); while in practice there always seems to be an obvious
candidate for A0 which gives the “right answer”, A
α does ostensibly depend on the
choice of A0, and several authors have tried in vain to find a canonical choice [3, 22].
Alternatively, as in [10], we can try to say upfront what “right” means, and prove
that Rieffel’s construction has these properties. The idea is, loosely, that construc-
tions should be functorial and isomorphisms, such as those implemented by Morita
equivalences, should be natural. This program has already had some significant ap-
plications, especially in nonabelian duality for crossed products of C∗-algebras [10, 7].
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In [6], we showed that the assigments (A, α, φ) 7→ A⋊α,rG and (A, α, φ) 7→ A
α can
be extended to functors RCP and Fix between certain categories whose morphisms are
derived from right-Hilbert bimodules, and whose isomorphisms are given by Morita
equivalences. The main result of [6] says that Rieffel’s Morita equivalences give a
natural isomorphism between RCP and Fix.
All these Morita equivalences have symmetric versions. For Green’s theorem, the
symmetric version involves commuting free and proper actions of two groupsH andK
on the same space T , and says that C0(T/H)⋊K is Morita equivalent to C0(T/K)⋊H
(this is marginally more general than the version proved in [20]). If in addition α
and β are commuting actions of H and K on a C∗-algebra B, then the symmetric
imprimitivity theorem of [11, 17] gives a Morita equivalence between crossed products
IndTH(B, α)⋊rt⊗βK and Ind
T
K(B, β)⋊rt⊗αH . Work of Quigg and Spielberg [16] implies
that there is a similar Morita equivalence for the reduced crossed products. In [9,
Corollary 3.8], we found a symmetric version of Rieffel’s equivalence for a pair of
commuting proper actions on a C∗-algebra A, and then recovered the Quigg-Spielberg
theorem by taking A = C0(T,B) (see [9, §4]). Symmetric imprimitivity theorems have
found significant applications (see [12, 1], for example), and there are analogues for
groupoids [13, 19], for graph algebras [15], and for Fell bundles [14].
Here we consider commuting free and proper actions of H and K on T , and form
a category whose objects (A, σ, τ, φ) consist of commuting actions σ : H → AutA
and τ : K → AutA, and an equivariant nondegenerate homomorphism φ : C0(T ) →
M(A). We show that there are functors FixH and FixK based on the assignments
(A, σ, τ, φ) 7→ (Aσ, τ¯ ) and (A, σ, τ, φ) 7→ (Aτ , σ¯), and prove that Rieffel’s bimodules
X(A, σ, τ, φ) from [9, Corollary 3.8] give a natural isomorphism between the functors
RCP ◦ FixH and RCP ◦ FixK . This is interesting even in the situation of [17], where it
gives the naturality of Quigg and Spielberg’s symmetric imprimitivity theorem, and
in the one-sided case, where it yields naturality of the Morita equivalence of [18].
2. Preliminaries
Throughout this paper, G, H , and K are locally compact groups, all of which
act on the right of a locally compact space T . The actions of H and K are always
assumed to commute. We denote by rt the action of any of them on C0(T ) by right
translation: rtg(f)(t) = f(t · g)
We use the same categories and notation as in [6]. In particular, C* is the category
whose objects are C∗-algebras and whose morphisms are isomorphism classes of right-
Hilbert bimodules. In the category C*act(G), the objects (A, α) consist of an action α
of G on a C∗-algebra A, and the morphisms [X, u] : (A, α)→ (B, β) are isomorphism
classes of right-Hilbert A–B bimodules X with an α–β compatible action u of G.
In the semi-comma category C*act(G, (C0(T ), rt)), the objects are triples (A, α, φ),
where (A, α) is an object in C*act(G) and φ : C0(T )→M(A) is an rt–α equivariant
nondegenerate homomorphism. The morphisms from (A, α, φ) to (B, β, ψ) are the
same as the morphisms from (A, α) to (B, β) in C*act(G).1
1In [6], we were only interested in free and proper actions of G, but there is no reason to make
this restriction when defining the semi-comma category C*act(G, (C0(T ), rt)).
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Commuting actions σ, τ of H , K (on spaces, C∗-algebras or Hilbert modules)
are essentially the same as actions σ × τ of G = H × K, and hence we can apply
the construction of the previous paragraph with G = H × K. However, to em-
phasize the symmetry of our situation, we view the comma category as a category
C*act(H,K, (C0(T ), rt)) in which the objects are quadruples (A, σ, τ, φ) such that
(A, σ× τ, φ) is an object of the semi-comma category C*act(H ×K, (C0(T ), rt)); the
morphisms from (A, σ, τ, φ) to (B, µ, ν, ψ) are then triples [X, u, v] such that [X, u×v]
is a morphism from (A, σ × τ, φ) to (B, µ× ν, ψ) in C*act(H ×K, (C0(T ), rt)).
Remark 2.1. We stress that, when we assume that H and K act freely and properly
on T , we are not assuming thatH×K acts freely and properly, because then we would
lose the main applications of the symmetric imprimitivity theorem. For example, let
T = R, H = Z and K = Z, take an irrational number θ, and define r · h := r + hθ
and r ·k = r+k for r ∈ T , h ∈ H , k ∈ K: then the symmetric imprimitivity theorem
implies that the irrational rotation algebra Aθ is Morita equivalent to Aθ−1.
3. Defining the Functors
In this section we define functors on C*act(H,K, (C0(T ), rt)) analogous to RCP and
Fix from [6], but which only deal with the H- or K-part of the action, and which
take values in an equivariant category.
Proposition 3.1. The assignments
(A, σ, τ, φ) 7→ (A⋊σ,r H, τ ⋊ idH) and [X, u, v] 7→ [X ⋊u,r H, v ⋊ idH ]
define a functor RCPH from C*act(H,K, (C0(T ), rt)) to C*act(K), where τ ⋊ idH is
the action of K given by (τ ⋊ idH)k(f)(h) = τk(f(h)) for f ∈ Cc(H,A) (and similarly
for v ⋊ idH).
Proof. Let F : C*act(H × K) → C*act(H × K) be the subgroup-crossed-product
functor from [2, Theorem 3.24], applied to the normal subgroup H ⊂ H ×K. With
αdec and wdec the “decomposition actions” of H ×K as defined in [2, Section 3.3.1],
F is given by
(A, α) 7→ (A⋊α|,r H,α
dec) and [X,w] 7→ [X ⋊w|,r H,w
dec].
With α = σ × τ , for k ∈ K and f ∈ Cc(H,A) we have
αdec(e,k)(f)(h) = ∆H(e)σe
(
τk
(
f(e−1he)
))
= τk(f(h)) = (τ ⋊ idH)k(f)(h),
and similarly, if w = u×v, then wdec(e,k) = (v⋊idH)k. So if we let Res : C*act(H×K) →
C*act(K) be the restriction functor from [2, Corollary 3.17] applied to the subgroup
K ⊂ H ×K, we see that the composition Res ◦ F is given by
(A, σ × τ) 7→ (A⋊σ,r H, τ ⋊ idH) and [X, u× v] 7→ [X ⋊u,r H, v ⋊ idH ].
Defining RCPH to be the composition of Res ◦ F with the forgetful functor from
C*act(H × K, (C0(T ), rt)) to C*act(H × K) which takes (A, α, φ) to (A, α) gives
the result. 
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For the next result, we observe that the proof of [7, Proposition 4.1] only requires
that the normal subgroup N ⊂ G acts freely and properly; the basic factorization
result in [6, Corollary 2.3], which is invoked in the proof, applies in the semi-comma
category for arbitrary actions of G on T . So if H acts freely and properly on T , we
can apply [7, Proposition 4.1] with G = H ×K, N = H and G/N = K. This gives
a fixed-point functor FixKH from C*act(H,K, (C0(T ), rt)) to C*act(K, (C0(T/H), rt))
with object and morphism maps
(A, σ × τ, φ) 7→ (Aσ, (σ × τ)K , φH) and [X, u× v] 7→ [Fix(X, u), (u× v)
K ].
Now we introduce the notation
τ¯ = (σ × τ)K , Xu = Fix(X, u), and v¯ = (u× v)K .
and define FixH to be the composition of Fix
K
H with the forgetful functor from
C*act(K, (C0(T/H), rt)) to C*act(K). Then we have:
Proposition 3.2. Suppose that the action of H on T is free and proper. Then the
assignments
(3.1) (A, σ, τ, φ) 7→ (Aσ, τ¯ ) and [X, u, v] 7→ [Xu, v¯]
define a functor FixH from C*act(H,K, (C0(T ), rt)) to C*act(K).
4. Naturality
Suppose that the actions of H and K on T are free and proper. Then for each
object (A, σ, τ, φ) of C*act(H,K, (C0(T ), rt)), the hypotheses of [9, Theorem 4.4] are
satisfied; therefore A0 := span{φ(f)aφ(g) | f, g ∈ Cc(T ), a ∈ A} can be completed to
give an Aσ ⋊τ¯ ,r K – A
τ
⋊σ¯,r H imprimitivity bimodule, which we will denote here by
X(A, σ, τ, φ). The isomorphism class [X(A, σ, τ, φ)] is an isomorphism in the category
C* from Aσ ⋊τ¯ ,r K = RCP ◦ FixH(A, σ, τ, φ) to A
τ
⋊σ¯,r H = RCP ◦ FixK(A, σ, τ, φ).
Theorem 4.1. Suppose that H and K act freely and properly on T . Then
(A, σ, τ, φ) 7→ [X(A, σ, τ, φ)]
is a natural isomorphism between the functors RCP ◦ FixH and RCP ◦ FixK from
C*act(H,K, (C0(T ), rt)) to C*.
Our strategy for proving Theorem 4.1 is as follows. First, we present a natural
isomorphism between the functors FixH and RCPH defined in Section 3. This is done in
Proposition 4.2, which is an equivariant version of [6, Theorem 3.5]. Composing with
RCP gives a natural isomorphism between RCP ◦ FixH and RCP ◦ RCPH (Corollary 4.4).
Since the iterated crossed-product functors RCP ◦ RCPH and RCP ◦ RCPK are easily seen
to be naturally isomorphic, we obtain a natural isomorphism by composition:
RCP ◦ FixH ∼ RCP ◦ RCPH ∼ RCP ◦ RCPK ∼ RCP ◦ FixK .
The last step of the proof is to identify the bimodules underlying this composition
with X(A, σ, τ, φ); this requires the reworking of [9, Theorem 4.4] in Proposition 4.6.
For each object (A, σ, τ, φ) of C*act(H,K, (C0(T ), rt)), the triple (A, σ, φ) is an
object of C*act(H, (C0(T ), rt)) with H acting freely and properly. Thus Rieffel’s
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theory provides an A⋊σ,r H – A
σ imprimitivity bimodule Z(A, σ, φ) which is a com-
pletion of A0 := Cc(T )ACc(T ). Now τ restricts to an action of K on A0 which,
by the proof of [9, Proposition 4.2], extends to an action (τ ⋊ idK , τ, τ¯) of K on
Z(A, σ, φ). Thus [Z(A, σ, φ), τ ] is an isomorphism in the category C*act(K) between
(A⋊σ,r H, τ ⋊ idK) = RCPH(A, σ, τ, φ) and (A
σ, τ¯) = FixH(A, σ, τ, φ).
Proposition 4.2. Suppose that the action of H on T is free and proper. Then
(A, σ, τ, φ) 7→ [Z(A, σ, φ), τ ]
is a natural isomorphism between the functors RCPH and FixH from the category
C*act(H,K, (C0(T ), rt)) to C*act(K).
Proof. We follow the “canonical decomposition” strategy of the proof of [6, The-
orem 3.5]. So suppose [X, u, v] is a morphism from (A, σ, τ, φ) to (B, µ, ν, ψ) in
C*act(H,K, (C0(T ), rt)). Then by [6, Corollary 2.3],
2 there exists an isomor-
phism [Y, u, v] : (K, ζ, η, χ) → (B, µ, ν, ψ) in C*act(H,K, (C0(T ), rt)) given by
K–B imprimitivity bimodule Y , and a morphism [κ] : (A, σ, τ, φ) → (K, ζ, η, χ) in
C*act(H,K, (C0(T ), rt)) coming from a σ – ζ and τ – η equivariant nondegenerate
homomorphism κ : A→ M(K), such that [X, u, v] is the composition:
(A, σ, τ, φ)
κ
// (K, ζ, η, χ)
(Y,u,v)
// (B, µ, ν, ψ).
Consider the following diagram in C*act(K), which is an equivariant version of
diagram (4.9) from the proof of [6, Theorem 3.5]:
(A⋊σ,r H, τ ⋊ idH)
κ⋊rH
((P
PP
PP
PP
PP
PP
PP
PP
PP
P
(Z(A,σ,φ),τ)
//
(X⋊u,rH,v⋊idH )

(Aσ, τ¯)
(Xu,v¯)

κ|
~~}}
}}
}}
}}
}}
}
(K⋊ζ,r H, η ⋊ idH)
(Z(K,ζ,χ),η)
//
(Y ⋊u,rH,v⋊idH)
vvnn
nn
nn
nn
nn
nn
nn
nn
nn
(Kζ , η¯)
(Y u,v¯)
  
AA
AA
AA
AA
AA
A
(B ⋊µ,r H, ν ⋊ idH)
(Z(B,µ,ψ),ν)
// (Bµ, ν¯).
(4.1)
Here the arrow labeled κ⋊rH denotes (the isomorphism class of) K⋊ζ,rH viewed as
an equivariant right-Hilbert (A⋊σ,rH)–(K⋊ζ,rH)-bimodule with the left action given
by κ ⋊r H , and similarly for κ|. Thus the left and right triangles of (4.1) commute
by functoriality of RCPH and FixH .
The upper quadrilateral of (4.1) is an equivariant version of diagram (3.1) in [10,
Theorem 3.2] (see also [10, Remark 3.3]). That result provides an isomorphism Φ :
Z(A, σ, τ) ⊗Aσ K
ζ → Z(K, ζ, χ) such that Φ(a ⊗ EH(c)) = κ(a)EH(c) for a ∈ A0
and c ∈ K0 = span{χ(f)dχ(g) | f, g ∈ Cc(T ), d ∈ K}, where E
H is the averaging
2As we have observed earlier, we can apply [6, Corollary 2.3] to C*act(H×K, (C0(T ), rt)) without
the assumption that H ×K acts freely and properly on T .
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process which maps K0 into K
ζ (see [10, Section 2]). Hence to prove that this upper
quadrilateral commutes, we need to check that
(4.2) Φ ◦ (τ ⊗ η¯)k = ηk ◦ Φ for k ∈ K.
We break off our argument for a lemma:
Lemma 4.3. For k ∈ K and c ∈ K0, η¯k
(
EH(c)
)
= EH
(
η(c)
)
.
Proof. By linearity, we may suppose c = fdg with f, g ∈ Cc(T ) and d ∈ K, where
to reduce clutter we write fdg for χ(f)dχ(g). Then for h ∈ Cc(T ) and k ∈ K, we
compute, using [10, Lemma 2.2],
hη¯k
(
EH(fdg)
)
= η¯k
(
(ηk)
−1(h)EH(fdg)
)
= η¯k
(∫
H
(ηk)
−1(h)ζs(fdg) ds
)
.
Thus, since the integral is norm-convergent and since η and ζ commute, we have
hη¯k
(
EH(fdg)
)
=
∫
H
hζs
(
ηk(fdg)
)
ds = hEH
(
ηk(fdg)
)
. 
End of the proof of Proposition 4.2. For k ∈ K, a ∈ A0 and c ∈ K0, Lemma 4.3 gives
Φ
(
τk ⊗ η¯k(a⊗ E
H(c))
)
= Φ
(
τk(a)⊗ η¯k
(
EH(c)
))
= Φ
(
τk(a)⊗ E
H
(
ηk(c)
))
= κ
(
τk(a)
)
EH
(
ηk(c)
)
= ηk
(
κ(a)
)
η¯k
(
EH(c)
)
= ηk
(
κ(a)EH(c)
)
= ηk
(
Φ(a⊗ EH(c)
)
.
This establishes (4.2), and shows that the upper quadrilateral of (4.1) commutes.
Now we turn to the bottom quadrilateral of (4.1). Here, all the morphisms arise
from imprimitivity bimodules, and we showed in the proof of [6, Theorem 3.5] that
such a diagram commutes in C* (that is, without the actions of K) by observing
that L(Y )L(u) = L(Y u) and that L(Y )⋊L(u),r H is isomorphic to L(Y ⋊u,r H) by [8,
Proposition 3.4]. Then we applied [2, Lemma 4.6] to get the requisite imprimitivity-
bimodule isomorphisms. To see that the diagram commutes in C*act(K) just requires
that these isomorphisms be equivariant, and this is proved in [2, Lemma 4.9]. This
completes the proof of Proposition 4.2. 
Corollary 4.4. Suppose H and K act freely and properly. Then the assignment
(A, σ, τ, φ) 7→ [Z(A, σ, φ)⋊τ,r K]
is a natural isomorphism between the functors RCP ◦ RCPH and RCP ◦ FixH from the
category C*act(H,K, (C0(T ), rt)) to C*.
The corollary, which can be viewed as an asymmetric version of Theorem 4.1, is an
immediate consequence of Proposition 4.2 and the following elementary lemma.
Lemma 4.5. Suppose that the assigment A 7→ ζA is a natural isomorphism between
functors F1 and F2 into a category C. If F3 is a functor defined on C, then the
assigment A 7→ F3(ζA) is a natural isomorphism between F3 ◦ F1 and F3 ◦ F2.
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Given an imprimitivity bimodule Y , we denote the dual bimodule by
Y ∼ = {♭(y) | y ∈ Y }.
Proposition 4.6. Suppose H and K act freely and properly. For each object
(A, σ, τ, φ) of C*act(H,K, (C0(T ), rt)), there is an (A
σ
⋊τ¯ ,r K)–(A
τ
⋊σ¯,r H) imprim-
itivity bimodule isomorphism
X(A, σ, τ, φ) ∼=
(
Z(A, σ, φ)⋊τ,r K
)∼
⊗Σ
(
Z(A, τ, φ)⋊σ,r H
)
,
where the balanced tensor product incorporates the natural isomorphism
(4.3) Σ : (A⋊σ,r H)⋊τ⋊id,r K ∼= (A⋊τ,r K)⋊σ⋊id,r H.
Proof. Theorem 4.4 of [9] implies thatX(A, σ, τ, φ) is isomorphic to the tensor product
(4.4) (X ⋊τ,r K)⊗Σ
(
Z(A, τ, φ)⋊σ,r H
)
,
where the unfortunately-named X in (4.4) is a module built on A0 as defined in the
beginning of Section 2 of [9], and is equivariantly isomorphic to Z(A, σ, φ)∼. The map
on Cc(K,A0) given by f 7→ ♭(f
∗), where f ∗(k) := ∆K(k)
−1τk
(
f(k−1)∗
)
, extends to
an imprimitivity bimodule isomorphism of X ⋊τ,r K onto (Z(A, σ, φ) ⋊τ,r K)
∼, and
the result follows. 
Proof of Theorem 4.1. It follows from Corollary 4.4 that the assignment
(A, σ, τ, φ) 7→
[
Z(A, σ, φ)⋊τ,r K
]−1
=
[(
Z(A, σ, φ)⋊τ,r K
)∼]
is a natural isomorphism between RCP ◦ FixH and RCP ◦ RCPH ; symmetrically,
(A, σ, τ, φ) 7→ [Z(A, τ, φ)⋊σ,r H ]
is a natural isomorphism between RCP ◦ RCPK and RCP ◦ FixK . It is a straightfor-
ward computation to verify that the isomorphism Σ at (4.3) indeed gives a natural
isomorphism between RCP ◦ RCPH and RCP ◦ RCPK ; composing these three and using
Proposition 4.6, we see that the assignment
(A, σ, τ, φ) 7→ [Z(A, τ, φ)⋊σ,r H ] ◦ [Σ] ◦
[(
Z(A, σ, φ)⋊τ,r K
)∼]
=
[(
Z(A, σ, φ)⋊τ,r K
)∼
⊗Σ
(
Z(A, τ, φ)⋊σ,r H
)]
= [X(A, σ, τ, φ)]
is a natural isomorphism between RCP ◦ FixH and RCP ◦ FixK , as desired. 
5. Applications
We view objects in C*act(H × K) as triples (B, α, β) consisting of commuting
actions α : H → AutB and β : K → AutB. Suppose that the actions of H
and K on T are free and proper. Then the symmetric imprimitivity theorem of
[17] says that IndTH(B, α) ⋊rt⊗β K is Morita equivalent to Ind
T
K(B, β) ⋊rt⊗α H (and
provides a concrete bimodule which is a completion of Cc(T,B)). As explained in [5,
Corollary 3], it follows from [16, Lemma 4.1] that the reduced crossed products are
Morita equivalent via a quotient Y (B, α, β) of the bimodule of [17].
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Corollary 5.1. Suppose that H and K act freely and properly on T . Then the
assignments
(B, α, β) 7→ IndTH(B, α)⋊rt⊗β,r K and (B, α, β) 7→ Ind
T
K(B, β)⋊rt⊗α,r H
are the object maps for functors FH and FK on C*act(H ×K), and the assignment
(B, α, β) 7→ [Y (B, α, β)]
is a natural isomorphism between FH and FK .
Proof. Define φ : C0(T ) → M(C0(T,B)) by φ(f) = f ⊗ 1. It is not hard to see that
there is a functor CT : C*act(H × K) → C*act(H,K, (C0(T ), rt)) which sends the
object (B, α, β) to (C0(T,B), rt ⊗ α, rt ⊗ β, φ). Then it follows from Theorem 4.1
(and general nonsense such as Lemma 4.5) that the assignment
(B, α, β) 7→ [X(C0(T,B), rt⊗ α, rt⊗ β, φ)]
is a natural isomorphism between RCP ◦ FixH ◦ CT and RCP ◦ FixK ◦ CT. Therefore we
can complete the proof of the Corollary by showing that the relevant generalized fixed-
point algebras coincide with the induced algebras, and that the modules Y (B, α, β)
and X(C0(T,B), rt ⊗ α, rt⊗ β, φ) are isomorphic as imprimitivity bimodules, hence
define the same isomorphism in the category C*.
The dense subalgebra A0 = Cc(T )C0(T,B)Cc(T ) of C0(T,B) is Cc(T,B). Then for
f, g ∈ A0, the Fix(C0(T,B), rt⊗ α)-valued inner product 〈f , g〉 is multiplication by
the function
s 7→
∫
H
αt(f(st)
∗g(st)) dt,
which is the same as the IndTH(B, α)-valued inner product on Cc(T,B) in [17]. Hence
Fix(C0(T,B), rt ⊗ α) and Ind
T
H(B, α) are the same subalgebra of M(C0(T,B)). A
similar argument applies to IndTK(B, β).
To see that Y (B, α, β) is isomorphic to X(C0(T,B), rt⊗α, rt⊗ β, φ), we just need
to check that the two sets of actions and inner products on Cc(T,B) coincide, and
this is a straightforward calculation. 
When K = {e}, IndTK(B, β) = C0(T,B) and [5, Corollary 4] implies that
C0(T,B)⋊rt⊗α H = C0(T,B)⋊rt⊗α,r H.
Both the bimodule X(C0(T,B), rt ⊗ α, id, φ) and the bimodule W (B, α) in [18] are
completions of Cc(T,B), and again the formulas for the actions and inner products
turn out to be the same. Hence we obtain the naturality of the Morita equivalence
for diagonal actions from [18].
Corollary 5.2. Suppose that H acts freely and properly on T . Then there are functors
on C*act(H) whose maps on objects are given by
(B, α) 7→ Ind(C, α) and (B, α) 7→ C0(T,B)⋊rt⊗α H,
and the assignment
(B, α) 7→ [W (B, α)]
is a natural isomorphism between these two functors.
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