Konzepte der Anwendungsentwicklung für und mit Multi-Touch by Freitag, Georg
Konzepte der Anwendungsentwicklung
für und mit Multi-Touch
Dissertation





Dipl. Inf. (FH) Georg Freitag
geboren am 25. Februar 1981 in Karl-Marx-Stadt
Betreuender Hochschullehrer und Gutachter:
Prof. Dr.-Ing. habil. Rainer Groh (Technische Universität Dresden)
Gutachter:
Prof. Dr. rer. nat. Markus Wacker (Hochschule für Technik und Wirtschaft Dresden)
Fachreferent:
Prof. Dr. rer. nat. habil. Gerhard Weber (Technische Universität Dresden)
Tag der Verteidigung: 05. März 2015
Dresden im März 2015

Konzepte der Anwendungsentwicklung für und mit Multi-Touch
ZUSAMMENFASSUNG
Mit dem Aufkommen natürlicher Benutzerschnittstellen zum Erreichen einer möglichst in-
tuitiven Interaktion mit Computern wird auch über die Bedeutung der Gestaltungsaspekte
LO O K und FE E L der darzustellenden Benutzeroberflächen neu verhandelt. Dies bedeutet für
den Entwurf und die Entwicklung neuer Anwendungen, die bisherigen Vorgehensmodelle,
Werkzeuge und Interaktionen zu überdenken und hinsichtlich der neuen Herausforderungen
zu überprüfen.
Als Leitmotiv der vorliegenden Arbeit dient der Ansatz: Ähnliches wird durch Ähnliches ent-
wickelt, der sich am Beispielfall der Multi-Touch-Technologie konkret mit dem Forschungs-
raum der natürlichen Benutzerschnittstellen auseinandersetzt. Anhand der drei aufeinander
aufbauenden Aspekte Modell, Werkzeug und Interaktion wird die besondere Stellung des
FE E L S betont und diskutiert. Die Arbeit konzentriert sich dabei besonders auf die Phase des
Prototypings, in der neue Ideen entworfen und später (weiter-) entwickelt werden.
Die Arbeit nähert sich dabei dem Thema schrittweise an, vom Abstrakten hin zum Konkreten.
Hierzu wird zunächst ein neu entwickeltes Vorgehensmodell vorgestellt, um auf die Beson-
derheiten des FE E L S im Entwicklungsprozess natürlicher Benutzerschnittstellen eingehen
zu können. Das Modell verbindet Ansätze agiler und klassischer Modelle, wobei die Iteration
und die Entwicklung von Prototypen eine besondere Stellung einnehmen. Ausgehend vom
neu vorgestellten Modell werden zwei Einsatzbereiche abgeleitet, die entsprechend des
Leitmotivs der Arbeit mit zu konzipierenden Multi-Touch-Werkzeugen besetzt werden. Dabei
wird besonderer Wert darauf gelegt, den Entwickler in die Rolle des Nutzers zu versetzen,
indem die beiden Aktivitäten Umsetzung und Evaluation am selben Gerät stattfinden und
fließend ineinander übergehen. Während das für den Entwurf erstellte Konzept ’T I Q U I D’
die Nachbildung von Verhalten und Abhängigkeiten mittels gestengesteuerter Animation
ermöglicht, stellt das Konzept ’L I Q U I D’ dem Entwickler eine visuelle Programmiersprache
zur Umsetzung des FE E L S zur Verfügung.
Die Bewertungen der beiden Werkzeuge erfolgte durch drei unabhängige Anwendungstests,
welche die Einordnung im Entwicklungsprozess, den Vergleich mit alternativen Werkzeugen
sowie die bevorzugte Interaktionsart untersuchten. Die Resultate der Evaluationen zeigen,
dass die vorab gesteckten Zielstellungen einer einfachen Verwendung, der schnellen und
umgehenden Darstellung des FE E L S sowie die gute Bedienbarkeit mittels der Multi-Touch-
Eingabe erfüllt und übertroffen werden konnten.
Den Abschluss der Arbeit bildet die konkrete Auseinandersetzung mit der Multi-Touch-
Interaktion, die für Entwickler und Nutzer die Schnittstelle zum FE E L der Anwendung ist.
Die bisher auf die mittels Berührung beschränkte Interaktion mit dem Multi-Touch-Gerät wird
im letzten Abschnitt der Arbeit mit Hilfe eines neuartigen Ansatzes um einen räumlichen
Aspekt erweitert. Aus dieser Position heraus ergeben sich weitere Sichtweisen, die einen
neuen Aspekt zum Verständnis von nutzerorientierten Aktivitäten beitragen. Diese, anhand
einer technischen Umsetzung erprobte Vision neuer Interaktionskonzepte dient als Ansporn
i
und Ausgangspunkt zur zukünftigen Erweiterung des zuvor entwickelten Vorgehensmodells
und der konzipierten Werkzeuge.
Der mit dieser Arbeit erreichte Stand bietet einen gesicherten Ausgangspunkt für die wei-
tere Untersuchung des Fachgebietes natürlicher Benutzerschnittstellen. Neben zahlreichen
Ansätzen, die zur vertiefenden Erforschung motivieren, bietet die Arbeit mit den sehr kon-
kreten Umsetzungen T I Q U I D und L I Q U I D sowie der Erweiterung des Interaktionsraumes
Schnittstellen an, um die erzielten Forschungsergebnisse in die Praxis zu übertragen. Eine
fortführende Untersuchung des Forschungsraumes mit Hilfe alternativer Ansätze ist dabei
ebenso denkbar wie der Einsatz einer zu Multi-Touch alternativen Eingabetechnologie.
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Waren Computer früher noch Exoten, die sich durch Form und Verwendung eindeutig von
anderen Maschinen und Geräten abgrenzten, so sind sie heute Objekte des Alltags, die sich
in fast allen Bereichen unseres Lebens wiederfinden und zuweilen fast unsichtbar in die
Umwelt integriert wurden. Dass es sich dabei um die Nachfolger der früheren Rechenma-
schinen und Personal Computer handelt, ist oftmals nicht mehr ersichtlich. Mit dem Begriff
des Ubiquitous computing wird die Allgegenwart von Computern bezeichnet, deren Vorhan-
densein aufgrund dieser nahtlosen Integration in unser Umfeld immer weniger bewusst
wahrgenommen wird [Wei91].
Dennoch treten wir als Nutzer auch weiterhin bewusst mit Computern in Interaktion, um
Anfragen zu stellen, Information abzurufen oder Aufgaben zu erledigen. Der hierbei auftre-
tende Austausch von Daten erfolgt über eine Benutzerschnittstelle, die die Kommunikation
zwischen Mensch und Computer definiert, steuert und dabei übersetzt. Üblicherweise exis-
tieren für den Computer auch Schnittstellen zu anderen technischen Geräten, wie zur Ein-
und Ausgabe von Informationen. Während es sich bei diesen anderen Schnittstellen jedoch
um technisch standardisierte Übertragungskanäle zwischen ebenso technischen Bestandtei-
len handelt (z.B. einem Drucker), erfordert die Schnittstelle zwischen Mensch und Computer
eine gesonderte Sichtweise, die vom Menschen als Ziel und Initiator der Interaktion aus
betrachtet werden muss [BK14, S.1f]. Aus diesem Grund orientiert sich die Gestaltung der
Mensch-Computer-Interaktion an den kognitiven und sensorischen Fähigkeiten des Nutzers
und geht auf dessen Bedürfnisse und Schwächen ein [Ras01, S.24].
Die Benutzeroberfläche ist hierbei der wichtigste Bestandteil der Mensch-Computer-Schnitt-
stelle, die im Buch ’Das intelligente Interface’ [Ras01] vom Autor Jef Raskin wie folgt
beschrieben wird: „Die Anwender wünschen sich eine einfache Bedienung und gute Ergeb-
nisse. Und alles, was sie sehen können, ist die Oberfläche. Soweit es den Verbraucher
betrifft, ist die Oberfläche das eigentliche Produkt.“ [Ras01, S.22]. Diese in ihrer Klarheit
überraschende wie nachvollziehbare Aussage fasst die besondere Stellung der Benutze-
roberfläche damals und heute treffend zusammen. Umso wichtiger wird es damit, deren
Entwicklung über die letzten Jahre hinweg zu verstehen.
Der Einsatz der Kommandozeile (CUI – Command-line User Interface) in der Mitte der
sechziger Jahre stellt den Beginn der interaktiven Schnittstelle zwischen Mensch und Com-
puter dar (siehe [@Ra04]). Mit dieser Eingabemöglichkeit können Nutzer mit Hilfe der Tas-
tatur Anfragen, Befehle und Parameter zur Bearbeitung an den Computer übergeben. Die
Verwendung von eindeutigen Code-Befehlen sowie deren Parametrisierung und mögliche
Kombination führt zwar zur direkten und vollständig durch den Nutzer kontrollierten Art der
Interaktion mit dem Computer [DFAB07, S.137f]. Dennoch wird diese Art der Interaktion
als sehr komplex wahrgenommen, da sie aufgrund des notwendigen Vorwissens nur von
einem kleinen Teil der Anwender (den Experten) effizient genutzt werden kann. Zur Zeit
der dominanten Verwendung der CUI war der Computer somit nur wenigen Personen zur
Bearbeitung spezialisierter Probleme zugänglich (vgl. [PD10, S.172f]).
3
1 Einleitung
Dies ändert sich grundlegend mit der kommerziellen Verfügbarkeit grafischer Benutzer-
schnittstellen (GUI – Graphical User Interface) zu Beginn der achtziger Jahre (siehe [PD10,
S.177f]) und dem verstärkten Einsatz von Metaphern1 zur Beschreibung der Funktionalität.
Die auf dem realen Schreibtisch als Arbeitsplatz basierende Desktop-Oberfläche führte die
auch heute noch gebräuchlichen Standardelemente Fenster, Icons, Menüs und Zeiger ein
(WIMP – Windows, Icons, Menues, Pointers), durch die sich die Bedienbarkeit der Benutzer-
schnittstelle auf einen sehr viel größeren Kreis an Nutzern erweitern lies. Zudem konnte in
vielen Bereichen eine deutliche Verbesserung der Bedienbarkeit festgestellt werden (siehe
[PD10, S.181f]). Die wichtigen Neuerungen liegen zum einen in der ikonischen Repräsenta-
tion von Interaktionsmöglichkeiten mit dem System (den Icons). Das vormals notwendige
(bewusste) Erinnern an Befehle bei der Verwendung der CUI wurde durch die (unbewusste)
Wiedererkennung von Grafiken und Symbolen ersetzt, was zu einer geringeren kognitiven
Belastung führt [PD10, S.40f]. Zum anderen profitierten die GUIs von der Entwicklung der
Computermaus Ende der sechziger Jahre (vgl. [PD10, S.177f]), über deren Schnittstelle
(der Mauszeiger) Programme und Funktionen ausgewählt und gestartet werden können.
Die durch beide Faktoren verringerte Zeit des Erlernens führt zu einer spürbaren Verbesse-
rung der Gebrauchstauglichkeit, vor allem für unerfahrene Nutzer. Mit Einführung der GUI
wandelte sich somit die Rolle des Computers vom Expertengerät hin zu einem Konsum-
gerät. Anstatt von wenigen, konnte dieses nun von einer Vielzahl von Nutzern bedient und
verwendet werden.
Einen weiteren rasanten Wechsel erleben wir seit Beginn des Jahrtausends [@AM11] mit
der Einführung der natürlichen Benutzerschnittstelle (NUI – Natural User Interface), die peu
à peu Einzug in unseren computerisierten Alltag hält und die bisher bekannten Mensch-
Computer-Schnittstellen zu ersetzen und zu verbessern sucht. Die Kennzeichnung ’natür-
lich’2 bezieht sich dabei nicht auf die Benutzeroberfläche an sich (siehe Abbildung 1.1), die
eine Nachbildung eines realen Vorbildes sein könnte, sondern auf die Art und die Weise




hang mit der entsprechen-
den Benutzerschnittstelle
[WW11, S.13].
Computern soll dabei dem Verhalten des Menschen entsprechen, das auch in der realen
Umwelt ohne Computer auftritt. Die NUI bedingt somit neben einer neuen Benutzerober-
fläche (Software) auch die Entwicklung neuer Technik und Geräte (Hardware), welche das
natürliche Verhalten der Nutzer erfassen muss. Unter Zuhilfenahme der dafür notwendigen
Technik wird eine direkte Art der Interaktion ermöglicht. Direkt bezeichnet dabei sowohl die
Interaktion mit dem Körper als auch die Interaktion direkt mit den Objekten, anstatt über zu-
sätzliche Eingabegeräte. Populärstes Beispiel ist die Multi-Touch-Technologie, die vor allem
in Smartphones und Tablets eingesetzt wird und durch die der Nutzer mittels seiner Finger
Eingaben tätigt.
1 Diese dient der Übertragung von Wissen aus einem Kontext in einen anderen. In Benutzeroberflächen soll
somit der Austausch von Informationen effizient, erfolgreich und einfach gestaltet werden (vgl. [PD10, S.89]).
2 Der Begriff der Natürlichkeit geht auf die Arbeit von Steve Mann [Man01] zurück. In dieser bringt er die
Natürlichkeit des Nutzers und der Umgebung in Verbindung mit tragbaren (wearable) und allgegenwärtigen
(ubiquitous) Computern.
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Die mit den natürlichen Benutzerschnittstellen verbundene Hoffnung ist die direkte Ver-
wendbarkeit von Anwendungen - ohne vorherige Einarbeitungszeiten. Hierdurch soll die Art
und Weise, wie der Nutzer mit Computern interagiert, nachhaltig verändert werden [Hen13].
Die Interaktion mit NUIs wird oftmals mit dem Merkmal der intuitiven Verwendbarkeit
beschrieben, welche durch den Rückgriff auf bereits erlerntes Wissen und Erkundungstech-
niken gekennzeichnet ist (siehe [PFL+09]). Dem folgenden Anspruch, Interaktion generell
intuitiv zu gestalten, kann aber auch mit NUIs und der damit verbundenen direkten Bedie-
nung nicht per se nachgekommen werden [Nor10]. Vielmehr erfordert die Gestaltung der
Benutzerschnittstelle die gesonderte Berücksichtigung des Nutzers, seiner Gewohnheiten
und des Vorwissens, welches er sowohl in der realen als auch in der digitalen Welt erworben
haben kann. Dieses Wissen wird beim Nutzer für dessen Interaktion mit dem Computer
als bekannt vorausgesetzt. Eine etablierte Zukunftsvision zu diesem Thema lässt sich auf
Mark Weiser [Wei91] zurückführen. In ihr wird der Computer als ein für uns transparentes
Werkzeug zur Erreichung unserer Ziele beschrieben, das sich dem Zweck der natürlichen
Verwendung vollkommen angepasst hat. Dass diese Vision mittels der NUIs noch nicht
erreicht wurde, findet sich im Artikel von Don Norman [Nor10], in dem die angestrebte
Natürlichkeit der Benutzerschnittstelle kritisch hinterfragt wird. Ein Ziel der vorliegenden
Arbeit ist es, die Schnittstelle zwischen Mensch und Computer intuitiver und somit für den
Nutzer transparenter zu gestalten.
Einer der wichtigsten Aspekte, mit denen sich die Benutzerschnittstelle beschreiben lässt,
ist deren ’LO O K & FE E L’. Der mit dem Aufkommen der grafischen Benutzerschnittstelle ge-
bräuchlich gewordene Begriff beschreibt die Darstellung (LO O K) und das Verhalten (FE E L)
einer Benutzerschnittstelle und fasst diese in griffige Schlagworte zusammen [Dam97]. Das
LO O K einer Anwendung umfasst dabei alle deren visuelle Bestandteile und entspricht dem,
was der Nutzer bei der Verwendung des Programms als Benutzeroberfläche wahrnimmt.
Die in der Oberfläche enthaltenen Bestandteile sind überwiegend multimedial, haben eine
definierte Reihenfolge sowie Abmessung und sind zu einander angeordnet und ausgerich-
tet. Zusätzlich beschreibt das LO O K einer Anwendung auch, wie Elemente markiert sowie
hervorgehoben werden und in welcher visuellen Form die Anwendung auf Nutzereingaben
reagiert (siehe [GFIR09]).
Das FE E L einer Anwendung umfasst die Summe des generellen Verhaltens auf Nutzerein-
gaben und Systemereignisse sowie die Funktionen der interaktiven Anwendung. Im Gegen-
satz zum LO O K ist das FE E L für die Augen des Nutzers nicht augenblicklich sichtbar, sondern
erschließt sich erst im Verlauf des Gebrauchs der Anwendung. In der Arbeit von Myers u.
a. [MPN+08] wird das FE E L als jener Teil beschrieben, der sich mit visuellen Werkzeugen
(wie Adobe Photoshop [@Ad14c]) nicht abbilden lässt und für den es notwendig ist, andere
Wege der Beschreibung zu finden. Das FE E L einer Anwendung umfasst auch die ganzheit-
liche Interaktion, beginnend mit der Vorabvisualisierung (Feed-Forward), über die Eingabe
bis hin zur Rückmeldung (Feedback) durch die Anwendung. Eine weiter ausführende und
für die Arbeit angepasste Beschreibung der beiden Begriffe LO O K und FE E L findet sich in





drei für die Entwicklung
natürlicher Benutzerschnitt-
stellen relevanten Begriffe:
FL OW, LO O K und FE E L.
Neben der als LO O K & FE E L geprägten Schlagwortkombination einer Anwendung hat der
Begriff ’FL OW’ eine relevante Bedeutung für die Entwicklung von Benutzerschnittstellen.
Er fokussiert die Struktur und die Architektur der Anwendung sowie deren Bestandteile.
Dies umfasst beispielsweise den Wechsel zwischen verschiedenen Ansichten innerhalb
der Anwendung oder den Austausch von Ereignissen und Daten zwischen Bestandteilen
der Benutzeroberfläche und dem zugrundeliegenden System [MPN+08]. Der FL OW stellt
einen technischen Blick auf die Anwendungen sowie deren Struktur dar. Im Gegensatz
zum LO O K & FE E L hat er oftmals weniger Relevanz, wenn Anwendungen äußerlich und
funktionell gestaltet werden, wie es in der vorliegenden Arbeit geschieht. Eine grafische
Erläuterung der drei Begriffe FL OW, LO O K und FE E L findet sich in Abbildung 1.2.
Obwohl es sich beim LO O K & FE E L um zwei separate Begriffe handelt, werden diese bei
der Beschreibung grafischer Benutzeroberflächen häufig als eine zusammenhängende Ei-
genschaft aufgefasst. Dies wandelte sich allerdings mit dem Aufkommen der NUI, in der
sich die (technischen) Möglichkeiten des FE E L S und damit auch das Verhältnis von LO O K
und FE E L deutlich veränderte. Ist die Rolle des FE E L S in grafischen Schnittstellen auf das
einfache Verhalten vorgefertigter Komponenten begrenzt, so ist es dessen Aufgabe in NUIs,
die Natürlichkeit interaktiver Anwendungen zu vermitteln [WW11, S.9f]. Dies bedeutet, dass
eine Verschiebung des Entwicklungsfokus zu beobachten ist, von der Gestaltung der Benut-
zeroberfläche (LO O K) hin zu dessen Verhalten (FE E L) [Hen13]. Berücksichtigt man darüber
hinaus die Bedeutung der Benutzerschnittstelle als sichtbaren Teil der zugrundeliegenden
Anwendung (siehe [Ras01, S.22]) sowie deren verhältnismäßig hohen Entwicklungskosten
(siehe [BLM03]), so lässt sich die ansteigende Wichtigkeit des FE E L S als zu gestaltender
Bestandteil der Interaktion zwischen Mensch und Computer abschätzen.
In Tabelle 1.1 findet sich eine kurze Zusammenfassung der unterschiedlichen Aspekte der
Benutzerschnittstellenentwicklung für die kommandozeilenbasierte (CUI), grafische (GUI)
und natürliche Benutzerschnittstelle (NUI), die auf der Arbeit von [Hen13] aufbaut. Einige der
darin verwendeten Begriffe werden im Folgenden kurz erläutert. Das ’Vorwissen’ beschreibt
die erforderlichen Anforderungen, die beim Nutzer vorhanden sein müssen, um die Benut-
zerschnittstelle und somit das Programm zu verwenden. Die ’Orientierung’ bezieht sich auf
den inhaltlichen und funktionellen Schwerpunkt der Schnittstellenentwicklung und somit auf
die Art und Weise, wie Nutzer und Anwendung mittels der Schnittstelle in Interaktion treten.
Die ’Umsetzung’ soll einen visuellen Eindruck von dem geben, wie sich Henseler [Hen13]
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grafischen (GUI) und natür-
lichen Benutzerschnittstelle
(NUI), angelehnt an die Arbeit
von [Hen13].
den Ablauf bei der Realisierung von Anwendungen vorstellt. Hierbei entsprechen die darge-
stellten Punkte Start und Ziel der Umsetzung, während die Linie deren Verlauf repräsentiert
(siehe Tabelle 1.1). Bei der CUI ist die Umsetzung stark auf Probieren und Testen ausgelegt,
da das Ergebnis weder vorab erahnt werden kann noch die Wirkung der unterschiedlichen
Befehle und Parameter ohne Probieren erlernbar ist. Anders verhält es sich bei der Verwen-
dung einer GUI, die verstärkt auf standardisierte und konsistente Gestaltung ausgerichtet
ist. Nach dem Erlernen des Werkzeugs kann das gesammelte Wissen zur Umsetzung der
Aufgabe angewendet werden. Die Verwendung der NUI soll nach Henseler [Hen13] idea-
lerweise vollkommen intuitiv sein. Die daraus resultierende Bedienung ist somit direkt und
erfolgt ohne vorheriges Wissen über die angebotenen Handlungsoptionen.
1.1 MOTIVATION
Das NUI wurde mit dem Anspruch eingeführt, eine intuitive Bedienung einer Anwendung
für den Nutzer zu erreichen. Allerdings werden zunehmend Stimmen laut, dass dieser
Anspruch nicht erreicht wird. Johnny Lee [Lee10] weist in seiner Arbeit darauf hin, dass
die Herausforderung von NUI in der kontextsensitiven Gestaltung von Anwendungen und
den dazugehörigen Interaktionen liegt. Ziel deren Gestaltung sei es, die Intention des
Nutzers und dessen Verhaltens zu berücksichtigen, um Eingaben im Kontext zu verstehen
und entsprechend zu reagieren. So kann eine Benutzerschnittstelle entwickelt werden,
die an die Bedürfnisse des Nutzers angepasst ist und nicht umgekehrt. Weiter beschreibt
Lee [Lee10], dass die Herausforderung hierbei weniger in der verfügbaren Technologie als
vielmehr im Verständnis des menschlichen Denkens und Handelns bei der Erfüllung einer
Aufgabe läge. Dies sei aber oftmals noch nicht möglich und bedürfe für bisher verfügbare
Nutzerschnittstellen einer längeren und intensiven Phase des Erlernens. Insgesamt lässt
sich feststellen, dass Lee [Lee10] noch erhebliches Forschungs- und Entwicklungspotenzial
für die Entwicklung selbstverständlich zu verwendender natürlicher Benutzerschnittstellen
sieht.
Ähnlich kritisch wird die aktuelle Entwicklung von NUI in den Artikeln von Norman [Nor10]
sowie Norman und Nielsen [NN10] hinterfragt. Im Fokus steht die Umsetzbarkeit unter-
schiedlicher Aufgaben mittels der NUI und inwiefern deren Entwicklung auf bisheriges
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Wissen und Erfahrungen mit Benutzerschnittstellen zurückgreift. Die Schlussfolgerungen
beider Arbeiten weisen auf eine ungenügende Umsetzung des Interaktionskonzeptes und
dessen Darstellung hin. Das bewusste Übergehen definierter Gestaltungsrichtlinien3 durch
Entwickler und Firmen sowie das Fehlen neuer Hinweise und Anforderungen für die Er-
stellung von NUIs überträgt sich auch auf die Umsetzung des FE E L-Aspekts, der oftmals
nur dem FE E L in grafischen Benutzerschnittstellen nachempfunden ist [Hen13]. Noch einen
Schritt weiter geht die Arbeit von Jetter, Gerken und Reiterer [JGR10], die aufgrund des
übermäßigen Einsatzes von Gesten bei solchen Schnittstellen die Gebrauchstauglichkeit
von NUIs sogar als ähnlich gering einstufen wie die der kommandozeilenbasierten Schnitt-
stellen. All diese negativen Tendenzen waren nicht ersichtlich, als Visionäre wie Weiser
[Wei91] und Mann [Man01] über die Zukunft und den Einsatz von NUIs sprachen. Dabei tritt
die beschriebene Problematik nicht erst bei der Verwendung der NUI auf, sondern schon
viel früher im Entwicklungsprozess, bei deren Konzeption.
Die Umsetzung von NUIs stellt die am Konzept und der Entwicklung beteiligten Personen
vor die Herausforderung, innovative Interaktionen und Darstellungen einander und Nutzern
anschaulich zu präsentieren. Vor allem für die Arbeit mit interdisziplinären Teams bedarf es
Möglichkeiten, vorgeschlagene Ideen einfach und schnell abzubilden. Bisher werden auf-
grund des Mangels an geeigneten Werkzeugen Techniken eingesetzt, die das angestrebte
Verhalten interaktiver Anwendungen imitieren (z.B. Mockups). Diese Ansätze stellen da-
bei aber nur eine beispielhafte und abstrakte Form der Bedienung und der Reaktion des
Systems dar. Sollen alternative Varianten und Interaktionsmöglichkeiten vorgestellt und
diskutiert werden, so führt dies bei imitierenden Ansätzen zu einem hohen zeitlichen Mehr-
aufwand, der den Vorteil des Ansatzes schmälert.
Ein Hauptansatzpunkt aus den oben zitierten Arbeiten war, den Aspekt des FE E L S besser
und stärker auf die Besonderheiten der neuen Benutzerschnittstellengruppe NUI abzustim-
men. Eine dazu geeignete Technik ist die detailreiche Abbildung mit Hilfe von Skriptsprachen
und Programmierwerkzeugen (siehe [MPN+08; CH10]). Hierbei wird das Verhalten nicht nur
imitiert, sondern vollständig entwickelt und implementiert. Der zeitliche Mehraufwand zur
Umsetzung rentiert sich immer dann, wenn anstatt abstrakter Einsatzkonzepte konkrete
Anwendungsfälle diskutiert und geprüft werden sollen. Aus dem Ansatz des Skripting er-
geben sich jedoch andere Problematiken. Diese sind maßgeblich darauf zurückzuführen,
dass die zum Skripting verwendeten Werkzeuge grafische Benutzeroberflächen besitzen
und mittels Maus und Tastatur bedient werden. Hierbei tritt ein Paradigmenwechsel zwi-
schen der Entwicklung mittels einer GUI und einer entwickelten Anwendung mit einer NUI
auf, der bereits in der Arbeit von Kammer u. a. [KHKT11, S.118] thematisiert wird. Dabei
bezieht sich der Wechsel nicht nur auf die verwendeten Eingabegeräte, sondern auch auf
die Darstellungsform, welche sich von einer textuellen Repräsentation im Programmier-
werkzeug hin zu einer grafischen Darstellung in der entwickelten Anwendung verändert.
Der damit einhergehende Wechsel zwischen den unterschiedlichen Benutzerschnittstellen
GUI und NUI kann zudem zu einer generellen Beeinträchtigung der Arbeitsweise führen
3 Beispielsweise die ISO-Norm zur benutzerzentrierten Gestaltung interaktiver Systeme [@In10].
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(siehe [WG04]). Werden Anwendungen mit NUIs für separate Geräte (z.B. Smartphones
oder Tablet-Computer) entwickelt, so kommt neben dem Wechsel der Darstellungsform ein
zum Teil erheblicher Mehraufwand bei der Portierung auf das jeweilige Gerät hinzu (siehe
Abbildung 1.3). Der damit einhergehende zeitliche Aufwand entsteht maßgeblich durch die
Trennung von Entwicklung und Evaluation, der bereits bei kleinen Änderungen notwendig
wird. Dass die Evaluation auf dem Zielgerät dabei ein notwendiges Mittel zur Bestimmung






Ein zentraler Aspekt der Entwicklungsproblematik von NUIs ist somit der fortwährende
Wechsel zwischen (grafischen und natürlichen) Benutzeroberflächen, das heißt zwischen
der Verwendung von Maus und Tastatur und Fingereingaben. Die vorliegende Arbeit hat
daher als Ansatz die Vereinigung von Entwicklung und prüfender Verwendung4 einer Anwen-
dung auf einem gemeinsamen Gerät mit einer natürlichen Benutzerschnittstelle. Die Arbeit
fokussiert hierbei vorwiegend auf die Untersuchung von Multi-Touch-Anwendungen und
Geräten. Die Eingaben erfolgen mittels Fingern, wodurch sich Multi-Touch-Anwendungen di-
rekt entwickeln und benutzen lassen. Ein Umweg über alternative und für den Einsatzzweck
umständliche Eingabegeräte (wie Maus und Tastatur) ist dann nicht mehr notwendig. Damit
soll ein Beitrag für das Verständnis und die Entwicklung von NUIs hin zu der geforderten
intuitiven Nutzung geleistet werden.
Mögliche Vorteile bei der Vereinigung von Entwicklung und Verwendung werden auch in
anderen Bereichen gesehen. So bietet der angestrebte und vorgestellte Einsatz eines digi-
talen Werkzeugs die Möglichkeit, bereits frühzeitig digitale Prototypen zu entwickeln, diese
zu teilen und zu archivieren. Im Gegensatz zu händisch erstellten Versionen ermöglicht der
digitale Prototyp die beliebige Vervielfältigung und Weiterentwicklung. Diese Eigenschaft
bietet Potential zur Erarbeitung einer Vielzahl an Entwurfskonzepten, wodurch bereits früh-
zeitig in der Entwicklungsphase einer Anwendung Fragen und Problemstellungen erkannt
und berücksichtigt werden können.
4 Die während der Entwicklungsphase auftretende prüfende Verwendung wird in der vorliegenden Arbeit als




’Similia similibus solvuntur’ übersetzt: Ähnliches wird von Ähnlichem gelöst - ist ein einfa-
cher Lehrsatz der Chemie, der besagt, dass sich Stoffe mit ähnlichen Strukturen gut inein-
ander lösen lassen. Dieser Idee folgend lässt sich das Leitthema der Arbeit beschreiben:
Ähnliches wird durch Ähnliches entwickelt.
Dieser Grundsatz findet bereits seit Jahren Berücksichtigung für grafische Benutzerschnitt-
stellen, bei denen Werkzeuge und zu entwickelnde Anwendungen über die gleiche Benut-
zeroberfläche verfügen und bedient werden. Im Gegensatz dazu stecken Werkzeuge und
Konzepte zur Entwicklung natürlicher Benutzerschnittstellen noch in den Kinderschuhen.
Die vorliegende Arbeit soll einen Beitrag dazu leisten dies zu ändern, indem sie konzep-
tionell den Prozess der Anwendungsentwicklung sowie deren Umsetzung mit Hilfe der
gleichen Benutzerschnittstelle betrachtet. Exemplarisch wird dies am Beispiel der Multi-
Touch-Technologie erarbeitet, bei der es sich um die entscheidende Innovationen heutiger
natürlicher Benutzerschnittstellen handelt. Hierbei liegt ein besonderes Augenmerk auf der
Integration des FE E L S und dessen gesonderte Berücksichtigung im Prozess der Anwen-
dungsentwicklung. Die Arbeit setzt sich hierzu aus den drei Bestandteilen Modell, Werkzeug
und Interaktion zusammen, deren Beziehung zueinander in Abbildung 1.4 dargestellt ist und
die in der Arbeit als Leitfaden für das Leitthema nacheinander thematisiert und bearbeitet
werden. Bei der Behandlung des Aspektes Modell beschreibt die vorliegenden Arbeit das
strukturierte Vorgehen bei der Entwicklung von Multi-Touch-Anwendungen, mit der die be-
sondere Rolle des FE E L S für natürliche Benutzerschnittstellen berücksichtigt werden soll.
In Angrenzung zum Werkzeug definiert das in der Arbeit verwendete Modell Abschnitte,
aus denen sich Anforderungen und Vorgaben für die Gestaltung der Werkzeuge ableiten
lassen. Unter dem Aspekt des Werkzeugs beschreibt die Arbeit Mittel und Wege, das FE E L
für Multi-Touch-Anwendungen zu modellieren, wobei die Werkzeuge selbst mittels Multi-
Touch-Eingaben bedient werden. In Angrenzung zur Interaktion definieren die in der Arbeit
entwickelten Werkzeuge die Art und Weise, wie Interaktionen in die Anwendungen einge-
tragen werden sowie die Anpassung der Werkzeuge an die Eingabeart Multi-Touch. Der
Aspekt der Interaktion wird in dieser Arbeit auf zwei Ebenen betrachtet. Zum einen enthält
der Aspekt der Interaktion die Grundanforderungen der Arbeit, die Gestaltung des FE E L S
von der Interaktion her zu denken und mittels eines Multi-Touch-Werkzeugs zu entwickeln.
Zum anderen wagt die Arbeit einen Blick über die bisherigen Möglichkeiten Multi-Touch
basierter Eingaben hinaus. In Angrenzung zum Modell definiert die Interaktion die Anforde-
rungen zur Gestaltung eines einheitlichen Prozesses, der sich der Entwicklung natürlicher
Benutzerschnittstellen im Allgemeinen und der des FE E L S im Besonderen widmet.
Ein weiterer, wichtiger Aspekt der vorliegenden Arbeit ist die in Abbildung 1.4 dargestellte
fortwährende Wandlung des ’Bearbeiters’ und Entwicklers der Anwendung zum ’Nutzer’
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Abbildung 1.4
Die drei Aspekte Modell,
Werkzeug und Interaktion bil-
den in der vorliegenden Ar-
beit den Ansatz zur konzeptio-
nellen Entwicklung von Multi-
Touch-Anwendungen, in wel-
cher der Entwickler selbst
zum Nutzer wird.
und wieder zum Bearbeiter. Dieser Kreislauf entsteht dadurch, dass die zu erstellende
Benutzerschnittstelle selbst Bestandteil der Entwicklung ist. Hierdurch wird der Bearbeiter
in die Rolle des Nutzers versetzt, der die Evaluation auf demselben Gerät mit Gesten
ausführen kann. Seine Erfahrungen als Nutzer fließen wiederum in die weitere Umsetzung
der Anwendung ein. Die vormals klar definierten und abgegrenzten Rollen des Bearbeiters
und des Nutzers werden dadurch aufgebrochen und gehen ineinander über.
Als Zielgruppe für das in der Arbeit vorgestellte Vorgehensmodell sowie die konzipierten
Werkzeuge werden interdisziplinäre Teams gesehen, die vor allem in der frühen Entwick-
lungsphase am Entwurf und der Konzeption von natürlichen Benutzerschnittstellen beteiligt
sind (vgl. [PMW09]). In solchen Gruppen dient der Hauptteil der Arbeit dem gegenseiti-
gen Austausch von Ideen und Konzepten, die in kurzen Iterationen erstellt und diskutiert
werden. Dabei besteht aufgrund der unterschiedlichen beteiligten Disziplinen kein gemein-
sames Vorwissen, auf das bei der Entwicklung von Werkzeugen aufgebaut werden kann.
Zudem erlauben wechselnde Zielstellungen und Anforderungen keine Einarbeitungszeit in
Umsetzungstechniken oder Programmiersprachen. Dies erfordert, dass die zu entwickeln-
den Werkzeuge möglichst direkt und ohne längere Anlaufzeit verwendet werden müssen.
Entsprechend der Zielgruppe wird das Einsatzgebiet der in dieser Arbeit zu konzipierenden
Werkzeuge zu Beginn der Erstellung von Multi-Touch-Anwendungen gesehen. Vor allem
die hierbei vorherrschende abstrakte Beschreibung von LO O K und FE E L bietet den Einsatz
von Werkzeugen an, die aufgrund der einfachen Verwendung und Bedienung Probleme im
Verständnis und der Umsetzung aufdecken und Lösungsansätze andeuten können.
Die Arbeit fokussiert die Eingabe auf planaren Oberflächen mit Hilfe der Multi-Touch--
Technologie und grenzt sich gegen die Interaktion im Raum ab. Hierbei stehen Aspekte
des Operierens5 im Vordergrund, die zur Erstellung von natürlicher Benutzerschnittstellen
verwendet werden. Dieser Vorgang entspricht der Emersion, der gegenüber der Immersi-
on ein übergeordnetes, ausführendes Verhalten beschreibt (vgl. [Gro14, S.117f]). Zudem
bietet der Zwang der abgegrenzten Fläche und ihrer zweidimensionalen, planaren Ober-
fläche einen erschöpflichen Spielraum an Interaktions- und Verhaltenstechniken, die auf
5 Operieren im Sinne von Erstellen, Verändern und Bearbeiten digitaler Inhalte.
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dem erlernten Wissen grafischer Benutzerschnittstellen aufbauen. Anhand dieses Wissens
fortzufahren, anstatt Konzepte frei und ohne Bezug zu gelernten Verhaltensweisen zu ent-
werfen, ist eine der Forderungen von Norman und Nielsen [NN10]. Letztlich knüpft die
Arbeit durch den Ansatz Ähnliches mit Ähnlichem zu entwickeln an bereits existierende
Interaktionstechniken und Anwendungsszenarien an.
Eine Charakteristik der vorliegenden Arbeit ist die besondere Gewichtung des FE E L S so-
wohl im Modell, wie den Werkzeugen und der Interaktion. Die beiden weiteren Aspekte
LO O K und FL OW werden zwar nicht gänzlich vernachlässigt, eine gesonderte Berücksich-
tigung findet in der Arbeit jedoch nicht statt. Ähnlich verhält es sich mit der Verwendung
von Gesten zur Interaktion und zur Eingabe auf dem Multi-Touch-Gerät. Hierbei liegt der
Schwerpunkt auf deren Integration in die durch die Werkzeuge zu erstellenden Anwen-
dungen sowie die Reaktion des Systems auf Veränderungen. Eine Entwicklung neuartiger
Gesten sowie deren Wiedererkennung werden in der vorliegenden Arbeit nicht weiter ver-
folgt. Eine letzte Konkretisierung bezieht sich auf die konzeptionellen Werkzeuge, die einen
neuartigen Zugang zur Entwicklung natürlicher Benutzerschnittstellen bieten sollen. Hierzu
wird ein visueller Ansatz gewählt, der weder eine Nachbildung klassischer Werkzeuge mit
grafischen Benutzerschnittstellen darstellt noch diese um gestische Eingabemöglichkeiten
erweitert. Zudem erfolgt in der vorliegenden Arbeit eine Konzentration auf die konzeptionel-
le Herangehensweise anstatt auf deren programmiertechnische Umsetzung. Wird dennoch
auf Details der Programmarchitektur eingegangen, so dient dies zur Verdeutlichung des fle-
xiblen Aufbaus und zur möglichen Erweiterung der bisherigen Entwicklung bezüglich neuer
Bestandteile und Einsatzszenarien.
Die hier beschriebene Zielstellung der Arbeit, Ähnliches mit Ähnlichem zu entwickeln, sowie
die Umsetzung des FE E L S bei der Entwicklung von Multi-Touch-Anwendungen verstärkt zu
berücksichtigen, soll anhand von drei allgemeinen Hypothesen festgehalten werden. Diese
beziehen sich auf die zu konzipierenden Werkzeuge, die im zu entwickelnden Modell einge-
ordnet und mit der Multi-Touch-Eingabe bedient werden. Die konzipierten Werkzeuge:
• H1: . . . besitzen aufgrund des geringen Schwellwertes eine kurze Einarbeitungszeit
und können direkt verwendet werden.
• H2: . . . können das FE E L einer Multi-Touch-Anwendung gegenüber anderen Ansätzen
einfacher und direkter abbilden.
• H3: . . . werden durch die Verwendung der Multi-Touch-Eingabe einfacher bedient.
Der Wahrheitsgehalt der Hypothesen wird im weiteren Verlauf der Arbeit mit Hilfe dreier,
voneinander unabhängiger Evaluationen untersucht (siehe Kapitel 5). In diesen werden die
in dieser Arbeit konzipierten Werkzeuge mit weiteren verglichen, welche sich ebenso für
die Erstellung interaktiver Anwendungen wie für den Einsatz während der Entwurfs- und
Entwicklungsphase eignen.
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1.3 AUFBAU
Die Arbeit beginnt mit der Betrachtung des aktuellen Standes der Technik für bestehende
Vorgehensmodelle, für den Prozess und die Produkte des Prototyping sowie für verwandte
Werkzeuge zur Entwicklung interaktiver Anwendungen (Kapitel 2). In Kapitel 3 folgt die
Vorstellung eines für die Entwicklung des FE E L S angepassten Vorgehensmodells sowie
eine erste Evaluation zur Umsetzung des FE E L S mit bestehenden Werkzeugen. Die anhand
des Modells und der Bewertung gesammelten Anforderungen und Vorgaben dienen als
Rahmen für die in Kapitel 4 beschrieben zwei Werkzeugekonzepte. In Abschnitt 4.1 werden
hierzu Gemeinsamkeiten der beiden Werkzeugansätze erläutert, bevor in Abschnitt 4.2 und
4.3 die beiden unterschiedlichen Konzepte im Detail beschrieben werden. Deren Bewertung
schließt sich in Kapitel 5 an. Hierbei liegt der Fokus auf den im Vorfeld aufgestellten Hypothe-
sen. Im vorletzten Kapitel werden mögliche Formen der Interaktion mit Multi-Touch-Geräten
betrachtet, die über die natürlichen Beschränkungen dieser Technologie hinausgehen. Die
darin entwickelten Konzepte dienen einer Weiterentwicklung der in Kapitel 4 vorgestellten
Werkzeuge. Den Abschluss der Arbeit bildet das Kapitel 7, das die in der Arbeit erreich-




2 STAND DER TECHNIK

Konzepte der Anwendungsentwicklung für und mit Multi-Touch
Die Entwicklung von Anwendungen mit und durch natürliche Benutzerschnittstellen (NUI)
beginnt nicht bei null, sondern baut auf den Erfahrungen und der Expertise der Umsetzung
grafischer Benutzerschnittstellen auf. Die hierfür entwickelten Vorgehensmodelle, Phasen
und Werkzeuge sind aus Notwendigkeiten heraus entstanden, die im vorliegenden Kapitel
näher betrachtet werden sollen. Das Kapitel unterteilt sich hierzu in die drei Kategorien
’Software-Entwicklung’, ’Prototyping’ und ’Digitale Werkzeuge’ sowie einer angeschlosse-
nen Zusammenfassung. Im Vorfeld erfolgt jedoch die Herleitung einer für die vorliegenden
Arbeit notwendigen Definition der grundlegenden Begriffe LO O K und FE E L.
Der zweite Abschnitt des Kapitels beschreibt einführend die Motivation für die Verwendung
von Vorgehensmodellen in der Software-Entwicklung. Folgend werden klassische und neu-
artige Modelle vorgestellt und hinsichtlich deren Verwendbarkeit zur Entwicklung natürlicher
Benutzerschnittstellen geprüft. Der dritte Abschnitt beschreibt die Rolle des Prototypings
während der Entwicklung von Anwendungen allgemein und differenziert Aspekte des Pro-
zesses sowie des zu entwickelnden Produktes (Prototyp) im Detail. Aus dem Prozess des
Prototypings werden die zwei Phasen des Entwurfes und der Entwicklung abgeleitet, wel-
che den Einsatzbereich für die in Kapitel 4 zu konzipierenden Werkzeuge beschreiben. Im
vierten Abschnitt des Kapitels werden für die Phasen Entwurf und Entwicklung Werkzeu-
ge des Prototypings vorgestellt. Hierbei liegt der Schwerpunkt auf deren Verwendung zur
Umsetzung von interaktiven Anwendungen sowie deren Funktionsumfang. Für die in Ka-
pitel 4 zu entwickelnden Werkzeuge dienen sie als Anregung und Vergleich. Das Kapitel
schließt mit einer Zusammenfassung der Abschnitte und den gewonnenen Erkenntnissen
zur weiteren Bearbeitung des Themas in den folgenden Kapiteln.
2.1 BEGRIFFSHERLEITUNG LOOK UND FEEL
Eine einführende Beschreibung der beiden Begriffe LO O K und FE E L erfolgte bereits in
Kapitel 1. Hierbei zeigte sich, dass die beiden Kunstbegriffe oftmals unkonkret und auf
die Gestaltung von allgemeinen Benutzeroberflächen beschränkt bleiben. Der vorliegende
Absatz versucht daher, beide Begriffe im Kontext der Arbeit, der bildbasierten Darstellung
sowie der Interaktion mit Multi-Touch-Oberflächen eingehender zu betrachten. Hierzu wer-
den LO O K und FE E L als Schnittstellenbegriffe zwischen den menschlichen Fähigkeiten der
visuellen und kinästhetisch-taktilen Wahrnehmung einerseits und der mittels Computern
repräsentativen Umsetzung andererseits erläutert.
2.1.1 MENSCHLICHE ASPEKTE
Die menschliche Wahrnehmung vereint die fünf grundlegenden Sinne zur visuellen (Auge),
auditiven (Ohren), olfaktorischen (Nase), gustatorischen (Zunge) und taktilen (Haut) Wahr-
nehmung. Für die Interaktion mit Multi-Touch-Geräten sind hierbei nur der visuelle und der
taktile Sinn von Bedeutung, also Auge und Hand.
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Die Besonderheit des Auges liegt in der Fähigkeit, Figuren als abgeschlossene Formen zu
identifizieren und vom Hintergrund zu separieren. Groh [Gro11, S.76] spricht hierbei von der
Erkennung der Gestalt als endliches Zeichen. Dieser unbewusst ablaufende Vorgang der
Separierung von visuellen Eindrücken sowie deren Zusammenführung zu Einheiten wird
mit Hilfe der Gestaltgesetze beschrieben (siehe [PD10, S.55f]). Die derart identifizierten
Gestalten können zudem anhand äußerlicher Merkmale, wie Textur, Größe und Form, weiter
unterschieden werden. Eine über die Oberfläche hinausgehende Analyse der Gestalt ist
jedoch mit der visuellen Wahrnehmung nicht möglich.
Die eingehendere Analyse erfolgt in der Realität oftmals mit der Hand, deren taktile Wahr-
nehmung auch als relevanter und zu berücksichtigender Sinn in einen Zusammenhang
mit der Multi-Touch-Interaktion gebracht wird. Die taktile Wahrnehmung erlaubt dabei die
Erkennung von Oberflächenstrukturen sowie darin enthaltenen Störungen [Gro11, S.75].
Beide Aspekte finden jedoch bisher kaum Einsatz bei der Bedienung glatter und konturloser
Multi-Touch-Eingabeflächen. Praktikabler scheint hingegen der Rückgriff auf die Kinästhetik
(Bewegungsempfindung) der Hand, die eine Bewertung von Bewegungsformen anhand
der zugrunde liegenden Physiologie erlaubt. In Hinblick auf die Interaktion mit Multi-Touch-
Geräten sind hierbei die kinematische Kette des Arms und der Hand sowie die durch die
Gelenke möglichen Freiheitsgerade von Bedeutung.
Ein weiterer Aspekt der Kinästhetik, der diese im Zusammenhang mit der Multi-Touch-
Interaktion relevant macht, ist in Abbildung 2.1 dargestellt. Die Ausrichtung der beiden in
der Grafik dargestellten Pfade hat für die visuelle Verfolgung vom Startpunkt (A) zu den
Zielen (B) kaum Relevanz. Anders verhält es sich beim Aufwand zum händischen Abfahren
der beiden Pfade. Hier wird die horizontale Verbindung gegenüber der vertikalen bevorzugt.
Dies lässt sich zum einen mit den in der Arbeit von Feggeler u. a. [FYH92, S.28ff] vorge-
stellten Bewegungswinkeln für Hand-, Ellenbogen- und Schultergelenke erklären, die von
Nutzern als angenehm und vertretbar empfunden werden. Zum anderen finden sich in der
Arbeit von Grendjean [Gra91, S.62,S.65f] Erläuterungen, welche den Einfluss der Bewe-
gungsrichtung auf die Schnelligkeit und die Präzision von händischen Eingaben aufzeigen.
Aufgrund der Physiologie des Menschen lässt sich schlussfolgern, dass die in Multi-Touch-




Pfad zur Unterscheidung der
Verfolgung mittels Augen
und Hand.
Die dominante Verwendung der visuellen und kinästhetisch-taktilen Wahrnehmung von
Nutzern zur Interaktion mit Multi-Touch-Geräten führt auch zum Gebrauch damit verbunde-
ner Formen der Erinnerung. Bei der visuellen Wahrnehmung handelt es sich dabei um das
räumliche Gedächtnis bzw. um mentale Karten (siehe [PD10, S.100ff]). Diese verorten In-
formationen und Objekte und erlauben es dem Nutzer, diese aufgrund der Position und der
Relation zu anderen Objekten wiederzufinden. Das mit der kinästhetischen Wahrnehmung
verbundene motorische Gedächtnis speichert Bewegungsfolgen, durch die sich beispiels-
weise Gesten einfacher oder gar intuitiv ausführen lassen (siehe [BH99]). Dies führt dazu,
dass auch die Gestaltung von Interaktionen auf bereits trainierte Ausführungsformen zu-
rückgreift und diese verstärkt einbindet [FFK08]. Letztlich ist im Hinblick auf den Einsatz
18
Konzepte der Anwendungsentwicklung für und mit Multi-Touch
von Multi-Touch-Geräten auch die Kombination des räumlichen und des motorischen Ge-
dächtnisses von Bedeutung, um digitale Objekte schnell und sicher wiederzufinden und
auszuwählen (siehe [TP02]). Auf Seiten des menschlichen Aspektes zeigt sich, dass vor
allem die visuelle wie auch die kinästhetisch-taktile Wahrnehmung zur Bedienung von Multi-
Touch-Geräten und Anwendungen von besonderer Bedeutung sind. Deren repräsentative
Abbildung mit Hilfe des Computers wird folgend erläutert.
2.1.2 COMPUTERBEZOGENE ASPEKTE
Werden Inhalte der Benutzeroberfläche dargestellt, so bezieht sich dies primär auf deren
Form sowie deren Relation zu weiteren Bestandteilen. Diese lassen sich in objektbezogene




Dem gegenüber stehen Eigenschaften, die sich erst aus der Einordnung in ein System
ergeben bzw. aus der Relation gegenüber anderen Elementen des Systems. Eigenschaften,
die diesen Anforderungen entsprechen, sind:
• Position
• Ausrichtung (z.B. vertikal oder horizontal)
• Skalierung gegenüber der ursprünglichen Größe
• Reihenfolge der Darstellung (Verdeckung)
• Eindeutige Bezeichnung zur Ansprechbarkeit (Identität)
Die visuelle Darstellung ist nicht auf statische Eigenschaften begrenzt, sondern berücksich-
tigt auch die Betonung von Objekten und Objektzuständen sowie die Übergänge zwischen
diesen. Ersteres erfolgt durch den Einsatz präattentiver Eigenschaften, wie Farben, For-
men und Texturen [PD10, S.48ff], während letzteres durch Animationen oder gesteuerte
Übergänge (genannt Transitions) dargestellt werden kann.
Neben der Darstellung von Inhalten spielt deren Verhalten auf Eingaben der Nutzer bzw. auf
Systemaktionen eine besondere Rolle. Diese sind oftmals an das Verhalten realer Objekte
angelehnt. So lassen sich digitale Objekte ganzheitlich verschieben, unabhängig, wo die-
se angegriffen werden oder wie schnell die Ausführung stattfindet (siehe [Gro14, S.180f]).
Ein weiteres Beispiel ist das Versetzen von ausgewählten Elementen in den Vordergrund,
was dem Herausheben bei der Interaktion mit realen Gegenständen nachempfunden ist.
Eine darüber hinausgehende Gegenüberstellung natürlicher und virtueller Verhaltensformen
findet sich in der Arbeit von Groh [Gro14, S.187]. Das Verhalten von digitalen Objekten ist
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Tabelle 2.1
Einordnung der Begriff L O O K
und FE E L als Schnittstelle
zwischen der visuellen und
kinästhetisch-taktilen Wahr-




dabei auf sich selbst bezogen und hat ggf. als Seiteneffekt Einfluss auf andere Bestandtei-
le. Die vorliegende Arbeit beschreibt, wie die Ausführung bzw. die Steuerung natürlichen
Verhaltens digitaler Objekte mittels der händischen Eingabe erfolgen kann. Für die Multi-
Touch-Interaktion werden hierfür Bewegungsformen verwendet, die dem Nutzer vertraut
sind und somit einfach und umgehend ausgeführt werden können.
Oftmals ist das Verhalten digitaler Objekte aber weder natürlich noch vorhersehbar, son-
dern komplex und sprunghaft. Dies gilt umso mehr, wenn durch Aktionen des Nutzers
(wie das Betätigen eines Knopfes) eine vordefinierte ’Funktion’ aufgerufen werden soll.
Diese kann zu Abläufen führen, die für den Nutzer nicht einsehbar sind, wie der Wechsel
zu einer neuen Ansicht oder die Reorganisation der dargestellten Daten. Im Gegensatz
zum Begriff Verhalten ist der Begriff der Funktion im Zusammenhang mit dem System zu
sehen. Dies ist darauf zurückzuführen, dass eine Funktion oftmals komplexe Veränderun-
gen der gesamten Benutzeroberfläche nach sich zieht und nicht mehr allein auf ein Objekt
begrenzt ist. Eine weitere Form von systembezogenen Reaktionen sind Abhängigkeiten,
welche die Beziehung zwischen unterschiedlichen Bestandteilen eines Systems beschrei-
ben. Wird beispielsweise ein Bestandteil verändert, so hat dies direkten Einfluss auf alle
damit verbundenen.
Die bisher separat erläuterten Sichten menschlicher und computerbezogener Aspekte wer-
den folgend durch eine Schnittstelle in Form der beiden Fachbegriffe LO O K und FE E L mit-
einander verbunden. Deren Definition erfolgt dabei gezielt für die Inhalte der vorliegenden
Arbeit und ist im Kontext der Multi-Touch-Interaktion zu verstehen.
2.1.3 DEFINITION
LO O K — Der Begriff bildet die Schnittstelle zwischen dem, was der visuelle Sinn wahr-
nimmt und jenem, was mit Hilfe des Computers grafisch dargestellt wird. Er bezieht sich
damit auf den sichtbaren Bestandteil der Benutzeroberfläche und wird maßgeblich durch
die dargestellten digitalen Objekte repräsentiert.
FE E L — Der Begriff ist Schnittstelle zwischen taktiler Wahrnehmung und Kinästhetik (Be-
wegungsempfindung) einerseits und dem Verhalten digitaler Objekte sowie der in sie ein-
gebrachten Funktionen andererseits. Im Gegensatz zum LO O K verbindet das FE E L nicht
nur den wahrnehmenden Nutzer, sondern auch den mit Hilfe der Multi-Touch-Oberfläche
agierenden und handelnden.
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Zur Ergänzung der aufgeführten Definition beider Fachbegriffe findet sich eine Zusammen-
fassung in der Tabelle 2.1.
2.2 SOFTWARE-ENTWICKLUNG
Die Entwicklung von Anwendungen ist ein grundlegendes Ziel der vorliegenden Arbeit.
Dass diese Anwendungen darüber hinaus eine natürliche Benutzeroberfläche besitzen und
durch Werkzeuge mit selbiger entwickelt werden, ist die Besonderheit, durch die sich diese
Arbeit gegenüber anderen auszeichnet. Nichtsdestotrotz handelt es sich dabei um Software,
welche seit Jahrzehnten mit Hilfe von Modellen und Richtlinien entwickelt und strukturiert
wird. Das Wissen und das Verständnis der dabei gesammelten Erkenntnisse bilden die
Grundlage für die weiterführende Erforschung des Fachgebietes zur Entwicklung natürlicher
Benutzerschnittstellen.
Der Abschnitt strukturiert das Thema der Anwendungsentwicklung anhand der drei Software-
Aspekte: Engineering, Ergonomie und Nutzerorientierung. Während der Aufbau und die
Strukturierung (Engineering) von Software für all deren Bestandteile relevant sind, dient die
Berücksichtigung ergonomischer und nutzerspezifischer Aspekte vorwiegend der Gestal-
tung von Benutzerschnittstellen. Die in den folgenden Abschnitten erläuterten Erkenntnisse
sind dabei weitestgehend unabhängig von der Art der Umsetzung und gelten sowohl für
grafische als auch für natürliche Benutzerschnittstellen.
2.2.1 SOFTWARE ENGINEERING
Der Begriff Software-Technik (engl. Software Engineering) beschreibt nach Balzert [Bal09]
die „zielorientierte Bereitstellung und systematische Verwendung von Prinzipien, Methoden
und Werkzeugen für die arbeitsteilige, ingenieurmäßige Entwicklung und Anwendung von
umfangreichen Software-Systemen“ [Bal09, S.23]. Motiviert wurde die Entwicklung dieser
vorwiegend ingenieurmäßigen Disziplin durch die in den sechziger Jahren immer stärker
aufkommende Vielzahl von großen und umfangreichen Software-Projekten. Aufgrund einer
fehlenden strukturierten Arbeitsweise stieg der Anteil an ineffizienten Entwicklungen und
unzuverlässigen Anwendungen aus denen verschobene Abgabetermine durch notwendi-
ge Nachbesserungen resultierten. In Folge der damit einhergehenden Qualitätseinbußen
und Mehrkosten für Software, welche die der Hardware bald überstieg, kam es Mitte der
sechziger Jahre zur Software-Krise [Dij79]. Um dieser Problematik gezielt zu begegnen,
erfolgte die Einführung von Vorgehensmodellen, durch welche der Prozess der Software-
Entwicklung in eine je nach Modell eigene Schrittfolge der Planung, Konzeption, Umsetzung
und Kontrolle eingeteilt wird. Die einzelnen Phasen der Modelle sind dabei stark an den
Lebenszyklus von Software angelehnt, der beispielhaft in der Abbildung 2.2 dargestellt ist.
Wie ein natürlicher Lebenszyklus ist auch dieser nicht iterativ, da die einzelnen Phasen nur
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Abbildung 2.2
Software Lebenszyklus mit
den fünf Phasen Spezifika-
tion, Entwurf, Implementie-
rung, Installation und Betrieb
nach Balzert [Bal09, S.1].
einmal durchlaufen werden. Erfahrungen und Erkenntnisse, die erst bei der Implementie-
rungsphase einer Software auftreten, können hierdurch nicht in frühere Entwicklungsphasen
des Produktes einfließen. Eine entsprechende Berücksichtigung finden diese Erkenntnisse
erst in einem neuen, nachfolgendem Software-Projekt.
WASSERFALLMODELL
Das Wasserfallmodell1 zeichnet sich durch eine strukturierte, lineare Reihenfolge der einzel-
nen Phasen aus, die im optimalen Fall nicht wiederholt werden müssen (siehe Abbildung
2.3). Die Struktur ist dem Lebenszyklus der Software nachempfunden, an deren Ende eine
den zuvor erhobenen Anforderungen entsprechende Anwendung steht. Das Modell geht auf
Winston Royce [Roy70] zurück und gilt als Weiterentwicklung des ’Stagewise Models’ von
[Ben56], das dieses um einen Rückkanal zwischen den einzelnen Phasen erweitert. Beide
Modelle zeichnen sich durch eine sequenzielle Abfolge ihrer Phasen aus, wobei jeder Schritt
zuerst vollständig abgehandelt wird, bevor zum nächsten übergegangen werden kann. Da-
bei ist ein Übergang auf die direkt vor- beziehungsweise nachfolgende Phase begrenzt,
um kosten- und zeitintensive Überarbeitungen über mehrere Stufen hinweg zu verhindern.
Im Gegensatz zum Original von [Roy70], das aus sieben Phasen besteht, sind hier die drei
Phasen Systemanforderungen, Software-Anforderungen und Analyse als ’Analyse Phase’ zu-
sammengefasst, um den Vergleich mit folgenden Modellen zu erleichtern. Die wichtigsten
Charakteristiken des Wasserfall-Modells sind die Einhaltung der dargestellten Reihenfolge,
die vollständige Bearbeitung der einzelnen Phasen sowie die nur einmalige Aufnahme von
allen Anforderungen zu Beginn der Bearbeitung (vgl. [Bal09, S.520f]). Aufgrund der festen
Vorgabe der Schrittfolge erlaubt das Modell keine flexible Anpassung an sich veränderte
Gegebenheiten und kann nur mit viel Aufwand auf später auftretende Einflüsse reagieren.
Weiterhin ist durch die strikte Vorgabe der sequentiellen Bearbeitung eine gleichzeitige Be-
arbeitung von mehreren Phasen, wie es oftmals bei der Gestaltung und Implementierung
von Benutzerschnittstellen erfolgt, nicht möglich. Eine der wichtigsten Begrenzungen ist die
1 Die Namensgebung ’Wasserfall-Modell’ erfolgte 1981 in der Arbeit von [Boe81] aufgrund der Übergangsdar-
stellung von einer Phase in die nächste, welche in ihrer Form an einen Wasserfall erinnert.
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Abbildung 2.3
Darstellung des linearen Was-
serfallmodells in einer verein-
fachten Form.
einmalige Aufnahme von Anforderungen innerhalb der Analysephase. Später auftretende
Anforderungen können nicht oder nur aufwendig im Projekt berücksichtigt werden.
Die Entwicklung des linearen Wasserfallmodells ist eine Antwort auf die in der Software-
Krise auftretende Problematik der unkontrollierten Implementierung von Software. Hierzu
werden in den Modellen einzelne Phasen, Schrittfolgen und Übergänge definiert. Da jedoch
bei größeren Software-Projekten nicht immer alle Anforderungen sowie zeitlichen und fi-
nanziellen Rahmenbedingungen vorab bestimmbar sind, wurden neue Vorgehensmodelle
notwendig, die dieser Herausforderung gezielt begegneten.
ITERATIVES MODELL
Der Grundgedanke der iterativen Modelle ist auch nach dem Wortsinn2 die Wiederholung.
Hierbei fließen die Erfahrungen aus jedem Durchgang in den folgenden ein, wobei „[. . . ]
das vorhandene System auf der Basis der im Einsatz erkannten Mängel korrigiert und ver-
bessert wird.“ [LL07, S.163] Erst durch die stetige Entwicklung und Kontrolle sollen die
bis dato nicht identifizierten Anforderungen und Problemstellungen entdeckt und innerhalb
des Entwicklungsprozesses berücksichtigt werden. Die Motivation des Ansatzes lässt sich
somit folgendermaßen zusammenfassen: “We get things wrong before we get them right.
We make things badly before we make them well.“ [Coc93, S.311] Einer der ersten und
auch bekanntesten Vertreter iterativer Vorgehensmodelle ist das Spiralmodell, welches sich
auf Boehme [Boe88] zurückführen lässt und im Detail sowohl ein Prozess- als auch ein
Meta-Modell ist (vgl. [Bal08, S.556f]). Die Besonderheit des Modells liegt in seiner An-
passungsfähigkeit, indem es sich erst im Verlauf der Software-Entwicklung auf spezielle
Vorgehensmodelle zur Umsetzung der Ziele und Anforderungen festlegt. Das Spiral-Modell
ist hierzu in vier Phasen unterteilt, die nacheinander und vollständig durchlaufen werden.
Die sequentielle Bearbeitung wird dabei durch die mehrmalige Wiederholung aller Phasen
aufgebrochen und Erkenntnisse und Erfahrungen in den folgenden Durchlauf übernommen.
Aufgrund des iterativen Ansatzes minimiert das Modell das Risiko für Fehlentwicklungen
durch nicht vollständig berücksichtigte Anforderungen sowie sich ändernde Zielstellungen.
Die Verwaltung der im iterativen Prozess integrierten Vorgehensmodelle führt zu einem
Mehraufwand, der das Spiral-Modell jedoch für kleine bis mittlere Projekte ungeeignet
macht (vgl. [Bal08, S.560f]). Also jenen Projekten, die sich aufgrund der übersichtlichen
Anforderungen auf die Bedürfnisse von Nutzern ausrichten lassen und die für die Zielstel-
lung der vorliegenden Arbeit von besonderem Interesse sind. Dennoch ist der Ansatz des
2 lateinisch iteratio: Wiederholung
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Abbildung 2.4
Vereinfachte Darstellung




Spiral-Modells mit seiner stetigen Wiederholung in Hinblick auf die Entwicklung interakti-
ver Anwendungen wegweisend, da sich veränderte Anforderungen und zuvor unbekannte
Problemstellung im Modell entsprechend berücksichtigen lassen. Die Herausforderung, An-
wendungen iterativ und unter Berücksichtigung von Nutzern zu entwickeln, wird mit dem
folgend erläuterten agilen Ansatz begegnet.
AGILE MODELLE
Die Eigenschaften linearer und iterativer Ansätze, wie zum Beispiel die strikte Planung vorab
oder die Einhaltung der vorgegebenen Schrittfolge, führte zum Beinamen ’schwergewich-
tige Modelle’ (siehe [Han10, S.2f]). Der Bezug auf Schwergewichtigkeit ist vor allem auf
den Überhang an organisatorischer Arbeit zurückzuführen, der oftmals mit einer detaillierten
Dokumentation der einzelnen Schrittfolgen und Phasen einhergeht. Dieses bürokratische
Vorgehen führte Anfang der Neunziger Jahre zu einer Gegenbewegung, welche das Ziel hat-
te, die Software-Entwicklung und den Kunden mit seinen Erwartungen und Vorstellungen
stärker in den Mittelpunkt zu rücken. Aufgrund des geringen organisatorischen Aufwandes
und des überschaubaren Risikos wird dieser Ansatz vorwiegend bei kleineren bis mittleren
Projekte angewendet. Also jenen, die für die Entwicklung von natürlichen Benutzerschnitt-
stellen von besonderer Bedeutung sind. Der Begriff des Agilen-Modells3 entstand 2001. Die
damit verbundenen Ideen und Prinzipien sind stark von der Arbeit ’eXtreme Programming
Explained ’ von Beck [Bec99] inspiriert. Zeitgleich mit der Namensbildung entstand das agile
Manifest, das sich in vier wesentliche Grundsätze aufteilt ([Bal08, S.653]):
• Einzelpersonen und Interaktionen sind wichtiger als Prozesse und Werkzeuge.
• Laufende Systeme sind wichtiger als umfassende Dokumentationen.
• Zusammenarbeit mit dem Kunden ist wichtiger als Vertragsverhandlungen.
• Reaktion auf Änderungen sind wichtiger als das Verfolgen eines Plans.
3 Agil im Sinne von flink, wendig, beweglich [Bal08, S.651]
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Neben diesen richtungsweisenden Aussagen zeichnen sich die agilen Modelle vor allem
durch eine zutiefst iterative Entwicklung aus. In oftmals sehr kurzen Abständen4 werden
lauffähige Zwischenstände entwickelt, um sicherzustellen, dass bereits frühzeitig die Ziel-
stellung überprüft und Fehlentwicklungen verhindert werden. Die im agilen Ansatz verwen-
dete Planungsphase berücksichtigt im Gegensatz zu schwergewichtigen Modellen oftmals
nur die folgende Iteration, wodurch auf sich verändernden Anforderungen zeitnah reagiert
werden kann.
Der iterative Prozess der agilen Software-Entwicklung basiert auf der Umsetzung inkre-
menteller Prototypen, die aufeinander aufbauend um immer neue Eigenschaften ergänzt
werden. Das XP-Modell zeichnet sich durch die Werte Einfachheit, Kommunikation und
Rückkopplung aus, wobei sich ersteres auf eine schnelle und kostengünstige Entwicklung
von Software-Lösungen bezieht und die letzteren beiden auf das Miteinander zwischen
Kollegen und Auftraggebern. Das XP-Modell ist in vielen Bestandteilen auch eine neue
gedankliche Ausrichtung gegenüber den Prinzipien und Vorstellungen schwergewichtiger
Modelle. Die Abbildung einer klaren Schrittfolge, wie sie in linearen und iterativen Modellen
vorgegeben war, ist aufgrund der sehr flexiblen Strukturen kaum möglich. Ein Versuch der
Modellbeschreibung findet sich im Anhang A.1 auf Seite 187.
Der agile Ansatz eignet sich aufgrund seiner Eigenschaft, flexibel auf neue Anforderungen
zu reagieren, gut als Basismodell für die Entwicklung interaktiver Anwendungen mit natürli-
chen Benutzerschnittstellen. Neben funktionellen Aspekten von interaktiven Anwendungen
liegt der Fokus des agilen Modells auf der Gebrauchstauglichkeit der entwickelten Anwen-
dungen sowie dem Kunden und dem Nutzer und deren Vorstellungen und Bedürfnissen.
Sowohl die Gebrauchstauglichkeit als auch die Nutzerorientierung werden in den folgen-
den beiden Abschnitten eingehender betrachtet, um ein grundlegendes Verständnis für die
Notwendigkeit beider Aspekte im Zusammenhang mit der Entwicklung von Software zu
erhalten.
2.2.2 SOFTWARE-ERGONOMIE
Während es das Ziel des Software Engineerings ist, mit Hilfe von Vorgehensmodellen lauf-
fähige Anwendungen zu entwickeln, konzentriert sich die Software-Ergonomie auf die Ge-
staltung deren Gebrauchstauglichkeit (engl. Usability ). Im Sinne der Software-Entwicklung
beschreibt der Begriff der Gebrauchstauglichkeit „[. . . ] das Ausmaß, in dem ein Produkt
durch bestimmte Benutzer in einem bestimmten Nutzungskontext genutzt werden kann,
um bestimmte Ziele effektiv, effizient und zufriedenstellend zu erreichen.“ [DIN98] Anhand
der Definition wird deutlich, dass der Begriff der Gebrauchstauglichkeit nicht nur eine Eigen-
schaft des Software-Produktes ist, die gezielt verbessert werden kann, sondern dass es sich
um ein komplexes Zusammenspiel aus der Anwendung selbst, den Fertigkeiten des Nut-
zers, seiner Intention und seinem aktuellen Umfeld handelt (siehe [RF07, S.5]). Dies stellt
4 Üblich sind Zeiträume von Stunden, Tagen und Wochen.
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eine gesonderte Herausforderung gegenüber den im vorherigen Abschnitt vorgestellten
Vorgehensmodellen dar, die einen überwiegend technokratischen Blick auf die Entwicklung
von Software haben. Eine zufriedenstellende Verwendbarkeit erfordert somit eine verstärk-
te Berücksichtigung des Nutzers wie es sie zur Einführung der Software-Ergonomie Ende
der achtziger Jahre noch nicht gab und die erst in den agilen Modellen verstärkt umgesetzt
wird (vgl. [Rud14, S.10]).
In der Arbeit von Jakob Nielsen [Nie92] werden die Charakteristiken einer guten Gebrauch-
stauglichkeit an den folgenden fünf Eigenschaften festgemacht:
• Die Erlernbarkeit der Anwendung.
• Die Effizienz der Verwendung, nachdem der Umgang mit der Anwendung erlernt und
verinnerlicht wurde.
• Der notwendige Aufwand zur erneuten Erlernung der Anwendungsbedienung nach
längerer Abwesenheit des Nutzers.
• Die Häufigkeit und die Schwere der Fehler durch die Benutzung.
• Die subjektive Zufriedenheit der Anwender.
Die Gebrauchstauglichkeit lässt sich zudem durch die von Nielsen [Nie93, S.20, S.115ff]
definierten Heuristiken überprüfen, die von Experten dieses Fachgebietes verwendet wer-
den. Sie dienen als Rahmenwerk zur Beurteilung von Anwendungen. Erfolgt dies bereits
frühzeitig während der Software-Entwicklung (z.B. an Prototypen), so können Mängel in
der Bedienbarkeit direkt analysiert und behoben werden. Dies ist notwendig, um später im
Entwicklungsprozess auftretende Änderungen zu vermeiden, die ggf. bis zum vollständigen
Scheitern des gesamten Software-Projektes führen können [@Th14].
Der Fokus der Gebrauchstauglichkeit liegt auf der Benutzerschnittstelle (engl. User Interface
oder kurz UI), die als Vermittler zwischen Mensch und Computer dient [Nie92]. In den neun-
ziger Jahren war die Schnittstelle nur eines von vielen zu entwickelnden Software-Modulen.
Hierdurch erhielt sie in der Umsetzung der Software keine gesonderte Aufmerksamkeit. In
der Arbeit von [DN85] wird darauf hingewiesen, dass die Benutzerschnittstelle zwar mit Hilfe
von Routinen und Funktionen geschrieben wird, aber nicht analog zu rein technischen Modu-
len auf Fehler und Leistung überprüft werden kann. Der Grund hierfür ist, dass der Mensch
eine variable Größe in der Gestaltung der Schnittstelle ist, die sich von Nutzer zu Nutzer
hinsichtlich des Vorwissens und den Fähigkeiten diese zu bedienen unterscheidet. Hieraus
folgt, dass neue Kriterien zu erarbeiten sind, um die Eigenschaften der Benutzerschnittelle
überhaupt messen und bewerten zu können [DN85]. Andernfalls seien Verbesserungen
oder Verschlechterungen in deren Entwicklung nicht zu bestimmen.
Es ist die besondere Aufgabe des Gestalters und des Bearbeiters der Schnittstelle, Funktio-
nen und Routinen für die Kommunikation zwischen Mensch und Computer zu entwickeln,
während die menschlichen Fähigkeiten und Fertigkeiten nur unzureichend bekannt und dar-
über hinaus veränderlich sind [DN85]. Somit sind die notwendigen Anforderungen zu Beginn
26
Konzepte der Anwendungsentwicklung für und mit Multi-Touch
der Realisierung weder klar noch können sie fest gemacht werden. Erst im Prozess der An-
wendungsentwicklung werden diese schrittweise erarbeitet. In der Arbeit von Shell [She83]
führt dies zu dem Schluss, dass die Entwicklung derartiger Anwendungen nicht mit einem
bereits vorab vollständig strukturierten Programmieransatz erfolgen kann, sondern dass
sich dieser während der Umsetzung auf die individuellen Bedürfnisse der Nutzer anpassen
muss. Aufbauend auf dieser Aussage lassen sich drei Anforderungen an die Realisierung
der Benutzerschnittstelle ableiten (siehe [DN85]).
• Die Zielstellung für deren Gestaltung und Entwicklung sollte allgemein und abstrakt
sein.
• Es ist darauf zu achten, dass alle für den Nutzer relevanten Funktionen der Anwendung
über die Benutzerschnittstelle angesprochen werden können.
• Die Entwicklung der Benutzerschnittstelle ist als iterativer Prozess zu gestalten, in
dem durch stetige Wiederholung die zuvor allgemeinen Anforderungen schrittweise
konkretisiert werden.
MODELL DER SOFTWARE-ERGONOMIE
Mit dem Aufkommen der Software-Ergonomie als eigenständige Disziplin in der Software-
Entwicklung konkurrierte die dadurch in den Fokus gerückte Gestaltung der Gebrauchstaug-
lichkeit mit den in Vorgehensmodellen festgelegten Abfolgen zur schrittweisen Planung
und Umsetzung von Anwendungen. Oftmals blieb dabei unklar, an welcher Stelle und
in welchem Umfang die Gebrauchstauglichkeit von zu entwickelnden Anwendungen zu
überprüfen sei. Aufgrund dieser Problematik einer fehlenden Integration erarbeitete Ja-
kob Nielsen [Nie92] ein zu bestehenden Vorgehensmodellen ergänzendes Rahmenwerk
der Gebrauchstauglichkeit, das bereits vor dem Lebenszyklus der Software beginnt und
über diesen hinausgeht. Der Autor begründet dies damit, dass der Gebrauchstauglichkeits-
Lebenszyklus nicht an das Produkt gekoppelt ist und die aus der Anwendungsentwicklung
gewonnen Erfahrungen und Erkenntnisse auf den nächsten Zyklus übergehen sollen. Eine
entsprechende Vorstellung und Abbildung des Modells nach [May99] findet sich im Anhang
A.2 (auf Seite 187).
Die grundlegendsten Aktivitäten der Software-Ergonomie sind die Entwicklung von Pro-
totypen sowie deren empirische Untersuchung mittels Testnutzern. Beide Aspekte sind
integriert in einen iterativen Gestaltungs und Entwicklungsprozess. Die Aussage wird wie
folgt begründet: „Some of the changes we make to solve certain usability problems may
fail to solve the problems or even introduce new ones. This is another reason for doing
iterative design and evaluation.“ [Nie92] Das Modell ist somit keine strikte Abfolge, son-
dern beinhaltet separate Iterationen über Aktivitäten sowie Querverweise. Als Ausgangs-
punkt für die Bearbeitung fokussiert das Modell die besonders ausführliche Vorbetrachtung
und Auseinandersetzung mit dem Nutzer, seiner Arbeitsumgebung und weiterer Einfluss-
faktoren. Im Verlaufe der Umsetzung erhalten die Nutzer wiederholt die Möglichkeit, am
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Gestaltungsprozess mitzuwirken. In diesen Phasen stehen Nutzer dem oftmals interdiszi-
plinären Gestaltungsteam beratend zur Seite, indem sie Designvorschläge anhand eigener
Erfahrungen und Vorstellungen bewerten. Diese Technik der fachbereichsübergreifenden
Zusammenarbeit von Gestaltern und Experten anderer Disziplinen wird als Design Thin-
king5 bezeichnet. Hierbei sollen Fragestellungen und Lösungsansätze aufgedeckt werden,
die erst durch das gemeinsame Wissen zum Vorschein kommen.
Die Software-Ergonomie bietet Ansätze, wie die Entwicklung von Software stärker an den
Anforderungen der Nutzer ausgerichtet werden kann. Letztendlich handelt es sich dabei
aber nur um Vorschläge und Richtlinien und keine zwingenden Vorgaben. Die Arbeit von
[GG03] verweist darauf, dass zu Beginn des Entwicklungsprozesses Gebrauchstauglichkeit
und Nutzer im Fokus stehen, später aber aufgrund von begrenzten Ressourcen oftmals
vernachlässigt werden. Neben klassischen Vorgehensmodellen sei diese Tendenz auch in
agilen Modellen wiederzufinden, in denen zwar der Nutzer eine wichtige Rolle spielt, der
Fokus aber auf funktioneller Software liegt. Zudem sind die im agilen Prozess involvier-
ten Nutzer oftmals nicht jene, welche die entwickelte Anwendung letztendlich verwenden.
Hierdurch können die aufgestellten Analysen und Anforderungen an die Software nicht mit
den realen, von Endnutzern geforderten, übereinstimmen. Ausgehend von dieser Situati-
on schlagen die Autoren Gulliksen und Göransson [GG03] ein benutzerzentriertes Modell
vor, das den eigentlichen (End-) Nutzer, seine Anforderungen und Fertigkeiten als zentralen
Ansatz betrachtet. Dies soll im folgenden Abschnitt diskutiert werden.
2.2.3 BENUTZERZENTRIERTE GESTALTUNG
Eine besondere Herausforderung in der Software-Entwicklung stellen interaktive Anwendun-
gen dar, bei denen der Austausch zwischen Mensch und Computer über die gemeinsame
Schnittstelle im Vordergrund steht. Hierbei tritt die Problematik auf, dass das menschliche
Verhalten in Bezug zu Anwendungen nur schwer vorausgesagt und somit nur begrenzt in
der Entwicklungsplanung berücksichtigt werden kann. Lösungsansätze sind iterative Vorge-
hensmodelle sowie die Berücksichtigung der Gebrauchstauglichkeit. In der Praxis zeigt sich
jedoch, dass zwischen modellierten und realen Entwicklungsprozessen eindeutige Unter-
schiede herrschen (vgl. [GG03]). Dies ist nicht nur auf begrenzte Ressourcen zurückzufüh-
ren, sondern auch auf individuelle Vorstellungen und Gewohnheiten, fehlende Werkzeuge
und Praktiken sowie unzureichendes Wissen über die Vorteile der Berücksichtigung des
Nutzers und der Gebrauchstauglichkeit innerhalb des Anwendungsprozesses [GG03]. Die-
ser Sachverhalt wirkt umso mehr, wenn die in den Anforderungen und den empirischen
Evaluationen befragten Nutzer nicht jenen entsprechen, welche die Programme wirklich
verwenden oder wenn die Fragestellungen zur Identifikation von Schwachstellen nicht ein-
deutig oder falsch gestellt werden. Solche Schwachstellen führen mitunter dazu, dass im
5 Im Fokus der Methode steht die Gestaltung des Erlebnisses, dass der Nutzer bei der Interaktion mit dem
Produkt hat [AP12, S.21]. Dies betrifft sowohl stoffliche als auch digitale Objekte, wobei Design Thinking
vermehrt für interaktive Systeme Verwendung findet.
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satzes mit einer inneren
Iteration und einer äußeren
Kontrollstruktur nach [GG03].
iterativen Entwicklungsprozess anstatt Problemursachen nur deren Symptome behandelt
werden (siehe [DFAB07, S.240f]).
Ein Ansatz, um dieser Diskrepanz zwischen theoretischem Modell und praktischer Anwen-
dung zu begegnen, ist die verstärkte Berücksichtigung des Nutzers durch die sogenannte
benutzerzentrierte Gestaltung (engl. User Centered Design) [PD10, S.15f]. Hierbei wird die
bereits in den agilen Vorgehensmodellen sichtbare Tendenz, den Nutzer, seine Motivation
und seine Umgebung als Bestandteil der Software-Entwicklung zu sehen, weiter konkre-
tisiert. Im Gegensatz zu anderen Vorgehensmodellen wird im benutzerzentrierten Ansatz
gezielt der Endnutzer als Referenz für die Erstellung von Anforderungen verwendet. Dieses
Vorgehen soll sicherstellen, dass während der Evaluation die richtigen Fragen gestellt und
die erfassten Daten aufgrund des Hintergrundwissens korrekt ausgewertet werden.
MODELL DER BENUTZERZENTRIERTEN ENTWICKLUNG
Das von Gulliksen und Göransson [GG03] vorgeschlagene Modell der benutzerzentrierten
Systemgestaltung ist in Abbildung 2.5 dargestellt. Wie in allen aktuellen Vorgehensmodel-
len dominiert auch hier der iterative Ablauf, aus dem Erkenntnisse und Erfahrungen in die
neue Iteration übernommen und neue Anforderungen direkt integriert werden können. Zu-
sätzlich zum Modell enthält die Arbeit von [GG03] zwölf Prinzipien, welche die Einbeziehung
des Endnutzers über den gesamten Entwicklungsprozess sicherstellen sollen. Die wichtigs-
ten Ansätze sind das Verständnis für den Nutzer, dessen Motivation und dessen Absicht,
mit der er das zu entwickelnde Programm verwendet. Weiterhin soll der Prozess, in dem
das Programm verwendet wird, ganzheitlich betrachtet werden. Die aus allen Aspekten
gewonnen Erkenntnisse dienen folgend als Grundlage für die Auflistung der Anforderungen
und Zielstellungen für die Umsetzung der zu entwickelnden Software. Die gesammelten
Erkenntnisse sollen von allen am Projekt beteiligten Mitarbeitern verstanden und berück-
sichtigt werden, um ein grundlegendes Verständnis für die Aufgabe zu erreichen. Neben
der Ausformulierung der Zielstellung sind Endnutzer auch in die Entwicklung und den damit
verbundenen Abläufen zu integrieren, zum Beispiel in der Evaluation der Anwendung oder
der Bewertung von Gestaltungsvorschlägen sowie der Überprüfung damit einhergehender
Arbeitsweisen und -techniken. Das vorgeschlagene Modell basiert neben dem iterativen
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auch auf einem inkrementellen Ansatz. Letzter unterteilt die zu entwickelnde Software in
einzelne Bausteine, wobei jeder einzelne wiederum in einem iterativen Prozess umgesetzt
wird (siehe Abschnitt 2.3.2). Aufgrund der parallelen Bearbeitung verschiedener Teile der
Anwendung können sich gegenseitig beeinflussende Faktoren frühzeitig identifiziert und in
der Entwicklung berücksichtigt werden. Das Modell integriert zusätzlich separate Gestal-
tungsphasen, in denen keine Entwicklung stattfindet. Diese Phasen sind geprägt durch den
Einsatz interdisziplinärer Teams als auch von Experten der Gebrauchstauglichkeit. Angelehnt
an die Erfahrungen aus der Software-Ergonomie findet auch hier die frühzeitige und sich
wiederholende Entwicklung von Prototypen sowie deren Evaluation statt. Beide Bestand-
teile berücksichtigen wichtige Aspekte der Gebrauchstauglichkeit sowie die Verwendung
realer Einsatzszenarios.
KRITIK
Eine kritische Betrachtung des benutzerzentrierten Ansatzes findet sich in den Arbeiten von
[MGR07], [Nor05] und [CL02]. Im Fokus steht der scheinbar magische Prozess, mit dem
Anforderungen in Lösungen umgewandelt werden. Dabei nehmen die an der Entwicklung
beteiligten Nutzer die Rolle eines Black Box Designers ein, dessen Entscheidungen oftmals
nicht nachzuvollziehen noch zu erklären sind [CL02]. Die Dominanz der im Prozess berück-
sichtigten Zielgruppe führt zu subjektiven und nur wenigen Gestaltungsvorschlägen, die
in iterativen Prozessen zu sehr speziellen Einzellösungen verfeinert werden [MGR07]. Die
Gestaltung der Anwendung erfolgt letztlich für die aktuelle Situation. Die Aufnahme von
zukünftigen Anforderungen und Zielgruppen bleibt unberücksichtigt. Ein weiterer Kritikpunkt
am benutzerzentrierten Ansatz ist, dass er nur zu bekannten und zu erwarteten Lösungen
führt. Neue Interaktions- und Gestaltungskonzepte, die nach einer anfänglichen Lernpha-
se zu einer verbesserten Gebrauchstauglichkeit führen können, werden hierbei seltener
erarbeitet [Nor05].
Als Antwort auf die Kritik am benutzerzentrierten Modell schlägt Norman [Nor05] einen
alternativen Ansatz vor, der eine zugrundeliegende Aktivität als zentrale Anforderung der
Entwicklung ansieht. Die Aktivität entspricht dabei einer übergeordneten Zielstellung, die
abstrakt beschreibt, wofür die Anwendung entwickelt wird. Norman fasst die Aktivität als
Summe aller möglichen Aufgaben zusammen, die mit der Anwendung ausgeführt werden
können. Hierdurch soll der Ansatz zu geeigneteren Anwendungen führen, die konsistenter
und verständlicher gestaltet sind.
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2.3 PROTOTYPING
Die Wandlung von Ideen zu Software-Produkten ist ein langer Weg, der oftmals durch ei-
ne Vielzahl an Rückschritten geprägt ist. Eine Herangehensweise, diesen Weg in kleinere,
überschaubare Abschnitte zu unterteilen, wurde in Form von Vorgehensmodellen erläu-
tert. Betrachtet man anstatt des gesamten Weges nur Ausschnitte, so zeigt sich, dass er
aus einer Vielzahl von konkreten Zwischenständen besteht, in denen der Fortschritt des
Projektes als Erfahrung und Wissen gespeichert ist. Diese als Prototypen bezeichneten
temporären Ergebnisse eines kontinuierlichen Prozesses (dem Prototyping) sind in der
Software-Entwicklung zugleich Repräsentant, Werkzeug und Maß. Da das Prototyping6
auch für natürliche Benutzerschnittstellen ein wesentlichen Anteil an deren ganzheitlicher
Entwicklung hat, erfolgt in diesem Abschnitt eine generelle Auseinandersetzung mit der
Thematik.
Im folgenden Abschnitt wird die Rolle des Prototpyings im Verlauf der Produktentwicklung
von Software-Anwendungen im Allgemeinen und für interaktive Systeme (wie natürliche Be-
nutzerschnittstellen) im Speziellen erläutert. Hierzu wird der Prototyp als konkretes Produkt
der Entwicklung analysiert. Demgegenüber steht der Prozess der Prototypenentwicklung
und dessen Bedeutung für die Begreifbarkeit von Ideen, Konzepten und für das Miteinander
der an der Entwicklung Beteiligten. Anhand des Prozesses erfolgt eine grundlegende Struk-
turierung von Prototypen mittels einer Einordnung nach Art und Kategorie. Den Abschluss
des Abschnittes bildet eine genauere Betrachtung der in der Entwicklung auftretenden
Phasen Entwurf und Entwicklung anhand ihrer grundlegenden Absicht sowie daraus abge-
leiteter Modelle.
2.3.1 PRODUKT UND PROZESS
Die Verwendung von Prototypen spielt in der Software-Entwicklung eine besondere Rol-
le. Dies zeigt sich bereits in der Bedeutung des Begriffes Prototyp, der sich gegenüber
anderen Ingenieursdisziplinen in zwei wesentlichen Punkten unterscheidet. Zum einen han-
delt es sich nicht um eine Art Muster wie im Maschinenbau, das als Vorlage dient und im
Produktionsprozess vervielfältigt wird. Zum anderen zeigt der Prototyp Eigenschaften und
Verhalten des finalen Produktes im praktischen Einsatz und ist nicht nur eine Simulation
des Selbigen (vgl. [Bal08, S.538] und [LL07, S.154f]). Dabei gilt auch für die Prototypen von
Benutzerschnittstellen, dass deren zu gestaltende Absicht zwar unabhängig vom verwen-
deten Material [HH97] und dem sie modellierenden Werkzeugen und Techniken [BS00] ist,
nicht aber von deren Möglichkeiten und Aussagekräften [AP12, S.22]. Dies bedeutet im
Detail, dass sich zwar ein LO O K & FE E L mit allen Arten von Prototypen ausdrücken lässt,
der damit verbundene Aufwand sowie die Verständlichkeit jedoch sehr unterschiedlich sein
wird.
6 Der durch die englische Sprache definierte Begriff des Prototypings beschreibt den Entwicklungsprozess
eines Produktes. Bis auf wenige Ausnahmen wird sich in der weiteren Arbeit auf den Begriff Prototyping
bezogen, um die Verbindung zwischen dem Prozess und dem Produkt (dem Prototyp) zu betonen.
31
2 Stand der Technik
Die im folgenden Abschnitt durchgeführte Unterscheidung nach Produkt und Prozess sind
zwei Sichtweisen auf den Begriff Prototyping. Während die Sichtweise des Produktes die
konkrete und oftmals stoffliche Umsetzung von Prototypen sieht, fokussiert der Prozess
den kontinuierlichen Vorgang als Ursprung von Prototypen.
PRODUKT
Der Begriff Prototyp ist nach [IEE90] folgend definiert: „A preliminary type, form, or instance
of a system that serves as a model for later stages or for the final, complete version of the
system.“ Der Zweck eines Prototyps hängt maßgeblich davon ab, in welcher Phase des
Vorgehensmodells er entwickelt wird und welche Zielstellung damit verbunden ist. Zu Be-
ginn der Entwicklung ist oftmals das Verständnis für die Situation, die Rahmenbedingungen
und die Problemstellung entscheidend. Später im Prozess gilt es einzelne konkrete Pro-
bleme zu identifizieren und klare Lösungsvorschläge zu erarbeiten und zu prüfen. Hierauf
aufbauend werden in [LL07] die folgenden allgemeinen Aussagen für Software-Prototypen
abgeleitet: Ein Software-Prototyp ist generell lauffähig, er realisiert ausgewählte Aspekte
des Zielsystems und er wird vom Klienten geprüft und im Detail bewertet [LL07, S.156].
Wesentlich genereller beschreiben Lim u. a. [LST08] die Rolle des Prototypen anhand von
vier separat zu betrachtenden Einsatzbereichen: “(1) evaluation and testing; (2) the under-
standing of user experience, needs, and values; (3) idea generation; and (4) communication
among designers.“[LST08, S.24] Diese Aspekte beziehen sich auf einen rein gestalterischen
Prozess, wie er in der Software-Entwicklung beispielsweise im Entwurf der Benutzerober-
fläche oder der mit ihr zusammenhängenden Interaktion auftritt. Die vier hier aufgeführten
gestaltungsorientierten Einsatzbereiche von Prototypen stehen somit im teilweisen Gegen-
satz zur allgemeinen Software-Entwicklung, in der die Machbarkeit von Ansätzen sowie
die Risikoabschätzung mit Hilfe von Prototypen im Vordergrund stehen [LST08]. Weiterhin
sind Prototypen in Vorgehensmodellen der Software-Ergonomie und benutzerzentrierten
Ansätzen vornehmlich das Bewertungsobjekt von Nutzerstudien und weniger ein genereller
Diskussionsgegenstand zum Austausch von Gestaltungs- und Interaktionsfragen [LST08].
Dass dies aber eine grundlegende Aufgabe von Prototypen ist, beschreiben Adenauer und
Petruschat [AP12] in ihrer Arbeit, in der sie die Funktion des Prototypen als die eines Ver-
mittlers beschreiben. Der Prototyp als Vermittler ist Grundlage des Austausches „zwischen
Akteuren der Produktentwicklung einerseits und Stakeholdern und Entscheidern anderer-
seits. [. . . ] zwischen dem Ergebnis, das produziert werden soll, und dem Problemfeld, das
zur Produktentwicklung Anlass gab, und sie vermitteln [. . . ] die Kompetenzen der direkt an
der Produktentwicklung beteiligten Akteure.“ [AP12, S.18]
Die in dieser Arbeit beschriebene Entwicklung von Multi-Touch-Anwendungen legt den
Fokus nicht auf die funktionellen Herausforderungen, wie der Erkennung von Eingaben
oder die Rekonstruktion von Gesten, der mit Hilfe geeigneter Hardware und Software-
Frameworks begegnet werden kann. Vielmehr ist es die hier beschriebene Aufgabe von
Prototypen, neue Konzepte der Gestaltung des FE E L S bereits frühzeitig im Vorgehensmo-
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dell zu integrieren und zu repräsentieren. Dabei werden eine Bewertung durch Endnutzer
sowie der Austausch innerhalb von Experten-Teams angestrebt. Neben der Bewertung
und der Diskussion ist es Ziel der Prototypenentwicklung, neue und bis dahin unbekann-
te Anforderungen zu identifizieren, ein Verständnis für die Verwendung zu erarbeiten und
Vorstellungen als interaktive Anwendungen umzusetzen.
PROZESS
Über den Prozess des Prototypings heißt es in [IEE90]: „A hardware and software deve-
lopment technique in which a preliminary version of part or all of the hardware or software
is developed to permit user feedback, determine feasibility, or investigate timing or other
issues in support of the development process.“ Die zitierte Beschreibung des Prototypings
zeigt, dass der Prozess als solcher oftmals kaum Beachtung findet. Ebenso verhält es sich
in der Arbeit von Ludewig und Lichter [LL07], die hinter dem Prototyping vorwiegend Auf-
gaben des Prototypen sehen, wie die Visualisierung und Umsetzungen von Vorstellungen,
für die es oftmals keine repräsentative Beispiele gibt, sowie die Identifizierung geeigneter
Lösungsansätze und -strategien [LL07, S.155f]. Anders verhält sich dies bei Adenauer und
Petruschat [AP12, S.17ff], für die Prototypen immer im Zusammenhang mit dem Prozess zu
sehen sind und die letztendlich nur vereinzelte Ausdrucksformen eines stetigen, kontinuierli-




und des daraus resultieren-
den Produktes in einem
iterativen System.
Objekte der Argumentation und Darstellung, generative Werkzeuge und Verkörperungen
nachfolgender Entwicklungsschritte sowie Medien des Entwerfens [AP12, S.18f]. Vor allem
für letzteres gilt, dass Prototypen eine weitaus wichtigere Rolle für das Entstehen eines
(interdisziplinären) Teams einnehmen, als deren Rolle für die Erstellung von Prototypen
(siehe [Sch00, S.14]). Bei all diesen Entwicklungen liegt der Fokus auf dem Prozess, der
über die einzelnen Schritte der Umsetzung hinweg andauert und aus vagen und unzusam-
menhängenden Aspekten spezifisches und konkretes Wissen schafft [GD12, S.76].
Es kann bilanziert werden, dass der Prozess des Prototypings von der Idee bis zu einer
pre-finalen Implementierung führt und in manchen Vorgehensmodellen darüber hinaus
andauert. Dabei sind die Ausdrucksformen des Prozesses Produkte (Prototypen), die in
der Iteration durch Beobachtung und Schlussfolgerung weiterentwickelt werden und sich
von einer rohen, unreifen Form zu einer konkreten, anhand der Anforderungen adaptierten
Umsetzung wandeln. Adenauer und Petruschat [AP12] beschreiben den Startpunkt eines
solchen Prototyping-Prozesses (die Idee) als eine Mischung aus Kombination bereits existie-
render Lösungen, einer Neuordnung vorliegender Bausteine und dem Hinzufügen einzelner
Aspekte in bestehende Strukturen [AP12, S14]. Die Entstehung der Idee ist somit kein
Übergang aus dem Nichts. Jeder Entwicklung liegen ein Umstand, eine Situation und ein
umfassender Kontext zugrunde. Solange die Ideen nur in der Vorstellung existieren sind sie
durch die eigene Erfahrung und das eigene Wissen begrenzt. Erst in Form von Prototypen
materialisiert und der Diskussion preisgegeben können sie über diese Beschränkung hin-
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aus wachsen. Diesen Vorgang bezeichnen Adenauer und Petruschat als einen kulturellen
Entwicklungsprozess [AP12, S.27f].
PRODUKT UND PROZESS IM VORGEHENSMODELL
Die Mittel und Methoden, die aus ursprünglichen Ideen vollständige und verwendbare
Software-Anwendungen machen, wurden bereits im vorigen Abschnitt als Vorgehensmo-
delle diskutiert. Im Folgenden werden deren wichtigste Aspekte, die in Verbindung mit dem
Prototyping stehen, noch einmal zusammenfassend reflektiert.
Die Rolle der Prototypenentwicklung im Vorgehensmodell hat sich gewandelt, von der einer
einzelnen diskreten Phase hin zu einem kontinuierlichen Prozess mit mehreren Iterationen
[AP12, S.26]. Somit steht der Prototyp nicht mehr nur am Ende der Entwicklung. Er ist
mehr als ein Testobjekt für finale Anforderungen und mehr als eine einfache Umsetzung
eines sich entwickelnden Gedankens [AP12, S.35]. Er ist Teil des Prozesses und muss
als solcher gedacht werden. Prototypen sind dabei eine Abstraktion aller Möglichkeiten,
eine Detaillösung für eine spezifische Frage, ohne den Anspruch zu erheben und die Er-
wartung zu wecken, final zu sein. Erst durch diese Unreife sind sie in der Evaluation und
der Diskussion von Wert [SSLR96]. Darüber hinaus speichern Prototypen Handlungswis-
sen, welches über ihre eigentliche Funktion hinausgeht und ein komplexeres Verständnis
anspricht [AP12, S.27]. Die Aufgabe eines auf Prototypen ausgerichteten Modells ist es,
noch Unbekanntes in Prototypen einzutragen und als Wissen zu konservieren. Adenauer
und Petruschat [AP12] fassen diesen Vorgang folgend zusammen: „Iteration für Iteration
speichern und verknüpfen Prototypen die Intelligenz, die verschiedene Kompetenzen in sie
eintragen.“ [AP12, S.27] Im Vorgehensmodell werden Prototypen dabei selbst zu Werkzeu-
gen, indem sie „[. . . ] den Akteuren helfen, Produkte über die Grenzen des bloß Denk- und
Vorstellbaren hinauszutreiben.“ [AP12, S.27] Die am Prototypingprozess beteiligten Akteure
bilden dabei eine interdisziplinäre Gruppe von Entwicklern sowie Endnutzern, wobei deren
Integration anhand der in der Iteration zu beantwortenden Fragen abzuwägen ist.
Eine weitere Besonderheit von weiterzuentwickelnden Prototypen ist der oftmals als ’per-
manent beta’ beschriebene Zustand, der vor allem für Software-Produkte gilt [AP12, S.32f].
Dieser Zustand beschreibt, dass Produkte keine Stufe erreichen, in der weder alle Anfor-
derungen erfüllt sind, noch dass es Werkzeuge und Vorgaben gäbe, dies zu überprüfen.
Aufgrund der Eigenschaften von Software kann sie auch nach Auslieferung und Verkauf
aktualisiert (engl. Update) und in ihrem Funktionsumfang erweitert (engl. Upgrade) werden.
Dies ist ein neuer Aspekt gegenüber herkömmlichen, stofflichen Produkten, der umso mehr
gilt, wenn die zu entwickelnden Programme und Anwendungen als Online-Dienste und -
Services angeboten werden. Diese Tendenzen führen zu neuen Anforderungen, denen sich
Modelle und Werkzeuge zukünftig stellen müssen.
Der Prototypingprozess kann in seiner Gesamtheit als eine Abfolge von Fragen und Ant-
worten gesehen werden, wobei die Antworten in die umgesetzten Prototypen eingetragen
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sind. Frage-Antwort-Folgen sind weder in ihrer Anzahl von Wiederholungen, ihren Verzwei-
gungen oder zeitgleichen, parallelen Entwicklung vorherbestimmt, noch ist das Ende des
Prozesses überprüfbar. In der weiteren Arbeit sind die beiden Begriffe Produkt und Prozess
des Prototyping gleichberechtigt. Sowohl das Produkt des Prototypings, der Prototyp, als
auch der Prozess an sich haben Einfluss auf das in Kapitel 3 vorgestellte Entwicklungs-
modell sowie auf die in Kapitel 4 beschriebene Konzeption geeigneter Werkzeuge für die
Entwicklung von Multi-Touch-Anwendungen mittels Multi-Touch.
2.3.2 PROTOTYPEN
Wurde im vorigen Abschnitt noch generell über die Rolle von Produkten und vom Prozess
des Prototypings gesprochen, so folgt an dieser Stelle eine detaillierte Beschreibung und
Kategorisierung der Prototypen selbst. Eine Unterteilung der Prototypen kann dabei nach
Reichhaltigkeit, Funktionalität, Absicht sowie nach höher dimensionierten Ansätzen (siehe
[LST08] und [HKM13]) erfolgen. Wichtig ist die differenzierte Betrachtung von Prototypen
vor allem für deren Einsatz im Prozess des Prototypings. In der Arbeit von Lim u. a. [LST08]
wird das ’Fundamental Prototyping Principle’ angeführt, nachdem es das Anliegen des Pro-
totpyings ist, Produkte zu erstellen, die in der für den Gestalter einfachsten Form relevante
Aspekte abbilden, ohne das Ganze zu vernachlässigen. Die als einfachste Form beschriebe-
ne Eigenschaft von Prototypen bezieht sich dabei auf das ebenfalls von [LST08] vorgestellte
ökonomische Prinzip des Prototypings. Nach diesem sollen Prototypen so effektiv und ein-
fach als möglich sein, um das Potential als auch die Beschränkungen von Ideen darzustellen
und messbar zu machen. Ein Prototyp ist dabei, unabhängig seines Umsetzungsgrades, im-
mer ein konkretes Artefakt, das seine Funktion direkt wiedergibt und nicht erst interpretiert
werden muss [BLM03]. Ziel der Kategorisierung von Prototypen ist es, deren verschiedene
Ansätze zu verstehen und unterscheiden zu lernen, um letztlich die Auswahl von geeigneten
Prototypen zu ermöglichen.
ARTEN VON PROTOTYPEN
Die im folgenden Abschnitt vorgestellten Prototypenarten sind ein Auszug, die für die Ent-
wicklung von Software im Allgemeinen und für die Erstellung interaktiver Benutzerschnitt-
stellen im Besonderen zur Verfügung stehen. Deren Beschreibung dient zur Vorstellung
und zur Verwendung in der weiteren Arbeit.
Die Skizze ist eine der einfachsten Arten, Gedanken und Vorstellungen fasslich darzustellen
und dient infolgedessen als möglicher Ausgangspunkt von Konzepten. Der Begriff Skizze
wird in diesem Abschnitt als das händische Zeichnen mit einem Zeichengerät auf einem
zweidimensionalen Untergrund verstanden. Dabei ist es unerheblich, ob die Skizze real oder
digital erstellt wird. Die markanten Charakteristiken der Skizze sind in beiden Fällen ihre
natürliche und unverbindliche Darstellungsform, deren Erstellung schnell und ohne großen
Aufwand erfolgt (siehe [KCV10]). In der Software-Entwicklung kann sie als abstrahierendes
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Element komplexer Vorgänge überall Anwendung finden. Verstärkt wird sie jedoch in der
Gestaltung der Benutzeroberfläche eingesetzt. Die überwiegend visuelle Repräsentation
der Benutzerschnittstelle (LO O K) legt die Verwendung der Skizze nahe. Hingegen können
Aspekte des FE E L S, wie Interaktionen oder Animationen, sowie auditive Informationen
nur schwer bis gar nicht abgebildet werden. Ebenso verhält es sich mit der Darstellung
verteilter und allgegenwärtiger Systeme in Skizzen [OM11]. Die Vorteile einer digitalen
Skizze sind nach [Lan96] deren nachträgliche Veränderbarkeit, die Beschreibung mittels
digitaler und durchsuchbarer Annotationen sowie das spätere Einbringen von Interaktivität.
Beide Formen, die analoge sowie die digitale Skizze, sind übliche Ausdrucksformen des
Entwurfsprozesses, wie er im Abschnitt 2.3.3 eingehender erläutert wird.
Eine über das bloße Zeichnen von Prototypen auf Papier hinausgehende Technik ist das
Papier-Prototyping (engl. Paper-Prototyping). Diese unterscheidet sich zum einen in dem
eingesetzten Material. Dieses kann neben Papier aus Post-Its, Klebeband, Klammern, Leim
und anderen Bastelutensilien bestehen. Zum anderen dient der Papier-Prototyp nicht nur
der Überführung von Ideen in eine für den Wissens- und Vorstellungsaustausch zweckdien-
liche Form, sondern auch dem Durchspielen von Interaktionen. Hierbei übernimmt eine
Person die Rolle des Systems, eine andere die des Nutzers. Auf gespielte Aktionen und
Eingaben des Nutzers reagiert die das System repräsentierende Person. Hierdurch lassen
sich schnell Aktions- und Reaktionsmechanismen der Zielanwendung abbilden, ohne die-
se aufwendig implementieren zu müssen. Dieses Vorgehen ähnelt der als Wizard-of-Oz
bekannten Technik, bei der Systemreaktionen durch eine für den Anwender verborgene
Person nachgestellt werden. Gegenüber der Skizze ist das Papier-Prototyping stärker auf
die Benutzerschnittstelle fixiert, da es deren Interaktionsraum abzubilden versucht. Die
dadurch mögliche Evaluation vor jeglicher Implementierung ist ein wichtiger Vorteil des
Papier-Prototyps. Ein Weiterer ist die einfache Integration interdisziplinärer Teams, indem
alle Personen gleichberechtigt an der Entwicklung von Papier-Prototypen teilhaben können,
ohne dass sie spezielle Fähigkeiten oder besonderes Vorwissen benötigen [Sny03]. Nach
Sefelin u. a. [STG03] liegen die Vorteile des Papier-Prototyps gegenüber digitalen Vertre-
tern darin, dass mittels Papier mehr Ideen in gleicher Zeit umsetzbar sind und von deren
Entwicklung niemand ausgegrenzt wird. Ein weiterer Vorteil läge zudem dann vor, wenn im
Entwurfsprozess sehr viele Prototypen erstellt würden. Die realen Papier-Prototypen wären
dann einfacher zu sondieren und zu vergleichen als rein digitale Versionen. Demgegenüber
stehen die Nachteile aller abstrakten Ansätze, die keine funktionellen Problemstellungen
(wie Performanz oder Robustheit) identifizieren können. Weiterhin entstehen aufgrund der
oftmals frühzeitigen Integration von möglichen Endnutzern in den Entwicklungsprozess
seitens der Entwickler Befürchtungen, ihre Arbeit könne als unprofessionell eingeschätzt
werden (siehe [Sny03]).
Die Entwicklung von ersten Umsetzungen gedanklicher Vorstellungen in konkrete Formen
ist meist roh und unscharf und dient dem Ausdruck eigener Vorstellung als auch zum
Austausch zwischen den am Entwurf beteiligten Parteien. Unabhängig ob Skizze, Papier-
Prototyp oder eine einfache, digitale Realisierung, all diese Formen dienen der Identifizie-
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rung und Klärung von Anforderungen, mehr als sie Bestandteile der finalen Umsetzung
sind. Aufgrund ihres kurzen Verwendungszeitraumes in der Entwicklung von Anwendun-
gen werden diese Formen als Wegwerfprototypen (engl. Throw-Away ) bezeichnet. In der
Arbeit von [KL02] wird dieser Sachverhalt aufgegriffen, indem von nur zwei Kategorien, den
Wegwerfprototypen und dem evolutionären Prototypen, ausgegangen wird. Letztere bil-
den dabei das Gegenstück zum Wegwerfprototyp, da sie entsprechend den Anforderungen
immer weiterentwickelt werden, bis sie in das finale Produkt übergehen. Obwohl eine sol-
che Unterteilung nach Wegwerf- und evolutionären Prototypen für die vorliegende Arbeit
unzureichend ist, bleibt die Rolle des Wegwerfprototyps unbestritten. Bereits in der Arbeit
von Nielsen [Nie92, S.18] wird auf die Besonderheit der einmaligen Verwendung von Proto-
typen hingewiesen: „For software systems, we should ’plan to throw one away’ because
the first design will never be good enough. If anything, this advice is truer of interfaces
than of other components because of the greater difficulty of predicting their flaws. It is
less expensive to throw away a prototype than a completely implemented, fully functional
system.“ Weiterhin wird in der Arbeit die Prototypenart nicht auf eine konkrete Form ein-
gegrenzt noch lässt sich ableiten aus welchem (digitalen) Material sie erstellt ist. Vielmehr
geht es um eine grundlegende Motivation, was mit dem Prototyp geschehen soll, nachdem
er im Entwicklungsprozess Verwendung fand.
Eine weitere Art von Prototypen sind Klick-Dummies. Diese sind wenig bis nicht interaktive
Prototypen, die aus einzelnen Bildern bestehen und bei denen der Nutzer zwischen ver-
schiedenen Ansichten wechseln kann. Jeder Wechsel wird durch eine Nutzereingabe (z.B.
Mausklick) ausgelöst. Um den Wechsel zu steuern, können separate Interaktionsflächen
erstellt werden. Je nachdem, wo der Nutzer eine Eingabe tätigt, wird das entsprechende
Einzelbild angezeigt. Ohne separate Interaktionsflächen durchläuft der Klick-Dummy eine
vordefinierte Bildfolge, wobei jede Nutzereingabe die nächste Ansicht aufruft.
Der evolutionäre Prototyp entspricht am ehesten dem Vorgehen der iterativen Software-
Entwicklung wie in Abschnitt 2.2.1 (auf Seite 23) beschrieben. Zu Beginn des Prozesses
steht die Aufnahme von Anforderungen, die im späteren Verlauf unter Zuhilfenahme von
Prototyping-Techniken schrittweise erarbeitet und evaluiert werden. Nach jeder Iteration
erfolgt eine Bewertung und Analyse des Prototypen (siehe [DFAB07, S.242f]). Dessen
weitere Entwicklung baut stets auf der letzten Iteration auf. Diese schrittweise Erweiterung
des Prototyps ist Namensgeber des Ansatzes.
Eine weitere Art von Prototypen bilden die inkrementellen. Angelehnt an die gleichnami-
ge Software-Technik bestehen inkrementelle Prototypen aus vereinzelten, spezialisierten
Bausteinen. Jeder dieser Bausteine wird für sich zeitgleich oder nacheinander entwickelt.
Im Gegensatz zum evolutionären Prototyping ist hier bereits zu Beginn die zu entwickeln-
de Zielanwendung klar umrissen, die Anforderungen an deren Einzelteile müssen aber im
Prototyping-Prozess separat erarbeitet werden [DFAB07, S.242f].
Eine letzte Art von hier vorgestellten Prototypen sind interaktive. Deren spezielle Bedeu-
tung ist teilweise auf die gesonderte Stellung interaktiver Anwendungen im Allgemeinen
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zurückzuführen. Im Gegensatz zu nicht interaktiven Anwendungen, die Daten im Vorfeld
einlesen, verarbeiten und zu einem unbestimmten, späteren Zeitpunkt bereitstellen, ist es
eine grundlegende Anforderung interaktiver Anwendungen, Nutzereingaben unverzüglich
zu bearbeiten und fortwährend Rückmeldung zu geben [BLM03]. Diese Unmittelbarkeit
zwischen Anwendung und Nutzer ist auch das zugrundeliegende Konzept interaktiver Proto-
typen. Nach Nielsen [Nie93, S.98f] soll die Entwicklung und die Evaluation eines Prototypen
zeitgleich stattfinden. Möglich wird dies, indem ein Entwickler mit Hilfe geeigneter Program-
mierwerkzeuge die Vorschläge und Anmerkungen von Testnutzern direkt implementiert. Die
Herausforderung besteht in der sorgsamen Auswahl geeigneter Werkzeuge und geschulter
Entwickler. Beides ist notwendig, um Ideen schnell und vor allem fehlerfrei umzusetzen.
Ein Ansatz dies zu erreichen ist die Verwendung von digitalen Attrappen (engl. Mock-ups),
mit denen das Verhalten von Anwendungen nur vorgetäuscht wird, anstatt es mühsam
und ohne Programmierfehler umzusetzen [Nie93, S.99]. Die mittels interaktiver Prototypen
gewonnenen Erfahrungen sind aufgrund der direkten Kommunikation zwischen Entwickler
und Nutzer nah an den gewünschten Vorstellungen. Innerhalb eines einzelnen Testdurch-
laufes können hierdurch zahlreiche Ideen generiert und evaluiert werden, was sich positiv
auf die Berücksichtigung bisher unbeachteter Anforderungen auswirkt [Nie93, S.85ff].
KATEGORISIERUNGEN VON PROTOTYPEN
Nach der Beschreibung der unterschiedlichen Arten von Prototypen fällt auf, dass einige
vollkommen händisch (analog), andere hingegen mit Hilfe des Computers (digital) erstellt
werden. Die Trennung der beiden Gruppen ist im Rahmen des Software-Prototypings über-
sichtlich, da hierbei ein Großteil der Prototypen digitaler Natur sind. Anders verhält es sich
beispielsweise in der Produktgestaltung, wo selbst digitale und interaktive Geräte über die
gesamte Projektlaufzeit hinweg als händisch erzeugte Modelle umgesetzt werden. Erst
in deren Stofflichkeit sowie deren generellen Erscheinung lassen sich Fragestellungen
der Ergonomie sowie der Gebrauchstauglichkeit beantworten (vgl. [LST08; BLM03] und
[AP12, S.28ff]). Nach [BLM03] erfolgt die Trennung von analogen und digitalen Umsetzun-
gen im Bereich der Software-Entwicklung in den Kategorien online und offline Prototyp.
Dabei ist unbedeutend, ob eine digitale Umsetzung bereits ein eigenes Verhalten aufgrund
implementierter Routinen aufweist oder nur eine grafische und statische Repräsentation
der möglichen Benutzerschnittstelle ist (z.B. Klick-Dummy).
Prototypen werden oft nach ihrer Komplexität kategorisiert, von schemenhaft bis zu ei-
nem identischen Abbild des späteren Produktes. Die Einordnung erfolgt dabei nach der
Reichhaltigkeit (engl. fidelity ) von niedrig (low ) bis hoch (high) [RSI96; VSK96]. Low-Fidelity -
Prototypen sind meist schematische Entwürfe mit einem hohen Abstraktionsgrad und nur
eingeschränkten Interaktionsmöglichkeiten. Diese werden zu Beginn des Entwurfsprozes-
ses genutzt, um möglichst schnell und günstig viele Designkonzepte zu erstellen. Dement-
sprechend sind die genutzten Techniken und Werkzeuge sehr einfach. Typische Arten
von solchen Prototypen sind Skizzen, Papier-Prototypen und Klick-Dummies. High-Fidelity -
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Prototypen hingegen sind voll nachmodellierte Simulationen der gewünschten Benutzero-
berfläche, jedoch ohne eine finale Datenanbindung [ES02]. Ihre Zielstellung ist die reali-
tätsnahe Abbildung von Programmen mit Hilfe von komplexen Programmierwerkzeugen.
Abbildung 2.7
Einordung der Prototypen in
die Kategorien geringe, mitt-
lere und hohe Reichhaltig-
keit in ein Aufwand-Detail-
Diagramm.
Aufgrund der strikten Trennung zwischen Low - und High-Fidelity -Prototypen führt [MCP+06]
eine weitere Kategorie (Mid-Fidelity) ein (siehe Abbildung 2.7). Diese soll nach Engelberg
und Seffah [ES02] eine detaillierte Repräsentation der angestrebten Benutzeroberfläche
bieten ohne deren komplettes LO O K und FE E L zu simulieren. Ihr primäres Einsatzgebiet ist
das Testen der grundlegenden interaktiven Aspekte einer Anwendung, in erster Linie des
FL OW.
Eine weitere Unterteilungsmöglichkeit von Prototypen erfolgt anhand der in sie eingetrage-
nen Funktionalität. Hieraus erfolgt eine Kategorisierung in horizontale und vertikale Prototy-
pen [Bal08, S.538f]. Der horizontale Prototyp bezieht sich auf eine Ebene der Anwendung
(siehe Abbildung 2.8), wie die Benutzeroberfläche. Diese wird in ihrer Gesamtheit umge-
setzt, ohne die Funktionalität, mit der auf Informationen anderer Ebenen zugegriffen wird,
zu berücksichtigen. Der horizontale Prototyp ist eine allgemeine Darstellung der zu errei-
chenden Anwendung bei dem Aspekte jenseits der umgesetzten Ebene weitestgehend
simuliert werden [BLM03]. Dem gegenüber steht der vertikale Prototyp, der für einen ein-
zelnen, klar umrissenen Anwendungsfall eine Lösung präsentiert. Dieser wird durch alle
Ebenen der Zielanwendungen hindurch implementiert und ist voll funktionsfähig. Der ver-
tikale Prototyp ist eine spezifische Darstellungsform, wodurch er sich für die Klärung von
Risiken und Unwägbarkeiten eignet [Bal08, S.538f]. Der horizontale Prototyp wird aufgrund
seines Aufbaus vorzugsweise evolutionär entwickelt, während sich für den vertikalen Proto-






Die Unterteilung nach [KLSHZ92] und [BKK92] bezieht sich auf die dem Prototyping zugrun-
deliegende Prozesssicht. Hierbei werden vier Arten von Prototypen unterschieden. Diese
sind der Demonstrationsprototyp, der funktionale Prototyp, das Labormuster sowie das Pi-
lotsystem (vgl. [LSHZ93]). Der Demonstrationsprototyp dient vorwiegend der Akquise und
ist nur ein entferntes und sehr allgemeines Abbild der finalen Anwendung. Aufgrund dieser
Eigenschaften findet er in der späteren Entwicklung kaum Berücksichtigung und wird als
Wegwerfprototyp konzipiert [Bal08, S.538]. Funktionale Prototypen bilden bestimmte De-
tails der Zielanwendung ab und sind ein begleitender Bestandteil der Anforderungsanalyse.
Diese Absicht ist vergleichbar mit derjenigen vertikaler Prototypen in einem frühen Ent-
wicklungsstadium. Die Modellierung gezielt ausgewählter Funktionen in einem pre-finalen
Stadium erfolgt durch das Labormuster. Auch hier liegt der Vergleich zur vertikalen Untertei-
lung nahe, allerdings in einer deutlich konkreteren Form. Die letzte Gruppe bilden Pilotsys-
teme, die die Anwendung sehr realistisch abbilden. In ihrer Aufgabe der experimentellen
Erprobung der Anwendung sind sie direkt mit High-Fidelity -Prototypen vergleichbar.
Die Arbeit von Houde und Hill [HH97] befasst sich mit der zugrundeliegenden Absicht des
Prototyps. Das aufgestellte Modell unterscheidet die drei Kategorien: Rolle, LO O K & FE E L
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und Implementierung [HH97]. Die ’Rolle’ beschreibt die Identifizierung neuer und unbe-
kannter Funktionalitäten für den Nutzer. Ist die grundlegende Funktionalität bekannt, aber
nicht die Art und Weise wie diese präsentiert wird, dann fällt der Prototyp in die Katego-
rie ’LO O K & FE E L’. In die letzte Kategorie ’Implementierung’ fällt ein Prototyp, wenn sein
Ziel die Verwendung neuer Technologie ist. Für alle drei Kategorien lassen sich konkrete
Zielstellungen ableiten. Diese sind: Ein Anwendungskontext für die zu spielende Rolle,
eine abzubildende und konkrete Nutzererfahrung für das LO O K & FE E L sowie ein funktio-
nierendes System für die Absicht der Implementierung [HH97]. Sind alle drei Kategorien
Bestandteil des Prototypen, so wird dieser als ’Integration’ bezeichnet (siehe Abbildung 2.9).
Das von Houde und Hill [HH97] beschriebene Prototypenmodell der Absicht greift aufgrund
seines Aufbaus erst zu einem späteren Zeitpunkt in der Gestaltungs- und Entwicklungs-
phase, in der die ursprüngliche Idee bereits gereift und eine klare Vorstellung über die zu
entwickelnde Anwendung vorhanden ist.
Abbildung 2.9
Kategorisierung von Prototy-
pen nach Rolle, LO O K &
F E E L und Implementierung.
In der Arbeit von Lim u. a. [LST08] werden Prototypen als Filter beschrieben, die eine be-
stimmte, für den Gestalter relevante, Sichtweise auf das zu entwickelnde Produkt oder
die zugrundeliegenden Anforderungen preisgeben. Neben dem Aspekt des Filterns finden
die Prototypen auch als konkrete Umsetzungen Berücksichtigung. Filter und Umsetzun-
gen haben wiederum Kriterien, die eine Differenzierung erlauben. Die als ’Dimensionen
des Filters’ beschriebenen Kriterien sind: Erscheinung, Daten, Funktionalität, Interaktivität
sowie räumliche Struktur (siehe Abbildung 2.10). Das Kriterium ’Erscheinung’ umfasst vor-
Abbildung 2.10
Protoypen als Filter, die sich
in fünf Dimensionen eintei-
len lassen.
wiegend Charakteristiken, welche die äußere Form beschreiben (z.B. Farbe, Größe oder
Textur) sowie nicht visuelle Eigenschaften (z.B. Haptik oder Klang). Das Kriterium der ’Daten’
bezieht sich auf die vom Prototyp verwendeten digitalen Informationen und in welchem
Zusammenhang diese zueinander stehen. Mittels des Kriteriums ’Funktionalität’ kann die
im Vorfeld erläuterte Unterteilung in horizontale und vertikale Prototypen abgebildet wer-
den (siehe [HKM13]). Das Kriterium ’Interaktivität’ beschreibt die möglichen Aktionen des
Nutzers mit dem Prototypen, die Arten der Reaktion durch den Prototyp sowie sein generel-
les Verhalten. Während dieses Kriterium gerade in Hinblick auf die Gestaltung interaktiver
Multi-Touch-Prototypen eine besondere Rolle spielt, ist das letzte Kriterium ’Räumliche
Struktur’ des Prototyp zu vernachlässigen. Deren vorgeschlagene Variablen beschreiben
die Anordnung der einzelnen Elemente absolut und relativ zueinander. Zwar werden auch
zweidimensionale Anordnungen berücksichtigt, jedoch liegt der Fokus des Kriteriums auf
räumlichen Strukturen [LST08].
In der Arbeit von Hochreuter u. a. [HKM13] werden die Kriterien des Filters von Lim u. a.
[LST08] erneut aufgegriffen und um einen definierten Satz von Variablen erweitert. Zielstel-
lung der Arbeit ist es, durch die Festlegung auf einen einheitlichen Variablensatz Prototypen
miteinander zu vergleichen und anhand eines dafür entwickelten Modells einzuordnen. Hier-
zu erhält jede Variable der unterschiedlichen Kriterien eine Wertung in einer fünfstufigen
Skala von ’nicht festgelegt’ bis ’ausgestaltet’ [HKM13]. Anhand der Prototypenbewertung
mit Hilfe der Bewertungsskalen lassen sich Kennlinien abtragen, die als Filter-Fidelity -Profile
40
Konzepte der Anwendungsentwicklung für und mit Multi-Touch
bezeichneten werden. Jede Kennlinie beschreibt dabei die Charakteristik der bewerteten
Prototypen und kann als Vergleichsgrundlage von Prototypen dienen.
2.3.3 ENTWURF UND ENTWICKLUNG
Der Begriff des Entwurfs (engl. Sketch) ist ein Vorgehens- und Handlungsmodell sowie
eine Prozessbeschreibung, das ausführlich in der Arbeit „Sketching User Experiences“ von
Buxton [Bux07] beschrieben wird. Der Vorgang des Entwerfens ist keine konkrete Aus-
drucksform, wie es etwa der englische Begriff Sketching vermuten lässt. Vielmehr schließt
er diese und andere Formen als etablierte Techniken des Ausdrucks von Entwürfen mit
ein. In der Arbeit von Buxton [Bux07] wird der Begriff der Entwicklung, der beispielswei-
se in [BS00] noch die Skizze als eine mögliche Form mit einschließt, klar vom Entwurf
als Prozess abgetrennt. Buxton stellt beide Vorgänge einander gegenüber: „Sketches are
not Prototypes [. . . ] Sketches dominate the early ideation stages, whereas prototypes
are more concentrated at the later stages where things are converging within the design
funnel.“ [Bux07, S.139] Im Gegensatz zu Adenauer und Petruschat [AP12], die dieser Unter-
teilung nicht folgen und alle Bestandteile als einen einheitlichen Prozess auffassen (siehe
[AP12, S.24f]), legt Buxton in beide Begriffe eine unterschiedliche Absicht. Hierzu bringt er
die Begriffe mit Eigenschaften wie Kosten, Zeit, Qualität und Verfügbarkeit in Verbindung.
Das Entwerfen als Prozess ist damit losgelöst von Materialien und Werkzeugen sowie dem
Produkt selbst: „The importance of sketching is in the activity, not in the resulting artifact.“
[Bux07, S.135] Die händische Skizze ist somit zwar oftmals ein Produkt des Prozesses Ent-
werfen, viel bedeutender aber ist die damit verbundene Absicht, Ideen auszudrücken und
mittels dieser Tätigkeit deren Bedeutung zu reflektieren. Somit wird die Skizze selbst zum
Werkzeug, dass den frühen Prozess der Konzeption trägt und weiterentwickelt. Die Skizze
unterscheidet sich als Produkt des Prozesses des Entwerfens gegenüber dem Prototypen
in ihrer Komplexität: sie ist einfacher herzustellen, eher Frage als Antwort, eher Erkundung
als Verfeinerung, eher Vorschlag als Beschreibung (siehe [Bux07, S.139ff] und [AP12, S.24]).
Dennoch ist eine klare Trennung zwischen den Formen des Entwurfs und der Entwick-
lung nicht immer möglich. Vielmehr handelt es sich um einen unscharfen Übergang, ein




und Reduktion nach [Las80].
Der Vorgang der schrittweisen Umsetzung von der Idee bis hin zum Produkt wird in einem
als ’Overlapping Funnels’ bezeichneten Modell dargestellt. Dieses geht auf die Arbeit von
Laseau [Las80] zurück und beschreibt einen aus Ausarbeitung und Reduzierung bestehen-
den Prozess. In Abbildung 2.11 findet sich eine entsprechende Darstellung beider Aspekte
sowie deren Verschränkung in einen zusammenhängenden Ablauf [Las80, S.91]. Der in der
Arbeit von Laseau beschriebene Trichter (engl. Funnel) der Ausarbeitung wird in Buxton mit
dem Prozess des Entwerfens gleichgesetzt, in dem die schnelle und einfache Erarbeitung
neuer Ideen und Aspekte im Vordergrund steht. Die Zusammenführung der hierbei erarbei-
teten Konzepte erfolgt im Reduktionstrichter, der die zuvor erarbeitete Vielfalt in einem alles
in sich vereinenden Produkt zusammenführt.
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Abbildung 2.12
Darstellung des Design Fun-
nel mit sich wiederholenden
Ausführungs- und Redukti-
onsphasen nach [Pug90].
Das Modell sich überschneidender Trichter (siehe Abbildung 2.11) bildet den Vorgang einer
breiten Konzeptions- und Umsetzungsphase ab, wie er beispielsweise auch von Nielsen
[Nie93, S.86] beschrieben wird. Hierbei bleiben jedoch der Ausgangspunkt der Entwicklung
sowie die Zielstellung über den Prozess hinweg unverändert. Später auftretende Anfor-
derungen, die einen Einfluss auf die Ausgangssituation und das Ergebnis haben, bleiben
unberücksichtigt. Dieser Problematik wurde bereits in den Vorgehensmodellen des Soft-
ware Engineerings begegnet, indem die Iteration von Prozessabläufen als Lösungsansatz
eingesetzt wird (siehe Abschnitt 2.2.1). Ein auf diesen Ansatz übertragenes Modell findet
sich in der Arbeit von Pugh [Pug90, S.75] und wird als ’Design Funnel’ (Gestaltungstrichter)
bezeichnet. Die dieses Modell beschreibende Abbildung 2.12 zeigt eine mehrmalige Anein-
anderreihung von Ausführungs- und Reduktionsphasen zu einem ganzheitlichen Prozess.
Dabei ist nicht nur die im Prozess eingegrenzte Vorstellung von Bedeutung, sondern eben
auch jener Teil, der als nicht relevant ausgeschlossen wird. Dieser dient als Abgrenzung
und somit zur Bestimmung der Identität der entwickelten Vorstellung. Der Design Funnel
stellt neben den agilen Ansätzen sowie der Berücksichtigung der Gebrauchstauglichkeit und
der Nutzer einen vielversprechenden Ansatz dar, um den Besonderheiten der Gestaltung
natürlicher Benutzerschnittstellen gerecht zu werden.
2.4 DIGITALE WERKZEUGE DES PROTOTYPINGS
Nach [Bli90] lassen sich kreative Prozesse in zwei Phasen unterteilen. Die erste Phase
überführt Ideen von chaotischen Vorstellungen in eine geordnete und fassliche Form. Die
zweite Phase bringt die geordneten, aber separierten Ideen in einen gemeinsamen Zusam-
menhang und überführt sie von da in die Umsetzung. Hierbei gilt, dass digitale Werkzeuge
fast ausschließlich die zweite Phase, die Verfeinerung der Ideen, berücksichtigen. Die Ge-
nerierung und Sortierung von Ideen zu Beginn der kreativen Prozesse wird hingegen kaum
beachtet [HBL+06]. Der folgende Abschnitt beschäftigt sich daher mit beiden Aspekten,
der Ideenerzeugung und Sortierung sowie deren schrittweisen Weiterentwicklung. Die bei-
den Aspekte werden in der weiteren Arbeit als Phase des Entwurfes bzw. als Phase der
Entwicklung bezeichnet.
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Bereits in Abschnitt 2.3.2 wurden verschiedene Kategorisierungsmöglichkeiten von Prototy-
pen vorgestellt. Der folgende Teil baut darauf auf und konzentriert sich im Besonderen auf
die Erstellung von online Prototypen. Diese Form wird mit digitalen Werkzeugen erstellt und
bearbeitet. Weiterhin liegt der Schwerpunkt des Abschnitts auf der Gestaltung des LO O K S
und des FE E L S sowie die Verwendung von Gesten. Letztere dienen zur Verwendung des
Werkzeugs sowie zur Bedienung der Prototypen. Dabei begrenzt sich der Abschnitt auf die
Verwendung gebräuchlicher Gesten. Eine darüber hinausgehende Erstellung, Bewertung
und Formalisierung von gänzlich neuen Gesten wird nicht thematisiert.
Die für Multi-Touch relevanten Gesten lassen sich allgemein in kontinuierliche und diskrete
Gesten unterteilen. Kontinuierliche Gesten werden nach Kammer u. a. [KFKW10] als ’Online-
Gesten’ bezeichnet, wohingegen sie in [GB10] als ’Manipulationen’ beschrieben werden.
Diese unterscheiden sich gegenüber den diskreten Gesten (Offline-Gesten [KFKW10]) darin,
dass sie fortwährend erkannt und ausgewertet werden können. Sie sind somit während
ihrer Ausführung präsent und nicht nur zum Zeitpunkt ihrer Rekonstruktion. Des Weiteren
lassen sie sich umkehren, sind also bi-direktional und besitzen mitunter ein physikalisches
Verhalten (siehe [JGR10]). Im Folgenden werden die Begriffe Kontinuierlich und Diskret
zur Beschreibung von Multi-Touch-Gesten verwendet, wobei der Fokus der Arbeit auf der
Verwendung von kontinuierlichen Gesten liegt.
2.4.1 ENTWURFSPHASE
Die Werkzeuge der Entwurfsphase zeichnen sich aufgrund ihres frühzeitigen Einsatzes im
Entwicklungsprozess durch eine einfache Verwendbarkeit und eine schnelle Erstellung von
Prototypen aus. Dabei gilt auch für die Prototypen, dass der notwendige Aufwand ihrer
Erstellung so gering wie möglich zu halten ist -„[. . . ] at the beginning, ideas are cheap, so
’easy come, easy go’ [. . . ]“ [Bux07, S.139]. Die Entwurfsphase zeichnet sich zudem durch
zwei weitere Besonderheiten aus. Zum einen ist sie nach Baxter [Bax95] einzigartig, da in
keinem anderen Abschnitt des Software-Lebenszyklus für so geringe Kosten eine solche
Vielzahl an Möglichkeiten identifiziert werden können. Zum anderen obliegt der Entwurfs-
phase die große Verantwortung, fehlerhafte Entwicklungen frühzeitig zu erkennen und von
vielversprechenden zu trennen. Dies gelingt nur, indem das Scheitern als ein wesentlicher
und notwendiger Bestandteil des Prozesses verstanden wird: „Fail early and fail often. And
Learn.“ [Bux07, S.141] Die im Folgenden vorgestellten Werkzeuge der Kategorien Skizze,
Animation und Interaktion unterstützen diesen Prozess, indem sie die Entwurfsphase aus
unterschiedlichen Blickwinkeln betrachten und Anregungen zur Konzeption und zur Umset-
zung eigener, für Multi-Touch angepasster Werkzeuge liefern.
SKIZZE
Die Arbeit von Barros und Carneiro [BC13] stellt sich der Problematik, dass Interaktionen
in händischen Skizzen schwer abzubilden sind und daher bisher kaum Beachtung finden.
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Dies gilt umso mehr, je stärker der Anteil des FE E L S und der gestischen Eingabe in der
zu entwickelnden Anwendung berücksichtigt werden soll [BVC13]. Das von Barros und
Carneiro [BC13] vorgestellte Konzept zielt auf die Erweiterung klassischer Skizzen um die
vier Aspekte: Rahmen, Farben, Symbole und Regeln. ’Rahmen’ repräsentieren dabei die
Abgeschlossenheit einer Skizze. Um die Schrittfolge einer Interaktion abzubilden, werden
diese farbig codiert (’Farbe’). Hierbei entspricht schwarz dem initialen Zustand, grün der
Nutzereingabe und rot der Systemreaktion. Jede Farbe verfügt über ein definiertes Set an
’Symbolen’, um ein einheitliches Vokabular zu verwenden. Die Auswertung der verwende-
ten Symbole erfolgt wiederum mittels definierter ’Regeln’. In einer weiteren Arbeit [BVC13]
wird dieses Set an Symbolen um die Ausdrücke einer Multi-Touch-Eingabe erweitert. Barros
und Carneiro [BC13] ordnen das vorgestellte Konzept zwar ausschließlich analogen Skizzen
zu, eine Übertragung in ein digitales Werkzeug ist jedoch naheliegend. Ein Ansatz, dies zu
erreichen, ist die Übertragung der händisch gezeichneten Skizzen in ein digitales System
(siehe [LCE+10]), in welchem die zuvor farblich codierten Interaktionsschritte mittels Farbfil-
ter separiert werden. Ein anderer Ansatz ist, das ganze Konzept in ein digitales Werkzeug
zu überführen und die drei Zustände Ursprung, Veränderung und Nutzereingabe in separate
Ebenen zu zeichnen. Die derart getrennten Aspekte lassen sich folgend in einen digita-
len Prototyp übertragen, der gemäß der verwendeten Symbolik reagiert und die definierte
Veränderung anzeigt.
Das Werkzeug ’FrameWire’ von Li u. a. [LCE+10] ist bestrebt die Vorteile von online und off-
line Prototypen in sich zu vereinen (siehe Abschnitt 2.3.2). Hierzu wird die reale Interaktion
mit Papier-Prototypen abgefilmt und der Wechsel zwischen verschiedenen Ansichten re-
konstruiert. Zur Nachvollziehbarkeit der Interaktion tippt der Nutzer auf den als interaktiv zu
kennzeichnenden Bereich in der Skizze. Danach wechselt er auf die darauf folgende Ansicht.
FrameWire vervollständigt die Verbindungen zwischen den einzelnen Seiten automatisch
und erstellt zusätzlich einen Verbindungsgraphen, der die Abhängigkeiten der einzelnen
Seiten untereinander abbildet. Zeitgleich werden Verbindungen vorgeschlagen, die das Pro-
gramm als wahrscheinlich identifiziert. Anstatt die Vorteile händischer Skizzen nachzubilden,
überführt das Werkzeug die real erstellten Prototypen für die digitale Weiterentwicklung.
Aufgrund der analog erstellten Prototypen ist die einfache Einbeziehung interdisziplinärer
Teams in den Entwicklungsprozess leicht möglich.
In der Arbeit von Kieffer u. a. [KCV10] steht die Erstellung digitaler Skizzen im Mittelpunkt.
Hierzu werden digitale Skizzen rekonstruiert und in vordefinierte Komponenten (Widgets)
umgewandelt. Diese lassen sich nachträglich in unterschiedlichen Detailstufen darstellen,
um den Nutzer unterschiedliche Stufen der Reichhaltigkeit zu suggerieren (siehe Abschnitt
2.3.2). Die gestische Eingabe beschränkt sich hier auf diskrete Gesten mit deren Hilfe
die Komponenten erstellt werden. Der dabei entwickelte Prototyp ist rein auf das LO O K
beschränkt und besitzt keine eigenen Interaktionen oder Verhaltensweisen. Einen in die
ähnliche Richtung weisenden Ansatz beschreibt die Arbeit von Schmidt und Weber [SW13].
Auch hier erfolgt die Umwandlung von digitalen Skizzen mittels Eingaberekonstruktion.
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Allerdings können Nutzer mit Hilfe eines Multi-Touch-Gerätes mehrere Eingaben gleichzeitig
tätigen.
Eine einfache Form einer digitalen und interaktiven Skizze stellt das Werkzeug ’SILK’ von
Landay dar [Lan96]. Motiviert ist die Arbeit durch den auch noch heute geltenden Sachver-
halt, dass interaktive Werkzeuge den Fokus der Schnittstellengestaltung auf Details wie
Farben und Ausrichtung legen, anstatt auf eine grundlegende Problematik der Verhaltens-
(FE E L) und der Strukturmodellierung (FL OW). SILK fokussiert diese Problematik, indem es
nur Skizzen abbildet, die zwar nachbearbeitet, nicht aber mit zusätzlichen Details versehen
werden können. Darüber hinaus können die erstellen Skizzen zueinander in Verbindung
gebracht werden, was der Funktion eines Klick-Dummys entspricht. Eine Abbildung des
FE E L S ist jedoch nicht möglich.
Vergleichbar mit der zuvor genannten Arbeit von [Lan96] ist das Programm ’Sketchify’ von
[OM11]. Auch hier steht die schnelle und einfache Entwicklung von repräsentativen FL OW-
Prototypen im Vordergrund. Der Unterschied des Ansatzes liegt in der Integration verschie-
dener Modalitäten zur Darstellung und zur Eingabe. Bezieht sich SILK nur auf Skizzen,
erlaubt Sketchify ebenso die Abbildung von Bildern, Programmausschnitten sowie in Abhän-
gigkeit der Nutzereingabe veränderlicher Komponenten. Die Ansteuerung des Low-Fidelity -
Prototypen erfolgt Multi-Modal mittels einer separaten Programmierschnittstelle zur Einbin-
dung externer Geräte und Sensorik. Die Autoren begründen die Integration einer solchen
Breite an Möglichkeiten aufgrund fehlender Alternativen. Aktuell verfügbare Werkzeuge
und Forschungsansätze würden Nischen der Gestaltung und des Entwurfes berücksichti-
gen, nicht aber ein ganzheitliches Werkzeug zur Entwicklung Modalitäten übergreifender
Anwendungen.
Die Arbeit von De Souza u. a. [dFM13] befasst sich mit der Entwicklung von gestenba-
sierten Anwendungen, wobei sie zwei wichtige Herausforderungen bei der Gestaltung der
Interaktion adressieren: die zeitlichen und die finanziellen Kosten der Entwicklung von Ges-
ten sowie deren Eignung zur Steuerung von Interaktion innerhalb der Anwendung. Das
hierfür entwickelte Programm ’ProtoActive’ soll diesen Herausforderungen begegnen, in-
dem es Entwickler zwei geeignete Werkzeuge an die Hand gibt, mit deren Hilfe Gesten und
Entwurfsprototypen ohne Programmierung erstellt werden können. Das als ’Storyboard
Sketching Tool’ bezeichnete Programm bietet die Möglichkeit, digitale Skizzen zu erstel-
len und diese zu strukturieren. Mit Hilfe des ’Intelligent Gesture Toolkit’ können darüber
hinaus individuelle Gesten aufgezeichnet und rekonstruiert werden. Der Mehrwert von
ProtoActive liegt im Zusammenspiel beider Werkzeuge, wodurch die gezeichnete Bildfolge
mittels der selbst definierten Gesten steuerbar wird. Das Programm verfolgt dabei den
Anspruch, Low-Fidelity -Prototypen, im Hinblick auf Kosten und Reichhaltigkeit an Details, zu
erstellen, Eigenschaften vertikaler und horizontaler Prototypen abzubilden sowie die Rolle
eines Filters für die Interaktion einzunehmen. Die mittels ProtoActive definiterten Gesten
sind diskret. Ein kontinuierlicher Übergang zwischen verschieden Ansichten wird aktuell
nicht berücksichtigt. ProtoActive unterstützt somit die Strukturbeschreibung (FL OW) einer
Anwendung, nicht aber das FE E L.
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Ein vergleichbarer Ansatz zu ProtoActive findet sich im Werkzeug ’ActiveStory Touch’ von
[HKSBM11]. Ein markanter Unterschied ist jedoch die Integration kontinuierlicher Gesten,
welche mittels des ’Gesture-Toolkit’ von [KM10] während der Eingabe rekonstruiert wer-
den. Derzeit ist das mit dem Werkzeug abbildbare Verhalten jedoch auf statische Wechsel
zwischen unterschiedlichen Ansichten der Anwendung begrenzt. Eine Erweiterung des
Funktions- und Verhaltensumfanges würde dazu beitragen, die derzeitige Lücke in der Ge-
staltung des FE E L S zu schließen.
Die Darstellung interaktiver Prototypen auf mobilen Endgeräten erlaubt das Werkzeug
’i2ME’, das in der Arbeit von [HHKE13] vorgestellt wird. Dessen Funktionsweise ähnelt
stark dem vorab beschriebenen ActiveStory Touch, wobei die Zuordnung und Verwaltung
von Gesten je interaktivem Bereich komfortabler gestaltet ist (siehe [dFM13]). Zusätzlich las-
sen sich kontinuierliche Gesten nach ihren Ausführungsrichtungen unterscheiden, wodurch
diese mehrfach verwendet werden können. Jedoch ist auch hier der Wechsel zwischen
einzelnen Ansichten diskret und nicht kontinuierlich.
Die Verwendung der Skizze als statischer sowie teils interaktiver Prototyp bietet sich an,
wenn es gilt, erste Ideen zu erläutern und zu prüfen. Dennoch zeigen die hier beschriebenen
Forschungsansätze, dass die Darstellung des FE E L S mit aktuellen Werkzeugen schwierig
und nur näherungsweise möglich ist. Die Berücksichtigung von diskreten und kontinuierli-
chen Gesten ist ein erster Schritt, Eingaben natürlicher Benutzerschnittstellen zu berücksich-
tigen. Ziel von weiteren Ansätzen muss es sein, den gestenbasierten Aktionen des Nutzers
eine in der einfachen Form einer Skizze entsprechende Reaktion des Systems gegenüberzu-
stellen. Erst in der Kombination beider Bestandteile lässt sich die zu erreichende Interaktion
und damit das FE E L in skizzenhaften Prototypen hinreichend darstellen.
ANIMATION
Die Erstellung von Animationen ist selbst mit Hilfe dafür angepasster Programme aufwendig
und langwierig. Um diesen Prozess im Bereich der skizzenhaften Darstellung von Vorgängen
und prototypischen Ansätzen zu vereinfachen, wurde ’K-Sketch’ entwickelt [DCL08]. Das
auf Stifteingabe optimierte Werkzeug baut hierzu auf das intuitive Verständnis von Raum
und Zeit auf. Dies bedeutet im Detail, das Nutzer Objekte anhand von Skizzen erstellen und
diese direkt animieren können. Hierbei findet eine als ’Motion-by-Example’ bezeichnete
Technik Einsatz, die sich klar von den ansonsten in der Entwicklung von Animation üblichen
Schlüsselbildern (engl. Keyframes) abgrenzt. Die Technik beschreibt das Vormachen von Be-
wegungen durch den Nutzer, wobei die Veränderungen der animierten Objekte durchgängig
aufgezeichnet werden. Das Vormachen erfolgt in K-Sketch mittels eines speziellen Manipu-
lators direkt am Objekt. Der Manipulator ermöglicht es, Objekte zu bewegen, zu drehen,
zu skalieren sowie ein- und auszublenden. K-Sketch bietet dem Nutzer zehn grundlegende
Operationen zur Manipulation digitaler Objekte an, bei denen es sich um eine Auswahl ei-
ner umfangreicheren Funktionsliste handelt. Diese wurde im Vorfeld anhand von Szenarien
erarbeitet. Die Herausforderung der Funktionsbegrenzung lag in deren Auswahl, auch als
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Optimierungsproblem beschrieben. Die beim Prozess der Auswahl auftretenden Anforde-
rungen sind teilweise widersprüchlich und können in drei Aspekte aufgeteilt werden: die
Maximierung der umsetzbaren Animationen (Mächtigkeit), die Minimierung der notwendi-
gen Schritte bis zur Fertigstellung (Schnelligkeit) sowie die Minimierung der verfügbaren
Operationen (Einfachheit). Die getroffene Auswahl der zehn Operationen entspricht einer
Abdeckung von über 80% der 72 repräsentativen Szenarien.
Einen ähnlichen Weg der interaktiven Animationsentwicklung geht das Multi-Touch-Werkzeug
’idAnimate’ von [QFM13]. Hierdurch wird der noch bei K-Sketch geltende Ansatz Motion-by-
Example durch das Prinzip ‚Transformation-by-Example‘ ersetzt. Der Begriff der Transforma-
tion bezieht sich hierbei auf die direkte Manipulation der Objekteigenschaften mittels konti-
nuierlicher Gesten. Dabei gilt, dass sich beide Ansätze (Motion- und Transition-by-Example)
für die Verwendung mittels Multi-Touch eignen [Mos07]. Im Vergleich mit K-Sketch ver-
zichtet das Programm IdAnimate auf einige der in K-Sketch erarbeiteten Funktionalitäten
zugunsten einer noch einfacheren Kontrolle. Dabei wird der in K-Sketch verwendete Ma-
nipulator durch eine direkte Gestenkontrolle ersetzt. Dies bedeutet, dass die Translation,
Skalierung und Rotation zeitgleich verändert werden können. In der direkten Gegenüber-
stellung von idAnimate und K-Sketch zeigt sich, dass die erwähnten Gestaltungsziele von
idAnimate zu einer kürzeren Bearbeitungszeit führen als auch zu einer höheren, subjektiven
Zufriedenheit seitens der Nutzer [QFM13].
Die beiden Werkzeuge von [DCL08] und [QFM13] zeigen, dass sich Animationen bereits
mit einfachen Mitteln erstellen lassen. Der Verzicht auf detaillierte Einstellungen sowie
Schlüsselbilder erfolgt dabei bewusst zugunsten einer wesentlich schnelleren Abbildung
von Vorgängen und Abläufen. Dennoch wird das Einsatzspektrum von Animationen für
die Erläuterung von Sachverhalten und Zusammenhängen mit beiden Werkzeugen nur
angedeutet. Die Verwendung von Animationen zur Darstellung des FE E L S wäre ein solcher
Sachverhalt, dessen Nutzen in weiteren Untersuchungen zu überprüfen ist.
INTERAKTION
Eine Vielzahl von Werkzeugen unterstützt den Prozess des digitalen Skizzierens sowie die
Überführung dieser Produkte in einen strukturellen Prototyp zur Modellierung des FL OW.
Die Integration von FE E L gelingt hingegen sehr selten. Oftmals bleibt es bei diskreten
Gesten, die einen Wechsel zwischen verschiedenen Ansichten anstoßen. Eine hervorzuhe-
bende Ausnahme ist das Werkzeug ’Monet’ von Li und Landay [LL05], das sowohl kontinu-
ierliche Eingaben als auch diskrete Ereignisse berücksichtigt. Die Integration beider Formen
gelingt anhand von Diskrepanzen, die zwischen den gezeichneten Beispielfällen auftreten
und durch das Programm automatisch erkannt werden. Das Werkzeug unterscheidet zwei
Zustände. Einen zur Erstellung und Bearbeitung der digitalen Skizzen (Beispielmodus) sowie
einen zur Ausführung des erstellten Prototypen (Interaktionsmodus). Die im Beispielmodus
erstellten Zustände stellen hierbei keine festen Zustände dar, wie in den Arbeiten von
[DCL08; QFM13], sondern Fälle einer möglichen Interaktion. Aufgrund dieses Ansatzes ist
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der Interaktionsraum gegenüber definierten Start- und Endzuständen offener und weniger
restriktiv. Der Verzicht auf präzise Schlüsselbilder zur Beschreibung der animierten Inter-
aktion erfolgt bewusst, um die Erstellung von Entwürfen zu beschleunigen und in ihrer
Darstellung unpräzise zu bleiben (vgl. [SSLR96; Won92]).
Einen vollkommen anderen Ansatz verfolgt das Werkzeug ’LemonGrasp’ von Hochreuter
[Hoc14], das die Ästhetik der Interaktion in den Mittelpunkt der Entwicklung stellt. Hierzu
wird die Frage aufgeworfen, wie das FE E L einer Touch-Anwendung zu gestalten ist, um
eine angestrebte Interaktionsqualität zu erreichen. Die Frage soll mit Hilfe des von [DLH13]
entwickelten ’Interaktionsvokabulars’ beantwortet werden, das Interaktionen anhand von




diese Unterteilung in Form von Objektattributen, die mittels gestischer Eingabe manipuliert
werden können. Dabei soll die direkte Manipulation von Objekten zugunsten einer noch
aussagekräftigeren Interaktionsform aufgebrochen werden. Beispielhaft wird dies anhand
der Rotationsgeste erläutert, die in der Regel nur die Drehung um die Z-Achse eines Ob-
jektes beeinflusst. In LemonGrasp kann der Nutzer zusätzlich die Geschwindigkeit, die Ver-
zögerung sowie das kontinuierliche oder das schrittweise Anwenden des Rotationswertes
beeinflussen. Die Überführung einfacher Gesten in ein mehrdimensionales Verhalten soll
somit Ausgangspunkt einer reicheren und ästhetischen Gestaltung des FE E L S werden.
Anhand der beiden Arbeiten von [LL05] und [Hoc14] ist ersichtlich, dass die Gestaltung des
FE E L S bereits mit einfachen Mitteln möglich ist. Hierzu wurden mit beiden Werkzeugen un-
terschiedliche Ansätze beschrieben, die den Ansprüchen der Entwurfsphase hinsichtlich der
Darstellung und des Abstraktionsgrades genügen. Eine Bedienbarkeit der Werkzeuge mit-
tels Multi-Touch sowie die Verwendbarkeit durch interdisziplinäre Teams ist allerdings durch
die prototypische Form der beiden Werkzeuge nur begrenzt möglich. Alle diese Aspekte zu
berücksichtigen ist ein Ziel der weiteren Arbeit.
2.4.2 ENTWICKLUNGSPHASE
Wie die Entwurfsphase hat auch die Entwicklungsphase ihre eigenen Anforderungen an die
darin verwendeten Prototypen und die sie erstellenden Werkzeuge. Waren Prototypen im
Entwurf noch roh und unscharf, so sind sie nun konkret. Mit der in sie eingetragenen Funk-
tionalität beantworten sie mehr die auftretenden Fragen an Machbarkeit und Umsetzbarkeit,
als dass sie den Entwicklungsansatz hinterfragen oder zu neuem Verständnis beitragen. Die
zuvor befürwortete Gleichberechtigung aller am Projekt Beteiligten wird zunehmend durch
deren individuelle Fachkenntnisse ersetzt. Dies betrifft auch die eingesetzten Werkzeuge,
die in ihrer Verwendung ein größeres Vorwissen und ein tieferes Verständnis bedürfen.
Im folgenden Abschnitt werden einige verwandte Arbeiten vorgestellt. Hierbei liegt der
Schwerpunkt auf einem frühzeitigen Einsatz in der Entwicklung. Vollständige Frameworks
zur Entwicklung von Multi-Touch-Anwendungen sind weder ein Bestandteil des Abschnit-
tes noch der vorliegenden Arbeit. Ebenso verhält es sich mit Erweiterungen proprietärer
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Autorenwerkzeuge (wie Adobe Flash [@Ad14b]), die beispielsweise in eigenständigen For-
schungsarbeiten um die Verwendung von multi-Touch-fähigen Komponenten erweitert wer-
den (siehe [EW05]).
VISUELLE PROGRAMMIERUNG
Die Entwicklung von Anwendungen mit Hilfe von Programmierwerkzeugen stellt separa-
te Anforderungen an deren Verwendung. Dabei erfordert deren Einsatz nicht nur Wissen
zur Bedienung, sondern auch zur Funktionsweise der Programmierung im Allgemeinen so-
wie der verwendeten Sprache im Besonderen. Eine mögliche Alternative zur textuellen
Beschreibung ist die ’Visuelle Programmierung’ (VP), die ansonsten nicht sichtbare Zusam-
menhänge grafisch darstellt. Populäre Beispiele von VPs sind die in der Entwicklung von
Musik- und Videoinstallationen verwendeten visuellen Programmiersprachen ’MAX/MSP’
[@Cy14] und ’VVVV’ [@VV14]. Das Grundprinzip der VP ist die Kapselung von Funktionen in
Bausteine (Komponenten) mit klar definierten Schnittstellen (Ports). Um Anwendungen nun
mit Hilfe der VP zu erstellen, werden Bausteine zur Erstellung der Benutzeroberfläche durch
virtuelle Datenleitungen miteinander verbunden. Hierdurch werden Daten ausgetauscht,
die in den einzelnen Bausteinen gezielt bearbeitet werden. Der Vorteil der VP liegt somit
in der Verwendung vorgefertigter und visueller Komponenten, welche entsprechend der
umzusetzenden Logik miteinander verbunden werden. Im Folgenden werden verwandte
Arbeiten vorgestellt, in denen sich die VP als eine vielversprechende Alternative gegenüber
der klassischen Programmierung auszeichnet.
Das Werkzeug ’MaggLite’ verbindet Ansätze des skizzenhaften Zeichnens von Benutzer-
oberflächen sowie die Entwicklung deren Funktionalität mit Hilfe einer visuellen Program-
miersprache [HDD+04]. Die beiden Ansätze werden in MaggLite mit Hilfe zweier separater
Werkzeuge ermöglicht. Dabei folgt der generelle Einsatz von MaggLite in drei Schritten:
Zeichne es (Draw it), Verbinde es (Connect it), Verwende es (Run it). Alle zum ersten Schritt
zugehörigen zeichnerischen Aufgaben werden mit dem ’MaggLite Interface Builder’ (MIB)
umgesetzt. Hierbei kann der Nutzer grafische Elemente frei zeichnen, einfärben und anpas-
sen. Darüber hinaus wird mittels MIB ein Szenegraph angelegt, der die erstellten Elemente
hierarchisch verwaltet. Die Einbindung der Funktionalität in den Prototypen erfolgt mit dem
’Input Configurator’ (ICon), einem visuellen Konfigurator zur Verbindung von Eingabege-
räten mit Funktionsbausteinen [DF04]. Die Besonderheit von MaggLite findet sich in der
getrennten Darstellung der Benutzeroberfläche (LO O K) und der darin enthaltenen Funktio-
nen (FE E L). So werden die mittels ICon erstellten Abhängigkeiten nicht in den von MIB
erstellten Szenegraphen integriert, sondern innerhalb eines Interaktionsgraphen abgebildet.
Schnittstellenbausteine zwischen beiden Graphen erlauben später die Beeinflussung der
Darstellung durch Nutzereingaben. Die Verbindung beider Graphen wird von den Autoren
als ’Mixed-Graph Model’ bezeichnet.
Ein weiteres Beispiel für die Verwendung der VP ist das Werkzeug ’Squidy’ von König u. a.
[KRR09]. Dessen Ziel ist die Entwicklung neuartiger Anwendungen, indem verschiedene
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Eingabegeräte mit Hilfe der VP verbunden werden. Squidy fokussiert sich dabei auf die
Übertragung und Filterung von Daten zwischen den als Knoten dargestellten Geräten. Die
Besonderheit gegenüber anderen visuellen Ansätzen liegt in der gezielten Verwendung
eines Zoomable User Interfaces. Dieses zeigt unterschiedliche Inhalte in Abhängigkeit der
aktuellen Vergrößerungsstufe an. Ist die zu erstellende Anwendung vollständig sichtbar, so
werden alle Knoten sowie deren Verbindungen untereinander abgebildet. Fokussiert der
Nutzer einen Knoten, so wird dieser entsprechend vergrößert, wobei er weiterführende
Informationen zur Verwendung und zum Aufbau des Knotens anzeigt. Wird abermals ver-
größert, so öffnet sich der Quellcode des Knotens. Dieser ist in der vorliegenden Ansicht
direkt veränderbar, wobei alle vorgenommenen Anpassungen sofort wirksam werden.
Sowohl MaggLite als auch Squidy zeigen, das sich die VP sowohl als zentrales Element
von Werkzeugen verwenden lässt als auch zur allgemeinen Entwicklung von Anwendungen
eignet. Ziel der weiteren Arbeit ist es, die mit der VP verbundenen Möglichkeiten auf die
Modellierung des FE E L S anzuwenden. Dabei scheint es vielversprechend, den Ansatz, Gerä-
te und Komponenten als Knoten darzustellen, aufzugreifen und für das Szenario Multi-Touch
basierter Anwendungen weiter zu entwickeln.
MULTI-TOUCH-INTERAKTION
In der Arbeit von Hacket und Cox [HC12] wird die VP in Zusammenhang mit der Multi-Touch-
Eingabe gebracht. Hierzu entwickelten die Autoren das Werkzeug ’Flow’, dass auf der visuel-
len Programmiersprache ’ProGraph’ aufbaut. Im Gegensatz zum originalen Funktionsumfang
der visuellen Programmiersprache deckt das Werkzeug nur einen Teil der Funktionalität ab,
wie das Erstellen einzelner Knoten, die Möglichkeit sie zu verbinden sowie die nachträgliche
Veränderung der Knotenpositionen innerhalb der visuellen Programmierumgebung. In der
Arbeit werden hierzu zwei Techniken vorgeschlagen, die ein- oder zweihändig auszuführen
sind und sich auf den Einsatz von Quasi-Modes7 beziehen (siehe [Ras01, S.55]).
Eine weiteres Werkzeug, welches die visuelle Programmierung als Ansatz verwendet ist
’EMIL’ [LHLD13]. Im Gegensatz zu Squidy und MaggLite ist dessen Einsatzbereich spe-
ziell auf die Entwicklung von interaktiven Oberflächen ausgerichtet. Hierzu werden die
Multi-Touch-Eingabe sowie reale Objekte (sogenannte Tangibles) zur Steuerung von Inter-
aktionen eingesetzt. EMIL ist eine Entwicklungsumgebung, die sich aus drei einzelnen
Anwendungen zusammensetzt und durch herkömmliche Gestaltungsprogramme (z.B. Ado-
be Photoshop [@Ad14c]) unterstützt wird. Von besonderer Bedeutung ist dabei die visuelle
Arbeitsumgebung EMIL Authoring Application (EAA), in der die visuellen und funktionellen
Bestandteile von Anwendungen erstellt und mit Hilfe der VP miteinander verbunden wer-
den können. Die Besonderheit von EMIL liegt in der Berücksichtigung aller drei Aspekte
FL OW, LO O K und FE E L sowie der Möglichkeit, direkt zwischen Bearbeitungs- und Testmo-
7 Als Quasi-Modes werden separate Zustände (Modi) innerhalb einer Anwendung bezeichnet, die nicht dauer-
haft, sondern nur während der Ausführung einer Nutzeraktion andauern.
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dus zu wechseln. Hierdurch lassen sich entwickelte Anwendungen umgehend ausprobieren,
wodurch Problemstellungen schnell und eindeutig identifiziert werden können.
Ein weiterer Ansatz zur Entwicklung interaktiver Anwendungen ist die Berücksichtigung
der Multi-Touch-Eingabe in professionelle Programmierwerkzeuge mit grafischen Benutze-
roberflächen, den sogenannten integrierten Entwicklungsumgebungen (IDE – Integrated
Development Environment). Hierbei reicht die Einbindung von Multi-Touch-Gesten vom
einfachen Hilfsmittel bis hin zur dominanteren Eingabeart. Alle Ansätze haben gemeinsam,
dass hierbei der Quellcode neu strukturiert, nicht aber neu erstellt wird. Dies begründet
sich zum einen dadurch, dass der Vorgang der Erstellung bereits auf die Verwendung der
Tastatur optimiert ist. Zum anderen ist der Prozess der Restrukturierung gängige Praxis in
der Entwicklung von Anwendungen, wodurch er sich für den Einsatz alternativer Interakti-
onstechniken anbietet.
Das Konzept ’CodePad’ schlägt Multi-Touch als eine Möglichkeit vor, Quellcode während
der Restrukturierung in einen separaten Bereich auszulagern sowie Anmerkungen in die-
sen einzuschreiben [PGR10]. Mit Hilfe des separaten Bereiches soll der Wechsel zwischen
verschiedenen Ansichten und Stellen im Quellcode vereinfacht und die Anpassung des
Codes beschleunigt werden. Das Werkzeug ’RefactorPad’ stellt hingegen die vollständige
Entwicklungsumgebung einheitlich auf einem Multi-Touch-Gerät dar [RWE13]. Der Nutzer
wird motiviert, den Vorgang der Restrukturierung statt mit Maus und Tastatur mittels Ges-
ten durchzuführen. Hierzu identifiziert die Arbeit eine Vielzahl grundlegender Funktionen
der Restrukturierung und legt für diese eindeutige, diskrete Gesten fest. Einen ähnlichen
Ansatz der Bearbeitung findet sich in der Arbeit von Biegel u. a. [BHLD14], in der die IDE
Eclipse (siehe [@Ec14]) für die Eingabe von Multi-Touch-Gesten erweitert wird. Anstatt die
bekannten Funktionen zu überschreiben, wird der Ansatz als Alternative zur klassischen
Bearbeitung mittels Maus und Tastatur angeboten.
Eine vollständige Ausrichtung der IDE ist Ziel der für das IPad entwickelten Anwendung
’Codea’ [@Tw14]. Hierbei wird die Benutzeroberfläche der Entwicklungsumgebung an die
Besonderheiten der Fingereingabe angepasst. Details wie die Farbauswahl oder das Einla-
den von Bild- und Tondaten werden über ein visuelles Multi-Touch-Menü ausgeführt. Eine
ähnlichen Ansatz verfolgt die von Microsoft entwickelte Anwendung ’TouchDevelop’, die
sowohl für mobile als auch stationäre Endgeräte verfügbar ist. Hierbei sind die Eingabe und
die Auswahl von Quellcode sowie dessen Bearbeitung auf die Eingabe mittels Finger und
virtueller Tastatur angepasst. Weiterhin werden vordefinierte Codebausteine verwendet,
um syntaktische Fehler oder fehlerhafte Eingaben zu vermeiden. Dies wirkt sich positiv
auf Nutzer mit geringen Programmiererfahrungen aus, die mittels vordefinierter Funktionen
Anwendungen schnell erstellen können. Der Ansatz regt zudem zum Probieren an, da wie
auch bei der Verwendung der visuellen Programmierung stets lauffähige Programme ent-
stehen. Dies deckt sich mit der generellen Anforderung an die Prototypenentwicklung, wie
sie in [LL07, S.156] beschrieben wird.
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Die Verwendung von Multi-Touch zur Steuerung von Programmierwerkzeugen mit grafi-
schen Benutzeroberflächen ist immer auch ein Kompromiss gegenüber den herkömmlichen
Eingabetechniken mit Maus und Tastatur. Dabei zeigt sich schnell, dass die Multi-Touch-
Interaktion auf eine Nischenverwendung begrenzt ist, da die Entwicklung des FE E L S maß-
geblich über Text und somit mittels der Tastatur erfolgt. Einige der vorgestellten Ansätze
versuchen dieser Problematik zu begegnen, wobei sie an der Verwendung der grafischen
Benutzerschnittstelle festhalten. Vielversprechender zeigen sich hingegen die Ansätze von
Hackett und Cox [HC12] sowie von Luderschmidt u. a. [LHLD13], die Werkzeuge mit vi-
suellen und für die natürliche Interaktion angepassten Benutzerschnittstellen vorstellen.
Entsprechend der darin erläuterten Ansätze ist die Konzeption eigener, für die Multi-Touch-
Interaktion angepasster, Werkzeuge anzustreben. Hierdurch soll die Zielstellung der Arbeit,
Ähnliches mit Ähnlichem zu entwickeln, erfüllt werden.
2.4.3 ALLGEMEINE KRITERIEN DER WERKZEUGBEWERTUNG
Die Bewertung und damit die Einordnung von Werkzeugen ist immer dann sinnvoll, wenn
diese später verglichen und deren Potential für bestimmte Anwendungsfälle gegeneinander
abgewogen werden soll. Hierzu werden Kriterien herangezogen, die abhängig vom zu über-
prüfenden Sachverhalt die Werkzeuge objektiv und sachdienlich bewerten. Für die weitere
Arbeit ist dies dahingehend relevant, da die in Kapitel 4 konzipierten Werkzeuge T I Q U I D und
L I Q U I D in ihrer Verwendbarkeit und ihrem Nutzen für die Modellierung des FE E L S bewertet
und eingeordnet werden sollen. Hierzu werden im folgenden Abschnitt unterschiedliche
Ansätze vorgestellt, welche die Werkzeuge nach allgemeinen Aspekten bewerten sowie die
in Abschnitt 2.3.1 beschriebene Differenzierung von Prozess und Produkt berücksichtigen.
Eine Beschreibung von grundlegenden Werkzeugcharakteristiken ist die von Memmel und
Reiterer [MR08] erläuterte Dreiteilung nach Threshold, Ceiling [MHP00] und Wide Walls.
Der Begriff des Threshold beschreibt den für neue Nutzer notwendigen Aufwand, sich in
die Bedienung des Werkzeugs einzuarbeiten und dessen Funktionsweise zu verstehen.
Der Threshold hat somit nur Bedeutung, so lange der Nutzer nicht mit der Anwendung
vertraut ist. Dem gegenüber steht der Begriff Ceiling, der die mit dem Werkzeug mögli-
chen Funktionen beschreibt. Je höher der Ceiling-Point, desto größer ist die Bandbreite an
Funktionalität, welche sich mit dem Werkzeug in das Produkt einbringen lässt. Dies bein-
haltet oftmals auch die Anzahl iterativer Entwicklungsschritte, die mit ein und demselben
Werkzeug durchführbar sind. Der letzte Begriff Wide Walls beschreibt die Anwendungs-
felder des Werkzeugs. Aufgrund fehlender Alternativen für die Erstellung von interaktiven
Anwendungen tendieren Nutzer zur Verwendung von familiären Werkzeugen, die sich in
die Kategorie: „low threshold - low ceiling - narrow walls“ [MR08] einordnen lassen. Dieser
Sachverhalt wird durch die Aussage von Campos und Nunes bestätigt, welche die oftmals
bestehende Gegensätzlichkeit von Gebrauchstauglichkeit und Nützlichkeit betonen: „[. . . ]
useful tools tend to suffer from lack of usability, whereas usable tools are not very useful.“
[CN07, S.598]
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In der Arbeit von Campos und Nunes [CN06; CN07] wird ein Bewertungsmodell mit acht
Dimensionen vorgestellt, welches das Werkzeug anhand der Eigenschaften des erstellten
Prototyps klassifiziert (siehe Abbildung 2.14 links). Das Modell unterteilt sich in drei Ka-
tegorien mit je zwei bis drei Dimensionen. Diese sind: Art der Darstellung (Perspektive -
Formalität - Detail), Verwendung des Werkzeugs (Stabilität - Nachvollziehbarkeit - Funktiona-
lität) und Kollaboration (Synchronizität - Verteilung). Die Kategorie der Darstellung beschreibt
die abstrakte Zielstellung des Produktes. Hierzu werden seine Rolle, der Grad der Abstrak-
tion sowie seine Funktionen im Prozess betrachtet. In der zweiten Kategorie wird sowohl
das Werkzeug als auch das Produkt betrachtet. Deren Einordnung erfolgt anhand der nach-
träglichen Anpassbarkeit der Prototypen, der Abhängigkeiten einzelner Bestandteile sowie
der abgebildeten Funktionalität. Die letzte Kategorie beschreibt die Zusammenarbeit bei
der Erstellung in Hinblick auf zeitgleiche oder zeitversetzte Arbeitsweisen an einem ge-
meinsamen oder räumlich getrennten Arbeitsplatz. Die Darstellung der Bewertung erfolgt
in einem Netzdiagramm mit acht Achsen, wobei jedes Werkzeug einzeln präsentiert wird.
Um eine Vergleichbarkeit der Werkzeuge zu ermöglichen, werden diese zusätzlich in ein
Gebrauchstauglichkeit-Nützlichkeits-Diagramm übertragen (siehe Abbildung 2.14 rechts).
Motiviert ist diese zweidimensionale Abbildung durch die vorab erwähnte Problematik der
Polarität von Werkzeugen hinsichtlich Gebrauchstauglichkeit und Nutzen.
Eine weiteres Modell zur Bewertung der Verwendbarkeit von Werkzeugen innerhalb der
Gruppenarbeit wird von Wu und Graham [WG02] vorgestellt. Hierbei liegt das Interesse an
der Art und Weise wie Gruppen zusammenarbeiten und welche Form von Prototypen sie in
dieser Konstellation erzeugen. Das Modell lässt somit einen Vergleich zwischen den Wün-
schen der Gruppe und den Möglichkeiten der verfügbaren Werkzeuge zu. Wie auch schon
in den Arbeiten von Campos und Nunes (vgl. [CN06; CN07]) besteht das Modell aus acht
Dimensionen, wobei jeweils vier die Zusammenarbeit bzw. das Produkt beschreiben. Die
Kategorie Zusammenarbeit besteht aus dem Ort, der Synchronizität, der Gruppengröße so-
wie der Koordination. Dem gegenüber steht die Kategorie Produktentwicklung, die sich aus
den Dimensionen Archivier- und Veränderbarkeit sowie aus der Korrektheit von Syntax und
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Abbildung 2.15
Darstellung der schrittweisen
Annäherung an eine fiktive
Zielstellung mittels Feedback-
Iteration der beiden Vorge-
hensmodelle Wasserfall und
agiler Ansatz (siehe [AMW10,
S.242]).
Semantik zusammensetzt. Eine Indiz für den notwendigen Aufwand bei Gruppenarbeiten
findet sich in den Veröffentlichungen von [Jon78] und [DL99], die den zeitlichen Aufwand
der Kommunikation zwischen Software-Entwicklern auf mehr als 70% ihrer Arbeitszeit fest-
machen.
Die unterschiedlichen Modelle von Campos und Nunes [CN06; CN07] sowie Wu und Gra-
ham [WG02] zeigen, dass sowohl die Funktion und die Bedienbarkeit von Werkzeugen als
auch die Art der Verwendung innerhalb von Arbeitsgruppen zu berücksichtigen ist. Werden
darüber hinaus gesonderte Anforderungen an den Prototypen gestellt, wie es beispiels-
weise aufgrund der Verwendung von Gesten und der Gestaltung des FE E L S geschieht, so
werden zusätzliche Kriterien erforderlich.
2.5 ZUSAMMENFASSUNG
Im folgenden Abschnitt werden die bisherigen Erkenntnisse noch einmal zusammengefasst
und miteinander in Verbindung gebracht. Im Mittelpunkt der Betrachtung steht dabei die
(natürliche) Benutzerschnittstelle, die wesentlicher Bestandteil der Software-Entwicklung ist
[BLM03].
Mit deren Aufkommen galt es, die Bedeutung von LO O K und FE E L zur Beschreibung der
Benutzerschnittstelle neu zu verhandeln. Als Ausgangspunkt diente dabei die grafische
Schnittstelle, bei der das Auge die Hand leitet. „Die Hand wird hierbei zum Nachfolger des
Auges degradiert.“ [Gro11, S.75]. Dem gegenüber steht die natürliche Benutzerschnittstelle,
in der das FE E L dem LO O K gleichwertig oder gar dominant ist. Grund dafür ist die Hand,
die bei der Bedienung von Multi-Touch-Anwendungen auch nicht sichtbare Funktionen und
Verhalten aufruft und steuert. Während der Interaktion tätigt und prüft sie, um Aktionen zu
initiieren, deren Reaktionen durch das Auge wahrgenommen und kontrolliert werden.
Nach der Auseinandersetzung mit der Rolle und der Bedeutung von LO O K und FE E L wur-
de der Fokus auf dem Prozess der Anwendungsentwicklung gelegt. In der Betrachtung
unterschiedlicher Vorgehensmodelle zur Entwicklung von Software zeigt sich, dass die An-
forderungen natürlicher Benutzerschnittstellen nicht von allen Modellen abgedeckt werden
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können. Lineare Ansätze sind aufgrund ihrer strikten Abfolge sowie der vollständigen Ab-
arbeitung einzelner Phasen zu starr und schwerfällig [Bal09, S.561]. Als Weiterentwicklung
gelten die durch Prototypen und Iterationen getriebenen Modelle nach [Roy70] und [Boe81].
Agile Vorgehensmodelle greifen diese Aspekte auf, indem sie sich auf die iterative Ent-
wicklung von Prototypen fokussieren [Bal08, S.653]. Die damit verbundene schnellere An-
näherung an die Anwendungsanforderung sowie die daraus resultierende Verkürzung der
Projektlaufzeit sind beispielhaft in Abbildung 2.15 dargestellt. Der Unterschied zwischen
linearen (z.B. Wasserfall) und agilen Modellen zeigt sich in der Fähigkeit, Anforderungen an
die umzusetzende Anwendung zeitnah zu identifizieren. Dies sei nach Draper [DN85] eine
der größten Herausforderungen bei der Entwicklung von Benutzerschnittstellen. Der Grund
hierfür ist der Nutzer selbst, dessen menschliche Fähigkeiten und Absichten im Vorfeld
unbekannt sind und erst im Laufe der Anwendungsentwicklung identifiziert werden. Shell
[She83] rät dazu, auf den klassischen8 Programmieransatz zu Gunsten eines flexibleren zu
verzichten, der sich auch noch während der Entwicklung an die Bedürfnisse des Nutzers
anpassen kann. Folglich sind die verwendeten Werkzeuge und Methoden zu überdenken
bzw. an die neuen Bedürfnisse anzupassen (siehe [DN85]).
Für die Einhaltung grundlegender Anforderungen an die Gestaltung und Bedienbarkeit von
Benutzeroberflächen gibt es Richtlinien, die weitestgehend äquivalent zu den im Softwa-
re Engineering auftretenden Entwurfsmustern (engl. Design Pattern) sind. Eine solche
Sammlung von Richtlinien stellen die zehn Regeln der Software-Ergonomie dar, welche die
Gebrauchstauglichkeit von Programmen sicherstellen sollen (vgl. [Nie92; May99]). Die Ein-
haltung der Gebrauchstauglichkeit ist eine grundlegende Anforderung an Software, welche
die Anwendung, den Nutzer als auch deren Umfeld berücksichtigt [RF07, S.5]. In den Ar-
beiten von [Nie92] und [May99] werden Ansätze vorgestellt, wie die Gebrauchstauglichkeit
als Rahmenwerk in Vorgehensmodelle zu integrieren ist. Dies schließt auch die frühzeitige
Integration von Endnutzern mit ein, welche die in der Entwicklung erstellten Prototypen von
Benutzeroberflächen bewerten. Hierdurch soll verhindert werden, dass es sich bei identifi-
zierten Problemstellungen nicht nur um Symptome viel grundlegenderer Ursachen handelt
[DFAB07, S.240f]. Dass die Berücksichtigung von Nutzern mit Hilfe benutzerzentrierter Mo-
delle (siehe 2.2.3) nur ein Ansatz von vielen sein kann, wird auch an der daran geübten Kritik
deutlich (siehe [MGR07; Nor05; CL02]). Im Fokus der Beanstandungen steht die vollkom-
mene Ausrichtung auf den Nutzer und seine Erwartungen. Hierdurch werden Innovationen
gehemmt und Neuerungen auf ein vorstellbares Maß begrenzt [AP12, S.24ff]. Als eine Al-
ternative schlägt Norman [Nor05] die Verwendung von Aktivitäten als Ausgangspunkte zur
Identifizierung von Anforderungen vor. Eine Aktivität ist die abstrakte Beschreibung der mit
einer Anwendung zu erreichenden Funktion9, die sich wiederum aus einzelnen konkreteren
Aufgaben zusammensetzt.
Anforderungen an die Anwendung werden jedoch nicht nur im Vorfeld erhoben, sondern
maßgeblich auch während der Entwicklungsphase. Hierbei finden Prototypen Einsatz, die
8 Hierbei bezieht sich Shell [She83] auf eine strukturierte Vorgehensplanung bereits zu Beginn der Anwen-
dungsentwicklung, die nachträglich nur sehr aufwendig noch einmal angepasst werden kann.
9 Die einem Mail-Programm zugrundeliegende Aktivität ist beispielsweise die Kommunikation.
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mit Hilfe von Nutzern und Experten verwendet, begutachtet und bewertet werden. Der
die Prototpyen erstellende Prozess wird als Prototyping bezeichnet. In den Arbeiten von
[LST08] und [AP12] wird beim Prototyping zwischen dem erstellten Prototyp (Produkt) und
dem Prozess selbst unterschieden. Weiterhin beschreiben Lim u. a. [LST08] Prototypen als
generellen Filter, die Unsichtbares sichtbar machen ohne das Ganze aus dem Blick zu verlie-
ren. Dieser Ansicht sind auch Adenauer und Petruschat [AP12, S.18], die den Prototypen als
Vermittler zwischen sich gegenüberstehenden Positionen auffassen (siehe Abschnitt 2.3.1).
In der Software-Entwicklung dient der Prototyp überwiegend der Problemidentifizierung und
Ansatzbewertung (vgl. [LST08]) sowie der Abbildung ausgewählter Zielaspekte (vgl. [LL07]).
Dabei gilt generell, dass der Prototyp in seiner Form gegenüber der im Entwicklungsprozess
zu klärenden Problemstellung angemessen zu gestalten ist [AP12, S.35]. Dieser Sachver-
halt wird von Lim u. a. als ’Fundamentales Prinzip des Prototypings’ beschrieben. In der
Praxis bedeutet dies, die Art der Prototypen anhand der zu identifizierenden Anforderun-
gen auszuwählen. Dabei steht der Prototyp nicht für sich als eigenständige Anwendung,
sondern muss im Prozess des Prototypings verstanden werden. In der Arbeit von Ludewig
und Lichter [LL07, S.155ff] wird dieser Vorgang als eine Folge konkreter Umsetzungen in
Form von Prototypen beschrieben, wobei dem Prozess selbst keine eigene Zielstellung
innewohnt. Ganz anders fassen dies Adenauer und Petruschat [AP12, S.18f] auf, die den
Prozess als eigenständigen Weg zur Erarbeitung von Anforderungen beschreiben. Wie auch
Gill und Dix [GD12, S.76f] sehen sie in ihm einen Vorgang, der aus unzusammenhängenden
Aspekten ein spezifisches und konkretes Wissen schafft, aufgrund dessen notwendige
Anforderungen von unnötigen getrennt werden können. Der Vorgang des gegenseitigen
geistigen Austausches mit Hilfe von Prototypen wird als kultureller Entwicklungsprozess
verstanden [AP12, S.27f].
Die Rolle von Prototypen, einzelne Aspekte der Zielanwendung herauszufiltern und sie un-
abhängig von anderen Bestandteilen im Detail darzustellen, dient auch in der vorliegenden
Arbeit als Ansatz. Ein solcher Aspekt ist die Abbildung des LO O K & FE E L von natürlichen
Benutzerschnittstellen. Als Ansatz zur Identifizierung geeigneter Prototypen dient die Un-
terteilung von [KL02] nach Wegwerf- und evolutionären Prototypen, welche sich auf die (in
Abschnitt 2.3.3 erläuterte) Unterteilung von Entwurf und Entwicklung übertragen lässt. Die
Charakteristiken von Prototypen in der Entwurfsphase sind eine oftmals rohe und unverbind-
liche Erscheinungsform, wobei deren Erstellung schnell und ohne größeren Aufwand erfolgt
(siehe [KCV10]). Darüber hinaus erfordert die Verwendung von Entwurfswerkzeugen zur
Entwicklung von Prototypen nur geringes Vorwissen, was eine Anforderung für die Integra-
tion interdisziplinärer Teams ist (vgl. [STG03; Sny03]). Die vorgestellten Wegwerfprototyen
Skizze, Papier-Prototyp und Klick-Dummy sind für die Zielstellung der vorliegenden Arbeit
ungeeignet. Zum einen bilden sie entweder das LO O K oder nur den FL OW ab, nicht aber das
FE E L. Zum anderen handelt es sich teilweise um analoge Darstellungen, die begrenzt Eigen-
schaften digitaler Objekte nachbilden können. Vielversprechender scheinen hingegen die
Ansätze der Animation (siehe [DCL08; QFM13]) sowie der näherungsweisen Darstellung
von Interaktion und Verhalten anhand von Beispielfällen (siehe [LL05; Hoc14]).
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Sollen Anwendungen nicht nur entworfen, sondern auch entwickelt werden, so bedarf
es dafür angepasster Prototypen. Die dafür geeigneten evolutionären Prototypen (siehe
[KL02]) werden in der Praxis um inkrementelle und interaktive Formen erweitert. Wäh-
rend die beiden ersten Typen eine vollständige Modellierung der Anwendungen von der
Entwicklungsphase bis zum finalen Zustand unterstützen, befindet sich der interaktive Pro-
totyp an der Grenze zwischen Entwurf und Entwicklung. Bei Interaktionsprototypen liegt
die besondere Herausforderung in der Gestaltung der sie entwickelnden Werkzeuge, die
eine direkte und unmittelbare Bearbeitung von Prototypen über mehre Iterationen und
Konkretisierungsschritte hinweg sicherstellen müssen [Nie93, S.99f]. Ein wichtiger Vorteil
interaktiver Prototypen ist die unmittelbare Zusammenarbeit mit Nutzern und Experten,
wobei deren Rückmeldungen direkt in die Umsetzung der Prototypen einfließen (siehe
[BLM03]). Die Dauer einer Iteration im Gestaltungs- und Entwicklungsprozess wird hier-
durch auf ein zeitliches Minimum reduziert [Nie93, S.98]. Zur Vergleichbarkeit unterschied-
licher Prototypenarten wurden in diesem Kapitel verschiedene Kriterien vorgestellt. Als
vielversprechende Unterscheidungsmöglichkeit bieten sich hierbei die den Prototypen be-
schreibenden Eigenschaften: Reichhaltigkeit (siehe [RSI96; VSK96; MCP+06]), Funktionalität
(siehe [Bal08, S.538f]) und Absicht (siehe [HH97]) an.
Anstatt wie Adenauer und Petruschat [AP12] von einem ganzheitlichen Prozess des Proto-
typings zu sprechen, beschreibt Buxton [Bux07] ihn als ein Kontinuum mit den Polaritäten
Entwurf und Entwicklung. Die Unterscheidung beider Aspekte liegt in der ihr zugrundelie-
genden Absicht, Fragestellungen oder Antworten zu generieren (siehe [Bux07, 139f]). In die
bipolare Ansicht des Prototyping-Prozesses lässt sich neben der Prototypenunterscheidung
von [KL02] auch die Unterteilung des kreativen Prozesses nach [Bli90] einordnen. Diese
Arbeit beschreibt die Überführung von Ideen aus dem Chaos der anfänglichen Gedanken in
die strukturierte Ordnung erster Formen von Prototypen sowie deren Weiterentwicklung.
In den Arbeiten von [Las80] und [Pug90] wird der Prozess in Form sich überschneidender
Trichter grafisch repräsentiert. Dabei entsprechen Öffnung und Verengung des Trichters
der Generierung bzw. der Konkretisierung von Ideen. Aufbauend auf der Zweiteilung von
Buxton [Bux07] erfolgt die Betrachtung relevanter Werkzeuge zum Entwurf und zur Ent-
wicklung von Multi-Touch-Anwendungen. Dabei wird vorweggenommen, dass weder zum
Entwurf von Interaktionen noch zur frühzeitigen Entwicklung von Multi-Touch-Interaktionen
Werkzeuge vorhanden sind (vgl. [OM11; dFM13]). Diesen Sachverhalt zu verändern ist ein
Aspekt für die vorliegende Arbeit.
Für den Entwurf von Benutzeroberflächen liegt der Fokus auf digitalen Skizzen, Animationen
und einfachen Interaktionen, mit denen später zu entwickelnde Aspekte einer Anwendung
angedeutet und unverbindlich beschrieben werden. Dabei wird das Scheitern als wesentli-
cher Bestandteil des Prozess verstanden, der mit Hilfe von Wegwerfprototypen umgesetzt
wird (siehe [Bux07, S.139]). Als Visualisierungsmethode kommen sowohl analoge als auch
digitale Skizzen zum Einsatz. Während in den Arbeiten von [BC13] und [LCE+10] noch
von zu digitalisierenden Skizzen ausgegangen wird, beschreiben [KCV10], [SW13], [Lan96]
[OM11], [HHKE13], [HKSBM11] und [dFM13] die Verwendung bereits digital erstellter Skiz-
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zen. Ihnen gemeinsam ist, dass sie LO O K und FL OW abstrakt beschreiben können, das
FE E L aber nicht oder nur ungenügend abbilden. Dies ist insbesondere problematisch, da
das FE E L für die Gestaltung von natürlichen Benutzerschnittstellen besonders relevant ist.
Allerdings finden bereit Multi-Touch-Gesten eine angemessene Berücksichtigung, sei es
zur Erstellung von digitalen Skizzen (vgl. [SW13]) oder zur Steuerung der zum Prototyping
verwendeten Werkzeuge (vgl. [HHKE13; HKSBM11; dFM13]).
Animationen sind ein weit verbreiteter Ansatz, Funktionen und Zusammenhänge darzu-
stellen. Hierzu werden die unterschiedlichen Ansichten mit Hilfe schrittweise Übergänge
nachvollziehbar in Zusammenhang gebracht. Dieser Ansatz lässt sich auf die problematische
Abbildung des FE E L S übertragen, indem Interaktionen in Bildfolgen beschrieben und dar-
gestellt werden. Die in den Arbeiten von [DCL08] und [QFM13] beschriebenen Werkzeuge
ermöglichen die Erstellung von abstrakten Animationen, wobei die direkte Manipulation
von Objekten mittels der Motion-by-Example-Technik erfolgt. Diese zeichnet vorgemachte
Manipulationen von digitalen Objekten als kontinuierlichen Prozess auf, der für die späte-
re Animation die zeitliche Basis bildet. Mit Hilfe dieser Technik lassen sich Vorstellungen
intuitiv und umgehend umsetzen. Eine Alternative zur zeitbasierten Animation wird in der
Arbeit von [LL05] vorgestellt. In dieser wird zwischen einzelnen Skizzen interaktiv inter-
poliert. Hierdurch agiert der Nutzer aktiv, indem er mittels seiner Eingaben innerhalb der
interpolierten Zwischenschritte navigiert. Im Gegensatz zu alternativen Ansätzen reagiert
der mit dem Werkzeug von [LL05] erstellte Prototyp auf kontinuierliche Eingaben mit einem
ebenso kontinuierlichen Verhalten (FE E L). Eine andere Darstellung des FE E L S präsentiert
der Ansatz von [Hoc14]. In ihm steht die Ästhetik der Interaktion im Mittelpunkt, die mit
Hilfe eines elfddimensionalen Vokabulars beschrieben wird (siehe [DLH13]).
Die Vorstellung möglicher Prototyping-Werkzeuge begrenzt sich in diesem Kapitel vom Ent-
wurf bis zur frühen Entwicklungsphase. Hierzu werden die visuelle Programmierung sowie
visuelle Editoren als Ansätze identifiziert. In der Arbeit von Huot u. a. [HDD+04] werden
digitale Skizzen um die visuelle Programmiersprache von [DF04] erweitert. Hierbei kön-
nen die Bestandteile des Look & Feel von Benutzeroberflächen in separaten Ansichten
abgebildet werden. Der damit einhergehende Wechsel zwischen diesen ist aufwendig und
erschwert die Bedienung der aus zwei Ansichten bestehenden Anwendung (vgl. [WG02]).
Diese Problematik umgeht die Arbeit von [KRR09] mit Hilfe eines Zoomable User Interfaces,
das Detailstufen von Inhalten abhängig von der Vergrößerungsstufe anzeigt. Während funk-
tionelle Bestandteile als Details erst in starken Vergrößerungen sichtbar werden, wird die
Struktur der Anwendung bereits auf einem Blick in der minimalsten Darstellung erfassbar.
Einen stärkeren Fokus auf die direkte Erstellung mittels einer visuellen Programmierspra-
che verbunden mit der Multi-Touch-Eingabe erfolgt konzeptionell in der Arbeit von [HC12]
und konkret in der Arbeit von [LHLD13]. In letzter wird eine vollständig auf Multi-Touch
ausgerichtete Entwicklungsumgebung vorgestellt, mit der die Erstellung des LO O K S, des
FE E L S und des FL OW möglich ist. Der Wechsel zwischen der Bearbeitung und der Verwen-
dung des zu entwickelten Prototyps erfolgt durch Auflegen bzw. Wegnehmen eines realen
Objektes (Tangibles)
58
Konzepte der Anwendungsentwicklung für und mit Multi-Touch
Die Integration von Multi-Touch in vollständige Entwicklungsumgebungen erfolgt in den
Arbeiten von [PGR10], [RWE13] und [BHLD14]. Hierbei steht nicht die Entwicklung von
neuen Funktionen mittels Quellcodes im Vordergrund, sondern dessen Strukturierung in
Funktionen und Klassen (siehe Abschnitt 2.4.2). Anders verhält es sich in den für mobile
Geräte optimierten Anwendungen ’Codea’ [@Tw14] und ’TouchDevelop’ [@Mi14b], welche
die Entwicklung interaktiver Programme mit Multi-Touch ermöglichen. Diese, sowie die
drei zuvor genannten Arbeiten, verbindet die direkte Bearbeitung des textuellen Quellcodes
anstatt einer abstrahierten, visuellen Darstellung. Der damit einhergehende Aufwand kann
zu einer längeren Bearbeitungszeit führen, die innerhalb der frühen Entwicklungsphase die
Iteration verzögern kann.
Eine Einordnung von Werkzeugen äquivalent zu der beschrieben Kategorisierung von Pro-
totypen erfolgt in den Arbeiten von [CN06; CN07] und [WG02]. Diese stellen jeweils ein
achtdimensionales Beschreibungsmodell vor, welches die Werkzeuge anhand verschiede-
ner Aspekte bewertet. Die Arbeiten berücksichtigen sowohl den Themenbereich Produkt
als auch Zusammenarbeit. Dies entspricht weitestgehend der Differenzierung von [AP12]
in Produkt und Prozess des Prototypings. Zusätzlich führt [CN06] den Aspekt der Stabilität
ein. Dieser kann als Maß der Finalität eines Produktes bzw. als Fortschritt im Entwick-
lungsprozess aufgefasst werden. Vergleichbar werden die Werkzeuge mittels der in [CN07]
erläuterten Einordnung in ein Gebrauchstauglichkeit-Nützlichkeits-Diagramm. Eine ande-
re Unterteilung findet sich in [MR08], in der Werkzeuge mit Hilfe der Begriffe Threshold,
Ceiling und Wide Walls beschrieben werden. Während die ersten beiden Begriffe den erfor-
derlichen Aufwand zur Bedienung des Werkzeugs sowie dessen Funktionen beschreiben,
umreißt der letzte Begriff den Einsatzbereich des Werkzeugs für unterschiedliche Anwen-
dungsgebiete. Aus den drei Arbeiten lassen sich relevante Bewertungskriterien ableiten,
die zur Einordnung aktueller Entwicklungswerkzeuge beitragen.
Es lässt sich schlussfolgern, dass das agile Vorgehensmodell den Ansprüchen zur Berück-
sichtigung des LO O K & FE E L sowie der Separierung von Entwurf und Entwicklung am
nächsten kommt. Dessen Beschreibung ist jedoch allgemein und nicht auf die Entwicklung
von natürlichen Benutzerschnittstellen ausgerichtet. Ähnlich verhält es sich mit den Werk-
zeugen sowie den mit ihnen erstellten Prototypen. Entsprechend der identifizierten Phasen
Entwurf und Entwicklung sind die erläuterten Prototypenarten Skizze und interaktiver Pro-
totyp für die Entwicklung von natürlichen Benutzerschnittstellen mit dafür angepassten
Werkzeugen näher zu untersuchen. In Kapitel 3 wird ein geeignetes Modell vorgeschlagen
sowie die Evaluierung möglicher Werkzeuge im Hinblick auf Produkt und den Prozess durch-
geführt. In Kapitel 4 erfolgt die Präsentation und die Umsetzung neuer Werkzeugkonzepte
unter Beachtung der Aufteilung von [Bux07]. Eine abschließende Bewertung der Konzepte
findet sich in Kapitel 5.
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Der Bau eines Hauses benötigt neben Werkzeugen und Materialien einen abstrakten Plan,
in dem das konkrete Vorgehen zur Errichtung des Hauses strukturiert beschrieben wird.
Ähnlich verhält es sich im Fall der Software-Entwicklung, für den neben geeigneten Werk-
zeugen ein zugrundeliegendes Vorgehensmodell verwendet werden muss. Dieses erklärt
abstrakt, welche Werkzeuge wann und mit welchem Ziel zum Einsatz kommen. Der hier-
bei bearbeitete Baustoff ist immateriell und eine Repräsentation binärer Daten, welche
mit Hilfe der Werkzeuge in eine aussagekräftige Form gebracht werden. Im Hinblick auf
die Zielstellung dieses Kapitels bedeutet dies, ein Modell zu entwerfen, welches die Be-
sonderheiten der Entwicklung natürlicher Benutzerschnittstellen berücksichtigt sowie den
Einsatz dafür geeigneter Werkzeuge plant. Die Besonderheit des Einsatzbereiches für das
Modell und die Werkzeuge liegt im verwendeten ’Material’, welches sich aus Gesten und
visuellen Darstellungsformen zusammensetzt und mit dem vor allem das FE E L von Multi-
Touch-Anwendungen dargestellt werden soll.
Bereits im einleitenden Kapitel zu dieser Arbeit werden Rahmenbedingungen für die Kon-
zeption eines Vorgehensmodells vorgestellt (siehe Abschnitt 1.2). Diese sind die Erstellung
von Multi-Touch-Anwendungen mittels der Multi-Touch-Eingabe selbst, die strikte Fokussie-
rung auf das FE E L sowie die Integration interdisziplinärer Teams bereits von Beginn der
Entwicklung an. Ausgehend von der Anforderung ein für diesen besonderen Anwendungs-
fall geeignetes Vorgehensmodell zu konzipieren, erfolgte in Abschnitt 2.2 die Vorstellung
verwandter Arbeiten. Der Abschnitt resümiert, dass klassische Modelle für die sich häufig
verändernden Anforderungen zu starr und schwerfällig sind, während moderne Ansätze
die Fähigkeit der flexiblen Integration von Anforderungen und Nutzern über die generelle
Zielstellung erheben und somit grundsätzliche Aspekte der Anwendungsentwicklung (z.B.
das FE E L) außen vor lassen.
Während der Recherche zu bestehenden Vorgehensmodellen zeigte sich, dass der Prozess
der Prototypenentwicklung und deren Bewertung zentrale Aspekte für die Gestaltung inter-
aktiver Anwendungen sind (siehe Abschnitt 2.3). Der Prozess selbst setzt sich wiederum
aus den Phasen des Entwurfs und der Entwicklung zusammen, die in sich eigene Zielstellun-
gen und Anforderungen vereinen. Für die Gestaltung eines eigenen Modells bedeutet dies,
sowohl den Prozess des Prototypings als auch die darin enthaltenen Phasen zu integrieren
und hinsichtlich der Gestaltung des FE E L S zu verwenden.
Das vorliegende Kapitel beginnt mit der Rolle des FE E L S, die in Bezug zu den Phasen
des Entwurfs und der Entwicklung eingehend erläutert wird. Folgend werden drei Vorge-
hensmodelle ausführlich betrachtet, welche der vorab beschriebenen Zielstellung sehr nahe
kommen. Die aus der Rolle des FE E L S und den verwandten Vorgehensmodellen geschluss-
folgerten Erkenntnisse dienen der Erstellung eines neu entwickelten Vorgehensmodells,
aus dem sich Anforderungen für die Gestaltung von Werkzeugen zur Entwicklung natürlicher
Benutzerschnittstellen ableiten lassen. Anhand dieser Anforderungen wird im zweiten Teil
des Kapitels überprüft, inwieweit diese mit bereits bestehenden Werkzeugen erfüllt wer-
den können. Das Kapitel führt hierzu eine separate Evaluation durch, in der acht Werkzeuge
zur Umsetzung eines für die Multi-Touch-Entwicklung typischen Anwendungsszenarios ver-
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wendet werden. Das Kapitel endet mit einer Zusammenfassung der aus der Evaluation
gezogenen Schlussfolgerungen sowie einem kurzen Ausblick auf das weitere Vorgehen.
3.1 FEEL IN ENTWURF UND ENTWICKLUNG
Die Gestaltung des LO O K S und des FE E L S stellt für alle am Prozess der Entwicklung Beteilig-
ten eine besondere Herausforderung dar. In drei unabhängigen Umfragen mit Interaktions-
designern und Gestaltern wird die Rolle von LO O K und FE E L sowie der dazu verwendeten
Werkzeuge eingehender analysiert (siehe [MPN+08; GFIR09; CH10]).
In der Arbeit von Myers u. a. [MPN+08] findet sich eine allgemeine Kategorisierung der im Er-
stellungsprozess von Benutzeroberflächen eingesetzten Werkzeuge. Diese diene demnach
entweder zur Erstellung statischer Entwürfe ohne FE E L, zur Abbildung von Zusammen-
hängen (FL OW) mit minimalen Interaktionen oder zur Programmierung des FE E L S mittels
einer Programmiersprache. Eine einfache Abbildung des FE E L S findet sich in keiner der
drei Kategorien. Hiervon ausgehend erfolgte eine Befragung von Gestaltern und Designern
hinsichtlich der Umsetzbarkeit und des Aufwandes zur Realisierung des LO O K S und des
FE E L S [MPN+08]. Die daraus gewonnenen Ergebnisse zeigen, dass 86% aller Befragten
die Entwicklung des FE E L S als schwieriger gegenüber der des LO O K S einstufen. Infolge-
dessen gaben die Befragten an, dass sie ca. 2/3 ihrer verfügbaren Zeit für die Gestaltung
des FE E L S und maximal 1/3 für das LO O K aufbringen. Neben den fehlenden Werkzeugen
sei das Problem im Gestaltungsprozess zu finden [MPN+08]. Chandrasekaran [Cha90] un-
terteilt diesen in vier Phasen: Entwurf, Verifizierung, Kritik und Modifizierung. Da bereits im
Entwurf die notwendigen Werkzeuge zur Erstellung des FE E L S fehlen, kann dieser Aspekt
auch in den nachfolgenden Phasen der Verifizierung, der Kritik und der Modifizierung nur
sehr aufwendig bzw. gar nicht berücksichtigt werden.
Eine gebräuchliche Variante, das FE E L dennoch in der Entwurfsphase abzubilden, ist die
Beschriftung von Skizzen. Dieses Vorgehen birgt die Gefahr, dass die beschrifteten Skiz-
zen vom Entwickler anders interpretiert werden, als vom Gestalter beabsichtigt (siehe
[MPN+08]). Eine weitere Problemstellung im Zusammenhang mit Skizzen ist deren Ar-
chivierung bzw. die Vergleichbarkeit des damit dargestellten FE E L S. Dies ist wichtig, da erst
durch die Gegenüberstellung von Ideen eine Vorstellung von dem später umzusetzenden
FE E L geschaffen wird. Ohne die Möglichkeit, das FE E L zu gestalten und es zu vergleichen,
wird der folgende Prozess der FE E L-Entwicklung nachhaltig beeinflusst und verzögert.
Die Studie von [MPN+08] zeigt weiterhin, dass aufgrund der zuvor beschriebenen Einschrän-
kungen bezüglich der Darstellbarkeit des FE E L S dessen iterative Entwicklung als deutlich
schwieriger empfunden wird. Diese Aussagen decken sich mit der Studie von [GFIR09],
die sich mit den Bedürfnissen von Interaktionsdesignern befasst. In ihr wird auf Schwierig-
keiten bei der Iteration über das FE E L sowie bei der Kommunikation zwischen Gestaltern
und Entwicklern hingewiesen. Die befragten Gestalter und Interaktionsdesigner bewer-
teten darüber hinaus die Begriffe FL OW, FE E L und LO O K als zentrale Aspekte neuartiger
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Abbildung 3.1
Verzögerte Berücksichti-
gung des FE E L-Aspektes
innerhalb des Entwurfs-
Entwicklungs-Kontinuums.
Werkzeuge, die es zu vertiefen und zu intensivieren gilt. Einzelne Aspekte der zu entwickeln-
den Werkzeuge werden aus der Umfrage von [CH10] abgeleitet. In der Arbeit wird darauf
hingewiesen, dass Gestalter Low-Fidelity -Prototypen gegenüber High-Fidelity -Versionen
bevorzugt verwenden, um ihre Ideen auszudrücken. Deren Funktionen sind jedoch oftmals
auf die einfache und schnelle Umsetzung des LO O K S begrenzt. Um die beiden Aspekte
LO O K und FE E L gleichberechtigt zu betrachten, bedarf es nach [CH10] eines Werkzeugs,
das Interaktivität ähnlich einfach und schnell abbilden kann.
In der Arbeit von Freitag u. a. [FWTW14] wird die generelle Problematik der Darstellbarkeit
des FE E L S aufgegriffen und in Abbildung 3.1 dargestellt. Als Vorlage für das darin enthal-
tene Diagramm dienen die in Laseau [Las80] beschriebenen ’überlappenden Trichter’. Die
X-Achse repräsentiert äquivalent zu Laseau den Fortschritt des Gestaltungsprozesses vom
Entwurf bis hin zur Entwicklung, während die Y-Achse die Reichhaltigkeit der in diesem
Prozess erarbeiteten Prototypen darstellt. Die Bereiche über bzw. unter der X-Achse reprä-
sentieren im Diagramm die für die Entwicklung natürlicher Benutzerschnittstellen wichtigen
Aspekte des LO O K S bzw. des FE E L S.
Die Darstellung der beiden Kurven verdeutlicht, dass die Verzögerung in der Modellierung
des FE E L S einen merklichen Einfluss auf dessen gesamten Entwicklungsprozess hat. Ne-
ben dem verspäteten Beginn zeigt der Kurvenverlauf des FE E L S eine deutlich geringere
Vielfalt an Konzepten gegenüber dem potentiell möglichen Verlauf (gestrichelte Linie). Dies
ist darauf zurückzuführen, dass im fortgeschrittenen Prozessverlauf weniger iteriert wird
als in der Entwurfsphase. Hinzu kommt die in [MPN+08] erwähnte Problematik, das FE E L
schrittweise zu entwickeln, wodurch sich der negative Effekt weiter verstärkt. Schlussend-
lich führen die verschiedenen Einschränkungen der Darstellbarkeit des FE E L S dazu, dass
auch in den getesteten Prototypen das LO O K deutlich stärker vertreten ist. Hierdurch be-
ziehen sich auch die in der Evaluation gewonnenen Erkenntnisse maßgeblich auf das LO O K
und eben nicht auf das FE E L.
Aufgrund der vorab beschriebenen Problematiken lässt sich zusammenfassen, dass sich
das FE E L im Entwicklungsprozess nicht nur dem des LO O K S unterordnet, sondern dass
es auch wesentlich komplexer und aufwendiger umzusetzen ist. Die daraus resultierenden
Schlussfolgerungen motivieren zu einer intensiveren Berücksichtigung des FE E L S bereits
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zu Beginn der Entwicklung sowie dessen Integration in die Konzepte und die Überlegungen
aller am Prozess Beteiligten. Die Entwicklung eines Vorgehensmodells, dass diese Aspekte
beachtet, ist Ziel des folgenden Abschnittes.
3.1.1 VORGEHENSMODELLE ZUR DARSTELLUNG DES FEEL
Die drei verwandten Arbeiten von [GG03; MGR07; HBH11] dienen sowohl der Abgrenzung
als auch zur Inspiration zu dem in dieser Arbeit vorgestellten Vorgehensmodell (siehe auch
Freitag u. a. [FWTW13]). Alle drei Arbeiten zeichnen sich durch einen iterativen Prozessab-
lauf aus, welcher sich für die Entwicklung interaktiver Anwendungen im Allgemeinen (siehe
[DFAB07, S.220ff]) sowie für die Gestaltung der Gebrauchstauglichkeit im Besonderen (sie-
he [AMW10, S.40]) eignet.
In der Arbeit von Memmel, Gundelsweiler und Reiterer [MGR07] wird der Prozess des Proto-
typings in die Entwicklung der visuellen Benutzerschnittstelle sowie in die zugrundeliegende
Architektur und deren Funktionen unterteilt. Nach jeder Iteration werden Anforderungen für
beide Entwürfe abgeleitet und miteinander verglichen. Eine solche Unterscheidung ist vor al-
lem dann relevant, wenn sich beide Bestandteile unabhängig voneinander entwickeln. Dies
betrifft beispielsweise die zu Beginn des Entwicklungsprozesses voneinander unabhängige
Gestaltung des LO O K S und des FE E L S. Die hieraus abgeleiteten generellen Anforderungen
an die Gestaltung der natürlichen Benutzerschnittstelle sind in einem geeigneten Modell
frühzeitig zu vergleichen und auf Widersprüchlichkeiten und Gemeinsamkeiten hin zu über-
prüfen.
Die Erhebung und die Berücksichtigung von Anforderungen an die Gestaltung und Umset-
zung der Benutzerschnittstelle sind bereits zu Beginn, aber auch während des Entwicklungs-
prozesses von immenser Bedeutung. Die drei Vorgehensmodelle begegnen diesem An-
spruch auf unterschiedliche Weise. Im Modell von Hesselmann, Boll und Heuten [HBH11]
ist die Erhebung von Anforderungen ein Teil des iterativen Prozesses. Zu Beginn jedes
Durchlaufes werden Aufgaben definiert, die mittels Iteration gezielt zu entwickeln sind. Ei-
ne generalisierte Betrachtung der Anforderungen vor Beginn der Entwicklung wird nicht
durchgeführt. Im Gegensatz dazu separieren [MGR07] und [GG03] diesen Aspekt in ei-
ne vorgelagerte Phase, die nicht expliziter Teil der Iteration ist. Zusätzlich definieren beide
Arbeiten eine nachfolgende Phase, welche die in der Iteration erarbeitete prototypische Um-
setzung in ein vollständiges Produkt überführt und an die Anforderungen des Auftraggebers
anpasst. Beide Ansätze, die vorherige und die fortwährende Berücksichtigung von Anfor-
derungen, sind für die Gestaltung einer natürlichen Benutzerschnittstelle unerlässlich. Ziel
eines eigenen Modells sollte es daher sein, eine vorherige Erhebung von Anforderungen zur
Definition der grundlegenden Zielstellung bzw. die mit der zu entwickelnden Anwendung
assoziierte Aktivität (siehe [Nor05]) durchzuführen. Zusätzlich sollte das Modell eine fort-
währende Erhebung von Anforderungen während der Iterationen berücksichtigen, die zur
flexiblen Anpassung an die Bedürfnisse von Nutzern sowie sich veränderte Zielstellungen
dient und unabhängig von der vorab definierten Aktivität ist.
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Eine weitere Notwendigkeit von Vorgehensmodellen zur Entwicklung natürlicher Benut-
zerschnittstellen ist die gezielte Berücksichtigung des LO O K S und des FE E L S durch die
Integration separater Gestaltungsabschnitte. In der Arbeit von Hesselmann, Boll und Heu-
ten [HBH11] werden hierzu drei zusätzliche Phasen beschrieben, welche die Darstellung
von Daten, die auf ihnen ausführbaren Funktionen sowie die sie steuernden Gesten mit
Hilfe von Nutzern und Experten entwickeln und evaluieren. Das Modell gibt hierzu eine
strikte Reihenfolge vor. Funktionen werden aus den zu Beginn der Iteration erarbeiteten
Anforderungen abgeleitet und auf die Darstellung angewandt. Anhand der Funktion erfolgt
die Auswahl bzw. die Entwicklung einer Geste durch die Nutzer. Hierbei ist jeder einzelne
Schritt wiederholbar. Aufgrund der Abfolge der drei Schritte sowie der damit verbundenen
Auswahl von Gesten nach definierter Funktion und entwickelter Darstellung bestimmt im
Modell von [HBH11] das LO O K die Umsetzung des FE E L S. Anders verhält es sich beispiels-
weise in der Arbeit von [GG03], in der keine separate Unterscheidung von FE E L und LO O K
vorgenommen wird. Stattdessen wird eine allgemeine Gestaltungsphase eingeführt, in der
explizit über Ideen und deren Darstellung nachgedacht werden kann. Dieser Ansatz bietet
Freiraum für den Einsatz von Experten der Gebrauchstauglichkeit sowie für den Austausch
mit Endnutzern des Systems. Im Vergleich der Arbeiten zeigt sich, dass die im Modell vor-
gegebenen Phasen die Berücksichtigung des LO O K S und des FE E L S zwar erhöhen, eine
flexible Nutzung von Freiräumen zur Einbindung von Experten und Endnutzern sich aber
ebenfalls anbietet.
Letztlich beziehen sich die drei hier erwähnten Vorgehensmodelle auf unterschiedliche Ziel-
stellungen und Herangehensweisen, wodurch sich die unterschiedlichen Abläufe, Schwer-
punkte und Beschreibungen erklären. Während das Vorgehensmodell von [HBH11] nur
einen Ausschnitt der Entwicklung von interaktiven Anwendungen betrachtet, beschreiben
die Modelle von [GG03] und [MGR07] diesen Prozess vollständig. Diese Trennung von detail-
lierter Betrachtung und allgemeiner Beschreibung wird im folgenden Abschnitt aufgegriffen
und zu einem ganzheitlichen Vorgehensmodell zusammengeführt.
3.2 INTERAKTIONSORIENTIERTES STUFEN- UND
PHASENMODELL
Das im Rahmen dieser Arbeit entwickelte ’Interaktionsorientierte Stufen- und Phasenmo-
dell’ interpretiert den Entwicklungsprozess von Multi-Touch-Anwendungen ebenfalls als
iterativen Vorgang. Neuartig ist dabei, dass sich das Modell aus zwei separaten Abläufen
zusammensetzt, die den Entwicklungsprozess sowohl ganzheitlich als auch im Detail be-
schreiben. Beide Bestandteile werden im Folgenden eingehender beschrieben. Für die
später in der Arbeit zu entwickelnden Werkzeuge werden zum Abschluss des Abschnitts
Anforderungen aus dem Modell abgeleitet, die zudem als Bewertungskriterien für die im
kommenden Abschnitt 3.3 durchgeführte Evaluation dienen.
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Fünf Phasen der Iteration;
Rechts: Vier Stufen des
Entwicklungsprozesses.
Das im Rahmen dieser Arbeit entwickelte Vorgehensmodell setzt sich abstrakt aus zwei
Bestandteilen zusammen, die den Entwicklungsprozess von der Idee bis hin zur finalen
Umsetzung abbilden. Die beiden in Abbildung 3.2 dargestellten Bestandteile des Modells
sind die ’fünf Phasen der Iteration’ (links) und die ’vier Stufen des Entwicklungsprozesses’
(rechts). Die fünf Phasen bilden den iterativen Kern des Modells und werden während des
Entwicklungsprozesses fortwährend durchlaufen. Im Gegensatz dazu sind die vier Stufen
ein linearer Prozess, der idealerweise nur einmal durchlaufen wird und der für die Iteration
(in den fünf Phasen) das Rahmenwerk bildet. Die Anzahl der pro Stufe durchgeführten
Iterationen ist dabei nicht vorbestimmt und kann während der Entwicklung frei festgelegt
werden.
Den Keim jeder Entwicklung bildet die Idee (siehe Abbildung 3.2, links), die aus einer Not-
wendigkeit, einer Problematik oder einer Vision heraus entsteht. An ihr werden vor dem
Beginn jeder Entwicklung Anforderungen festgemacht, die als grundlegende Zielstellung
bzw. durchzuführende Aktivität im weiteren Prozess der Entwicklung berücksichtigt wird.
Der ursprüngliche Keim wächst im Verlauf der Entwicklung stetig, wandelt sich und formu-
liert neue Anforderungen und Bedürfnisse. Diese im Prozess der Entwicklung fortwährend
anzunehmen, zu prüfen und zu integrieren ist eine wichtige und grundlegende Aufgabe des
interaktionsorientierten Stufen- und Phasenmodells.
Zum besseren Verständnis des Modells werden zuerst die fünf Phasen der Iteration näher
erläutert, die das Herz und damit der Antrieb für die fortwährende Weiterentwicklung der
zu erstellenden Anwendung sind. Folgend wird auf die Besonderheiten der vierstufigen Ent-
wicklung eingegangen, die für die einzelnen Iterationszyklen die zugrundeliegende Intention
beschreibt.
3.2.1 FÜNF PHASEN DER ITERATION
Eine Entwicklungsstufe zur Umsetzung von Multi-Touch-Anwendungen setzt sich aus fünf
Phasen zusammen, die sich fortwährend wiederholen. Dies sind: Analyse, Gestaltung der In-
teraktion und der Benutzeroberfläche, Umsetzung des Produktes im Prozess sowie dessen
68
Konzepte der Anwendungsentwicklung für und mit Multi-Touch
Evaluierung. Das Leitthema jeder Iteration ist die zugrundeliegende Idee zyklisch weiter-
zuentwickeln. Die Analysephase baut auf der Idee auf, indem sie den Nutzer sowie den
Kontext hinsichtlich der zu erreichenden Zielstellung bewertet (vgl. [@In10]). Weitere Aspek-
te dieser Phase sind die Aus- und Bewertung der vorherigen Iteration, die Planung und
Bestimmung kommender Aufgaben sowie die Berücksichtigung neu auftretender Anforde-
rungen.
Die in der Analysephase erarbeiteten Aufgaben für die weiteren Phasen sind Grundlage für
die folgende Gestaltung der Interaktion und der Benutzeroberfläche. Ziel der zweiten
Phase ist die Gestaltung des FE E L S hinsichtlich der verfügbaren Funktionen sowie der sie
bedienenden Interaktionsformen (wie Gesten). Die darauf folgende visuelle Gestaltung der
Benutzeroberfläche baut hierauf auf, indem sie die Benutzeroberfläche als auch Techniken
des Hinweises (Feed-Forward ) und der Rückmeldung (Feedback) anschaulich und verständ-
lich visuell gestaltet. Die Abfolge der beiden Phasen steht somit im Gegensatz zu den
Arbeiten von [HBH11] und [GG03], jedoch konform zum vorgeschlagenen benutzerorientier-
ten Gestaltungsprozess der Firma SAP [@SA14]. Generell wird in der vorliegenden Arbeit
angeregt, bei der Gestaltung natürlicher Benutzerschnittstellen verstärkt von der Seite des
FE E L S zu beginnen, da es sich hierbei um die Neuerung in der Schnittstelle handelt. Wird
hingegen mit dem LO O K begonnen, so besteht die Gefahr, in alte und gewohnte Gestal-
tungsmuster zu verfallen. Dies führt dazu, dass sich das Potential des darstellbaren FE E L S
nicht identifizieren lässt und somit die Gesamtheit des entwickelten LO O K & FE E L S eher
dem graphischer Benutzeroberflächen entspricht.
Die vierte Phase der Iteration ist die Umsetzung der erarbeiteten Gestaltungsvorschläge
der zweiten und dritten Phase. Die Art des in der Phase erstellten Prototypen hängt da-
von ab, in welcher Entwicklungsstufe sich die Iteration derzeit befindet (siehe Abbildung
3.2 rechts). Ist dies eher zu Beginn, so sind Prototypen des Entwurfs (z.B. Skizzen) zu
bevorzugen, andernfalls können beispielsweise inkrementelle oder evolutionäre Prototypen
eingesetzt werden.
Die letzte Phase ist die Evaluation der Umsetzung. Sie dient als Abschluss einer Iteration
und als Vorbereitung für einen neuen Zyklus. Die Bewertung der Umsetzung kann mit-
tels Experten, interdisziplinären Teams wie auch mit Endnutzern erfolgen. Die Form der zu
evaluierenden Umsetzung sollte dabei den Anforderungen des nach [LST08] beschrieben
’Ökonomischen Prinzips des Prototypings’ entsprechen, das die Angemessenheit des Pro-
totyps gegenüber der Fragestellung und der Anforderung beschreibt (siehe [AP12, S.35]).
Hierdurch lassen sich zu prüfende Aspekte ableiten, welche in der Analysephase der fol-
genden Iteration untersucht und ausgewertet werden. Im Gegensatz zu regulären Evaluie-
rungsphasen (wie in [HBH11]) ist die Identifizierung von Fehlern und Problemen nur ein Ziel
dieser Phase. Darüber hinaus sollen Aspekte erkannt und festgehalten werden, in denen die
Anwendung die Erwartungen der Testpersonen erfüllt oder übertroffen hat. Die positiven
Erfahrungen dienen schlussendlich der phasen- und iterationsübergreifenden Gestaltung
nach Gesichtspunkten des Nutzererlebnisses (engl. User Experience - UX) sowie des ’Joy
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of Use1’. Ziel der Evaluation ist es somit auch, diese positiven Erfahrungen und Eindrücke in
die weitere Entwicklung der Anwendung einfließen zu lassen um das Nutzererlebnis auch
über weitere Iterationen zu bewahren bzw. zu verstärken.
Die Struktur der fünf Phasen orientiert sich abstrakt an der Arbeit von [HBH11]. Hierbei
verzichtet das Modell jedoch aus Gründen der Übersichtlichkeit auf die Darstellung eines
separaten Rückkanals zwischen den einzelnen Phasen, wodurch diese stärker miteinander
vernetzt werden. Ein Austausch zwischen allen Phasen des vorgestellten Modells ist somit
ebenso möglich wie deren zeitlich versetzte Bearbeitung oder die Einflussnahme unter-
schiedlicher Phasen verschiedener Durchläufe (siehe [AMW10, S.254]). Dabei gilt jedoch,
dass der Standard des vorgeschlagenen Modells die Einhaltung der Phasenreihenfolge ge-
bietet. Neben der kreisförmigen Grundform der fünf Phasen deutet das hier vorgestellte
Modell höhere und tiefere Ebenen an. Die Ebenen beziehen sich auf die Abfolge der Stufen
zur Anwendungsentwicklung, die in Abbildung 3.2 rechts dargestellt sind. Der Umfang des
Kreises, der als Repräsentation der fünf Phasen dient, ist ein Indiz für die Iterationsdauer. Je
größer der Umfang ist, desto länger dauert ein Durchlauf aller Phasen und desto komplexer
ist der in der Umsetzungsphase zu entwickelnde Prototyp.
3.2.2 VIER STUFEN DES ENTWICKLUNGSPROZESSES
Das vierstufige Modell entstand aus der Motivation heraus, den Prozess des Prototypings
als einen zentralen Bestandteil zu integrieren sowie der als ’Hill-Climbing’ beschriebenen
Problematik iterativer Ansätze (siehe [DFAB07, S.220ff]) mit einer geeigneten Struktur und
Schrittfolge im Modell zu begegnen. Hierzu wurde der Ablauf der Anwendungsentwick-
lung in vier separierte Stufen unterteilt, die im hier beschriebenen Modell zur Orientierung,
Konkretisierung, Implementierung und Optimierung dienen (siehe Abbildung 3.2 rechts).
Der erste Schritt, die Orientierung, ähnelt der in Buxton [Bux07] beschriebene Phase des
Entwurfes. Sie dient der Erarbeitung des Verständnisses für das zugrundeliegende Pro-
blem, der generellen Anforderungen an die Anwendung, der Verwendung und des Nut-
zungskontextes. Zugleich ist die Stufe der Orientierung Ausgangspunkt des von Nielsen
[Nie93, S.86] vorgestellten Modells des parallelen Designs. Dieses stellt einen etablier-
Abbildung 3.3
Modell des ’Parallelen Desi-
gns’ mit anschließender Ite-
ration bis zur finalen Umset-
zung nach [Nie93].
ten Lösungsansatz zur Begegnung der mit den fünf Phasen der Iteration einhergehenden
Hill-Climbing-Problematik dar. Die Problematik bezieht sich auf die Schwierigkeit, die in der
Iteration weiterentwickelten Produkte gegenüber einem generellen Optimum zu beurteilen,
anstatt nur die Veränderungen zwischen einzelnen Iterationszyklen als Bewertungsgrund-
lagen zu verwenden. Beim Ansatz von Nielsen [Nie93] werden von einer Idee ausgehend
unterschiedliche Entwürfe anhand definierter Anforderungen erarbeitet (siehe Abbildung
3.3). Jede Ausarbeitung wird von einem Mitarbeiter erbracht, um den Prozess bewusst von
1 Der Begriff beschreibt die ’Freude an der Verwendung’ von Software-Produkten, die in Funktion und Darstel-
lung den Zielen und Interessen des Nutzers entsprechen (siehe [Hat01]).
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der gemeinsamen Arbeit im Team zu trennen und eigenständige Lösungsvorschläge vor-
anzutreiben. Eine stärkere Fächerung wird erreicht, wenn jeder Bearbeiter unterschiedliche
Anforderungen erhält. Hiermit werden einzelne Aspekte gezielt berücksichtigt.
Ausgehend von einem breiten Spektrum an Lösungsvorschlägen folgt in der Konkretisie-
rungsstufe die Zusammenführung der erarbeiteten Ansätze. Hierbei können bereits einige
von ihnen ausgeschlossen werden, wenn sie nicht in das Konzept der weiterzuentwickeln-
den Anwendung passen oder sich gegenseitig abschwächen, anstatt einander zu verstärken.
Als Mittel der Kontrolle dient hierbei die im Iterationszyklus immer wieder durchlaufene Eva-
luationsphase, in der die erarbeiteten Entwürfe und Entwicklungen bewertet und folgend
analysiert werden können. Die zweite Stufe ist an die in Buxton [Bux07] beschriebenen Pha-
se der Entwicklung angelehnt, in der bisher unverbindliche Beschreibungen hin zu ersten
und in ihrer Aussage konkreteren Prototypen entwickelt werden.
Die eigentliche Entwicklung der Anwendung findet schließlich in der Stufe Implementie-
rung statt. Wurden zuvor noch Wegwerfprototypen zum einfachen und umgehenden Ent-
wurf von Ideen und Konzepten verwendet, so bietet sich ab der dritten Stufe der Einsatz
evolutionärer und inkrementeller Prototypen an. Mit Hilfe der Iteration lassen sich diese bei-
den Prototypenarten bis zum Abschluss des hier vorgestellten Modells weiterentwickeln.
Nach der Implementierung der zuvor entworfenen Anforderungen erfolgt in der vierten Stufe
die Optimierung der Anwendung anhand von Kundenwünschen und Systemvorgaben. Die
vorgenommen Änderungen sind an dieser Stelle kosmetischer Natur und sollen keinen
Einfluss auf das zugrundeliegende Konzept von LO O K & FE E L haben.
Das hier vorgestellte Vorgehensmodell vereint in sich verschiedene Aspekte moderner
Modelle, wie die iterative Entwicklung, das Prototyping sowie die Berücksichtigung von
Endnutzern und interdisziplinären Teams. Darüber hinaus legt es auch einen Schwerpunkt
auf die Identifizierung der zugrundeliegenden Motivation, Zielstellung und Aktivität, wel-
che für die gesamte Anwendungsentwicklung als Wegweiser dienen. Die Neuartigkeit des
Ansatzes liegt in der fortwährenden Fokussierung auf das FE E L sowie der Kombination
eines Stufen- und Phasenmodells. Letzteres dient für die im Realisierungsprozess auftreten-
den Fortschritte und Entwicklungssprünge als prüfendes und begleitendes Rahmenwerk,
welches die Erreichung der vorab gesteckten Ziele und Funktionen sicherstellen soll.
3.2.3 VORGABEN FÜR DIE WERKZEUGKONZEPTION
In der vorliegenden Arbeit werden zwei Werkzeuge konzipiert, welche die Entwicklung
des FE E L S stärker als bisherige Ansätze fokussieren sollen (siehe Kapitel 4). Eine dafür
notwendige Grundanforderung ist der iterative Prozess der Entwicklung, wie er in Abbildung
3.2 auf der linken Seite dargestellt wird. Hierbei steht die Modellierung des FE E L S im
Vordergrund, von dem die zu entwickelte Anwendung aus zu denken sein soll. Zudem
ist der Austausch mit Endnutzern und Experten unterschiedlicher Disziplinen eine zentrale
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Anforderung der zu entwickelnden Werkzeuge. Darüber hinaus verbindet beide Werkzeuge
die Multi-Touch-Eingabe sowie die visuelle geprägte Darstellung der Benutzeroberfläche.
Für deren Entwicklung ist es weiterhin wichtig, sich klar zu machen, an welcher Stelle sie im
Entwicklungsprozess eingesetzt werden, um hieraus Anforderungen für deren Gestaltung
abzuleiten. Für die vorliegende Arbeit sind hierbei vor allem die ersten beiden Stufen im
Vorgehensmodell von besonderer Bedeutung, in denen Ideen entworfen und entwickelt
werden. Dieser oftmals sehr kreative Prozess bietet besondere Chancen und Möglichkeiten,
mittels geeigneter Werkzeuge die Umsetzung des FE E L S verstärkt zu fokussieren. Grund
dafür ist, dass die bisher in beiden Stufen verwendeten Werkzeuge bereits auf visuellen
Ansätzen aufbauen (siehe Abschnitt 2.4), welche sich im Besonderen für die Gestaltung von
Werkzeugen mit natürlichen Benutzerschnittstellen eignen. Folglich wird für jede der beiden
Stufen ein Werkzeug entwickelt, was zum einen die Generierung neuer Konzepte fördert
und zum anderen die gewonnenen Erkenntnisse in eine Anwendung zusammenführen soll.
Für das Werkzeug der Entwicklungsphase gilt zusätzlich, dass die damit entwickelten Pro-
totypen als Ausgangsbasis für den folgenden Implementierungsschritt dienen, in dem das
erarbeitete Konzept iterativ weiterentwickelt wird. Dies kann beispielsweise erreicht wer-
den, indem der erstellte Prototyp als Exportvorlage für Struktur- oder Programmiervorgaben
dient.
Anhand der Einordnung in den Prozess lassen sich weitere Vorgaben ableiten. So erfordert
die Verwendung von Werkzeugen im Entwurfsprozess deren umgehende und direkte Ver-
wendung mit einer nur geringen Einarbeitungsdauer (siehe Abschnitt 2.3.3). Die Werkzeuge
werden hierbei als Ausdrucksform von Ideen verstanden, die gleichberechtigt in interdis-
ziplinären Teams ausgetauscht werden. Die Beschreibung einer Idee ist gegenüber der
konkreten Darstellung von vorrangiger Bedeutung. Genau umgekehrt verhält es sich im
Entwicklungsprozess, in dem schlüssige Aussagen für die identifizierten Problemstellun-
gen gefunden werden müssen. Hierzu werden die entworfenen Ansätze in Hinblick auf
das LO O K und das FE E L mit spezialisierten Werkzeugen weiterentwickelt. Die dafür not-
wendige Zeit der Einarbeitung in das Werkzeug kann daher größer sein, da auch der zu
erstellende Prototyp komplexer ist. In Abbildung 3.4 findet sich eine schematische Dar-
stellung, in welcher die Veränderung der Kernaspekte zwischen den beiden Werkzeugen
dargestellt ist. Während die Notwendigkeit des Problemverstehens zum Schritt der Entwick-





gem Anstieg der Identifizie-
rung von Lösungen im Über-
gang vom Entwurf hin zur
Entwicklung.
Im folgenden Abschnitt sollen aufbauend auf diesen noch abstrakten Anforderungen konkre-
te Kriterien gebildet werden. Diese dienen der detaillierten Bewertung bereits existierender
Werkzeuge anhand eines anschaulichen Anwendungsszenarios für die Entwicklung von
Multi-Touch-Anwendungen.
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3.3 EINORDNUNG UND BEWERTUNG VON DIGITALEN
PROTOTYPING-WERKZEUGEN
Die Analyse aktueller Werkzeuge zur Umsetzung des LO O K S und des FE E L S für Multi-
Touch-Anwendungen ist eine gute Basis für die kommende Entwicklung eigener Werkzeuge.
Sie dient zudem der Überprüfung, inwieweit die aus dem Vorgehensmodell abgeleiteten
Anforderungen bereits mit verfügbaren Werkzeugen erfüllt werden können. Die im Rahmen
dieser Arbeit durchgeführte Evaluation wurde in der Arbeit von Freitag u. a. [FWTW13]
veröffentlicht.
3.3.1 BEWERTUNGSKRITERIEN UND ANWENDUNGSSZENARIO
Der vorliegende Abschnitt dient der Überprüfung, ob Werkzeuge existieren, welche die
Anforderungen des im vorigen Abschnitt vorgestellten Vorgehensmodells erfüllen. Die
Anforderungen beziehen sich dabei maßgeblich auf die Verwendbarkeit des Werkzeugs
sowie die geeignete Umsetzbarkeit des FE E L S während der Entwicklung von Multi-Touch-
Anwendungen. Zur Überprüfung der Anforderungen werden in diesem Abschnitt eindeutige
Kriterien vorgeschlagen, mit deren Hilfe sich die zu untersuchenden Werkzeuge bewerten
lassen. Zusätzlich wird ein für die Evaluation repräsentatives Anwendungsszenario vorge-
stellt.
Eine Auswahl bereits für die Bewertung von Werkzeugen etablierter Kriterien findet sich
in den Arbeiten von Wu und Graham [WG02; WG04], Campos und Nunes [CN06; CN07]
sowie Zaki [@Za10]. Die knapp 30 unterschiedlichen Kriterien sind sehr allgemein gehalten
und berücksichtigen daher die Besonderheit natürlicher Benutzerschnittstellen nicht. Aus
diesem Grund wurden weitere Kriterien definiert, welche für die gestenbasierte Interaktion
von Bedeutung sind. In einer Vorstudie erfolgte die Evaluation von 40 Werkzeugen anhand
von insgesamt 17 Kriterien (siehe Anhang A.3). Für die zweite in dieser Arbeit vorgestell-
te Iteration wurde der gesamte Kriterienkatalog auf eine Auswahl von neun relevanten
Kriterien eingegrenzt und in zwei Kategorien eingeordnet. Diese als Prozess und Produkt
benannten Kategorien entsprechen der in Abschnitt 2.3.1 vorgenommenen Unterscheidung
der Prototyping-Phase. Die Kategorie des Prozesses fokussiert dabei das Werkzeug sowie
die Art und Weise der Verwendung durch den Nutzer. Die Kategorie Produkt beschreibt
den mittels des Werkzeugs erstellten Prototyp, wobei dem FE E L als zentraler Aspekt der
Evaluation eine besondere Bedeutung beigemessen wird.
KRITERIEN DES PROZESSES
Die Kriterien des Prozesses beziehen sich auf die Verwendung des Werkzeugs durch den
Nutzer. Hierbei ist der Aspekt der Gebrauchstauglichkeit von grundlegender Bedeutung.
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Zudem muss der Prozess als ganzheitliche Entwicklung gesehen werden, in dem der Aus-
tausch zwischen den Nutzern, die Verwendung des Werkzeugs in unterschiedlichen Situa-
tionen sowie der Vergleich erstellter Produkte im Vordergrund stehen.
Gebrauchstauglichkeit — Das Werkzeug sollte den in [Nie93, S.20, S.115ff] beschriebenen
Heuristiken der Gebrauchstauglichkeit entsprechen. Hinzu kommt eine intuitive Verwend-
barkeit, durch welche der Zugriff auf bereits erlerntes Wissen sowie bekannte Interakti-
onstechniken möglich ist. Aufgrund der angestrebten Verwendung von Multi-Touch ist die
Manipulation der Objekte überwiegend direkt zu gestalten. Die Verwendung komplexer
Menüsysteme sowie der übermäßige Einsatz von Systemzuständen sollte hingegen ver-
mieden werden.
Kooperation — Die Zusammenarbeit beschreibt die Möglichkeiten, das Werkzeug allein
oder mit weiteren Nutzern zu verwenden. Dies ist vor allem bei der Bearbeitung in der Ideen-
und der Orientierungsstufe von Bedeutung. Die Fähigkeit der Kooperation kann in einen
zeitlichen und einen räumlichen Aspekt unterschieden werden, wobei die gemeinsame
Arbeit an einem Ort und zur gleichen Zeit das Optimum darstellt.
Allgegenwärtigkeit — Die Verwendung von Werkzeugen beschränkt sich nicht auf den
Einsatz am Arbeitsplatz oder die Berücksichtigung unterschiedlicher Betriebssysteme. Mit
Hilfe mobiler Endgeräte ist deren Verwendung jederzeit, an unterschiedlichsten Orten, allein
oder gemeinsam möglich. Eine Zielstellung ist es, Nutzern die Freiheit zu gewähren, ihre
bevorzugte Arbeitsweise selbst zu wählen.
Versionierung — Ein wichtiger Aspekt der Iteration ist der Vergleich der erstellten Produkte
über den gesamten Entwicklungsprozess hinweg. Hierzu ist die Archivierung der erstellten
Versionen notwendig. Ein anderer Aspekt ist die Darstellung von Gemeinsamkeiten sowie
Unterschieden der einzelnen Versionen.
KRITERIEN DES PRODUKTES
Die Kriterien des Produktes beschreiben die Fähigkeit des Werkzeugs die für die Multi-
Touch-Anwendungen relevanten Eigenschaften in das Produkt einzubringen. Zusätzlich sind
allgemeine Aspekte zu beachten, welche die Bearbeitung und die Erstellung der Produkte
vereinfachen und beschleunigen.
Gesten — Die Verwendung von Gesten zur Bedienung einer Multi-Touch-Anwendung ist
eine Grundanforderung. Hierzu ist die Verwendung vordefinierter Gesten ebenso denkbar
wie deren freie Definition zur Laufzeit. Sind gestische Interaktion nicht abbildbar, so führt
dies zu statischen Darstellungen und einfachen Klick-Dummies. Eine adäquate Darstellung
des FE E L S ist dann nicht möglich.
Abhängigkeiten — Das FE E L einer Anwendung beschreibt mehr als die Steuerung der
Benutzeroberfläche mittels Gesten. Erst in der Integration von Abhängigkeiten zwischen
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den einzelnen Bestandteilen der Benutzeroberfläche entsteht der Eindruck einer ganzheit-
lichen Bedienbarkeit, in der die Anwendung auf Eingaben reagiert und nicht nur einzelne
Bestandteile.
Verhalten — Dieser Aspekt beschreibt das scheinbar eigenständige Reagieren der in den
Prototypen eingetragenen Bestandteile auf Nutzereingaben oder Systemereignisse. Mögli-
che Szenarien sind die Animation von Veränderungen sowie die Gestaltung von Übergängen
zwischen definierten Systemzuständen.
Komponenten — Grafische Elemente (Komponenten) sind die Grundbausteine der Benut-
zeroberfläche. Deren schnelle Erstellung und Manipulation gibt Nutzern die Möglichkeit, die
Benutzeroberfläche nach ihren Vorstellungen umgehend und einfach zu gestalten.
Generierung von Code und Strukturen — Eine Problematik der frühen Entwurfs- und Ent-
wicklungsphase ist die begrenzte Wiederverwendbarkeit der erstellten Produkte innerhalb
der weiteren Entwicklungsschritte. Ein Lösungsansatz ist der Export von Strukturen und
Abhängigkeiten in einem abstrakten Austauschformat (z.B. XML).
ANWENDUNGSSZENARIO
Zur Bewertung der unterschiedlichen digitalen Prototyping-Werkzeuge dient der Nachbau
einer als ’Digitale Zeitschrift’ beschrieben Anwendung. Das in Abbildung 3.5 präsentierte An-
wendungsszenario zeigt eine der zwei umzusetzenden Ansichten. In ihr werden die Artikel
der digitalen Zeitschrift nebeneinander angeordnet. Jeder Artikel enthält eine frei zu wäh-
lende Anzahl an Text- und Bildelementen. Ein Wechsel zwischen den Artikeln erfolgt durch
horizontales Scrollen, während zum Lesen in vertikaler Richtung gescrollt wird. Für beide
Interaktionen sind einfache Aktionen zu implementieren, vorzugsweise Multi-Touch-Gesten.
Die Beschreibung gängiger Gesten findet sich in der Arbeit von [WMW09]. Zur Auswahl
eines Artikels soll der Nutzer mit Hilfe der ’Pinch-to-Zoom’-Geste an ihn heranzoomen. Wei-
terhin verfügt die Anwendung über ein ausfahrbares Menü mit drei Einträgen: Info, Option
und Exit. Das Öffnen des Menüs ist als Animation zu erstellen. Zusätzlich wird der Eintrag
’Option’ als aktive Schaltfläche zum Wechsel zwischen den beiden Ansichten verwendet. In
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ihr findet sich eine Auflistung abonnierter ’Newsfeeds’. Jeder Eintrag kann durch anklicken
an- bzw. abgewählt werden. Abschließend ist eine Schaltfläche zu implementieren, mit der
der Nutzer wieder zur ersten Ansicht zurückkehrt.
Das beschriebene Anwendungsszenario ist einfach gehalten, besitzt aber wichtige Elemente
einer Multi-Touch-Anwendungen. Neben Gesten zur Navigation und zur Auswahl beinhaltet
das Szenario Abhängigkeiten zwischen den einzelnen Komponenten sowie die Abbildung
komplexen Verhaltens mit Hilfe von Animationen. Alle drei Aspekte werden in der Arbeit von
[MPN+08] als relevante Verhaltensformen beschrieben. Darüber hinaus berücksichtigt das
Szenario die Aspekte des FL OW, LO O K und FE E L, indem sowohl unterschiedliche Ansichten,
visuelle Elemente als auch verschiedene Formen der Interaktion nachgebildet werden.
3.3.2 WERKZEUGE UND EVALUATION
Die acht näher untersuchten Werkzeuge sind eine Teilauswahl von 40 vorab getesteten
(siehe Anhang A.3). Diese setzten sich unter anderem aus professionellen Entwicklungs-
umgebungen und separaten Erweiterungen für unterschiedlichste Programme zusammen.
So fanden beispielsweise Anwendungen wie ’Adobe Flash’ und ’Microsoft Blend’ als auch
Bibliotheken zum Prototyping mit ’Windows Powerpoint’, ’Apple Keynote’ oder ’Visio’ Be-
achtung. Während die erste Gruppe die Entwicklung vollständiger High-Fidelity -Prototypen
ermöglicht, erzeugt die zweite Mock-ups mit geringer Interaktion. Ziel der Auswahl von
acht näher zu untersuchenden Werkzeugen war die Berücksichtigung verschiedener Typen.
Da nicht alle Werkzeuge intensiv betrachtet und analysiert werden können, wird auf diese
Weise die Bildung eines Durchschnittswerts angestrebt. Hierzu wurden Werkzeuge mit
geringen bis hohen Anforderungen (Threshold) und Funktionen (Ceiling Point) ausgewählt.
Ein anderer wichtiger Punkt ist die native Arbeitsumgebung der Werkzeuge. Die Auswahl
umfasst zwei Anwendungen für Windows, zwei Mobile die auf einem iPad getestet wur-
den und vier webbasierte Werkzeuge. Keine oder nur geringe Berücksichtigung fanden
hingegen die zu evaluierenden Kriterien bei der Auswahl. Beispielsweise gab es keine Ein-
schränkung, falls ein Werkzeug keine Gesten unterstützt. Die Entscheidung stellt sicher,
dass alle vorgestellten Kriterien gleichberechtigt betrachtet werden.
Die für die Evaluation ausgewählten Werkzeuge sind: ’Axure’, ’Balsamiq’, ’Blueprint lite’,
’FluidUI’, ’HotGloo’, ’JustInMind’, ’Mockups.me’ und ’Proto.io’ (siehe auch Anhang A.3). Mit
jedem der acht Werkzeuge wurde versucht, das vorab beschriebene Anwendungsszena-
rio vollständig umzusetzen und anhand der Kriterien zu bewerten. Hierzu wurde eine Ex-
pertengruppe aus Mitarbeitern und Kollegen gebildet, welche die Evaluation gemeinsam
durchführten und die Ergebnisse anschließend diskutierten.
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Abbildung 3.6
Links: Tabellarische Auswer-





Von allen acht getesteten Werkzeugen konnten nur Axure und Proto.io das beschriebene
Anwendungsszenario abbilden. Für alle anderen Werkzeuge stellten die Verwendung der
Gesten, die Abbildung der gegenseitigen Abhängigkeit sowie die Einbindung von Anima-
tionen die größten Herausforderungen dar. Trotz teilweise sehr guter Ergebnisse konnte
keines der Werkzeuge alle der in der Evaluation berücksichtigen Kriterien erfüllen. In Abbil-
dung 3.6 sind die Ergebnisse zusammengefasst und visuell aufbereitet. Auf der linken Seite
befindet sich die tabellarische Auswertung, wobei zwischen den drei Kategorien Nicht (-),
Teilweise (+) und Vollständig (++) erfüllt unterschieden wird. Die ersten vier Spalten entspre-
chen der Kategorie Prozess, während die folgenden fünf die Kategorie Produkt beschreiben.
Die letzte Spalte ’Stufe’ ist eine nachträgliche Einschätzung, in welcher Entwicklungsstufe
die Werkzeuge am effektivsten einzusetzen sind (siehe Abbildung 3.2 rechts).
Das Diagramm in der Abbildung 3.6 (rechts) stellt die Werkzeuge anhand der summier-
ten Bewertung beider Kategorien dar. Dies entspricht der vorgeschlagenen Klassifizierung
von [CN07], um generelle Tendenzen zu identifizieren. Der tabellarische Wert (-), (+) und
(++) wird hierzu in die Werte 0, 1 und 2 umgeformt und addiert. Die Y-Achse entspricht
der Kategorie Prozess und verläuft von null bis acht2. Die X-Achse bildet die fünf Kriterien
des Produktes ab und unterteilt sich von null bis zehn. Die gestrichelte Linie innerhalb des
Diagramms stellt einen zu erreichenden Bereich dar, in dem Werkzeuge beide Kategorien
anteilig gut bis sehr gut berücksichtigen. Einzig das Werkzeug HotGloo erreicht diesen Be-
reich, obwohl es keine Gesten explizit unterstützt. Weiterhin lassen sich aus der Darstellung
im Diagramm Werkzeuggruppen nachweisen. Programme wie Balsamiq, Mockups.me und
HotGloo orientieren sich stärker am Prozess und ihrer Verwendung. Hierzu sind sie intuitiv
gestaltet und erlauben bereits nach sehr kurzer Einarbeitungszeit die Erstellung von Pro-
totypen. Balsamiq und Mockups.me fokussieren sich vollständig auf das LO O K, während
HotGloo auch das FE E L abbildet. In allen drei Werkzeugen dominiert die grafische Darstel-
lung über die Funktion. Dem gegenüber stehen Programme wie Axure, JustInMind und
Proto.io, die ihre Stärken in der Abbildung der geforderten Produkteigenschaften (wie Ges-
2 Dies ergibt sich aus den vier Kategorien die jeweils mit maximal zwei Punkten bewertet werden können.
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ten und Abhängigkeiten) haben. Ihre Bedienung ist komplexer und damit für den Einsatz zu
Beginn der Anwendungsentwicklung eher ungeeignet. Der Nachbau des Szenarios gelang
hingegen besser.
3.4 ZUSAMMENFASSUNG
Das Kapitel beschreibt die Herausforderungen bei der Entwicklung des FE E L S von Multi-
Touch-Anwendungen mit aktuellen Vorgehensmodellen und Werkzeugen. Die auftretenden
Schwierigkeiten sind dabei weitestgehend darauf zurückzuführen, dass das mit aktuellen
Modellen und Werkzeugen implizierte Vorgehen dem entspricht, was für die Erstellung
graphischer Benutzerschnittstellen notwendig ist. Dies bedeutet im Detail, dass die Ent-
wicklung vom LO O K aus gedacht und geplant wird, anstatt vom FE E L. Der Aspekt des
FE E L S folgt somit den Vorgaben des LO O K S (siehe [HBH11]), was zur Verwendung routi-
nierter, aber nicht mehr angebrachter Vorgehensweisen bei der Gestaltung der natürlichen
Benutzeroberfläche führt.
Als Lösungsansatz wird in diesem Kapitel ein neuartiges Vorgehensmodell vorgestellt, dass
sich speziell auf die Entwicklung natürlicher Benutzerschnittstellen konzentriert. Hierzu be-
schreibt das Modell Phasen der Iteration sowie Stufen der Entwicklung. Während es ers-
teren obliegt, den Entwicklungsprozess von Anwendungen iterativ zu beschreiben, dient
letzterer der Fokussierung genereller Zielstellungen wie der Entwurf oder die Entwicklung.
Aufgrund der Kombination beider Strukturen soll das entwickelte Vorgehensmodell den Pro-
zess der Anwendungsentwicklung ebenso flexibel wie agile Modelle beschreiben als auch
so zielgerichtet wie in klassischen Ansätzen. Das Hauptaugenmerk der Arbeit liegt auf den
ersten beiden Stufen, in denen Ideen entworfen und später (weiter-) entwickelt werden.
Anhand dieser wurden allgemeine Anforderungen abgeleitet, die es mit der im zweiten
Teil des Kapitels durchgeführten Evaluation zu überprüfen galt. Hierzu wurden acht bereits
existierende Werkzeuge ausgesucht, die anhand von zwei Bewertungskategorien (Prozess
und Produkt) miteinander verglichen wurden.
Bei der Verwendung der evaluierten Werkzeuge zeigt sich, dass die bewusste Modellie-
rung des FE E L S vor der visuellen Gestaltung der Benutzeroberfläche schwierig ist. Dies ist
zum einen darauf zurückzuführen, dass die Werkzeuge von vornherein mehr Optionen zur
Gestaltung des LO O K S anbieten, als sie es für die Gestaltung des FE E L S tun. Zum ande-
ren entstanden viele der Werkzeuge mit der Absicht, graphische Benutzerschnittstellen zu
entwickeln. Eine entsprechende Berücksichtigung natürlicher Schnittstellen erfolgte, wenn
überhaupt, erst nachträglich.
Zur Veranschaulichung der Evaluationsergebnisse wurden diese in ein Diagramm übertra-
gen, das sich in Abbildung 3.6 auf der rechten Seite findet. Anhand der darin dargestellten
Verteilung können zwei abstrakte Gruppen von Werkzeugen ausgemacht werden. Zum
einen jene mit Entwurfscharakter (oben links im Diagramm), die sich durch eine gute und
schnelle Verwendbarkeit auszeichnen und die jederzeit sowie kooperativ eingesetzt werden
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können. Zum anderen die Gruppe mit Entwicklungscharakter (unten rechts im Diagramm),
welche den Prototyp in Hinblick auf die Darstellung des FE E L S konkreter abbilden, in der
direkten Verwendbarkeit aber schlechtere Werte aufweisen. Werkzeuge, die beide Aspekte
berücksichtigen, wurden in der Evaluation jedoch nicht gefunden. Dieser Sachverhalt zeigt
sich in Abbildung 3.7, in der der entsprechende Bereich als ’Lücke’ beschrieben ist. Also
eben jener Bereich, der für die Erfüllung der aus dem Vorgehensmodell abgeleiteten Anfor-
derungen besonders relevant ist. Diese Umstände der ungenügenden Umsetzbarkeit des
FE E L S sowie der geringen Gebrauchstauglichkeit der Werkzeuge motiviert zur Entwicklung
neuer und für den Anwendungsfall geeigneter Werkzeugkonzepte.
Als eine praktische Vorlage für die im kommenden Kapitel zu entwickelnden Werkzeuge
dienen die in Abschnitt 3.3 evaluierten, die bereits abstrakt in die Gruppen Entwurf und





der zu füllenden Lücke im
Prozess-Produkt Diagramm.
sitionierung der zu konzipierenden Werkzeuge in dem als Lücke beschriebenen Bereich wird
die Weiterentwicklung der als Entwurfsgruppe bezeichneten Werkzeuge gesehen. Deren
einfache Verwendung im Prozess der Anwendungsentwicklung ist eine notwendige Grund-
anforderung für die angestrebte Eingabe mit Hilfe eines Multi-Touch-Gerätes. Aufbauend auf
der einfachen und direkten Verwendbarkeit werden die zu konzipierenden Werkzeuge im
folgenden Kapitel hinsichtlich der Darstellbarkeit des FE E L S erweitert, was der in Abschnitt
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Im vorherigen Kapitel wurde ein Vorgehensmodell für die Realisierung von Multi-Touch-
Anwendungen vorgestellt, das die beiden Phasen Entwurf und Entwicklung beinhaltet und
auf die Besonderheiten der Anwendungsentwicklung für und mit Multi-Touch eingeht. Das
vorliegende Kapitel baut auf der Struktur des Modells auf, indem es für die beiden Phasen
jeweils einen konzeptionell erarbeiteten Werkzeugansatz vorstellt.
Bevor mit der konzeptionellen Entwicklung der Werkzeugansätze begonnen werden kann,
ist zu hinterfragen, was die allgemeine Aufgabe des angestrebten Werkzeugs ist und welche
Position es in Bezug auf den Menschen im Entwicklungsprozess einnimmt. Victor [@Vi11]
beschreibt dessen Aufgabe als eine Wandlung von dem, was Menschen können, in das,
was sie wollen. Hierzu würden Werkzeuge an den menschlichen Fähigkeiten ansetzen und
diese verstärken. Ein Werkzeug berücksichtige dabei sowohl den Menschen als auch die zu
lösende Aufgabe. Victors allgemeine Beschreibung über die Bedeutung von Werkzeugen
trifft auch auf jene der Software-Entwicklung zu. Dass eine den Anforderungen entspre-
chende Berücksichtigung der Aufgabe zumindest nicht immer gelingt, wurde bereits im
vorherigen Kapitel anhand der Lücke derzeit verfügbarer Werkzeuge für die Entwicklung na-
türlicher Benutzerschnittstellen gezeigt (siehe Abschnitt 3.4). Als ebenso schwierig erweist
sich die Anpassung der Werkzeuge an die Fähigkeiten der Nutzer. Die Interaktion zwischen
Nutzer und digitalem Werkzeug (der Anwendung) findet hierbei über eine Schnittstelle statt.
Dabei müssen natürlich die Möglichkeiten der gewünschten oder einzusetzenden Schnitt-
stellenart berücksichtigt werden. Eine grafische Benutzerschnittstelle bietet dabei andere
Perspektiven, sich an die Bedürfnisse des Nutzers (z. B. einer intuitiven Verwendbarkeit)
anzupassen, als eine natürliche. Im Detail bedeutet dies, dass sich das digitale Werkzeug
sowohl nach den Möglichkeiten des ihn ausführenden Systems (Software) als auch nach
den für die Ein- und Ausgabe verwendeten technischen Geräten (Hardware) richtet.
Da sich die vorliegende Arbeit auf den Einsatz von natürlichen Benutzerschnittstellen konzen-
triert, wird für deren weiteren Verlauf abgeleitet, die Grenzen aber auch das Potential natür-
licher Benutzerschnittstellen zu erkennen und für die Gestaltung der Werkzeuge zu nutzen.
Für beide Werkzeugkonzepte werden hierzu angepasste Herangehensweisen notwendig,
welche die Anforderungen des Einsatzzeitpunktes im Entwurf und der frühen Phase der Ent-
wicklung von Anwendungen berücksichtigen. Für beide Phasen wird im folgenden Kapitel
jeweils ein Konzept vorgestellt. Für die Entwurfsphase ist dies das Werkzeug T I Q U I D, das in-
teraktives Verhalten mittels des Einsatzes von Animationen nachbildet, ohne es aufwendig
zu implementieren. Für die Phase der Entwicklung wurde das Werkzeug L I Q U I D entwi-
ckelt, das Funktion und Verhalten einer Anwendung mit Hilfe der visuellen Programmierung
nachbaut. Einzelne Teile und Aspekte der im Folgenden vorgestellten Werkzeugkonzepte
wurden bereits in [FKT+11; FB11; FW13] (L I Q U I D) und in [FWTW13; FWTW14] (T I Q U I D)
veröffentlicht.
Zunächst erfolgt eine Einordnung beider Werkzeuge anhand der mit ihnen abzubildenden
Aspekte FL OW, LO O K und FE E L. Das in Abbildung 4.1 dargestellte Diagramm dient dem
Leser zur ersten Orientierung und Einordnung der beiden Werkzeuge in ein FL OW -FE E L-
Diagramm, dessen beide Achsen jeweils in einen Entwurfs-, Entwicklungs- und Implemen-
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Abbildung 4.1
Einordnung der konzeptionel-
len Werkzeuge T I Q U I D und
L I Q U I D nach den Aspekten
FL OW und FE E L.
tierungsschritt unterteilt sind. Auf eine separate Darstellung des LO O K-Aspektes wird im
Diagramm bewusst verzichtet, da die Darstellung der visuellen Oberfläche standardmäßig
von den in der Arbeit beschriebenen Prototypen berücksichtigt wird. Dementgegen steht
die Präsentation des FL OWs und des FE E L S, die von den Werkzeugen teilweise bis gar
nicht umgesetzt werden und die es daher näher zu untersuchen gilt.
Das Werkzeug T I Q U I D findet sich im Entwurfsschritt, wo es den Aspekt des FE E L S im Proto-
typen entsprechend darstellen soll. Bisher wird das FE E L durch die verfügbaren Werkzeuge
und Techniken nur unzureichend abgebildet, da sich diese vorwiegend auf die Struktur (den
FL OW) einer Anwendung und den Wechsel zwischen verschiedenen Anwendungsansichten
konzentrieren. Ein Beispiel hierfür ist der Klick-Dummy, der sich auf der FL OW-Achse zwi-
schen Entwurf und Entwicklung findet. Allgemein zeichnen sich Werkzeuge des Entwurfs,
wie T I Q U I D, Klick-Dummy oder auch Skizze, durch eine einfache Verwendung, einen be-
grenzten Funktionsumfang und eine schnelle Umsetzbarkeit von Ideen aus. Die mit ihnen
erstellten Prototypen sind abstrakt und hinsichtlich der finalen Umsetzung unverbindlich.
Sie sind zudem für die weiteren Entwicklungen eher Anregungen und Hinweise zur Iden-
tifikation neuer Zielstellungen und weniger Vorlage für die spätere Implementierung. Im
Vergleich dazu ist der Prototyp der Entwicklungsphase konkreter in Darstellung, Struktur
und Funktion. Hierzu berücksichtigt er folglich die verschiedenen Aspekte von FL OW, LO O K
und FE E L gleichermaßen. Entsprechend diesen Anforderungen an den Prototypen wird
das zu entwickelnde Werkzeug L I Q U I D in der Mitte zwischen den Achsen des Diagramms
eingeordnet. Noch näher an der endgültigen Umsetzung ist das im Diagramm dargestellte
Pilotsystem (siehe Abschnitt 2.3.2), welches eine fast identische Abbildung der Zielanwen-
dung darstellt.
Im Folgenden wird zuerst auf die Gemeinsamkeiten der beiden Konzepte, wie die Orien-
tierung auf eine visuelle Darstellung des FE E L S, das zugrundeliegende Interaktionskonzept
sowie die Implementierung beider Werkzeuge, eingegangen. Danach werden die beiden
Konzepte T I Q U I D und L I Q U I D bezüglich ihres ausgewählten Ansatzes und der konkreten
Umsetzung näher beschrieben. Abschließend erfolgt die Begründung der Herangehenswei-
se sowie die Zusammenfassung des Kapitels.
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4.1 GEMEINSAMKEITEN DER KONZEPTE
Die Charakteristik von Werkzeugen lässt sich mit den in [MHP00] erläuterten Begriffen
Threshold (Einstiegsschwelle) und Ceiling (Funktionsumfang) beschreiben. Hierbei steht
die Einstiegsschwelle für das Bewertungskriterium, wie viel Vorwissen und Verständnis
bzgl. einer Anwendung nötig ist, um diese im Entwicklungsprozess zu verwenden. Der
Funktionsumfang beschreibt hingegen die Menge an verschiedenen Funktionen und Verhal-
ten, die mit Hilfe des Werkzeugs in den Prototypen eingebracht werden können. Die beiden
Kriterien beeinflussen sich dabei gegenseitig: ein großer Funktionsumfang geht oftmals
mit einer erhöhten Komplexität, d.h. einer höheren Einstiegsschwelle, einher (siehe[CN07]).
Aus diesem Grund wird für T I Q U I D und L I Q U I D ein geringer Threshold angestrebt, um mit
beiden Werkzeugen erste Entwürfe und Entwicklungen schnell und einfach umzusetzen.
Dies entspricht auch den Anforderungen für den Einsatz bei interdisziplinären Teams, die
als mögliche Zielgruppe für die beiden Werkzeuge in Abschnitt 1.2 identifiziert wurden.
Ein Weg zur Erreichung eines geringen Thresholds ist der Einsatz einer darstellungsori-
entierten Arbeitsweise. Bei dieser werden Zusammenhänge zwischen Aussehen (LO O K)
und Verhalten (FE E L) vor allem grafisch visualisiert1, anstatt sie wie bei ’klassischen’ Pro-
grammierwerkzeugen textuell zu beschreiben. In diese Kategorie fallen beispielsweise die
Prototyping-Werkzeuge von Luderschmidt u. a. [LHLD13], Hochreuter [Hoc14] und Li u. a.
[LL05], die Funktionen, Verhalten und Zusammenhänge visuell abbilden und erlebbar ma-
chen. Hierbei stehen grafische Elemente, z.B. ikonische Symbole (Icons) für Codeteile und
Verbindungen zwischen diesen für den Datenaustausch der einzelnen Elemente unterein-
ander. Der visuelle Ansatz besitzt den Vorteil, dass die darin dargestellten Elemente und
Verbindungen direkt manipuliert werden können. Hierdurch ist der Einfluss von Änderungen
für den Nutzer unmittelbar sichtbar. Diese Art der Entwicklung, Funktion und Verhalten am
Objekt anzupassen, erfordert gegenüber dem textuellen Ansatz weniger Vorwissen, da die
dargestellten Verbindungen für den Nutzer leicht verständlich und nachvollziehbar sind.
Der Verzicht auf die Darstellung, Anpassung und Entwicklung von Algorithmen mit Hilfe
textueller Beschreibung zugunsten einer visuellen Methode umgeht die Problematik, Text
mittels eines Multi-Touch-Gerätes eingeben zu müssen. Dies würde für den Nutzer eine
Herausforderung darstellen, da die Multi-Touch-Oberfläche ebenso wie die Computermaus
weder für die Eingabe von Texten entwickelt wurde, noch wie die Tastatur für diese Art der
Eingabe optimiert ist. Eine weitere Problematik der textuellen Beschreibung wäre deren
Syntax und Semantik. Wie bei (Programmier-) Sprachen auch bedarf es bei der textuellen
Eingabe einer korrekten Form und Reihenfolge von Ausdrücken und Zeichen, um zu beschrei-
bendes Verhalten für den Computer verarbeitbar zu formulieren. Der notwendige Aufwand
des Erlernens sowie des Lesens und des Verstehens derartig abstrahierter Prozeduren
für Verhaltensweisen würde gerade interdisziplinäre Teams vor große zeitliche Herausfor-
derungen stellen und eine hohe Belastung bedeuten. Herausforderungen also, die einer
1 Dies erfolgt häufig in Zusammenhang mit dem Einsatz einer visuellen Programmiersprache, wodurch die
Verbindungen zwischen Bestandteilen von LO O K und FE E L auch eine funktionelle Bedeutung erhalten.
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und Verhalten mittels der vi-
suellen Programmiersprache
Kodo.
schnellen und umgehenden Verwendung der Werkzeuge zu Beginn der Entwurfsphase und
der Entwicklung von Anwendungen entgegen stehen.
Werden anstatt textueller Beschreibung visuelle Darstellungsformen verwendet, so entfällt
oftmals die Problematik der korrekten Syntax, da die visuelle Darstellungsform definierte
und durch den Computer interpretierbare Bestandteile vorgibt. Eine Erstellung nicht zu
verarbeitender Bestandteile durch den Nutzer ist somit ausgeschlossen. In einem solchen
Werkzeug, in dem nur mögliche und valide Zustände vom Benutzer erstellt werden können,
führt jede Kombination der zur Verfügung stehenden Bestandteile zu einem lauffähigen
Prototyp. Dieser Vorteil erlaubt es dem Nutzer innerhalb kurzer Zeit, eine Vielzahl an (funk-
tionsfähigen) Entwürfen zur erarbeiten. Die daraus gewonnenen Erkenntnisse können im
weiteren Entwicklungsverlauf gewinnbringend verwendet werden. Hierdurch lassen sich
auch Ansätze identifizieren, die vollkommen neuartig sind und zufällig entstehen. Diese Art
des Vorgehens entspricht dem Design Thinking [PMW09], indem Ansätze sich gegenseitig
bereichern und zu neuen Lösungen führen.
Beispielhaft für eine solche visuelle Programmiersprache ist in Abbildung 4.2 eine Ansicht
aus ’Kodo’ von Microsoft Research dargestellt [AC14]. Im Vergleich zu klassischen, textu-
ellen Programmiersprachen wie C++ und Java würde die Verwendung von Kodo zu einer
erhöhten Zufriedenheit bei den Nutzern sowie geringer Frustration durch die Vermeidung
von Fehlern führen [FC11]. Wie auch bei anderen visuellen Programmiersprachen steht bei
Kodo das Experimentieren, Kombinieren und Probieren mit den zur Verfügung stehenden vi-
suellen Bausteinen im Vordergrund. Die Entwicklung von Verhalten mit Kodo erfolgt mittels
der ereignisorientierten Programmierung [FFM12]. Bei diesem Ansatz reagieren Funktionen
nur auf interne (systembezogene) und externe (vom Nutzer initiierte) Ereignisse und sind
ansonsten passiv. Der für Kodo verwendete Ansatz des passiven Wartens auf das Eintreten
von Ereignissen ist ein gängiger Standard bei der Entwicklung von Benutzeroberflächen.
Dem gegenüber steht das aktive Abfragen durch das System, dass das Vorhandensein
neuer Eingaben prüft.
Somit ergeben sich für die beiden zu entwickelnden Werkzeuge T I Q U I D und L I Q U I D folgen-
de, allgemeine Anforderungen.
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• Die möglichst umgehende und einfache Verwendung, auch ohne notwendiges Vor-
wissen (geringer Threshold ).
• Die vorwiegend visuelle Gestaltung der Werkzeuge sowie eine eventuelle Integration
einer visuellen Programmiersprache.
• Die Ausrichtung auf eine ereignisgetriebene Steuerung, welche die Werkzeuge auf
Eingaben des Nutzers bzw. auf Aktionen des Systems reagiert lässt.
Entsprechend der vorab abgeleiteten Anforderungen ist es zudem eine Anforderung der
beiden zu entwickelnden Werkzeuge, die Erstellung und die Ausführung von Multi-Touch-
Anwendungen in eine Programmoberfläche zu vereinen. Hierzu werden in beiden Werk-
zeugen zwei Ansichten definiert, die jeweils eine der beiden Aufgabe übernehmen. In der
Ansicht ’Editor ’ kann der Nutzer eine Anwendung mittels eines interaktiven Baukastens
erstellen. Alle Abhängigkeiten und funktionellen Beschreibungen werden grafisch abge-
bildet. In einer zweiten Ansicht, dem ’Player ’, wird die grafische Beschreibung erlebbar
gemacht. Dies bedeutet, der Nutzer kann die im Editor erstellte Anwendung direkt verwen-
den, um das entwickelte Verhalten auf das Eintreten von Ereignissen zu überprüfen. Durch
die Berücksichtigung beider Aspekte in einer Anwendung würde ein Wechsel zwischen
Programmen nicht mehr notwendig werden. Zusätzlich könnte das Umschalten zwischen
beiden Ansichten übergangslos möglich sein, da die grafische Beschreibung von Funktion
und Verhalten nicht erst mit Hilfe eines Compilers umgewandelt und ausgewertet werden
muss, sondern direkt interpretiert werden kann.
4.1.1 INTERAKTIONSDESIGN
Die Verwendung von Multi-Touch zur Steuerung der Anwendung ist eine grundlegende
Anforderung, die maßgeblichen Einfluss auf die Gestaltung der Benutzeroberfläche bei-
der Anwendungen haben kann. Neben der Berücksichtigung der Gebrauchstauglichkeit bei
der Verwendung von Multi-Touch liegt ein Schwerpunkt auf dem Einsatz der beidhändigen
Interaktion. Der Einsatz von zwei Händen ist nach Owen u. a. [OKF+05] gegenüber der
einhändigen Interaktion aus Gründen der schnelleren Bearbeitung von Aufgaben sowie der
Identifikation mit der natürlichen zweihändigen Interaktion vorzuziehen. Eine schnellere Be-
arbeitung von Aufgaben ist aber nicht immer möglich, sondern richtet sich danach, wie diese
zeitgleich oder zeitlich versetzt bearbeitet werden können. Die Formen von Aufgaben, die
beide Hände berücksichtigen, können nach zeitlicher Reihenfolge sowie nach der Ähnlichkeit
der Teilaufgaben differenziert werden (siehe Abbildung 4.3). In der Arbeit von [BFW08] wird
hierzu eine Unterscheidung nach sequentieller, überlappender und simultaner Abfolge von
Aufgaben vorgenommen, welche um die in [RBL08] beschriebene Trennung nach symme-
trischen und asymmetrischen Aufgabentypen erweitert werden kann. Hierbei zeigt sich,
dass die simultane Ausführung asymmetrischer Aufgaben durch zwei Hände eine Heraus-
forderung darstellt. Der hierzu notwendige Wechsel der Aufmerksamkeit zwischen beiden
Händen führt nach [KBS94] zu einer Reduzierung der Arbeitsgeschwindigkeit, die den Vorteil
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Abbildung 4.3
Allgemeine Einordnung von
Aufgaben nach Abfolge und
Ähnlichkeit.
der beidhändigen Eingabe wettmacht. Dieser Sachverhalt deckt sich mit den Beobachtungen
von [XIW07], welche für diese besondere Art von Aufgaben keinen Geschwindigkeitsvorteil
bei der zweihändigen Interaktion gegenüber der einhändigen festmachen konnten.
Da die simultane Ausführung asymmetrischer Aufgaben bei der Bedienung von Anwendun-
gen nicht per se ausgeschlossen werden kann, schlagen Owen u. a. [OKF+05] vor, Aufgaben
in einer gemeinsamen Aktivität darzustellen. Dies wird erreicht, indem jeder Hand eine Rol-
le zur Erreichung eines gemeinsamen Zieles zugewiesen wird. Eine solche Rollenverteilung
ist die in [OKF+05] erläuterte Unterscheidung von Dominanter2 (DH) und Nicht-Dominanter
Hand (NDH). Als Szenario schlägt [BFW08] vor, die NDH zu Schaffung eines Rahmens für
die Interaktion zu verwenden, in welcher die DH agiert. Ein solches Szenario ist die Wahl
von Modi, in der sich die Verwendung der NDH zur Modiauswahl als effektivste Metho-
de erweist [LHGL05]. Je nach aktiven Modus können dann für die DH unterschiedliche
Interaktionen definiert werden.
Die Auswahl eines Modus durch die NDH sowie die zeitgleiche Interaktion mittels der
DH ist eine typische simultane und asymmetrische Aufgabe, die in einer gemeinsamen
Aktivität zusammengeführt wird. Nach Lank u. a. [LRC06] führt eben diese Vorgehensweise
bei der Verwendung von Modi zu sehr viel besseren Ergebnissen als andere Ansätze, wie
die vorherige oder nachfolgende Auswahl des Modus (sequentielles Vorgehen). Zugleich
entspricht der zeitgleiche Einsatz beider Hände mit unterschiedlichen Rollen der natürlichen
Interaktion mit zwei Händen3, wie sie bereits vorab von Owen u. a. [OKF+05] gefordert
wurde.
Die mit beiden Händen ausgeführten Tätigkeiten (Handgriffe) können zudem nach Owen
u. a. [OKF+05] in pragmatische und epistemische Gesichtspunkte unterschieden werden.
Während ersterer das Erreichen einer vorab gesetzten Zielstellung anstrebt, dient zweiterer
dazu, Sachverhalte einfach und schnell zu erkennen. Aufgrund der Komplexität heutiger
Aufgaben wird den epistemischen Aktionen eine große Bedeutung beigemessen, die durch
die Verwendung der beidhändigen Interaktionen verstärkt berücksichtigt werden soll.
2 Bei Rechtshändern wäre dies somit die rechte Hand.
3 Hierbei arbeitet die NDH der DH zu, indem sie beispielsweise ein durch die DH zu bearbeitendes Objekt
fixiert.
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Bei der Gestaltung der Interaktion stellt nicht nur der sinnvolle Einsatz beider Hände eine Her-
ausforderung dar, sondern auch die Auswahl geeigneter Gesten, welche mittels der Hände
ausgeführt werden sollen. Entsprechend der Richtlinien zur Gestaltung natürlicher [@Me10]
und berührungsempfindlicher Benutzeroberflächen [@Mi14a] erfordern Gesten eine ihnen
zugrundeliegende Metapher [HW10], um sie einfach nachzuvollziehen und ausführen zu
können. Entsprechend dieser Anforderung sind die Gesten in der Arbeit von [WMW09] wei-
testgehend den Interaktionen mit der Maus nachempfunden, da diese den Nutzern bereits
vertraut sind. Die Unterscheidung einzelner Gesten anhand der verwendeten Anzahl an
Fingern wird jedoch als ungenügend bewertet.
Weiterhin ist der Einsatz einfacher und verständlicher Gesten gegenüber einer komplexen
Gestensprache oder der Verwendung von offline Gesten, die erst nach der Ausführung aus-
gewertet werden können, generell zu bevorzugen. In der Arbeit von Jetter u. a. [JGR10] wird
argumentiert, dass das Erlernen und das Beherrschen einer eigenen Gestensprache einen
hohen kognitiven Aufwand bedeutet, der vielmehr an die Verwendung kommandozeilen-
basierter Benutzerschnittstellen erinnert als an natürliche. Dieser Problematik schließt sich
die Arbeit von [MHWC10] an, die offline Gesten hinsichtlich der internationalen Verwend-
barkeit evaluiert. Der Vergleich von diskreten (offline) gegenüber fortwährenden (online)
Gesten zeigt, dass diskrete Gesten je nach kulturellen Hintergrund unterschiedlich aufge-
fasst werden, eine gemeinsame Basis existiert somit nicht. Im Gegensatz zu diskreten
Gesten, ist der Einsatz von fortwährenden Gesten weitestgehend verständlich und damit
zu bevorzugen.
In der Arbeit von Freitag und Brade [FB11] wird darauf hingewiesen, dass die eindeutige
Zuordnung einfacher und verständlicher Gesten zu allen Funktionalitäten ein umfassendes
Gesten-Repertoire erfordert. Andernfalls würden Gesten mehrfach verwendet, was sich
nachteilig auf die Gebrauchstauglichkeit der Anwendung auswirken kann. Aufgrund der
eingeschränkten Verwendbarkeit von offline Gesten und der Vermeidung einer komplexen
Gestensprache ist ein solches Repertoire nicht gegeben. Aus diesem Grund schlägt die
Arbeit die Einführung separater Modi vor, durch die Gesten innerhalb der Anwendung mehr-
fach verwendet werden können. Die Unterscheidung gleicher Gesten erfolgt anhand des
ausgewählten Modus und damit anhand des Kontextes, in denen sie verwendet werden.
Zur eindeutigen Zuordnung der durch den Nutzer ausgeführten Geste und dem Verhalten
der Anwendung gegenüber der Eingabe legt [Gui87] die vorherige Auswahl des Modus
nahe. Hierdurch kann dem Nutzer bereits vorab visualisiert werden, in welchem Zustand
sich die Anwendung befindet und wie sie auf dessen Eingaben reagiert.
Unter dem Aspekt der Gebrauchstauglichkeit ist die Verwendung von Modi allerdings be-
denklich, da der Nutzer fortwährend auf den aktuellen Zustand der Anwendung hingewiesen
werden muss. Andernfalls kann die Verwendung separater Modi zu unverständlichen und zu
einem als nicht konsistent erscheinenden Verhalten führen. Als Lösungsansatz wird in die-
ser Arbeit der Einsatz eines in [Ras01; WSR+06] erläuterten ’Quasi-Modus’ vorgeschlagen.
Ebenso wie in der darauf aufbauenden Arbeit von [HC12] wird hierbei zwischen verschie-
denen Modi unterschieden, indem der Nutzer eine (Hilfs-) Aktion fortwährend ausführt. Als
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Beispiel für die Verwendung eines Quasi-Mode sei die SHIFT-Taste auf der Tastatur genannt.
Nach [Ras01, S.55f] erfüllt der Quasi-Mode alle Anforderungen an die konsistente Gestal-
tung von Benutzerschnittstellen sowie der Kennzeichnung des aktuellen Systemzustandes.
Die Ausführung des Quasi-Modes bietet sich für die NDH an, da hierfür eine geringere Ge-
nauigkeit notwendig ist und die Aufmerksamkeit des Nutzers auf seiner DH verbleiben kann.
Eine mögliche Interaktion mit beiden Händen auf einem mobilen Endgerät ist in Abbildung
4.4 zu sehen. Hierbei fixiert die NDH das Gerät zwischen den Fingern und dem Handballen,
Abbildung 4.4
Beispiel der Interaktion mit
einem Tablet-PC: Links ist
die nicht dominante Hand
(NDH) und rechts die domi-
nante Hand (DH) zu sehen.
während der Daumen der NDH den Wechsel zwischen verschiedenen Modi ermöglicht. Die
eigentliche Interaktion erfolgt durch die freie DH, auf welcher die Aufmerksamkeit des Nut-
zers liegt. Angelehnt an dieses Konzept soll der Quasi-Modus sowie die Unterscheidung der
Händigkeit und der damit verbundenen Aufgaben in der Konzeption der Werkzeuge L I Q U I D
und T I Q U I D Berücksichtigung finden.
4.1.2 LOOK & FEEL
Der Fokus bei den zu erstellenden Werkzeugen liegt auf der Gestaltung des LO O K S und
des FE E L S von Multi-Touch-Anwendungen. Entsprechend der Einordnung in Abbildung
4.1 greifen die Werkzeuge die beiden Aspekte unterschiedlich auf. Während T I Q U I D in
der Entwurfsphase das FE E L abstrakt modellieren soll, ist für das Werkzeug L I Q U I D die
Verwendung einer visuellen Programmiersprache (VP) angedacht. Mir deren Hilfe ließe
sich das umzusetzende FE E L einer Anwendung anhand definierter Regeln und Funktionen
konkret formulieren. Die Bedienung beider Werkzeuge soll zudem durch die Verwendung
von Gesten erfolgen, um neue Anwendung gemäß dem Leitmotiv der vorliegenden Arbeit
interaktiv und mit den Möglichkeiten der natürlichen Benutzerschnittstelle selbst zu erstellen.
Der Schwerpunkt dieser Arbeit liegt damit auf der Abbildung kontinuierlicher, gestischer
Eingabe und der damit verbundenen Interaktion zwischen Nutzer und Anwendung. Beide
Werkzeuge grenzen sich hiermit von alternativen Ansätzen wie den Arbeiten von [KSSM10;
LL12; LL13; LFL14] ab, welche die Erstellung und Evaluierung von Gesten als ihren Ansatz
zur Modellierung des FE E L S aufgreifen. Die Erstellung eigener Gesten durch den Nutzer
selbst wird weder durch T I Q U I D noch durch L I Q U I D unterstützt.
Auf eine ähnliche Weise verfahren beide Werkzeuge bei der Gestaltung des LO O K S. Hier-
zu stellen sie Komponenten der Benutzeroberfläche bereit, die auf der Arbeitsfläche frei
positioniert, skaliert und ausgerichtet werden können. Die Beschränkung auf wenige Ein-
stellmöglichkeiten für das LO O K erfolgt bewusst, um den Nutzer auf die grundlegenden
Aspekte der Multi-Touch-Anwendung zu fokussieren und ihn eben nicht durch die Fülle von
Darstellungsmöglichkeit abzulenken und zu überfordern. Ein Verweis auf diese Problematik
findet sich in [Lan96, S.398], in der die Forschungsergebnisse von [Won92] wie folgt be-
schrieben werden: „[. . . ] current interactive tools in the early stages of development places
too much focus on design details like color and alignment rather than on the major interface
design issues, such as structure and behavior.“
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Eine detaillierte Erläuterung der speziellen Gestaltungsziele für das LO O K und FE E L sowie
dem damit verbundenen Umsetzungsansatz findet sich in den Abschnitten 4.2 und 4.3, in de-
nen die beiden Werkzeuge eingehender betrachtet werden. Neben den Gemeinsamkeiten
des grundlegenden Interaktionsdesigns und dem Ansatz, das FE E L verstärkt zu berück-
sichtigen, wird für die Implementierung beider Werkzeuge eine gemeinsame technische
Grundlage verwendet. Diese soll im folgenden Abschnitt kurz erläutert werden.
4.1.3 IMPLEMENTIERUNG
Beide Werkzeuge bauen auf ein und demselben Framework für die Erstellung von Multi-
Touch-Anwendungen auf, welches durch die Arbeit von Kammer u. a. [KFKW10] motiviert,
entwickelt und implementiert wurde. Entsprechend dessen Funktionsumfang können unter-
schiedliche Formen der Nutzereingabe verarbeitet, ausgewertet und an die damit erstellten
Werkzeuge weitergeleitet werden. Maßgebliche Berücksichtigung findet hierbei das TUIO-
Protokoll, das vorwiegend für die Verwendung nicht standardisierter Multi-Touch-Geräte
entwickelt und erweitert wurde (siehe [@Ka14]). Das TUIO-Prototkoll erlaubt somit deren
Verwendung unabhängig von den an sie angeschlossenen Computern (Hardware), dem
aktiven Betriebssystem (Software) sowie dem Vorhandensein passender, standardisierter
Treiber. Zusätzlich ist die Verwendung von ‚Tangibles‘4 möglich, wodurch sich leicht neue
Anwendungsfelder für die zukünftige Forschung erschließen lassen. Das gemeinsame Fra-
mework ermöglicht zudem die Verwendung von Touch-Ereignissen, welche bereits mit dem
Erscheinen von ’Windows 7’ als betriebssystemspezifische Multi-Touch-Eingaben verfügbar
sind, sowie der klassischen Computermaus. Deren Bewegungen und Eingaben werden
vom Framework als einfache Touch-Ereignisse interpretiert. Zudem können mit ihr zeitlich
hintereinander mehrere Eingaben ausgeführt werden, um Mehrfinger-Gesten zu simulieren.
Eine Auswahl von Touch-Gesten, die äquivalent mit einer Computermaus aufzuführen sind,
findet sich in der in Arbeit [WMW09, S.1089].
Als Impelementierungsgrundlage für die beiden zu konzipierenden Werkzeuge dient die
Laufzeitumgebung ’Adobe Integrated Runtime’ (AIR) [@Ad14a]. Diese auf dem Flashplayer
aufbauende Laufzeitumgebung ermöglicht den Einsatz von Anwendungen unabhängig vom
zugrundeliegenden Betriebssystem und dem verwendeten technischen Gerät. Zudem er-
laubt die Verwendung von AIR den Einsatz der von Adobe bereitgestellten Werkzeuge zur
Gestaltung und Entwicklung von Anwendungen. Hierdurch lässt sich die Entwicklung neuer
und innovativer Benutzeroberflächen und Interaktionstechniken merklich beschleunigen.
4 Tangibles beschreiben reale Objekte, die Anhand einer eindeutigen Identifizierung durch das System erkannt
und während der Laufzeit der Anwendung verfolgt werden. Die Erkennung geschieht in der Regel durch ein
eindeutiges Muster auf ihrer Unterseite, das durch ein Kamerasystem erfasst wird.
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4.2 TIQUID - NACHBILDUNG DER INTERAKTION
Das Ziel von T I Q U I D ist der fortwährende Entwurf von Multi-Touch-Anwendungen. Hier-
für wird eine abstrakte Darstellungsform des LO O K & FE E L S gewählt, um innerhalb kurzer
Zeit und mit einfachen Mitteln eine Vielzahl an Entwürfen zu generieren. Als eine hierfür
geeignete Form der abstrakten Darstellung wurde die Animation identifiziert. Mit deren
Hilfe lassen sich Zusammenhänge und Abläufe exemplarisch darstellen, anstatt sie auf-
wendig zu implementieren. Das Akronym T I Q U I D steht dabei für Transition Initiated User
Interface Development, was den Schwerpunkt auf die animierte Darstellung von Funktion
und Verhalten legen soll.
Im folgenden Abschnitt wird das Werkzeug vom Ansatz bis zur Umsetzung erläutert. Hierzu
wird das zugrundeliegende Konzept gestischer Animation sowie die Darstellbarkeit der
beiden Aspekte LO O K und FE E L beschrieben.
4.2.1 BESCHREIBUNG DES ANSATZES
Animation can explain whatever the mind of man can conceive. Walt Disney
Die Verwendung von Animationen zur Beschreibung komplexer Zusammenhänge hat Ein-
zug in die unterschiedlichsten Bereiche des täglichen Lebens gehalten [QFM13]. Entspre-
chend beschreibt der Begriff Animation das ’Zum Leben Erwecken’ von statischen Darstel-
lungen [Par09].
Dieser Idee folgend ist es Ziel des Werkzeugs T I Q U I D, die Animation als didaktisches Mittel
zur Überführung des FE E L S einer Anwendung in einer einfachen und nachvollziehbaren
Form zu verwenden. Die angestrebte Form ist dabei eine gestengesteuerte Animation, die
aus vom Nutzer definierten Schlüsselbildern besteht. Das erste Schlüsselbild (Startbild) ent-
spricht dabei der Benutzeroberfläche zu Beginn der Interaktion, während das letzte (Endbild)
die bei der Interaktion auftretenden Veränderungen repräsentiert. In weiteren, zwischen
dem Start- und dem Endbild liegenden, Schlüsselbildern können zusätzliche Veränderungen
eingefügt werden, um die zu erstellende Animation lebendiger und ansprechender zu ge-
stalten. Die Schlüsselbilder enthalten dabei die visuellen Bausteine (die Komponenten) der
Benutzeroberfläche, deren Eigenschaften (wie Größe und Position) durch den Nutzer für
jedes Schlüsselbild separat angepasst werden können. Nach der Gestaltung der Benutzero-
berfläche sowie deren Veränderung für die nachzubildende Interaktion, erfolgt abschließend
die Definition einer (Referenz-) Geste durch den Nutzer. Mit deren Hilfe wird die durch die
Schlüsselbilder beschriebene Animation gesteuert. Der Einsatz einer Referenzgeste gegen-
über einer zeitbasierten Animation ist der wesentliche und innovative Ansatz von T I Q U I D,
durch den sich das FE E L geeigneter nachbilden lassen soll. Dabei wird für jede mit dem
Werkzeug erstellte Animation genau eine Geste definiert, welche alle zu animierenden
Bestandteile der Benutzeroberfläche steuert. Die Entscheidung zur Verwendung nur einer
92





(blau) zu einer flüssigen
Bewegungsabfolge (entnom-
men aus [CL09]).
Geste für alle Veränderungen beruht auf der beabsichtigten Abbildung des Verhaltens einzel-
ner Komponenten als auch von Abhängigkeiten zwischen den verschiedenen Bestandteilen
der Benutzeroberfläche (siehe Abschnitt 2.1 auf Seite 17). Darüber hinaus ist die Verwen-
dung nur einer Geste für den Nutzer leichter nachzuvollziehen, was wiederum der einfachen
Verwendbarkeit des Werkzeugs zugutekommt.
Im folgenden Abschnitt werden die beiden angesprochenen Ansätze zur Steuerung von
Animationen (zeitbasiert und gestenbasiert) kurz vorgestellt und Schlussfolgerungen für die
weitere Entwicklung des Werkzeugs T I Q U I D gezogen.
ZEITBASIERTE ANIMATION
Eine Animation besteht aus einer Folge von Einzelbildern, die in schneller Reihenfolge ab-
gespielt werden. Ab einer Geschwindigkeit von 25 Einzelbildern pro Sekunde erscheint die
Darstellung für das menschliche Auge flüssig und ohne eine erkennbare Verzögerung. Ein
verbreiterter Ansatz, dies zu erreichen, ist die Verwendung von Schlüsselbildern (Keyframes).
Um aus diesen Schlüsselbildern eine flüssige Animation zu erstellen, werden Zwischenbil-
der eingefügt, die einen schrittweisen Übergang zwischen den Zuständen der Schlüsselbil-
der schaffen. In Abbildung 4.5 ist eine Folge von Bildern, bestehend aus Schlüsselbildern
(braun) und Zwischenbildern (blau) dargestellt. Sie zeigt beispielhaft, wie sich aus der Abfol-
ge aller Bilder eine Bewegung darstellen lässt.
Das Einfügen der Zwischenbilder geschieht heutzutage automatisch mit Hilfe von Inter-
polationstechniken. Die dabei verwendete Interpolation kann über lineare oder alternative
Interpolationsformen realisiert werden. Beispielsweise kann eine verzögerte oder beschleu-
nigte Interpolationskurve zu Beginn oder am Ende einer Animation verwendet werden. Eine
solche Darstellung ist erforderlich, wenn die Animationen nach dem in [TJ89] beschriebe-
nen Prinzip ’Slow In and Slow Out’ erstellt werden sollen. In Abbildung 4.6 findet sich eine





von Animationen und Über-
gängen.
Ein anderer Ansatz zur Erstellung von Animation ist die in [DCL08; QFM13] beschriebene
Technik Motion-by-Example, bei welcher die Animation vorgemacht wird. Hieraus erstellt
das Programm eigenständig eine Bildabfolge, wobei auf den Einsatz von Schlüsselbildern
verzichtet wird. Um komplexere Animationen mit mehreren zu animierenden Objekten und
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Bestandteilen zu erstellen, erfordert diese Technik jedoch einen deutlichen Mehraufwand
gegenüber der Verwendung von Schlüsselbildern. Aufgrund dieses Sachverhaltes und der
Tatsache, dass sich alle angestrebten Änderungen gut mit Schlüsselbildern abbilden las-
sen, wird dieser Ansatz gegenüber der Motion-by-Example-Technik in diesem Abschnitt
weiterverfolgt.
Eine wichtige Unterscheidung von Animationen gegenüber interaktiven Anwendungen ist
die Rolle des Nutzers. Bei der Animation ist diese passiv, da der Nutzer keinen Einfluss
auf den Ablauf der Bilder hat [TMB02]. Dessen passive Rolle bei der Verwendung von Ani-
mationen erlaubt es nur, diese zu starten und zu pausieren sowie an einer anderen Stelle
einzusteigen bzw. fortzusetzen. Die Abfolge der Einzelbilder sowie die Geschwindigkeit
der Animation sind hingegen oft nicht beeinflussbar. Da es sich hierbei aber um wichtige
Aspekte für den Nutzer handelt, merken Tversky u.a. [TMB02, S.256] in ihrer Arbeit an:
„Animations that allow close-ups, zooming, alternative perspectives, and control of speed
are even more likely to facilitate perception and comprehension.“ Demnach würde es dem
Nutzer leichter fallen, dargestellte Inhalte nachzuvollziehen und zu verstehen, wenn er ent-
sprechend seinem Interesse einzelne Aspekte der Animation manipulieren könnte. Als
Beispiel schlagen die Autoren die Abspielgeschwindigkeit, den Vergrößerungsfaktor sowie
den Betrachtungswinkel vor. Auf eine solche Weise würde der Nutzer zu einem aktiven Be-
standteil bei der Betrachtung einer Animation. Eine Trennung von solch aktiven Animationen
gegenüber interaktiven Anwendungen ist dann aber nicht mehr eindeutig möglich.
GESTENBASIERTE ANIMATION
Ein im Rahmen dieser Arbeit entwickelter Ansatz, zur wie oben aufgeführten aktiven Steue-
rung von Animation, ist die Verwendung kontinuierlicher Gesten (siehe auch Freitag u. a.
[FWTW14]). Hierbei hängt die Bildgeschwindigkeit vom ausgeführten Grad der Geste, an-
statt von der Zeit ab. Dabei liegt der Animation eine Referenzgeste zugrunde, die vorab
vom Nutzer ausgeführt wird. Deren Beginn und Ende werden dem Start bzw. dem Ende
der Animation zugewiesen. Anhand der Ausführungsrichtung und -länge der Referenzgeste
kann dann die aktuelle Position innerhalb der Animation errechnet werden. Abbildung 4.7
illustriert dieses Verfahren am Beispiel der Drag-Geste. Der schwarz gezeichnete Pfeil stellt
die Referenzgeste, die von unten nach oben ausgeführt wurde, dar. Eine Ausführung der
kompletten Geste spielt eine damit verknüpfte Animation vollständig ab. Die Gesten A bis
C sind beispielhafte Nutzereingaben. Zur besseren Vergleichbarkeit wurden die Startpunkte
der Gesten übereinander gelegt und deren Wert als Projektion5 auf die Referenzgeste ab-
getragen (der senkrecht zur Referenzgeste ausgeführte Teil hat keine Auswirkung auf den
Abspielgrad der Animation). Entsprechend unterschiedlich ist der Ausführungsfortschritt der
Animation, welche die Hälfte (A) oder dreiviertel (B) der Animation abspielen bzw. aufgrund





5 Hierzu wird der Winkel zwischen der Referenz- und der Beispielgeste bestimmt und als Kosinus mit der
Länge der Beispielgeste multipliziert.
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VORTEILE DES ANSATZES
Gegenüber der zeitbasierten Animation zeichnet sich der gestenbasierte Ansatz durch eine
Integration des Nutzers aus. Mit Hilfe seiner Eingabe kann er das Abspielen der Animation
direkt beeinflussen. Die daraus resultierende Wirkung vermittelt dem Nutzer das Gefühl,
mit einer realen Anwendung zu interagieren. Zusätzlich ermöglicht die Verwendung kon-
tinuierlicher Gesten das vor- und rückwärtige Abspielen der Animationen, abhängig von
der Interaktion des Nutzers. Hierdurch wird der Anschein des interaktiven Charakters von
gestenbasierten Animationen weiter verstärkt.
Die Absicht des in diesem Abschnitt vorgestellten Konzeptes ist es, die Verwendung des
Werkzeugs so einfach als möglich zu gestalten und somit nur geringes Vorwissen beim
Nutzer vorauszusetzen. Eine wichtige Herangehensweise hierzu ist die Verwendung von
Animationen aufbauend auf Schlüsselbildern. Diese erlauben die schnelle Darstellung von
komplexen Abläufen, welche ansonsten aufwendig zu modellieren oder zu programmieren
sind. Neben der fortwährenden Steuerung der Animation mit Hilfe kontinuierlicher Gesten
ist auch die Berücksichtigung diskreter Ereignisse möglich. Dies ist immer dann relevant,
wenn die erstellte Animation auch auf Interaktionen reagieren soll, die nur einmal auftre-
ten (z.B. das Erreichen des Animationsendes). Hierdurch lassen sich zusätzlich interaktive
Bestandteile in der Animation darstellen, bzw. kann auf den Beginn und das Ende der
Animation reagiert werden (siehe auch [LL05]). Die Berücksichtigung des kontinuierlichen
Verhaltens erweitert das in der Arbeit von [Bux90] erläuterte Zustandsmodell (siehe Ab-
bildung 4.8) um die Bedeutung von Übergängen. Diese beschreiben, in welcher Form die
Anwendung auf kontinuierliche Eingaben reagiert und welche Veränderung beim Zustands-
wechsel auftreten.
Abbildung 4.8
Modell von zwei Zuständen
nach [Bux90] mit einem dis-




Der Abschnitt befasst sich mit der konkreten Umsetzung von T I Q U I D. Hierzu wird der
Aufbau des Programms, die Erstellung der Komponenten (hier ist das Konzept der Refe-
renzgeste enthalten) sowie deren Anpassung an die Anforderungen der Nutzer erläutert.
Abschließend wird die Option des Einsatzes zusätzlicher Schlüsselbilder sowie die Möglich-
keiten zu deren Verwaltung diskutiert. Zur Übersicht ist in Abbildung 4.9 die vollständige
Ansicht des Werkzeugs dargestellt, wie es auch im späteren Anwendungstest verwendet
wird.
STRUKTURELLER AUFBAU
T I Q U I D unterteilt sich wie bereits beschrieben in zwei separate Ansichten – den Editor und
den Player. Während ersterer zur Erstellung der Anwendung eingesetzt wird, dient zweiterer
dazu, sie auszuführen. Die Benutzeroberfläche unterscheidet dabei möglichst wenig strikt
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Abbildung 4.9
Benutzeroberfläche von
T I Q U I D im Zustand Edit
zur Bearbeitung einer
gestenbasierten Animation,
bestehend aus zwei visuellen
Komponenten und einer
Drag-Geste.
zwischen dieser Unterteilung, sondern bietet dem Nutzer drei separate Modi6, die in der
linken oberen Ecke der Benutzeroberfläche dargestellt sind (siehe Abbildung 4.9). Die drei
Schaltflächen sind auswählbar, um einen definierten Modus zu verwenden. Sie können
aber auch in Form des in [Ras01; WSR+06] beschriebenen Quasi-Modus genutzt werden.
Hierzu wird die Schaltfläche solange mit einem Finger gehalten, wie der entsprechende
Modus verwendet werden soll. Nach Aufhebung des Fingers kehrt die Anwendung in den
zuletzt aktiven Modus zurück. Die Unterscheidung zwischen Modus und Quasi-Modus
erfolgt abhängig von der Verweildauer des Fingers auf der Schaltfläche. Ist diese sehr kurz,
äquivalent zum Klicken mit einer Maus, dann wird der Modus ausgewählt, andernfalls wird
die Eingabe zur Kontrolle des Quasi-Modus verwendet. Die drei möglichen (Quasi-) Modi
der Anwendung sind Bearbeitung (Edit), Referenzgeste (Gesture) sowie Abspielen (Play ).
Die in Abbildung 4.9 dargestellte, weiße und umrandete Fläche in der Mitte des Werkzeugs
T I Q U I D repräsentiert dessen Arbeitsbereich. Auf ihm werden die einzelnen Komponenten
angeordnet (z.B. die blauen Quadrate) und animiert. Der Bereich außerhalb der Umrandung
repräsentiert die später nicht sichtbare Fläche. Sie dient im Bearbeitungsmodus dazu, Objek-
te in die Anwendung ein- und ausfahren zu lassen. Solange der Bearbeitungsmodus aktiv ist,
werden die Komponenten auch außerhalb dargestellt. Erst im Player findet die Maskierung
der Arbeitsfläche statt, wodurch Komponenten außerhalb der Umrandung die Anwendung
scheinbar verlassen. Zur Angabe der Position- und Größenangaben von Inhalten und Gesten
werden in T I Q U I D prozentuale Werte verwendet, wodurch die Erstellung von Beispielsze-
narien unabhängig von der verwendeten Hardware erfolgen kann. Dies bedeutet im Detail,
dass alle Angaben in Abhängigkeit zur aktiven Fenstergröße erfolgen. Wird die Größe des
Arbeitsbereiches von T I Q U I D durch die Verwendung auf einem anderen Gerät verändert, so
werden die Proportionen der Komponenten zueinander und zur Arbeitsfläche beibehalten
(siehe Abb. 4.10). Der Verzicht von absoluten Positions- und Größenangaben in T I Q U I D führt
6 Die Diskrepanz zwischen zwei Ansichten und drei Modi entsteht durch eine separate Berücksichtigung zur
Erstellung der Referenzgeste.
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zeitgleich zur einer eher abstrakt anmutenden Abbildung des LO O K & FE E L S. Eine exakte
Umsetzung beider Aspekte ist somit nur bedingt möglich. Dies allerdings entspricht den
Anforderungen des interpretativen Charakters von Prototypen innerhalb der Entwurfsphase
[Bux07, S.139ff].
Abbildung 4.10
Relative Anpassung der Grö-
ße und der Position einer
Komponente in Abhängig-
keit von der aktuellen Größe
der Arbeitsfläche.
KOMPONENTEN
Der Bearbeitungsmodus der Benutzeroberfläche ist der Standard Modus von T I Q U I D. In
ihm kann der Nutzer die zur Verfügung stehenden visuellen Bausteine erstellen und an
seine Vorstellungen anpassen. Zugleich dient er der Auswahl der einzelnen Schlüsselbilder
innerhalb der Animation sowie einer ersten Vorabvisualisierung der Animation. In T I Q U I D
wird zum jetzigen Zeitpunkt eine einzige Komponente bereitgestellt, von der zur Laufzeit
zahlreiche Instanzen erstellt werden. Diese unterscheiden sich bei der Erstellung in ihrer
Farbgebung, um sie bei der Animation nachzuverfolgen. Wird im Folgenden von Kompo-
nenten gesprochen, so bezieht sich dies auf die Instanzen des einen zugrundeliegenden
visuellen Bausteins. Durch den Ansatz die Darstellbarkeit des Aspektes LO O K zu beschrän-
ken, soll die Aufmerksamkeit des Nutzers verstärkt auf die Gestaltung des FE E L gerichtet
werden.
Zur Gestaltung des FE E L S werden Komponenten benötigt, die in T I Q U I D durch vier Vari-
anten erstellt werden können (siehe Abbildung 4.11), wovon speziell zwei für die Eingabe
mit einem Finger gedacht sind. Die einfachste Form der Erstellung ist die Betätigung der
Schaltfläche mit dem visuellen Symbol der Komponente (vgl. Abbildung 4.9), direkt unter
dem Button für den ’Edit’-Modus. Damit wird eine neue Komponente in der Mitte der An-
wendung erstellt. Die zweite Variante ist die Verwendung des Konzeptes ’Drag and Drop’
mittels der Drag-Geste. Dazu setzt der Finger des Nutzers auf der Schaltfläche zum Er-
stellen einer neuen Komponenten an und zieht ihn zur Arbeitsfläche. Hat der Finger die
Schaltfläche verlassen, wird eine neue Instanz an die Position des Fingers gesetzt und
folgt diesem bis die Geste durch Abheben des Fingers von der Multi-Touch-Oberfläche
endet. Die dritte Form der Erstellung verwendet einen Quasi-Modus. Dabei wird mit einem
Finger die Erstellungsschaltfläche gedrückt gehalten, während jede weitere Berührung der
Arbeitsfläche eine neue Komponente an dieser Position erzeugt. Die vierte Variante verzich-
tet vollkommen auf die Schaltfläche zur Erstellung und wird mittels der Pinch-Geste direkt
auf der Arbeitsfläche ausgeführt. Durch das Auseinanderziehen von zwei Fingern wird ein
Objekte aufgezogen. Mit diesem Variantenangebot an Erstellungsmöglichkeiten können
verschiedene Nutzervorlieben einbezogen werden.
Äquivalent zur Erstellung der Komponenten können diese entfernt werden. Hierzu können
alle bis auf die erste Erstellungstechnik umgekehrt werden. Eine zu löschende Komponente
wird entweder bei aktivem Erstellungsmodus (Hold and Tap) zweimal angetippt, zurück
auf die Erstellfläche gezogen oder mittels der Pinch-Geste unter den Minimumwert der
Komponente skaliert. Bei den letzten beiden Varianten signalisiert eine vorab Visualisierung,
dass die weitere Ausführung der Aktion (z.B. das Kleinskalieren) zu einer Entfernung der
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Abbildung 4.11
Vier verschiedene Formen
der Erstellung von Kompo-
nenten sowie die Bezeich-
nung der verwendeten Ges-
ten.
Komponente führt (siehe beispielhaft Abbildung 4.12). Die Erstellvarianten mittels Drag
Abbildung 4.12
Darstellung einer normalen
Komponente (blau) sowie ei-
ner eingefärbten (rot), zum
Hinweis auf deren bevorste-
hende Löschung.
and Drop sowie des Quasi-Modus werden in der Arbeit von [HC12] äquivalent verwendet
und informell evaluiert. Im Vergleich zeigt sich, dass die Verwendung von Multi-Touch in
Verbindung mit dem Quasi-Modus zu einer höheren subjektiven Zufriedenheit führt sowie
die Geschwindigkeit der Erstellung erhöht.
Die Anpassung der erstellten Komponenten erfolgt entweder direkt oder mit Hilfe eines
Kontextmenüs. Hierbei beschränkt sich die direkte Manipulation auf das Verschieben und
das uniforme Skalieren. Auf eine direkte Beeinflussung des Rotationswertes wird verzichtet,
da zum einen die Rotation ein seltener Bestandteil von zu animierenden Übergängen ist und
zum anderen überschneidet sich die Detektion der Rotationsgeste mit jener zur Skalierung
von Objekten. Eine zeitgleiche Berücksichtigung beider Manipulationen kann, wie auch in
[NBBW09] festgestellt, zu fehlerhaften Eingaben führen und die Manipulation der dominan-
ten Eigenschaft erschweren. Alternativ können die Eigenschaften des Objektes (und hier
auch der Rotationswert) mittels eines Kontextmenüs bearbeitet werden, das beispielhaft
in Abbildung 4.13 dargestellt ist. Hierzu wählt der Nutzer die zu bearbeitende Komponen-
te mittels Tap aus. Folgend erscheint neben ihr das Kontextmenü, das sich entsprechend
der Position der Komponente innerhalb des Arbeitsfeldes ausrichtet. Alle verfügbaren Ei-
genschaften werden in einer vertikalen Liste dargestellt, die gescrollt werden kann. Das
Kontextmenü verwaltet die folgenden Eigenschaften der Komponente: Die vertikale und ho-
rizontale Position, die vertikale und horizontale Skalierung, die Rotation um die Z-Achse, die
Sichtbarkeit sowie die Tiefe. Die Manipulation der letzten Eigenschaft erlaubt es, die Kompo-
nente innerhalb des Szenegraphen in den Vordergrund zu stellen oder durch andere Objekte
zu verdecken. Eine Veränderung der Komponente hinsichtlich ihrer Erscheinungsform, z.B.
durch das Hinzufügen von Medienelementen, ist kein Bestandteil des Werkzeugs bzw. der
Manipulation. Die Liste besteht somit aus einzelnen Schaltflächen, welche den Namen der
Eigenschaften sowie deren aktuellen Wert anzeigt. Zur direkten Manipulation der Werte
führt der Nutzer eine horizontale Drag-Geste aus, beginnend auf der zu manipulierenden
Schaltfläche. Folgend wandelt sich die Schaltfläche in einen Schieberegler, der den aktuellen
Wert sowie das mögliche Minima und Maxima darstellt. Der manipulierte Wert wird direkt
auf das Objekt angewandt, wodurch die Einstellung visuell abgeglichen werden kann. Nach
Abheben des Fingers kehrt das Menü in seine vorherige Darstellung zurück. Um die Gesten
zum Scrollen der Liste von denen zur Manipulation der Werte zu unterscheiden, wird der
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von [NBBW09] vorgeschlagene Ansatz des Schwellwertes verwendet. Hierzu erhalten die
beiden Dimensionen (vertikal und horizontal) je eine eigene Mindeststrecke, die während
der Ausführung der Geste überschritten werden muss. Ist ein solches Mindestmaß erreicht,
so kann bis zum Abheben des Fingers nur in dieser Dimension navigiert werden.
GESTEN
Nach der Erstellung der Benutzeroberfläche wird die zum Abspielen der Animation notwen-
dige Referenzgeste im Gestenmodus definiert. In diesen gelangt man durch die Auswahl
der entsprechenden Schaltfläche - Gesture. Zur Erstellung der Referenzgeste führt der Nut-
zer diese auf der Arbeitsfläche aus. Anhand der Fingeranzahl (ein oder zwei) sowie der in
[NBBW09] erläuterten Technik erfolgt die Unterscheidung nach Drag-, Pinch-, Spread- und
Rotationsgeste. Eine Darstellung der vier Gesten findet sich in Abbildung 4.14. Jede Ges-
te wird durch einen Anfang und ein Ende beschrieben, die durch eine Linie miteinander
verbunden sind. Der als Basis bezeichnete Anfang der Geste definiert deren Startposition,
wohingegen die Endposition durch das Abheben der Finger gekennzeichnet ist. Die Ausfüh-
rungslänge der Geste richtet sich nach deren Typ: bei der Drag-Geste entspricht die Länge
der Distanz von Start- und Endpunkt, während mit zwei Fingern ausgeführte Gesten der
Distanzunterschied zwischen den beiden Anfangs- und Endpositionen genommen wird. Bei
der Rotationsgeste wird statt dem Abstand der Finger der Winkel zwischen diesen gemes-
sen, der durch die Schenkel aus Start- und Endpunkt der beiden beteiligten Finger gebildet
wird.
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Ist die zu animierende Benutzeroberfläche sowie die Referenzgeste erstellt, so folgt die An-
passung des bereits erstellten Schlüsselbildes für das Ende der Animation (Endbild). Hierzu
kehrt der Nutzer zurück in den Bearbeitungsmodus. Hier befindet sich nun eine abstrakte
Darstellung der Referenzgeste mit deren Start- und Endpunkt als Schlüsselbilder (in Form
blauer Kreise) sowie einem separaten, frei beweglichen (orangen) Marker, der die aktuel-
le Position der Animation darstellt (siehe Abbildung 4.15). Hierbei ersetzt die abstrakte
Darstellung der Referenzgeste die Zeitleiste zur Visualisierung des Ablaufs und der darin
befindlichen Position (vgl. [QFM13; DCL08]). Die Verwendung der Geste als Repräsentant
vereint beide Aspekte (Visualisierung des Ablaufs und aktuelle Position in der Animation)
in einer einheitlichen Darstellung. Dies ist insbesondere von Bedeutung, um die Ausfüh-
rungsrichtung der Geste sowie den Fortschritt der Geste gemeinsam darzustellen. Würde
für die Fortschrittsanzeige der Animation stattdessen eine Zeitleiste verwendet, so befände
sich der Startpunkt der Animation links und das Ende rechts. Im Fall einer Drag-Geste als
Referenz, die von rechts nach links verläuft, so käme es zwischen dem Ausführen der Geste
(von rechts nach links) und der Anzeige des Animationsfortschrittes (von links nach rechts)
zu für den Nutzer widersprüchlichen Bewegungsrichtungen.
In Abbildung 4.15 findet sich die Darstellung der Drag-Geste mit Start und Ende sowie
der Markierung für den Animationsfortschritt. Um ein Schlüsselbild zu bearbeiten, kann
der Nutzer direkt auf dieses tippen oder den orangen Fortschrittsmarker auf das entspre-
chende Kreissymbol des Schlüsselbildes ziehen. In jedem Schlüsselbild können alle bereits
erläuterten Manipulationen an Objekten vorgenommen werden. Wird ein Objekt in einem
Schlüsselbild gelöscht, so ist es vollständig aus der Animation entfernt.
Mit dem bisher beschriebenen Vorgehen ist die Definition von Animationen mit zwei Schlüs-
selbildern, nämlich dem für Start und Ende, möglich. Eine weitere Option ist die Arbeit mit
zusätzlichen Schlüsselbildern (Erstellen, Verschieben und Löschen). Hierbei liegt der Fokus
auf der sehr einfachen Erstellung neuer Keyframes. Dazu muss der Nutzer den Marker an
den gewünschten Punkt der Referenzgeste verschieben, an dem es noch kein Schlüsselbild
gibt. Ändert er nun eine Eigenschaft einer beliebigen Komponente, wird automatisch ein
neues Schlüsselbild erstellt und der Animation hinzugefügt. Zur Hervorhebung des neuen
Schlüsselbildes wird an die Stelle in der Animation ein Symbol als Repräsentant eingefügt.
Dieser unterscheidet sich in seiner Form vom Start und Ende der Geste (vgl. Abbildung
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einer ablaufenden Uhr nachempfunden ist. Die nachträglich hinzugefügten Schlüsselbilder
können sehr einfach durch den Nutzer bezüglich ihrer Position in der Referenzgeste ange-
passt werden, indem er sie auf der Gestenrepräsentation verschiebt. Dabei gilt, je näher sie
zum Start der Geste verschoben werden, desto eher wird die Animation zum entsprechen-
den Schlüsselbild ausgeführt. Soll ein hinzugefügtes Schlüsselbild wieder entfernt werden,
so zieht es der Nutzer im rechten Winkel von der Geste weg. Die damit verbundene Meta-
pher ist dem Abziehen bzw. dem Herausziehen eines (magnetischen) Elementes aus einer
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Führung nachempfunden. Sobald der Nutzer das Element um eine vorab definierte Distanz
von der Gestenrepräsentation weggezogen hat, wird angezeigt, dass das Schlüsselbild nach
Aufheben des Fingers entfernt wird. Alle im Schlüsselbild gespeicherten Veränderungen
der dargestellten Objekte werden dabei mit gelöscht.
Neben der direkten Auswahl der Schlüsselbilder und der abstrakten Darstellung der Geste
bietet der Editor eine Ausrichtungs- und Skalierungsfunktion an. Diese erlaubt es, Objekte
an andere Schlüsselbilder anzupassen. Hierzu wird das ’Snapping’7 verwendet, um den
Wert einer Komponenteneigenschaft zu jenen abzugleichen, welche sie in anderen Schlüs-
selbildern hat. Um diesen Vorgang zu unterstützen, visualisiert der Editor schemenhaft die
Grundeigenschaften (wie Position, Größe oder Rotation) der gerade aktiven Komponente
für jedes der anderen Schlüsselbilder. In Abbildung 4.17 erfolgt dies für die Komponente in
der Mitte (dunkelblau). Die bereits erstellte Animation besteht aus zwei weiteren Schlüs-
selbildern (hellblau), in denen die zu bearbeitende Komponenten einmal größer skaliert und
gedreht (rechts oben) und einmal verkleinert wurde (links unten). Zudem befindet sich die
Komponenten in allen Schlüsselbildern an einer anderen Position. Die in der Abbildung 4.17
dargestellten Linien bilden das aus den anderen Schlüsselbildern abgeleitete Raster, an
dem die aktive Komponente während der Manipulation ausgerichtet werden kann.
Abbildung 4.17
Schemenhafte Visualisie-
rung der Komponenten in
anderen Schlüsselbildern so-
wie das damit verbundene
Raster zur Ausrichtung.
4.2.3 VERWENDUNG
Ein Ziel von T I Q U I D ist es, die erstellte Anwendung jederzeit im Abspielmodus zu testen, um
Erfahrungen bei der Prototypenerstellung zu sammeln. Entsprechend des in Abschnitt 3.2
erläuterten Vorgehensmodells fließt die gewonnene Erfahrung in die Analyse für mögliche
Änderungen und Verbesserungen ein. Dieser iterative Prozess von Konzeption, Umsetzung
und Bewertung greift in T I Q U I D sehr eng ineinander, wodurch er in kurzer Zeit mehrfach
durchlaufen werden kann. Ebenfalls einfach ist der Wechsel zwischen Bearbeitung und
Verwendung in T I Q U I D realisiert. Das Ausprobieren neuer Anpassung erfolgt dabei im
dritten Modus von T I Q U I D – dem Player. Um die gestenbasierte Animation zu durchlaufen,
führt der Nutzer die vorab definierte Referenzgeste direkt auf der Arbeitsfläche aus. Dabei
kann die Geste an jeder Stelle unterbrochen werden und die Animation stoppt an der
entsprechenden Stelle, bis sie durch Aufnahme der Geste fortgesetzt wird. Weiterhin kann
die Animation durch den Nutzer zurück gespielt werden, indem er die Geste invers zur
Referenzgeste ausführt. Die Berücksichtigung beider Ausführungsrichtungen unterstützt
die intuitive Verwendbarkeit des Werkzeugs durch den Nutzer, da die Umkehrung seiner
Aktion auch zu einer entsprechenden Umkehrung des nachgebildeten Verhaltens führt.
Ein einfaches Beispiel für die Erstellung und Verwendung von T I Q U I D findet sich in der
Abbildung 4.18. In Bild A wird gezeigt, wie der Nutzer zuerst eine Referenzgeste beschreibt,
in diesem Fall eine einfache horizontale Drag-Geste. In Bild B und C wird folgend mittels
7 Von Snapping wird dann gesprochen, wenn Werte innerhalb eines bestimmten Schwellbereiches auf ein
und den selben Wert abgebildet werden. Innerhalb dieses Bereiches erscheinen Werte konstant, als ob sie
eingerastet wären.
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Abbildung 4.18
Schrittweise Verwendung
von T I Q U I D, beginnend







der Pinch-Geste, die direkt auf dem Hintergrund des Sichtbereiches ausgeführt wird, eine
Komponente erstellt. Um eine Veränderung der Komponente über eine Animation zu be-
schreiben, wechselt der Nutzer in Bild D in das letzte Schlüsselbild und passt den Endpunkt
der Animation für die Komponente in Position und Größe an (Bild E). Um die Animation
abschließend zu testen wird der Marker in Abbildung F zwischen den Schlüsselbildern
verschoben.
Werden Ideen schnell entworfen und umgesetzt, so muss es eine Möglichkeit geben den
erreichten Stand zu sichern und im Vergleich zu bewerten. T I Q U I D stellt für diesen Prozess
ein Snapshot-Werkzeug bereit, dass die aktuelle Animation speichert. Der Nutzer verwendet
hierzu die in Abbildung 4.9 oben rechts dargestellte Schaltfläche in Form eines abstrakten
Fotoapparates. Um den Nutzer während der Interaktion nicht durch die Verwendung eines
Speicherdialoges zu unterbrechen, erfolgt die Sicherung des Standes automatisch in Form
einer hierarchischen Struktur (siehe Anhang 7.3).
Innerhalb des Werkzeugs T I Q U I D wird die Speicherung des aktuellen Zustandes durch ent-
sprechende Icons repräsentiert (siehe Abbildung 4.19), die sich chronologisch am rechten
Rand der Anwendung anordnen. Die Icons beinhalten den Dateinamen der gesicherten Ver-
Abbildung 4.19
Visualisierung der gespei-
cherten Dateien mit Namen
im aktiven Zustand (links)
und kurz vor der Löschung
aus der Anzeigeliste (rechts).
sion und dienen dem schnellen Aufruf. Hierzu tippt der Nutzer den zu ladenden Zwischen-
stand an,wodurch die vorab gespeicherte Animation, bestehend aus den Komponenten,
Schlüsselbildern und Referenzgeste, eingeladen wird. Ein Vergleich zwischen unterschied-
lichen Versionen ist somit einfach und umgehend möglich. Um die chronologisch sortierte
Folge übersichtlich zu halten, können veraltete Versionen einfach aus der Liste entfernt
werden. Hierzu zieht der Nutzer diese nach rechts aus der Anwendung bis eine separate
Visualisierung die folgende Löschung anzeigt.
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4.3 LIQUID - NACHBAU DER INTERAKTION
Der im letzten Abschnitt beschriebene Ansatz zur Nachbildung des FE E L S von Multi-Touch-
Anwendungen verwendet die Animation zur exemplarischen Beschreibung von einzelnen
Übergängen und Funktionen. Wesentlich konkreter in Form und Verhalten ist hingegen die
Erstellung natürlicher Benutzerschnittstellen mit dem Werkzeug L I Q U I D, dass das ange-
strebte FE E L einer Anwendung mit Hilfe der visuellen Programmierung nicht nur nachbildet,
sondern ’nachbaut’. Der Abschnitt beschreibt daher im Detail wie mit Hilfe der Visuellen
Programmierung (VP) dieses Ziel erreicht werden kann und weshalb sich der Ansatz vor
allem für die Umsetzung von Benutzeroberflächen eignet. Das Akronym L I Q U I D steht dabei
für Library for Interactive User Interface Development.
Der Abschnitt beginnt mit der allgemeinen Beschreibung des Ansatzes, indem auf die Mög-
lichkeiten und Grenzen der VP hinsichtlich der Darstellbarkeit von Funktion und Verhalten ein-
gegangen wird. Folgend wird das im Rahmen dieser Arbeit entwickelte Werkzeug L I Q U I D
detailliert beschrieben und konzeptionelle Erweiterungen vorgeschlagen (siehe auch Freitag
u. a. [FKT+11; FW13]). Zum Abschluss wird in einem Beispielszenario die Verwendung des
Werkzeugs L I Q U I D noch einmal anschaulich demonstriert.
4.3.1 BESCHREIBUNG DES ANSATZES
Visual programming is not a goal but a natural result of applying interaction
design to appropriate peripheral technology. [Kna08, S.74]
Der Ansatz der VP kann nach [IH87] in drei Aspekte unterteilt werden, die mittels der VP
separat visualisiert werden: Objekte, Algorithmen und Datenstrukturen (siehe Abbildung
4.20). ’Objekte’ sind grafische Repräsentanten, die sowohl datenenthaltende Einheiten als
auch datenverarbeitende Aktionen umfassen. Die Beschreibung des ’Algorithmus’ variiert
zwischen detaillierter Darstellung funktioneller Bestandteile bis hin zu abstrakten Ablaufdia-
grammen, welche den Fluss der Daten zeigen. Die Sicht der ’Datenstrukturen’ befasst sich
mit dem Aufbau der auszutauschenden Informationen und deren Wertebereiche. Daher
Abbildung 4.20
Unterteilung der VP nach Ob-
jekt, Datenstruktur und Algo-
rithmus [IH87].
ließe sich das in Abschnitt 2.4.2 vorgestellte Werkzeug Squidy von [KRR09] in der Mitte
der Abbildung 4.20 positionieren, da es alle drei Aspekte berücksichtigt. Das ebenfalls in
Abschnitt 2.4.2 beschriebene MaggLite von [HDD+04] und das hier vorgestellte L I Q U I D sind
hingegen im Schnittbereich von Objekt und Algorithmus zu finden, da die ausgetauschten
Datenstrukturen nur verarbeitet, nicht aber analysiert werden.
Eine weitere Unterscheidung der VP findet sich in der Arbeit von [JHM04], welcher anhand
der Richtung von Datenfluss und Kontrolle differenziert. Das ’Data-Driven’-Modell zeichnet
sich durch die Gleichheit von Datenfluss und Kontrolle aus. Hierbei werden Komponenten
aktiviert, wenn ihnen neue Daten übergeben werden. Eine zusätzliche Steuerung zum An-
und Ausschalten der Komponenten ist nicht notwendig. Das ’Demand-Driven’-Modell ver-
wendet eine separate Ebene der Steuerung, mit deren Hilfe einzelne Komponenten gezielt
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aktiviert werden können. Geschieht dies, so werden alle mit ihr verbundenen Komponenten
aufgefordert ihre Daten zurück zu senden. Das Werkzeug L I Q U I D verwendet für die Erstel-
lung des FE E L S mittels der VP das Data-Driven-Modell, da aufgrund der Nutzereingaben ein
fortwährender Datenfluss einen separater Steuerungskanal für die Aktivierung der einzel-
nen Komponenten überflüssig macht. Die angesprochenen Nutzereingaben sind dabei die
als Gesten ausgeführten Eingaben auf der Multi-Touch-Oberfläche.
Die Verwendung der VP gegenüber textbasierten Programmiersprachen ist nach Kodosky
u. a. [KMR91] immer dann sinnvoll, wenn sich in der VP eine effizientere Arbeitsweise und
eine große Ausdruckskraft vereinen. Letzteres umfasst die Beschreibung von Strukturen,
Klassen und Algorithmen mittels geeigneter Komponenten. Diese Anforderung sehen Ko-
dosky u. a. vor allem in der Entwicklung von Datenflussstrukturen. Hierbei erweist sich
die grafische Abbildung von Zusammenhängen und Strukturen als vorteilhaft. Neben der
schnelleren Erfassbarkeit von Abläufen und Verbindungen erlaubt die VP, diese Strukturen
effizient zu erstellen und zu bearbeiten. Zudem ist eine simultane Bearbeitung verschie-
dener Komponenten möglich, wenn Multi-Touch als Interaktionstechnik verwendet wird.
Einen anderen Vorteil sehen Johnston u. a. [JHM04] in der Konzentration des Nutzers auf
die Daten sowie auf den Ablauf in Strukturen und deren Kombinationen anstatt auf Lo-
gik und Algorithmen. In der VP werden Verbindungen zwischen einzelnen Komponenten
als dünne Linien8 dargestellt, welche oftmals selbst keine Funktionalität beinhalten. Der
Austausch der Daten erfolgt über von außen zugängliche Schnittstellen (engl. Ports). Un-
terscheidet die Komponente, ob sie Informationen bereitstellt oder selbst verarbeitet, so
werden diese als Output- und Input-Ports bezeichnet. Beispielhafte Programmiersprachen
die diesen Ansatz verfolgen sind VVVV [@VV14] und MAX/MSP [@Cy14], welche auf die
Erstellung interaktiver Anwendungen spezialisiert sind. In ihrer Bedienbarkeit berücksichti-
gen sie jedoch weder Multi-Touch-Funktionalität noch sind sie selbst zur Entwicklung von
Multi-Touch-Anwendungen geeignet.
Werden Anwendungen zur Interaktion mit Nutzern entwickelt, so reagieren diese auf Ereig-
nisse (z.B. die Eingabe des Nutzers). In der Arbeit von [JHM04] wird das als ’Event-Driven’
beschriebene Modell als Datenfluss interpretiert, wobei Ereignisse permanente oder ein-
malige Datenströme erzeugen. Hieraus kann geschlussfolgert werden, dass sich die VP
auch für die Programmierung von Benutzeroberflächen eignet, da diese Benutzerschnitt-
stellen fast ausschließlich auf Ereignisse reagieren. Eine weitere Gemeinsamkeit von VP
und Benutzerschnittstellen ist deren Entwurf und Entwicklung, welche in vielen Bereichen
Ähnlichkeiten aufweisen (siehe [GMU96]). So sind beispielsweise die Gestaltung der Kom-
ponenten sowie die Visualisierung von deren Funktionen und Abhängigkeiten maßgeblich
für die schnelle Erfassbarkeit und die visuelle Einordnung der mit VP erstellten Strukturen
verantwortlich.
Generell lassen sich die Vorteile der VP gegenüber der textuellen Programmierung an einer
besseren Erfassbarkeit der Anwendungsstruktur sowie die Identifizierung der darin verwen-
deten visuellen Komponenten festmachen [FKT+11]. Das dabei genutzte zweidimensionale
8 In der Fachliteratur werden diese häufig als Bögen (engl. arcs) oder Leitungen (engl. pipelines) beschrieben.
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Layout erlaubt den Rückgriff auf das visuelle und räumliche Gedächtnis. Dieses ermöglicht
es, sich den Aufbau einer Anwendung langfristig zu merken und funktionelle Bestandteile
gezielter zu identifizieren [Kir95]. Aufgrund der abstrakten Darstellung und der einfachen
Erlernbarkeit spricht die VP auch Nicht-Programmierer wie Gestalter und Architekten an
[GP96], was ein wichtiger Aspekt hinsichtlich der Verwendbarkeit innerhalb interdiszipli-
närer Teams ist. In Kombination mit Multi-Touch zur Eingabe ergeben sich darüber hinaus
weitere Vorteile. Eine Möglichkeit der VP ist die direkte Beeinflussung der einzelnen Be-
standteile hinsichtlich der Anordnungen der Komponenten und der Verbindungen zwischen
diesen. Bei der Verwendung klassischer Eingabegeräte wie Maus und Tastatur führt eine
solche Manipulation zu einem aufwendigen Wechsel zwischen den Eingabegeräten, unter
der die effektive Verwendung und die subjektive Zufriedenheit leiden können [HC12]. Diese
Problematik wird durch den Einsatz von Multi-Touch umgangen, da aufgrund der direkten
und fortwährenden Bedienung durch Multi-Touch ein Wechsel zwischen verschiedenen Ein-
gabegeräten nicht notwendig wird. Weitergehend ersetzt die direkte Manipulation textuelle
Eingaben mit der Tastatur, wodurch die aufwendige Eingabe von längeren Texten mittels





L I Q U I D.
Motiviert durch die Arbeit von Ichikawa und Hirakawa [IH87] stellt Abbildung 4.21 die drei
in L I Q U I D berücksichtigen Ansätze mittels der VP grafisch dar. Die darin aufgeführten drei
Aspekte FL OW, LO O K und FE E L ähneln den in [IH87] beschriebenen Charakteristiken der
VP in Form von (Daten-) Struktur, Objekt und Algorithmus. Die stärkere Berücksichtigung
des FL OW sowie die detailliertere Abbildung der Ideen in einem funktionierenden Proto-
typen sind die wichtigsten Unterschiede von L I Q U I D gegenüber dem bereits erläuterten
T I Q U I D.
Abbildung 4.22
Vier Schritte der Konkretisie-
rung von der unkonkreten
Ideen zu funktions- und ge-
brauchsbestimmten Anwen-
dungsszenarien für L I Q U I D.
Zur Erarbeitung der Form und der Funktionen von L I Q U I D wurden drei Beispielszenarien
konzipiert, welche vorab entworfen und mit Hilfe von L I Q U I D umgesetzt werden sollten.
Der hierfür erforderliche Funktionsumfang wurde gegeneinander abgeglichen, wobei Son-
derfälle identifiziert und aus den Anforderungen entfernt wurden. Dies geschah, um nicht
zu spezielle Funktionen im Werkzeug umsetzen zu müssen und damit dem Prototypgedan-
ken des Konzeptes zu widersprechen. Die Auswahl möglicher Szenarien orientierte sich an
den Arbeiten von [KFG+11; FKG+10], in denen die Ergebnisse zweier an der ’Technischen
Universität Dresden’ durchgeführten Seminare präsentiert werden. Die für L I Q U I D berück-
sichtigten Szenarien bestehen abstrakt aus der Erstellung einer digitalen Zeitschrift, das
Lesen und das Annotieren eines Textes sowie das Anlegen eines Terminkalenders. Alle drei
Szenarien wurden nach der Auswahl in einer vierstufigen Konkretisierung verfeinert und
analysiert. In Abbildung 4.22 ist dieser Prozess grafisch festgehalten. Schritt 1 markiert die
allgemeine Beschreibung des Szenarios sowie dessen grundlegendes Ziel und der mögliche
Funktionsumfang.
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Abbildung 4.23
Die Benutzeroberfläche
der Anwendung L I Q U I D
mit dem Komponentenme-
nü unten, verschiedenen
Komponenten in der Mitte
und dem Animationsmenü
oben. Zudem befindet sich
rechts die Szenenauswahl,
während links das Menü zur
Verwaltung von Gesten und
Ports geöffnet ist.
Schritt 2 betrachtet die vorurteilsfreie Herangehensweise des Nutzers, seine Intentionen
und Vorstellungen sowie die in seinem Sinne einfachste Handlungen, um die Szenarien
umzusetzen. Der folgende Schritt betrachtet aus der Sicht des Entwicklers die aus Schritt
2 gewonnenen Vorschläge kritisch. Ziel ist es, funktionelle und gestische Dopplungen zu
identifizieren und Mögliches von Unmöglichem zu trennen. Der abschließende Schritt 4 fasst
die gewonnen Erfahrungen zusammen und präsentiert das Minimum funktioneller und nicht-
funktioneller Anforderungen zur Erreichung der vorab definierten Zielstellung (vgl. [DCL08]).
Der Ablauf und die Durchführung der vier Schritte zur Erarbeitung möglicher Funktionen
und Gestaltungsrichtlinien für L I Q U I D orientiert sich an dem in dieser Arbeit präsentierten
Vorgehensmodell zur Entwicklung natürlicher Benutzerschnittstellen (siehe Abschnitt 3.2)
sowie den darin verwendeten Grundsätzen der nutzer- und aktivitätsorientierten Gestaltung
nach [Nor05; Nie92].
STRUKTURELLER AUFBAU
Das Werkzeug L I Q U I D ermöglicht die Erstellung von Komponenten, das Anlegen und An-
steuern separater Ansichten sowie die Modellierung von Verhalten und Abhängigkeiten. Alle
drei Aspekte werden mittels des Editors bereitgestellt, der beispielhaft in Abbildung 4.23
dargestellt ist. Wie auch bei T I Q U I D werden hierbei Quasi-Modi verwendet. Die Herausfor-
derung besteht in der Kombination der drei Aspekte FL OW, LO O K und FE E L in einer Ansicht.
Dieses Konzept steht konträr zu alternativen Werkzeugen wie MaggLite von [HDD+04]. In
diesem gibt es eine Ansicht für die Gestaltung der Benutzeroberfläche und eine andere für
die Verarbeitung der Eingaben und zur Ansteuerung der visuellen Bestandteile. Eine Verbin-
dung zwischen ihnen wird erst durch spezielle Bausteine möglich, die aus den separaten
Sichten ein von den Autoren bezeichnetes ’Mixed-Graph Model’ erstellen. Die Heraus-
forderung für den Nutzer besteht hier in der Zuordnung von funktionellen Bestandteilen
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zu grafischen Repräsentanten innerhalb der Benutzeroberfläche sowie dem damit einher-
gehenden Wechsel zwischen den beiden unterschiedlichen Sichtweisen. Dieser Vorgang
erfordert ein fortwährendes Umdenken sowie ein Eingewöhnen in die entsprechende Form
der Darstellung der Ansicht. Eine nach [PGR10] geeignetere Version zur Reduzierung der
kognitiven Belastung ist die direkte Überlagerung beider Ansichten. Hierbei wird auf die
Funktionsansicht direkt auf die Komponenten der Benutzeroberfläche projiziert. Dies erlaubt
dem Nutzer die Eigenschaften und das Verhalten der einzelnen Komponenten innerhalb
der Anwendung direkt abzulesen und einzustellen. Eine separate Ebene der Bearbeitung
entfällt dadurch. In L I Q U I D wird dieser Ansatz integriert, indem die funktionelle Ansicht als
separate Ebene hinzu geschaltet werden kann.
Die Projektion von Funktion und Verhalten auf die einzelnen Komponenten der Benutzero-
berfläche bedingt Vorgaben an die Anordnung und die Positionierung der in der zusätzlichen
Funktionsansicht dargestellten Elemente. Im Gegensatz zur VP mit VVVV oder MAX/MSP,
bei denen alle funktionellen Bestandteile auf der Arbeitsfläche vollkommen frei und mög-
lichst übersichtlich positioniert werden können, ist dies hier nicht möglich. Dies begründet
sich damit, dass die Funktionen auf Komponenten der Benutzeroberfläche projiziert wer-
den, deren Position sowie Abmessung fest vorgegeben ist. Variabilität in der Gestaltung
der Funktionsansicht liegt somit nur in der Hervorhebung, wie und in welcher Form Funkti-
on und Verhalten für die darunterliegenden Komponenten definiert wurden und wie diese
zu anderen Bestandteilen der Benutzeroberfläche in Bezug stehen. In L I Q U I D wird die-
ser Problematik durch die Verwendung einer Schaltplan-Metapher begegnet. Die visuellen
Komponenten bilden die Grundbausteine. Hat ein Baustein Einfluss auf weitere Bestand-
teile der Benutzeroberfläche, so wird dieser durch eine direkte Verbindung dargestellt. Das
dadurch entstehende Netzwerk an ausgerichteten Querverbindungen ähnelt einem tech-




mit Hilfe eines abstrakten
Schaltplans.
erfolgt in den Komponenten und wird deshalb innerhalb der Umrandung dargestellt. Ein
Austausch zwischen inneren und äußeren Bestandteilen findet über definierte Schnittstellen
statt, den Ports. In L I Q U I D beschränkt sich die Erzeugung neuer Datenströme auf gestische
Eingaben des Nutzers. Die damit erzeugten Werte werden mittels der VP an Eigenschaf-
ten der Komponenten weitergeleitet. Die VP bestimmt die Verteilung der Daten in Form
einer Flussteuerung. Die Veränderung der im Fluss weitergeleiteten Daten ist innerhalb
von L I Q U I D im begrenzten Rahmen möglich. So können diese beispielsweise verstärkt,
gedämpft oder invertiert werden. Es wurde entschieden, dass eine gesonderte Analyse,
Filterung oder Konvertierung ganzer Datenströme außerhalb der Gesten, wie es beispiels-
weise beim Werkzeug Squidy von [KRR09] durch technische und logische Komponenten
ermöglicht wird, kein Bestandteil von L I Q U I D sein soll. Diese Begrenzung der Funktionalität
ist notwendig, um die Übersichtlichkeit auch während der Überblendung von funktionellen
Bestandteilen über die eigentliche Benutzeroberfläche zu erhalten.
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VERZWEIGUNG
Zur Darstellung des FL OW, also dem Zusammenhang einzelner Ansichten, können inner-
halb von L I Q U I D verschiedene Szenen angelegt und durch den Nutzer interaktiv angesteuert
werden. Jede Szene entspricht einer eigenständigen Arbeitsfläche, auf der Komponenten
arrangiert und durch Verhalten und Abhängigkeiten von Komponenten untereinander erwei-
tert werden können. Hierdurch soll die grundsätzliche Struktur einer Anwendung mit ihren
unterschiedlichen Ansichten prototypisch nachgestellt werden. Eine äquivalente Darstel-
lung des FL OW mittels Szenen findet sich auch in den Werkzeugen Framewire [LCE+10],
ProtoActive [dFM13] und ActiveStory [HKSBM11], welche in Abschnitt 2.4 eingehend er-
läutert wurden. Die Anordnung der einzelnen Szenen entspricht einer Bildfolge, in der die
Einzelbilder nebeneinander dargestellt werden. Die Anzeige bestehender Szenen und deren
Aufruf erfolgt am linken und rechten Rand von L I Q U I D, wohingegen das Erzeugen neuer
Szenen nur am rechten Rand möglich ist (siehe Abbildung 4.25). Eine weiße Linienfarbe
kennzeichnet das Vorhandensein weiterer Szenen. Zusätzlich gibt die Anzahl der Linien
nebeneinander Auskunft, wie viele weitere Szenen sich links, bzw. rechts der aktuellen
befinden (siehe Abbildung 4.25, links). Im Gegensatz dazu kennzeichnet eine grüne Linie,
dass bisher keine weitere Ansicht existiert (siehe Abbildung 4.25, rechts). Befindet sich
Abbildung 4.25
Szenenvisualisierung am
Rand - Links: Anzeige vor-
handener Szenen; Rechts:
Anlegen einer neuen Szene.
der Nutzer beispielsweise in der ersten und einzigen Szene, so wird am rechten Rand eine
grüne vertikale Linie eingeblendet. Befindet sich der Nutzer hingegen in der dritten von vier
Szenen, so wird am linken Rand zwei und am rechten eine weiße Linie dargestellt. Das
Erzeugen einer weiteren Szene ist immer nur in der letzten Szene möglich. Der Wechsel
zwischen Szenen bzw. das Anlegen einer neuen erfolgt mittels der Tap-Geste auf den Lini-
en. Je nach Seite wird die vorherige oder nachfolgende Szene aufgerufen, bzw. eine neue
erstellt. Sollen mehrere Szenen beim Wechsel zu einer anderen Szene auf einmal über-
sprungen werden, so kann der Nutzer von derjenigen Bildschirmseite aus eine Drag-Geste
in die Mitte der Arbeitsfläche ausführen, zu der er wechseln möchte.
Während in L I Q U I D die Darstellung der Szenen aktuell nur dezent am Rand geschieht, wird
in der Arbeit von Freitag und Wegner [FW13] ein alternatives Konzept vorgeschlagen. Hier-
bei wird innerhalb des Werkzeugs eine separater Bereich für die Darstellung der einzelnen
Szenen bereitgestellt (siehe Abbildung 4.26). Diese Form der Visualisierung erlaubt einen
schnellen Überblick über die Anzahl und die Folge der Szenen sowie deren Sortierung, Du-
plizierung, Erzeugung und Löschung. Die unterschiedlichen Interaktionen werden in [FW13]
durch die Verwendung von Tap und Drag-Gesten angesteuert, wobei auch eine gezielte
Unterscheidung der verwendeten Finger zum Einsatz kommt. Die Einzelheiten dieser Dar-
stellungsweise spielen für den weitere Beschreibung des Werkzeugs keine Rolle. Für eine
detailliertere Beschreibung der Funktionsweise sei auf die Arbeit von Freitag u. a. [FW13]
verwiesen.
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Um in dem zu erstellenden Werkzeug L I Q U I D eine ausreichend große Fülle an Kompo-
nenten zu haben, wurde basierend auf der Vorabanalyse dreier Einsatzszenarien die Er-
stellung von neun separaten Komponenten abgeleitet. Ähnlich wie bei T I Q U I D sind diese
vorwiegend Repräsentanten visueller Bestandteile der Benutzeroberfläche, da in der Ent-
wicklungsstufe, in der der Einsatz dieses Werkzeug geplant ist (Konkretisierung), noch nicht
auf eine Feingestaltung der Komponenten geachtet werden soll (siehe [Lan96]). Im Detail
handelt es sich dabei um die Komponenten: Ebene, Schalter, Zustands-Schalter, Zeichenflä-
che, Check- und Radioboxen, Dropdown-Menu, Medienboxen und Textinput-Felder (siehe
Abbildung 4.27 von links nach rechts). Mit der Komponente ’Ebene’ können Gruppierungen
unterschiedlicher Komponenten erstellt werden. Hierzu werden die zu gruppierenden In-
stanzen anderer Komponententypen über der Ebene positioniert und eine Feinjustierung
der Komponenten auf der Ebene kann im Anschluss vorgenommen werden. Die Ebene
legt sich bei Überlagerung mit anderen Komponenten immer in den Hintergrund, um deren
Positionierung auf der Ebenenkomponente zu ermöglichen. Überschneiden sich mehrere
Ebenen, so wird stets die größere hinter die kleinere gelegt, um diese nicht vollständig zu
überdecken. Den Gegensatz dazu bildet die Zeichenfläche, welche immer in den Vorder-
grund gesetzt wird und im Abspielmodus transparent erscheint. Mittels dieser Komponente
kann in der Anwendung die Erstellung von Freizeichnungen ermöglicht werden. Die Kom-
ponenten Schalter und Zustandsschalter sind Button-Komponenten und unterscheiden sich
im Verhalten. Während der Schalter nur beim Klick aktiviert wird, um genau ein Ereignis
auszulösen, bleibt der Zustandsschalter nach dem Klick solange aktiv, bis er wieder abge-
wählt wird. Er ähnelt damit dem Verhalten der Feststelltaste auf der Tastatur, während der
einfache Schalter jenem Verhalten aller anderen Tasten nachempfunden ist. Die Kompo-
nenten Checkbox und Radiobox erlauben die Auswahl mehrerer Werte, bzw. genau eines
Wertes. Letztes gilt auch für das Drop-Down Menü, welches im aktiven Zustand nur einen
Wert darstellt. Aktiviert der Nutzer ein solches Menü in der Anwendung durch Antippen, so
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Abbildung 4.27
Übersicht der neun beispiel-
haften Komponenten für
L I Q U I D.
öffnet sich das Menü, um alle Optionen anzuzeigen. Die Komponente Box ist ein Behälter
für Medienelemente, die in Form von Bildern oder Videos eingebunden werden können. Die
Text-Input-Komponente ermöglicht letztlich die Eingabe von Text mit Hilfe der Bildschirm-
Tastatur.
Die Erstellung der Komponenten erfolgt mittels des Menüs am unteren Rand von L I Q U I D.
Wie in der Arbeit von [HC12] beschrieben und bereits in T I Q U I D umgesetzt, können Ele-
mente direkt aus dem Menü herausgezogen sowie mit Hilfe des Quasi-Modus erstellt
werden. Bei L I Q U I D wurde besondere Beachtung auf die Entwicklung des FE E L S gelegt.
Dieses wird durch die Automatisierung bestimmter Prozesse unterstützt. Beispielhaft ist
die Einordnung von Komponenten in den Szenegraphen sowie die Anordnung von Ele-
menten hintereinander, die für die Gestaltung von Benutzeroberflächen besonders relevant
sind. Die automatische Einordnung von Komponenten in den Szenegraphen ermöglicht die
einfache Erstellung von Eltern-Kind-Beziehungen. Das heißt, dass Komponenten einander
beinhalten können. Manipulationen die auf dem Elternelement ausgeführt werden, haben
somit auch Einfluss auf das Kind. Zudem werden die Kind-Elemente vor den Elternobjekten
liegend dargestellt, um nicht durch das Elternteil verdeckt zu werden. In L I Q U I D werden
Eltern-Kind-Beziehungen zur Strukturierung der Benutzeroberfläche durch die Verwendung
der Ebenen-Komponente umgesetzt. Die Ebene gilt somit als Elternobjekt für alle auf ihr
liegenden Komponenten.
Ein weiterer Aspekt ist die Darstellung von Komponenten im selben Elternobjekt. Hierbei
entscheidet normalerweise die Reihenfolge innerhalb des Szenegraphen, welches Objekt
im Vordergrund liegt und welches verdeckt wird. Innerhalb von L I Q U I D erfolgt die Unter-
scheidung anhand der Größe und des Fokus. Dies bedeutet, dass größere Objekte in den
Hintergrund gesetzt werden. Kleinere Objekte, die andere kaum verdecken, wirken hier-
durch präsenter. Liegt der Fokus auf einem Objekt, weil der Nutzer auf ihm eine Geste
ausführt, so wird das Objekt für diese Zeit in den Vordergrund versetzt. Handelt es sich
um ein Kind einer anderen Komponente, so wird auch das Elternobjekt in den Vordergrund
gesetzt. Anhand der Automatisierung in L I Q U I D wird gezeigt, dass wichtige Operationen für
die Gestaltung der Benutzeroberfläche anhand von einfachen Grundregeln abgebildet wer-
den können. Hierdurch kann sich der Nutzer stärker auf die Gestaltung des LO O K & FE E L
einer Anwendung konzentrieren sowie das Werkzeug intuitiver verwenden.
Neben diesen integrierten Eigenschaften können die neun Komponenten durch den Nutzer
weiter angepasst werden. Hierzu steht ein separates Menü zur Verfügung, welches auf-
gerufen wird, wenn der Nutzer eine erstellte Komponente durch die Tap-Geste auswählt.
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Abbildung 4.28
Anlegen von Komponenten
mit Hilfe des Pinch-Menüs.
Dieses Menü ersetzt jenes zur Erstellung neuer Komponenten, wobei sich dessen Inhalte je
nach Komponente unterscheiden. So kann für die Ebenen-Komponente eine Farbe gewählt
werden, um diese untereinander deutlicher differenzieren zu können. Für die Komponenten
Box, Schaltfläche und Zustands-Schaltfläche können repräsentative Bilder als Gestaltungs-
element für die zu entwerfenden Prototypen geladen werden. Zusätzlich können in die
Komponenten Medienbox Videos eingebunden werden. Für die Komponenten Checkbox,
Radiobox, Drop-Down Menü und Text-Input sind Text-Daten verfügbar, welche innerhalb
der Komponenten in Listenform dargestellt werden. Für die Radiobox-Komponenten wür-
de dies beispielsweise bedeuten, dass jeder Listeneintrag eine Option darstellt, die durch
den Nutzer ausgewählt werden kann. Alle für die Komponenten verfügbaren Daten an
Medienelementen werden im Anwendungsverzeichnis hinterlegt und zur Laufzeit ausgele-
sen. Eine Anpassung ist jederzeit möglich. Ein ähnlicher Ansatz findet sich im Werkzeug
EMIL von [LHLD13], welches Photoshop-Dateien einliest und deren Ebenen als grafische
Bestandteile für die Anwendung verwendet.
Ein alternativer Ansatz für die Erstellung und Anpassung der Komponenten ist der Einsatz
des Pinch-Menüs (siehe [FW13, S.252ff]) das auf der Arbeit von [@Mi12] aufbaut. Dieses
wird über die Geste der sich spreizenden Finger (Spread-Geste) als Kontextmenü aktiviert,
das je nach Ausführungsort unterschiedliche Bestandteile enthält. Wird die Geste auf der
Arbeitsfläche ausgeführt, so beinhaltet das Menü eine Übersicht der Komponenten, um
diese zu erstellen. Wird die Geste hingegen auf einer bereits erstellten Komponente aus-
geführt, so findet sich in ihr eine Auswahl zur Komponente passender Medien- und Stilele-
menten, mit denen die Komponenten gestaltet werden kann. Das in [FW13] beschriebene
Pinch-Menü verfügt hierzu über zwei unterschiedliche Ansätze, die potentielle Anzahl an
Informationen darzustellen. Der erste Ansatz wird in Abbildung 4.28 beschrieben. Dabei
wird die Idee verfolgt, dass in Abhängigkeit der Distanz zwischen den beiden Fingern un-
terschiedlich viele Elemente dargestellt werden. Weitere, nicht darstellbare Inhalte werden
am oberen und unteren Ende der Liste durch separate Linien repräsentiert, die durch Navi-
gation mittels vertikalem Scrollen mit der anderen Hand auf oder neben der Liste erreicht
werden können (siehe Abbildung 4.28c). Im Falle des Komponentemenüs (z.B. beim Aus-
lösen auf der Arbeitsfläche) werden neue Elemente durch horizontales Herausziehen der
gewünschten Komponente erstellt. Dadurch wird eine Instanz der Komponente auf der Ar-
beitsfläche sichtbar. Das Menü bleibt in seiner Elementanzahl konstant. Falls der Nutzer das
Menü weiterhin mit der Hand hält, mit der er es aufgezogen hat, können somit in direkter
Folge weitere Elemente erstellt werden. Die Umkehrung dieses Vorganges (Ziehen von
Komponenten auf der Arbeitsfläche in das Menü) führt zum Löschen der Komponenten von
der Arbeitsfläche. Sind die anzuzeigenden Informationen hierarchisch strukturiert, so kann
111
4 Prototyping-Werkzeuge für Multi-Touch
diese Ordnung in Form von separaten Ringen abgebildet werden (siehe Abbildung 4.29).
Die Navigation innerhalb der Ringsegmente erfolgt analog zum vertikalen Scrollen, wobei
die Auswahl eines Unterringes durch die Tap-Geste erfolgt.
Abbildung 4.29
Verwendung des Pinch-




Ein wichtiger Unterschied gegenüber T I Q U I D ist die Entwicklung des FE E L S, das unmittel-
bar erlebbar im Prototyp implementiert wird. Dazu muss die gestische Eingabe des Nutzers
mit einem Verhalten der Anwendung verknüpft werden. Wie bereits erläutert wird dazu die
VP als Ansatz verwendet. Die Darstellung der funktionellen Ebene erfolgt in Form einer
separaten, transparenten Ebene, die direkt über die erstellte Benutzeroberfläche gelegt
wird. Innerhalb dieser Ebene wird die Erstellung des FE E L S in zwei Einzelaufgaben unter-
teilt: Das Hinzufügen von Gesten sowie das Beschreiben des Verhaltens der Komponente,
bzw. der mit ihr verbundenen Komponenten auf Eingaben. Erst nach der Umsetzung beider
Bestandteile verfügt die Anwendung über ein eigenständiges FE E L. Um diese Zielstellung
zu erreichen, kann für jede Komponente separat festgelegt werden, auf welche Gesten sie
reagiert soll. Jede definierte Geste kann wiederum mit beliebig vielen Ports der Komponen-
te selbst oder anderer Komponenten verbunden werden. Die Bedeutung der Verbindung
ist die Steuerung des Verhaltens der dazugehörigen Komponente mit Hilfe der Geste. Eine
Geste kann dabei nur jene Eigenschaften von Komponenten beeinflussen, mit der sie durch
eine solche Verbindung direkt in Kontakt steht.
In Bezug auf die Umsetzung und Datenverarbeitung der angesprochenen Funktionalität
des Werkzeugs kommt es bei einer Nutzerinteraktion mit der Anwendung zu folgendem
Ablauf, wie er in Abbildung 4.30 vereinfacht dargestellt ist. Jede Eingabe des Nutzers wird
Abbildung 4.30
Ablauf und Weiterleitung der
Interaktion von der Eingabe
bis zur Ausführung.
intern bearbeitet und dann an die unter der Interaktion liegende Komponente weitergereicht.
Hierbei gilt, dass die im Szenegraph oberste Komponente dominant ist und die Eingabe an
sie weitergereicht wird. Als Ausgangspunkt gilt der Ort, an dem die Geste beginnt. Folgend
werden alle Interaktionen, die der Nutzer durchführt, an diese Komponente weitergeleitet.
Die Komponente wiederum gibt die Eingaben an alle auf sie registrierten Gesten weiter,
die sie auswerten und zur Berechnung des Gestenwertes verwenden. Dieser Wert wird
folgend als Datenstrom über die vom Nutzer erstellten Verbindungen von den Gesten an die
direkt mit ihnen verbundenen Ports weitergeleitet, was schließlich die Ausführung der in den
Komponenten definierten Funktionalität als Folge hat. Zusammengefasst wertet also die
betroffene Komponente die Eingabe des Nutzers aus, ordnet sie einer Geste zu, berechnet
einen dazugehörigen Gestenwert und verteilt diesen an die anderen Komponenten, die mit
dieser Geste verbunden wurden.
Alle Komponenten besitzen ein Satz an Gesten sowie Eigenschaften, die mit den Gesten
verbunden werden können. Eine bereits in [FW13, S.246] veröffentlichte Übersicht über die
in L I Q U I D berücksichtigen Gesten findet sich in Abbildung 4.31. Wie bereits in Abschnitt
2.4 erläutert, können Gesten in diskrete und kontinuierliche Formen unterschieden werden.
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ierlicher und diskreter Rekon-
struierbarkeit.
Diese Unterscheidung greift L I Q U I D auf, um einmalige und fortwährende Interaktionen zu
steuern.
Ports repräsentieren die Zugänge zu den Komponenten und ihren physischen und funktionel-
len Eigenschaften. Physische Eigenschaften repräsentieren grundlegende Charakteristiken
aller Komponenten, wie Größe, Position, Sichtbarkeit oder Ausrichtung. Funktionelle Eigen-
schaften sind oftmals spezielle Funktionen einzelner Komponenten, wie das Annotieren auf
der Zeichnungskomponente. Grundlegend gilt, dass prinzipiell jede Geste mit jedem Port
verbunden werden kann sowie jede Geste mit beliebig vielen Ports bzw. jeder Port mit
beliebig vielen Gesten verbunden werden kann (siehe Abbildung 4.32). Eine Verbindung
zwischen Gesten, bzw. zwischen Ports ist hingegen nicht möglich. Diese Einschränkung be-
steht, da die Verbindungen Datenströme darstellen, die von einer Quelle (Geste) zu einem
Ziel (Port) fließen. Werden gleiche Bestandteile miteinander verbunden, so ist entweder
die Richtung der Datenströme nicht bestimmt oder es existieren keine Daten, die unter-
einander ausgetauscht werden können. Eine weitere Besonderheit von L I Q U I D ist, dass
Gesten gleichermaßen mit internen und externen Ports verbunden werden können. Das
heißt, Gesten, die auf einer Komponente ausgeführt werden, können Reaktionen auf der
Komponente selbst aber auch auf anderen Komponenten auslösen. Diese Option ermög-
licht die Abbildung von Abhängigkeiten zwischen Komponenten. Wird ein Element bewegt,
so kann beispielsweise auch ein anderes darauf reagieren. Eine weitere Möglichkeit ist die
Fernsteuerung von Komponenten. So können Gesten auf einem Objekt ausgeführt werden,
die wiederum nur ein anderes beeinflussen.
Abbildung 4.32
Übersicht des möglichen Da-
tenflusses zwischen Ges-
ten und Ports innerhalb von
L I Q U I D.
Um Gesten und Ports anzulegen, wählt der Nutzer die dafür vorgesehene Komponente
mittels der Tap-Geste aus. Folgend erscheint ein eigenes Menü, mit dessen Hilfe für die
ausgewählte Komponente mögliche Gesten und Ports ausgewählt und verwaltet werden
können (siehe Abbildung 4.33). Für das Menü gilt, dass einer Komponente jede Geste und
jeden Port nur einmal hinzugefügt werden kann. Die verfügbaren Gesten werden vertikal
aufgelistet, während die bereits hinzugefügten horizontal sortiert sind. Die Darstellung
der mit der Geste verbundenen Ports erfolgt vertikal unter ihr. Ist die Geste eingeklappt, so
repräsentieren Striche die aktuelle Verbindungsanzahl. Wird die Geste mittels der Tap-Geste
geöffnet, so werden die mit den eigenen Komponenten verbundenen Ports direkt darunter
angezeigt. Alle mit anderen Komponenten verbundenen Ports werden entsprechend auf
diesen dargestellt. Am Ende jeder vertikalen Liste mit Ports befindet sich eine zusätzliche
Schaltfläche, mit der zu der aktuell ausgewählten Geste weitere Ports hinzugefügt werden
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Abbildung 4.33
Übersicht über die Erstellung
und die Struktur von Gesten
und Ports, dargestellt in einer
separaten Ebene über den
Komponenten.
können. Um eine Geste bzw. einzelne Ports zu löschen werden diese mit der Drag-Geste
aus ihrer Position herausgezogen. Sobald die Interaktion beginnt, erscheint neben dem




vom Elternobjekt auf das
Kind, während die Tap-Geste
für jedes Objekt separat de-
finiert wird.
Wie bereits beschrieben, unterstützt beispielsweise die Ebenen-Komponente die automati-
sierte Strukturierung. Hierzu werden auf ihr positionierte Komponenten während der Ausfüh-
rung von L I Q U I D in eine Eltern-Kind Beziehung gesetzt, durch die Objekte ein gemeinsames
Verhalten bei der Interaktion aufweisen. Verstärkt wird dieser Effekt durch das Durchrei-
chen von Gesten und Verhalten von Eltern-Objekten auf ihre Kinder. Allerdings wird dieses
Vorgehen nur dann zugelassen, wenn die Kinderelemente kein eigenes Verhalten besitzen,
um ein Überschreiben bzw. einen Konflikt von Gesten zu vermeiden. Der Sinn der Über-
tragung von Gesten liegt in der Einbeziehung der ansonsten passiven Kinderelemente in
die Interaktion. Besitzt beispielsweise ein Elternobjekt eine Drag-Geste zum Verschieben,
so kann diese durch die Vererbung auch dann ausgeführt werden, wenn die Geste auf
einem Kindelement beginnt. Andernfalls müsste die Geste auf dem Elternobjekt begin-
nen, um ausgelöst und rekonstruiert zu werden. Das könnte beim Entwurf zu unnötigen
Entwicklungshürden führen. Die gestische Übertragung erlaubt die gezielte Beschreibung
von Interaktion, ohne die Sonderfälle der Eltern-Kind-Beziehung berücksichtigen zu müssen.
Soll eine Geste hingegen gezielt auf einem Kind-Objekt geblockt werden, so ist diese auf
dem Kindelement zu definieren. Eine beispielhafte Erläuterung der Vererbung findet sich in
Abbildung 4.34.
Ein alternativer Ansatz des Gesten-Port-Menüs wird in der Arbeit von Freitag und Wegner
[FW13] diskutiert. Hierbei wird zwischen diskreten und kontinuierlichen Gesten und ent-
sprechenden Ports unterschieden (siehe Abschnitt 2.4), indem ihnen verschiedene grafische
Grundformen zugeordnet werden. Eckige Formen entsprechen diskreten Gesten und Ports,
während ihre kontinuierliche Pendants durch runde Formen abgebildet werden. In Abbil-
dung 4.35 findet sich eine entsprechende Darstellung dieser Visualisierungsform für den
Beispielfall einer diskreten und einer kontinuierlichen Geste mit den dazugehörigen Ports.
Das innen liegende Element repräsentiert die Geste. Je nach Typ der Geste ist dies ein
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Abbildung 4.35
Darstellung eines alternati-
ven Menüs für diskrete und
kontinuierliche Gesten und
Ports.
Kreis oder ein Achteck9. Um die Geste herum sind die ihr zugewiesenen Ports angeordnet,
die ebenso wie die Geste über runde oder eckige Formen verfügen. Initial besteht ein Ab-
stand zwischen der Geste und der mit ihr verbundenen Ports, der den inaktiven Zustand
(nicht verbunden) verdeutlicht. Um eine Verbindung aus beiden Teilen herzustellen wird
der Port an die Geste geschoben. Sind beispielsweise alle Ports mit der Geste verbunden,
so entspricht dies der letzten Spalte der Abbildung 4.35. Eine Besonderheit stellen jene
Ports dar, die zwischen diskreten und kontinuierlichen Bestandteilen vermitteln. Dies trifft







Diskretisierung stellt einen Schwellwert dar, ab dem ein Zustand aktiv ist. Hierbei wird der
fortwährend eingehende Wert gegenüber der Schwelle geprüft, wobei einmalig bei Über-
treten ein Ereignis ausgelöst wird. Die Animationsports lösen durch den einmaligen Aufruf
einer Geste ein kontinuierlichen Vorgang aus – die Animation. Im Folgenden soll kurz auf
die Möglichkeiten der Erstellung und Verwendung von Animationen in L I Q U I D eingegangen
werden.
ANIMATIONEN
Die Darstellung von kontinuierlich ablaufenden Übergängen erfolgt in L I Q U I D mit Hilfe von
zeitbasierten Animationen (siehe 4.2.1 auf Seite 93). Diese unterscheiden sich hinsichtlich
den in T I Q U I D Verwendeten, dass der Nutzer diese nicht aktiv steuert, sondern nur star-
tet. Um eine Animation zu erstellen, wählt der Nutzer das zu animierende Element aus.
Folgend erscheint am oberen Rand ein separates Menü, das in Abbildung 4.37 dargestellt
ist. Der Nutzer hat hierbei die Auswahl, eine bereits erstellte Animation zu deaktivieren
(links), die Animation zu einem bestimmten Zielzustand hin zu animieren (Mitte) oder zwi-
schen Anfangs- und Endzustand wechselnd zu animieren (rechts). Als Schlüsselbild für
den Start wird der Ausgangszustand der Komponente verwendet. Das Schlüsselbild am
Ende ist dann durch den Nutzer frei konfigurierbar. Hierzu wechselt er den Zustand mit-
tels des End-Buttons (siehe Abbildung 4.37). Die Aktivierung der Animation erfolgt mittels
9 Die Anzahl maximal mit der Geste verbundener Ports ist grundsätzlich beliebig, im Konzept ist das Maximum
aber aus Gründen der Darstellbarkeit auf acht begrenzt worden.
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Abbildung 4.37
Menü zur Einstellung der uni-
und bidirektionalen Animati-
on.
Gesten, denen der Animationsport der zu animierenden Komponente zugeordnet werden
muss. Die auslösende Geste muss dabei nicht Bestandteil der Komponente sein. Eine Aus-
lösung der Animation kann durch jede Komponente vorgenommen werden, indem diese
mit dem Animationsport des zu animierenden Elementes verbunden wird. Die Animation
ist in L I Q U I D somit nur ein Mittel, um ein mit der VP umständlich zu programmierendes
diskretes Verhalten einfacher abzubilden. Soll hingegen kontinuierliches Verhalten mit Hilfe
ebenfalls kontinuierlicher Gesten abgebildet werden, so bietet sich sowohl der Einsatz der
VP in L I Q U I D als auch die gestengesteuerte Animation in T I Q U I D an.
4.3.3 VERWENDUNG
Dieser Abschnitt beschreibt schrittweise die Erstellung einer Beispielanwendung, die bereits
in Abschnitt 3.3.1 erläutert und für eine Vorabevaluierung möglicher Werkzeuge verwendet
wurde. Die hier beschriebene Umsetzung ist weiterhin Bestandteil der Anwendungsevalua-
tion die im folgenden Kapitel 5 eingehender beschrieben wird.
Die Zielanwendung der digitalen Zeitschrift besteht aus einer Hintergrundebene, zwei auf
ihr liegenden Artikel sowie einem Referenzmedienobjekt das in einem Artikel positioniert
ist (siehe Abbildung 4.38). Als Interaktion werden das horizontale Verschieben des Hinter-
grundes sowie die vertikale Verschiebung der Artikel umgesetzt. Zusätzlich wird auf das




Verwendung von L I Q U I D.
Die Umsetzung durch das oben beschriebene L I Q U I D beginnt mit der Erstellung des Hin-
tergrundes. Hierzu wird die Ebenenkomponente verwendet, welche zu Gruppierung der
weiteren Elemente dient und als Elternobjekt keine der folgend zu erstellenden Kompo-
nenten verdeckt. Die Erstellung der Hintergrundebene geschieht mittels der Drag-Geste,
welche die Komponente aus dem Menü auf die Arbeitsfläche zieht. Die Anpassung der
Größe des erstellten Hintergrundelementes erfolgt mit Hilfe der Pinch-Geste. Da in L I Q U I D
die Bearbeitung der Breite und Höhe gleichzeitig möglich ist, kann die Anpassung ohne Un-
terbrechung der Interaktion direkt vorgenommen werden. Nachdem der Hintergrund in der
gewünschten Größe definiert ist, erfolgt die Erstellung der beiden Artikel. Dazu wird wieder-
um die Ebenenkomponente verwendet, da sie später das Medienelement beinhaltet. Wie
bereits bei der Erstellung des Hintergrundes findet auch hier die bereits verwendete Drag-
Geste Anwendung. Nachdem beide Artikel auf der ersten Ebenenkomponente platziert
wurden, wird als Medienelement die Boxkomponente erstellt und auf dem linken Artikel
positioniert. Auch hier ist die Reihenfolge der Darstellung (und damit der Verdeckung) durch
L I Q U I D vorgegeben, da sich die Ebenenkomponenten stets hinter allen anderen Kompo-
nenten befinden und diese zudem nach ihrer Größe sortiert werden. Mit der Positionierung
und Anpassung der Größe der Box ist die grobe Erstellung der Darstellung abgeschlossen.
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Zur Anpassung der Hintergrundfarbe sowie des Medienelementes werden die zu bearbei-
tenden Komponenten durch die Tap-Geste ausgewählt. Hierdurch wechselt L I Q U I D in einen
separaten Modus, in dem die Komponenten weiter angepasst werden können, sowohl in
Bezug auf das Aussehen als auch in Funktion und Verhalten. Neben dem Kontextmenü, das
am unteren Bildschirmrand erscheint und in dem die Detaileinstellungen vorgenommen
werden, können auf der ausgewählten Komponente Gesten direkt hinzugefügt werden. Be-
ginnend mit dem Hintergrund wird diesem die Drag-Geste für eine horizontale Bewegung
zugewiesen. Mit der Erstellung einer Geste erfolgt eine automatische Verbindung zum zuge-
hörigen Standardport der Geste. Im Fall der horizontalen Drag-Geste ist dies die horizontale
Position der Komponente. Wird die Geste ausgelöst, so werden die in ihr errechneten Werte
direkt auf die X-Position geschrieben, das Objekt kann somit horizontal verschoben werden.
Ist ein anderes Verhalten abzubilden, so kann die vorab definierte Verbindung aufgehoben
und durch eine Alternative ersetzt werden. Ähnlich wie bei der Erstellung der horizontalen
Verschiebung wird bei den beiden Artikeln vorgegangen. Der einzige Unterschied ist die
verwendete Geste, welche die Artikel nicht horizontal sondern vertikal verschiebt. Aufgrund
der gestischen Übertragung durch das Hintergrundelement kann die im Abspielmodus als
zusammengefasste Eltern-Kind Gruppe auch dann horizontal verschoben werden, wenn die
Geste nicht auf dem Hintergrund selbst beginnt, sondern auf dem einzelnen Artikel oder
gar dem Medienelement. Zuletzt ist im Bearbeitungsmodus eine Tap-Geste hinzuzufügen,
welche die Animation zur Skalierung des Medienelementes steuert. Im Gegensatz zu den
Gesten zur Verschiebung ist die Tap-Geste aber nicht standardmäßig mit der Steuerung
der Animation verbunden. Dies bedeutet, dass bei der Auswahl der Tap-Geste noch kein
Port zugeordnet ist. Um diese Abhängigkeit herzustellen wird die unter der Tap-Geste be-
findliche Schaltfläche zum Hinzufügen von Ports aktiviert (siehe Abbildung 4.33). Neben
verschiedenen Ports zur Kontrolle der Position, Größe und Sichtbarkeit befindet sich hier
der Port zur Ansteuerung von Animationen. Nach der Auswahl des Ports ist dieser mit der
Tap-Geste verbunden und wird aktiviert, sobald diese auf der Medienbox ausgeführt wird.
Schließlich wird die Animation selbst definiert, indem im entsprechenden Menü am oberen
Bildrand die bidirektionale Animation ausgewählt wird (siehe Abbildung 4.37). Während die
aktuelle Position und Größe der Box als Startframe übernommen wird, kann mit Hilfe der
’End’-Schaltfläche die gewünschte Vergrößerung der Komponente, auf die animiert wer-
den soll, eingestellt werden. Hierzu wird die ’End’-Schaltfläche betätigt und die Größe der
Komponente durch die Pinch-Geste angepasst. Zur Vorab-Visualisierung der Animation kann
zwischen den beiden Schaltflächen Start und Ende gewechselt werden, dabei wird dann
jeweils der Anfangs- bzw. Endzustand der Komponente visualisiert. Zur abschließenden
Überprüfung der vorgenommenen Einstellungen wechselt der Nutzer in den Abspielmodus.
Dies erfolgt je nach Eingabegerät durch die Betätigung der Enter-Taste, durch Auflegen
und Auseinanderziehen beider Hände oder durch das Auflegen eines mit einem optischen
Marker versehenen Objektes (vgl. [LHLD13, S.385f]). In diesem Modus werden alle Menüs
und nicht zur entwickelnden Anwendung gehörenden Anzeigen ausgeblendet. Weiterhin
sind nur die im Prozess der Funktionalitätsbeschreibung erstellten Geste verfüg- und aus-
führbar.
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4.4 BEGRÜNDUNG UND ZUSAMMENFASSUNG
Das Kapitel befasst sich mit der Vorstellung zweier konzeptioneller Werkzeuge zur Erstel-
lung von Multi-Touch-Anwendungen auf einem Multi-Touch-Gerät. Hierzu werden zwei un-
terschiedliche Ansätze aufgegriffen, die sich in den von [Bux07] und [Las80] beschriebenen
Prozess von Entwurf und Entwicklung sowie das in Abschnitt 3.2 erläuterte Vorgehensmo-
dell einordnen lassen. Eine grundlegende Anforderung beider Konzepte ist ihre möglichst
intuitive Verwendung sowie eine geringe Einarbeitungszeit (siehe [MHP00]). Um dies zu
erreichen, wird eine auf visuelle Darstellung orientierte Umsetzung angestrebt, wie sie sich
auch in den Arbeiten von [LHLD13; Hoc14; LL05] wiederfindet. Der Vorteil einer solchen
Herangehensweise besteht unter anderem darin, dass nicht-ausführbare Anwendungen
nicht entstehen können, wie sie beispielsweise bei der textuellen Eingabe auftreten (siehe
[FC11; FFM12]). Als weiterführendes Konzept wurde die Vereinigung von Erstellungs- und
Ausführungsort in einem Werkzeug vorgestellt, durch die die zu realisierende Anwendung
jederzeit getestet und angepasst werden kann. Aufgrund der Verwendung vordefinierter
Komponenten, Gesten und Ports ist eine Kompilierung der Anwendung nicht mehr notwen-
dig, was wertvolle Zeit bei der Entwicklung neuer Konzepte spart.
Ziel für die Interaktion mit beiden Werkzeugen ist der Einsatz der beidhändigen Interaktio-
nen. Hierzu schlägt [OKF+05] die besondere Berücksichtigung der simultanen Ausführung
symmetrischer Aufgaben sowie die Schaffung einer gemeinsamen Aktivität vor. Um eine
solche gemeinsame Aktivität handelt es sich bei der Rollenverteilung von Dominanter (DH)
und Nicht-Dominanter Hand (NDH). Ein bestätigtes Szenario für die effektive Verwendung
beider Hände ist nach [BFW08] die Erschaffung eines Handlungsraumes durch die NDH, in
der die DH effizient eingesetzt werden und agieren kann. Einen solchen Rahmen stellen
Modi bereit, welche die Anwendung in einen definierten Zustand versetzen. Nach [LHGL05]
ist die Verwendung der NDH für die Kontrolle der Modi die schnellste und einfachste Metho-
de. Entsprechend dieser Untersuchungsergebnisse findet der Einsatz von Modi in beiden
Werkzeugen Beachtung. Die damit verbundene Problematik der ständigen Visualisierung
von Modus und Handlungsbeschränkung wird durch den Einsatz von Quasi-Modi begegnet,
welche die ständige aktive Beteiligung des Nutzers erfordern [Ras01, S.55f].
Zur Realisierung der Anforderung, Multi-Touch-Anwendungen auf Multi-Touch-Geräten zu
entwickeln, interpretiert das Werkzeug T I Q U I D die Rolle der Animation neu. Anstatt diese
zeitbasiert abzuspielen, werden der Nutzer und dessen gestische Interaktion als bestim-
mendes Medium zur Kontrolle der Abfolge von Einzelbildern herangezogen. Wie auch bei
der klassischen Animationserstellung werden mit T I Q U I D Schlüsselbilder definiert, welche
den Verlauf der Animation eindeutig beschreiben. Dieser Ansatz wird gegenüber dem Vor-
machen von Abläufen favorisiert, da diese Form der Erstellung für das in der vorliegenden
Arbeit angestrebte Einsatzgebiet einfacher (d.h. mit weniger Aktionen verbunden) und nach-
vollziehbarer ist (siehe [DCL08; QFM13]). Aufgrund des Einsatzes der gestischen Eingabe
zur Steuerung der Animation wird dem Nutzer der Eindruck einer funktionstüchtigen Anwen-
dung vermittelt, ohne dabei Gesten und Verhalten aufwendig zu implementierten. Weiterhin
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erlaubt die Steuerung mittels Gesten die Animation nach Belieben zu kontrollieren und um-
zukehren. Die Erstellung einer solchen Animation erfolgt in T I Q U I D in drei Schritten. Diese
sind die Erstellung der zu animierenden Komponenten der Benutzeroberfläche, deren Ma-
nipulation entsprechend der darzustellenden Übergänge (Erstellung der Endposition) sowie
die Ausführung der zur Steuerung zu verwendenden Geste. Darüber hinaus erlaubt T I Q U I D
die einfache Versionierung von Zwischenständen und den Vergleich einzelner Entwürfe. Das
Werkzeug bleibt dabei abstrakt in der Beschreibung des LO O K S und verzichtet vollkommen
auf die Abbildung des FL OWs zugunsten der einfachen und umgehenden Umsetzung des
FE E L S im frühen Entwurfsprozess. Damit hebt sich das Werkzeug von alternativen Ansätzen
ab, die eine solche Kombination nicht umsetzen (vgl. Abschnitt 2.4.1).
Einen vollkommen anderen Ansatz verfolgt das Werkzeug L I Q U I D, das das FE E L mit Hilfe
einer dafür entwickelten visuellen Programmiersprache nachbaut. Anstatt das gewünschte
Verhalten von Komponenten mittels der gestischen Animation nachzubilden, stellt L I Q U I D
Gesten und Ports visuell zur Verfügung, um ein bestimmtes Verhalten von Komponenten zu
bestimmen. Die Verbindung zwischen diesen erfolgt durch den Nutzer, welcher die einzel-
nen Bestandteile in Form eines ereignisorientierten Datenflussdiagramms zusammensetzt.
L I Q U I D verzichtet hierbei auf die übliche Trennung von Benutzeroberfläche und Szenegraph
sowie funktionellen Bausteinen (vgl. [HDD+04]). Stattdessen werden die das FE E L be-
schreibenden Gesten-Port-Verbindungen direkt über die Benutzeroberfläche eingeblendet.
Hierdurch ist direkt sichtbar, welche Bestandteile mit welchen Gesten und welchem Verhal-
ten verbunden sind. Zudem erschließen sich für den Nutzer Abhängigkeiten schneller, die
in Form von direkten Verbindungen sichtbar sind. Neben der Erstellung von LO O K & FE E L
ermöglicht L I Q U I D die abstrakte Modellierung des FL OW, indem Ansichten und Strukturen
in separaten Szenen erstellt und angesteuert werden können.
Durch die Auftrennung der beiden Werkzeuge in unterschiedliche Anwendungsbereiche
und Entwicklungsstadien bietet sich ein breites Einsatzspektrum. Entsprechend der An-
forderung des parallelen Designs nach [Nie92] sind beide Werkzeuge getrennt betrachtet
worden. In der Folge gilt es Besonderheiten und Stärken dieser zu identifizieren sowie einen
Rahmen zu finden, in dem die Werkzeuge gemeinsam verwendet werden und voneinander
profitieren können. Dieser ganzheitliche Rahmen ist Ansatz einer möglichen Vertiefung des
Themas und findet sich detaillierter in Kapitel 7 als Ausblick wieder. Im folgenden Kapitel
werden T I Q U I D und L I Q U I D unter verschiedenen Aspekten evaluiert und bewertet, um
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Die im vorigen Kapitel 4 vorgestellten Ansätze zum Entwurf und zur Entwicklung des
LO O K & FE E L S von Multi-Touch-Anwendungen werden in diesem Kapitel mit Hilfe dreier
unabhängiger Anwendungstests bewertet. Als Ansatz dafür wird die in Abschnitt 1.2 vor-
gestellte Dreiteilung von Modell, Werkzeug und Interaktion aufgegriffen. Der Schwerpunkt
der Untersuchung lässt sich somit auf drei wesentlichen Fragestellungen zur Untersuchung
der ebenfalls in Abschnitt 1.2 auf Seite 10 beschriebenen Hypothesen eingrenzen:
1. Prozess-Modell — Zu welchem Zeitpunkt eignet sich der Einsatz der Werkzeuge im
Prozess der Anwendungsentwicklung?
2. Werkzeug — Wie geeignet sind die vorgestellten Konzepte gegenüber etablierten
Werkzeugen zur Entwicklung von Multi-Touch-Anwendungen?
3. Interaktion — Wie wirkt sich die Multi-Touch-Eingabe auf die Verwendung der Kon-
zepte gegenüber der Steuerung mit Maus und Tastatur aus?
Wendet man die drei Fragen auf die beiden vorgestellten Konzepte an, so zeigt sich, dass
für einige Fragen bereits Antworten vorliegen, für andere hingegen keine Antworten evalu-
iert werden können. Ein Beispiel für ersteres ist die Einordnung des Werkzeugkonzeptes
L I Q U I D in das Prozess-Modell, die bereits vorab möglich ist. Der Grund dafür ist, dass sich
L I Q U I D hinsichtlich des Umfangs von Funktion und Verwendung sowie der Einsatzart an be-
reits bestehenden Werkzeugen orientiert. Dem gegenüber steht das Konzept T I Q U I D, das
einen vollständigen neuen Ansatz vorstellt. Ein Vergleich mit alternativen Werkzeugen ist
somit nicht möglich. Aus diesem Grund werden die drei Fragestellungen mit jeweils einem
der beiden Ansätze untersucht. Die Fragestellung Prozess und Interaktion wird mit dem
Konzept T I Q U I D evaluiert. Die Fragestellung nach dem Werkzeug sowie der Einordnung
in das vorgestellte Prozess-Produkt-Diagramm (siehe Abschnitt 3.3 auf Seite 73) erfolgt
mit dem Konzept L I Q U I D. Alle drei Evaluationen sind summative Ansätze, die weniger die
Verbesserung der einzelnen Konzepte als vielmehr deren Kontrolle und Bewertung zum Ziel
haben [RF07, S.79]. Die hierzu vorgenommenen Untersuchungen sind empirischer Natur,
da sie die in dieser Arbeit entwickelten Werkzeuge anhand der praktischen Verwendung
durch Nutzer bewerten und prüfen. Die hierzu verwendeten Fragebögen ermöglichen eine
quantitative Auswertung der Beurteilung (siehe [BK14, S.131f]). Zusätzlich fanden mündli-
che und schriftliche Befragungen statt, in denen die Nutzer ihre Eindrücke die Werkzeuge
betreffend frei formulieren konnten (qualitative Auswertung).
Der folgende Abschnitt ist in die drei Fragestellungen unterteilt und schließt mit einer ganz-
heitlichen Zusammenfassung und Schlussfolgerung der Ergebnisse der Evaluation. In den
Abschnitten zu den Fragestellungen werden die einzelnen Evaluationen näher erläutert. Das
umfasst die Ziele, den Versuchsaufbau und die Durchführung sowie die Vorstellung und
Interpretation der Ergebnisse.
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5.1 EINORDNUNG VON TIQUID IN DEN PROZESS DER
ANWENDUNGSENTWICKLUNG
Diese Evaluation bewertet die Verwendung des Werkzeugkonzeptes T I Q U I D innerhalb des
Prozesses der Anwendungsentwicklung, beginnend mit der Idee bis zu deren Umsetzung
in einen lauffähigen Prototypen. Ziel von T I Q U I D ist die Positionierung innerhalb der Ent-
wurfsphase, wo es zur abstrakten Beschreibung des FE E L S dient. Diese Zielvorgabe wird
in der nachfolgenden Evaluation anhand der Verwendbarkeit, des Aufwandes und der Um-
setzbarkeit unterschiedlicher Szenarien eingehend geprüft.
5.1.1 VORBETRACHTUNG
Zur Einordnung von T I Q U I D in den Prozess der Anwendungsentwicklung ist es notwen-
dig, das Werkzeug als nur einen von vielen Umsetzungsschritten zu verstehen. Jedes der
verwendeten Werkzeuge erstellt nicht nur Produkte, über welche sich der Entwicklungspro-
zess definiert und die als Vorlage für die weitere Entwicklung und zur Diskussion zwischen
den am Prozess Beteiligten dienen, sondern sie sind zugleich ein Mittel zum Ausdruck
von Aspekten, die zuvor nur schwer oder gar nicht beschreibbar waren (siehe Abschnitt
2.3.1). Dabei wird die Bedeutung jedes einzelnen Umsetzungsschrittes und jedes einzelnen
Werkzeugs erst in der gesamten Abfolge aller Umsetzungsstufen verständlich. Die Evaluati-
on umfasst aus diesem Grund die Verwendung und Bewertung von acht Werkzeugen zur
Erstellung interaktiver Anwendungen, wovon T I Q U I D eines ist. Jedes dieser Werkzeuge
hat Stärken und Schwächen und eignet sich für eine frühere oder spätere Verwendung
im Entwicklungsprozess. Im Folgenden wird die Zielstellung der Evaluation noch einmal
eingehender betrachtet, bevor die Durchführung im Detail erläutert wird.
ZIELE
Die Zielstellung der Evaluation ist die Einordnung des Entwurfskonzeptes T I Q U I D als eigen-
ständiges Werkzeug innerhalb des Entwicklungsprozesses einer Multi-Touch-Anwendung.
Die angestrebte Einordnung gegenüber weiteren Prototyping-Ansätzen erfolgt dabei durch
die Anwender, welche die verwendeten Werkzeuge gegeneinander abwägen. Relevante
Aspekte sind dabei die generelle Verwendbarkeit, der Aufwand des Erlernens, die kognitive
und zeitliche Belastung sowie das verfügbare Potential der Werkzeuge, das LO O K und das
FE E L abzubilden. Die dabei erhobenen Daten dienen darüber hinaus als Mittel zur Prüfung
der in Kapitel 1 auf Seite 10 aufgestellten Hypothesen H1, H2.
Aufgrund der vorrangigen Absicht, die acht unterschiedliche Werkzeuge in einem ganz-
heitlichen Prozess gegenüberzustellen, dienen die Ergebnisse nur bedingt zur detaillierten
Bewertung der Werkzeuge selbst. Die ermittelten Resultate müssen deshalb immer im
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Kontext der Untersuchung und der darin vorkommenden Ansätze gesehen und entspre-
chend bewertet werden. Zudem oblag es den Anwendern, die Werkzeuge zur Erstellung
der von ihnen gewählten Szenarien einzusetzen. Durch die Vielzahl der unterschiedlichen
Szenarien, für das die Nutzer die Werkzeuge einsetzten, wird deren allgemeines Profil er-
fasst, das LO O K & FE E L von Multi-Touch-Anwendungen abzubilden sowie sich in deren
Verwendung einzuarbeiten. Dies führt zu einem breiten Spektrum an Aussagen und Be-
obachtungen, die eher als Tendenzen verstanden werden müssen statt als qualitative und
validierte Aussagen.
DURCHFÜHRUNG
Die Evaluation fand im Rahmen der Vorlesung ’Entwicklungswerkzeuge für Multimedia-
Systeme’ im Sommersemester 2014 an der Hochschule für Technik und Wirtschaft Dresden
statt. Der Kurs bestand aus 29 Teilnehmern (23 männlich, 6 weiblich) aus dem 4. Semes-
ter des Diplom- und Bachelor-Studienganges Medieninformatik. Aufgrund des Umfanges
wurde die Evaluation als ganzsemestrige Aufgabe konzipiert, die Bestandteil in den Vor-
lesungen und den Praktika war. Die Untersuchung entspricht damit weitestgehend einer
offenen, an der Auseinandersetzung mit der Thematik teilnehmenden Beobachtung (siehe
[BD06, S.267f]). Zudem spielte sich auch ein Teil der für die Bewertung der Werkzeuge not-
wendige Auseinandersetzung mit deren Möglichkeiten im Selbststudium ab. Eine Kontrolle
der dabei gesammelten Erfahrungen ist somit nicht, bzw. nur sehr schwer möglich und kann
nur ansatzweise aus den Antworten der Probanden ermittelt werden.
Das für die Evaluation verwendete Studienfach beinhaltete acht einzelne Meilensteinen, die
von jedem Studierenden zu festen Terminen bearbeitet und abgegeben werden mussten.
Während den Studenten für die ersten sieben Meilensteine jeweils einer Woche zur Verfü-
gung stand, wurde für den letzten eine Bearbeitungszeit von vier Wochen vorgegeben. Dies
begründet sich durch den erhöhten Aufwand zur Umsetzung, der für den achten Meilenstein
(die textuelle Programmierung) notwendig war. Jeder Meilenstein gab die Verwendung ei-
nes gegebenen Werkzeugs bzw. einer Methode zur Erstellung eines Prototypen vor. Die
Studenten hatten die Aufgabe, jedes der acht Werkzeuge bei der Anwendung auf ein selbst
gewähltes, aber für alle Werkzeuge gleich bleibendes Anwendungsszenario zu bewerten
(siehe Anhang A.4). Zusätzlich sollte nach Abschluss des Projektes ein rückblickender Fra-
gebogen ausgefüllt werden. Dieser bewertete die Werkzeuge in einer Gegenüberstellung,
anstatt sie wie zuvor einzeln zu betrachten (siehe Anhang A.5). Zudem wertete jeder Stu-
dent die von ihm gesammelten Informationen in einem separaten Abschlussbericht aus.
Die für die Evaluation verwendeten Fragebögen erfassen die demografischen Daten der
Studenten sowie den bewerteten Meilenstein. Inhaltlich orientieren sich die darin aufgeführ-
ten Fragen am ’NASA-TLX’ Test zur Bestimmung der Nutzerbelastung bei der Absolvierung
von Aufgaben [@NA14]. Der Test beinhaltet Fragestellungen zum kognitiven, körperlichen
und zeitlichen Aufwand sowie zur Beschreibung der Leistung, der Effektivität und der emo-
tionalen Stimmung. Die Beantwortung der Frage erfolgt auf einer Skala zwischen einem
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zustimmenden und einem ablehnenden Extrem. Für die Bewertung der Werkzeuge und
der Prototypen wurde diese Aufteilung übernommen und eine fünfstufige Skala verwen-
det. Hierbei entspricht die Mitte einem neutralen Wert. Diese Form der Fragen werden
von Bortz und Döring als ’geschlossen’ beschrieben, da sie dem Befragten die möglichen
Antworten vorgeben [BD06, S.254f]. Die 13 Fragen umfassenden Bögen zur Bewertung der
Werkzeuge enthalten zusätzliche Fragen zur Entwicklung von Multi-Touch-Anwendungen.
Relevante Aspekte sind die Umsetzbarkeit bzw. der Darstellbarkeit des LO O K S und des
FE E L S sowie die Eignung für das zu entwickelnde Szenario. Eine weitere Form der Beur-
teilung ist die Befragung nach der Wiederverwendung des Werkzeugs im gleichen oder
anderen Szenario sowie die Weiterempfehlung des Werkzeugs. Abschließend war es Auf-
gabe der Studenten, den Einsatzzeitpunkt für das Werkzeug zu definieren. Hierbei bestand
die Auswahl zwischen einem frühen Zeitpunkt in der Entwurfsphase und einem späten in
der Entwicklungsphase.
Die in der Vorlesung zu absolvierenden Meilensteine beschreiben acht Stadien zwischen
Idee und Umsetzung, wobei diese in einer vorgegebenen Reihenfolge bearbeitet wurden.
Erst im Rückblick auf die Meilensteine war es Aufgabe der Studenten, diese vorgegebene
Reihenfolge kritisch zu bewerten und die einzelnen Meilensteine in eine für sie relevante
Reihenfolge zu bringen. Die acht Meilensteine (MS) setzen sich wie folgt zusammen.
1. MS: Textuelle Beschreibung — Abstrakte Umschreibung der Idee in analoger oder
digitaler Form. Inhaltliche Reduzierung auf grundsätzliche Funktionen und Eigenschaften
sowie markante visuelle Bestandteile.
2. MS: Skizze — Abstrakte Darstellung des LO O K S mit Hilfe einer analogen oder digitalen
Skizze. Beschränkung auf die visuellen Aspekte und die einzelnen Zustände. Darstellung
von Interaktionen mit Hilfe mehrerer Skizzen und Markierungen (vgl. [BC13]).
3. MS: Papier-Prototyp — Händisch erstellter Prototyp, der Darstellung, Funktion und Ver-
halten abstrakt abbildet. Der Fokus liegt hierbei auf der Simulation und der Beschreibung
von Interaktionen sowie der gemeinsamen, gleichberechtigten Arbeit an und mit dem Pro-
totyp.
4. MS: Bildfolge — Mit Adobe Flash [@Ad14b] erstellte Bilder zur visuellen Beschreibung
der Benutzeroberfläche, die gegenüber der Skizze einer höhere Reichhaltigkeit und Detail-
treue aufweisen. Die hierbei erarbeiteten Momentaufnahmen können später als Vorlagen
für die Schlüsselbilder der zu erstellenden Animation verwendet werden.
5. MS: Klick-Dummy — Bildfolge mit begrenzter Interaktivität. Umsetzung mit Hilfe des
Programms ’Powerpoint’ aus dem Microsoft Office Paket [@Mi14d]. Die dabei verwendeten
Folien entsprechen einzelnen Ansichten oder Zuständen, die mittels interaktiver Bereiche di-
rekt miteinander verbunden werden. Die Gesamtheit der Anwendung erlaubt die Abbildung
des Flow.
6. MS: Animation — Darstellung von Abläufen, Übergängen und Handlungsweisen mittels
Animation. Der mit Adobe Flash [@Ad14b] realisierte Meilenstein nutzt die in der Bildfolge
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erstellten Bestandteile zur direkten Nachstellung der Interaktion, wodurch die zuvor noch
textuell beschriebenen Übergänge ersetzt werden.
7. MS: Gestenbasierte Animation — Verwendung des Werkzeugs T I Q U I D zur abstrak-
ten Beschreibung des FE E L S. Hierbei wird auf die visuelle Darstellung der Anwendung
zugunsten der einfachen und direkten Abbildung von geplanten Funktionen und Verhalten
verzichtet. Im Gegensatz zum 6. MS wird die Animation mittels Gesten anstatt der Zeit
gesteuert.
8. MS: Programmierter Prototyp — Einsatz von Adobe Flash zur Programmierung der
zuvor erstellten und animierten Komponenten mit Hilfe der Skriptsprache ’ActionScript 3’.
Dieser Meilenstein entspricht weitestgehend der finalen Umsetzung des im 1. MS beschrie-
benen LO O K & FE E L S.
Das innerhalb der Evaluation umzusetzende Szenario wurde von den Studenten selbst
bestimmt, wobei es mindestens drei Feedback-, bzw. Feed-Forward-Techniken enthalten
sollte. Zwei dieser drei Techniken mussten zudem Transitions sein, welche den Übergang
zwischen verschiedenen Zuständen der fiktiven Anwendung beschreiben. Alle Techniken
haben gemeinsam, dass sie interaktiv durch den Nutzer angesteuert werden und Verän-
derungen bzw. Möglichkeiten der Anwendung visuell beschreiben. Die Ansteuerung der
Techniken erfolgt mit Gesten. Die Verwendung von Multi-Touch war optional, da die Ar-
beitsplätze in den verfügbaren Computerlaboren nicht über entsprechende Geräte verfüg-
ten. Die Verwendung einfacher Touch-Gesten verstärkt den abzubildenden Charakter natür-
licher Benutzerschnittstellen. Ein einfaches Beispiel findet sich in Abbildung 5.1, welches
die in Abschnitt 3.3.1 auf Seite 73 beschriebene Anwendung einer digitalen Zeitschrift auf-
greift. Als Interaktion verwendet das Szenario die vertikale und horizontale Verschiebung
der in blauen bzw. grünen Rahmen dargestellten Komponenten. Ein für die Umsetzung der
fiktiven Anwendung möglicher Feedback-Mechanismus findet sich in Form der Positions-
anzeige am linken Rand. Die grafische Repräsentation entspricht den einzelnen Seiten, die
entsprechend der Auswahl hervorgehoben werden.
Zu Beginn der Evaluation bestand für die Studenten die Möglichkeit sich innerhalb einer
Woche ein Szenario auszudenken und vorab vorzustellen. Hierdurch wurde sichergestellt,
dass alle Szenarien den für die Durchführung der Evaluation notwendigen Anforderungen
entsprachen. Danach durchliefen alle Studenten mit Ihren Szenarien die oben beschriebenen
acht Meilensteine, um ihre Idee Schritt für Schritt umzusetzen.
5.1.2 ERGEBNISSE
Die Auswertung der Ergebnisse zur Einordnung von T I Q U I D in den Prozess der Anwen-
dungsentwicklung ist im folgenden Abschnitt in vier Kategorien unterteilt, die separat be-
trachtet werden. Die Kategorien befassen sich mit der Erlernbarkeit der Werkzeuge, deren
Wiederverwendung, deren Eignung, das ausgewählte Szenario generell und hinsichtlich des
LO O K S und des FE E L S abzubilden sowie deren Einordnung in den Entwicklungsprozess.
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mit den Interaktionen zum
horizontalen (blauer Rahmen)
und vertikalen (grüner Rah-
men) Verschieben sowie
dem Feedback zur Voraban-
zeige der aktuellen Auswahl
(roter Rahmen).
ERLERNBARKEIT
Die Bewertung der Erlernbarkeit der Werkzeuge greift auf die Ergebnisse der Fragen F1, F2
und F5 zurück, die sich mit dem Vorwissen, der Komplexität sowie dem zeitlichen Aufwand
der Umsetzung befassen (siehe Anhang A.5). Die grafische Auswertung dieser drei Fragen
ist in Abbildung 5.2 anhand der gebildeten Mittelwerte dargestellt. Hierbei wird die Komple-
xität des Werkzeug (sehr komplex – sehr einfach) auf der X-Achse abgetragen, während der
zeitliche Aufwand (sehr kurz – sehr hoch) auf der Y-Achse abgetragen ist. Die Größe der als
Kreise eingetragenen Meilensteine entspricht dem bestehenden Vorwissen über Einsatz
und Verwendung des Werkzeugs (sehr gering – sehr hoch). Je größer der Kreis, desto mehr
Erfahrungen haben die Studenten mit der Verwendung des im Meilenstein berücksichtigen
Werkzeugs. Es zeigt sich, dass Meilensteine innerhalb des vollständigen Spektrums aller
drei Dimensionen vertreten sind. Zudem ist eine fast lineare Abhängigkeit zwischen zeitli-
chen Aufwand und Komplexität des Werkzeugs erkennbar. Die Erstellung einer textuellen
Beschreibung (MS1), die Anfertigung einer Skizze (MS2) sowie die Entwicklung eines Klick-
Dummies mit Powerpoint (MS5) verbinden die Nutzer mit dem größten Vorwissen. Dem
steht die Verwendung von Adobe Flash für die Erstellung von Bildern (MS4), Animation
(MS6) und programmierten Prototypen (MS8) gegenüber. Vollkommen unerfahren sind die
Studenten mit der Verwendung von T I Q U I D (MS7). Dies hatte jedoch keinen Einfluss auf
die Einschätzung der Komplexität sowie des zeitlichen Aufwandes. Im Vergleich zeigt sich,
dass die Entwicklungsumgebung von Adobe Flash aufgrund der zahlreichen Möglichkeiten
als sehr komplex und zeitlich aufwendig wahrgenommen wird. Am anderen Ende der Skala
findet sich T I Q U I D, dass neben dem Texteditor und der Skizze ein sehr niedrigen Wert
bezüglich der Komplexität hat und zeitlich den geringsten Aufwand benötigte.
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Abbildung 5.2
Darstellung der Erlernbarkeit
anhand der Einschätzung zu
Vorwissen und Komplexität
der verwendeten Werkzeu-
ge sowie dem zeitlichen Auf-
wand zur Umsetzung der aus-
gewählten Szenarien.
GESAMTEINDRUCK UNDWIEDERVERWENDUNG
Ein weitere Betrachtungsweise findet sich in der Verbindung der Fragestellung nach dem
Gesamteindruck (F13) und der Wiederverwendung der Werkzeuge (F10) sowie der emotio-
nalen Zufriedenheit (F3). In Abbildung 5.3 ist dies grafisch dargestellt. Die Anordnung der
acht Meilensteine führt zur Bildung von zwei Gruppen. Hinsichtlich Wiederverwendung und
Gesamteindruck sehr gut bewertet wurden die Werkzeuge aus MS1 und MS2 sowie die
Programmierumgebung Flash (MS8). Die zweite Gruppe besitzt für beide Aspekte mittlere
Bewertungen und beinhaltet neben T I Q U I D die restlichen vier Meilensteine. Hervorzuheben
sind die hohen Bewertungen der emotionalen Zufriedenheit für die ersten beiden Meilen-
steine sowie von T I Q U I D (MS7). Hier zeigt sich, dass die einfache und direkte Verwendung
(siehe Abbildung 5.2) zwar einen positiven Einfluss auf das subjektive Empfinden hat, jedoch
keinen sichtbaren Einfluss auf die Wiederverwendung (F10). So besitzt der MS8 den ge-
ringsten Wert für die emotionale Zufriedenheit, wird aber hinsichtlich des Gesamteindrucks
und der Wiederverwendung sehr gut bewertet. Die generelle Anordnung aller Meilensteine
im Diagramm lässt die Schlussfolgerung zu, dass alle acht Werkzeuge für das ausgewählte
Szenario grundsätzlich geeignet sind, unabhängig davon, in welchen Stadien sie während
des Entwicklungsprozesses eingesetzt werden.
LOOK UND FEEL
Die Fragen F6 - F8 befassen sich mit der Einschätzung der Werkzeuge zur Umsetzung der
Szenarien. Während in F6 nach einer generellen Bewertung gefragt wird, unterscheiden
Frage F7 und F8 nach dem LO O K und dem FE E L. Die beiden Fragen dienen somit als de-
taillierte Erläuterung der generelleren Bewertung. In Abbildung 5.4 sind diese drei Aspekte
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Abbildung 5.3
Darstellung des Gesamtein-





gemeinsam abgetragen. Die Größe der Kreise entspricht der generellen Bewertung, die
beispielsweise für die Programmierumgebung (MS8) den höchsten Wert hat. Interessant
ist die Auswertung besonders für das Konzept T I Q U I D (MS7), welches wie der MS1 eine
sehr geringe Bewertung zur generellen Umsetzbarkeit besitzt. In der Detailbetrachtung
zeigt sich jedoch, dass der niedrige Wert von T I Q U I D vor allem durch die geringe Umsetz-
barkeit des LO O K S zustande gekommen ist (Y-Wert). Dies entspricht den Erwartungen, da
die Gestaltung des Aussehens von Anwendungen während der Konzeption von T I Q U I D
bewusst vernachlässigt wurde. Anders verhält es sich mit der Umsetzbarkeit des FE E L S
mittels T I Q U I D. Hierbei erhält das Werkzeug im Vergleich zu den anderen Meilensteinen
den zweithöchsten Wert. Einzig die vollständige Umsetzung der Anwendung als lauffähiger
Prototypen mit Adobe Flash und der Skriptsprache ActionScript 3 ermöglicht eine bessere
Abbildung der Funktionsweise und des Verhaltens.
EINORDNUNG
Die letzte Betrachtungsweise stellt die durch die Studenten durchgeführte Einordnung
der Meilensteine in den Entwicklungsprozess dem zeitlichen Aufwand zur Einarbeitung
und zur Verwendung der Werkzeuge gegenüber (siehe Abbildung 5.5). Hierbei entspricht
die X-Achse dem Prozessverlauf. Je weiter links sich die Meilensteine befinden, desto
früher finden sie innerhalb der Entwicklungsphase Berücksichtigung. Entsprechend findet
sich der letzte Meilenstein (MS8) in der rechten oberen Ecke, was zugleich dem höchsten
zeitlichen Aufwand entspricht. Diese Einordnung folgt der in Abbildung 3.2 auf Seite 68
vorgenommen Beschreibung eines spiralförmigen Prozesses, bei der die Dauer und der
Aufwand der Entwicklung mit fortschreitendem Prozessverlauf ansteigt. Erwartungsgemäß
finden sich die Meilensteine 1 und 2 im linken unteren Bereich, da sie ein erstes Mittel sind,
die Anwendung abstrakt in Form und Darstellung zu beschreiben. Eine ähnliche Einordnung
130




mit den Werkzeugen, darge-
stellt anhand der Größe der
Kreise, sowie einer Detailbe-
trachtung für das LO O K (Y-
Achse) und das FE E L (X-
Achse).
findet sich für T I Q U I D (MS7), das durch die Studenten als eines von vier Werkzeugen in die
Entwurfsphase verortet wird. Und das trotz der Tatsache, dass es erst in einem der letzten
Meilensteine durch die Nutzer verwendet wurde. Diese Einordnung kann unter anderem
auf die kurze Bearbeitungszeit und die einfache Erlernbarkeit von T I Q U I D zurückgeführt
werden.
5.1.3 ZUSAMMENFASSENDE BETRACHTUNG
Die Auswertung der Ergebnisse zeigt, dass der Einsatz von T I Q U I D während der Erstellung
von interaktiven Anwendungen zu großen Teilen sehr erfolgreich verlief und den vorab ge-
stellten Erwartungen entspricht. So zeigt die Bewertung der Studenten, dass das Werkzeug
gegenüber den anderen eine sehr geringe Einstiegsschwelle besitzt, wodurch es direkt
und ohne große Lernaufwand verwendet werden kann. Dies ist insbesondere erforderlich,
wenn T I Q U I D in Zusammenhang mit interdisziplinären Teams Einsatz findet. Weiterhin ist
die schnelle Umsetzung von Vorstellungen und Ideen ein wichtiges Kriterium, um innerhalb
einer kurzen Zeitspanne eine Vielzahl von Prototypen zu entwickeln, die in weiteren Itera-
tion bewertet und schrittweise verbessert werden können. Ein zusätzlicher Aspekt ist die
Fähigkeit, das FE E L einer Anwendung bereits frühzeitig abzubilden. Vor allem in diesem
Punkt zeichnet sich T I Q U I D gegenüber den anderen Testwerkzeugen aus, was in Verbin-
dung mit der einfachen Erlernbarkeit den produktiven Einsatz in der Entwurfsphase erlaubt.
Diese Aussage deckt sich mit der Befragung der Studenten, die das Werkzeug sowie des-
sen Ansatz der gestenbasierten Animation ebenso frühzeitig in den Entwicklungsprozess
einordnen. Neben den funktionellen Eigenschaften spricht T I Q U I D die Nutzer auf einer emo-
tionalen Ebene an, wodurch eine gewisse Freude an der Verwendung entsteht (siehe ’Joy
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sowie der Darstellung des
zeitlichen Aufwandes für die
Umsetzung mit den Werkzeu-
gen.
of Use’ in Abschnitt 3.2). Dieser Effekt ist dienlich, um den kreativen Prozess der Funktions-
und Verhaltensentwicklung zu unterstützen und alternative Lösungsansätze anzuregen.
Die positiven Erkenntnissen stehen allerdings auch Beschränkungen des neuartigen Konzep-
tes gegenüber. So zeigt sich, dass die Nutzer tendenziell unsicher waren, ob sie das Werk-
zeug in zukünftigen Projekten wiederverwenden werden (F10). Einen ähnlichen Mittelwert
erhielt die Einschätzung des Gesamteindrucks des Werkzeugs (F13) für das selbst gewählte
Szenario. Eine Erklärung hierfür ist der frühe Entwicklungsstand des Konzeptes, sowie das
geringe Vorwissen der Nutzer über deren Einsatz sowie über die generelle Entwicklung
interaktiver Anwendungen. Des weiteren wurde T I Q U I D sehr spät innerhalb des Semes-
ters evaluiert. Dies bedeutet, dass die umzusetzenden Anwendungsszenarien bereits weit
entwickelt und durchdacht waren. Probleme und Lösungsstrategien waren zu diesem Zeit-
punkt schon identifiziert und mussten nicht mehr mit Werkzeugen wie T I Q U I D erarbeitet
werden. Ein weiterer Aspekt war die Hardware-Beschränkung, wodurch die Bedienung von
T I Q U I D mittels der Maus und der Tastatur erfolgte. Dabei ist gerade die Verwendung der
Multi-Touch-Eingabe zur Bedienung des Werkzeugs ein wichtiges Unterscheidungsmerkmal,
welches das Konzept T I Q U I D gegenüber den anderen Werkzeugen und Ansätzen erst ein-
zigartig macht. Allerdings können trotz dieser Einschränkung schon wertvolle Erkenntnisse
aus der durchgeführten Bearbeitungsart gezogen werden.
Wie stark sich T I Q U I D von den etablierten Werkzeugen unterscheidet und welchen beson-
deren Vorteil dessen Einsatz für die frühzeitige Entwicklung des FE E L S haben kann, zeigt
sich, wenn man sich intensiver mit der Bewertung der Umsetzbarkeit des LO O K S (F7) und
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Abbildung 5.6
Darstellung der Abbildbarkeit
von LO O K und FE E L mit-
tels der einzelnen Meilenstei-
ne der in der Evaluation ein-
gehaltenen Abfolge.
des FE E L S (F8) auseinandersetzt. Ein entsprechender Vergleich findet sich in Abbildung 5.6.
In dieser Darstellung zeigt sich zum einen, dass mit zunehmender Komplexität der Werk-
zeuge auch beide Kurven steigen, sie sich also für die Darstellung von LO O K & FE E L besser
eignen. Zum anderen wird aber eben auch deutlich, dass das LO O K (durchgehende Linie)
fast durchweg besser mit den verfügbaren Werkzeugen abgebildet werden kann, als das
für die Entwicklung natürlicher Benutzerschnittstellen ebenso wichtige FE E L (gestrichelte
Linie). Diese Einschätzung der Nutzer bestätigt noch einmal eindrucksvoll die Problema-
tik, welcher sich die vorliegende Arbeit widmet. Ein weiterer, sehr wichtiger Aspekt ist die
Einschätzung von T I Q U I D (MS7) durch die Nutzer. Hierbei wird offenbar, dass diese das
Werkzeug als ein richtungsweisendes Instrument zur Darstellung des FE E L S wahrnehmen.
Dessen sehr hohe Bewertung für das FE E L wird nur durch den letzten Meilenstein übertrof-
fen, der bereits Bestandteil der Konkretisierungs- und Implementierungsstufe ist (siehe 3.2).
Nimmt man die erhobenen Daten als Grundlage, so ist abzuschätzen, wie groß der Einfluss
von Werkzeugen wie T I Q U I D bereits zu Beginn der Entwurfsphase sein kann. Letztlich
ist es genau diese Fähigkeit, das FE E L einfach und verständlich darzustellen, welche die
Vorstellungskraft der Benutzer beflügelt und somit auch die folgende Umsetzung positiv
beeinflusst.
5.2 VERGLEICH VON LIQUID GEGENÜBER ALTERNATIVEN
WERKZEUGEN
Das konzeptionelle Werkzeug L I Q U I D greift die visuelle Programmierung als Ansatz zur
Entwicklung interaktiver Anwendungen auf. Ziel der folgenden Evaluation ist die Überprü-
fung dieses Ansatzes hinsichtlich der Umsetzbarkeit einer interaktiven Anwendung. Diese
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beinhaltet neben der Darstellung des LO O K S maßgeblich die Modellierung des FE E L S in
Form von Gesten und Abhängigkeiten. Als Vergleich dienen zwei alternative Werkzeuge zur
professionellen Realisierung von Ideen und Ansätzen zu Beginn der Entwicklungsphase.
5.2.1 VORBETRACHTUNG
Der Einsatz von Werkzeugen in der Entwicklungsphase ist gegenüber dem Entwurf durch
längere Iterationszeiten gekennzeichnet sowie dem Ziel, Probleme zu lösen statt grundle-
gende Probleme zu identifizieren. Werkzeuge in diesem Bereich sind hierdurch in ihrem
Aufbau komplexer und in der Verwendung kognitiv aufwendiger. Auch die im Entwurf vor-
herrschenden interdisziplinären Teams werden weitestgehend durch den Einsatz von Exper-
ten zur Umsetzung der konzipierten Lösungen ersetzt. Im folgenden wird auf die konkreten
Ziele der Evaluation eingegangen, bevor die Evaluation im Detail erläutert wird.
ZIELE
Das grundlegende Ziel der Evaluation ist der Vergleich des Konzeptes L I Q U I D gegenüber
alternativen Werkzeugen zur Umsetzung interaktiver Anwendung und somit auch zur Beur-
teilung der im Werkzeug enthaltenen Funktionalität und Funktionsweisen. Als Vergleichss-
zenario wird die in Abschnitt 3.3.1 beschriebene fiktive Anwendung verwendet, die so-
wohl Aspekte des LO O K S und des FE E L S beinhaltet und sich durch ein höchst interaktives
Verhalten auszeichnet. Als Referenzwerkzeuge dienen ’HotGloo’ (www.hotgloo.com) und
’Proto.io’ (www.proto.io), die bereits in Abschnitt 3.3.2 hinsichtlich des Einsatzszenarios
überprüft und bewertet wurden (vgl. [FWTW13]). Die Auswahl beider Kandidaten begrün-
det sich durch deren Einordnung in das Prozess-Produkt-Diagramm (siehe Abbildung 3.6
auf Seite 77). Während sich das Werkzeug HotGloo durch die gute Prozessbewertung aus-
zeichnet, bietet sich Proto.io aufgrund seiner Eigenschaften in der Produkt-Dimension an.
Die aus der Evaluation gewonnen Erkenntnisse dienen der Positionierung von L I Q U I D ge-
genüber diesen beiden Werkzeugen und dienen zudem zur späteren Einordnung in das
Prozess-Produkt-Diagramm. Eine generelle Aussage über die Verwendbarkeit von L I Q U I D
ist aufgrund der Evaluation eines einzigen Szenarios nur begrenzt für andere Anwendungs-
fälle übertragbar. Im Gegensatz zur Evaluation in Abschnitt 5.1 sind die gewonnen Ergeb-
nisse aber konkret und für dieses Anwendungsszenarios belastbar. Sie dienen zudem zur
Bewertung der in Kapitel 1 auf Seite 10 aufgestellten Hypothesen H1 und H2.
DURCHFÜHRUNG
Das für die Evaluation ausgewählte Szenario entspricht weitestgehend der in Abschnitt 3.3.1
(auf Seite 73) vorgestellten digitalen Zeitschrift, wobei auf die Darstellung einer zweiten
Ansicht (dem Einstellungsmenü) verzichtet wird. Die nachzubildende Vorlage besteht aus
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vier Elementen (siehe Abbildung 5.7), welche separate Interaktionen und Abhängigkeiten
aufweisen. So lässt sich das Hintergrundelement sowie alle auf ihm liegenden horizontal
verschieben, während die Elemente davor zusätzlich vertikal verschoben werden können.
Die gekreuzte Box ganz im Vordergrund repräsentiert ein mögliches Medienelement. Die-
ses soll durch Anklicken skaliert werden, was mittels einer Animation fließend dargestellt
werden soll. Die Zielanwendung wurde zudem als interaktiver Prototyp vorab program-
miert und stand während der Evaluation zur Vermittlung der Anforderungen zur Verfügung.
Hierdurch wurde sichergestellt, dass die zu entwickelte Funktionalität von den Testnutzern
verstanden und verglichen werden konnte. Zur Bedienung der Zielanwendung sowie des
Werkzeugs L I Q U I D stand ein 22“ Multi-Touch-Monitor der Firma ’3M’ zur Verfügung.
Abbildung 5.7
Darstellung des Beispielsze-
narios zur Nachbildung von
LO O K und FE E L.
Jedes der drei Testwerkzeuge wurde den Testnutzern separat vorgestellt, um unabhängig
vom vorhandenen Vorwissen ein grundlegendes Verständnis für deren Aufbau und Verwen-
dung zu schaffen. Nach der für jeden Nutzer gleichen Einführung, in der auch Rückfragen
erlaubt waren, hatte die Testperson zehn Minuten Zeit, die vorab präsentierte Testanwen-
dung mit den Möglichkeiten des Werkzeug abzubilden. Je nachdem, was eher eintrat, wurde
die Zeit oder die Bearbeitung gestoppt und das Ergebnis bewertet. Die Umsetzbarkeit der
Testanwendungen unter Berücksichtigung der zeitlichen Beschränkung wurde im Vorfeld
überprüft. Hierbei zeigte sich, dass sich die Anwendung mit L I Q U I D und Proto.io vollständig
umsetzen ließ, während mit HotGloo kontinuierliches Verhalten nur animiert werden konn-
te. Wurde dies mit HotGloo näherungsweise erreicht, so galt dies für die Bewertung als
vollständig.
Der für die Evaluation verwendete Fragebogen findet sich im Anhang A.6. Er besteht aus
zwei Angaben zur Einordnung der Testnutzer (Geschlecht und Alter) sowie fünf Fragen zur
Einschätzung der Vorkenntnisse (V1-V5). Für letztere ist die Auswahl auf ’ja/nein’-Antworten
begrenzt. Während des Testes wurde für jedes Werkzeug die benötigte Zeit zur Absol-
vierung der Aufgabenstellung gemessen und der Erfolg der Umsetzung eingeschätzt. Die
hierfür verwendete vierstufige Skala zur Kategorisierung unterscheidet nach einer vollstän-
digen, überwiegenden und teilweisen Umsetzung sowie nach keiner verwertbaren Form.
Nach Abschluss aller drei Testdurchläufe erfolgte durch die Testperson eine nachträgliche
Auswertung, welche aus sechs geschlossenen (N1-N6) und einer offenen Fragestellung be-
steht (N7). Die ersten sechs Fragen bewerten die Werkzeuge nach verschiedenen Aspekten,
wozu eine fünfstufige Skala verwendet wurde. Im letzten Teil wurde nach dem geeignetsten
Werkzeug gefragt und eine Begründung erbeten.
5.2.2 ERGEBNISSE
Die Testnutzer bestanden aus Studenten und Mitarbeitern der Hochschule für Technik und
Wirtschaft Dresden. Keiner der Teilnehmer hatten einen Anteil an der Konzeption und der
Umsetzung von L I Q U I D. Die Gruppe bestand aus sieben männlichen und einer weiblichen
Testperson, die im Schnitt 27 Jahre alt waren. Alle bis auf einen Teilnehmer hatten Vor-
kenntnisse mit der Verwendung von Multi-Touch-Geräten (V1). Desweiteren hatten je vier
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Teilnehmer bereits Erfahrung mit der Verwendung von visuellen Programmiersprachen (V2).
Bei der Abfrage nach Kenntnissen zur Verwendung der drei Werkzeuge zeigte sich, dass je-
weils nur ein Teilnehmer bereits mit HotGloo (V3) und L I Q U I D (V4) gearbeitet hatte, während
es bei Proto.io (V5) zwei Teilnehmer waren.
In Abbildung 5.8 findet sich eine grafische Auswertung der Umsetzbarkeit der Testanwen-
dungen mit den drei Werkzeugen. Je Werkzeug gibt es vier Balken, welche die Umset-
zung nach ’vollständig’, ’überwiegend’, ’teilweise’ und ’gar nicht’ kategorisieren. Es zeigt
sich, dass die Beispielanwendungen innerhalb der verfügbaren Zeit von zehn Minuten mit
HotGloo überwiegend ’teilweise’ umgesetzt wurde, während mit Proto.io und L I Q U I D die
vollständige Umsetzung bei 40% bzw. 100% liegt. Diese Unterschiedlichkeiten der Um-
setzbarkeit sind auch an den Zeiten erkennbar, welche für eine erfolgreiche Umsetzung
gemessen wurden und in den Kreisdiagrammen abgetragen sind. Für L I Q U I D beträgt die
durchschnittlich verwendete Zeit beispielsweise 4:53 min (49%) der verfügbaren zehn Mi-
nuten. Für Proto.io hingegen wurde eine Dauer von 7:50 min (78%) ermittelt, während es
für HotGloo 8:49 min (88%) sind.
Abbildung 5.8
Umsetzbarkeit des Testsze-
narios mit den drei Werk-
zeugen sowie dem zeitli-
chen Aufwand bei erfolgrei-
cher Bearbeitung.
Die gesammelten Ergebnisse der nachträglichen Befragung (N1-N6) finden sich in Abbil-
dung 5.9 (für weitere Details siehe Anhang A.9). In der Darstellung wird deutlich, dass sich
die guten Werte für L I Q U I D bezüglich der Umsetzbarkeit des Testszenarios auch in der
Nutzerbewertung widerspiegeln. So wird der Anspruch zur Umsetzung des Szenarios (N1)
für L I Q U I D als ’sehr einfach’ eingeschätzt, wohingegen Proto.io die schlechtesten Werte
erhielt. Die mittlere Bewertung von HotGloo lässt sich damit begründen, dass das Werkzeug
hinsichtlich der möglichen Funktionen begrenzt ist und die Nutzer nicht alle Bestandteile des
Testszenarios direkt umsetzen konnten. Dieser Sachverhalt wirkte sich auch bei der Frage
nach dem emotionalen Empfinden (N2) negativ aus, da die Nutzer die Arbeit mit HotGloo
als ’sehr frustrierend’ einstuften. Als deutlich zufriedenstellender empfanden sie hingegen
die Arbeit mit den anderen beiden Werkzeugen. Nach der generellen Eignung der drei Werk-
zeuge zur Umsetzung des Szenarios wurde in N3 erfragt. Das Ergebnis zeigt eindrücklich,
dass die Erstellung und Verwendung von Gesten sowie die Definition von Abhängigkeiten
eine der größten Stärken von L I Q U I D gegenüber den anderen beiden Werkzeugen sind.
Ein ähnliches Bild zeigt sich bei den detaillierten Fragen N4 (LO O K) und N5 (FE E L). Wäh-
rend die drei Werkzeuge zur Erstellung des Aussehens noch ähnliche Werte aufweisen,
ist die Verwendung von L I Q U I D zur Modellierung des FE E L S das einzige mit einer sehr
guten Bewertung. Die hohen Werte für L I Q U I D in Frage N61 zeigen eine generelle gute
Gebrauchstauglichkeit, während die beiden anderen Werkzeuge weitestgehend niedriger
als L I Q U I D bewertet wurden.
Entsprechend den in N1-N6 erfassten Ergebnissen wurde in der Frage des geeignetsten
Werkzeugs (N7) durchweg L I Q U I D bevorzugt. Die Nutzer gaben im dafür vorgesehenen
Antwortbereich an, dass sie die direkte Bedienung und Bearbeitung favorisieren. Darüber
hinaus schätzen sie an L I Q U I D, dass aufgrund der automatisierten Mechanismen mit we-
nigen Interaktionen viel erreicht werden kann. Sie gaben aber auch zu bedenken, dass
1 Umkehrung der eigentlichen Kontrollfrage N6 zur besseren Lesbarkeit im Diagramm.
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aus dem Fragebogen A.6 für
HotGloo (H), L I Q U I D (L) und
Proto.io (P).
L I Q U I D nur für bestimmte Szenarien sinnvoll ist und sich die abstrakte Modellierung von
Zusammenhängen nicht generell eignet. Weiterhin empfanden die Nutzer das Potential von
Proto.io als ansprechend, für die Umsetzung des Testszenarios allerdings als zu komplex.
5.2.3 ZUSAMMENFASSENDE BETRACHTUNG
Die erfassten Ergebnisse der Evaluation zeigen, dass L I Q U I D von den Nutzern sehr gut
angenommen wird. Vor allem die einfache und direkte Verwendung zur Erstellung von Kom-
ponenten, Gesten und Abhängigkeiten erhielt sehr positive Bewertungen und Anmerkun-
gen. Durch den Einsatz der visuellen Programmierung von Funktionen und Abhängigkeiten
gegenüber der textuellen Beschreibung und Darstellung ließ sich das Testszenario einfach
und umgehend abbilden. Hierbei zeigte sich, dass die Nutzer die implementierten Auto-
matismen erfolgreich einsetzten, wodurch der notwendige Aufwand zur Umsetzung der
Anwendung deutlich sank. Zudem vereinfachte die Darstellung der Gesten sowie deren
Einfluss auf weitere Komponenten die Verwendung von L I Q U I D gegenüber der vorwie-
gend in Menüs organisierten Funktionen bei HotGloo und Proto.io. Ein weiterer Aspekt
ist die direkte Verwendung von L I Q U I D mittels Multi-Touch, welcher die Modellierung des
FE E L S sowie das Probieren innerhalb von L I Q U I D verbesserte und den Nutzern ein direktes
Erleben während der Entwicklung ermöglicht.
Das Testszenario repräsentiert typische Besonderheiten natürlicher Benutzerschnittstellen,
wie die Verwendung von Gesten sowie die gegenseitige Einflussnahme auf Interaktionen
zur Darstellung eines ganzheitlichen Verhaltens. Eine weiterführende Abbildung verschiede-
ner Ansichten (FL OW) sowie deren Ansteuerung wäre mit allen drei Werkzeugen möglich
gewesen. Dennoch erwies sich der Verzicht auf weitere Aspekte während der Evaluati-
on als richtig, da hierfür zusätzliche Zeit und Erläuterungen notwendig gewesen wären.
Auch die Beschränkung der Arbeitszeit auf zehn Minuten war hilfreich, da hierdurch die
Nutzer motiviert wurden die Anwendung abzuschließen, anstatt sich einzelnen Details zu
widmen.
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Allerdings zeigte sich auch, dass die Beschränkung auf ein Anwendungsszenario die Möglich-
keiten und Funktionen der drei Werkzeuge nur punktuell prüfen kann. Vor allem für Proto.io
gilt, dass das Werkzeug über einen hohen Ceiling Point verfügt, wodurch eine Vielzahl von
Szenarien bearbeitet werden kann. Dieses Potential wurde von den Nutzern während der
Evaluation jedoch als zu komplex und umständlich wahrgenommen. Ein solcher Eindruck
legt die Vermutung nahe, dass der notwendige Threshold zur Verwendung des Werkzeugs
gegenüber L I Q U I D deutlich höher liegt.
5.3 BEWERTUNG DER INTERAKTIONSART AM BEISPIEL DES
KONZEPTES TIQUID
Die folgende Evaluation befasst sich speziell mit der Verwendung der Multi-Touch-Eingabe
zur Steuerung des Werkzeugkonzeptes T I Q U I D. Hierzu sind verschiedene Beispielanwen-
dungen sowohl mit Maus und Tastatur sowie mittels Gesten umzusetzen. Neben der Mes-
sung des zeitlichen Aufwandes steht die Gegenüberstellung beider Eingabearten im Vor-
dergrund.
5.3.1 VORBETRACHTUNG
Nach der Bewertung des Konzeptes T I Q U I D gegenüber weiteren Werkzeugen in Abschnitt
5.1 steht hier dessen generelle Bedienbarkeit mit unterschiedlichen Eingabearten im Mit-
telpunkt. Relevant ist diese Bewertung vor dem Hintergrund, dass beide Konzepte (L I Q U I D
und T I Q U I D) für die Verwendung mit Multi-Touch konzipiert wurden. Ziel dessen Verwen-
dung ist es, die Interaktion direkter und einfacher zu gestalten sowie die Modellierung des
FE E L S von Multi-Touch-Anwendungen in den Fokus zu rücken. Im Folgenden wird auf die
konkreten Ziele der Evaluation eingegangen, bevor die Evaluation im Detail erläutert wird.
ZIELE
Die Zielstellung der Evaluation ist die Bewertung der Multi-Touch-Interaktion anhand der Ver-
wendung von T I Q U I D. Hierzu wird diese gegenüber der Verwendung mit Maus und Tastatur
abgewogen, indem beide zur Umsetzung vordefinierter Anwendungsszenarios eingesetzt
werden. Die Interaktion mit Maus und Tastatur ist dabei für T I Q U I D möglich, da das zugrun-
deliegende Framework beide Formen der Eingabe berücksichtigt und einheitlich auswertet.
Zudem fanden beiden Eingabearten bereits bei der Gestaltung der Benutzeroberfläche Be-
rücksichtigung, weshalb separate Schaltflächen zur Ansteuerung der unterschiedlichen Modi
Einsatz finden (siehe Abschnitt 4.2).
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Die Erfassung der bevorzugten Interaktionsart wird hierzu beispielhaft am Konzept T I Q U I D
umgesetzt und steht repräsentativ auch für die Verwendung von L I Q U I D. Die Fokussie-
rung auf das Konzept T I Q U I D erfolgte aus Gründen des geringeren Lernaufwandes bis zur
Verwendung des Werkzeugs. Zudem verzichtet T I Q U I D auf eine komplexe Repräsentati-
on von Gesten und Verhalten zugunsten der einfachen und verständlichen gestenbasieren
Animation (vgl. Abschnitt 5.1.2). Die damit verbundene kürzere Lernzeit zur Verwendung
des Werkzeugs sowie der Umsetzung der Beispielszenarien ermöglicht die Konzentration
auf die Eingabe und deren Bewertung. Die Gesamtheit der Evaluation dient zudem zur
Bewertung der in Kapitel 1 auf Seite 10 vorgestellten Hypothese H3.
DURCHFÜHRUNG
Die Bewertung der beiden Interaktionstechniken erfolgte anhand von vier Testszenarien,
welche von den Nutzern nachgebildet werden sollten. Jede der vier Beispielanwendungen
wurde vorab mit T I Q U I D erstellt und gespeichert. Während der Evaluation erhielten die
Anwender die Möglichkeit, diese Umsetzung zu probieren, um die umzusetzenden Gesten
und Manipulation interaktiv zu erfahren. Zur Veranschaulichung wurde eine alternative Va-
riante von T I Q U I D eingesetzt, die nur über einen Abspielmodus verfügt. Eine detaillierte
Betrachtung der Geste sowie der zu verändernden Komponenten, welche die Evaluation
erübrigt hätten, ist somit nicht möglich. Auf diese Weise wurde sichergestellt, dass sich die
Nutzer vollkommen auf das FE E L der zu entwickelnden Anwendung fokussieren können.
Zudem vermittelt die Darstellung einer funktionstüchtigen Anwendung einen realistischeren




Manipulationen in den vier
Testszenarien.
In der Tabelle 5.1 findet sich eine Übersicht der in den vier Szenarien umzusetzenden Be-
standteile. Diese beziehen sich auf grundsätzliche Aspekte wie die Anzahl der darzustellen-
den Objekte (n-Obj.) oder den Einsatz von zusätzlichen Schlüsselbildern. Zudem findet sich
eine Angabe zur Abspielgeste (Drag oder Pinch) und zu den zu animierenden Manipulationen
(wie Position oder Größe). Die Reihenfolge der vier Szenarien blieb während der Evaluation
gleich. Im Gegensatz dazu wechselten die Interaktionstechniken bei jeder Durchführung, so
dass entweder mit Maus und Tastatur oder mit Multi-Touch begonnen wurde. Wie in der
vorherigen Evaluation gab es für die Durchführung eine Zeitbegrenzung. Aufgrund des ge-
ringeren Umfanges war diese auf drei Minuten beschränkt. Die Bearbeitung der Szenarien
erfolgt mit einer üblichen Maus und Tastatur sowie einem 22“ Multi-Touch-Bildschirm der
Firma 3M.
Im Anhang A.7 findet sich der für die Evaluation verwendete Fragebogen. Ähnlich jenem aus
der vorherigen Befragung werden das Geschlecht und Alter sowie das Vorwissen erfasst.
Letzteres bezieht sich auf die Verwendung von Multi-Touch-Geräten (V1), der skizzenhaften
Modellierung von Interaktionen (V2) sowie die Nutzung von T I Q U I D (V3). Zudem wurden
die Daten des Testdurchlaufes, wie Eingabeart, Dauer und Erfolg, notiert. Den Abschluss
des Fragebogens bildet die nachträgliche Befragung (N1-N8), welche durch den Nutzer
ausgefüllt wird. In Frage N1 wird die generelle Verwendbarkeit von T I Q U I D erfragt. Dies ist
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Abbildung 5.10
Übersicht der Durchführungs-
dauer und des Durchschnitts
aller vier Szenarien bei der
Verwendung von Multi-Touch
sowie Maus und Tastatur.
für die späteren Gewichtung der Vergleichsantworten relevant. Folgend wurden die beiden
Eingabearten gegeneinander bewertet. Hierzu war es Aufgabe des Anwenders anzugeben,
inwieweit sich die Multi-Touch-Eingabe gegenüber der Interaktion mit Maus und Tastatur
unterschied. Bewertet werden die Eigenschaften: Gebrauchstauglichkeit (N2), Direktheit
(N3), Schnelligkeit (N4), Einfachheit (5), generelle Eignung (6) sowie der emotionale Aspekt
(7). Abschließend wird die bevorzugte Interaktionsart erfragt sowie um eine Begründung
für die Auswahl gebeten (N8).
5.3.2 ERGEBNISSE
Die Bewertung der beiden Interaktionsarten am Beispiel von T I Q U I D erfolgte mit zehn
Testnutzern (2x weiblich, 8x männlich), die im Schnitt 27 Jahre alt waren. Neun von zehn
Testpersonen waren mit der Multi-Touch-Eingabe vertraut. Jeweils fünf Personen hatten
Erfahrung mit der skizzenhaften Modellierung interaktiven Verhaltens sowie der Verwen-
dung von T I Q U I D. Bei diesen fünf Personen handelte es sich um Studenten, die an der
ganzsemestrigen Evaluation teilgenommen hatten (siehe Abschnitt 5.1). In dieser wurde
T I Q U I D von den an der Evaluation teilgenommenen Studenten ausschließlich mit Maus und
Tastatur bedient, ein Vorwissen bezüglich der Verwendung mit Multi-Touch-Gesten ist somit
bei ihnen nicht vorhanden gewesen.
Die während der Evaluation erfassten Zeiten zur Absolvierung der vier Szenarien finden sich
in Abbildung 5.10. Hierbei entsprechen die hellen Balken der Interaktionsart Multi-Touch,
während die dunklen Balken die Eingabe mit Maus und Tastatur repräsentieren. Die Balken
zeigen die minimale und maximale Dauer zur Nachbildung der Szenarien während die mittle-
re Linie den Durchschnitt darstellt. Der Vergleich aller Szenarien zeigt, dass die Ausführung
mit Multi-Touch in drei von vier Fällen schneller war. Im letzten Szenario liegen die Zeiten
sehr dicht beieinander, was auf dessen Aufbau zurückzuführen ist. Dieser verzichtet wei-
testgehend auf die Verwendung von Multi-Touch-Gesten, wodurch die Ausführungsdauer
beider Eingabearten fast gleich ist.
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Abbildung 5.11
Auswertung der Gegenüber-
stellung von Multi-Touch so-
wie Maus und Tastatur für die
Fragen N1 bis N7 aus dem
Fragenbogen A.7.
Die nachträgliche Bewertung durch die Nutzer beginnt mit einer generellen Einschätzung von
T I Q U I D, das in einer Skala von ’Sehr gut’ bis ’Schlecht’ fast Einstimmig mit ’Gut’ bewertet
wird (siehe Abbildung 5.11 oben). Aufgrund der einheitlichen Bewertung ist eine Gewichtung
der folgenden Antworten somit nicht mehr notwendig.
Diese weiteren Fragen befassen sich mit der Bewertung der Multi-Touch-Eingabe gegen-
über Maus und Tastatur. Die in Abbildung 5.11 aufgeführten Antworten zeigen, dass die
gestische Eingabe durchweg2 bevorzugt wird (für weitere Details siehe Anhang A.10). Vor
allem die direktere und einfachere Bedienung sowie die schnellere Durchführung erhielten
hohe Zustimmung. Entsprechend fällt auch die letzte Frage nach dem emotionalen Empfin-
den aus, das im Zusammenhang mit der Multi-Touch-Eingabe als deutlich wenig frustrierend
eingeordnet wurde.
In der abschließenden offenen Frage bezüglich der bevorzugten Eingabeart (N8) erhielt die
Multi-Touch-Interaktion 7 von 10 Stimmen, eine weitere entfiel auf die Eingabe mit Maus
und Tastatur während sich zwei Anwender einer Antwort enthielten. Die Befürworter der
gestenbasierten Eingabe bevorzugten vor allem die schnellere und direktere Arbeitsweise
sowie die intuitive Verwendung. Andere Anwender merkten an, dass die Verwendung von
Gesten dem am nächsten kommt, was man selbst abbilden möchte und der einfachen
Funktionsweise von T I Q U I D am besten entspricht. Jener Nutzer, der die Eingabe mit Maus
und Tastatur bevorzugte, begründet seine Entscheidung mit der größeren Vertrautheit zu
diesen Eingabegeräten. Er gab zudem in Frage V1 an, dass er keine Erfahrung mit Multi-
Touch-Geräten hat.
5.3.3 ZUSAMMENFASSENDE BETRACHTUNG
Die rückblickende Betrachtung der Ergebnisse zeigt, dass die Verwendung von T I Q U I D
mittels Multi-Touch-Eingabe von den Nutzern sehr gut angenommen und bewertet wird.
2 Das Ergebnis der Kontrollfrage N7 sowie deren Fragestellung wurde aus Gründen der besseren Lesbarkeit in
der Abbildung 5.11 umgestellt.
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Im Gegensatz zur Verwendung mit Maus und Tastatur zeichnete sich die gestische Inter-
aktion durch eine schnellere Bedienung aus und führte auch in der zeitlichen Messung
weitestgehend zu besseren Ergebnissen. Darüber hinaus zeigt sich, dass diese Bewertung
unabhängig vom Vorwissen bezüglich des Werkzeugs T I Q U I D erfolgt. Dieses ist somit auch
von unerfahrenen Nutzern einfach und direkt verwendbar, was sich bereits in den Ergeb-
nissen der Evaluation in Abschnitt 5.1 widerspiegelt. Betrachtet man hingegen die Nutzer
hinsichtlich des Vorwissens zu T I Q U I D, so zeigt sich, dass jene ohne vorherige Kenntnis-
se über T I Q U I D die gestische Interaktion als schneller und emotionaler beschreiben. Jene
Nutzer, die T I Q U I D bereits in einer vorherigen Evaluation mit Maus und Tastatur verwendet
hatten, bewerteten hingegen die gestische Eingabe als noch gebrauchstauglicher, direkter
und einfacher.
Anhand der während der Evaluation durchgeführten Beobachtung hat sich gezeigt, dass
die ausgewählten Szenarien eine Vielzahl unterschiedlicher Funktionsweisen und Einsatz-
gebiete abdecken und von den Nutzern gut angenommen werden. Allerdings befindet
sich das Konzept noch in einem frühen Entwicklungsstadium, wodurch weitere Iterationen
bezüglich der Oberflächen- und Interaktionsgestaltung sowie der Funktionsweise und des
Funktionsumfanges notwendig sind (siehe Abschnitt 7.3).
5.4 ZUSAMMENFASSUNG
Die Evaluation der beiden Werkzeuge T I Q U I D und L I Q U I D hat gezeigt, dass die vorab be-
schriebenen Zielstellungen zu weiten Teilen erreicht werden konnten und die innerhalb der
Konzeption erwartbaren Ergebnisse übertrafen. Die zu Beginn des Kapitels aufgeworfenen
Fragestellungen bezüglich des Prozessmodells, des Werkzeugs und der Interaktion wurden
durch die drei Evaluationen beantwortet und werden hier noch einmal zusammengefasst.
Prozess-Modell — Die Einordnung des Konzeptes T I Q U I D hinsichtlich der Verwendung
im Entwicklungsprozess einer interaktiven Anwendung fand in einer ganzsemestrigen Un-
tersuchung statt, in welcher 29 Testpersonen acht Werkzeuge und Techniken zur schritt-
weisen Umsetzung des LO O K & FE E L einer interaktiven Anwendung verwendeten. Deren
Bewertung ordnete T I Q U I D als eines von vier Werkzeugen innerhalb der Entwurfsphase
ein. Zudem gaben die Nutzer an, dass der zeitliche und kognitive Aufwand zur Verwendung
von T I Q U I D sehr gering ist. Beide Aspekte sind eine wesentliche Anforderung zur direkten
und umgehenden Umsetzung von Prototypen innerhalb der Entwurfsphase.
Werkzeug — In einer direkten Vergleichsstudie mit zwei weiteren Entwicklungswerkzeugen
zur Entwicklung von interaktiven Anwendungen wurde die Gebrauchstauglichkeit sowie die
Abbildbarkeit des LO O K & FE E L S mittels L I Q U I D untersucht. Hierbei zeigte sich, dass der
in L I Q U I D umgesetzte visuelle Ansatz zur Darstellung von Gesten und Abhängigkeiten von
den Nutzern verstanden und auf das Testszenario angewendet werden konnte. Die dabei
erhobenen zeitlichen Daten und Nutzerantworten bewerten L I Q U I D durchweg sehr gut und
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im Vergleich zu den anderen Werkzeugen als einfacher und verständlicher sowie für das
Szenario passender.
Interaktion — Die Untersuchung der geeignetsten Eingabeart zur Verwendung von T I Q U I D
erfolgte in einer Gegenüberstellung von Maus und Tastatur sowie Multi-Touch. Hierbei
wurden vier Testszenarien mit beiden Eingabearten nachgestellt und die dafür notwendigen
Zeiten und Nutzerantworten ausgewertet. Dabei zeigt sich, dass die Interaktion mittels
Gesten nicht nur zeitlich vorteilhaft ist, sondern auch von den Nutzern positiver bewertet
wird. Vor allem die direkte Art der Eingabe sowie die ähnliche Darstellungsform werden als
wichtige Faktoren hervorgehoben.
5.4.1 EINORDNUNG IN DAS PROZESS-PRODUKT-DIAGRAMM
In Abschnitt 3.3.2 erfolgt die Vorstellung der Ergebnisse einer Vergleichsevalution zur Bewer-
tung der Entwicklung interaktiver Prototypen (vgl [FWTW13]). Die dabei erarbeiteten Daten
wurden in eine Tabelle und ein Diagramm übertragen, welche in Abbildung 3.6 auf Seite
77 dargestellt sind. Im Folgenden wird das Werkzeug L I Q U I D, welches sich bereits in einer
Evaluation als äquivalent zu den zuvor bewerteten Testwerkzeugen HotGloo und Proto.io er-
wies, anhand der gewonnenen Erkenntnisse nachträglich in das Prozess-Produkt-Diagramm
eingeordnet. Die Bewertung der einzelnen Kategorien erfolgt dabei in den drei Stufen voll-
ständig (++), teilweise (+) und nicht erfüllt (-), die je nach Grad der Übereinstimmung mit
den in Abschnitt 3.3 erläuterten Anforderungen vergeben wurden.
Gebrauchstauglichkeit — Die Bewertung der Gebrauchstauglichkeit von L I Q U I D findet
sich als sechster Punkt der nachträglichen Fragestellung (N6) der Evaluation in Abschnitt
5.2 (siehe Anhang A.6). Gegenüber den Werkzeugen HotGloo und Proto.io wurde L I Q U I D
deutlich besser bewertet. Berücksichtigt man zudem die Bewertung von HotGloo in der
zuvor durchgeführten Evaluation (vgl. Abschnitt 3.3.2), so ist L I Q U I D mit ’++’ zu bewerten.
Zusammenarbeit — L I Q U I D bietet bisher keine Möglichkeiten, das Werkzeug zeitgleich
auf unterschiedlichen Geräten zu verwenden oder schriftliche Anmerkungen direkt in den
Prototypen zu integrieren. Allerdings bietet sich durch die Eingabeart Multi-Touch die Mög-
lichkeit an einem solchen (Multi-Touch-) Gerät kollaborativ zusammenzuarbeiten, weshalb
diese Kategorie mit ’+’ bewertet wird.
Allgegenwärtigkeit — Aufgrund der Verwendung von Adobe Air [@Ad14a] als Basistech-
nologie kann L I Q U I D auf einem Großteil aller mobilen und stationären Geräte eingesetzt
werden. Dies ermöglicht das Programm jederzeit und an jedem Ort zu verwenden, un-
abhängig vom Gerät und dem darauf installierten Betriebssystem. Basierend auf dieser
Einschätzung wird die Allgegenwärtigkeit mit ’++’ bewertet.
Versionierung — Eine vollständige Integration der Versionierung findet innerhalb L I Q U I D S
bisher keine Berücksichtigung . Zukünftig wird die bereits für T I Q U I D erläuterte Funktion der
vereinfachten Erfassung von Zwischenständen sowie deren automatisierte Speicherung in
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XML-Strukturen als zu implementierende Erweiterung angestrebt. Bis zu diesem Zeitpunkt
wird der Versionierungsaspekt von L I Q U I D jedoch mit ’-’ bewertet.
Zusammenfassend macht dies eine Bewertungssumme von fünf der acht möglichen Punk-
ten für die Dimension des Prozesses. Dem Gegenüber stehen die folgenden fünf Kate-
gorien des Produktes, in denen die Besonderheiten des zu entwickelnden Prototypen im
Vordergrund stehen.
Gesten — L I Q U I D verzichtet auf die freie Definition von Multi-Touch-Gesten durch den Nut-
zer und fokussiert sich auf die Verwendung üblicher und bereits etablierter Gesten. Diese
können durch den Nutzer frei verwendet und kombiniert werden. Dieser Funktionsumfang
entspricht dem, was auch alternative Werkzeuge wie ’JustInMind’ oder Proto.io bereitstel-
len. Da Beide ebenfalls in dieser Kategorie mit ’++’ bewertet wurden, erhält auch L I Q U I D
diese Einstufung.
Abhängigkeiten — Kein anderes Werkzeug bietet die Möglichkeit, Gesten und Eigenschaf-
ten auf eine derart direkte Art und Weise miteinander zu verbinden. Dies wurde ebenfalls
durch die Nutzer der Evaluation in Abschnitt 5.2 honoriert, obwohl die dabei erstellenden
Querverbindungen zwischen einzelnen Komponenten nur einen Teil des Funktionsumfangs
zeigten. Die in der Summe sehr weitreichenden Optionen zur Gestaltung gegenseitiger
Abhängigkeiten wird daher mit ’++’ bewertet.
Verhalten — Die in L I Q U I D verfügbaren Komponenten zur Gestaltung der Benutzeroberflä-
che besitzen bereits ein eigenes, grundlegendes Verhalten. Aufgrund der oftmals abstrakten
Darstellung von interaktiven Anwendungen wurde bewusst auf detailliertere Komponen-
ten wie z.B. in Proto.io verzichtet, was andernfalls zu einem für die vorliegende Arbeit zu
umfangreichen Katalog notwendiger Komponenten geführt hätte. Im Gegenzug ermöglicht
L I Q U I D die Abbildung von Spezialfällen mittels Animationen, was einer Bewertung von ’+’
entspricht.
Komponenten — Wie bereits erwähnt, verwendet L I Q U I D ein Grundmenge aus neun
Komponenten, die im begrenzten Maß durch die Nutzer angepasst werden können. Dies
ähnelt den meisten Werkzeugen und führt zu einer durchschnittlichen ’+’ Bewertung für
diese Kategorie.
Generierung von Code und Strukturen — Eine Besonderheit von L I Q U I D ist die visuelle
Abbildung von Gesten und Funktionen eines darunter liegenden Frameworks. Dies führt
dazu, dass die mit L I Q U I D erstellten Anwendungen als Grundlage für eine mögliche Weiter-
entwicklung in späteren Iterationen und Phasen der Prozesses verwendet werden können.
Derzeit lässt sich die erstellte Anwendung jedoch noch nicht als Vorlage für die Weiterent-
wicklung in Form einer XML-Struktur exportieren. Aufgrund dieses Umstandes wird L I Q U I D
in dieser Kategorie mit ’-’ bewertet.
In der Summe macht dies für die Dimension Produkt einen Wert von 6 aus 10 Punkten, was
in der Gesamtheit knapp unterhalb der Bewertung von Proto.io liegt. Allerdings zeichnet
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Abbildung 5.12
Übersicht der neun Be-
wertungskriterien und
Werkzeuge sowie deren
Einordnung in das Prozess-
Produkt-Diagramm.
sich L I Q U I D durch eine bessere Integration in den Prozess der Entwicklung einer Multi-
Touch-Anwendung aus, was zu einem generell besseren Ergebnis führt. Dieses sowie
die detaillierte Bewertung findet sich in Abbildung 5.12. Während die Einschätzung der
einzelnen Kategorien sich in der Tabelle finden, dienen die Summen der Prozess- und Pro-
duktkategorien der Einordnung in das Diagramm. Hierbei wird ersichtlich, dass es L I Q U I D
nicht nur gelungen ist, den mittels der gestrichelten Linie dargestellten Grenzbereich zu
überwinden, sondern sich auch in der bereits in Kapitel 3 identifizierten Lücke zu positionie-
ren. L I Q U I D bietet somit einen attraktiven Ansatz zur Erstellung interaktiver und natürlicher
Anwendungen, der sich gegenüber den alternativen Werkzeugen bezüglich der relevanten
Kriterien hervorhebt.
5.4.2 BEWERTUNG DER HYPOTHESEN
Die Evaluation der konzipierten Werkzeuge diente letztlich der Belegung oder Widerlegung
der in Kapitel 1 aufgestellten Hypothesen. Im folgenden Abschnitt werden diese nacheinan-
der betrachtet und bewertet. Es lässt sich jedoch vorweg nehmen, dass sich die Annahmen
weitestgehend bestätigten und die Umsetzung der beiden Konzepte erfolgreich verlief.
H1: Die konzipierten Werkzeuge besitzen aufgrund des geringen Schwellwertes
eine kurze Einarbeitungszeit und können direkt verwendet werden.
Die Einschätzung der notwendigen Einarbeitungszeit sowie des kognitiven und zeitlichen
Aufwandes zur Verwendung der Werkzeuge und zur Umsetzung definierter Szenarien findet
sich in den ersten beiden Evaluationen. In Abbildung 5.2 auf Seite 129 wird ein solcher
Zusammenhang für das Werkzeug T I Q U I D visuell dargestellt, indem auf einen geringen
kognitiven Aufwand und eine geringe Komplexität verwiesen wird. Dies entspricht der
ebenfalls abgebildeten händischen Skizze sowie der schriftlichen Beschreibung, welche
sich beide durch einen geringen Schwellwert auszeichnen. Weiterhin zeigt sich, dass das
fehlende Vorwissen über T I Q U I D keinen Einfluss auf dessen Verwendbarkeit hat, was
ebenfalls für dessen geringen Schwellwert spricht.
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Anhand des Vergleiches gegenüber den beiden Werkzeugen HotGloo und Proto.io sowie der
in Freitag u. a. durchgeführten Evaluation [FWTW13] wird die Verwendbarkeit von L I Q U I D
dargestellt. Obwohl die drei Werkzeuge den Nutzern vor der Evaluation fast vollständig
unbekannt waren, zeigten sich bei deren Verwendung große Unterschiede. Mit Hilfe von
L I Q U I D konnte das Testszenario zu 100% umgesetzt werden, wobei die dafür notwendigen
Zeiten zu gut einem Drittel unter jenen der Vergleichswerkzeuge lag. Diese Beobachtung
wird auch durch die Einschätzung der Gebrauchstauglichkeit wiedergegeben, die für L I Q U I D
als überdurchschnittlich hoch eingestuft wird.
H2: Die konzipierten Werkzeuge können das FE E L einer Multi-Touch-Anwendung
gegenüber anderen Ansätzen einfacher und direkter abbilden.
Die Bewertung der Darstellbarkeit von LO O K und FE E L sind ein wesentlicher Bestandteil
der ersten beiden Evaluationen. In Abbildung 5.5 auf Seite 132 findet sich eine entspre-
chende Gegenüberstellung beider Aspekte der in Abschnitt 5.1 durchgeführten Evaluation
für T I Q U I D. Während die Fähigkeit der Darstellung des LO O K S als gering eingeschätzt wird,
erhielt das FE E L den zweithöchsten Wert (direkt hinter der Programmierumgebung Flash)
der bewerteten Werkzeuge und Techniken. Unter Berücksichtigung, dass T I Q U I D bereits in
der Entwurfsphase verwendet wird, ist dieser hohe Wert außergewöhnlich. Ein ähnliches
Bild zeigt sich für L I Q U I D, das im Vergleich mit HotGloo und Proto.io als deutlich geeigneter
zur Modellierung des FE E L S bewertet wird (siehe Abbildung 5.9 auf Seite 137). Beide Kon-
zepte zeigen hiermit, dass ihre Ansätze der gestenbasierten Animation bzw. der visuellen
Programmierung ein hohes Potential zur Modellierung und Abbildung von Funktion und
Verhalten besitzen und sich den Nutzern vermitteln lassen.
H3: Die konzipierten Werkzeuge werden durch die Verwendung der Multi-Touch-
Eingabe einfacher bedient.
Die Hypothese lässt sich nur teilweise belegen, da sich die in Abschnitt 5.3 durchgeführ-
te Evaluation nur auf die Verwendung von T I Q U I D bezieht. In dieser wird die Interaktion
mittels Multi-Touch als schneller, direkter und einfacher bewertet (siehe Abbildung 5.11 auf
Seite 141). Diese Aussagen decken sich weitestgehend mit der zeitlichen Messung der
Umsetzungsgeschwindigkeit, bei der in drei von vier Fällen mit gestischer Interaktion das
Szenario schneller umsetzbar war (siehe Abbildung 5.10 auf Seite 140). Zudem weisen die
freien Antworten der Nutzer darauf hin, dass die Bedienung mit Multi-Touch als natürlicher
und verständlicher empfunden wird.
Die in diesem Kapitel zusammengetragenen Ergebnisse zur Bewertung der beiden Werk-
zeuge T I Q U I D und L I Q U I D zeigen, dass sich die im ersten Kapitel aufgestellten Hypothesen
und Annahmen als richtig erwiesen. Der Einsatz beider Werkzeuge kann dazu beitragen,
das FE E L nicht nur stärker in der Entwicklung natürlicher Benutzerschnittstellen zu berück-
sichtigen, sondern auch mit Hilfe neuer Entwicklungsansätze erlebbar zu machen. Vor al-
lem die Verwendung von T I Q U I D zeigt und motiviert, Werkzeuge zur Modellierung des
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FE E L S bereits sehr früh im Entwurfsprozess einzusetzen und damit den bisherigen Entwick-
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Die Bedeutung von Gesten und Sprache zur Bedienung von Anwendungen hat in den letz-
ten Jahren einen rasanten Zuwachs erfahren. Einen zunehmenden Einsatz finden sie in
natürlichen Benutzerschnittstellen, mit deren Hilfe sich bestimmte Aufgaben wesentlich
einfacher und direkter absolvieren lassen als mit grafischen. Es kann jedoch trotz der Hoch-
stimmung über die Möglichkeiten gestischer Interaktionen nicht ignoriert werden, dass
auch diese Schnittstellen Grenzen und Beschränkungen aufweisen. Im Artikel ’Natural User
Interfaces Are Not Natural’ hat Norman [Nor10] als einer der bekanntesten Experten auf
dem Gebiet der Mensch-Computer-Interaktion sich mit den auftretenden Nachteilen beim
Einsatz von natürlichen Benutzerschnittstellen befasst. Er gibt zu bedenken, dass die Stär-
ke deren direkter Verwendbarkeit nur für einen Teil heutiger Anwendungen ausgenutzt
werden kann. Für andere Teile könne die mit der Benutzeroberfläche angestrebte Funktiona-
lität nur dadurch erreicht werden, indem man dem natürlichen Teil klassische Bestandteile
grafischer Benutzerschnittstellen (z.B. Menüs und Schaltflächen) hinzufüge. Zudem ließen
natürliche Benutzerschnittstellen bisher kaum Formen der integrierten Hilfestellung zu, um
z.B. die Möglichkeiten der gestischen Eingabe zu erläutern. Dies sei aber erforderlich, da
es bisher keine standardisierten Regelungen zur Verwendung von Gesten gäbe. Don Nor-
man [Nor10, S.10] fasst den Einsatz natürlicher Benutzerschnittstellen wie folgt zusammen:
„They come with new problems, new challenges, and the potential for massive mistakes
and confusion even as they also come with great virtue and potential.“
Eine ähnlich kritische Auseinandersetzung findet sich in der Veröffentlichung „A Brief Rant
On: The Future Of Interaction Design“ von Victor [@Vi11]. In dieser sieht der Autor nicht ge-
nerell die Multi-Touch-Technologie als Problem, sondern hinterfragt vielmehr den bewussten
Verzicht eines Großteils unserer sensorischen und motorischen Fähigkeiten und Fertigkeiten
bei der Verwendung von Multi-Touch-Geräten. Deren planare und glatte Oberflächen bieten
keine Möglichkeit die in der Benutzerschnittstelle dargestellten Informationen haptisch zu er-
fassen und zu unterscheiden. Das dies praktisch umsetzbar ist, zeigt aber die experimentelle
Entwicklung von Weiss u.a. [WWVB11], in der Haptik für planare Multi-Touch-Oberflächen
mit Hilfe eines Magnetrasters erzeugt wird. Bis eine solche Technik jedoch praktikablen
Einsatz findet ist es notwendig, die Interaktion zwischen Finger und digitalem Repräsentant
fortwährend visuell zu kontrollieren.
Für die bisher verwendeten berührungsempfindlichen Oberflächen gilt, dass die Erfassung
von Nutzereingaben auf den direkt Kontakt mit der zweidimensionalen Oberfläche begrenzt
ist. Interaktionen und Intentionen des Nutzers, die über der detektierten Oberfläche begin-
nen oder über sie hinausgehen, können vom Gerät nicht erfasst werden. Norman [Nor10]
und Victor [@Vi11] beschreiben die damit einhergehende Beschränkung der händischen
Eingabe als ein Mangel der gestischen Interaktion im Zusammenhang mit berührungsemp-
findlichen Oberflächen.
Die Beschränkung der Interaktion auf die berührungsempfindliche Oberfläche betrifft somit
auch die in Kapitel 4 vorgestellten Werkzeuge und die mit ihnen umgesetzten Multi-Touch-
Anwendungen. Eine von Victor [@Vi11] vorgeschlagene Berücksichtigung des Nutzers mit
Hilfe zusätzlicher sensorischer Informationen könnte die Art der Interaktion mit Multi-Touch-
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Anwendungen nachhaltig verändern und somit auch die in dieser Arbeit konzipierten Werk-
zeuge. Ziel des vorliegenden Kapitels ist es somit, die Intention des Nutzers bereits vor
bzw. nach der Eingabe auf der Fläche zu erfassen und zu verfolgen sowie die sich daraus
ergebenden Möglichkeiten für neue Nutzerkonzepte zu prüfen. Zur Erfassung der Intention
werden der Nutzer selbst sowie dessen Hände bereits während der Annäherung an das
Multi-Touch-Gerät erkannt und bis zum Verlassen des Gerätes verfolgt. Mit Hilfe dieser
zusätzlichen Information soll die vorab angesprochene Problematik der auf die berührungs-
empfindliche Oberfläche eingeschränkten Nutzerinteraktion geeignet begegnet werden.
Als geplante Erweiterung des Interaktionskonzeptes von T I Q U I D und L I Q U I D wird im vor-
liegenden Kapitel die räumliche Erweiterung des Multi-Touch-Gerätes untersucht, wodurch
sich die Intention und die Interaktion von Nutzern vor und nach der Eingabe erfassen lässt.
Der Vollständigkeit wegen sei hier angemerkt, dass ein solcher Ansatz auch sehr viel weiter
gefasste Forschungsthemen tangiert. So könnten deformierbare Oberflächen als Interakti-
onsmedium, wie sie in [JKB10; PGG+12] vorgestellt wurden, ebenso berücksichtigt werden
wie die Erkennung von Gesten im Raum (siehe [LT13]).
Die mit Hilfe der räumlichen Erweiterung des Interaktionsbereiches gewonnen Erkenntnis-
se dienen als Ansatzpunkt einer Untersuchung zur Verbesserung der Bedienbarkeit beider
konzipierter Werkzeuge. Weiterhin ist es ein langfristiges Ziel, die damit verbundenen neu-
en Interaktionskonzepte als funktionellen Bestandteil in die mit T I Q U I D und L I Q U I D zu
entwickelnden Multi-Touch-Anwendungen selbst zu integrieren. Diese Zielstellung folgt so-
mit dem Grundkonzept der vorliegenden Arbeit, in der die abzubildende Interaktionstechnik
selbst zur Entwicklung solcher Anwendungen verwendet wird.
Die vorgestellten Inhalte wurden zu großen Teilen in der Arbeit von Freitag u.a. ([FTW12]
publiziert und werden hier tiefer gehend erläutert. Das Kapitel beginnt mit einer theoreti-
schen Vorbetrachtung, in welcher die in diesem Kapitel verwendete Terminologie sowie
verwandte Arbeiten vorgestellt werden. Folgend werden die erarbeiteten Konzepte sowie
die Umsetzung erläutert. Den Abschluss des Kapitels bildet die Evaluation von drei der
acht im weiteren Verlauf des Kapitels vorgestellten Konzepte sowie die abschließende
Zusammenfassung.
6.1 THEORETISCHE VORBETRACHTUNG
Die theoretische Vorbetrachtung befasst sich mit der Strukturierung der erweiterten Interak-
tionensphase. Hierbei beginnt die Phase der Interaktion, in Anlehnung an Buxton [Bux90],
bereits vor der eigentlichen Eingabe und geht über diese hinaus. Die im Rahmen dieser
Arbeit neu entwickelte Terminologie, welche die Interaktion als einen räumlichen und zeitli-
chen Prozess beschreibt, wird im folgenden Abschnitt erläutert. Um die hier vorgestellten
Konzepte in den Stand der aktuellen Forschung auf diesem Gebiet einzuordnen, wird auf
verwandte Arbeiten eingegangen, welche mit Hilfe von Kamerasystemen oder Sensoren
berühungsempfindliche Oberflächen um neue Möglichkeiten der Interaktion erweitern.
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6.1.1 TERMINOLOGIE
Die Verwendung von Systemzuständen in der Entwicklung von Benutzerschnittstellen ist
ein gängiges Mittel, Anwendungen strukturiert einzuteilen. Hierbei repräsentiert ein Zustand
ein spezielles Verhalten oder eine spezielle Sicht der Anwendung, um eine bestimmte Hand-
lungsoptionen zu betonen. Ein anschauliches Beispiel findet sich in der Arbeit ’A Three State
Model of Graphical Input’ von Buxton [Bux90]. Das Modell unterscheidet drei Systemzu-
stände, die beispielhaft am Einsatz eines Grafiktablets mit Stiftbedienung (zur Eingabe)
erläutert werden. Um das Tablet herum befindet sich ein Volumen (der Erfassungsraum), in
dem der Stift bei Annäherung an das Tablet erfasst wird. Befindet sich der Stift außerhalb
des Erfassungsraums, so ist das System im Ruhezustand und eine Interaktion findet nicht
statt bzw. kann (allein aus technischer Sicht) nicht stattfinden. Wird der Stift innerhalb des
Erfassungsraumes bewegt, so wechselt das System in einen Verfolgungszustand (’Tracking
State’), in welchem die Bewegungen des Stiftes als Bewegungen des Mauscursors inter-
pretiert und auf diesen übertragen werden. Wird der Stift schließlich auf die Oberfläche
des Grafiktablets aufgesetzt, so wechselt das System in den dritten Zustand (’Dragging
State’), in dem seine Bewegung als Zeichnung interpretiert wird. Die drei von Buxton be-
schriebenen Zustände rufen somit nicht nur ein unterschiedliches Verhalten der Anwendung
hervor, sondern beschreiben zusätzlich die unterschiedliche Anteilnahme des Nutzers im
Prozess der Interaktion. Im ersten Zustand nimmt er die passive Rolle des Beobachters
ein, der durch das System weder erkannt noch erfasst wird. Im zweiten Zustand wird seine
Anwesenheit bzw. die des Stiftes zwar berücksichtigt, dies hat aber bisher noch keinen
Einfluss auf die in der Anwendung dargestellten Informationen. Im dritten Zustand findet
die eigentliche Eingabe statt, welche die durch die Anwendung dargestellten Informationen
direkt beeinflusst. Die traditionelle Interaktion von Multi-Touch-Geräten lässt sich bisher
nicht mit diesen drei Zuständen beschreiben, da eine Erkennung des Nutzers vor und nach
der eigentlichen Eingabe durch die Technologie nicht möglich ist. Das System besteht bisher
nur aus zwei Zuständen, einem passiv abwartenden sowie einem aktiven, in dem mit der
Anwendung interagiert wird (vgl. Abbildung 4.8 auf Seite 95).
Abbildung 6.1
Drei räumliche Bereiche,




on nehmen können (siehe
[Saf08; BR03]).
Während Buxton [Bux90] die Unterscheidung einzelner Zustände in seinem Beispiel an
Eingabegeräte und Anwendungen bindet, schlagen Saffer [Saf08] sowie Brignull und Ro-
gers [BR03] eine räumliche Trennung zur Differenzierung unterschiedlichen Verhaltens vor
(siehe Abbildung 6.1). In beiden Arbeiten werden drei Bereiche unterschieden, in denen
sich Nutzer und Beobachter befinden können. Saffer bezeichnet diese als ’Three Zones of
Engagement’, bestehend aus den einzelnen Zonen ’Attraction’, ’Observation’ und ’Inter-
action’ [Saf08, S.143f]. Bei Brignull und Rogers [BR03] werden diese als ’Activity Spaces’
beschrieben, in denen unterschiedliche Aktivitäten (’Peripheral’, ’Focal’ und ’Interaction’)
beobachtet werden können.
Die Arbeit von Freitag u.a. [FTW12] greift diese Unterscheidung auf und erweitert sie um
einem neuartigen Aspekt. Hierbei werden die vorab beschriebenen Ansätze separater Zu-
stände (siehe [Bux90]) und Räume (siehe [Saf08; BR03]) aufgegriffen und als zeitlich kon-
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Abbildung 6.2
Diagramm der Anteilnahme
des Nutzers am Prozess der
Interaktion, bestehend aus
den drei Schritten Annähe-
rung, Interaktion und Distan-
zierung sowie den drei Pha-
sen Pre-Input, Input und Post-
Input.
tinuierlicher Interaktionsprozess beschrieben. In Abbildung 6.2 findet sich das in [FTW12]
beschriebene Ablaufdiagramm der räumlichen und zeitlichen Nutzerinteraktion.
Aus einer äußeren Zone heraus beginnt der Interaktionsprozess mit der ’Annäherung’, bei
der sich für den Nutzer die Möglichkeiten der in Saffer [Saf08, S.144f] vorgestellten Zonen
der Attraktivität und Beobachtung bieten. In diesen kann der Nutzer bereits einen Eindruck
der interaktiven Anwendung erhalten sowie die möglichen Formen der Interaktion anhand
der Beobachtung anderer Nutzer erlernen. Findet keine weitere Annäherung statt, so ver-
lässt der Nutzer die äußere Zone und geht ohne eine Interaktion in die ’Distanzierung’ über.
Wird das Interesse des Nutzers allerdings geweckt, was das Ziel einer Anwendung sein
sollte, so wechselt er in den Bereich der ’Interaktion’, in dem er selbst aktiv am Interakti-
onsprozess teilnimmt. In diesem Bereich beobachtet der Nutzer mögliche Optionen, tätigt
Eingaben (anhand der verfügbaren Techniken) und überprüft die generierten Ergebnisse,
um weiter zu interagieren. Innerhalb des Prozesses fortwährender Interaktion können drei
separate Phasen unterschieden werden: ’Pre-Input’, ’Input’ und ’Post-Input’. Die eigentliche
Eingabe, wie z.B. die Berührung des Multi-Touch-Bildschirms, wird durch die Input-Phase re-
präsentiert, die von der Pre- und Post-Input-Phase umschlossen wird und die somit ein Indiz
für die Unterscheidung gibt. Bei einer Touch-Eingabe besteht die Pre-Inpu-Phase z.B. aus
der Annäherung des Fingers an die Fläche und die Post-Input-Phase aus dem Abheben des
Fingers. In der Aneinanderreihung aller drei Phasen bildet sich ein Interaktionskreislauf aus,
der die Anteilnahme des Nutzers an der interaktiven Anwendung beschreibt und sich an die
in [Ken86, S.32f] beschriebene ’Gesture phrase’ anlehnt. In ihr werden alle zur Ausführung
der Geste notwendigen Bewegungen des Nutzers zusammengefasst. Dies ist äquivalent
zum beschriebenen Interaktionskreislauf, der alle zur Ausführung einer Aktion notwendi-
gen Eingaben sowie Vor- und Nachbereitungen umfasst. Der Kreislauf der Interaktion wird
unterbrochen, sobald sich der Nutzer vom Gerät distanziert.
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Abbildung 6.3
Darstellung der drei Techni-
ken zur Informierung des Nut-
zers vor, während und nach
der Eingabe.
Um das theoretisch beschriebene Modell praktisch umzusetzen und auszuwerten, wird in
diesem Kapitel ein technischer Aufbau vorgeschlagen, der auf der Kombination einer be-
rührungsempfindlichen Oberfläche und einer Tiefenkamera beruht. Die Kamera dient dabei,
den Nutzer innerhalb des Interaktionsbereiches zu erfassen und zu verfolgen. Aufgrund
der Informationen der Tiefenkamera lässt sich die Position des Benutzers gegenüber dem
Multi-Touch-Gerät sowie dessen Position im Raum bestimmen. Dies dient im Folgenden
zur Konzeption neuartiger Interaktionstechniken für Anwendungen mit natürlichen Benutzer-
schnittstellen. Eine solcher Typus neuartiger Interaktionstechniken im Zusammenhang mit
Multi-Touch-Geräten sind die in der Arbeit von Freitag u. a. [FTW12] vorgestellten Konzepte
des Feed-Forwards, welche den Nutzer bereits vorab über die Ergebnisse seiner möglichen
Handlungen informieren (vgl. [DOW02, S.286]). Ein weiterer Anwendungsfall sind Feed-
back-Techniken, welche dem Nutzer Hinweise bezüglich der Ergebnisse seiner Eingaben
und Aktionen geben (vgl. [WWC+09]). Hierbei kann zwischen der direkten Rückmeldung
auf Eingaben (online) und einer verzögerten Rückmeldung (offline) unterschieden werden,
angelehnt an die Differenzierung von on- und offline Gesten in der Arbeit von Kammer u.
a. [KFKW10]. In Abbildung 6.3 sind die drei Arten der interaktiven Hilfe dargestellt. Hierbei
wird ersichtlich, dass das online Feedback während der Eingabe verwendet wird, während
das offline Feedback als dessen Folge stattfindet.
Um eine ganzheitliche Darstellung der in Abbildung 6.3 visualisierten Informationstechniken
zu erhalten, lassen sich diese in den in Abbildung 6.2 erläuterten Ablauf der Anteilnahme ein-
ordnen. Hierdurch entsteht das in Abbildung 6.4 dargestellte Ereignis-Diagramm, das neben
der zeitlichen Repräsentation der einzelnen Zustände auch die verfügbaren sensorischen Da-
ten der verwendeten Technologie enthält. Jeder Kreis entspricht einer Kategorie separater
Ereignisse, auf die der Entwickler bei der Erstellung angepasster Informationsvisualisierung
reagieren kann. Die Annäherungsphase beginnt mit der Erfassung des Nutzers im Sichtbe-
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reich der Tiefenkamera. Diese Information ist in Abbildung 6.4 durch eine einfache Linie
symbolisiert. Zusätzlich erhält der Entwickler für diesen Bereich Informationen über die Ge-
samtanzahl der Personen, deren Orientierung und Distanz zum Multi-Touch-Gerät. Nähert
sich der Nutzer weiter an, so befindet er sich im Interaktionsbereich und somit nah genug
zur Kamera, um weitere Details wie seine Haltung und seine Hände zu identifizieren. Mit
Hilfe dieser Informationen lässt sich die Intention des Nutzers ablesen, wann und wo eine
Eingabe stattfinden wird und welche Hand hierzu eingesetzt wird. Diese Informationen, die
durch eine doppelte Linie dargestellt werden, sind zentraler Bestandteil der Pre-Input Pha-
se, in der verschiedene Formen der Vorabvisualisierung (Feed-Forward ) ermöglicht werden.
Zusätzlich erlauben die erfassten Informationen die Behebung verschiedener Fehlerquellen
im Bezug zur Multi-Touch-Technologie. In der dritten Phase findet die eigentliche Eingabe
statt. Neben den Informationen, welche die Tiefenkamera bereitstellt, kann nun auch die ge-
naue Position der Finger auf der Oberfläche durch den Multi-Touch-Bildschirm erkannt und
verwendet werden. Die in der Abbildung 6.4 als flächige Kreise dargestellten Informatio-
nen lassen in Kombination mit den Körperinformationen die Identifikation der dominanten
und nicht-dominanten Hand zu, was zur Umsetzung der in Abschnitt 6.2.2 vorgestellten
Interaktionskonzepte verwendet wird. Zudem bietet sich für diese Phase der Einsatz der in
[WWC+09] vorgestellten Feedback-Techniken (online) für Multi-Touch-Anwendungen an.
Beendet der Nutzer schlussendlich die Eingabe, so kann das Ergebnis der Interaktion in Form
von offline Feedback dargestellt werden. Das offline Feedback zeigt an, wie die Eingabe
des Nutzers durch das System erkannt und ausgewertet wurde. Unterscheidet sich diese
Bewertung zu der vom Nutzer beabsichtigten, so hat er folgend die Möglichkeit darauf
zu reagieren und unter Umständen die Eingabe zu wiederholen. Während der gesamten
Arbeit des Nutzers mit der Anwendung werden die drei Phasen der Interaktion fortwährend
durchlaufen. Aus diesem Grund eignen sich alle drei Techniken, dem Nutzer über den Verlauf
der Interaktion zu informieren und somit die Gebrauchstauglichkeit der Anwendung zu
verbessern.
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Nach Abschluss der Interaktion und dem Vorgang der Distanzierung wechselt die Anwen-
dung in den Abwesenheitszustand. Das System reagiert auf diesen Wechsel, indem es
beispielsweise die Anwendung zurücksetzt und die Benutzeroberfläche für den nächsten
Interaktionskreislauf vorbereitet. Für die Interaktionstechniken der Zustände Annäherung,
Interaktion und Distanzierung gilt dabei, dass diese erst durch die Kombination der beiden
Technologien ermöglicht werden.
6.1.2 VERWANDTE ANSÄTZE
Im Folgenden werden vorwiegend verwandte wissenschaftliche Arbeiten zur Kombination
von Multi-Touch-Geräten und Tiefenkameras vorgestellt, deren Ziel die Verbesserung der
Nutzerinteraktion mittels Feed-Forward und Feedback ist.
Die in der Arbeit von Annett und Grossmann [AGWF11] vorgestellte Erkennung von Nut-
zern rund um den von Microsoft entwickelten Multi-Touch-Tisch ’Surface’ wird als ’Medusa’
bezeichnet . Die Technik verwendet 138 infrarotbasierte Annäherungssensoren, welche in
einer Reihe am Tischrand, sowie zwei weiteren auf der Tischoberfläche angebracht sind.
Hierdurch können Nutzer im näheren Umfeld erkannt, sowie deren Arme und Hände un-
terschieden werden. Als Beispielszenario findet eine Differenzierung zwischen dominanter
und nicht-dominanter Hand statt sowie die Realisierung von für einfache Multi-Touch-Geräte
nicht detektierbare ’Hover-States’. In diesem Zustand präsentiert das System dem Nut-
zer zusätzliche Informationen, während die Hand des Nutzers über einem Bestandteil der
Benutzeroberfläche und somit über dem Multi-Touch-Tisch gehalten wird.
Einen anderen Ansatz verfolgt das Konzept ’Continuous Interaction Space’ von [MJGJ11], in
dem der Raum über dem Multi-Touch-Gerät als erweiterter Interaktionsbereich verwendet
wird. Hierbei lassen sich Gesten erfassen, die auf der Oberfläche beginnen und im Raum
enden sowie umgekehrt. Zur Erfassung der Gesten trägt der Nutzer farbige Handschuhe,
deren Position im Raum fortwährend mit Hilfe von acht Kameras verfolgt und berechnet
wird. Der Fokus der Arbeit von Marquardt u. a. [MJGJ11] liegt auf der Interaktion im Raum
mit Bezug zu der unter ihr liegenden Multi-Touch-Fläche. Ein technologisch ähnlicher An-
satz findet sich in der Arbeit von Kammer u. a. [KHWF11]. Hierbei wird die von Nintendo
entwickelte ’Wiimote’ verwendet, um die Hände während der Interaktion zu erfassen. Zur
Nachverfolgung der Bewegung sind an den Händen Infrarotdioden angebracht, die bei der
Durchführung von Gesten an- oder ausgeschaltet werden können. Die in beiden Arbeiten
beschriebenen berührungsfreien Gesten und Interaktionen sowie die vorgestellten Feed-
Forward Techniken dienen maßgeblich als Anregung für die eigene Entwicklung neuartiger
Konzepte.
In der Arbeit von Dippon und Klinker [DK11] findet die Tiefenkamera ’Kinect’ [@Mi14c]
der Firma Microsoft zur Nachbildung einer Multi-Touch-Oberfläche Einsatz. Die Kinect wird
hierzu über der Interaktionsfläche angebracht, um die Bewegung von Händen und Objek-
ten zu erfassen. Ziel der Arbeit ist der Vergleich der Tiefenkamera mit einem kapazitiven
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Multi-Touch-Gerät hinsichtlich der Geschwindigkeit und der Genauigkeit beider Technologien.
Angelehnt an diesen Ansatz wird in der Arbeit von Harrison, Benko und Wilson [HBW11]
die Kinect auf der Schulter eines Nutzer positioniert. Von hier verfolgt diese die Interaktion,
die mit Hilfe eines separaten Videoprojektors auf beliebigen Oberflächen ausgeführt wer-
den kann. Eine solche Oberfläche kann beispielsweise die Hand oder der Arm des Nutzers
sein, ebenso wie jede beliebige Wand. Ein dazu ähnlicher technologischer Ansatz findet
sich in der Arbeit von Wilson und Benko [WB10], in der durch eine Vielzahl von Tiefenka-
meras und Videoprojektoren die Multi-Touch-Interaktion auf verschiedensten Oberflächen
zeitgleich ermöglicht wird. Zudem realisiert der Aufbau die Erkennung und Unterscheidung
einzelner Nutzer sowie Arbeitsbereiche, zwischen denen Daten durch Einsatz natürlicher
Interaktionen transferiert werden können. Gegenüber anderen Konzepten verzichtet dieses
auf eine Unterscheidung der Händigkeit sowie die verschieden Schritte der Interaktion (z.B.
Annäherung oder Distanzierung).
Die Entwicklung des ’Diamond Touch’ von [DL01] ist eine der grundlegenden Arbeiten auf
dem Gebiet der Nutzerunterscheidung im Zusammenhang mit dem Einsatz von Multi-Touch.
Der darin vorgestellte Multi-Touch-Tisch ermöglicht während der Eingabe die Unterschei-
dung einzelner Nutzer durch das Anlegen verschiedener, durch die Nutzer übertragener,
Niederspannungen. Im Vergleich mit dem hier vorgestellten Einsatz der Tiefenkamera kön-
nen jedoch keine Händigkeiten unterschieden werden, noch können Aktionen vor und nach
der direkten Berührung erkannt und bewertet werden.
Während sich die vorangegangenen Arbeiten vorwiegend auf die Erweiterung des Interakti-
onsraumes sowie der generellen Wahrnehmung von Nutzern fokussieren, fanden die dabei
gewonnenen Daten kaum Anwendung zur Anpassung der Benutzerschnittstelle. Eine zu
erwähnende Ausnahme ist die Arbeit von Yang u. a. [YGIF11], in welcher sich die Benutze-
roberfläche entsprechend der Intention des Nutzers anpasst . Hierzu werden in der Arbeit
zwei Techniken vorgestellt, wie einzelne Bereiche der Anwendung vorbereitend auf die Nut-
zereingabe ihre Abmessungen anpassen können. Ziel dabei ist, die Eingabe für den Nutzer
zu erleichtern, wodurch Fehler vermieden werden und die Gebrauchstauglichkeit verbessert
wird. Die Erfassung der Nutzeraktionen erfolgt mit einem ’Motion Capture’-System aus vier
Kameras sowie einem speziellen Handschuh.
Im Vergleich zu den präsentierten Ansätzen zeichnet sich die in dieser Arbeit vorgestellte
Kombination aus frei im Handel erhältlicher Tiefenkamera und einem Multi-Touch-Gerät
durch ihren einfachen und kostengünstigen Aufbau aus. Die im Hinblick auf die Genauigkeit
der Eingaben geringfügigen Defizite gegenüber der visuellen Erkennung von speziell ge-
kennzeichneten Objekten (z.B. farbige Handschuhe) gleich sich jedoch durch die Möglichkeit
der Personenerkennung sowie der damit verbundenen Vielzahl an Anwendungsszenarios
leicht wieder aus.
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präsentative Hände zur Dar-
stellung der berücksichtigten
Händigkeit während der Inter-
aktion.
6.2 ANWENDUNGSSZENARIEN UND REALISIERUNG
Im folgenden Abschnitt werden verschiedene Anwendungsszenarien vorgestellt, die durch
die Kombination von Multi-Touch-Gerät und Tiefenkamera ermöglicht werden. Hierbei liegt
der Fokus auf Konzepten der (räumlichen) Wahrnehmung der Interaktionsumgebung sowie
der Vorabvisualisierung (Feed-Forward) von Handlungsoptionen. Als beispielhafter Anwen-
dungsfall dient die Navigation auf einer interaktiven Karte, welche der Nutzer mittels Gesten
vergrößern und verschieben kann. Weiterhin lassen sich Orte und Routen durch ein Zeichen-
werkzeug hervorheben. Die konzeptionelle Anwendung stellt hierfür drei Werkzeuge bereit.
Einen Stift, der detaillierte Annotationen ermöglicht, einen Pinsel, der Bereiche großflächig
markiert, sowie einen Radiergummi zum Entfernen bereits erstellter Markierungen. Zu-
dem existiert eine Farbauswahl, die in Form eines Seitenmenüs in die Benutzeroberfläche
integriert ist (siehe Abbildung 6.5).
Im Folgenden werden jeweils vier Konzepte der räumlichen Wahrnehmung sowie der Vor-
abvisualisierung vorgestellt sowie Techniken zur Vermeidung gebräuchlicher Fehler bei der
Verwendung von Multi-Touch-Geräten diskutiert. Abschließend wird der technische Aufbau
des Ansatzes hinsichtlich der verwendeten Hard- und Software näher betrachtet.
6.2.1 KONZEPTE DER AKTIVEN WAHRNEHMUNG
Durch den Einsatz einer Tiefenkamera zur Beobachtung des Raumes um das Multi-Touch-
Gerät herum, kann dieses bereits vor dem Beginn der Eingabe auf die Anwesenheit bzw.
die Abwesenheit von Nutzern reagieren. Die folgenden vier Konzepte finden damit Einsatz
zu Beginn und am Ende des in Abbildung 6.4 beschriebenen Ablaufs und beziehen sich
maßgeblich auf mögliche interaktive Installationen im öffentlichen Raum (z.B. Museen).
Anwesenheit des Nutzers — Im ersten Konzept wird die Wahrnehmung des Gerätes auf
das Erscheinen eines Nutzers innerhalb des beobachteten Bereiches fokussiert. Dies ist vor
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allem dann relevant, wenn sich die Anwendung in einem Ruhezustand befindet oder dem
Nutzer die Interaktivität der Installation nicht bekannt ist. Im vorgestellten Anwendungssze-
nario führt die Anwesenheit eines Nutzers zur Aktivierung der Anwendung. Dies vollzieht
sich in einer schrittweisen Einblendung der Benutzeroberfläche, abhängig von der Distanz
des Nutzers zum Gerät. Die dazu notwendigen Informationen über die Person sowie deren
Position im Raum werden mit Hilfe der Tiefenkamera ermittelt. Ist die Annäherung des
Nutzers an das Gerät abgeschlossen, so kann dieser die Interaktion mit der Anwendung be-
ginnen. Aufgrund der Verfolgbarkeit des Nutzers innerhalb des Interaktionsraumes bleibt die
Anwendung aktiv, bis der Nutzer sich aus dem Sichtbereich der Kamera entfernt. Zugleich
können für diese Dauer der Arbeit mit der Anwendung die personalisierten Einstellungen
des Nutzers aktiviert werden. Diese wären für das beschriebene Anwendungsszenario bei-
spielsweise der zuletzt besuchte Ort auf der Karte, die aktuelle Vergrößerungsstufe sowie
die Angabe der dominanten Hand.
Nutzerorientierte Komponenten — Im zweiten Konzept wird die Position des Nutzers
gegenüber dem Multi-Touch-Gerät verwendet, um die Benutzeroberfläche sowie die dar-
in enthaltenen Komponenten und Inhalte am Nutzer auszurichten. Hierdurch erfolgt eine
automatische Anpassung und Anordnung der einzelnen Bestandteile der Benutzerober-
fläche. Dies ist vor allem dann relevant, wenn ein Multi-Touch-Tisch eingesetzt wird, der
keine bevorzugte Orientierung vorgibt. Innerhalb des Beispielszenarios findet dieses Kon-
zept Beachtung, wenn sich die interaktive Karte automatisch an der Position des Nutzers
ausrichtet.
Nutzerangepasster Arbeitsbereich — Wird eine größere Arbeitsfläche zur Bearbeitung
digitaler Inhalte angeboten, so variiert die Anzahl potentieller Nutzer über den Prozess der
Interaktion hinweg. Üblicherweise wird für diesen Fall eine festgelegte Zahl von digita-
len ’Arbeitsplätzen’ mit vorbestimmten Abmessungen angelegt. Mit Hilfe der räumlichen
Wahrnehmung kann dieses Vorgehen flexibel gestaltet werden, indem sich die Benutzer-
oberfläche der Anzahl aktiv am Multi-Touch-Tisch befindenden Nutzer anpasst und deren
Position um das Multi-Touch-Gerät herum berücksichtigt. Ein weiterer Aspekt ist die Ver-
waltung der durch die Nutzer generierten Inhalte. Verlässt ein Nutzer seinen Arbeitsbereich,
so können die Daten gesichert und die Arbeitsfläche vor unberechtigtem Zugriff geschützt
werden. Dieses Konzept bietet sich vor allem im öffentlich Raum an, wo eine Adaption an
sich schnell verändernde Nutzerzahlen durch den Ort der Interaktion notwendig wird. Die
automatische Anpassung der Arbeitsbereiche sowie das Zurücksetzen nach dem Verlassen
des Gerätes sind hierbei hilfreiche Formen, die dem Nutzer die anfängliche Unsicherheit
gegenüber dem interaktiven Gerät nehmen können (siehe [Hor08]).
Handunterscheidung — Der Einsatz der Tiefenkamera Kinect ermöglicht die Erfassung und
Verfolgung der Hände des Nutzers sowie deren Unterscheidung. Entsprechend den in Ab-
schnitt 4.1.1 erläuterten Vorteilen der beidhändigen Interaktion sowie einer Unterscheidung
nach dominanter und nicht-dominanter Hand, findet im Beispielszenario eine Rollenvertei-
lung für beide Hände statt. Im Detail bedeutet dies, dass beide Hände unterschiedliche
Aufgaben erledigen und einander in einer ganzheitlich gestalteten Interaktion unterstützen.
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Das Anwendungsszenario erlaubt hierzu die Aufgabenunterscheidung in Navigation und in
Manipulation. Erstere dienen der Bedienung der interaktiven Karte. Da hierbei aufgrund der
geringeren Genauigkeit auch nur eine geringe Aufmerksamkeit notwendig ist, kann dies
durch die nicht-dominante Hand erfolgen (vgl. Abschnitt 4.1.1). Demgegenüber steht die
Annotation und die Hervorhebung auf der Karte, welche aufgrund der präziseren Eingabe
und somit auch notwendigen Aufmerksamkeit mittels der dominanten Hand durchgeführt
wird.
6.2.2 KONZEPTE DER VORABVISUALISIERUNG
Die im Folgenden vorgestellten Konzepte der Vorabvisualisierung ordnen sich in die Pre-
Input Phase ein, welche ein Bestandteil des Interaktionskreislaufes ist (siehe Abbildung
6.3 auf Seite 155). Diese Phase ermöglicht dem Nutzer, einen Eindruck seiner geplanten
Interaktion zu erhalten, wie es beispielsweise bei der als ’Tooltip’ beschriebenen Vorschau
für grafische Benutzeroberflächen möglich ist.
Hand- und Armschatten — Eine repräsentative Darstellung der Hände und Arme innerhalb
der Anwendung findet sich bereits in der Arbeit von Marquardt u. a. [MJGJ11]. Während
dort jedoch die Abbildung der Hände abstrakt stattfindet, ist es Ziel des hier vorgestellten
Konzeptes, einen realistischeren Eindruck zu vermitteln. Hierzu verändert sich beispiels-
weise der Schatten in seiner Intensität abhängig von der Entfernung zur Oberfläche. Die
Nachbildung solches realistischen Verhaltens ist eine Grundanforderung an moderne und
natürliche Benutzeroberflächen, die bereits in der Arbeit von Jacob u. a. [JGH+08] erläutert
wird.
Kontextbasierter Hinweis — Die Erfassung und Unterscheidung sowie die grafische Re-
präsentation der Hände von Nutzern wurden bereits als Konzepte vorgestellt. Der kontext-
basierte Hinweis ist ein darauf aufbauender Ansatz, welcher die aktuelle Aufgabe der beiden
Hände in dem darunter liegenden Schatten darstellt. In Abbildung 6.5 findet sich sowohl
eine beispielhafte Darstellung dieser Form von Hinweisen sowie der vorab erläuterten Hand-
und Armschatten. Zur Anzeige wird die Funktion der Hände zum einen als Text unter dem
Handschatten eingeblendet. Zum anderen werden Hinweise, wie die zur Navigation verfüg-
baren Gesten, in Form spezieller Gesten-Icons angezeigt. Zusätzlich erlaubt die Einfärbung
der Schrift und des Handschattens die Darstellung der aktuellen Farbauswahl.
Distanzabhängiges Menü — Das Konzept beschreibt den Aufruf bzw. die Ausblendung
einzelner Komponenten in der Benutzeroberfläche abhängig von der Distanz des Nutzers
zur interaktiven Oberfläche. Im vorgestellten Anwendungsbeispiel der interaktiven und an-
notierbaren Karte erfolgt die Farbauswahl mit Hilfe dieses Ansatzes. Hierbei wird angelehnt
an die Arbeit von Yang u. a. [YGIF11] das Farbmenü auf der rechten Seite bei Annäherung
vergrößert. Dadurch lassen sich Farben einfach, schnell und sicher auswählen, ohne die Be-
nutzeroberfläche durch eine fortwährende größere Darstellung des Menüs zu überfrachten.
Weiterhin ermöglicht die Unterscheidung beider Hände des Nutzers den Aufruf des Menüs
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nur mit der hierfür bestimmten Hand. Im Anwendungsbeispiel kann das Farbmenü somit
nur durch die Annäherung mit der rechten Hand geöffnet werden.
Nutzerbeschränkung — Das letzte Konzept befasst sich mit der Restriktion von Nutzern
während der gemeinsamen Arbeit an einem Multi-Touch-Gerät. Im Beispielszenario könnte
dies in Form eines eingeschränkten Navigationsbereiches oder der Ausblendung der Anno-
tationswerkzeuge erfolgen. Ist ein Nutzer in seiner Interaktion eingeschränkt, so lässt sich
dies direkt in seinem persönlichen Arbeitsbereich bzw. seinem zugehörigen Handschatten
anzeigen.
6.2.3 ANSÄTZE ZUR FEHLERVERMEIDUNG
Die Verwendung von Multi-Touch-Geräten führt aufgrund der technologischen Gegebenhei-
ten zu eigenen Herausforderungen, wie die Vorabvisualisierung von Interaktionen. Die im
Folgenden erläuterten Probleme bei der Verwendung von Multi-Touch-Geräten lassen sich
auf ähnliche Weise durch die Kombination des Gerätes mit einer Tiefenkamera beheben.
Das in der Arbeit von Wigdor u. a. [WWC+09] beschriebene Problem des ’Fat-Fingers’
ist eines der bekanntesten, das häufig auf die zu kleine Gestaltung interaktiver Elemente
zurückzuführen ist. Hierbei werden Abmessungen interaktiver Bereiche von Benutzerober-
flächen für den Einsatz mit der Maus konzipiert und nicht für die größere Kontaktfläche
eines Fingers. Aufgrund dieses Sachverhaltes kann es zu falscher, doppelter oder gar keiner
Auswahl kommen, wodurch sich die Arbeitsgeschwindigkeit verringert und die Frustration
seitens des Nutzers steigt. Neben den in der Arbeit von [YGIF11] erläuterten Techniken
zur Skalierung interaktiver Bereiche, eignen sich die hier vorgestellten Konzepte der di-
stanzabhängigen Menüs und des am Nutzer angepassten Arbeitsbereichs hinsichtlich der
verbesserten Bedienbarkeit von Benutzeroberflächen mit Fingern. Letztlich lässt sich die-
se Problematik aber auch mit den in dieser Arbeit vorgestellten Werkzeugen T I Q U I D und
L I Q U I D während des Entwicklungsprozess begegnen, indem die erstellten Prototypen auf
die Bedienbarkeit mit Fingern hin überprüft werden.
Eine weitere Herausforderung gestischer Eingabe stellt die Verdeckung von Inhalten dar.
Dies tritt auf, da sich die interagierende Hand stets vor einem Teilbereich des Bildschirms
befindet, wodurch es zu verzögerten oder wiederholten Eingaben kommt. Die in der Arbeit
von Brandl u. a. [BLS+09] vorgestellte Lösung beinhaltet ein spezielles Multi-Touch-Menü,
das den verdeckten Bereich gezielt ausspart. Eine wesentlich flexiblere Lösung zur Vermei-
dung von Verdeckungen für alle Bestandteile der Benutzeroberfläche bietet die dynamische
Anordnung der visuellen Bestandteile anhand des in die Anwendung projizierten Handschat-
tens. Eine beispielhafte Darstellung der möglichen Repositionierung von Elementen findet
sich in der Abbildung 6.6.
Ein weitere Problematik ist die Detektion scheinbarer Eingaben, die entweder durch den
Nutzer oder das System verursacht werden. Bei ersteren spricht man von unbewussten
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Abbildung 6.6
Vermeidung der Verdeckung
durch die dynamische Anord-
nung der Inhalte außerhalb
des kritischen Bereiches.
Eingaben, die auftreten, weil der Nutzer unabsichtlich mit der beührungsempfindlichen Ober-
fläche in Kontakt gekommen ist. Bei zweiteren wird zwischen sogenannten ’false-positives’
und ’false-negatives’ unterschieden. Ein typischer Vertreter ’positiver Fehler’ sind schein-
bare Berührungen, die sich auf Lichtreflexionen1 und verunreinigte Hardware zurückführen
lassen. Von ’negativen Fehlern’ spricht man, wenn eigentliche Berührungen durch das Sys-
tem nicht erkannt oder verspätet detektiert werden [KH10]. Ein Lösungsansatz zur Erken-
nung unbewusster Berührungen sowie zur Vermeidung positiver Fehler ist der zeitliche und
räumliche Vergleich der getätigten Nutzereingaben mit den Daten der Tiefenkamera. Hierbei
auftretende Differenzen können erkannt und an das System weitergeleitet werden.
Zusammenfassend zeigt sich, dass die sensorische Erweiterung der Multi-Touch-Oberfläche
hin zur räumlichen Wahrnehmung neue Möglichkeiten bereitstellt, gängige Fehlerquellen zu
beheben sowie die Interaktion mit Anwendungen um zahlreiche neue Ansätze bereichert.
6.2.4 TECHNISCHE REALISIERUNG
Wie bereits zu Beginn erwähnt, kombiniert der hier vorgestellte Ansatz die Tiefenkamera
Kinect der Firma Microsoft sowie einen 22“ Multi-Touch-Monitor der Firma 3M [@3M14]. Für
die räumliche Wahrnehmung verfügt die Kamera über eine maximale Erkennungsdistanz
von 6 m, wobei im Grenzbereich die Fehlerrate deutlich ansteigt. Die Auswertung der
Bilddaten sowie die automatische Berechnung der Körperpositionsdaten erfolgt mittels des
frei verfügbaren ’OpenNI Frameworks’ [@St14].
Der in Abbildung 6.7 dargestellte Aufbau zeigt den Nutzer bei der Interaktion am Multi-Touch-
Gerät. Um Eingaben darin in Verbindung mit den Körperdaten des Nutzers zu stellen, ist
eine vorherige Kalibrierung notwendig. Hierzu werden drei der vier Ecken des Bildschirms
mit einer Hand ausgewählt und als Referenzpunkte im System hinterlegt. Mittels dieser
Daten lässt sich die interaktive Fläche im Bild der Tiefenkamera verorten. Zur einheitlichen
Beschreibung wird eine größen- und auflösungsunabhängige Einteilung gewählt, in welcher
der linke untere Punkt des Bildschirms die Koordinaten [0,0,0] besitzt und der rechte obere
die Koordinaten [1,1,0] (siehe [FTW12]). Die vom Nutzer erfassten Positionsdaten werden
in dieses Raster umgewandelt und mit Hilfe des für interaktive Anwendungen oftmals
verwendeten TUIO-Protokolls [@TU14] an die Beispielanwendung gesendet. Dabei gilt,
1 Diese Problematik ist ausschließlich für die optischen Erkennung und Auswertung von Multi-Touch-
Interaktionen relevant.
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Abbildung 6.7
Aufbau der Versuchskonstel-
lation aus Kinect und Multi-
Touch-Bildschirm [FTW12].
dass sowohl die X- und Y-Position einen Wert zwischen 0 und 1 besitzen muss, um innerhalb
der aktiven Fläche zu sein, während ein Z-Wert größer 0 die Interaktion über der Fläche
beschreibt.
6.3 EVALUATION UND SCHLUSSFOLGERUNG
Die Bedeutung neuartiger Konzepte und Techniken ist ohne eine praktische Überprüfung
oftmals nicht abzuschätzen noch zu bewerten. Aus diesem Grund erfolgt an dieser Stelle
die Evaluation von drei der acht vorgestellten Konzepte. Die Vorbetrachtung, Durchführung
und Auswertung der hier vorgestellten Evaluation ist dabei Teil der Veröffentlichung von
Freitag u. a. [FTW12], die an dieser Stelle noch einmal eingehend betrachtet wird.
6.3.1 VORBETRACHTUNG
Die Zielstellung des Anwendungstestes ist die Überprüfung einiger der erarbeiteten Kon-
zepte hinsichtlich deren Gebrauchstauglichkeit sowie des generellen Erlebnisses während
deren Verwendung. Bestandteil der Evaluation waren drei der acht in Abschnitt 6.2 vor-
gestellten Konzepte. Diese sind: Handunterscheidung, Hand- und Armschatten sowie di-
stanzabhängiges Menü. Die Auswahl erfolgte anhand der verfügbaren Technik sowie des
Einsatzszenarios, das für Einzelnutzer erstellt und in einer nicht-öffentlichen (Labor-) Umge-
bung durch eingewiesene Nutzer evaluiert wurde. Hierdurch entfielen die Konzepte, welche
sich speziell für die Verwendung durch mehrere Nutzer auszeichnen und damit spezielle
Abmessungen der Hardware erfordern.
Die in der Evaluation verwendete Beispielanwendung wurde bereits zu Beginn des Kapitels
eingeführt und ist noch einmal in der Abbildung 6.8 dargestellt. Im oberen Teil des Bildes ist
die konzeptionell erweiterte Benutzeroberfläche zu sehen, in der beiden Händen separate
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Abbildung 6.8
Beispielanwendungen
während der Evaluation für
Rechtshänder; Oben: mit
distanzabhängigen Seitenme-
nü zur Farbauswahl; Unten:





Aufgaben zugeteilt sind. Weiterhin ist am rechten Rand das distanzabhängige Menü darge-
stellt, dass sich auf Annäherung der dominanten Hand hin öffnet. Als zusätzliches Merkmal
findet sich unter der rechten Hand der eingefärbte Schatten, der die aktive Markierungsfarbe
kennzeichnet. Im unteren Teil ist die Referenzanwendung sichtbar, die ohne die Konzepte
der räumlichen Wahrnehmung bedient wird. Sie wurde als Vergleichsgrundlage zur Einzel-
bewertung der drei Konzepte eingesetzt, indem sie ein übliches Interaktionskonzept mittels
separater Modi darstellt. Für den Wechsel der Modi zur Annotation auf der Karte und der
Navigation in ihr wurden zwei separate Schaltflächen am oberen Rand hinzugefügt. Zudem
ist das Farbmenü fortwährend eingeblendet. Zur Anordnung der Menüs wurde im Vorfeld
der Evaluation die Händigkeit des Nutzers erfragt und die Anwendung entsprechend der
Angaben angepasst.
Die Bewertung der subjektiven Nutzereindrücke erfolgte mit Hilfe des in [HST08] vorge-
stellten Bewertungskonzeptes bezüglich pragmatischer und hedonischer Qualität. Die prag-
matische Qualität bezieht sich hierbei auf die Gebrauchstauglichkeit und Brauchbarkeit der
Konzepte sowie deren effiziente Verwendung zur Erreichung eines definierten Ziels. Dem
gegenüber steht die hedonische Qualität, welche das persönliche Empfinden während der
Interaktion repräsentiert. Hierzu zählen Attribute wie Neuheit, Einzigartigkeit sowie der Grad
der Stimulation bei der Verwendung der Konzepte. Eine hohe hedonische Qualität spricht
den Nutzer somit an und erzeugt enthusiastisches Empfinden gegenüber einem Produkt,
dass andernfalls als langweilig und zweckmäßig wahrgenommen wird. Die mögliche Ver-
besserung sowohl der pragmatischen als auch der hedonischen Qualität ist ein zu prüfender
Aspekt der Evaluation.
Im zur Evaluation der Konzepte verwendeten Fragebogen erfolgt die Erfassung der Nutzer-
daten, die Bewertung der drei Konzepte sowie einer abschließenden Gesamtbewertung
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Abbildung 6.9
Übersicht der Ergebnisse zu
den drei Konzepten: Handun-
terscheidung (HU), Distanzab-
hängiges Menü (DM) und
Handschatten (HS) – Darge-
stellt in Form von Mittel-
werten und Standardabwei-
chung.
beider Vergleichsimplementierungen mit Begründung (siehe Anlage A.8). Die Bewertung
der Ansätze erfolgte in Anlehnung an den von Hassenzahl u. a. [HST08] erarbeiten Test
zur Bewertung der Nutzererlebnisse. In diesem umfassenden Fragebogen aus 28 gegen-
sätzlichen Wortpaaren wird neben der pragmatischen und hedonischen Qualität auch die
Attraktivität evaluiert. Auszugsweise wurden aus diesem fünf geeignete Wortpaare ent-
nommen und für die Evaluierung der drei Konzepte verwendet. Hierbei beziehen sich die
Fragen nach Neuartigkeit (konservativ - innovativ), Anreiz (abweisend - ansprechend) und
Bedeutung (unbedeutend - relevant) auf die hedonische Qualität, während Verwendbarkeit
(schwer - leicht zu verwenden) und Verständlichkeit (gewöhnungsbedürftig - verständlich)
die pragmatische Qualität beschreiben sollen.
Der Nutzertest umfasste elf Personen, wovon acht männlich und neun Rechtshänder waren.
Nach der Einführung in die Funktionsweise der beiden Szenarien sowie einer kurzen Phase
der selbständigen Erkundung erfolgte der Nutzertest. Dieser setzte sich aus vier Aufgaben
pro Szenario zusammen, welche jeweils aus einem Navigationsteil und einem Annotierungs-
teil bestanden. Dem Nutzer wurden hierzu Orte genannt, die sich im Umfeld der aktuellen
Kartendarstellung befanden. Um die Aufgabe abzuschließen, mussten diese mit Hilfe der
Navigationsgesten gesucht und durch das Zeichenwerkzeug in einer vorgegebenen Farbe
markiert werden.
6.3.2 ERGEBNISSE
Die Zusammenfassung der Ergebnisse zur Gegenüberstellung der drei evaluierten Kon-
zepte finden sich in Abbildung 6.9. Die horizontal dargestellte Bevorzugung beschreibt die
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grundsätzliche Einschätzung der Kombination aus Tiefenkamera und Multi-Touch gegenüber
der herkömmlichen Multi-Touch-Anwendung ohne räumliche Wahrnehmung. Hierbei wird
ersichtlich, dass die Nutzer die Konzepte kritisch bewerteten und die gewohnte und er-
wartungskonforme Interaktionsgestaltung für Multi-Touch-Anwendungen bevorzugen. Die
Nutzer merkten im Fragebogen an, dass sie die Eingabe mit zwei handspezifischen Funk-
tionen als gewöhnungsbedürftiger und fehleranfälliger empfanden. Weiterhin vermissten
sie die zweihändige Skalierung der Karte, die durch die Rollenverteilung nicht möglich war.
Neutralere Meinungen standen den neuen Interaktionstechniken offener gegenüber, be-
vorzugten aber aufgrund des hohen Navigationsaufwandes in der zum Test verwendeten
Aufgabe eine Umverteilung der Rollen zugunsten der Kartensteuerung mittels der dominan-
ten Hand. Positive Anmerkungen befürworteten die Trennung der beiden Modi mittels der
Handunterscheidung, da sich hierdurch die Anwendung schneller verwenden ließ.
In den unteren fünf Spalten der Abbildung 6.9 wird die Bewertung der drei Konzepte (HU –
Handunterscheidung, DM – Distanzabhängiges Menü, HS – Handschatten) mit Hilfe gegen-
sätzlicher Wortpaare dargestellt. Fast durchweg werden diese als ’innovativ’, ’ansprechend’,
’relevant’, ’leicht zu verwenden’ sowie ’verständlich’ beschrieben. Dabei beziehen sich die
ersten drei Begriffe auf die hedonische Qualität der Anwendung, also wie sich der Nutzer
während der Verwendung der Konzepte fühlte. Die letzten beiden Spalten beschreiben die
pragmatische Qualität, die sich auf die generelle Brauchbarkeit der Konzepte hinsichtlich der
in der Evaluierung vorgestellten Aufgabe beziehen. Aufgrund der ähnlichen Bewertungen al-
ler drei Konzepte für die hedonische Qualität ist eine Differenzierung zwischen diesen kaum
möglich. Anders verhält sich dies bei der der Pragmatischen, in der das distanzabhängige
Menü deutlich bessere Beurteilungen als die beiden anderen Konzepte erhielt. Ein weitere
Auffälligkeit sind die großen Standardabweichungen der Bewertungen, die das weite Spek-
trum der Antworten verdeutlichen. Besonders unterschiedlich aufgefasst wurde hierbei die
Handunterscheidung und der Handschatten hinsichtlich der pragmatischen Qualität sowie
das distanzabhängige Menü bezüglich des innovativen Charakters.
6.3.3 NACHBETRACHTUNG
Die Darstellung der Ergebnisse zeigen das Spektrum der Nutzermeinungen und -eindrücke,
die während der Evaluationen erfasst wurden. Während einige Nutzer den entwickelten Kon-
zepten skeptisch gegenüber standen begrüßten andere die damit verbunden Möglichkeiten
der natürlichen Beidhändigkeit zur Bearbeitung einer digitalen Aufgabe.
Die erhaltenen Ergebnisse motivieren somit, das Anwendungsszenario und die vorgestell-
ten Konzepte hinsichtlich des allgemeinen Nutzens sowie des nötigen Aufwandes deren
Erlernung zu überprüfen und Anpassungen vorzunehmen. Die erwartete Natürlichkeit der
Interaktion, wie sie angestrebt war, konnte mit der durchgeführten Evaluation nicht nachge-
wiesen werden. Dies lässt sich neben der strikten Rollenverteilung auch auf den hardware-
und softwaretechnischen Aufbau zurückzuführen. Die mittels der Kinect erfassten Tiefenin-
formationen sind aufwendig auszuwerten und müssen folgend über das TUIO-Protokoll an
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die Zielanwendung geschickt werden. Erst dann können die Daten zur Visualisierung von
Effekten und Verhalten verwendet werden. Der dabei auftretende zeitliche Versatz führt
je nach Darstellungsaufwand zu einer merklichen Verzögerung (> 500 ms) bei der Aktua-
lisierung der Benutzeroberfläche. Beispielsweise folgen somit die digitalen Handschatten
den Handbewegungen verzögert, wodurch der zu erzielende Eindruck eines realistischen
Verhaltens ausbleibt.
Ein Ansatz zur Behebung dieser Problematik ist die Verbesserung der Anbindung von auf-
genommenen Tiefeninformationen, deren Verarbeitung sowie deren Berücksichtigung in
der interaktiven Anwendung. Ein weiterer Ansatz ist die umfassendere Evaluation der An-
wendung und der Konzepte sowie die zielgerichtete Entwicklung geeigneter Szenarien und
Konzepte mit einer gleichberechtigten Rollenverteilung beider Hände.
6.4 ZUSAMMENFASSUNG
Nach der Vorstellung eines einheitlichen Vorgehensmodells zur Entwicklung von Multi-Touch-
Anwendungen (Kapitel 3) sowie zwei Werkzeugkonzepten zu deren Entwicklung (Kapitel 4)
folgte in diesem Kapitel der dritte Aspekt der vorliegenden Arbeit – die Interaktion auf und
mit einem Multi-Touch-Gerät. Inhaltlich befasst sich das Kapitel mit der Vorstellung eines
neuartigen technischen Ansatzes zur räumlichen Wahrnehmung und zur Vorabvisualisierung
von Eingaben mit Hilfe eines Multi-Touch-Gerätes sowie der Tiefenkamera Kinect [@Mi14c].
Hierfür wird eine neu entwickelte Terminologie vorgestellt, welche auf die Besonderheiten
des Ansatzes eingeht. Die Terminologie baut hierzu auf die bereits entwickelten Ansätze
von separaten Zuständen (nach Buxton [Bux90]) und einer räumlichen Trennung auf (siehe
[Saf08; BR03]) und führt zusätzlich einen zeitlichen Aspekt ein. Hierdurch wird der Ablauf
der Interaktion als ganzheitlicher Prozess verstanden und entsprechend visualisiert (siehe
Abbildung 6.2 auf Seite 6.2). Das Augenmerk der Terminologie liegt auf der Nutzerannähe-
rung und –distanzierung innerhalb des durch die Tiefenkamera erfassten Bereiches sowie
der Interaktion des Nutzers am Multi-Touch-Gerät. In der Terminologie wird die Interak-
tion als Kreislauf beschrieben, der aus den drei Phasen Pre-Input, Input und Post-Input
besteht. Diese drei verfügen wiederum über eigene Formen visualisierter Hilfestellungen,
welche als Feed-Forward sowie als online und offline Feedback bezeichnet werden. Im
Gegensatz zu den letzten beiden Formen ist die Vorabvisualisierung (Feed-Forward) für
Multi-Touch-Geräte immer noch ein Novum, dass sich erst durch die im Kapitel vorgestellte
technologische Entwicklung kostengünstig und einfach realisieren lässt.
Zur anschaulichen Beschreibung der damit verbundenen Möglichkeiten wurden acht Kon-
zepte innovativer Interaktionen vorgestellt, die speziell auf der räumlichen Wahrnehmung
aufbauen sowie während der Pre-Input-Phase die Handlungsoptionen des Nutzers vorab
visualisieren. Im Vergleich mit bisherigen wissenschaftlichen Arbeiten zeigt sich das Po-
tential des Ansatzes in dessen einfachen und kostengünstigen Aufbau sowie der Vielzahl
unterschiedlicher Einsatzszenarien. Vor allem der Einsatz im öffentlichen Raum mit einer
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Vielzahl wechselnder Nutzer hebt das generelle Konzept gegenüber alternativen Arbeiten
heraus und birgt großes Potential für eine weitere Entwicklung und Erforschung.
Im abschließenden Nutzertest zeigte sich jedoch, dass die angenommene Natürlichkeit mit
den entwickelten Konzepten nicht per se erreicht werden kann. Die als gewöhnungsbedürf-
tig beschriebene Unterscheidung von dominanter und nicht-dominanter Hand innerhalb der
Beispielanwendung stellte die Nutzer vor Herausforderungen. Obwohl die Rollenverteilung
der Hände fortwährend Bestandteil im Alltag ist, fand bisher keine Berücksichtigung die-
ser Rollen bei der Verwendung von Multi-Touch-Geräten statt. Dieser Sachverhalt spiegelt
sich bei den Beobachtungen der Nutzer wieder, welche den Umgang mit den evaluierten
Konzepten erst erlernen mussten. Die aus der Befragung gezogenen Schlussfolgerungen
zeigen dennoch weiteres Potential in der Entwicklung des technischen Aufbaus sowie des
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Tell me and I forget; Teach me and I may remember; Involve me and I will learn.
Xunzi
Das Zitat beschreibt, wie der Akt des Handelns die Art des Erlernens verändert. Dieses
für viele Situationen passende Sprichwort lässt sich auch in den Kontext der Entwicklung
natürlicher Benutzerschnittstellen übertragen. Das Erlernen bezieht sich hierbei auf die Be-
rücksichtigung des natürlichen Verhaltens von Nutzern während der Interaktion mit der
Schnittstelle. Das Verständnis für den Nutzer und seine Bedürfnisse kann dabei weder aus
der Ferne erfolgen noch genügt es, sich das Wissen darüber anzueignen. Es bedarf letztlich
der ganzheitlichen Aufmerksamkeit desjenigen, der die natürliche Schnittstelle entwickelt,
um sich in die vor ihm liegende Aufgabe hineinzuversetzen und selbst Bestandteil der Ent-
wicklung zu werden. Erst in der fortwährenden Wandlung der Rolle des Entwicklers hin zum
die Benutzerschnittstelle verwendenden Nutzer werden die bei der Interaktion auftretenden
Verhandlungsmuster und Aktivitäten zur Bedienung der Benutzerschnittstelle verständlich.
Aus ihnen lassen sich Gründe für fehlerhafte Eingaben oder als unnatürlich wahrgenom-
mene Benutzerschnittstellen erschließen, die gezielt durch die Fähigkeiten des Entwicklers
behoben werden müssen. Ohne diesen Wechsel der Perspektive vom Beobachter hin zum
aktiven Teilnehmer fehlt dem Entwickler ein wesentlicher Teil des notwendigen Verständnis
für die ganzheitliche Gestaltung der natürlichen Benutzerschnittstelle.
Der Grundsatz Ähnliches wird mit Ähnlichem entwickelt ist Leitmotiv der vorliegenden
Arbeit, um das Verständnis und die Erweiterung der Entwicklerrolle zu erreichen. Hierbei
wird sich auf die Entwicklung von Multi-Touch-Anwendungen konzentriert, deren Erstellung
wiederum mit einem Multi-Touch-Gerät stattfindet. Die Arbeit fokussiert dabei besonders
auf die Phase des Prototypings, in der neue Ideen entworfen und später (weiter-) entwickelt
werden. Kernbegriffe der vorliegenden Arbeit sind die eine Anwendung beschreibenden
Ausdrücke des FL OW, LO O K und FE E L. Der Begriff FL OW beschreibt die innere Struktur
einer Anwendung sowie deren allgemeinen Aufbau, wohingegen sich das LO O K auf de-
ren äußeres Erscheinungsbild, also deren visuelle Darstellung, bezieht. Es bildet somit die
Schnittstelle zwischen der Fähigkeit des Menschen visuelle Eindrücke wahrzunehmen und
dem Computer, der die Bestandteile der Benutzeroberfläche grafisch darstellt. Die besonde-
re Bedeutung des Begriffes FE E L für natürliche Benutzerschnittstellen ist die Motivation der
vorliegenden Arbeit. Er beschreibt die Funktion und das Verhalten einer Anwendung, die
vor allem während der Interaktion mit dem Nutzer zur Geltung kommt. Der Begriff bildet in
der vorliegenden Arbeit die Schnittstelle zwischen der kinästhetisch-taktilen Fähigkeit des
Menschen zur Eingabe von Gesten einerseits, sowie dem Verhalten und den Funktionen,
welche in die Benutzeroberfläche eingebracht werden, andererseits.
Die Arbeit nähert sich dabei dem Thema schrittweise an, vom Abstrakten hin zum Konkreten.
Hierzu wird ein neu entwickeltes Vorgehensmodell vorgestellt, um auf die Besonderheiten
des FE E L S im Entwicklungsprozess natürlicher Benutzerschnittstellen eingehen zu können.
Ausgehend vom Modell werden zwei Einsatzbereiche abgeleitet, die mit zu konzipierenden
Multi-Touch-Werkzeugen besetzt werden. Diese ermöglichen es, den Entwickler in die Rolle
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des Nutzers zu versetzen, indem die beiden Aktivitäten Umsetzung und Evaluation am
selben Ort stattfinden. Den Abschluss der Arbeit bildet die konkrete Auseinandersetzung
mit der Multi-Touch-Interaktion, die für Entwickler und Nutzer die Schnittstelle zum FE E L
der Anwendung ist. Die bisher auf die eigentliche Eingabe beschränkte Interaktion mit dem
Multi-Touch-Gerät wird im letzten Abschnitt der Arbeit mit Hilfe eines neuartigen Ansatzes
um einen räumlichen Aspekt erweitert. Aus dieser Position heraus ergeben sich weitere
Sichtweisen, die einen neuen Aspekt zum Verständnis von nutzerorientierten Aktivitäten
beitragen.
7.1 ZUSAMMENFASSUNG DER ARBEIT
Im ersten Kapitel erfolgte die Schilderung der zugrundeliegenden Motivation für diese Ar-
beit. Hierzu wurde die besondere Rolle der Schnittstelle zwischen Mensch und Computer
näher beschrieben, die im Gegensatz zu anderen (z.B. Computer und Drucker) keine rein
technische Sichtweise erlaubt. Vielmehr ist sie ausgehend vom Menschen sowie seinen
Fähigkeiten und Beschränkungen zu denken und folglich zu gestalten. Ein Rückblick auf
die dabei durchlaufenen Entwicklungsstufen von Benutzerschnittstellen zeigt den erreich-
ten Fortschritt, von abstrakten Befehlen hin zu direkten Interaktionen ohne die Eingaben
übersetzender Geräte wie Maus und Tastatur. Allen gemeinsam und über die gesamte
Entwicklung geblieben ist hingegen die Notwendigkeit der Interpretation der Nutzerintenti-
on. Sie erfolgt von Entwicklern, die in den Anwendungen ein vordefiniertes Verhalten und
Verständnis implementieren. Hierzu finden Werkzeuge Verwendung, die im optimalen Fall
den Anforderungen der Aufgaben exakt entsprechen. Dass dies für die natürlichen Benut-
zerschnittstellen bisher nicht gilt, zeigen letztlich die in diesem Arbeitsgebiet auftretenden
Schwierigkeiten zur Umsetzung des FE E L S. Die Erweiterung bestehender Werkzeuge mit
grafischen Benutzeroberflächen zur ebenso erweiterten Darstellung des FE E L S können je-
doch nur Symptome einer tieferliegenden Ursache beheben. In der vorliegenden Arbeit wird
die Ursache dafür im notwendigen Wechsel zwischen unterschiedlichen Benutzerschnitt-
stellen und Eingabegeräten gesehen, auf die der Entwickler zur Umsetzung des FE E L S
angewiesen ist. Dies zu ändern ist die Zielstellung der Arbeit. Als Ansatzstruktur wurden
hierzu drei Aspekte vorgestellt, die als Vorgehensmodell, Werkzeug und Interaktion in den
folgenden Kapiteln eingehend untersucht wurden.
Das Kapitel 2 bereitete für die weitere Arbeit den notwendigen Wissenshintergrund vor.
Hierzu wurden die beiden Kernbegriffe LO O K und FE E L eingehend betrachtet und deren
Bedeutung für die weitere Arbeit geklärt. Des weiteren wurden in Hinblick auf die Ent-
wicklung und Vorstellung eines eigens entwickelten Vorgehensmodells verwandte Arbeiten
untersucht. Der Schwerpunkt lag auf der Entwicklung interaktiver Anwendungen, in denen
sich Vorgehensmodelle zeitnah auf sich verändernde Anforderungen einstellen müssen.
Dies ist immer dann notwendig, wenn Nutzer involviert sind, deren Anforderungen an die
zu entwickelnde Anwendung im Vorfeld nicht vollständig bestimmbar sind. Im weiteren
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Verlauf des Kapitels wurde auf das Prototyping als zentraler Bestandteil der Anwendungs-
entwicklung eingegangen. An ihm ließen sich die darin auftretenden Bestandteile aufzeigen,
die schematisch in Abbildung 7.1 dargestellt sind. Anhand der im Prototyping auftretenden
Trennung nach Entwurf und Entwicklung, wurden in diesem Kapitel unterschiedliche Typen
von Werkzeugen vorgestellt. Konzeptionell dienten sie als Inspiration, aus denen sich Ar-
beitsweisen und Umsetzungstechniken für die eigene Arbeit ableiten ließen. Das Kapitel
schloß mit einem Resümee bezüglich der Schwierigkeiten, das FE E L in der Entwicklung
natürlicher Benutzerschnittstellen entsprechend den Anforderungen umsetzen zu können.
Grund dafür ist, dass sich die vorgestellten Modelle und Werkzeuge an den Anforderungen








Entsprechend der eingangs geschilderten Struktur erfolgte in Kapitel 3 die Vorstellung eines
eigens erarbeiteten Vorgehensmodells. Dieses auf interaktive Anwendungen ausgerichtete
Modell setzt sich aus Phasen der Iteration und Stufen der Entwicklung zusammen. Nach der
separaten Betrachtung beider Aspekte folgte deren Kombination zu einem Gesamtmodell.
Hierzu wurde der beschriebene Iterationskreislauf als wiederkehrendes Element der Ent-
wicklungsstufen verwendet. In Abhängigkeit der gerade aktiven Stufe lassen sich die darin
enthaltenen Phasen sowie die Iterationsdauer anpassen. Die Entwicklungsstufen selbst
fungieren als abstraktes Rahmenwerk, das eigene Zielstellungen (wie Entwurf und Entwick-
lung) hat. Erst durch die beiden Aspekte Phasen und Stufen können Herausforderungen
bzw. bekannten Problemen der Iteration (z.B. Hill-Climbing Problem) bewusst begegnet
werden.
Im zweiten Teil des Kapitels galt es, die aus dem entwickelten Vorgehensmodell abgeleite-
ten Anforderungen zur Entwicklung einer Multi-Touch-Anwendung an derzeit verfügbaren
Werkzeugen zu überprüfen. Anhand verschiedener Kriterien der Kategorien Prozess und
Produkt erfolgte deren Bewertung, woraus sich schließlich die Identifizierung von Werkzeu-
gen mit Entwurfs- und Entwicklungscharakter ergab. Allerdings zeigte sich zwischen beiden
Gruppen eine Lücke, in der kein Werkzeug die Vorteile einer einfachen Verwendung und
einer guten Umsetzbarkeit des FE E L S vereinte. Eben dieser Bereich war Ziel der aus dem
Modell abgeleiteten Anforderungen und diente somit für die folgende Arbeit als Ansporn
bei der Entwicklung eigener Werkzeuge. Deren Einsatzbereich wurde entsprechend dem
vorgestellten Modell in der Phase des Entwurfs und der Entwicklung natürlicher Benutzer-
schnittstellen festgemacht.
Die konzeptionelle Entwicklung von Werkzeugen zur Erstellung Multi-Touch basierter An-
wendungen mit natürlichen Benutzerschnittstellen folgte in Kapitel 4. Hierbei soll das Werk-
zeug T I Q U I D in der Entwurfsphase und L I Q U I D in der späteren Entwicklungsphase verwen-
det werden. Ziel von T I Q U I D ist die schnelle Erstellung einer Vielzahl von Entwürfen, wobei
das damit erstellte LO O K und FE E L nur Nachbildungen später umzusetzender Anforderun-
gen sind. Die Technik der Animation, gesteuert durch Gesten, anstatt der Zeit, erwies sich
dabei als vielversprechender und für den Nutzer leicht verständlicher Ansatz. Der Imitati-
on des zu erreichenden FE E L folgt der Nachbau mittels der visuellen Programmierung in
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L I Q U I D. Das Werkzeug stellt für die Gestaltung des FE E L S eine separate Ansicht bereit, in
welcher der Nutzer Gesten und zu beeinflussende Eigenschaften direkt verbinden kann. Zur
effizienten Verwendung von L I Q U I D ist lediglich ein geringes Vorwissen notwendig, was
dessen Gebrauch auch für alle an der Konzeption beteiligten Personen möglich, interessant
und reizvoll macht. Beide Werkzeuge wurden als Multi-Touch-Anwendungen zur Erstellung
von Multi-Touch-Prototypen konzipiert und umgesetzt. Als eine Besonderheit und als ein
wesentlicher Bestandteil des Entwicklungskonzeptes besitzen beide einen Bearbeitungs-
und einen Abspielmodus. Hierdurch lassen sich Anwendungen direkt im Werkzeug testen,
ohne dass ein Programm- und Schnittstellenwechsel oder eine Kompilierung der erstellten
Anwendung notwendig werden. Damit erfolgt schon während der Entwicklungsphase die
typische direkte Interaktion mit natürlichen Benutzeroberflächen ohne Zwischenschritte.
Der Vorstellung der Werkzeuge folgte in Kapitel 5 deren Evaluierung. Hierzu fanden drei
Untersuchungen statt, die sich an den im ersten Kapitel aufgestellten Hypothesen orientier-
ten. Die Ergebnisse für die Werkzeuge T I Q U I D und L I Q U I D zeigen, dass die grundlegenden
Anforderungen für deren Verwendung erfüllt werden konnten. Zu diesen zählen die einfa-
che und umgehende Verwendbarkeit auch ohne großes Vorwissen, die gute bis sehr gute
Abbildung des FE E L S, der Einsatz zu Beginn der Anwendungsentwicklung sowie eine gute
Bedienbarkeit mittels der Multi-Touch-Eingabe.
In Kapitel 6 schloss die vorliegende Arbeit den thematischen Bogen der Entwicklung natürli-
cher Benutzerschnittstellen, der beim abstrakten Vorgehensmodell begann und sich bis zur
konkreten Interaktion mit dem Multi-Touch-Gerät erstreckte. Die auf die eigentliche Berüh-
rung der Multi-Touch-Oberfläche beschränkte Interaktion wurde in diesem Kapitel um einen
räumlichen Aspekt erweitert, der durch die Kombination von Tiefenkamera und Multi-Touch-
Bildschirm erreicht wird. Die auf diesem Ansatz aufbauenden acht vorgestellten Konzepte
ermöglichen die Berücksichtigung von Interaktionen bereits vor und nach der Eingabe durch
den Nutzer. Zudem wurden Phasen der Annäherung und der Distanzierung beschrieben,
die neben der räumlichen auch eine zeitliche Abfolge von Interaktionen berücksichtigen.
Obwohl das Kapitel den Blick über bekannte Formen der Multi-Touch-Interaktion hinaus
wagte, folgen die erarbeiteten Konzepte konsequent den Anforderungen an die Bedienung
berührungsempfindlicher Oberflächen. Das Kapitel schloss mit einer Evaluation von drei der
vorgestellten Konzepte in einem beispielhaften Anwendungsszenario. Die erhoffte Natürlich-
keit von aus dem Alltag übertragenen Interaktionsformen konnte dabei nicht nachgewiesen
werden. Dies lässt vermuten, dass die erlernte Bedienung grafischer Benutzerschnittstellen
Verhaltensweisen vorgibt, die vom Nutzer bereits intuitiv verwendet werden und somit auch
in der Entwicklung natürlicher zu berücksichtigen sind.
7.2 DISKUSSION DER ERGEBNISSE
Im folgenden Abschnitt werden die in den vorherigen Kapiteln erreichten und vorgestellten
Erkenntnisse diskutiert. Hierzu ist es wichtig, diese in Verbindung mit dem Ziel der Arbeit
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anhand der drei Dimensio-
nen Modell, Werkzeug und
Interaktion sowie die Einord-
nung des in der vorliegenden
Arbeit thematisierten Aspek-
tes der Multi-Touch-Eingabe
in Form der grauen Ebene im
Raum.
zu setzen. Deren Absicht war es, natürliche Benutzerschnittstellen durch Werkzeuge mit
ebenso natürlichen (also gleichen) Schnittstellen zu entwickeln. Anstatt dies für alle Formen
natürlicher Benutzerschnittstellen durchzuführen, erfolgte dies exemplarisch für die Multi-
Touch-Eingabe.
Die in dieser Arbeit verwendeten drei Abstraktionsstufen Modell, Werkzeug und Interakti-
on dienen der Arbeit als struktureller Ansatz zur Bearbeitung des Themas, indem sie den
mehrdimensionalen Forschungsbereich natürlicher Benutzerschnittstellen repräsentativ als
Raum beschreiben (siehe Abbildung 7.2). Die im Raum liegende Ebene entspricht der sehr
konkreten Sichtweise der Arbeit auf das Thema. Diese Sichtweise gleicht einem themati-
schen Querschnitt durch den Forschungsbereich, der als Dreieckskonstellation verschiede-
ner, sich gegenseitig beeinflussender, Aspekte bereits im Einführungskapitel ausführlicher
beschrieben wurde (siehe Abbildung 1.4 auf Seite 11). Überführt man die in Abbildung
7.2 beschriebene Konstellation in den Bereich des Prototypings, so kann man ähnliche
Schlussfolgerungen wie für einen vertikalen Prototypen ziehen. Dieser erarbeitet für einen
zweidimensionalen Problembereich eine eindimensionale, detaillierte Lösung. Hierzu tan-
giert der vertikale Prototyp alle daran beteiligten Bereiche, anstatt nur für einen Bereich
eine allgemeingültige Lösung zu erarbeiten (horizontaler Prototyp). Die mit vertikalen Pro-
totypen gewonnenen Aussagen sind spezifisch und gelten für die im modellierten Anwen-
dungsfall definierten Bedingungen. Aussagen bezüglich alternativer Anwendungsfälle oder
anderen Bedingungen lassen sich hingegen nur unter Vorbehalt treffen. Ebenso verhält
es sich mit der vorliegenden Arbeit. Die als Hypothesen untersuchten Vermutungen zur
Anwendungsentwicklung für und mit Multi-Touch sind weitestgehend durch die in Kapitel
5 durchgeführten Evaluationen gesichert. Darüber hinaus lassen sich mehr oder weniger
vage Vermutungen anstellen, inwieweit der Ansatz ’Ähnliches mit Ähnlichem’ zu entwickeln
auch auf andere Bereiche natürlicher Benutzerschnittstellen übertragbar ist. Um gesicherte
Aussagen zu erhalten, wird eine sorgfältige Übertragung des in der Arbeit vorgestellten
Ansatzes sowie der drei Abstraktionsstufen Modell, Werkzeug und Interaktion auf andere
Eingabearten natürlicher Benutzerschnittstellen angeraten.
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Neben der konzeptionellen Dreiteilung der Arbeit in Modell, Werkzeug und Interaktion er-
folgte eine weitere thematische Fokussierung auf das Prototyping, bzw. auf die im Proto-
typing enthaltenen Rollen des Entwurfs und der Entwicklung. Die Rolle des Entwurfs wird
im vorgestellten Vorgehensmodell als Orientierungsschritt berücksichtigt und dient dem
Verständnis der zu entwickelnden Anwendung. Im Falle von Multi-Touch-Anwendungen be-
rücksichtigt das Modell vorwiegend Aspekte des FE E L S. Der bisher vorherrschende Aspekt
des LO O K S wird aber nicht außen vorgelassen, sondern in die Gesamtentwicklung ange-
messen integriert. Dass dies nicht auf alle natürlichen Benutzerschnittstellen übertragen
werden kann, zeigen beispielsweise sprachgesteuerte Anwendungen wie ’Siri’ von der
Firma Apple [@Ap14]. Um die unterschiedlichen Prioritäten aller natürlichen Benutzerschnitt-
stellen in ein allgemeineres Modell zu integrieren, bedarf es freierer Gestaltungsphasen als
sie im Interaktionskreislauf für die hier speziell gewählte Gestaltung des FE E L S und des
LO O K S von Multi-Touch-Anwendungen vorgeschlagen werden (siehe Abschnitt 3.2). Dies
kann erreicht werden, indem man den Ansatz offener Gestaltungsphasen aus dem Modell
von [GG03] übernimmt und in das im Rahmen dieser Arbeit vorgestellte Vorgehensmodell
integriert.
Unabhängig von der Art der zu entwickelnden natürlichen Benutzerschnittstelle bedarf es
Werkzeuge, welche die angestrebte Anwendung bereits in der Entwurfsphase darstellen
können. Das hierfür vorgestellte Werkzeug T I Q U I D leistet einen solchen Beitrag. Für den
Anwendungsfall Multi-Touch werden die relevanten Aspekte der gestischen Manipulation
von Objekteigenschaften adäquat umgesetzt sowie die Animation als von einer Geste ge-
steuerter Prozess fasslich darstellt. Zudem zeigt die konzeptionelle Umsetzung der durch
Gesten bedienbaren Benutzeroberfläche, dass sich die Verwendung von Multi-Touch zum
Entwurf von Multi-Touch-Anwendungen eignen kann.
Die konzeptionelle Planung und Umsetzung des zweiten Werkzeugs L I Q U I D erfolgte mit
zwei Leitmotiven. Zum einen wurde die visuelle Programmierung zur Beschreibung des
FE E L S als geeignete Form identifiziert, zum anderen wurden Gesten, Komponenten und
Komponenteneigenschaften anhand von drei Beispielszenarien abgeleitet. Eine solche Her-
angehensweise zur Bestimmung des Funktionsumfanges und der zugrundeliegenden In-
teraktionsmetapher bietet sich als Ausgangspunkt für die Übertragung auf alternative An-
wendungsfälle an. Dabei ist die Verwendung der visuellen Programmierung nicht auf den
Anwendungsfall Multi-Touch begrenzt. Zwar bietet sich gerade hier die direkte Verbindung
von visuellen Bestandteilen mit der ebenso direkten Eingabe an, die Darstellung von Ab-
hängigkeiten sowie der auszutauschenden Daten erweisen sich aber als ebenso relevant,
wenn es gilt, den entwickelten Prototypen in eine vollständige implementierte Anwendung
zu überführen.
Beide Werkzeugkonzepte orientieren sich an der Verwendung durch interdisziplinäre Teams,
was einen wesentlich Einfluss auf die Bedienbarkeit und die umzusetzenden Funktionalitä-
ten hat. Obwohl L I Q U I D die visuelle Programmierung zur Erstellung des FE E L S verwendet,
erinnert die Arbeit mit beiden Werkzeugen eher an einen gestalterischen Prozess als an
deren Entwicklung mit Hilfe von Programmierwerkzeugen. Das sich dieser Ansatz als viel-
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Abbildung 7.3
Darstellung des bisher er-
reichten Standes der konzi-
pierten Werkzeuge innerhalb
des iterativen Entwicklungs-
prozesses für interaktive An-
wendungen.
versprechend erweist, deckt sich mich der Sichtweise von Victor [@Vi13], der die klassische,
textuelle Programmierung zur abstrakten Bearbeitung visueller Anwendungen als unpassen-
de Herangehensweise beschreibt. Dennoch kann nicht ausgeschlossen werden, dass auch
die für interdisziplinäre Teams angepasste Benutzeroberfläche zu Problemen bei der Bedie-
nung führen kann oder dass die Multi-Touch-Eingabe als Beschränkung der Darstellung von
Verhalten und Funktionsweisen wahrgenommen wird. Ein Ansatz, diesen Herausforderun-
gen zu begegnen, findet sich in der Erweiterung des Interaktionsbereiches in den Raum
und um die Multi-Touch-Fläche herum, die mit Hilfe der Tiefenkamera Kinect erreicht wird
(siehe Kapitel 6). Die daraus resultierenden Möglichkeiten bieten Ansätze zur Verbesserung
der Bedienung von Multi-Touch-Anwendungen und Werkzeugen, indem die Intentionen von
Nutzern bereits vor und nach der eigentlichen Eingabe berücksichtigt werden können. Zu-
dem kann dieser technische Ansatz zur Vermeidung wiederholt auftretender Fehler bei der
Interaktion mit Multi-Touch-Oberflächen beitragen, welche der intuitiven Verwendung der
natürlichen Benutzerschnittstelle zuwider laufen.
Wie bereits weiter oben beschrieben, stellt der in der Arbeit beschriebene Ansatz nur einen
von vielen möglichen vor, das Thema der natürlichen Benutzerschnittstellen und deren Ent-
wicklung zu bearbeiten. Es kommt hinzu, dass sowohl die konzipierten Werkzeuge als auch
das Modell und die Interaktionen in einer ersten Iteration aus Anforderungserhebung (Analy-
se), Gestaltung, Umsetzung und Evaluation konsolidiert wurden. Entsprechend der in Abbil-
dung 7.3 dargestellten iterativen Entwicklung interaktiver Anwendungen entstehen hieraus
neue Anforderungen, die in weiteren Iterationen vertiefend zu betrachten sind. Dabei zeigen
die in der Arbeit durchgeführten Evaluationen jedoch, dass bereits wichtige Aspekte der
vorgestellten Werkzeuge, wie die direkte Verwendbarkeit sowie die gute Bedienbarkeit, die
Anforderungen des frühzeitigen Einsatzes im Entwicklungsprozess entsprechend erfüllen.
Der in der vorliegenden Arbeit präsentierte Ansatz erweist sich somit als vielversprechender
Startpunkt für die weitere Erforschung und Entwicklung des Forschungsbereiches.
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7.3 AUSBLICK FÜR WEITERE FORSCHUNGSARBEITEN
Wie vorab bereits beschrieben, kann die vorliegende Arbeit eine Vorlage für die weitere
Entwicklung und Erforschung des Fachgebietes der natürlichen Benutzerschnittstellen dar-
stellen. Eine Weiterentwicklung kann mit Hilfe der drei Abstraktionsschritte erfolgen, die
an neuen Eingabetechniken (anstatt Multi-Touch) evaluiert werden. Alternativ können die
in dieser Arbeit verwendeten Abstraktionsebenen Modell, Werkzeug und Interaktion durch
neue ersetzt werden, um den Anwendungsfall Multi-Touch anderweitig aufzuarbeiten. In
beiden Fällen können die in der Arbeit erzielten Ergebnisse für die weitere Auseinander-
setzung mit dem Thema verwendet werden. Ziel aller Weiterentwicklung sollte dabei der
Einsatz von Werkzeugen mit Benutzerschnittstellen sein, welche jenen entsprechen, die mit
den Werkzeugen zu entwickeln sind. Wie in Abbildung 7.4 zu sehen, steht die Multi-Touch-
Oberfläche im Fokus der vorliegenden Arbeit. Diese wird mit Hilfe der Finger bedient, die
flächige Gesten ausführen können. Das die Oberfläche dabei nicht fest und eben sein muss,
zeigt die Arbeit von Peschke u. a. [PGG+12], in der ein elastischer Stoff in Kombination mit
der Kamera Kinect auch Interaktionen in die Tiefe ermöglicht.
Weitere Optionen bieten die zusätzlich detektierbaren oberflächennahen Gesten (siehe
[MJGJ11]), die sich mit der in Kapitel 6 beschriebenen Erweiterung für Multi-Touch-Geräte
erfassen lassen. Hierzu werden die Hände und die Arme des Nutzers erkannt, die sowohl
auf der Oberfläche als auch über ihr agieren können. Zusätzlich sind Gesten erfassbar, wel-
che auf der Oberfläche beginnen und in den sich darüber befindenden Raum übergehen
oder vice versa. Die so erreichte Erweiterung der Fläche bietet eine Vielzahl neuer und
natürlicher Interaktionstechniken. Die dritte in Abbildung 7.4 gezeigte Erweiterung bezieht
den Nutzers vollständig in die Ausführung von Gesten ein und ermöglicht die Ausführung
räumlicher Gesten (siehe [ZHR+13]). Dass dies nicht unbedingt losgelöst von einer zugrun-
deliegenden Interaktionsfläche zu sehen sein muss, zeigt die Arbeit von Wilson und Benko
[WB10].
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Die in Kapitel 6 beschriebene Technik der erweiterten Interaktion kann auf zusätzliche An-
wendungsfelder übertragen werden. Ein Ansatz ist die Verwendung der Technik auf mobilen
Endgeräten, wobei diese zur Steuerung von Anwendungen auf dem mobilen Gerät sowie
der räumlichen Wahrnehmung von Nutzern um das Gerät herum eingesetzt werden kann.
Alternativ ist der Gebrauch von Ultraschall anstatt einer Tiefenkamera (siehe [@El14]), wo-
durch der technische Aufbau noch einmal stark vereinfacht werden kann. Ein bereits hierfür
vorgestelltes Konzept basiert auf der Idee, Bildschirminhalte unter der Hand auszublenden,
um die Laufzeit von mobilen Endgeräten zu erhöhen (siehe [CNZ+14]). Basierend auf den
hierzu notwendigen Informationen der Handposition über dem Multi-Touch-Bildschirm lie-
ßen sich ein Großteil der in Abschnitt 6.2 beschriebenen Konzepte umsetzen und erforschen.
Ein anderer Ansatz ist die Integration von realen Objekten in die digitale Entwicklung von
Anwendungen. In der Arbeit von Kim u. a. [KNnB+14] wird die Bewegung von Händen
verfolgt sowie der Einsatz von Objekten mittels einer Tiefenkamera erkannt. Diesen An-
satz aufzugreifen, um neue Werkzeugkonzepte mit realen Objekten zu konzipieren, stellt
einen innovativen und ansprechenden Forschungsansatz für den Bereich der natürlichen
Benutzerschnittstellen dar.
In Abschnitt 2.4.1 wurde ein ästhetischer Ansatz vorgestellt, der anstatt der funktionellen
Umsetzung des FE E L S das Erlebnis der Interaktion in den Vordergrund stellt (siehe [Hoc14]).
Anhand von die Interaktion beschreibenden Begriffen wurden Parameter abgeleitet, die zur
Feinjustierung des FE E L S Verwendung finden. Mit Hilfe der zusätzlichen Parameter lassen
sich die bisher einfachen und direkten Übergänge (z.B. Bewegung oder Drehung) detaillier-
ter beschreiben (z.B. verzögert oder diskret) und infolgedessen besser an die Vorstellungen
des Gestalters und des zu erzielenden Eindrucks anpassen. Eine entsprechende Aufarbei-
tung dieses Ansatzes zur folgenden Integration bietet sich für die beiden Werkzeuge T I Q U I D
und L I Q U I D an, die diesen Aspekt bisher nur im Ansatz beachten.
Neben dieser Erweiterung bieten sich zusätzliche an, die beispielsweise den Einsatzbereich
von T I Q U I D erweitern können. Bisher sind mit dem Werkzeug einzelne Übergänge be-
schreibbar, die mit einer kontinuierlichen Multi-Touch-Geste kontrolliert werden. Vorstellbar
ist, die einzelnen Animationen zu einer Folge zusammenzufügen, ähnlich einem Storyboard.
Hierdurch ließen sich Handlungsverläufe interaktiv darstellen, die derzeit noch separat be-
trachtet werden müssen. Dem Nutzer würde hierfür eine separate Ansicht bereitgestellt
(siehe Abbildung 7.5), in der die einzelnen Animationen zu einer Abfolge zusammengestellt





Animationen die über deren
Anfang und Ende verbunden
sind.
disch gezeichnete Storyboards um den Aspekt der Interaktion erweitert. Zum Durchspielen
der gesamten gestenbasierten Animation werden die einzelnen Bestandteile entsprechend
der darin definierten Gesten ausgeführt. Wird das Ende einer beschriebenen Geste erreicht,
so wird die im Storyboard folgende, gestenbasierte Animation geladen. Um das Story-
board umkehrt abzuspielen, sind auch die in den einzelnen Animationen definierten Gesten
umgekehrt auszuführen.
Zwei zusätzliche Erweiterungen für T I Q U I D würden die Möglichkeit des Vergleiches der mit
dem Werkzeug erstellten Prototypen verbessern sowie deren Präsentation in Besprechun-
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gen. Im ersten Ansatz werden Animationen mit derselben Geste in einem gemeinsamen
Bildbereich (z.B. Split-Screen) dargestellt. Die Ausführung der Geste führt zur gleichzeitigen
Animation aller Bestandteile, wodurch sich die verschiedenen Versionen des dargestellten
FE E L S wesentlich einfacher vergleichen lassen. Im zweiten Ansatz wird die Animation an-
statt im Abspiel-Modus in einem separaten Videoplayer ausgeführt. Der Betrachter hat
hierbei Möglichkeiten, gestenbasierte Animationen anzuschauen oder selbst zu interagie-
ren. Während letzteres dem Abspiel-Modus in T I Q U I D entspricht, ist das Abspielen im
Videoplayer eine rein zeitbasierte Animation. Wird diese gewählt, so können zusätzlich ein-
blendbare Hände die Gestenausführung nachahmen, um eine stärkere Identifikation mit der
eigentlichen Interaktion zu erreichen.
Für beide Werkzeuge finden derzeit nur vordefinierte und allgemein verwendete Gesten zur
Gestaltung des FE E L S Berücksichtigung. Ein weiterer Forschungsansatz ist es daher, neue
(freie) Gesten zur Laufzeit von T I Q U I D und L I Q U I D zu integrieren. Hierzu gehört das Defi-
nieren neuer Gesten, deren mögliche Anpassung sowie die im System zu verankernde De-
tektion der Geste. Ansätze zur Formalisierung gestischer Eingaben für Multi-Touch-Systeme
finden sich in der Arbeit von Kammer [Kam14]. Hierbei beschreibt Kammer auch, wie die vor-
geschlagene Formalisierung um räumliche Gesten erweitert werden könnte. Dies ist für die
vorliegende Arbeit dann relevant, wenn auch das Konzept oberflächennaher und räumlicher
Gesten für beide konzipierten Werkzeuge Einsatz findet. Neben einer solchen Erweiterung
ist auch die Integration von Feed-Forward- und erweiterten Feedback-Techniken ein vielver-
sprechender Forschungsansatz. Beide Techniken können dabei sowohl die Bedienung von
T I Q U I D und L I Q U I D verbessern, als auch das FE E L der damit entwickelten Anwendungen
bereichern.
Ein wichtiger und zugleich naheliegender Forschungs- und Entwicklungsansatz ist die Zu-
sammenführung der beiden Werkzeugkonzepte T I Q U I D und L I Q U I D in eine gemeinsame
Entwicklungsumgebung. Ziel ist es dabei, die Einfachheit beider Ansätze zu erhalten und
deren Vorteile sich gegenseitig ergänzen zu lassen. Die Erstellung einer neuen Anwendung
könnte dabei zu Beginn mit dem in T I Q U I D erläuterten Ansatz erfolgen, indem vage Ideen
und spezifisches Verhalten schnell und einfach anhand eines Beispielfalls dargestellt werden.
Diese Einzellösung kann in Verbindung mit L I Q U I D in ein generelles Verhalten überführt
werden, hinter dem die Funktionalität des zugrundeliegenden Frameworks liegt. Hierdurch
lassen sich die in Tiquid vorgenommen, aber oftmals nur ungenauen und näherungsweisen
Einstellungen später exakt festlegen und korrigieren. Zudem könnten in L I Q U I D unbeabsich-
tigt animierte Eigenschaften einfach erkannt und mit Hilfe der visuellen Programmierung
angepasst werden. Aus funktionstechnischer Sicht bestimmt das Werkzeug T I Q U I D anhand
des mit ihm umgesetzten Beispielfalls die für L I Q U I D relevanten Verbindungen zwischen
Gesten und den Objekteigenschaften. Zudem können die erstellten Verbindungen anhand
des beschriebenen Beispielfalls gewichtet werden, um die Wirkung der Geste auf eine
Eigenschaft zu verstärken oder abzuschwächen. Anhand der abstrakten Beschreibungsfä-
higkeit mit T I Q U I D lassen sich Grundbeziehungen zwischen Komponenten und Gesten
schnell abbilden. Die exakte Anpassung des FE E L S erfolgt dann detailliert in L I Q U I D. Dabei
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würde die Kombination beider Werkzeuge nur den Ausgangspunkt für die weitere Anwen-
dungsentwicklung bilden. Hierzu müssen folgend Schnittstellen und Formate entwickelt
werden, welche die Struktur und das Verhalten der zu entwickelnden Anwendung für wei-
tere Werkzeuge exportieren.
Der mit dieser Arbeit erreichte Stand bietet einen gesicherten Ausgangspunkt für die wei-
tere Untersuchung des Fachgebietes natürliche Benutzerschnittstellen. Neben zahlreichen
Ansätzen, die zur vertiefenden Erforschung motivieren, bietet die Arbeit mit den sehr kon-
kreten Umsetzungen T I Q U I D und L I Q U I D sowie der Erweiterung des Interaktionsraumes
Schnittstellen an, die erzielten Forschungsergebnisse in die Praxis zu übertragen. Die da-
mit verbundene Zuversicht ist, dass sich langfristig neue Werkzeugkonzepte wie die hier
vorgestellten als gängiges Mittel in der Entwicklung von interaktiver Software etablieren
und folglich einem breiteren Publikum zugänglich gemacht werden können. Die der Arbeit
zugrundeliegende Idee Ähnliches mit Ähnlichem zu entwickeln, zeigt sich als ein verhei-
ßungsvoller Keim für die Entwicklung neuer und innovativer Werkzeuge. Ihn auch in an-
dere Fachbereiche einzupflanzen, um neue Wege der Gestaltung und der Umsetzung zu
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MODELLE
Abbildung A.1
Aufbau und Ablauf eines agi-
len Vogehensmodells (eXtre-
me Programming Modells),
das als Schrittfolge einzel-
ner miteinander verbundener
Phasen dargestellt ist. Dabei
wird der ansonsten strikt vor-
gegebene Ablauf durch be-
wusste Wiederholungen und
Nutzerintegrationen gezielt
aufgebrochen ohne selbst als
rein iteratives Modell zu er-
scheinen.
Abbildung A.2
Links: Aufführung der nach
[Nie92] am Modell beteilig-
ten Komponenten, Rechts:
Darstellung des von [May99]
aufgestellten Usability Life-
Cycle Modells mit Zuord-
nung der Komponenten nach
[Nie92].
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KONZEPTION
XML-STRUKTUR
Beispielhafte Darstellung der XML Struktur eines mit T I Q U I D erstellten Prototypen, die alle
Bestandteile der Animationen zusammenfasst.
<transition>
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EVALUATION
Liste der überprüften Werkzeuge 
 
1. Adobe Edge - 
http://labs.adobe.com/technologies/edge 
2. Adobe Fireworks - 
http://www.adobe.com/products/ 
fireworks.html 
3. Antetype -  
http://www.antetype.com 
4. AppSketcher - 
http://www.appsketcher.com/ 
5. Axure -  
http://www.axure.com/features 
6. Balsamiq -  
http://www.balsamiq.com/ 
7. Cacoo - 
https://cacoo.com/lang/de/;jsessionid=B59431
2D3F4ECA807957436D07B3B222.5 
8. DesignerVista - 
http://www.designervista.com/ 
9. FlairBuilder -  
http://www.flairbuilder.com/ 
10. FluidIA -  
http://fluidia.org/index.php 
11. FluidUI - 
https://www.fluidui.com/ 
12. ForeUI -  
http://www.foreui.com/ 
13. Gliffy - http://www.gliffy.com/ 
14. HotGloo -  
http://www.hotgloo.com/ 
15. InPreso - 
http://www.inpreso.com/inpresoscreens/ 
16. inVision -  
http://www.invisionapp.com/ 
17. iPlotz -  
http://iplotz.com/ 
18. iRise -  
http://www.irise.com/ 
19. JustInMind -   
http://justinmind.com 
20. JustProto -  
http://www.justproto.com/en/ 
21. Keynotopia -  
http://keynotopia.com/ 
22. LovelyCharts - 
http://www.lovelycharts.com/ 
23. LucidCharts -  
https://www.lucidchart.com/ 
24. Lumzy -  
http://www.lumzy.com/ 
25. MockFlow  -  
http://www.mockflow.com/ 
26. Mockingbird -  
https://gomockingbird.com/ 
27. Mockup Builder - 
http://mockupbuilder.com/ 
28. MockupTiger - 
http://www.mockuptiger.com/ 
29. NapeKee -  
http://www.napkee.com/ 
30. Omnigraffle - 
http://www.omnigroup.com/products/ 
omnigraffle/ 
31. The Pencil Project - 
http://pencil.evolus.vn/ 
32. Pidoco -  
https://pidoco.com/ 
33. PowerMockup - 
http://www.powermockup.com/ 
34. Proto.io -  
http://proto.io/ 
35. ProtoShare - 
http://www.protoshare.com/tour/ 
36. Screen Architect - 
http://www.catchlimited.com/development-
tools/screen-architect 
37. Simulify - 
http://www.simulify.com/ 
38. Sketchflow - 
http://www.microsoft.com/germany/expression/ 
products/Sketchflow_Overview.aspx 
39. Visdynamica -  
http://visdynamica.com/ 




Liste der Werkzeuge die
im Vorfeld der Bewertung
zur Umsetzbarkeit von Multi-
Touch-Anwendungen unter-
sucht wurden (siehe Ab-
schnitt 3.3.2).
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Abbildung A.4
Fragebogen Entwickler für
die in Abschnitt 5.1 durchge-
führte Evaluation.
Fragebogen Entwickler 
Name:         Matrikelnummer:  
Meilenstein Nr.: 
E1: Wie ist Erfahrungsgrad mit dem Werkzeug/Medium? 
(Anfänger – Experte)  
E2: Wie hoch war der zeitliche Aufwand um das Szenario mit dem  
Werkzeug umzusetzen?  (Gering – Hoch) 
E3: Wie leicht, bzw. anspruchsvoll schätzen Sie die Umsetzung der 
Anwendung mit dem verwendeten Werkzeug ein? (Gering – Hoch) 
E4: Wieviel Aufwand mussten Sie investieren, um die Anwendung 
umzusetzen? (Wenig – Viel) 
E5: Wie erfolgreich ließ sich die Anwendung mit dem Werkzeug umsetzen? 
(Konkret –Abstrakt) 
 E6: Wie fühlten Sie sich bei der Verwendung des Werkzeuges?  
(frustriert – zufrieden) 
 E7: Wie geeignet ist das Werkzeug für die Umsetzung des Aussehens/Look? 
(Geeignet – Ungeeignet) 
 E8: Wie geeignet ist das Werkzeug für die Umsetzung der Interaktion/Feel? 
(Geeignet – Ungeeignet) 
E9: Wie schätzen Sie die Gebrauchstauglichkeit des Werkzeuges ein? 
(Schlecht- Gut) 
E10: Wie würden Sie den Gesamteindruck des Werkzeuges für dieses 
Szenario einschätzen? (Geeignet – Ungeeignet) 
E11: Würden Sie das Werkzeug für das aktuelle Projekt wieder verwenden? 
(Unbedingt – Wahrscheinlich – Vielleicht – Wahrscheinlich nicht – Nein)   
E12: Würden Sie das Werkzeug in einem anderen Projekt wieder 
verwenden? 
(Unbedingt – Wahrscheinlich – Vielleicht – Wahrscheinlich nicht – Nein) 
E13: Würden Sie das Werkzeug einem Freund empfehlen? 
(Unbedingt – Wahrscheinlich – Vielleicht – Wahrscheinlich nicht – Nein) 
Erläutern Sie Ihre Aussage zu den Fragen E11-E13:      
            
            
             
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
1 2 3 4 5 
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L I Q U I D und Proto.io
für die in Abschnitt 5.2
durchgeführte Evaluation.
Geschlecht: Alter:
V1: Wie vertraut sind sie mit der Verwendung von Multi-Touch Geräten? ja nein
V2: Haben Sie Erfahrung mit visueller Programmierung? ja nein
V3: Haben Sie bereits mit HotGloo gearbeitet? ja nein
V4: Haben Sie bereits mit Liquid  gearbeitet? ja nein
V5: Haben Sie bereits mit Proto.io  gearbeitet? ja nein





Bewerten Sie die drei Werkzeuge nach den folgenden Aspekten:
HotGloo Liquid Proto.io
N1: Wie anspruchsvoll ist die Umsetzung mit …
Sehr einfach (1) - Sehr schwer (5)
N2: Wie fühlten Sie sich bei der Verwendung von … 
Sehr zufrieden (1) - Sehr frustriert (5)
N3: Wie geeignet ist das Werkzeug für das Szenario
sehr geeignet (1) - Sehr ungeeignet (5)
N4: Wie lässt sich das Aussehen abbilden mit …
Sehr einfach (1) - Sehr schwer (5)
N5: Wie lässt sich die Funktion und das Verhalten abbilden mit …
Sehr einfach (1) - Sehr schwer (5)
N6: Schätzen Sie die Gebrauchtauglichkeit ein für …
Sehr kompliziert (1) - Sehr einfach (5)
N7: Welches der  Werkzeuge HotGloo, Liquid, Proto.io  empfanden Sie generell am geeignetsten?





Konzepte der Anwendungsentwicklung für und mit Multi-Touch
Geschlecht: Alter:
V1: Wie vertraut sind sie mit der Verwendung von Multi-Touch-Geräten? ja nein
V2:
ja nein
V3: Ist Ihnen die Verwendung von Tiquid  vertraut? ja nein
Testdurchlauf: (3min pro Test)






N1: Wie schätzen Sie die Anwendung generell ein?
Sehr gut (1) - Gut (2) - Befriedigend (3) - Ausreichend (4) - Schlecht (5)
Die Eingabe mit Multi-Touch war gegenüber der Eingabe mit Maus und Tastatur: 
Stimmt vollkommen (1) - Stimmt überwiegend (2) - Zu gleichen Teilen (3) 
- Stimmt eher nicht (4) - Stimmt nicht (5)
1 2 3 4 5
N2: Allgemein gebrauchstauglicher:
N3: Direkter in der Bedienung:
N4: Schneller in der Durchführung:
N5: Einfacher in der Bedienung:
N6: Ungeeigenter  für Tiquid
N7: Weniger frustrierend:
N8: Ich bevorzuge Multi-Touch/ Maus+Tastatur für die Modellierung von 
Multi-Touch Interaktionen mit Tiquid, weil :
Vorkenntnisse:
Tiquid Fragebogen





Touch bzw. Maus und Tasta-
tur für die in Abschnitt 5.3
durchgeführte Evaluation.
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rung der Eingabeart Multi-
Touch mittels der Tiefenkame-
ra Kinect.
Geschlecht:        Dominante Hand:  
Durchführungszeit Szenario Multi-Touch (MT): 
Durchführungszeit Szenario Multi-Touch (MT) + Kinect: 
SPEZIELLE EINSCHÄTZUNG DES SZENARIOS MULTI-TOUCH + KINECT: 
Bewerten Sie die Anwendungserweiterung Handunterscheidung nach den Begriffen 
Gebrauchstauglichkeit, Gewöhnung, Innovation und Attraktivität: 
Schwer zu verwenden < 1  2 3 4 5 6 7 > Leicht zu verwenden 
Gewöhnungsbedürftig < 1  2 3 4 5 6 7 > Verständlich 
Konservativ  < 1  2 3 4 5 6 7 > Innovativ 
Abweisend  < 1  2 3 4 5 6 7 > Ansprechend 
Unbedeutend  < 1  2 3 4 5 6 7 > Relevant 
 
Bewerten Sie die Anwendungserweiterung Side-Menu nach den Begriffen Gebrauchstauglichkeit, 
Gewöhnung, Innovation und Attraktivität: 
Schwer zu verwenden < 1  2 3 4 5 6 7 > Leicht zu verwenden 
Gewöhnungsbedürftig < 1  2 3 4 5 6 7 > Verständlich 
Konservativ  < 1  2 3 4 5 6 7 > Innovativ 
Abweisend  < 1  2 3 4 5 6 7 > Ansprechend 
Unbedeutend  < 1  2 3 4 5 6 7 > Relevant 
 
Bewerten Sie die Anwendungserweiterung Handschatten nach den Begriffen Ablenkung, Natürlichkeit, 
Innovation und Attraktivität: 
Hohe Ablenkung < 1  2 3 4 5 6 7 > geringe Ablenkung 
Unnatürlich  < 1  2 3 4 5 6 7 > Natürlich  
Konservativ  < 1  2 3 4 5 6 7 > Innovativ 
Abweisend  < 1  2 3 4 5 6 7 > Ansprechend 
Unbedeutend  < 1  2 3 4 5 6 7 > Relevant 
ABSCHLIEßENDE EINSCHÄTZUNG 
Welche der beiden Anwendungen hat Ihnen besser gefallen?  
Anwendung MT < 1  2 3 4 5 6 7 > Anwendung MT+Kincet 

























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Übersicht der Ergebnisse zur
Bewertung der Werkzeuge
HotGloo, L I Q U I D und Pro-
to.io für die in Abschnitt 5.2
durchgeführte Evaluation.
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7 Zusammenfassung und Ausblick
Abbildung A.10
Übersicht der Ergebnisse
zur Bewertung der Interakti-
onstechnik Multi-Touch bzw.









































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Konzepte der Anwendungsentwicklung für und mit Multi-Touch
LESEHINWEISE
Die folgenden Hinweise dienen zum Verständnis der in der Arbeit vorgenommenen Forma-
tierung des Textes.
• Begriffe und Sätze, die in der englischen Sprache vorliegen, werden Kursiv geschrie-
ben. Eine Ausnahme bilden weitestgehend eingedeutschte Begriffe, wie Multi-Touch,
Soft- und Hardware.
• Eigennamen sowie erstmalig eingeführte Fachbegriffe werden durch das Setzen in
Hochkommas hervorgehoben (’. . . ’).
• Wörtlich übernommene Zitate werden in Anführungszeichen gesetzt und schließen
(in der Regel) mit der Angabe der Quelle ab („. . . “ [Quelle]).
• Die für die vorliegenden Arbeit zentralen Fachbegriffe FL OW, LO O K und FE E L sowie
die konzipierten Werkzeuge T I Q U I D und L I Q U I D werden durch die Verwendung von
Kapitälchen gesondert hervorgehoben.
• Für Personenbezeichnungen wird in der vorliegenden Arbeit durchweg die männliche
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