Abstract. This contribution deals with the problem of structure determination for generalized orthonormal basis models used in system identi cation. The model structure is parameterized by a pre-speci ed set of poles. Given this structure and experimental data a model can be estimated using linear regression techniques. Since the variance of the estimated model increases with the number of estimated parameters, the objective is to nd structures that are as compact/parsimonious as possible. A natural approach would be to estimate the poles, but this leads to nonlinear optimization with possible local minima. In this paper, a best basis algorithm and a coe cient decomposition scheme are derived for the generalized orthonormal rational bases. Combined with linear regression and thresholding this leads to compact transfer function representations.
1. Introduction. Constructions of orthonormal rational bases have received considerable attention over the last few years. In 32] , it was investigated how the Laguerre basis could be used for system identi cation. This basis can be generated from identical rst order all-pass lters and the results were generalized to the second order Kautz functions in 33] . Further generalizations were made in 15, 14, 13] and 20]. In 4] , it is demonstrated how general orthonormal rational bases can be generated in a simple manner from all-pass lters with balanced state space realizations. This result is mainly due to 19, 26] , but similar basis constructions appear in the literature as early as 1925 in 30] . The historical background of these constructions is investigated in 2].
Model sets based on orthonormal functions have nice properties in terms of least squares estimates of the coe cients since these remain the same even though the only some of these are kept in the nal estimate; see 12] .
In order to have an e cient representation of a system using an orthonormal rational expansion, it is important that the basis functions are calibrated to the system to be identi ed. This gives increased rate of convergence of the expansion coe cients; see 35] . Calibration can be made by incorporating a priori knowledge about the system in the construction of the basis. Estimation can further be improved by thresholding small coe cients to zero; see 4] where ideas from 8] are applied to rational bases. More precisely, the mean squared error of the estimate is reduced if coe cients with magnitudes less than the corresponding variance error are set to zero. That the choice of basis actually matters is demonstrated by the following example.
A family of orthonormal basis functions can be written as : (1.4) In this way, G(z) can be written G(z) =g 1~ 1 (z) +g 2~ 2 (z), wherẽ g 1 = 1 andg 2 = 0; (1.5) which results in a more compact description. Note that kGk 2 2 = jg 1 j 2 + jg 2 j 2 = jg 1 j 2 + jg 2 j 2 due to the pairwise orthonormality of the functions. The`1-norm of the coe cients however, ful lls jg 1 j + jg 2 j > jg 1 j + jg 2 j: (1.6) In general, the`1-norm can be used as a cost function for measuring how well compressed the coe cients of a basis are. For the example above, the expansion using 1 and 2 is maximal with respect to the`1-norm while the expansion with~ 1 and~ 2 is minimal. Optimization with respect to the basis poles is of course also possible. However, the corresponding optimization problem can have several local minima and might be numerically ill-conditioned. The basis constructions of 4] or 20] are achieved from a cascade of possibly di erent all-pass lters with balanced realizations. Since di erent orderings of the lters in the cascade generates di erent bases, it is desirable to nd the best basis in some sense. From a thresholding point of view, such a basis should compress the expansion in a few large coe cients and many small. In this paper, a method is given for decomposing an expansion given in one basis into all possible coe cients that appear in the bases that can be constructed by rearranging the allpass lters. Furthermore, a scheme for selecting the best basis is derived. For example, from a cascade with n di erent all-pass lters, n! di erent bases can be constructed. The decomposition and best basis selection scheme however, executes in only n2 n?1 steps. The reason is that the number of di erent basis functions in all di erent bases is only n2 n?1 .
The observation that the number of basis functions is much smaller than the number of di erent bases is crucial for the existence of an e cient best basis algorithm. This situation is similar to the wavelet packet best basis selection methods suggested in 6] and in fact, the same best basis criteria can be used in the case of best rational basis as well. Another best basis criterion was suggested in 9] . In this paper this cost function is related to the entropy cost of 7] .
More precisely, the parallel to the wavelet packet transform can brie y be described in the following way. In the wavelet packet case, a signal is made nite dimensional through sampling. The nite dimensional space to work with then becomes R n or C n where n is the number of samples. The basis that the signal is described in is the canonical Dirac basis. The signal is then transformed into all the wavelet packet coe cients using a low complexity implementation of the transform. Then, the best orthonormal basis that can be constructed from the wavelet packet functions is selected. This is illustrated in Figure 1 .1. In the case of choosing the best rational Finite signal representation in R n .
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Select best basis n steps. basis, a collection of all-pass lters is given. The nite dimensional space is then identi ed with the span of the poles of these lters and the system is approximated in this space by estimating the coe cients for a basis given by some ordering of the lters. This basis can then be called the canonical basis. All the coe cients needed for all the other orderings of the lters can then be calculated from the canonical coe cients. For example if all n lters are di erent, the number of bases is n! while the number of di erent coe cients and steps for calculating them is n2 n?1 . As in the case of wavelet packet best basis selection, the best rational basis can now be selected. For di erent lters, this is done in n2 n?1 steps as well. Connections between wavelets and orthonormal rational basis functions have previously been studied in 10] and frames of rational wavelets for system identi cation were examined in 24, 23] with promising results, but where one conclusion is that bases of rational wavelets can never be orthogonal.
The paper is organized as follows: In Section 2, a convenient way of construction families of orthonormal rational functions is presented. Section 3 shows how these bases can be used for system identi cation with thresholding. The number of di erent bases that can be constructed from an array of all-pass lters is given in Section 4 while the number of di erent basis functions in these bases is derived in Section 5. Best basis selection criteria are discussed in Section 6 and the best basis selection scheme is presented in Section 7. Some implementation aspects are discussed in Section 8 and the coe cient decomposition scheme is given in Sections 9 and 10. Some examples are given in Section 11 and nally in Section 12, some conclusions are made.
2. An Orthonormal Family in H 2 . Assume that a strictly proper asymptotically stable linear time-invariant dynamical system is described by y(t) = G(q)u(t); (2.1) where fu(t)g is the input sequence, fy(t)g the output sequence and where q is the forward shift operator. The transfer function G(z) is assumed to be asymptotically stable so that the system will belong to H 2 being the Hardy space of functions analytical outside, and square integrable on the unit circle. See e.g. 
The simplest example of such a family of orthonormal functions is the standard basis k (z) = z ?k ; k = 1; 2; : : :
Since the transfer function G belongs to H 2 , the expansion coe cient sequence fg k g will be square sumable so that g k ! 0 as k ! 1. Therefore, the sequence can be truncated in order to obtain an approximation G n of G, where
Due to orthonormality, the expansion coe cients for both (2.3) and (2.5) will be given by the least squares \Fourier" coe cients g k = hG; k i. Assume now that the functions k (z) are state transfer functions of the approximating system G n . This is illustrated in Figure 2 x(t + 1) = A n x(t) + B n u(t) (2.6) y(t) = C n x(t); C n = (g 1 : : : g n ) making the functions f k g n k=1 become k (z) = e T k (zI ? A n ) B; k = 1; : : : ; n:
where e k = (0 : : : 1 : : : 0) T is a unit vector with one in position k and I is the identity matrix. Assume that the system matrix A n of (2.6) is asymptotically stable. Then, the family of functions (2.7) has mutual inner products h k ; l i = e T k Pe l , where P is the the unique solution of the discrete Lyapunov equation
A n PA T n + B n B T n = P: (2. It is then well known that the controllability Gramian P, satis es the Lyapunov equation (2.8) and that P is unique and positive de nite whenever A n is stable. It is easily concluded that the family f k g n k=1 becomes orthonormal if and only if A n A T n + B n B T n = I: (2.10) In this way, the parameters available for constructing an orthonormal family are (A n ; B n ) under the constraint (2.10) and that A n is asymptotically stable. However, if n is large (2.10) might be complicated to solve and if the family is to be expanded to, say order n + 1, it would be convenient to do this in some structured way.
A state space realization ful lling (2.10) is said to be input balanced. In 19, 26] , way of constructing orthonormal families from serial connections of all-pass lters with such realizations was given. This kind of construction has also previously been presented in 4, 2] . Similar ideas have also been discussed in 38, 5, 20] .
Crucial for all of these construction is the concept or orthogonal all-pass lters de ned as follows: orthonormal functions f k g n k=1 are then simply given as the state transfer functions from the input to the cascade to each of the components of the states of the lters, making n = P m k=1 n k . More speci cally, let x k , de ned in Figure 2 .2, have components x k (t) = 2 6 6 6 4
. . . x k;n k (t) 3 7 7 7 5 ; (2.16) where n k is the McMillan degree of the lter H k . The transfer functions k;l (z), de ned by x k;l (t) = k;l (q)u(t) then ful lls h i;j ; k;l i = i;k j;l .
The general case, where all the lters are allowed to be di erent is considered in 38, 5, 20] (2.18) it is now possible to use these for system identi cation. As mentioned earlier, one of the major advantages with such a model structure is that it is linear in the parameters. If the measurements are noisy, the estimated expansion coe cients will be contaminated with noise as well. One way to regularize the system estimate is then to let small coe cients be zero. This way of thresholding the estimate was suggested in 8] and is e cient when the basis is able to give a sparse representation of the system, but not the noise. The motivation is that if this is the case, small coe cients will mostly consist of noise so that the estimation error is reduced if these are replaced with zeros.
Let the system identi cation problem be de ned as y(t) = G(q)u(t) + e(t) t = 1; : : : ; N; (3.1) where fy(t)g N t=1 is the output sequence, fy(t)g N t=1 the input sequence and fe(t)g N t=1
is a white Gaussian measurement noise with zero mean and variance 2 . The system is assumed to be asymptotically stable and strictly proper so that it belongs to H 2 .
De ne the vector valued least squares expansion coe cients g k := hG; k i, k = X(t)y(t) (3.6) with X(t) = x T 1 (t) x T 2 (t) : : : x T m (t) T (3.7) and where x k is de ned by (2.16 where 2 is the variance of the measurement noise. From the orthonormality of the basis functions R N will asymptotically become the identity matrix w.p.1 so that the asymptotic distribution of the coe cients^ will be i.i.d.
The n'th order approximation of G using the estimated least squares gains^ aŝ
Let fu(t)g N t=1 be a realization of a white noise. The least squares error then ful lls kG ?Ĝ n k 2 ! kG ? G n k 2 w.p.1 as N ! 1:
From the orthonormality of the basis functions, the squared error can now be written
making the error divided into two terms. The rst part, P m k=1 kĝ k ?g k k 2 2 is minimized given the rst m all-pass lters by the least squares estimate^ of the coe cients while the second term only depends on the choice of the m rst lters. It would be desirable to make this part as small as possible for xed m but in general, this leads to a di cult nonlinear optimization problem. However, a priori knowledge about the true system can easily be used when selecting the lters fH k g m k=1 .
A systematic iterative scheme for selecting the all-pass lter for the construction in 13] is suggested in 15, 14]. In this case, when the basis is generated from one single repeated all-pass lter, a model is identi ed using a basis generated from some initial all-pass lter. The model is then reduced by means of balanced model reduction to some lower order system which is used to construct a new all-pass lter. The steps above are then repeated again until a re ned low order model is obtained. The method seems to converge in many cases and reduces the tail contribution of the error to almost zero after only three or four iterations. If the model order for the all-pass lter is selected as the true order of G, the poles all-pass lter converges to the poles of G making only the rst basis function necessary. However, in some cases the method diverges, especially in the presence of substantial measurement noise.
In 4], it was suggested that the thresholding rule of 8] should be used to regularize the system estimate if measurement noise is present. The suggestion builds on the observation that if, for some k and l, (ĝ k;l ? g k;l ) 2 > g 2 k;l ; (3.13) a smaller error in the estimate is obtained by simply replacingĝ k;l with 0. In this case the true coe cient g k;l is totally \drowned" in noise. Since hopefully the system is well described with only a few basis functions while the noise is di cult to express in the basis, the threshold algorithm described in Section 6 could be applied for this kind of basis functions as well. Then, the problem reduces to nding the proper threshold level in order to detect when (3.13) happens. From (3.9), the asymptotic distribution of the coe cients are known. Suppose that the input sequence fu(t)g has zero mean and constant power spectral density 2 u and that the measurement noise fv(t)g is white stationary zero mean with variance 2 . Then p N(g k;l ? g k;l ) AsN(0; 2 = 2 u ):
(3.14)
Furthermore they are independent for di erent (k; l). The threshold rule suggested As with the general threshold strategy described in Section 6, this algorithm results in only signi cant coe cients being kept. In order to work well, the system G should be as compressible as possible in the basis chosen. It is therefore important to incorporate as much a priori information as possible when selecting the all-pass lters H k . However, even if the all-pass lters are selected, their order in the cascade have to be selected as well. The compressibility of a collection of all-pass lters can di er much depending of what order the lters have. In parallel to the best basis selection of wavelet packets, given a collection of all-pass lters, a similar problem of best basis, or ordering, can be formulated for rational orthonormal functions as well.
In the following two sections, the number of di erent bases and basis functions that can be constructed from an array of orthonormal all-pass lters are calculated. Section 6 gives criteria for selecting the best basis in terms of sparse descriptions. 4 . Number of Bases. With notation similar to that in Section 2, a basis can be associated with a collection of n balanced all-pass lters placed in an array as shown in Figure McMillan degree n k . Suppose that there is a total of p di erent lters, represented by the family fH l (z)g p l=1 and that the lter H l appears exactly l times for l = 1; : : : p.
The number of lters n in the array then becomes
Given the array in Figure 4 .1, the vector valued basis functions will be given by
for some ordering fl k g n k=1 . Let H n := span f k g n k=1 H 2 ; (4.3) which is independent of the ordering of the lters since they will all have the same nite fractional expansions. Thus, each ordering of the functions will correspond to a selection of coordinates for H n , or in other words a basis. The number of di erent such bases is given by the following theorem, also given in 3]: Having the number of bases that can be constructed for H n by rearranging the lters in the cascade, a number of special cases can now be checked:
All lters equal. This results in the construction of 13] with the Laguerre or Kautz bases as special cases. Of course, there is only one way of arranging a number of equal lters and consequently, with p = 1 and 1 = n, Theorem 4.1 gives ? n n = 1 bases.
All lters di erent. This problem is identical to the number of arrangements of n distinct objects and is equal to n! which is exactly what Theorem 4.1 gives with p = n and l = 1 for l = 1; : : : ; n.
Each lter appears times. This case can be viewed as starting with the construction of 13] with equal lters where each of these have p factors. Then, Theorem 4.1
gives the number bases that can be constructed by splitting up each lter in its factors and rearranging these. With l = , for l = 1; : : : ; p this results in n!=( !) p bases. For example, if each lter appears twice, the number of bases will be n!=2 n=2 .
Two di erent lters. With only two di erent all-pass lters, the number of bases becomes ? n , where is the number of lters H 1 so that H 2 appears n ? times. 5 . Number of Basis Functions. In the previous section, the number of bases that can be constructed for H n by rearranging the all-pass lters in a cascade was established. Observing that a vector valued basis function, de ned as in (4.2) ( m + 1) : (5.3) This is the number of di erent basis functions that has H l as its output lter so that the total number of functions simply becomes the sum of (5.3) over l = 1; : : : ; p, which results in (5.1).
The number of basis functions can now be calculated for the special cases considered in the previous section:
All lters equal. With p = 1 and 1 = n, (5.1) gives n. This is of course expected since the number of bases was 1.
All lters di erent. With p = n and l = 1 for l = 1; : : : ; p, the number of basis functions becomes n2 n?1 . This can be checked since the lters preceding the output lter can be represented by an (n ? 1)-position binary number which can take 2 n?1 values and that there are n possible output lters.
Each lter appears times. In this case, with l = for l = 1; : : : ; p the number of functions will be p ( + 1) n?1 , according to (5.1).
Two di erent lters. With H 1 appearing times, the number of basis functions will be 2 (n ? ) + n. This expression degenerates to n for = 0 or = n, which corresponds to the case when all the lters are equal. It is maximized for = n=2,
where there are equally many of the two di erent lters. In this case, the number of functions is n(n + 2)=2. This should be compared to the number of bases, which is ? n n=2 2 n according to Stirling's formula. In this way there is an exponentially growing number of bases containing only a quadratically growing number of basis functions.
Theorems 4.1 and 5.1 show that in many cases, the number of basis functions is dramatically smaller than the number of orthonormal basis functions that can be constructed from these while in other cases, the di erence is more modest. If e.g. all the lters are equal and n = 10, the total number of bases is n! = 3; 628; 800 while the number of basis functions only becomes n2 n?1 = 5; 120. If there are 5 of each of two di erent all-pass lters, the number of bases is 252 while the number of functions is 60. In both these cases, the number of basis functions is smaller than the number bases that can be constructed from them. In this way, the situation is rather much the same as in the case of the Wavelet Packet Transform (WPT) of 6]. The WPT transforms n data into n(1+log 2 n) wavelet packet coe cients. From these, more than 1:5 n di erent orthonormal bases can be selected. The wavelet packet transform also provides a fast scheme for selecting the best such basis with respect to some criterion. In the next section, it will be shown that in the case of rational basis functions, a fast algorithm also exists that permits selection of the best basis.
6. Best Basis Criteria. As mentioned in Section 3, in order for thresholding to work as an e cient regularization method in system identi cation, it is necessary to have basis that provides a sparse system description. This situation is similar to that of wavelet packet best basis selection. In the case of rational basis function the best ordering of the all-pass lters has to be found. This section discusses di erent criteria or cost functions for determining what is meant by the best basis. The same cost functions were used for wavelet packet best basis selection in 6, 7, 9].
Let fg k g k2B be the expansion coe cients for a nite orthonormal rational basis expansion, where B are the indices to n basis functions formed from all the state outputs from an array of all-pass lters. Let all possible B denote be the bases that can be formed by permuting the ordering of the all-pass lters. In this way, a nite library of bases is obtained. In 7] , it was suggested that the entropy of the expansion coe cients should be used as a cost function for best basis selection. It is de ned by V e (B) = ? X k2B jg k j 2 log jg k j (6.1) and The theorem shows that the entropy and`1-cost in fact are weighted versions of (6.5) where the weight is taken (integrated) over many threshold levels.
The cost function (6.5) also has an interpretation in terms of rate-distortion. If a signal is decomposed in the best basis according to that cost, and reconstructed using only coe cients with magnitude greater than . Then, the reconstruction`2-error is minimal over all bases in the library for any construction using the selected number of coe cients. See 25, 31] .
The cost function discussed above can now be used for selecting the best rational basis.
7. Selection of Best Basis. In Sections 4 and 5 it was concluded that the number of bases that can be constructed from an array of all-pass lters in most cases is much larger than the number of basis functions forming these bases. Using wavelet packet terminology, there is a library of bases. And in the same way, the observation that few basis functions form many di erent bases, there could be a fast structured way to select the best basis. In this case \fast" means that the complexity is lower than the number of bases. Hopefully, the selection procedure has the same complexity as the number of basis functions.
In Section 6, di erent criteria for best basis selection were discussed. Which criterion to use is rather much up to the user, but important for all these methods is that they describe compression so that a basis with the energy concentrated in as few coe cients as possible is selected. Supposing that the true system is well described by only a few coe cients in H n but that noise is present, a de-noising scheme such as the one described in Section 6 can be applied. This was suggested for orthonormal rational bases in 4]. Since only coe cients above the threshold level are kept, as few
Thus, the selection criteria presented in Section 6 are directly applicable on the selection of best orthonormal rational basis as well. The selection algorithm however, becomes di erent. As for wavelet packets, it is crucial that the cost function is additive also for this algorithm.
The following terminology will be used: The single n-word resulting from the algorithm will correspond to the globally optimal basis with respect to the chosen cost function. From the way the algorithm is constructed, it is important that the cost function is additive. The number of steps for Algorithm 7.2 is given by the following theorem: Generating functions are used as a standard method for solving similar combinatoric problems and are described in most standard books in discrete mathematics.
As will be shown in the next section, the (m + 1)-collections can recursively be calculated from the m-collections without knowing in advance how many these are for a certain m + 1. In this way, no search for the (m + 1)-collections has to be made. : : : ; k p ) so on, so forth. Thus, any (m + 1)-collection was generated from the algorithm so that the mapping is onto. This inversion also shows that no (m + 1)-collection is produced more than once by the algorithm. One remark is that in step 2a, the l < p conditions is only needed if m = 0.
The algorithm above provides a fast way to recursively calculate collections with di erent number sums. For implementation of the best basis selection algorithm, it is also convenient to have some systematic addressing of these collections. This is the same as saying that an integer must be assigned to each of the collections in a unique way. The total number of collections, or p-tuples (k 1 ; : : : ; k p ), with 0 k l l for l = 1; : : : ; p becomes Q p l=1 ( l + 1). Thus, the collections can be numbered from 0 to Q p l=1 ( l + 1) ? 1 in the following way: (1 + j ); (8.2) and where the product over no elements is de ned as 1. This way of numbering the collections can in fact be interpreted as a multi-base representation with respect to the l :s. One interpretation of this numbering is that the collection c q can be interpreted interpreted as the q'th number on the counter shown in Figure 8 .1, where the l:th wheel is numbered from 0 to l . This is also 2 1 9 7 5 This section treated several implementation aspects. Another important issue for the realization of the best basis selection algorithm is how to calculate all the expansion coe cients. In the next two sections, a scheme is developed that, given the coe cients in one basis, returns the coe cients for all possible basis functions. 9 . Calculating Coe cients By Orthonormal Transformations. The previous section gave some aspects on how to implement the best basis selection scheme. Especially, it was shown how collections of lters could be represented by addresses and how to recursively generate collections with the same number of members.
So far, the best basis selection scheme can be applied not only to rational basis functions, but to any Gram-Schmidt orthogonalization. However, a necessary input to the best basis algorithm is the expansion coe cients for all the di erent basis functions. For the rational basis functions described in this paper, these coe cients can be calculated using their special structure.
Suppose that the coe cients are given in one basis. This can be achieved with the system identi cation approach presented in Section 3. Then, there is an orthonormal, and thus well conditioned matrix transformation of these coe cients to the coe cients of any other possible basis. By utilizing the inherent recursive structure of the rational basis functions, this orthonormal transform can be decomposed into local (block) two by two orthonormal transformations. In this section, it is showed how this is done and a scheme for generating all the coe cients is given. The number of operations is of the same order of magnitude as the total number of di erent basis functions. The case considered in this section is that, where all the all-pass lters are di erent but with possibly di erent McMillan degrees. In the next section, the coe cient generation scheme is extended to cover also the general case.
Given a family of di erent all-pass lters fH k g n k=1 . The basis functions for an ordering fl k g n k=1 , of the lters can then be written as in (4.2) . Consider the two basis functions of consecutive order
By interchanging the order of the output lter of k and the output lter of k+1 , two basis functions of a basis de ned by another ordering are obtained. The functions become~ T(l k ; l k+1 ) = h l k ; l k+1 i h l k ; l k H l k+1 i h l k+1 H l k ; l k+1 i h l k+1 H l k ; l k H l k+1 i : (9.8) Let T(j; k) be partitioned into blocks as T(j; k) = t 11 (j; k) t 12 (j; k) t 21 (j; k) t 22 (j; k) ; (9.9) where the four blocks, given by t 11 (j; k) = h j ; k i (9.10) t 12 (j; k) = h j ; j H k i where the argument (j; k) of t 11 , t 12 , t 21 and t 22 was suppressed. The equations can either be solved \top-down" due to their triangular structure or as the total solution to (9.17). The following gives an example of a transformation matrix T(j; k).
Example 9.1 (Generalized Laguerre Functions). The transformation matrix for the generalized Laguerre case, with the basis functions (1.1), but with real poles, is given by T(j; k) = Suppose now that k and k+1 , de ned by (9.1) have the respective expansion coe cients g k and g k+1 . Then, using (9.5), the expansion coe cients associated with the basis functions~ k and~ k+1 are given by
: (9.23) In this way, given the expansion coe cients of a pair of functions in one basis, the expansion coe cients for the functions obtained from alternating the two last allpass lters can be obtained by a block two by two transformation. The question is whether the coe cients of all possible basis functions can be reached by repeating such transformations. Next, it will be shown that this is the case, but in order to facilitate the description, a more compact notation for the expansion coe cients will be introduced. where d l is either 1 or 0 denoting whether or not the lter H l is included in the set. The output lter H k cannot belong to the subset p.
Before introducing the scheme for calculating all the coe cients, the idea for coe cient generation will be illustrated with an example. Example 9.3 (Coe cient Generation). Suppose that all coe cients belonging to functions generated from the lters H 1 , H 2 and H 3 are known. Suppose also that g(f1; 2; 3g; 4) is known. Here, the subset address is replaced by the subset itself in order to make the description more easy to follow. To start with, all the coe cients generated from arrays of maximum length 4 become g(f1;2;4g;3) = t T 12 t T 22 g(f1;2g;3) g(f1; 2; 3g; 4) g(f1;3;4g;2) = t T 12 t T 22 g(f1;3g;2) g(f1; 2; 3g; 4) g(f2;3;4g;1) = t T 12 t T 22 g(f2;3g;1) g(f1; 2; 3g; 4) g(f1;2g;4) = t T 11 t T 21 g(f1;2g;3) g(f1; 2; 3g; 4) g(f1;3g;4) = t T 11 t T 21 g(f1;3g;2) g(f1; 2; 3g; 4) g(f2;3g;4) = t T 11 t T 21 g(f2;3g;1) g(f1; 2; 3g; 4) :
Next, coe cients coming from length 3 arrays are produced by g(f1;4g;2) = t T 12 t T 22 g(f1g;2) g(f1; 2g; 4) g(f2;4g;1) = t T 12 t T 22 g(f2g;1) g(f1; 2g; 4) g(f1;4g;3) = t T 12 t T 22 g(f1g;3) g(f1; 3g; 4) g(f3;4g;1) = t T 12 t T 22 g(f3g;1) g(f1; 3g; 4) g(f2;4g;3) = t T 12 t T 22 g(f2g; 3) g(f2; 3g; 4) g(f3;4g;2) = t T 12 t T 22 g(f3g;2) g(f2; 3g; 4) g(f1g;4) = t T 11 t T 21 g(f1g;2) g(f1; 2g; 4) g(f2g;4) = t T 11 t T 21 g(f2g;3) g(f2; 3g; 4) g(f3g;4) = t T 11 t T 21 g(f3g;1) g(f1; 3g; 4) :
Finally, the length 2 arrays give the coe cients g(f4g;1) = t T 12 t T 22 g(f;g; 1) g(f1g; 4) g(f4g;2) = t T 12 t T 22 g(f;g; 2) g(f2g; 4) g(f4g;3) = t T 12 t T 22 g(f;g; 3) g(f3g; 4) g(f;g;4) = t T 11 t T 21 g(f;g; 1) g(f1g; 4) :
The reason that not the total T is used in the transforms is to avoid too many coe cients being generated. Note that above, t T 11 t T 21 is used fewer times than t T 12 t T 22 . The number of coe cients known where 3 2 2 + 1 = 13 and the total number of coe cients associated with 4 lters is 4 2 3 = 32. In the example, 19 coe cients were generated, which is exactly the di erence.
It is now possible to formulate a general coe cient generation scheme. Assume as in the example above that all the coe cients associated with basis functions The following theorem guarantees that all coe cients can be generated given the coe cients for one basis. This concludes the proof. In this section it was shown how all expansion coe cients could be generated from block two by two orthonormal transformations. The case considered was when all the all-pass lters were di erent. In the following section this procedure is extended to cover the general case as well. 10 . General Coe cient Calculation. The previous section showed that given two coe cients belonging to basis functions of consecutive order in one basis, two coe cients in another basis could be generated from a block two by two orthonormal transformation. For the case where all the all-pass lters are di erent, this idea led to a scheme for generating the coe cients of all possible bases given the coe cients in one basis. In this section, the same idea is generalized to the case where each lter H k appears k times. The two by two transformations introduced in the previous section will be the same.
Given a family of all-pass lters fH l g p l=1 with balanced realizations and multiplicities f l g p l=1 denoting that each lter H l appears l times. The total number of lters is n := P p l=1 l . As in the previous section, denote an expansion coe cient g( ; l), meaning that the output lter in the corresponding basis function is H l and that the lter is preceded by the collection of lters with address . The addressing of the collections of lters is performed as suggested in De nition 8.2.
Suppose now that the expansion coe cients g( k ; l k ); k = 1; : : : ; n; ( 6) (1 0 0):2 ( 4) (2 0 0):2 ( 2) (2 1 0):1 ( 1) (2 1 1):1 ( 7) (2 1 2):1 (24) (0 0 0):3 (23) (0 1 0):1 ( 5) (1 1 0):1 ( 3) (2 1 0):3 ( 9) (3 0 1):2 ( 8) (3 0 2):2 (25) (0 1 0):3 (19) (1 1 0):3 (14) (3 0 0):3 (10) (2 1 1):3 (26) (1 0 0):3 (20) (2 0 0):3 (15) (1 1 1):1 (11) (3 0 1):3 (27) (0 0 1):2 (21) (0 1 1):1 (16) (2 0 1):2 (12) (1 1 2):1 (28) (0 0 1):1 (22) (1 0 1):2 (17) (2 0 1):1 (13) (2 0 2):2 (29) (0 0 1):3 (40) (1 0 1):1 (18) (1 1 1):3 (31) (2 0 2):1 (30) (0 1 1):3 (36) (2 0 1):3 (32) (1 0 1):3 (37) (0 1 2):1 (33) (0 0 2):2 (38) (1 0 2):2 (34) (0 0 2):1 (39) (1 0 2):1 (35) where the entries (k 1 k 2 k 3 ) : l ( j) (10.6) denote a coe cient for the basis function with l as output lter, preceded by k i lters H i , i = 1; 2; 3. The number j denotes that the entry is the j'th coe cient generated by the algorithm. Grey-shaded entries are generated by step 5 of the algorithm while the non-shaded are produced by step 3a.
Let now the initially known coe cients be de ned by the ordering (30) (1 0 0):3 ( 6) (1 0 1):1 (12) ( 1 1 1 the di erent generalized Laguerre systems, constructed with the very same poles. The all-pass lters will thus be H k (z) = 1 ? a k z z ? a k ; k = 1; : : : ; n; (11.2) while the state transfer functions become k (z) = p 1 ? a 2 k z ? a k ; k = 1; : : : ; n: (11. 3)
The basis functions for some given ordering fk l g n l=1 , are then given by
H k l (z); l = 1; : : : ; n: (11.4) In this way, the system can now exactly be described by any of the n! di erent bases that can be constructed. For xed ordering, the expansion is written In the rst case, c l was chosen so that g l = 5 ? jl ? 5j for the ascending pole ordering n l = l, l = 1; : : : ; 9. In Figure 11 .1, the expansion coe cients for the ascending pole order are shown. Two di erent cost functions were examined. The`1-cost in Figure 11 .3. The second case considered is constructed so that g l = 1 for the ascending order k l = l, l = 1; : : : ; 9. The best and worst`1 expansion coe cients are displayed in Figure 11 .4 and the same is shown for the entropy cost in Figure 11 .5. The resulting costs and orderings for the two di erent cases are shown in Table 11 .1. In the table, it shows that for case 1, the both best expansions di er while the worst give the same result. In case 2, both the best and the worst expansions match for the two cost functions. It is also worth mentioning that the worst expansion for case 2 corresponds to the ascending order with the uniform coe cient distribution. This should not be surprising since in this case, the solution is feasible and optimal for the two optimization problems choices of basis and in this way, the importance of selecting the order of the all-pass lters in the array properly. In the next section, an example with noise-free estimation will be given.
11.2. Noise-free Estimation. In this case, the system is estimated without measurement noise. As a priori information, three di erent alternatives are given for the complex poles of the system are given while the real pole is assumed to be known. One of the complex poles is identical to the true one and the other two are somewhat displaced. The system is given by (11.13) and estimation of the corresponding coe cients was performed as in (3.5) from Section 3. The resulting coe cients are shown in Figure 11 .6. Calculation of all the other possible coe cients and selection of the best basis with respect to the`1-cost was performed with the given conditions. The resulting coe cients are shown in Figure 11 .7 while the ordering and cost are presented in Table 11 .2. In the table, the worst cost and ordering are also shown. The corresponding worst coe cients are shown in Figure 11 .8. As intended, the best basis selection scheme chooses a basis constructed from an array that starts with H 1 , H 4 and H 4 . This means that the system is exactly described by Costs and orderings for the initial, best and worst bases.
the rst ve coe cients. With the initial ordering on the other hand, more coe cients are needed. One can also note that, not surprisingly, the worst basis has the rst order all-pass lter last in the array. This example showed how coe cient calculation and selection scheme presented in this chapter chooses a suitable ordering of the all-pass lters. In the following example, the selection of ordering will be demonstrated on a system with delays.
11.3. Multiple delays. In this example, estimation of a system with multiple delays is examined. The purpose is to estimate the delays from choosing the best basis. Thus, for clarity, the poles are assumed to be known. where G j (z) = 1 ? a j z ? a j ; j = 1; 2; 3:
(11.14)
The system is shown in Figure 11 . In this way, with a large number of delays in the bases, and with the remaining dynamics similar to that of the system, the best basis selection scheme should be able to identify the proper delays. The total number of possible bases is 50616 while the number of di erent basis functions only is 712. Figure 11 .10 shows the magnitude of the best and worst`1-coe cients. Although the measurement noise is quite large, the best coe cients show signicantly larger coe cients in positions 6, 17 and 28. The corresponding lters are H 1 , H 2 and H 3 , respectively so that all the rest of the all-pass lters are the unit delays H 4 . The number of delays before coe cient 6 is 5 which corresponds to d 1 . Between the coe cients 6 and 17 the number of delays is 10, corresponding to d 2 . Finally, the number of delays between the coe cients 28 and 17 is 10 which is the same as d 3 . In this way, the three di erent delays can be identi ed. The ordering of the worst basis starts with H 3 and H 2 followed by four unit delays which are followed by H 1 . All the rest of the lters are delays. The example shows that, for a system with this delay structure, the delays can be estimated by selecting the best orthonormal rational basis expansion even when substantial measurement noise is present. 12. Concluding Remarks. This paper gave a method for calculating coecients and selecting the best basis among a large number o di erent orthonormal rational bases.
Firstly, the number of possible bases was derived and the observation that a basis function can be a member of many di erent bases was made. This was exploited in order to derive a scheme for selecting the best orthonormal basis. The selection scheme is fast in the meaning that the best basis is selected in no more steps than the number of di erent basis functions. Secondly, a similar scheme is derived for calculating all possible di erent expansion coe cients, given the coe cients in one basis. This method is based on recursive local orthonormal transformations of the already calculated coe cients.
These two main results give a complete method for separately calculating all the possible coe cients and the selecting the best basis in an order of complexity which is the same as the number of di erent basis functions rather than the number of di erent bases. This property is very similar to that of the wavelet packet best basis methods of 6].
Appendix A. Orthonormality of T(j; k). The matrix T(j; k), de ned by (9.8), ful lls T(j; k)T T (j; k) = I since spanf j ; k H j g = spanf k ; j H k g:
(A.1) That these two pairs of functions have the same span follows from that, since they have the same poles and since they are strictly proper, both pairs have the same partial fractional expansions.
