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Abstract 
Optimal packet routing algorithms for all binary d-cubes of dimension d < 7 are presented. 
The algorithms given are synchronous, offer distributed control, and assume d-port, multiac- 
ccpting communication. While the previous best known packet routing algorithm [3] on the 
7-cube takes 11 time-units, our algorithm has reduced the worst-case time complexity to the 
minimum possible of 7 units. We also give an optimal routing algorithm for the ternary 4-cube. 
Key words: d-cube; interconnection networks; Local permutation routing; Maximal checking; 
Packet routing 
1. Introduction 
The state of the art in parallel systems includes multicomputer architectures such as 
hypercubes (Ncube, Intel’s IPSC, Connection Machine), and multiprocessors such as 
the butterfly [2, 81. The usual communication mode is either packet or circuit 
switching. In circuit (packet) switching data are transferred through the interconnec- 
tion network with (without) a physical connection path between the source and the 
destination. Packet routing forms the kernel of many parallel processing applications, 
such as sorting, computing multidimensional FFTs, matrix transposition, and divide 
and conquer strategies [4, 5, 7, 91. The scope of this study is packet routing on 
hypercubes. 
We consider a network whose topology is a binary d-dimensional cube with two 
directed edges, one in each direction, between each pair of adjacent nodes. In the 
beginning, each node contains a message with a destination, and the n = 2d destina- 
tions are all distinct (permutation routing). The modes are synchronous and the 
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routing is divided into “moves.” At each move a message either stays put, or moves to 
an adjacent node if the edge is free. In other words, at any move a message occupies 
either a node (if staying put), or an edge. As in the multiple-accepting PE scheme 
studied by Abraham and Padmanabhan [l], we allow multiple messages to occupy 
the same node. However, only one message can occupy an edge at any move. When 
several messages compete for the same edge (called a conflict), we assume that there is 
a register to decide which one occupies the edge. Finally, we assume that each node is 
capable of doing d-port communication, i.e. it can simultaneously receive and transmit 
up to d messages as long as no two are claiming the same edge. 
For 2 < d < 7 we give in Section 2 an algorithm which can complete an arbitrary 
permutation routing in d moves, the worst-case minimum number required for 
general permutations. The routing is local in the sense that at each move, the 
transmissions of the messages at a node depend only on the node and the destinations 
of these messages (but independent of what happens at other nodes). It is an 
interesting open problem whether a d-move local algorithm for permutation routing 
exists for arbitrary d. 
We also consider an extension from binary cubes to t-nary cubes. However, the 
routing is much harder and we only have some limited success for small t and d. In 
particular, the case oft = 3 and d = 4 is discussed in Section 3 and some remarks are 
given in Section 4. 
2. Binary d-cubes 
We first state some basic but useful lemmas and definitions. 
Lemma 1. A conflict cannot occur at either the first move or the last move. 
Proof. At the first move no two messages can have the same starting node. At the last 
move no two messages share the same destination. Hence no conflict can occur at 
these two moves. 0 
Corollary 2. There exists a 2-move local permutation routing for the 2-cube. 
We assume that each of the 2d nodes of the d-cube is labelled by a binary d-vector. 
We also identify a message by its destination, i.e. a d-vector. We say bit i of a message 
is correct if its current node binary representation agrees with its destination in bit i. 
For example, consider d = 4 and two messages with respective destinations (0, 1, 0, 1) 
and (0, 1, 0, 0) at the node (0, 0, 0, 0). The first message has correct bits 1 and 3, while 
the second message has correct bits 1,3 and 4. By correcting bit i, we mean a move to 
make bit i correct. Thus, when correcting bit i, a message stays put if bit i is correct, or 
else moves to the adjacent node with the destination bit i. In the above example, 
“correcting bit 4” will result in the first message moving to the node (0, 0, 0, 1) and the 
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second message staying put. For a subset P of {l, 2, . . . ,d), we say a message is of 
pattern P if all bits in P are correct (bits not in P can either be correct or incorrect). In 
the above example, the first message is of pattern P for every subset P of (1,3) since its 
destination (0, 1, 0,l) agrees with the (current) node (0, 0, 0,O) in bits 1 and 3. Similarly, 
the second message is of pattern P for every subset P of { 1,3,4}. For a given pattern P, 
we say a message is maximal (of P) if it is of pattern P and every bit not in P is 
incorrect. In the above example, with respect to pattern {l, 3}, the first message is 
maximal but not the second. 
For a given k (1 d k < d), suppose all the messages have at least k correct bits. By 
making the maximal correction of size k, we mean (i) for every pattern P of size 
(cardinality) k, we correct a specified bit (not in P) for the maximal message of pattern 
P, and (ii) those messages having more than k correct bits stay put. Thus, after making 
the maximal correction of size k, if no conflict arises, then all the messages will have at 
least k + 1 correct bits. In the above example, after making the maximal correction of 
size 2, the second message stays put while the first message goes to either the node 
(0, 1, 0, 0) (if we correct bit 2) or the node (0, 0, 0, 1) (if we correct bit 4). 
Lemma 3. At each node there exists at most one maximal message for each pattern. 
Proof. Two maximal messages at a node of the same pattern imply that they have the 
same destination, which is impossible. q 
Theorem 4. There exists a d-move local permutation routing for the binary d-cube for 
3ddd7. 
Proof. d = 3: At the first move we correct bit 1. No conflict can occur due to 
Lemma 1. Furthermore, at the beginning of the second move, every message is of 
pattern {l}. At the second move we make the maximal correction of size 1; correct bit 
2 of the maximal message of pattern { 1) (there exists no maximal message of pattern 
1 J ‘2’ or (3)). By Lemma 3 at most one message is routed at each node, thus no conflict 
can occur. No conflict can occur at the third move by Lemma 1. 
d = 4: At the first move we correct bit 1. No conflict can occur due to Lemma 1. At 
the second move we correct bit 2 if possible (which means that the dimension-2 edge 
has not been occupied by another message at move 2). If it is not possible, we correct 
bit 3. Since each node has at most two messages at the beginning of move 2, either bit 
2 or bit 3 is corrected for every message and no conflict can occur. Thus, after the 
second move, every message is of pattern (1,2) or { 1,3). At the third move we make 
the maximal correction of size 2 and we correct bit 3 (2) for the maximal message of 
pattern { 1,2) (Cl, 3)). N o conflict can occur by Lemma 3. Clearly, after the third move, 
every message has at least 3 correct bits. Finally, no conflict can occur at move 4 by 
Lemma 1. 
d = 5: At the first move if bit 1 is incorrect, correct bit 1; otherwise, correct bit 2. At 
the beginning of the second move, consider a general node N, = (iI, i2, i3, i4, is)_ 
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Interpreting a + b as a + b (mod 2) the messages at that node can only come from 
nodes (ii + 1, i2, is, id, is), (ii, iZ, i3, id, is) and (ii, iZ + 1, is, i4, is). (Note that the 
messages from the last two nodes already have correct bits 1 and 2.) Correct bit 2 or 
3 or 4 for the respective message whenever it exists. Since we route at most three 
messages from Ng, each along a different dimension (edge), no conflict can occur. At 
the beginning of the third move, it is easily verified that all messages are of pattern 
{ 1,2). Clearly, at each node at most two messages can have destinations disagreeing 
with the node in both bits 3 and 4, hence not of pattern (1,2,3} or { 1,2,4}. Correct bit 
3 or 4 for these messages whenever they exist. At the beginning of the fourth move, all 
messages are of pattern { 1,2, 3) or { 1, 2,4}. We make the maximal correction of size 
3 and correct bit 4 (3) for the maximal message of pattern (1, 2, 3) ((1, 2, 4)). No 
conflict can occur due to Lemma 3. After the fourth move, all messages have at least 
4 correct bits. 
d = 6: The first three moves are the same as in the 5-cube case. (It should be 
remarked that it is still true, though a bit less obvious than in the case d = 5, that at 
the beginning of the third move at most two messages can have incorrect bits 3 and 4. 
This is because at every node all messages except at most two had either bit 3 or bit 
4 corrected at the second move.) At the beginning of the fourth move, all messages 
have the patterns either { 1, 2, 3) or (1,2,4}. Among the messages of pattern { 1, 2, 3) 
({1,2,4})atthenodeN, =(i ,i ,i ,i ,i 1 2 3 4 5, is), at most two can have incorrect bits 4 and 
5 (3 and 6). We correct bit 4 (3) for the first message and bit 5 (6) for the second. All 
other messages stay put. Since the corrected bits are all distinct, no conflict can occur. 
Thus, after the fourth move, all messages are of pattern { 1,2, 3,4}, { 1, 2, 3, 5) or { 1,2, 
4,6}. At the fifth move we make the maximal correction of maximal correction of size 
4; for the maximal message of pattern { 1,2,3,4} (( 1, 2, 3, 51, { 1,2,4, 6)) we correct bit 
5 (4, 3, respectively). Since the corrected bits are all distinct, no conflict can occur. 
After the fifth move, all messages have at least five correct bits. 
d = 7: We will describe the first four moves later. Assume for now that at the 
beginning of the fifth move, all messages are of pattern { 1,2,3,4}, { 1,2,3, 5) or { 1,2,4, 
6). Among the messages of pattern { 1,2,4,6} ({ 1,2,3, 5)) at the node N7 = (ii, ia, is, i4, 
is, is, i,), at most two can have incorrect bits 3 and 5 (4 and 6). Correct bit 3 (4) for the 
first message and bit 5 (6) for the second. For the maximal message of pattern { 1,2,3, 
4}, correct bit 7. Since all corrected bits are distinct, no conflict can occur. After the 
fifth move, all messages are of pattern { 1,2,3,4,5}, { 1,2, 3,4,6}, { 1,2,3,4,7}, { 1,2, 3, 
5,6} or { 1,2,4, 5, 6). At the sixth move we make the maximal correction of size 5; for 
the maximal message of pattern { 1,2, 3,4, 5) ({ 1,2, 3,4, 61, { 1,2, 3,4,7), { 1, 2, 3, 5,6}, 
{ 1, 2, 4, 5, 6}), we correct bit 6 (7, 5, 4, 3, respectively). Since all corrected bits are 
distinct, no conflict can occur. After six moves, all messages have at least six correct 
bits. 
The first two moves are the same as in the 5-cube and 6-cube cases. The third move 
is complicated. Note that at the beginning of the third move, N, has at most six 
messages of which no more than four can have an incorrect bit 3 (4). Among 
the messages at N7 (at the beginning of the third move), let A be the set of those 
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messages having destinations with number i3 + 1 (i4 + 1) in bit 3 (4), B the set of 
those messages having destinations with number i3 (id + 1, i5 + 1) in bit 3 (4, 5), C 
the set of those messages having destinations with number i4 (i3 + 1, i6 + 1) in 
bit 4 (3, 6). Thus, (A\ d 2, IAl + [III = [AuBI 64, IAl + ICI = lAuCld4, 
I A I + I B 1 + I C ) = I Au B u C I < 6. The detailed description of the third move is given 
below, which depends on the values of I A 1, IBI and 1 Cl in such a way that neither of the 
messages in A stays put and at most one of the messages in B(C) stays put. (Note that 
all messages have correct bits 1 and 2.) 
(i) I.4 = 0, I B1 = 4, ICI d 2: Note that the four messages in B are the maximal 
messages of pattern ( 1, 2, 3), (1, 2, 3, 6}, (1, 2, 3, 7) and (1, 2, 3, 6, 7). Correct 
bit 5, 7, 6 or 4 for these messages, respectively. Correct bit 3 for one of the messages 
in C. 
(i’) I A I = 0, I B 1 6 2, I C I = 4: Same as in (i) with B and C interchanged. Namely, 
correct bit 4 for one of the messages in B, and correct bit 6, 7, 5 or 3, respectively, for 
the four maximal messages of pattern (1,2,4}, { 1,2,4,5}, (1,2,4,7} and { 1,2,4, 5,7$ 
in C. 
(ii) IAl < 1, ) BJ = 3,j CJ < 2: Correct bit 4 for the message in A (if it exists). Correct 
bit 3 for one of the messages in C. Correct bit 4 for the message in A (if it exists). 
Correct bit 3 for one of the messages in C. Correct bit 5 (6,7) for the maximal message 
of pattern { 1, 2, 3j ({ 1, 2, 3, 71, { 1, 2, 3, 6}, respectively) in B (if it exists). 
(ii’) IAl < 1, IBI d 2, ICI = 3: Same as in (ii) with B and C interchanged. That is, 
correct bit 3 for the message in A (if it exists), correct bit 4 for one of the messages in B, 
and correct bit 6 (5,7) for the maximal message of pattern { 1,2,4} ({ 1,2,4,7], (1,2,4, 
5}, respectively) in C (if it exists). 
(iii) IAl = 0, (BI = ICI = 3: Correct bit 4 or 5 for two of the messages in B, and 
correct bit 3 or 6 for two of the messages in C. 
(iv) IA I < 2, 1 BI d 2, I Cl 6 2: Correct bit 3 or 4 for the messages in A, correct bit 
5 (6) for one of the messages in B (C). 
Since the third move always corrects bit 3 or 4 for the messages in A, all messages 
are of pattern {l, 2, 3) or (1,2,43 afterwards. We claim that among the messages of 
pattern (1,2,3) ({l, 2,4}) at each node, at most two can have incorrect bits 4 and 5 (3 
and 6). Assuming the claim for now, then the fourth move is to correct bit 4 or 5 (3 or 
6) for these messages, so that all messages are of pattern { 1,2,3,4}, { 1,2,3,5} or { 1,2, 
4, 63 at the beginning of the fifth move. 
Finally, it remains to establish the claim. Without loss of generality, we consider 
node e, = (0, 0, 0, 0, 0, 0,O). We shall only consider the case of pattern (1, 2, 3) as the 
other case can be treated similarly. Namely, we need to show (B*l d 2 where B* is the 
set of those messages at node e. (after the third move) having destinations with 0 in 
bits 1, 2 and 3 and 1 in bits 4 and 5. 
Denote by ei the node (0, 0, . . . ,O, 1, 0, . . . ,O) with the only “1” appearing in the ith 
component, i = 1, 2, . . . , d. For i = 0, 1, . . . ,d, let Bi be the set of those messages at 
node the ei (at the beginning of the third move) having correct bits 1, 2 and 3 and 
incorrect bits 4 and 5. 
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Table 1 
e0 e3 e4 e5 e6 e7 
(9 0010x1x 0000x1x 0000100 0001011 0001100 0001100 
(i’) 0001 lxx 0000010 00001xx 0010010 0010101 0010010 
(ii) 0010x1x 0000x 1 x 00 1 oxxx 0001011 0001 loo 0001100 
0001100 
(ii’) 00011xx 0001xxx oooolxx 0010010 0010101 0010010 
0010010 
(iii) 0001 lxx 0000x 1 x 00001xx 00010xx 0010x0x 
0010x1x 
(iv) 0001 lxx 0001xxx 0010xxx 00010xx 0010x0x 
0010x1x 
Table 1 lists the possible message(s) at e. moved from ei (column) at the third move 
using a certain rule (row) (x means an unspecified bit). 
It is easily seen that any message in B*, i.e. any message of the type 00011~~ must 
come from eo, e3, e6 or e? Also, at most one message in B* can come from each of 
them. Furthermore, the message coming from e6 or e, is the same one, i.e. 0001100. So 
e,ue7 can contribute at most one message to B*. Hence we will conclude that 
1 B* 1 < 2 if it can be shown that not all of eo, e3 and e6 ue, can contribute a message 
to B*. 
Note that the moving of the message 0001100 from e6 (e7) to e. occurs either under 
rule (i) or under rule (ii). In either case 1 B6 1 (I B, I) is at least 3. Furthermore, these 
messages in B, and B, must be of the type 0001 lxx. Now suppose eo, e3 and e6 u e, all 
contribute a message to B*. Denote by m, (Q) the message coming from e. (e3). 
Clearly, all messages in {mop m3} u B6 uB7 are of the type OOOllxx, so that 
which is impossible since there are only four distinct messages of the type 0001~~. 
Therefore I B* 1 d 2, completing the proof. lJ 
3. t-nary d-cubes 
It is straightforward to extend our results for binary 2-cube and 3-cube to similar 
size ternary cube. However, the extension to the ternary 4-cube is already nontrivial. 
For convenience, we still refer to the components in a d-vector as “bits.” 
Theorem 5. There exists a 4-move local permutation routing for the ternary 4-cube. 
Proof. The first move of the routing algorithm to be given is complicated. Later, we 
will describe the first two moves and show that every message after two moves is of 
F. K. Hwang et al. /Discrete Applied Mathematics 72 (1997) 199-207 205 
pattern either (1, 3) or {2,4). Assuming this fact for now, the third move is to make 
the maximal correction of size 2, to be described as follows. For a general node (i, j, k, 
1) with i, j, k, 1= 0, 1,2, at the beginning of the third move, there can be at most four 
maximal messages of pattern (1, 3) with destinations (i, j + 1, k, 1 + l), (i, j + 2, k, 
1 + 2), (i, j + 1, k, 1 + 2) and (i, j + 2, k, 1 + l), for which we correct bits 2, 2, 4 and 4, 
respectively where a + b is interpreted as a + b (mod 3). Similarly, there can be at 
most four maximal messages of pattern (2, 4) with destinations (i + 1, j, k + 1, 1) 
(i + 2, j, k + 2, l), (i + 1, j, k + 2, I), and (i + 2, j, k + 1, 1), for which we correct bits 1, 
1,3 and 3, respectively. Clearly, no conflict will arise at the third move. Thus, after the 
third move, every message has at least three correct bits. The fourth move is simply to 
correct the only incorrect bit for each message, which results in no conflict by 
a natural extension of Lemma 1 to t-nary d-cubes. 
We now describe the first move. Denote the 34 nodes by (i, j, k, I), i, j, k, 1 = 0, 1, 2. 
Denote by (iI, j,, kI, 11) the destination of the message at (i, j, k, 1). Thus ii = ii (i, j, 
k, 1) is a function of i, j, k and 1. First consider those messages with at least one correct 
bit. If ii = i (i.e. ii (i, j, k, 1) = i), correct bit 3; ifjr = j, correct bit 4; if kI = k, correct bit 
1; if II = 1, correct bit 2. (If iI = i and jr = j, then we may correct either bit 3 or 4.) In 
other words, if a message has at least one correct bit before the move, then it will have 
correct bits (1, 3) or (2, 4) after the move, Next, consider those messages with no 
correct bit. 
(i) If (i, j) = (0, l), (1, 2) or (2, 0), correct bit 2; 
(ii) If (i, j) = (1, 0), (2, 1) or (0, 2), correct bit 1; 
(iii) For the case i = j and (1, II) = (0, l), (1, 2) or (2, 0), correct bit 4. For the case 
i = j and (1, 11) = (1, 0), (2, 1) or (0, 2) if (j, jr) = (0, l), (1, 2) or (2, 0), correct bit 2; if 
(j, j,) = (1, 0), (2, 1) or (0, 2), correct bit 3. 
The second move is simply to correct those messages with exactly one correct bit in 
such a way that they will be of pattern { 1,3} or {2,4) after corrections. It suffices to 
show that these messages can cause no conflict at the second move since messages 
with at least two correct bits stay put at the second move. 
Case 1: Fix a node (i, j, k, 1) with i = j. We shall only consider i = j = 0. The other 
two cases can be treated similarly. Those messages with one correct bit must have 
come from some of the nodes (1, 0, k, l), (0, 1, k, l), (0, 0, k, F(l)), (0, 0, k’, 1) and 
(0, 0, k”, 1) where F(0) = 2, F(1) = 0 and F(2) = 1, and {k’, k” } = (0, 1, 2}\{ k}. For 
messages from the first three nodes (if they exist) correct bits 3,4 and 2, respectively. 
For messages from the last two nodes (if they exist) correct bit 1. In case both messages 
from the last two nodes exist, denote their destinations by (iz, jt, kT, 11) and (i$, jt, k$, 
1;). Clearly, k: = k: = k. By the description of the first move, we have 17 = 1; = F(1) 
and jT = j$ = 2. Thus i: # il, and no conflict will occur when correcting bit 1 of both 
messages. 
Case 2: Fix a node (i, j, k, 1) with (i, j) = (0, l), (1,2) or (2,O). We shall consider only 
(i, j) = (0, l), since the other two cases are similar. At the node (0, 1, k, l), those 
messages with one correct bit must have come from the nodes (2,1, k, 1) and (0, 0, k, 1). 
We correct bit 3 of the first message and bit 4 of the second. 
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Case 3: Fix a node (i, j, k, 1) with (i, j) = (1, 0), (2, 1) or (0,2). We treat (i, j) = (1,0) 
only. At the node (1, 0, k, 1) the only message with one correct bit must have come 
from (1, 2, k, I). We correct bit 4 of this message. 
We have shown that the second move results in no conflict. The proof is com- 
plete. 0 
To extend Theorem 5 to t-nary d-cubes for general d and t remains a challenging 
problem. Note that a natural extension of Lemma 1 to t-nary d-cubes shows that there 
exists a 2-move local permutation routing for the t-nary 2-cube for all t. 
4. Some remarks 
We may also consider an MIN (multistage interconnecting network) version of 
d-cube, namely, a (d + 1)-stage MIN where each stage has 2d switches (td for a t-nary 
cube) representing the 2d nodes. Between two adjacent stages there is a link from 
switch i of the preceding stage to switch j of the succeeding stage if nodes i and j are 
adjacent in the d-cube. A node is also considered to be adjacent to itself. Thus the link 
patterns are identical throughout the stages. A d-cube MIN is rearrangeable if for an 
arbitrary matching between switches of the first stage and switches of the last stage, 
there always exist link-disjoint paths to connect all the pairs. Note that a path 
(s1, sz, ... , sd+ I), where si, i = 1,2, . . . , d + 1, denotes the index of the switch in stage 
i of the MIN, corresponds to a path from node s1 to sd+ 1 in the d cube whose ith move 
is from node si to node si + 1. Thus, a packet switching d-cube having a permutation 
routing with at most d moves would correspond to a circuit-switching rearrangeable 
d-cube MIN except for the following difference: the d-cube allows two messages to 
stay put at a node, but in the d-cube MIN this corresponds to two messages 
competing for the same link (switch i to switch i) which is not allowed. Therefore, 
rearrangeability for the d-cube MIN implies a permutation routing with at most 
d moves for the d-cube, while the converse is not true. This difference does not exist for 
d = 2, thus a 2-cube MIN is still rearrangeable. We can easily modify our algorithm to 
prove this for t-nary 3-cube MIN with base t = 2,3. It should also be noted that the 
“local” property is preserved in the modification. 
A d-cube is circuit-switching rearrangeable if for an arbitrary matching of the 2d 
vertices there always exist 2d edge-disjoint paths connecting the pairs. Szymanski [lo] 
showed that the 2-cube and 3-cube are circuit-switching rearrangeable with min- 
imum-length paths. While routing for circuit switching can certainly be used for 
packet switching, his routings for the 2-cube and the 3-cube are not local, hence do not 
imply Corollary 2 and Theorem 4. Szymanski also conjectured that a d-cube is 
circuit-switching rearrangeable for all d and gave numerical evidences to support the 
conjecture. Recently, Lubiw [6] showed that this conjecture would be false if all paths 
are restricted to minimum lengths. 
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Although Theorem 4 in this paper applies only to binary d-cubes for d d 7, these 
d-cubes cover some useful practical applications. We also hope that our results will 
stimulate more research into minimum-move local permutation routing for d-cubes 
with larger d. 
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