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Abstract 
In this paper the dynamics of a rotor-stator system with mass imbalance induced rub-impact interactions is investigated with 
particular attention on the routes to chaos. The rub-impact interaction is modelled by a Hertz contact radial force and a Coulomb 
friction tangential force. Extensive numerical experimentation for a wide range of parameters shows the resulting response to be 
rich in subharmonic, quasiperiodic and chaotic motions. Parameter identification of chaotic systems has become an important 
topic of research in the past decade. Of particular interest is the problem of identifying or estimating system parameters when the 
quasiperiodic or chaotic responses of the system are known. The problem of identifying parameters can be cast as an optimization 
problem and non-traditional optimization methods such as evolutionary algorithms, simulated annealing and others have been 
developed to identify system parameters. In this paper, three evolutionary algorithms  particle swarm optimization, differential 
evolution and firefly algorithm are presented and compared for the problem of identifying parameters of a rotordynamical system 
given a chaotic response. The results of this analysis can potentially be of a considerable value as diagnostic tools in assessing 
condition monitoring signals that are routinely taken on modern rotating machinery. 
Keywords:  chaos; rotor dynamics; swarm optimization; parameter estimation 
1. Introduction 
Typically, the optimum performance of many rotating machines is dependent on minimizing radial clearances 
between rotor and stator parts. Due to misalignment and mass unbalance, reduced clearances may lead to rotor 
rubs against stationary parts causing complicated dynamic behavior that is often unpredictable. A commonly 
investigated model is used to simulate the non-linear dynamical characteristics associated with rotor-blade-seal-
casing rub interactions. Non-linear rotor systems involving bearing clearances have been studied by several 
investigators [1 10]. This is not intended to be a comprehensive list. Non-linear interaction forces (rubbing, dead-
band clearance) were found to induce subharmonic resonances as well as amplitude jumps. 
 
There are two objectives of the present paper. The first objective is to summarize the results obtained for the 
forced chaotic dynamical behaviour of a simple horizontal two-DOF model consisting of a rub interaction 
between a rotor and a boundary with a non-linear restoring force. The mathematical model results in two coupled 
second order ODE's. The number of design variables can be reduced by using a non-dimensional group of 
variables. Special attention is given to determining the effects of friction coefficient ( ), clearance (C), and 
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structural damping ( ) on the onset of chaotic behavior. The second objective is to investigate the inverse problem 
of parameter estimation given a certain system response. Nonlinear control methods such as adaptive control, 
states feedback control, PI control etc. are used to control and synchronize chaotic systems. However, in the 
absence of system parameters these control methods are of limited use. Online estimation of system parameters in 
nonlinear systems has therefore received much attention as a research issue lately. Non-classical optimization 
methods such as evolutionary algorithms have been used for the identification of system parameters of nonlinear 
dynamic systems such as Van der Pol and Duffing oscillators [11, 12], Bouc-Wen system [13], Lorenz, Lü and 
Chen systems [15]. Newer evolutionary computational techniques such as differential evolution [16-19] and 
particle swarm optimization methods [20-22] and differential evolution have been used to solve the inverse 
problem of parameter estimation. A comparison of differential evolution and particle swarm optimization methods 
for parameter identification for Van der Pol Duffing oscillators can be found in Ref [18].  However, to the best of 
our knowledge, there has not been any work on use of evolutionary techniques for parameter estimation of the 
nonlinear rotor-stator system with mass induced rub impact. In this paper, preliminary studies on parameter 
estimation for the nonlinear rotor-stator system with mass induced rub impact using three evolutionary 
optimization methods are presented. The algorithms are used for the problem of parameter identification and not 
for system design.  
2. Mathematical Model 
     The model consists of a Laval rotor and a non-linear finite boundary stiffness with Coulomb friction [1]. The 
Laval rotor has been modelled as a massless shaft mounted in two bearings at each end. Symmetrically between the 
bearings, it has a thin rigid disc perpendicular to the shaft. The disc has a mass M and radius R, and rotates with a 
constant angular velocity  around the centre O of the disc. The center of mass  of the disc does not necessarily 
coincide with O, as shown in Figure 1. The transverse bending vibrations of the rotor have been modelled with two 
generalized co-ordinates. The disc translates in the ex and ey directions and rotates around ez.  The position of O with 
respect to O0 is given by the vector r0 and the position of  with respect to O by r , where r  and r0 are expressed in 
















                                                               
                                                                 Fig. 1. Two DOF Rotor-Stator system
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where, X and Y are the generalized coordinates,  is the distance between O and  while t is the rotational angle.  
The disc is loaded with a constant gravitational force G due to the weight of the disk, a linear restoring force R 
dependent on the generalized co-ordinates and their first time derivatives, and a non-linear load Fn. The linear 
restoring force R results from isotropic stiffness Ks, and isotropic damping Ds, of the shaft and its bearings and it acts 
at O.  The nonlinear load Fn is produced by the contact and rubbing of the rotor against the stationary housing. The 
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housing acts on the disc with a normal force FR and a tangential or friction force FT. The normal force FR is 
assumed to depend exponentially on the orbital radius of the shaft (Hertzian contact). 
 
0 0
(cos sin ) 0
R R R
X YF F F K
       (2a) 
 
The friction force FT is represented by coulomb law with the characteristic coulomb friction coefficient . 
 
0 0




F F F        (2b) 
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The equations of motion are then formulated as follows, 
 
0( )mM r M r r G R F          (4) 
2: (x s se M X      (5a) 
2: (y s se M Y      (5b) 
 
Eqs (5) are the scalar components of (4). The terms inside ..  in (5) are activated only when  To express (5) in 
a non-dimensional form, we define a characteristic frequency /s s  and we will use the clearance C as a 
characteristic length. The non-dimensional variables used are then defined as follows: 
 
* 2 * 2
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Using eqs (6), eqs (5) can be written as follows: 
 
* 22 (cos sin ) cosX       (7a) 
* 2 *2 (sin cos ) sinY       (7b) 
 
When rubbing between rotor and stator occurs, a tangential force proportional to the radial contact force and 
opposed to the surface velocity of the rotor is induced. In order to determine the direction of rubbing, let us consider 
the evolution of the point of contact. During the time interval t, the motion of this point is the combination of a 
displacement due to the prescribed rotation of the shaft t where  the rotor radius, and a displacement due to the 
whirl of the shaft R t where  is the whirling angular speed.          
 
2
( ) ( ) ( ) ( )X t X t Y t Y t
R
                (8)                 
The direction of the frictional force depends on the sign of the velocity of rotor surface at the point of 
contact, R . It is then possible to modify (2b) by introducing a term which determines the direction of the 
frictional force as,  
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0 0
(sin cos ) 0
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1 0
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1 0
   (2b') 
                                             
The predictor-corrector Euler-Newmark temporal integration scheme was used to solve Eq. (7). The results are 
presented in section 4. 
3. Parameter Estimation 
The inverse problem of parameter estimation is formalized such that both the initial conditions and parameters 
except the ones being estimated (coefficient of friction , clearance C and structural damping ) are known in 
advance. These unknown parameters can then be estimated by solving an optimization problem over continuous, 







f x t x t
N
        (9) 
 
Where,  is the set of parameters in the problem and every parameter is associated with a lower bound l and an 
upper bound u (assumed to be known a priori). The known response is in the form of x-coordinate of the Poincare 
point of the rotor orbit using parameter set  is (x t and the estimated x-coordinate of the Poincare point of the 
rotor orbit using parameter set is (x t . The continuous displacement is reconstructed by using a finite set of 
samples i = 1 to N, where N is the total number of samples collected for parameter estimation. In the preliminary 
work presented in this paper, a small sample size, N = 5 is used. The objective functional f used by the evolutionary 
algorithms is the average sum of differences between the measured response and estimated response over the entire 
sample. The evolutionary algorithms will guide the search for parameters based on minimizing the objective 
functional. In this paper, a newly proposed swarm optimization method called the firefly algorithm (FA) along with 
the standard particle swarm optimization (PSO) and the differential evolution (DE) algorithm are used for parameter 
identification. An individual in a population of size n is denoted by the vector pj in d-dimensions as, pj = [pi1, pi2, .., 
pid j n. As an example, for the problem of identifying the three system parameters (d = 3), a candidate 
solution is represented as, pj =[ j, Cj, j] where, ; ;l u l u l uj j j j j j j j j .  
3.1. Firefly Algorithm (FA) 
This swarm optimization algorithm is based on the idealized behavior of light-flashing fireflies [23]. The two 
important steps in the algorithm are generating a light intensity for a firefly as a function of its location and the 
pairwise evaluation of fireflies in order to move the less bright firefly to the brighter one. Evolution is characterized 
by the movement of firefly j to firefly k as,  
2exp[ ]( )j j jk k j jB rp p p p         (10) 
 
The second term is due to mutual attraction and the third term is a randomization with the vector of random 
variables j being drawn from a Gaussian distribution. The constant B is called the attractiveness quotient of a firefly 
for another when both the fireflies are at the same location i.e. both fireflies have the same light intensity (usually B 
= 1). The parameter  characterizes the randomized part of the movement, and is chosen such that [0,1]. The 
parameter  called the light absorption coefficient has been shown to be crucially important in determining the speed 
of the convergence (and the behavior) of the algorithm. In the simulations described in this paper, the values of the 
three parameters were chosen after limited experimentations, as 0 = 1,  = 0.5 and  = 1.   
3.2. Particle Swarm Optimization (PSO) 
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An improved particle swarm algorithm similar to the proposed in [24] is used for parameter identification for 
comparison purposes with the firefly algorithm and the special case particle swarm algorithm resulting from the 
firefly algorithm. In a d-dimensional parameter space, let the position and velocity of a particle j be pj and vj 
respectively. A 
the whole swarm. More specifically, particle j remembers its personal best position (bj) and the swarm records the 
best position attained by any particle as b. The position and velocity of particle j are then updated as,  
 
1 1 2 2( ) ( )j F j j j j
j j j
I c a c av v b p b p
p p v
       (11) 
 
where, IF is called the inertial weight that controls the impact of the previous velocity of the particle on its current 
one, a1 and a2 are uniformly distributed random variables in [0,1], and c1 and c2 are positive constant parameters 
called acceleration coefficients which control the maximum step size. The inertia weight and the acceleration 
coefficients linearly interpolated between a lower bound (at final generation) and an upper bound (at initial 
generation). The lower bound is reached at the final generation for  and c1 while the upper bound values are used 
at the initial generation. For acceleration coefficient c2 the upper bound is reached at the final generation and the 
lower bound value is used at the initial generation. After limited experimentation, the bounds are chosen as  = [0.4, 
0.9] and c1 = c2 = [0.5, 2.5].  
3.3. Differential Evolution (DE) 
This algorithm uses a simple differential operator to create new candidate solutions and employs a one-to-one 
competition scheme to greedily select new candidates [25]. The differential operator uses the differences between 
randomly selected individuals in the population as the source of random variations for a third individual referred to 
as the target vector. The mutation operator creates a mutant vector shown in (12) and the crossover operator is used 
to create a trial vector shown in (13) 
 
1 2( )m b p pj sf           (12) 
  
where, b is the best individual in the current population (one that has the smallest objective function value), p1 and 
p2 are two randomly selected individuals in the current population, and fs is the scale factor that controls the 








           (13) 
where,  is a random number generated by using the uniform probability distribution in [0, 1] and Cr is the 
probability of crossover. The random integer randint(1, d) is an integer in the range [1, d] and is used to ensure that 
at least one mutant vector parameter is taken into account for constructing the trial vector. The trial vector replaces 








           (14) 
 
There are fewer parameters to be tuned for DE (scale factor fs and crossover probability Cr). For work presented 
later, the two parameters are chosen as fs = 0.9 and Cr = 0.95 after limited experimentation. 
4. Results and Discussion 
The system parameters associated with the cases considered herein are defined in the respective figures. The 
system parameters were varied systematically by changing the value of one parameter while holding the other 
if  Cr or k = randint(1, d) 
otherwise 
if f (uj) < f (pj) 
otherwise 
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parameters at constant values.  This 2-D.O.F. rotor-stator system is found to exhibit a rich variety of responses with 












             
 











Fig. 2b. Selected rotor orbits and Poincare points at low damping ( =10). 
 
Poincare mappings can provide a powerful tool for diagnostic purposes because they can give information which 
cannot be obtained from either the orbital motion or the F.F.T. of the rotor response. Figure 2a shows a bifurcation 
sequence for low damping level ( =10). It takes the general form {chaos  P3  P6 P4 P8...chaos P5} 
as the radial clearance parameter C is varied with high resolution between the values [0.0001  0.0011]. Such a 
diagram can be established by plotting the x or y Poincare coordinates of a series of rotor revolutions (200 cycles in 
this case) as a function of one parameter. It is observed that changing the clearance values by only small increments 
[ C= 0.00001] leads to substantial changes in the system responses. In rotating machines, clearance changes in the 
supporting bearings, seals, packing, oil deflectors, etc. may be attributed to mounting conditions and to a cyclic 
heating due to the rub impacts occurring between the shaft and the bearing as well as normal or abnormal wear. 
Figure 2b illustrates the shaft orbits within the clearance circle. The clearance circle has a diameter equal to C for 
each case. The black dots show the location of Poincare points. These points record the location of the rotor per unit 
rotor angular speed.  
 
The parameter estimation is performed for the following three sets of parameters: 
1.  = 0.05, C = 0.00015, = 10  
2.  = 0.1, C = 0.00045,  = 30  
3.  = 0.075, C = 0.00045,  = 10 
 
The first set of parameters produce a chaotic response, while the second and the third sets produce responses of 
periodicity 2 and 3 respectively. All three algorithms were run for a population of size 100 for 100 generations each. 
Parameter set 1 was not correctly estimated by any of the three algorithms because of the relatively small sample 
size. However, the parameter sets 2 and 3 were correctly identified by all three algorithms  the best, median and 
worst estimation results are presented in Tables 1 3. Number of iterations and the elapsed CPU time to search the 
best estimated individual (optimal solution) for the three algorithms are presented in Table 4. For example, the 
    
Chaos, C = 0.00015     P3, C = 0.00045      P4, C = 0.0008       P5, C = 0.001 
 = 1.0 
  = 0.1 
K  = 1.0 x 106  
Ks = 1.0 x 105 
M = 0.8 
Clearance (C) × 10-3 
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optimal solution is first uncovered by the DE algorithm in the 67th generation (out of a 100 generations preset as the 
termination condition) as against the 84th generation for the FA. DE outperformed PSO and FA as in the DE based 
estimation had the smallest error and for the same desired error rate, it converged quicker than the other two 
algorithms. These results are presented in Table 5. The error rate reported for the table is 0.1 for both CLRNS and 
DC parameters.  
 
Table 1. Results of FA, PSO and DE algorithms for parameter set 1. 
 Best result Median result Worst result 
FA PSO DE FA PSO DE FA PSO DE 
 0.075 0.085 0.075 0.1 0.085 0.085 0.1 0.1 0.085 
C 0.00032 0.00027 0.00027 0.00039 0.00024 0.00017 0.00062 0.00025 0.00043 
 18 18 10 22 14 14 38 22 18 
 
Table 2. Results of FA, PSO and DE algorithms for parameter set 2. 
 Best result Median result Worst result 
FA PSO DE FA PSO DE FA PSO DE 
 0.1 0.1 0.1 0.085 0.085 0.1 0.075 0.075 0.1 
C 0.00041 0.00047 0.00045 0.00053 0.00055 0.00049 0.00082 0.00063 0.00012 
 30 30 30 18 18 14 10 46 38 
 
 
Table 3. Results of FA, PSO and DE algorithms for parameter set 3. 
 Best result Median result Worst result 
FA PSO DE FA PSO DE FA PSO DE 
 0.075 0.075 0.075 1.0 0.05 0.085 0.1 0.1 0.1 
C 0.00051 0.00042 0.00045 0.00059 0.00055 0.00037 0.00103 0.00012 0.00058 
 10 10 10 22 18 14 30 38 22 
 
Table 4. Iterations and CPU time for FA, PSO and DE algorithms for best estimated individual in the population. 
 Parameter set 1 Parameter set 2 Parameter set 3 
FA PSO DE FA PSO DE FA PSO DE 















3.65 3.41 3.31 3.67 3.43 3.39 
 
Table 5. Convergence characteristics and error rates for FA, PSO and DE algorithms for best estimated individual in the population. 
 Parameter set 1 Parameter set 2 Parameter set 3 
FA PSO DE FA PSO DE FA PSO DE 
Error           
C 1.133 0.8 0.8 0.089 0.044 0 0.133 0.067 0 









62 53 31 64 49 29 
*for a fixed error rate of 0.1 for both C and .  
5. Conclusions 
     In this investigation, a 2-D.O.F. rotor-stator model was developed which enables the simulation of the rotor 
response during rub interactions. In particular it was found that the clearance magnitude plays an important role in 
the type of motion obtained, depending on the other system parameters. This role does not take a clear specific 
trend. Friction is found to have a drastic effect on promoting higher subharmonics and chaotic motions.  
From the control space generated, the inverse problem of estimating system parameters given a response was 
also investigated in this paper. The inverse problem is pertinent to real-time online control and monitoring of 
mechanical equipment based on the rotor-stator model with rub-impact. Three evolutionary algorithms were used to 
estimate parameters given limited information of a chaotic response, a response of periodicity 4 and a response of 
periodicity 3. The limited information consisted on the first five x-Poincare points of the response. Due to the 
relatively small sampling size, system parameters of the chaotic response were not estimated correctly by any of the 
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three algorithms; however, the periodic response parameters were correctly identified by all three algorithms. From 
an implementation point of view, the Differential Evolution (DE) algorithm outperformed both the Particle Swarm 
Optimization (PSO) and the Firefly Algorithm (FA). However, a comprehensive comparative analysis of the 
methods described here for parameter identification is outside the scope of this paper and will be a topic for further 
research. Increasing the sample size and using a modified feature set of parameter identification will also be part of 
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