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Abstract—Many signals on Cartesian product graphs appear
in the real world, such as digital images, sensor observation time
series, and movie ratings on Netflix. These signals are “multi-
dimensional” and have directional characteristics along each
factor graph. However, the existing graph Fourier transform
does not distinguish these directions, and assigns 1-D spectra
to signals on product graphs. Further, these spectra are often
multi-valued at some frequencies. Our main result is a multi-
dimensional graph Fourier transform that solves such problems
associated with the conventional GFT. Using algebraic properties
of Cartesian products, the proposed transform rearranges 1-
D spectra obtained by the conventional GFT into the multi-
dimensional frequency domain, of which each dimension repre-
sents a directional frequency along each factor graph. Thus, the
multi-dimensional graph Fourier transform enables directional
frequency analysis, in addition to frequency analysis with the
conventional GFT. Moreover, this rearrangement resolves the
multi-valuedness of spectra in some cases. The multi-dimensional
graph Fourier transform is a foundation of novel filterings
and stationarities that utilize dimensional information of graph
signals, which are also discussed in this study. The proposed
methods are applicable to a wide variety of data that can be
regarded as signals on Cartesian product graphs. This study
also notes that multivariate graph signals can be regarded as 2-
D univariate graph signals. This correspondence provides natural
definitions of the multivariate graph Fourier transform and the
multivariate stationarity based on their 2-D univariate versions.
Index Terms—Filtering, graph signal processing, multi-
dimensional signal processing, stationarity.
I. INTRODUCTION
Signals located on the vertices of weighted graphs, known as
graph signals, appear in many situations, e.g., measurements on
sensor network graphs, electrical potential on neural network
graphs, and RGB on pixels on grid graphs. Recently, many
graph signal processing (GSP) methodologies have been pro-
posed for graph signals, e.g., graph Fourier transform (GFT) [1–
8], windowed GFT [3], graph wavelet transform [5], and
spectral filtering [9, 10]. These GSP methodologies extended
conventional signal processing techniques applicable to time-
series data.
This study focuses on signals on a Cartesian product of
graphs, which are termed “multi-dimensional graph signals”
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Fig. 1: (a) Example of 2-D graph signal. The intensity of the signal is
indicated by color on each vertex. (b) 1-D power spectrum of (a) obtained by
a conventional graph Fourier transform (GFT), and (c) 2-D power spectrum
of (a) obtained by the proposed multi-dimensional graph Fourier transform
(MGFT). The 1-D spectrum is double-valued at red points, whereas the 2-D
spectrum is single-valued everywhere.
hereafter. In summary, a Cartesian product of n graphs is an “n-
dimensional graph” whose each dimension is formed by each
factor graph (its definition will be introduced in Section II-C).
Fig. 1(a) shows an example of a two-dimensional (2-D) graph
signal. The graph seems to have two dimensions: a horizontal
graph of 5 vertices (solid lines) and a vertical path of 4 vertices
(dotted lines). We mention three practical 2-D graph signals.
First, images are signals on a grid graph that is a product of a
row and column path graph. Second, sensor observation time
series are signals on a product of a path graph (model of time
axis) and a sensor network graph (model of spatial correlation).
Third, Netflix movie ratings are signals on a product of a
movie-similarity graph and a user-similarity graph.
However, the conventional GFT is inappropriate for multi-
dimensional graph signals. First, the spectra of multi-
dimensional graph signals obtained by the GFT cannot represent
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2directional frequency characteristics, which makes an investi-
gation of the original signals inadequate. Signals on a product
graph have “directional” characteristics along each factor graph,
but the GFT maps the multi-dimensional signals to 1-D graph
spectra, ignoring the directional information. The disadvantage
of the conventional GFT can be easily confirmed in Fig. 1(b).
The power spectrum loses directional frequency characteristics,
i.e., the original signal varies moderately in the horizontal
direction and drastically in the vertical direction. Second, the
spectra of multi-dimensional graph signals obtained by the
GFT tend to be multi-valued at a particular frequency. The
GFT spectra are functions that range from discrete frequencies
to complex numbers. When the Laplacian matrix of a given
graph has non-distinct eigenvalues, the spectrum functions
are not well-defined at a frequency of multiple eigenvalues,
i.e., it associates many values to the frequency. Unfortunately,
regarding Cartesian product graphs, the eigenvalues of a
Laplacian matrix frequently degenerate. For example, the
Laplacian matrix of the Cartesian product of two isomorphic
graphs has non-distinct eigenvalues. Indeed, the graph in
Fig. 1(a) has multiple eigenvalues, 2, 4, and 5, so that the
spectrum in Fig. 1(b) is double-valued at these frequencies.
This study proposes a multi-dimensional graph Fourier
transform (MGFT) for multi-dimensional graph signals that
solves the aforementioned problems associated with the con-
ventional GFT. When given an n-D graph signal, the MGFT
rearranges the 1-D spectrum obtained by the GFT into the
n-D frequency domain, and provides the n-D spectrum of
the signal. Each dimension of the frequency space indicates
a “directional frequency along each factor graph.” In this
manner, the frequency characteristics acquired by the proposed
MGFT include directional information, in addition to the
frequency characteristics provided by the conventional GFT.
Therefore, the MGFT provides deeper frequency analysis of
the multidimensional graph signals than the conventional GFT.
Moreover, the multi-dimensional rearrangement of 1-D spectra
resolves the multi-valuedness of the spectra and generates well-
defined spectrum functions under the conditions mentioned in
Section III-A. Fig. 1(c) shows the power spectrum of the signal
in Fig. 1(a) obtained by the MGFT. The spectrum in Fig. 1(c) is
a 2-D rearrangement of the 1-D spectrum in Fig. 1(b), indicates
the anisotropic frequency characteristics of the original signal,
and is single-valued at any frequency. In addition, the MGFT
is as fast as an efficient GFT algorithm on Cartesian product
graphs [8].
Aside from the significance of the MGFT itself, the MGFT
is the foundation of the various GSP tools provided in this
study that utilize dimensional information of graph signals. We
propose multi-dimensional graph spectral and optimization
filtering, with which we can design directional frequency
characteristics of multi-dimensional graph signals. We also
propose a factor-graph-wise stationarity and a directional
stationarity of multi-dimensional graph signals that focus on
stationarities along factor graphs. Further, we discuss the mutual
relationships of the proposed stationarities and an existing
stationarity in [11, 12].
This study points out that multivariate signals on graphs can
be regarded as signals on Cartesian product graphs. Therefore,
our study of multi-dimensional graph signals transfers to those
of multivariate graph signals. In this manner, we propose the
stationarity of multivariate graph signals.
There have been several previous studies conducted on
GSP methodologies for signals on a Cartesian product graph.
Sandryhaila and Moura [8] proposed an efficient algorithm of
an adjacency-based GFT when it is applied to signals on a
product graph. The algorithm reduces the high computational
cost by utilizing an algebraic property of Cartesian products,
which is similar to the proposed MGFT. However, the two
methods are essentially different in the following manner: their
GFT eventually provides 1-D spectra, whereas the MGFT
provides multi-dimensional spectra. Other studies [4, 13]
modeled the periodic time axis using a cycle graph, and
indicated that periodic temporal signals on a graph could
be regarded as data on the Cartesian product of the graph
and the cycle graph. They proposed a set of methodologies
consisting of “joint graph and temporal Fourier transform,”
joint filtering, and some novel stationarities for such signals.
The set of methodologies consisting of the proposed multi-
dimensional GFT, filtering, and stationarities generalizes their
methodologies.
The contents of this study are described as follows. Section II
overviews two key ingredients of an MGFT: a conventional
GFT and a Cartesian product of graphs. Section III proposes
the MGFT. The MGFT motivates several new filterings in
Section IV and stationarities in Section V for multi-dimensional
graph signals. Section VI discusses multivariate graph signals
related to multi-dimensional graph signals. Section VII con-
cludes the paper and mentions several future works.
II. PRELIMINARIES
A. Notations
Let R be the set of all real numbers, R≥0 be the set of all
nonnegative real numbers, and C be the set of all complex
numbers. A complex conjugate of a scalar a is denoted by a,
an element-wise complex conjugate of a vector a is denoted
by a, and that of a matrix A is denoted by A. For a matrix
A, let A> be a transpose, A∗ be a Hermitian transpose, A−1
be an inverse, and trA be a trace of A. A Kronecker product
of A ∈ Cm×n and B ∈ Cs×t is a matrix given by
A⊗B =
a11B · · · a1nB... . . . ...
am1B · · · amnB
 ∈ Cms×nt,
where aij is the (i, j)-th element of A. For p > 0, a p-norm
of a univariate function f on some discrete domain is
‖f‖p =
(∑
i
|f(i)|p
)1/p
,
and a p-norm of a bivariate function g on some discrete domain
is
‖g‖p =
∑
i
∑
j
|g(i, j)|p
1/p .
3For a bivariate function g, let g(i, ·) be a univariate version
of g with the first variable fixed as i and g(·, j) a univariate
version of g with the second variable fixed as j.
B. Graph Fourier transform
Let G = (V,E,w) be an undirected weighted graph with
vertex set V = {0, . . . , N − 1}, edge set E, and weight
function w : V × V → R≥0. The weight function w is
symmetric and satisfies w(i, j) = 0 for any {i, j} /∈ E. In this
study, we assume that all graphs are simple, i.e., have no loops
and no multiple edges.
The following three matrices associated with G are signifi-
cant: an adjacency matrix W = (w(i, j))i,j=0,...,N−1, a degree
matrixD whose i-th diagonal element is d(i) =
∑N−1
j=0 w(i, j),
and a Laplacian matrix L = D − W . In particular, the
Laplacian matrix is necessary for GFTs.
Because the Laplacian matrix L is real, symmetric,
and positive-semidefinite, it has nonnegative eigenvalues
λ0, . . . , λN−1 and the corresponding orthonormal eigenfunc-
tions u0, . . . , uN−1 : V → C satisfying
L
 uk(0)...
uk(N − 1)
 = λk
 uk(0)...
uk(N − 1)

for k = 0, . . . , N − 1. Here, the orthonormality means that∑N−1
i=0 uk(i)ul(i) = δ(i, j) holds for any k, l = 0, . . . , N − 1,
where δ is the delta function, i.e., δ(i, j) is 1 if i = j and 0
otherwise. This study supposes that eigenvalues are sorted in
ascending order like λ0 ≤ · · · ≤ λN−1. Note that λ0 is strictly
0 because all row-wise sums of L are equal to zero. We denote
a matrix spectrum {λk}k=0,...,N−1 by σ(L).
A graph Fourier transform (GFT) [1–6] of a graph signal
f : V → R is fˆ : σ(L)→ C defined by
fˆ(λk) = 〈f, uk〉 =
N−1∑
i=0
f(i)uk(i) (1)
for k = 0, . . . , N − 1. Considering the functions
{uk}k=0,...,N−1 as signals on G, the GFT is a signal expansion
in terms of these eigensignals. Then an inverse GFT is given
by
f(i) =
N−1∑
k=0
fˆ(λk)uk(i) .
Note that the GFT on the cycle graphs is equivalent to the
discrete Fourier transform (DFT) [1].
When a graph Laplacian has non-distinct eigenvalues, we
should remember that spectrum functions generated by the GFT
are not well-defined, i.e., multi-valued. Suppose a Laplacian
matrix has two orthonormal eigensignals u and u′ correspond-
ing to the same eigenvalue λ. Then, for any signal f on the
graph, the spectral component fˆ(λ) is double-valued by 〈f, u〉
and 〈f, u′〉.
In [7, 8, 14], an alternative GFT is introduced from the
algebraic signal processing (ASP) approach (see [15] for an
overview of ASP). This type of GFT expands a graph signal in
terms of the eigenfunctions of an adjacency matrix. Suppose
(a) (b)
(c)
Fig. 2: (a)(b) Graphs and (c) their Cartesian product graph. Red dotted edges
in (c) come from (a) and blue solid edges come from (b).
the adjacency matrix W has eigenvalues {µk}k=0,...,N−1 and
corresponding normal eigenfunctions {vk}k=0,...,N−1 on the
vertex set. For a signal f on the graph G, the ASP approach
defines a GFT applied to f as a spectrum fˆ on σ(W ) satisfying
f(i) =
N−1∑
k=0
fˆ(µk) vk(i)
for i = 0, . . . , N − 1.
In this study, we refer to this transform as the adjacency-
based GFT and refer to the transform in (1) as the Laplacian-
based GFT or simply, GFT. These two GFTs usually give
different spectra for the same graph signal. We mainly discuss
the Laplacian-based GFT and its 2-D extension, but occasion-
ally we refer to the adjacency-based GFT for comparison.
C. Cartesian product graph
A Cartesian product G1 G2 of graphs G1 = (V1, E1, w1)
and G2 = (V2, E2, w2) is a graph with vertex set V1 × V2,
edge set E satisfying
{(i1, i2) , (j1, j2)} ∈ E
⇐⇒ [{i1, j1} ∈ E1, i2 = j2] or [i1 = j1, {i2, j2} ∈ E2] ,
and weight function w defined by
w((i1, i2) , (j1, j2)) = w1(i1, j1) δ(i2, j2) + δ(i1, j1)w2(i2, j2) .
The graphs G1 and G2 are called factor graphs of G1 G2.
Fig. 2 shows one example of a Cartesian product operation.
For other examples, if factor graphs are cycle graphs, their
product is a two-dimensional torus graph; if factor graphs are
path graphs, their product is a two-dimensional grid graph.
An adjacency matrix, degree matrix, and Laplacian matrix
of a Cartesian product graph can be represented by those of
its factor graphs. For n = 1, 2, suppose that a factor graph
Gn with vertex set Vn = {0, . . . , Nn − 1} has the adjacency
matrix W n, the degree matrix Dn, and the Laplacian matrix
Ln. Then, ordering the vertices in V1×V2 lexicographically, i.e.,
like (0, 0) , (0, 1) , (0, 2) , . . . , (N1 − 1, N2 − 1), the adjacency
matrix, degree matrix, and Laplacian matrix of G1 G2 are
expressed as W 1⊕W 2, D1⊕D2, and L1⊕L2, respectively.
Here, the operator ⊕ is a Kronecker sum defined by A⊕B =
A⊗ In + Im ⊗B for matrices A ∈ Rm×m and B ∈ Rn×n,
where In is the identity matrix of size n.
4A desirable property of the Kronecker sum allows an
eigenproblem involving a Laplacian matrix of a product graph
to be broken down into eigenproblems involving that of
each factor graph. Supposing the Laplacian matrix Ln has
nonnegative eigenvalues {λ(n)k }k=0,...,Nn−1 and orthonormal
eigenfunctions {u(n)k }k=0,...,Nn−1 for n = 1, 2, the Kronecker
sum L1⊕L2 has an eigenvalue λ(1)k1 +λ
(2)
k2
and the correspond-
ing eigenfunction u(1)k1 u
(2)
k2
: V1 × V2 → C satisfying
(L1 ⊕L2)

u(1)k1 (0)u
(2)
k2
(0)
u(1)k1 (0)u
(2)
k2
(1)
...
u(1)k1 (N1 − 1)u
(2)
k2
(N2 − 1)

=
(
λ(1)k1 + λ
(2)
k2
)

u(1)k1 (0)u
(2)
k2
(0)
u(1)k1 (0)u
(2)
k2
(1)
...
u(1)k1 (N1 − 1)u
(2)
k2
(N2 − 1)

for any k1 = 0, . . . , N1 − 1 and k2 = 0, . . . , N2 − 1.
The eigenvalues {λ(1)k1 + λ
(2)
k2
}k1,k2 are nonnegative and the
eigenfunctions {u(1)k1 u
(2)
k2
}k1,k2 are orthonormal. These are
easily deduced from several basic properties of the Kronecker
product (see e.g. [16, chap. 13]).
An eigenproblem concerning an adjacency matrix of a prod-
uct graph can be broken down in the same way. Supposing the
adjacency matrix W n has eigenvalues {µ(n)k }k=0,...,Nn−1 and
orthonormal eigenfunctions {v(n)k }k=0,...,Nn−1 for n = 1, 2, the
Kronecker sum W 1 ⊕W 2 has eigenvalues {µ(1)k1 + µ
(2)
k2
}k1,k2
and corresponding eigenfunctions {v(1)k1 v
(2)
k2
}k1,k2 on V1 × V2.
III. MULTI-DIMENSIONAL GRAPH SIGNAL TRANSFORMS
A. Multi-dimensional graph Fourier transform
Consider the Laplacian-based GFT on a Cartesian product
graph. For n = 1, 2, let Gn be an undirected weighted
graph with vertex set Vn = {0, . . . , Nn − 1}, and sup-
pose that its graph Laplacian Ln has ascending eigenval-
ues {λ(n)k }k=0,...,Nn−1 and the corresponding orthonormal
eigenfunctions {u(n)k }k=0,...,Nn−1. Due to the previous dis-
cussion about product graphs, the GFT of a graph signal
f : V1×V2 → R on the product graph G1G2 is a spectrum
fˆ : σ(L1 ⊕L2)→ C given by
fˆ
(
λ(1)k1 + λ
(2)
k2
)
=
N1−1∑
i1=0
N2−1∑
i2=0
f(i1, i2)u
(1)
k1
(i1)u
(2)
k2
(i2)
for k1 = 0, . . . , N1−1 and k2 = 0, . . . , N2−1, and its inverse
is
f(i1, i2) =
N1−1∑
k1=0
N2−1∑
k2=0
fˆ
(
λ(1)k1 + λ
(2)
k2
)
u(1)k1 (i1)u
(2)
k2
(i2)
for i1 = 0, . . . , N1 − 1 and i2 = 0, . . . , N2 − 1.
Considering the GFT on a product graph above, it seems
natural to define the spectrum not as a univariate function on
σ(L1 ⊕L2), but as a bivariate function on σ(L1) × σ(L2).
Now, we regard a signal on a Cartesian product graph as a
“two-dimensional signal” and propose a two-dimensional GFT
which gives a “two-dimensional spectrum.”
Definition 1 (Two-dimensional graph Fourier transform). A
two-dimensional GFT (2-D GFT) of a signal f : V1×V2 → R
on a Cartesian product graph G1  G2 is a spectrum fˆ :
σ(L1)× σ(L2)→ C defined by
fˆ
(
λ(1)k1 , λ
(2)
k2
)
=
N1−1∑
i1=0
N2−1∑
i2=0
f(i1, i2)u
(1)
k1
(i1)u
(2)
k2
(i2)
for k1 = 0, . . . , N1−1 and k2 = 0, . . . , N2−1, and its inverse
is given by
f(i1, i2) =
N1−1∑
k1=0
N2−1∑
k2=0
fˆ
(
λ(1)k1 , λ
(2)
k2
)
u(1)k1 (i1)u
(2)
k2
(i2)
for i1 = 0, . . . , N1 − 1 and i2 = 0, . . . , N2 − 1.
Note that the 2-D GFT is represented as a chain of
matrix-matrix multiplications. By using N1 × N2 matrices
F = (f(i1, i2))i1,i2 and Fˆ = (fˆ(λ
(1)
k1
, λ(2)k2 ))k1,k2 , the 2-D
GFT applied to the signal f is expressed as
Fˆ = U∗1FU2, (2)
where Un is an Nn×Nn unitary matrix with (i, k)-th element
u(n)k (i) for n = 1, 2. Then its inverse is given by
F = U1FˆU
>
2 . (3)
The 2-D GFT is related to existing transformations as follows.
First, when both factor graphs are cycle graphs, the 2-D
GFT can be equivalent to the 2-D DFT. Second, when one
factor graph is a cycle graph expressing a periodic time axis,
the 2-D GFT is called a joint graph and temporal Fourier
transform [4]. The proposed 2-D GFT generalizes these existing
transformations.
For a signal on product graphs, the proposed 2-D GFT
provides the following advantages over the conventional GFT:
directional frequency analysis, multi-valuedness resolution, and
reduced computational time. The remainder of this subsection
explains these advantages.
First, the 2-D GFT enables us to analyze graph signals in
terms of the frequency characteristics along each factor graph.
Because the 2-D GFT parallels the 2-D Fourier transform,
we expect that the n-th variable of 2-D spectra behaves
as a “frequency along the n-th factor graph.” That is, if a
spectrum fˆ(λ(1), ·) at a large λ(1) is dominant, a signal f should
drastically fluctuate along the graph G1, whereas if fˆ(λ(1), ·)
at a small λ(1) is dominant, f should gradually change along
G1.
See Fig. 3 for an example where the expectation is likely
real. It shows several signals on a product of a path graph
G1 and a wheel graph G2 shown in Fig. 4 (vertex domain
representation) and their power spectra obtained by our 2-D
GFT (frequency domain representation). The vertices of G1 are
indexed as Fig. 4(a), and those of G2 are indexed as Fig. 4(b).
All edges of G1, G2, and G1 G2 are weighted by one. In
Figs. 3(a) and 3(e), the signal gradually changes along both G1
and G2 in the vertex domain, and the spectrum generated by
5its 2-D GFT indicates that. In Fig. 3(b), the signal gradually
changes along G1; however, for many i1 ∈ V1, the signal at
the center vertex (i1, 0) greatly differs from the signal at the
surrounding vertices {(i1, i2) | i2 6= 0}. Therefore, the signal
has low-frequency along G1 and high-frequency along G2.
The spectrum shown in Fig. 3(f) explains these anisotropic
signal characteristics. The spectra in Figs. 3(g) and 3(h) also
indicate the directional characteristics of the signals in Figs. 3(c)
and 3(d), respectively. Therefore, in these cases we can see
λ(1) ∈ σ(L1) as a frequency along G1 and λ(2) ∈ σ(L2) as a
frequency along G2.
Theoretically, the total directional variation study below
indicates that variables of the 2-D GFT spectra behave as
directional frequencies along factor graphs. The discussion
here is based on the total variation study in [2]. For a graph
signal f : V → R, the graph gradient of f at i ∈ V is the
signal ∇if : V → R defined by
∇if(j) =
√
w(i, j) (f(j)− f(i)) .
For a 2-D graph signal f : V1 × V2 → R, the local G1-
directional variation of f at (i1, i2) ∈ V1 × V2 is a Euclidean
norm of G1-directional components of the graph gradient
∇i1,i2f given by
V (1)i1,i2(f) =
√√√√N1−1∑
j1=0
|∇i1,i2f(j1, i2)|2
=
√√√√N1−1∑
j1=0
w1(i1, j1) (f(j1, i2)− f(i1, i2))2,
which indicates how intensely signal f changes along G1 at
the vertex (i1, i2); and the total G1-directional variation of f is
a 2-Dirichlet form of the local G1-directional variations given
by
S(1)2 (f) =
1
2
N1−1∑
i1=0
N2−1∑
i2=0
∣∣V (1)i1,i2(f)∣∣2
=
1
2
N1−1∑
i1=0
N1−1∑
j1=0
w1(i1, j1) ‖f(j1, ·)− f(i1, ·)‖22 ,
which indicates how intensely the signal f changes along G1.
Using the matrix representation of the 2-D GFT in (2), the
total G1-directional variation can be decomposed as
S(1)2 (f) =
N1−1∑
i1=0
N1−1∑
j1=0
w1(i1, j1) ‖f(i1, ·)‖22
−
N1−1∑
i1=0
N1−1∑
j1=0
w1(i1, j1) 〈f(i1, ·) , f(j1, ·)〉
= tr(F>D1F )− tr(F>W 1F )
= tr(F>L1F ) =
N1−1∑
k1=0
λ(1)k1 ‖fˆ(λ
(1)
k1
, ·)‖22 ,
where 〈f(i1, ·) , f(j1, ·)〉 is
∑N2−1
i2=0
f(i1, i2) f(j1, i2). This
decomposition shows that the higher-G1-frequency components
of signals contribute more to their variation along G1. The total
quadratic G2-directional variation S
(2)
2 (f) is decomposed as
S(2)2 (f) =
∑N2−1
k2=0
λ(2)k2 ‖fˆ(·, λ
(2)
k2
)‖22 in the same way, thus the
higher-G2-frequency components of signals contribute more
to their variation along G2.
A total directional variation also appears in other situations.
Laplacian eigenmaps, a popular tool used in manifold learning,
find the low-dimensional data representation that minimizes
the total variation along a similarity graph of data [17].
The minimizer provides the smoothest representation on that
graph. Matrix completion on graphs infers the original matrix
from its incomplete observation when given a column-wise-
similarity graph GC and a row-wise-similarity graph GR [18].
The method minimizes the sum of four terms: the distance
between the inference and the observation, nuclear norm of
the inference, total GC-directional variation, and total GR-
directional variation. Its minimizer is close to the observation,
is low-rank, and is smooth along GC and GR.
The second advantage of the 2-D GFT is that it can solve the
multi-valuedness of the ordinary GFT. When a graph Laplacian
has non-distinct eigenvalues, the ordinary GFT spectra of graph
signals are multi-valued at multiple eigenvalues. Therefore, for
a signal on a product graph G1G2, if frequencies λ(1)k1 +λ
(2)
k2
and λ(1)l1 + λ
(2)
l2
are equal with k1 6= l1 or k2 6= l2, the GFT
assigns two different values to the signal spectrum at the
frequency. However, even if λ(1)k1 + λ
(2)
k2
and λ(1)l1 + λ
(2)
l2
are
equal, pairs of frequencies (λ(1)k1 , λ
(2)
k2
) and (λ(1)l1 , λ
(2)
l2
) may be
different, and then the 2-D spectrum by the 2-D GFT is well-
defined at the frequency pairs. A product graph GG whose
factor graph G has distinct eigenvalues serves as a typical
example. For any k 6= l, its 1-D spectrum is double-valued at
frequency λk +λl = λl +λk but 2-D spectrum is well-defined
at (λk, λl) and (λl, λk) separately.
The third advantage is that the 2-D GFT takes less com-
putational time than the ordinary GFT. The 2-D GFT and its
inverse on a product graph G1 G2 cost O
(
N21N2 +N1N
2
2
)
time with the straightforward matrix multiplication, although
the conventional GFT and its inverse on the same graph cost
O
(
N21N
2
2
)
time. Preliminarily, the 2-D GFT and its inverse
need an eigendecomposition of the graph Laplacians of factor
graphs G1 and G2 that costs O
(
N31 +N
3
2
)
time, whereas the
conventional GFT and its inverse need an eigendecomposition
of a graph Laplacian of G that costs O
(
N31N
3
2
)
time. Further-
more, we can theoretically reduce the temporal cost of the 2-D
transform by utilizing fast matrix multiplication algorithms,
such as the Strassen algorithm, because these operations consist
of a chain of matrix-matrix multiplications.
For an arbitrary natural number n, an n-dimensional GFT
on a Cartesian product graph
G1  · · ·Gn = ((· · · (G1 G2) · · · )Gn)
is inductively defined by 2-D GFTs.
B. Adjacency-based multi-dimensional graph Fourier transform
We can extend the adjacency-based GFT to its 2-D version
in the same manner as the Laplacian-based GFT, because
the adjacency matrix of a Cartesian product graph is also a
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Fig. 3: (a–d) Various signals on the product graph G1  G2 shown in Fig. 4(c), and (e–h) their power spectra obtained by the 2-D GFT. (a) illustrates
low-G1-frequency and low-G2-frequency signal, (b) illustrates low-G1-frequency and high-G2-frequency signal, (c) illustrates high-G1-frequency and
low-G2-frequency signal, and (d) illustrates high-G1-frequency and high-G2-frequency signal. In each signal, the intensity at (i1, i2) ∈ V1 × V2 is indicated
by the color of the element (i1, i2). (e–h) illustrates the power spectra of (a–d) obtained by the proposed MGFT, respectively. In each power spectrum, the
intensity at
(
λ(1), λ(2)
) ∈ σ(L1)× σ(L2) is indicated by color of the square at (λ(1), λ(2)).
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Fig. 4: (a) Path graph, (b) wheel graph, and (c) their Cartesian product graph.
Red dotted edges in (c) come from (a) and blue solid edges come from (b).
Kronecker sum of those of factor graphs, such as the Laplacian
matrix.
Consider the adjacency-based GFT on a Cartesian product
graph first. For n = 1, 2, let Gn be a weighted graph
with vertex set V = {0, . . . , Nn − 1}, and suppose that its
adjacency matrix W n has eigenvalues {µ(n)k }k=0,...,Nn−1 and
the corresponding eigenfunctions {v(n)k }k=0,...,Nn−1 on Vn.
From the discussion about product graphs in Section II-C, an
adjacency-based GFT of a signal f on G1 G2 is a spectrum
fˆ on σ(W 1 ⊕W 2) satisfying
f(i1, i2) =
N1−1∑
k1=0
N2−1∑
k2=0
fˆ
(
µ(1)k1 + µ
(2)
k2
)
v(1)k1 (i1) v
(2)
k2
(i2)
for i1 = 0, . . . , N1 − 1 and i2 = 0, . . . , N2 − 1. Based on
that, we define an adjacency-based 2-D GFT of a signal f on
G1 G2 is a spectrum fˆ on σ(W 1)× σ(W 2) satisfying
f(i1, i2) =
N1−1∑
k1=0
N2−1∑
k2=0
fˆ
(
µ(1)k1 , µ
(2)
k2
)
v(1)k1 (i1) v
(2)
k2
(i2)
for i1 = 0, . . . , N1 − 1 and i2 = 0, . . . , N2 − 1, and then call
an eigenvalue of W 1 a frequency along G1-direction and that
of W 2 a frequency along G2-direction.
As with the Laplacian-based 2-D GFT, the adjacency-based
2-D GFT and its inverse cost O
(
N21N2 +N1N
2
2
)
time in
transforms itself and O
(
N31 +N
3
2
)
time in the preliminary
eigendecomposition.
IV. MULTI-DIMENSIONAL GRAPH SIGNAL FILTERING
A. Graph spectral filtering
In time signal processing, a spectral filtering is a multiplica-
tion in frequency domain. Filtering a temporal signal with a
spectrum fˆ in by a filter with frequency response hˆ, we obtain
a signal with a spectrum
fˆout(ω) = hˆ(ω) fˆ in(ω) .
This filtering framework is easily extended to GSP. Let
G be an undirected weighted graph with vertex set V =
{0, . . . , N − 1} whose graph Laplacian has eigenvalues
{λk}k=0,...,N−1. A filter with spectral kernel hˆ : R≥0 → C,
applied to a signal fin : V → R on the graph G, gives an
output signal fout : V → R on the graph defined by
fˆout(λk) = hˆ(λk) fˆ in(λk)
where fˆ in and fˆout are spectra of fin and fout obtained by the
GFT, respectively (see [2]). Many graph spectral filter designs
7are considered: a polynomial kernel filter [2, 3], a heat kernel
filter [2, 3, 9], and a graph bilateral filter [19].
We propose a 2-D graph spectral filter that multiplies the
2-D GFT spectra by a 2-D spectral kernel, whereas an existing
graph spectral filter multiplies the conventional GFT spectra
by a 1-D spectral kernel. For n = 1, 2, let Gn be an undi-
rected weighted graph with vertex set Vn = {0, . . . , Nn − 1}
whose graph Laplacian matrix Ln has ascending eigenvalues
{λ(n)k }k=0,...,Nn−1 and the corresponding orthonormal eigen-
functions {u(n)k }k=0,...,Nn−1 on Vn.
Definition 2 (Two-dimensional graph spectral filtering). A
two-dimensional graph spectral filtering of a graph signal fin :
V1 × V2 → R on a Cartesian product graph G1  G2 with
spectral kernel hˆ : R≥0 × R≥0 → C gives a graph signal
fout : V1 × V2 → C with 2-D spectrum
fˆout
(
λ(1)k1 , λ
(2)
k2
)
= hˆ
(
λ(1)k1 , λ
(2)
k2
)
fˆ in
(
λ(1)k1 , λ
(2)
k2
)
where fˆ in is a 2-D spectrum of fin obtained by the 2-D GFT.
In our 2-D graph spectral filtering framework, we can design
directional frequency responses (unlike in 1-D graph spectral
filtering). When applied to the signal fin, a 1-D graph spectral
filter gives a signal fout that has a spectrum
fˆout
(
λ(1)k1 , λ
(2)
k2
)
= hˆ
(
λ(1)k1 + λ
(2)
k2
)
fˆ in
(
λ(1)k1 , λ
(2)
k2
)
where hˆ : R≥0 → C is the 1-D spectral kernel. When applied
to the same signal, two factor-graph-wise 1-D graph spectral
filters give a signal fout that has a spectrum
fˆout
(
λ(1)k1 , λ
(2)
k2
)
= hˆ1
(
λ(1)k1
)
hˆ2
(
λ(2)k2
)
fˆ in
(
λ(1)k1 , λ
(2)
k2
)
where hˆ1 : R≥0 → C and hˆ2 : R≥0 → C are the 1-D spectral
kernels. These two filtering frameworks are less expressive
than a 2-D graph spectral filtering framework.
If a 2-D graph spectral filter has a polynomial kernel, it
has certain locality in the vertex domain. Note that in 1-D
graph polynomial filtering, Hammond et al. [5] pointed out
the following locality: with an S-degree polynomial filter, the
output signal at some vertex is a linear combination of the
input signal in its S-hop neighborhood, i.e., the set of vertices
reachable through no more than S edges. Let hˆS1S2 : R≥0 ×
R≥0 → C be a 2-D polynomial kernel given by
hˆS1S2
(
λ(1), λ(2)
)
=
S1∑
s1=0
S2∑
s2=0
hs1s2
(
λ(1)
)s1 (
λ(2)
)s2 (4)
with h00, . . . , hS1S2 ∈ C. By using N1 ×N2 matrices Fˆ in =
(fˆ in(λ
(1)
k1
, λ(2)k2 ))k1,k2 and Fˆ out = (fˆout(λ
(1)
k1
, λ(2)k2 ))k1,k2 , the
2-D spectral filtering with the kernel hˆS1S2 is represented as
Fˆ out =
S1∑
s1=0
S2∑
s2=0
hs1s2Λ
s1
1 Fˆ inΛ
s2
2 (5)
in frequency domain, where Λn is a diagonal matrix with
diagonal elements λ(n)0 , . . . , λ
(n)
Nn−1 for n = 1, 2.
Proposition 1 (Slight generalization of [4, Equation (12)]). By
using N1 ×N2 matrices F in = (fin(i1, i2))i1,i2 and F out =
(fout(i1, i2))i1,i2 , the filtering of (5) can be represented as
F out =
S1∑
s1=0
S2∑
s2=0
hs1s2L
s1
1 F inL
s2
2
in vertex domain.
Proof. Due to the matrix representation of the inverse 2-D
GFT in (3), we have
F out = U1
(
S1∑
s1=0
S2∑
s2=0
hs1s2Λ
s1
1 Fˆ inΛ
s2
2
)
U>2
=
S1∑
s1=0
S2∑
s2=0
hs1s2 (U1Λ
s1
1 U
∗
1) (U1Fˆ inU
>
2)
(
U2Λ
s2
2 U
>
2
)
=
S1∑
s1=0
S2∑
s2=0
hs1s2L
s1
1 F inL
s2
2 .
The locality of a 2-D polynomial kernel filter is easily
deduced from Proposition 1. Given the 2-D polynomial kernel
in (4), define a neighborhood N (i1, i2) of (i1, i2) ∈ V1 × V2
as follows: a vertex (j1, j2) ∈ V1 × V2 belongs to N (i1, i2) if
and only if it is reachable from (i1, i2) through t1 edges along
G1 and t2 edges along G2 and some nonzero hs1s2 exists
satisfying t1 ≤ s1 and t2 ≤ s2. A 2-D graph signal filter with
the kernel hˆS1S2 is local with respect to this neighborhood.
Corollary 1. In the filtering of (5), for any vertex (i1, i2) ∈
V1 × V2, an output value fout(i1, i2) is a linear combination
of input values {fin(j1, j2) | (j1, j2) ∈ N (i1, i2)}.
We can easily prove this corollary from Proposition 1 and [5,
Lemma 5.2]. Corollary 1 shows that the 2-D graph spectral
filter defined by a kernel hˆS1S2 propagates a signal element
fin(i1, i2) only in the local neighborhood N (i1, i2).
B. Optimization filtering
Given a noisy observation of graph signals, consider an
estimation of its original signal. Such problems are sometimes
attributed to optimizations, referred to as an optimization
filtering in this study. Suppose a graph signal y is observed. In
an optimization filtering framework, we estimate the original
graph signal by
xopt ∈ argmin
x
‖x− y‖pp + S(x)
with some function S that represents how strongly the signal
changes along the graph, similar to total quadratic variation.
The term S(x) smooths the estimator on the graph, and the
other term ‖x− y‖pp brings it close to the observation. Several
optimization filtering frameworks are discussed in [20, 21].
On a Cartesian product graph, our 2-D GFT suggests
separately handling two signal fluctuations along the factor
graphs, even though existing optimization filtering methods do
not do so. In this subsection, a multi-dimensional version of
several optimization filtering frameworks will be proposed.
8We multi-dimensionalize an extended basic energy model
(EBEM) [10], a subclass of an optimization filtering in this
section. Let G = (V,E,w) be an undirected weighted graph
with vertex set V = {0, . . . , N − 1} and y an observed signal
on the graph. The EBEM designs an “energy” of a graph signal
x : V → R on the graph as
EGγ (x) = ‖x− y‖pp +
γ
2
N−1∑
i=0
N−1∑
j=0
w(i, j) |x(i)− x(j)|q
with a regularization parameter γ, and estimates the true signal
by the minimizer xopt ∈ argminx EGγ (x).
Next, we will discuss the EBEM on a Cartesian product
graph. Let Gn = (Vn, En, wn) be an undirected weighted
graph with vertex set Vn = {0, . . . , Nn − 1} for n = 1, 2 and
y an observed signal on the product graph G1G2. The EBEM
energy of a graph signal x : V1 × V2 → R on the product
graph is given by
EG1G2γ (x)
= ‖x− y‖pp +
γ
2
∑
i1
∑
j1
w1(i1, j1) ‖x(i1, ·)− x(j1, ·)‖qq
+
γ
2
∑
i2
∑
j2
w2(i2, j2) ‖x(·, i2)− x(·, j2)‖qq
in which parameters γ and q are isotropic along G1 and G2.
It is a natural extension to make the parameters anisotropic on
factor graphs.
Definition 3 (Two-dimensional extended basic energy model).
Suppose a graph signal y : V1×V2 → R on a Cartesian product
graph G1G2 is observed. A two-dimensional extended basic
energy model (2-D EBEM) estimates the original signal by a
minimizer x : V1 × V2 → R of an energy
EG1G2γ1γ2 (x)
= ‖x− y‖pp +
γ1
2
N1−1∑
i1=0
N1−1∑
j1=0
w1(i1, j1) ‖x(i1, ·)− x(j1, ·)‖q1q1
+
γ2
2
N2−1∑
i2=0
N2−1∑
j2=0
w2(i2, j2) ‖x(·, i2)− x(·, j2)‖q2q2 .
In a 2-D EBEM, controlling regularization weights γ1 and
γ2, or regularization dimensions q1 and q2 separately, we
can design a factor-graph-anisotropic energy. In particular,
anisotropy between dimensional parameters is essential, while
anisotropy between weight parameters can be attributed to the
weight functions of graphs.
V. STATIONARITY
This section explains that the proposed multi-dimensional
graph spectral filtering framework drives the development of
new stationarities of multi-dimensional random graph signals.
First, we refer to the stationarity of 1-D random graph
signals. Let G be an undirected weighted graph with vertex set
V = {0, . . . , N − 1}. A zero-mean random graph signal x on
G, i.e., a zero-mean random variable on V , is (weak) stationary
when x is an output of some (N − 1)-degree polynomial
filter applied to a white noise z on V [11]. Note that z is
independent, identically distributed, and satisfies E[z(i)] = 0
and Cov(z(i) , z(j)) = δ(i, j). In other words, by putting
x = (x(0) · · · x(N − 1))> and z = (z(0) · · · z(N − 1))>, a
zero-mean random graph signal x on G is said to be stationary
if some h0, . . . , hN−1 ∈ C satisfy
x =
(
N−1∑
s=0
hsL
s
)
z,
where L is the Laplacian matrix of G.
The previous study [11] pointed out that for a stationary
graph signal, its covariance matrix and a Laplacian matrix
of the graph are simultaneously diagonalizable; furthermore,
when these two matrices are simultaneously diagonalizable and
the eigenvalues of the Laplacian matrix are distinct, the graph
signal is stationary.
In this study, we propose two stationarities for 2-D graph sig-
nals: factor-graph-wise stationarity and directional stationarity.
These 2-D stationarities naturally deduce their n-D versions
for an arbitrary natural number n. For a signal on a product of
a cycle graph and any graph, corresponding concepts already
exist [13]. Our stationarities generalize these concepts.
Using an analogy to the existing stationarity, factor-graph-
wise stationary signals are defined as outputs of 2-D graph
polynomial filters applied to 2-D white noise. For n =
1, 2, let Gn be an undirected weighted graph with vertex
set Vn = {0, . . . , Nn − 1} whose graph Laplacian matrix
Ln has ascending eigenvalues {λ(n)k }k=0,...,Nn−1. Let z be
white noise on V1 × V2, i.e., independent and identically
distributed, E[z(i1, i2)] = 0, and Cov(z(i1, i2) , z(j1, j2)) =
δ(i1, j1) δ(i2, j2).
Definition 4 (Factor-graph-wise stationarity). A zero-mean
random graph signal x on a Cartesian product graph
G1  G2 is said to be factor-graph-wise stationary if some
h00, h01, . . . , h(N1−1)(N2−1) ∈ C satisfy
X =
N1−1∑
s1=0
N2−1∑
s2=0
hs1s2L
s1
1 ZL
s2
2 , (6)
where X and Z are N1 × N2 matrices (x(i1, i2))i1,i2 and
(z(i1, i2))i1,i2 , respectively.
We present two important theorems regarding factor-graph-
wise stationary signals below. Define the following matrices:
• an N1×N1 matrix Cov(x(·, i2) , x(·, j2)) whose (i1, j1)-
th element is Cov(x(i1, i2) , x(j1, j2)),
• an N2×N2 matrix Cov(x(i1, ·) , x(j1, ·)) whose (i2, j2)-
th element is Cov(x(i1, i2) , x(j1, j2)), and
• an N1N2 × N1N2 matrix Cov(x) whose
(N2i1 + i2, N2j1 + j2)-th element is
Cov(x(i1, i2) , x(j1, j2)).
Let xˆ be a 2-D spectrum of x obtained by the 2-D GFT.
Theorem 1. For a zero-mean random graph signal x on
a Cartesian product graph G1  G2, the following three
conditions are equivalent:
1) matrices Cov(x(·, i2) , x(·, j2)) and L1 are simultane-
ously diagonalizable for any i2, j2 = 0, . . . , N2− 1, and
9matrices Cov(x(i1, ·) , x(j1, ·)) and L2 are simultane-
ously diagonalizable for any i1, j1 = 0, . . . , N1 − 1,
2) a covariance between spectra xˆ
(
λ(1)k1 , λ
(2)
k2
)
and
xˆ
(
λ(1)l1 , λ
(2)
l2
)
is equal to zero at k1 6= l1 and k2 6= l2,
and
3) matrices Cov(x) and L1 ⊕ L2 are simultaneously
diagonalizable.
Theorem 2. If a zero-mean random graph signal x on
a Cartesian product graph G1  G2 is factor-graph-wise
stationary, the following two statements hold:
1) matrices Cov(x(·, i2) , x(·, j2)) and L1 are simultane-
ously diagonalizable for any i2, j2 = 0, . . . , N2− 1, and
2) matrices Cov(x(i1, ·) , x(j1, ·)) and L2 are simultane-
ously diagonalizable for any i1, j1 = 0, . . . , N1 − 1.
When eigenvalues of L1 are distinct and eigenvalues of L2
are distinct, the converse holds.
Proofs of Theorems 1 and 2 are shown in the appendix.
The theorems show us the following two facts. First,
when assuming distinct eigenvalues of each factor graph, the
factor-graph-wise stationarity is equal to the uncorrelatedness
between different spectral components. Second, when assuming
distinct eigenvalues of the product graph, the factor-graph-wise
stationarity is also equal to the existing stationarity. Fig. 5
shows the relationship between stationarities about 2-D signals
(concepts in the bottom row appears later in this subsection).
Note that if the eigenvalues of the product graph are distinct, the
eigenvalues of each factor graph are distinct as well. In this case,
the existing stationarity and the factor-graph-wise stationarity
are equivalent. However, even if the eigenvalues of each factor
graph are distinct, the eigenvalues of the product graph are not
always distinct. In this case, the existing stationarity implies
factor-graph-wise stationarity, but the reverse is not always
true.
Next, we propose a directional stationarity that is a “station-
arity along one factor graph,” whereas the factor-graph-wise
stationarity is a “stationarity along both factor graphs.”
Definition 5 (Directional stationarity). A zero-mean random
graph signal x on a Cartesian product graph G1G2 is said to
be G1-stationary if some matricesH0, . . . ,HN1−1 ∈ CN2×N2
satisfy
X =
N1−1∑
s1=0
Ls11 ZHs1 , (7)
and is said to be G2-stationary if some matrices
H0, . . . ,HN2−1 ∈ CN1×N1 satisfy
X =
N2−1∑
s2=0
Hs2ZL
s2
2 .
In Section VI-B, the directional stationarity of 2-D graph
signals deduces a stationarity of multivariate graph signals.
We present two important theorems regarding directionally
stationary signals below.
Theorem 3. (A) For a zero-mean random graph signal x on a
Cartesian product graph G1G2, the following two conditions
are equivalent:
1) matrices Cov(x(·, i2) , x(·, j2)) and L1 are simultane-
ously diagonalizable for any i2, j2 = 0, . . . , N2− 1, and
2) a covariance between spectra xˆ
(
λ(1)k1 , λ
(2)
k2
)
and
xˆ
(
λ(1)l1 , λ
(2)
l2
)
is equal to zero at k1 6= l1.
(B) For a zero-mean random graph signal x on a Cartesian
product graph G1  G2, the following two conditions are
equivalent:
1) matrices Cov(x(i1, ·) , x(j1, ·)) and L2 are simultane-
ously diagonalizable for any i1, j1 = 0, . . . , N1− 1, and
2) a covariance between spectra xˆ
(
λ(1)k1 , λ
(2)
k2
)
and
xˆ
(
λ(1)l1 , λ
(2)
l2
)
is equal to zero at k2 6= l2.
Theorem 4. (A) If a zero-mean random graph signal x on a
Cartesian product graph G1 G2 is G1-stationary, matrices
Cov(x(·, i2) , x(·, j2)) and L1 are simultaneously diagonaliz-
able for any i2, j2 = 0, . . . , N2 − 1. When eigenvalues of L1
are distinct, the converse holds.
(B) If a zero-mean random graph signal x on a Carte-
sian product graph G1  G2 is G2-stationary, matrices
Cov(x(i1, ·) , x(j1, ·)) and L2 are simultaneously diagonal-
izable for any i1, j1 = 0, . . . , N1− 1. When eigenvalues of L2
are distinct, the converse holds.
Proofs of Theorems 3 and 4 are shown in the appendix.
VI. MULTIVARIATE GRAPH SIGNAL PROCESSING
A. Multivariate graph signals
It is natural to extend graph signals to their multivariate
version; however, such signals have rarely been discussed.
Let G be an undirected weighted graph with vertex set V =
{0, . . . , N − 1}. A vector-valued function f : V → Rp is
called a p-variate graph signal on G. Multivariate graph signals
often appear in the real world. For example, RGB signals
on pixels are 3-variate signals on the grid graph, and 3-D
acceleration measured by scattered seismometers are 3-variate
signals on the observation network graph.
The GFT of multivariate graph signals is defined as a
variable-wise GFT. Suppose that the graph Laplacian L
of G has ascending eigenvalues {λk}k=0,...,N−1 and the
corresponding eigenfunctions {uk}k=0,...,N−1 on V .
Definition 6 (Multivariate graph Fourier transform). A p-
variate GFT of a p-variate signal f : V → Rp on a graph G
is a p-variate spectrum fˆ : σ(L)→ Cp defined by
fˆ(λk) =
N−1∑
i=0
f(i)uk(i)
for k = 0, . . . , N − 1, and its inverse is given by
f(i) =
N−1∑
k=0
fˆ(λk)uk(i)
for i = 0, . . . , N − 1.
Note that the multivariate GFT is represented as a matrix-
matrix multiplication. Let f : V → Rp be a p-variate graph
signal. By using N × p matrices F = (f(0) · · · f(N − 1))>
and Fˆ = (fˆ(λ0) · · · fˆ(λN−1))>, the p-variate GFT applied
to f is expressed as Fˆ = U∗F , where U is an N ×N unitary
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Fig. 5: Relationships of various stationarities about a signal x on a graph G1 G2. The phrase “simul. diag.” stands for “simultaneously diagonalizable.” A
solid arrow from P to Q means “if P then Q,” and a dashed arrow from P to Q means “if P then Q under some conditions.”
matrix with (i, k)-th element uk(i). Then, its inverse is given
by F = UFˆ .
Multivariate signals on a graph can be regarded as univariate
signals on a product graph of the graph and an edgeless graph.
Let K¯p be an edgeless graph with vertex set {0, . . . , p− 1}. A
p-variate signal f : V → Rp is equated to a univariate signal
g : V ×{0, . . . , p− 1} → R on G K¯p satisfying that g(i, a)
is the a-th variable of f(i) for any i = 0, . . . , N − 1 and any
a = 0, . . . , p− 1. The product graph G K¯p is p independent
copies of G.
Then, the multivariate GFT of multivariate signals is equal
to the 2-D GFT of the corresponding 2-D univariate signals.
The graph Laplacian of K¯p is a zero matrix so that one of its
eigenvectors are the standard basis in Cp. Therefore, by putting
G = (g(i, a))i,a, the 2-D spectrum of g obtained by the 2-
D GFT has a matrix representation Gˆ = U∗GIp = U∗G.
Considering G = (f(0) · · · f(N − 1))>, the multivariate
GFT and the 2-D GFT are equal. Note that because the
graph Laplacian of K¯p only has an eigenvalue of zero, the
2-D spectrum of g is multi-valued at all frequencies. Matrix
representations of GFTs conceal their multi-valuedness under
non-distinct frequencies.
B. Stationarity of multivariate graph signals
This subsection will propose the stationarity of multivariate
random signals on graphs, which extends existing stationarities
for univariate graph signals in [11, 12]. For a p-variate random
graph signal x = (xa)a=0,...,p−1 on G, denote an N×p matrix
whose (i, a)-element is xa(i) by X . Let Z be an N × p white
noise matrix.
Definition 7 (Stationarity of multivariate graph signals). A
zero-mean p-variate random signal x on a graph G is said to
be stationary if some matrices H0, . . . ,HN−1 ∈ Cp×p satisfy
X =
N−1∑
s=0
LsZHs.
Considering multivariate graph signals as 2-D univariate
graph signals as mentioned above, the stationarity of multivari-
ate graph signals is equal to the directional stationarity of the
corresponding 2-D graph signals. Theorems 3 and 4 can also
be translated to the following corollaries about multivariate
stationary signals. Let Cov(xa, xb) be an N×N matrix whose
(i, j)-th element is Cov(xa(i) , xb(j)) for i, j = 0, . . . , N − 1
and xˆa the a-th variable of the spectrum xˆ.
Corollary 2. For a zero-mean p-variate random signal x on
a graph G, the following two conditions are equivalent:
1) matrices Cov(xa, xb) and L are simultaneously diago-
nalizable for any a, b = 0, . . . , p− 1, and
2) a covariance between spectra xˆa(λk) and xˆb(λl) is equal
to zero at k 6= l.
Corollary 3. If a zero-mean p-variate random signal x on G
is stationary, matrices Cov(xa, xb) and L are simultaneously
diagonalizable for any a, b = 0, . . . , p− 1. When eigenvalues
of L are distinct, the converse holds.
The proposed multivariate stationarity is consistent with the
stationarity of multivariate time signals. Suppose a zero-mean p-
variate random signal x on an N -cycle graph is stationary, and
then Corollary 3 indicates that the covariance Cov(xa, xb) and
the graph Laplacian L are simultaneously diagonalizable for
any a, b = 0, . . . , p− 1. Because L is diagonalizable with the
discrete Fourier matrix, the matrix Cov(xa, xb) should be circu-
lar, i.e., satisfies Cov(xa(i) , xb(j)) = Cov(xa(i− j) , xb(0))
for any i, j = 0, . . . , N − 1 and any a, b = 0, . . . , p − 1.
Note that xa(i− j) is xa applied to the remainder of i − j
modulo N . Therefore, regarding the graph signal x as a p-
variate time signal of period N , its autocovariance matrix
(Cov(xa(i) , xb(j)))a,b=0,...,p−1 is shift-invariant, which means
that the signal is stationary as a temporal signal as well.
VII. CONCLUSION
This study has proposed an MGFT that retains the dimen-
sional information of multi-dimensional graph signals. The
proposed transform has provided multi-dimensional spectral
filtering, multi-dimensional optimization filtering, factor-graph-
wise stationarity, and directional stationarity. By considering
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multivariate graph signals as 2-D univariate graph signals, this
study has proposed the multivariate GFT and stationarity.
Note that the proposed multi-dimensional GSP methodolo-
gies are not applicable to signals on a product graph with
unknown factor graphs, or to signals on a nearly product
graph (even small perturbation destroys Cartesian product
structure [22]). Preliminary decomposition or approximation
of graphs with product graphs [23–25] may solve the problem.
Further work is needed to build upon the findings of this
study. One future work is to clarify whether the proposed
stationarities exist in practical graph signals or not. For 1-
D univariate graph signals, numerical experiments indicated
that the well-known USPS dataset was almost stationary [12].
Further numerical experiments may show that a practical multi-
dimensional graph signal is almost factor-wise or directional
stationary, and that a practical multivariate graph signal
is almost stationary. Another future work is to prove the
importance of stationarities for graph signals. For 1-D univariate
graph signals, the stationarity enables us to estimate the power
spectral densities of the signals [11] and to construct Wiener
filters on graphs [12]. We expect that the assumption of the
proposed stationarities will provide new GSP methodologies.
APPENDIX
Here are proofs of theorems in Section V. For n = 1, 2,
let Gn be an undirected weighted graph with vertex set Vn =
{0, . . . , Nn − 1}, and suppose that its graph Laplacian Ln can
be decomposed as Ln = UnΛnU∗n with a diagonal matrix
Λn whose diagonal elements are λ
(n)
0 , . . . , λ
(n)
N−1 and a unitary
matrix Un = (u
(n)
k (i))i,k = (u
(n)
ik )i,k. For a graph signal
x : V1 × V2 → R on G1 G2, denote x(i1, i2) by xi1i2 and
define an N1 ×N2 matrix X = (xi1i2)i1,i2 . For the spectrum
xˆ of x obtained by the 2-D GFT, denote xˆ
(
λ(1)k1 , λ
(2)
k2
)
by xˆk1k2
and define an N1 ×N2 matrix Xˆ = (xˆk1k2)k1,k2 . For a white
noise function z : V1 × V2 → R on G1  G2 and its 2-D
spectrum zˆ, define zi1i2 , Z, zˆk1k2 , and Zˆ in the same manner.
For any variable with two indices like xi1i2 , denote the i1-th
row vector (xi10 · · · xi1(N2−1)) by xi1· and the i2-th column
vector (x0i2 · · · x(N1−1)i2)> by x·i2 . Denote a diagonal matrix
whose diagonal elements are a1, . . . , an by diag(a1, . . . , an),
and with a = (ai)i=1,...,n, denote the diagonal matrix by
diaga also.
A. Proofs of Theorems 1 and 2 about factor-graph-wise
stationarity
First we prove Theorem 1.
Proof of Theorem 1. We show that 1) and 2) are equivalent,
and that 2) and 3) are equivalent.
[from 1) to 2)] Suppose condition 1). Due to the first
simultaneous diagonalizability, some vector αi2j2 satisfies
Cov(x(·, i2) , x(·, j2)) = U1 (diagαi2j2)U∗1
for i2, j2 = 0, . . . , N2− 1, and due to the second, some vector
βi1j1 satisfies
Cov(x(i1, ·) , x(j1, ·)) = U2 (diagβi1j1)U∗2
for i1, j1 = 0, . . . , N1 − 1. Denote the k1-th element of αi2j2
by αi2j2,k1 and the k2-th element of βi1j1 by βi1j1,k2 , and put
γk1k2 =
∑
i1
∑
j1
u(1)i1k1u
(1)
j1k1
βi1j1,k2
for any k1 = 0, . . . , N1 − 1 and k2 = 0, . . . , N2 − 1. Because
a covariance Cov(x(i1, i2) , x(j1, j2)) has two expressions
like
∑
k1
u(1)i1k1u
(1)
j1k1
αi2j2,k1 and
∑
k2
u(2)i2k2u
(2)
j2k2
βi1j1,k2 , an
equation
αi2j2,k1 =
∑
i1
∑
j1
u(1)i1k1u
(1)
j1k1
(∑
l1
u(1)i1l1u
(1)
j1l1
αi2j2,l1
)
=
∑
i1
∑
j1
u(1)i1k1u
(1)
j1k1
(∑
k2
u(2)i2k2u
(2)
j2k2
βi1j1,k2
)
=
∑
k2
u(2)i2k2u
(2)
j2k2
γk1k2
holds. Therefore, a spectral covariance of x is given by
Cov
(
xˆ·k2 , xˆ·l2) = E[U∗1Xu(2)·k2(u(2)·l2)>X>U1]
= U∗1
∑
i2
∑
j2
u(2)i2k2u
(2)
j2l2
E
[
x·i2x>·j2
]U1
= U∗1
∑
i2
∑
j2
u(2)i2k2u
(2)
j2l2
U1 (diagαi2j2)U
∗
1
U1
=
∑
i2
∑
j2
u(2)i2k2u
(2)
j2l2
diagαi2j2 = δk2l2 diag γ·k2
and the condition 2) holds.
[from 2) to 1)] Suppose condition 2). Then some
γ00, . . . , γ(N1−1)(N2−1) exist and satisfy
Cov(xˆk1k2 , xˆl1l2) = δk1l1δk2l2γk1k2 , (8)
and by putting αi2j2,k1 =
∑
k2
u(2)i2k2u
(2)
j2k2
γk1k2 , U1 diagonal-
izes Cov(x(·, i2) , x(·, j2)) into diag(αi2j2,0, . . . , αi2j2,N1−1);
by putting βi1j1,k2 =
∑
k1
u(1)i1k1u
(1)
j1k1
γk1k2 , U2 diagonalizes
Cov(x(i1, ·) , x(j1, ·)) into diag(βi1j1,0, . . . , βi1j1,N2−1). Now
the condition 1) holds.
[2) and 3) are equal] The two conditions are obviously
equivalent because of a relation of
Cov(xˆk1k2 , xˆl1l2) =
(
u(1)·k1 ⊗ u(2)·k2)∗Cov(x) (u(1)·l1 ⊗ u(2)·l2) .
Second, we prove Theorem 2. Prepare a spectral representa-
tion of a 2-D graph signal filter in (6) like
Xˆ =
N1−1∑
s1=0
N2−1∑
s2=0
hs1s2Λ
s1
1 ZˆΛ
s2
2 =
(
Ψ1HΨ
>
2
) Zˆ, (9)
where H is an N1×N2 matrix with (s1, s2)-th element hs1s2
for s1 = 0, . . . , N1 − 1 and s2 = 0, . . . , N2 − 1, and Ψn is a
Vandermonde matrix given by
Ψn =

(
λ(n)0
)0 · · · (λ(n)0 )Nn−1
...
. . .
...(
λ(n)Nn−1
)0 · · · (λ(n)Nn−1)Nn−1

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for n = 1, 2. The operator  indicates an element-wise product.
Lemma 1. When a signal x on the graph G1 G2 is factor-
graph-wise stationary and represented as (6), its spectral
covariance is given by
Cov(xˆk1k2 , xˆl1l2) = δk1l1δk2l2 |h˜k1k2 |2
for any k1, l1 = 0, . . . , N1 − 1 and k2, l2 = 0, . . . , N2 − 1,
where h˜k1k2 is the (k1, k2)-th element of the matrix Ψ1HΨ
>
2 .
Proof. The spectral covariance of a white signal z on G1G2
is given by
Cov(zˆk1k2 , zˆl1l2)
=
∑
i1
∑
i2
∑
j1
∑
j2
u(1)i1k1u
(2)
i2k2
u(1)j1l1u
(2)
j2l2
E[zi1i2zj1j2 ]
=
∑
i1
∑
i2
∑
j1
∑
j2
u(1)i1k1u
(2)
i2k2
u(1)j1l1u
(2)
j2l2
δi1j1δi2j2
= δk1l1δk2l2 .
Therefore, according to (9), the spectral covariance of x is
given by
Cov(xˆk1k2 , xˆl1l2) = Cov(h˜k1k2 zˆk1k2 , h˜l1l2 zˆl1l2)
= δk1l1δk2l2 |h˜k1k2 |2 .
Proof of Theorem 2. [from factor-graph-wise stationarity to
simultaneous diagonalizability] Assuming signal x is factor-
graph-wise stationary, the 2-D spectrum xˆ is uncorrelated
between different frequencies due to Lemma 1. Then, according
to Theorem 1, a matrix Cov(x(·, i2) , x(·, j2)) is simultaneously
diagonalizable with L1 for any i2, j2 = 0, . . . , N2 − 1 and
Cov(x(i1, ·) , x(j1, ·)) is simultaneously diagonalizable with
L2 for any i1, j1 = 0, . . . , N1 − 1.
[from simultaneous diagonalizability to factor-graph-wise
stationarity] Suppose that a zero-mean signal x on the graph
satisfies the two simultaneous diagonalizabilities such that the
eigenvalues λ(1)0 , . . . , λ
(1)
N1−1 are distinct, and that the eigenval-
ues λ(2)0 , . . . , λ
(2)
N2−1 are distinct. Using γ00, . . . , γ(N1−1)(N2−1)
satisfying (8) from Theorem 1, define a matrix
H = Ψ−11
√
ΓΨ−12
where
√
Γ is an N1 × N2 matrix with (k1, k2)-th element√
γk1k1 . The matrix H exists because γk1k2 = Var(xˆk1k2) is
nonnegative and because Vandermonde matrices Ψ1 and Ψ2
are invertible due to the distinctness of the eigenvalues. Then,
the signal x can be represented like (6) where hs1s2 is the
(s1, s2)-th element of the matrix H for s1 = 0, . . . , N1−1 and
s2 = 0, . . . , N2 − 1, and is factor-graph-wise stationary.
B. Proofs of Theorems 3 and 4 about directional stationarity
First we show that Theorem 3(A) holds. The part (B) can
be proved in the same way.
Proof of Theorem 3(A). [from 1) to 2)] Suppose the condition
1). Due to the simultaneous diagonalizability, some vector
αi2j2 satisfies
Cov(x(·, i2) , x(·, j2)) = U1 (diagαi2j2)U∗1
for i2, j2 = 0, . . . , N2 − 1. Denote the k1-th element of αi2j2
by αi2j2,k1 , where the index k1 starts from zero. Then a spectral
covariance of x is given by
Cov
(
xˆ·k2 , xˆ·l2) = E[U∗1Xu(2)·k2(u(2)·l2)>X>U1]
= U∗1
∑
i2
∑
j2
u(2)i2k2u
(2)
j2l2
E
[
x·i2x>·j2
]U1
= U∗1
∑
i2
∑
j2
u(2)i2k2u
(2)
j2l2
U1 (diagαi2j2)U
∗
1
U1
= diag
∑
i2
∑
j2
u(2)i2k2u
(2)
j2l2
αi2j2

and condition 2) holds.
[from 2) to 1)] Suppose condition 2). Then, some vectors
β00, . . . ,β(N2−1)(N2−1) exist and satisfy
Cov
(
xˆ·k2 , xˆ·l2) = diagβk2l2 ,
and by putting αi2j2 =
∑
k2
∑
l2
u(2)i2k2u
(2)
j2l2
βk2l2 , U1 diago-
nalizes Cov(x(·, i2) , x(·, j2)) into diagαi2j2 . Now condition
1) holds.
Second, we show a proof of Theorem 4(A), which implies
that of the part (B). Regarding a matrix Hs1 in (7), let hs1,i2j2
be the (i2, j2)-th element of Hs1 and define a vector hi2j2
with s1-th element hs1,i2j2 . Note that all the indices i2, j2, and
s1 start from zeros. By putting x˜k1i2 =
∑
i1
xi1i2u
(1)
i1k1
and
z˜k1i2 =
∑
i1
zi1i2u
(1)
i1k1
, a filter in the equation is represented
as
x˜k1i2 =
∑
s1
(λ(1)k1 )
s1
∑
σ2
z˜k1σ2hs1,σ2i2 =
∑
σ2
h˜k1,σ2i2 z˜k1σ2
(10)
where h˜k1,σ2i2 is the k1-th element of a vector h˜σ2i2 =
Ψ1hσ2i2 for k1 = 0, . . . , N1 − 1.
Lemma 2. When a signal x on the graph G1  G2 is G1-
stationary and represented as (7), an equation
Cov(x˜k1i2 , x˜l1j2) = δk1l1
∑
σ2
h˜k1,σ2i2 h˜k1,σ2j2
holds.
Proof. Using an equation
Cov(z˜k1i2 , z˜l1j2) =
∑
i1
∑
j1
u(1)i1k1u
(1)
j1l1
E[zi1i2zj1j2 ]
=
∑
i1
∑
j1
u(1)i1k1u
(1)
j1l1
δi1j1δi2j2 = δk1l1δi2j2 ,
covariance of x˜k1k2 in (10) is given by
Cov(x˜k1i2 , x˜l1j2) =
∑
σ2
∑
τ2
h˜k1,σ2i2 h˜l1,τ2j2E
[
z˜k1σ2 z˜l1τ2
]
= δk1l1
∑
σ2
h˜k1,σ2i2 h˜k1,σ2j2 .
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Proof of Theorem 4(A). [from G1-stationarity to simultaneous
diagonalizability] Assuming the signal x is a G1-stationary, a
covariance matrix Cov(x(·, i2) , x(·, j2)) is diagonalizable as
U∗1Cov(x(·, i2) , x(·, j2))U1 = Cov
(
x˜·i2 , x˜·j2)
= diag
(∑
s2
h˜s2i2  h˜s2j2
)
due to Lemma 2.
[from simultaneous diagonalizability to G1-stationarity] For
a zero-mean signal x on the graph G1  G2, suppose that
a covariance matrix Cov(x(·, i2) , x(·, j2)) is simultaneously
diagonalizable with L1, i.e., represented as
Cov(x(·, i2) , x(·, j2)) = U1 (diag γi2j2)U∗1
with some vector γi2j2 for any i2, j2 = 0, . . . , N2−1. Suppose
the eigenvalues λ(1)0 , . . . , λ
(1)
N1−1 are distinct. Define a matrix
Γ k1 whose (i2, j2)-th element is the k1-th element of the vector
γi2j2 for k1 = 0, . . . , N1 − 1, and a matrix H˜k1 satisfying a
Cholesky decomposition H˜
∗
k1H˜k1 = Γ
>
k1
. The matrix H˜k1
exists because Γ k1 = Cov
(
x˜k1·, x˜k1·) is symmetric and
positive-semidefinite. Then the signal x can be represented
like (6) with Hk1 defined by hi2j2 = Ψ
−1
1 h˜i2j2 , where hi2j2
and h˜i2j2 are vectors whose k1-th element is the (i2, j2)-th
element of Hk1 and H˜k1 , respectively. The vector hi2j2 exists
because the matrix Ψ1 is invertible due to the distinctness of
the eigenvalues. Therefore, x is G1-stationary.
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