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The existence of a unique, weak, Lipschitz continuous solution of the abstract 
functional differential equation 
u’(t) i A(t) u(t) = C(t, u,), f~ PI Tl 
u(t) = d(t), fE[-r,O] 0-E) 
is obtained by a fixed point argument. Here X is a general Banach space, 
A(I): D(A(t))cX+ A’ is m-accretive, te [0, T], and G is Lipschitz continuous in 
both variables. Stability properties of this weak solution are given, and a first order 
hyperbolic PDE to which the theory can be applied is considered. cr‘ 1988 Academic 
Press. Inc. 
I. INTRODUCTION 
Let X be a general Banach space with norm II.II. Let C = C(Z, X) be the 
Banach space of bounded, uniformly continuous functions mapping an 
interval Z to X, where Z= C---r, 01, for some fixed positive constant r, or 
Z= (-cc, 01. For +E C, let II$IIC=supEE, Il$(s)ll. For a continuous 
function U: [0, T] +X (where T is a fixed positive constant), U,E C 
denotes the functional defined by U,(S) = u( t + S) for s E Z. 
We consider the problem of finding a “weak solution” (to be defined 
precisely later) of 
u’(t)+A(t)u(t)=G(t,u,), TV CO, Tl 
(FDE) 
%I = $4 
where ’ denotes differentiation with respect to t, A(t) : D(A( t)) c X + X is 
an m-accretive operator for each t E [0, T], and G: [0, T] x C + X is 
Lipschitz continuous in each variable. 
Let A,(t), Iz > 0, denote the Yosida approximants of A(t), t,< [O, T], 
defined by .ZA(t) = (I+ AA(t))-‘, A,(t) = (l/A)(Z-J,(t)). Let D(A(t)) = 
290 
0022-0396/88 $3.00 
Copyright 0 1988 by Academrc Press, Inc. 
All rights 01 reproduction in any form reserved 
WEAK SOLUTION OF A FUNCTIONAL EQUATION 291 
B= (XEX; IA(t)Xl EliIIlj.~, IIAz(t)xjl < a}. For properties of Ji(t), A,(t), 
and 6 which hold in a general Banach space X we refer the reader to [4] 
or [7]. 
Specifically, we require the following conditions: 
(A.l) For each tE [0, 7’1, A(t):D(A(t))cX-+Xis m-accretive; i.e., 
11x1 -x2 + 4A(l) x1 -A(t) %)I1 a lb1 - xzll 
for every x,,x~ED(A(~)), 1>0, and R(Z+U(t))=Xfor 1>0. 
(A.2) There exists II,, > 0 and a nondecreasing continuous function 
1: [0, co)+ [0, co) such that for 0<16&, ~,SE [0, T], UEX, 
IIA,(tb-A,&)4 ~4ll4)l~-4(l + ll~?.(sbll). 
(A.3) There exists a constant p >O such that for ZE [0, T], r/i, tj2~ C, 
(A.4) There exists an increasing function g: [0, co) + [0, cc) such that 
for t,s~[O, T], *EC, 
(A.5) 4 is a bounded, continuously differentiable function mapping Z to 
X, and &O)E~. 
Remark. The fact that &A(t)) = 6 (independent of t) is a consequence 
of conditions (A.1) and (A.2) (see [7, Lemma 3.11). Since 
D(A(t)) c &A(t)) c D(A(t)) it follows that D(A(t)) = D (independent of t). 
By a strong solution of (FDE) we mean an absolutely continuous X- 
valued function which equals 4(t) for t E Z and, for almost all t E [0, T], is 
strongly differentiable and satisfies the differential equation of (FDE). If X* 
(the dual space of X) is uniformly convex, the existence (and 
approximation) of a strong solution has been established under conditions 
similar to (A.lt(A.5) (see [S, 6, 11, 121). In [S, 63, Dyson and Villella 
Bressan also showed the existence of a weak, or generalized, solution of 
(FDE) for the case of a general Banach space X. The approach in [S, 61 
was to apply the nonlinear evolution operator theory of [4] to a 
homogeneous equation of the form 
u’(t) + A(f) u(t) = 0, (1) 
which is obtained from (FDE). Here a(r), t E [0, r], is a family of non- 
linear operators which are defined on a subset of C, and the weak solution 
obtained belongs to C. The approximation of this weak solution was 
studied in [16]. 
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In [ 141 (FDE) was studied in a general Banach space X for conditions 
similar to (A. 1) and (A.3t(A.5), but using, instead of (A.2) the more 
restrictive time dependency condition 
(A.2)’ lIAAf)u-AA(s)4 ~~~ll~ll~ll~~~~-~~~~ll, 
where 0 < A < Jo, t, SE [0, T], u EX, 1 is as in condition (A.2), and 
h: [0, r] 3 X is continuous. 
In [ 141 the weak solution of (FDE) in X was obtained in a simple and 
straightforward manner by applying a result of Evans [7, Theorem l] and 
a fixed point argument to 
u’(t) + A(f) u(t) = G(t, f,) 
wherefeS= {f~c([--, r],X);f(t)=#(t) for t~[-r,O]}. Here S is a 
complete metric space with norm ((fJIB=supIE C-r,T, ek’Ilf(t)ll for a fixed 
negative constant k. The advantages of obtaining the weak solution of 
(FDE) directly in X are twofold. First of all, the approximation of the 
solution can more readily be accomplished without having to deal with the 
rather untractable operators a(t) (from (1)). Second, a Benilan-type 
inequality comparing weak solutions of (FDE) is obtained which is useful 
in studying various qualitative properties of the weak solution. 
Motivated by the above approach, the goal in the present paper is to use 
fixed point arguments to obtain the weak solution of (FDE) in X, with 
A(t) satisfying the time dependency condition (A.2), which is more suitable 
than (A.2)’ for applications to partial differential equations. 
We mention here that under conditions similar to (A.1 )-(AS), 
Kartsatos [lo] established the convergence of the approximation scheme 
{yyt)}, tE [-r, T], n= 1,2, . ..) where y” is a given Lipschitz continuous 
function on [ -r, T] which equals 4(t), t E C-r, 01, and y”(t) is the 
“Evans” solution (cf. [7, Theorem 21) of the problem 
y’(t) + A(t) v(t) = G(c Y:- ‘) 
Y(O) = 4(O). 
The resulting limit function is shown to yield an evolution operator 
(generalized solution) which maps D into ,!j for t E [0, T]. However, the 
solutions obtained in [lo] with initial condition in 8 lie in fi only on an 
initial interval [0, r,], T, < T. The weak solution obtained by the present 
approach is Lipschitz continuous and lies in 6 for t E [0, T]. This is a 
desirable property of weak solutions since it leads to the conclusion (see 
Proposition 1) that the weak solution is a strong solution if the space X is 
reflexive. 
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II. MAIN RESULTS 
Before stating the main theorem we make a useful observation concern- 
ing the problems 
(El u’(t) + A(t) u(t) =f(f), IE co, Tl 
u(0) = x0 
and 
(Ej.1 u’(t) + A,(f) u(t) =f(t), fE co, Tl 
40) =x0, 
where A(t): D(A(t)) c X-+ X satisfies (A.l) and (A.2), A,(t), 1> 0, are the 
Yosida approximants of A(t) defined in the Introduction, f: [O, T] --f X is 
Lipschitz continuous, and x0 E 6. By [7, Theorem 21 there exists a weak 
solution (in the sense of [7]), am, of the problem (E). Since A,(t), 1> 0, 
t E [0, r], is m-accretive and Lipschitz continuous on X (cf. [4]), and 
A,( t)x is Lipschitz continuous in t for every x E X uniformly in 2, 
0 < d 6 lo (by (A.2)), there exists for each 3L, 0 < 1. < Jo, a strong (classical) 
solution, u,(t), of (E,). By [7, Corollary 10.11, and 14, Theorem 3.11, ui(t) 
is equal to the weak solution of (E,) (in the sense of [7,4]). 
LEMMA. u,(t)dl,,, UE(f) uniformfy in t E [O, T]. 
Proof of Lemma. By [4, Theorem 4.11, it s&ices to show that 
@(t)x + Jf(t)x as /I- 0, 
where Alp(t)r-f(t), a(t)= A(t)-f(t). It can easily be verified that 
.@(r)x 3 J,Afl(x + A,(t)). Using the identity established in the proof of 
Lemma 4.2 of [4], we obtain 
.f,“qx + V(t)) = J;+& + V(t)) + B4.+pW(x + Y(t)) 
p-o’ J,“(x + A..(r)) = Jf(r)x. 
Let r be a fixed positive constant or r = +co. If r = +co, then C-r, 0] 
denotes the interval (-co, 01. We recall that in [7] Evans studied 
(E,) u’(t) + A(t) u(t) 3f(t), Odt,<T 
u(O)=x, 
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by means of discrete approximation schemes of the form 
x:=x0 
Evans showed that the functions u”(t) ( -x; on (t;- r, t;]) solving the 
approximate problem converge uniformly to a continuous function u(t), 
when the step functions f”(t) (sf;l on (t;- r, $1) converge to f in 
L’(0, T; X). This limit function u(t) is called the weak solution of (E, ). 
DEFINITION. A continuous function ii(t) is said to be a weak solution of 
(Z’DE) if ii(t) = 4(t) for t E [ - r, 0] and is(t) is a weak solution, in the sense 
of Evans [7], of the problem 
u’(t)+A(t)u(t)=G(t,ii,), tE Ilo, Tl 
40) = do). 
We are now ready to state our main result. 
THEOREM. Assume that conditions (A.lk(A.5) hold. Then there exists a 
unique weak solution u(t) (in the sense defined above) of (FDE). Further- 
more, u(t) is Lipschitz continuous and u(t) E L? for t E: [0, T]. 
Proof of Theorem. In the proof of the Theorem we let Z= C-r, 0] for 
simplicity; however, the modifications of the arguments for the case of 
Z= (-co, 0] should be clear. For 0~ ,I <,I,,, we consider the 
approximating problems 
(FDEA) u’(t) + AL(t) u(t) = G(t, u,), tE CO, Tl 
I.40 =$4. 
Since (as previously noted) A,(t)x is Lipschitz continuous in t and x, and 
G is Lipschitz continuous in each variable (by (A.3) and (A.4)), it follows 
(see, for example, [ 15, Theorems 6.2.2 and 6.2.31) that there exists, for each 
I., 0 < 2 d A,, a unique, strongly continuously differentiable solution ui(t) of 
(FDEA) on C-r, T] such that un(t)=q5(t) for tE[-r,O]. From [ll, 
Lemma 2.61 there exists a positive constant N such that IIu;(t)ll <N for all 
0<1<& and tE [0, T]. 
LetM={~(t);tE[-rY,0]}.ForO<T1dT,andapositiveconstant K, 
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K> max{ 1 + 11 A(0) $(O)(( + IIG(O, d)l[, L,}, where L, is the Lipschitz 
constant of 4 on C-r, 01, let 
S = {S: [ -r, T,] --+ B u M; f is continuous, 
f(t)=$(t), [EC--r, 01, Ilf(tl)-f(t2)ll dWt~--t,l, 
t,, f2~ CO, T,l). 
S is a complete metric space, and S # @ because the function u(t) such that 
u(t) = d(t) for t E C-r, 0] and u(t) = 4(O) for t E [0, T,] belongs to S. 
For f E S we now consider the problem 
u'(t)+AAt) u(l)= G(t,f,), 2~ CO, T,l 
(3) 
40) =4(O). 
It can readily be verified that for f E S, G(t, f,) is Lipschitz continuous in t. 
Let ti,‘ct), t E [0, T,] denote the unique solution of (3). Let 
u,‘(t) = 4(t)? tE[-r,O] 
q(t), TV CO, T,l- 
Following the argument in [ 131, it can be shown that the solutions u{(t), 
A > 0, are uniformly bounded and uniformly Lipschitz continuous on 
[0, T,] independently off o S. (We remark that the single-valued duality 
mapping J of X in [ 131, where X* was assumed to be uniformly convex, is 
replaced in the present work by any selection j of the duality mapping of 
X.) Thus there exists a positive constant K, = K,( T,) such that 
II4~,)--~~~2)ll GK,It,-t,l (4) 
for every t, , t2 E [0, T, ] and 13 > 0. If T, is chosen sufficiently small K1 Q K. 
It can also be seen from [ 133 that for fl, f2 E S, there is a constant I? > 0 
such that for 0 < II < & 
sup Ild’l(t) - ~,f2(t)ll G ET, sup IIf, -fAt)ll. (5) 
I t co. 7-l I rE co,r11 
Hence, for each 1, 0 < I < 1,, Ui : f + U{ is a contraction on S if T, is suf- 
ficiently small. Thus there exist fixed points f2 E S; i.e., f* = rZ.J:f2 = up, 
where u&t) are strong solutions of (3). By the uniqueness of solutions of 
(FDEA) on [0, T], u$(t)=ui(t) for each TV C-r, T,]. Thus, up(t), 
Otl <A,, have the uniform Lipschitz constant N on [0, T,]. 
For f E S, we consider the problem 
u’(l) + A(f) u(t) = G(& LX f~ CO, T,l 
40) =4(O). 
(6) 
so5/75/2-8 
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Since A(t) is m-accretive and satisfies (A.2), and g(t) = G(t, f,) is Lipschitz 
continuous in t, we obtain from [7, Theorem 21 the existence of a weak 
solution z?(t) of (6). Let 
uf( t) = { 
4(t), fE[-r,O] 
i-m, tE co, T,l. 
From (4), (5), and the Lemma we see that u/(t)~S and the operator 
U, : f - uf is a strict contraction on S. Let f be the fixed point of U,. By 
the Lemma, lim ilou,f((t)=uf(t) foreveryfes. Thuslim,l,U~f=U,f for 
every f E S. Since U,, Vi have the same Lipschitz constant ET, < 1 for 
every 1, 0 < il d I,, Theorem 1.2 of [ 1 ] can be applied to give lim, 1 0 fA = J 
This in turn implies 
Let U(t) - u-‘(t), t E [0, T,]. Then U(t) is the unique weak solution of (FDE) 
on [0, T,], and C(t) is Lipschitz continuous on [0, T,] with Lipschitz 
constant N. 
In order to show that the weak solution ii(t), t E [0, T,] can be extended 
to a weak solution on the entire interval [0, T], we first consider for 
T, < T, d T the problem 
x’(t) + A(t) x(t) = G(t, x,), TV CT,, 7’21 
x(t)=ti(t), te [T, -r, T,]. 
(7) 
We will show that for T2 - T, sufficiently small, the problem (7) has a uni- 
que weak solution u(t), t E [T, - r, T,], such that u(t) = r?(t) for 
t E [T, - r, T,], and u(t) is Lipschitz continuous with Lipschitz constant N. 
To this end, we consider the problems 
x’(t) + A(t) x(f) = G(c ft), tE CT,, T,l 
x(t) = ii(t), f~ CT, -r, T,l 
(8) 
and, for 0 < I d II,,, 
x’(t) + A,(t) x(t) = G(f,f,X 2~ CT,, T,l 
x(t) = ii(t), f~ CT, -r, T,l, 
(9) 
where, for a positive constant B, 
B>max{l+ ll~(T1)~(TI)II +IIG(T,, &)II, W, 
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~ES~~{~:[T,-~,T,]~DUM; f(t) is continuous, f(t)=ii(t) for 
f~[T,-r,T,l and llf(tl)-f(t~)ll~Bltl-t~l for~d~~CLT~1~~ 
Applying the preceding arguments to the problems (8) and (9), we 
obtain weak solutions, say xlit) and x<(t), of these problems for each 
f E S, . Letting Ui and U, be defined by U$ f) = x{ and lJ,( f) = xf, we find 
as before that for Tz - T, sufficiently small, U$ and U2 are contraction 
operators on S,, with corresponding fixed points which we call, respec- 
tively, ~8 and u. Again invoking [ 1, Theorem 1.23 we obtain ui.(t) -+ u(t) as 
ilo, fE CT,, T,l. 
We recall that u;,(t), 0 ~1 <I,, are solutions of (FDEA) on C--r, T]. 
Thus, for t E [T, - r, T,], ui(t) are solutions of the problem 
x’(f) + A,(f) x(t) = G(f, x,1, tE CT,, TJ 
(10) 
x(t) = Ul(f), fE [T, -r, T,]. 
We will show that u,(t) + u(t) as A 10 uniformly for t E [T, - r, T2]. This 
will ensure that the extended solution u(t) (= ii(t) on [-r, T,]) has 
Lipschitz constant N on [0, T,]. 
In order to compare the (strong) solutions uj,(t) of (10) with the (strong) 
solutions u”(t) of (9), we let j denote a selection of the duality map of X, 
and invoke Lemma 1.3 of [9]. Let (., .) denote the pairing between X and 
X* defined by (x, f) = f(x) for x E X, f E X*. Using the accretiveness of 
A,(t), and the equivalent definition of this property given in [9], we obtain 
g { llu;.(t) - UYf)l12) 
= $~j.(f)-~U'(f),j(Ui(f)--Ui(f)) 
( > 
=(-A,(t)u,(f)+G(t, ~~,)+A~(t)u~(t)-GG(t,u~), j(u;.(t)-u'(t))) 
= -(AJ.(f) uA(f)-Aj.(f) u"(f),j(uj,(f)--~(t))) 
+ (G(t, ui.,) - G(f> ~3, Au,(f) - u?N> 
6 IlWt, #,,I - G(f, u;,Il Ilu;(t) - u”(t)ll. 
This implies 
-$ { Ilu,(f) - u”(N) < II’34 uJ- G(t, u:,ll, 
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which, upon integrating from T, to t, further implies 
IluAt)- u”Wll G IludT,)- $T,Nl + j;, IIW, #is)- Ws, 4,ll A 
For all t, such that T, d t, < t the above inequality also holds. For 
tE [T, -r, T,l, 
Ilu,(t) - ~“WII = Ilu,(t) - ii(t)ll < Tt [;,y, T,, lluh) - 4~)ll 
Thus we have obtained the estimate 
Applying Gronwall’s inequality, and noting that sup,, iT1--r, r,, lick- z?(r)11 
-+O as 1+0+, we can conclude that Ilu%(t) - u (t)ll -+ 0 as ,? + 0 + 
uniformly for t E [ T1 - r, T2]. It follows that u%(t) + u(t) as 2 + O+ 
uniformly for t E [T, - r, T2]. 
In order to complete the extendability argument, we suppose that 
[ -r, T), 0 < T< T, is the maximal interval of existence of the extended 
solution u(t). By the Lipschitz continuity of u(t) on [ -r, T), 
lim f _ T u(t) = t exists. Let 
i 
4th i(t)= L 
tE[-r, T) 
9 t= T. 
Consider the problem 
(P) y’(t) + A(t) At) = ‘34 a,), tE [O, T] 
Y(O) = d(O)* 
By [7, Theorem 21 we obtain a weak solution y(t) of (P) on [0, T]. By the 
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uniqueness of such solutions (cf. [7, Theorem 33) r(t) = u(t) for t E [0, T). 
Letting 
ii(t) = 
i 
4th tE[-r,O] 
y(t), t E co, n 
we see that ii(t) provides an extension of u(t) to C-r, T]. The above 
arguments actually show that T= T, i.e., that u(t) can be extended to a 
weak solution on [0, T]. 
Since u(t) is a weak solution in the sense of the definition preceding the 
Theorem we obtain certain properties of u(t) from [7, Sections 9 and lo]. 
In particular, u(t) E b for every t E [0, T] (cf. [7, Lemma 9.11). Further- 
more, we have the following proposition. 
PROPOSITION 1. Let X be a reflexive Banach space, and assume that con- 
ditions (A.1 )-(A.5) are satisfied. Then there exists a unique strong solution 
u(t) of(FDE) on (0, T]. 
ProoJ: The solution u(t) found by means of the Theorem is Lipschitz 
continuous in t E [0, T], and is therefore absolutely continuous. Since X is 
reflexive, u(t) is differentiable a.e. It follows from [7, Theorem 51 that u(t) 
is a strong solution of (FDE) on [IO, T]. 
We can readily establish an inequality for comparing the weak solutions 
of functional problems of the form (FDE). In addition to (FDE) and 
(FDEA), we consider the problems 
(FDE)’ v’(t)+A(t)v(t)=F(t, v,), tE CO, Tl 
00 = $9 
and, for 0 < 1 Q 1,, 
(FDEA)’ v’(t) + A,(t) v(t) = F(t, VI), tE CO, Tl 
00 = ICI, 
where we assume that A(t), F, G, $, and I,$ satisfy the conditions 
(A.1 k(A.5). Let ui(t) and VA(t) denote the unique strong solutions of 
(FDEA) and (FDEA)‘, respectively, on (0, T]. Then, by the same 
argument which led to the inequality (11) above, we obtain for t E [0, T] 
Ilu,(t) - v,(t)11 d IMO) - vW)ll + j-i IIW, u,J -Fb v,Jl ds 
G llh%+J^o’ II% u,J--F(s, v,Jll ds. 
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Letting u(t), u(t) denote the unique weak solutions of (FDE), (FDE)‘, 
respectively, which exist by the Theorem, we find, upon taking limits as 
1-10 in the above inequality, 
Ilu(f)--(t)ll d ll4-$llc+~; 11% us)-& o,)ll ds. 
Remark. If A(t) is only quasi-accretive; that is, if A(t) + crZ is accretive 
for some a E R, then the methods of [7] still yield a unique weak solution 
of (E) (see [3, Remark 4.61). Thus, if A(t) is quasi-accretive, and the rest 
of conditions (A. 1 k(A.5) are satisfied, we obtain a unique weak solution 
of (FDE) by the proof of the Theorem. In this case, the appropriate 
comparison of u(t) and u(t) (obtained as above, with the use of standard 
differential inequalities) becomes 
lIu(t)-u(t)11 gel’11~-311~+~~ea”-i’ llG(s, us)-F(s, u,)ll ds. (12) 
Let C = C( [ -r, 01, X) for a fixed positive constant r. By using a techni- 
que of Fitzgibbon [8], who employed a result of Redlinger [ 173, we obtain 
from (12) the following asymptotic stability result for the solution u(t) of 
the Theorem. (The proof is omitted since it follows directly from [8] once 
the existence of weak solutions of (FDE) has been established.) 
PROPOSITION 2. Assume that A(t) - al is accretiue for a fixed positiue 
constant a, and that the rest of conditions (A.l)-(A.5) hold with /I < a and 
[O, T] replaced by [0, co). Let u(t), u(t) be the weak solutions of (FDE), 
(FDE)’ (with FE G), respectively, which exist by the Theorem. Then, there 
exist positive constants K and 6 = 6(r), 6 < a, such that for t > -r, 
lb(t)-o(f)11 <Ke~“‘/14-$IIc. (13) 
We remark that Proposition 2 improves the asymptotic stability result 
obtained in [ 141 for the problem (FDE) under conditions (A.l) and 
(A.2)‘-(A.5). For the weak solutions u(t), u(t) of (FDE) and (FDE)’ (with 
FE G) obtained by Theorem 1 of [ 143 we have, from Theorem 2 of that 
reference, 
IIu(t) - v(t)11 Ge-(‘-B’)’ II@ - Ic/IIc, 
where /I1 = eraa. Thus, u(t) is asymptotically stable if PI <a. Here, the size 
of r enters directly into the stability determination. By Proposition 2, if 
/I < a, one can find for a fixed r, a 6 such that (13) holds, i.e., u(t) is 
asymptotically stable. 
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III. EXAMPLE 
We consider the first order nonlinear hyperbolic functional equation 
(Ex) ; 4x, t) + b(t); dub, r)) + au(x, t) =f(t, u(x, t-r)), 
tE [O, T], -co<x<m 
44 0) =4(x, Q, tlE[-r-,0], -co<<<<, 
where r is a fixed positive constant, g: R + R is continuous and strictly 
monotone, g(R) = R, b(t) > b for some b > 0, b(t) is Lipschitz continuous in 
t with Lipschitz constant L, >O, 4 is continuously differentiable on 
[ -r, 01, CI > 0, and f is Lipschitz continuous in both members. 
Let X= L’(R). For each tE [0, T] define A(t) by 
A(t) u(x) = b(f) g(u(x)), + dx) 
for UED(A(~)) (=D)= { u: u~Ll(R)n L”(R) and g(u(x)),E L’(R)}. Then 
for each TV [0, r], A(t) - CXZ is accretive and R(Z+ AA(t)) = L’(R) for A > 0 
(cf. [2, Theorem 3.1 I). In order to verify condition (A.2) we see that for t, 
SE [O, T], UED, 
IIA(t) u(x)- A(s) u(x)11 = lb(t) - b(s)1 II g(u(x)Lll 
d L,lr-sl 
II 
b(t) g(G)), 
b(t) 
+ au(x) - au(x) 
b(t) II 
6 L,lr-sl 
[ 
IIA(t) 4x)ll + o! II4x)ll 
b(t) b(f) 1 
<(Wb)(l +~Il~(~)ll)l~-.d(~ + II&~)4x)ll). 
Now we can invoke Lemma 3.2 of [4] to conclude that (A.2) is satisfied. 
Let C=C([-r,O],X) and define G:[O, T]r.C+Xby G(t,$)=f(t,$(-r)). 
Then clearly G satisfies (A.3) and (A.4) because of the condition off: The 
problem (Ex) now takes the abstract form 
du(t) 
By the Theorem, there exists a unique weak solution, u(t), of (14). Letting 
/3 denote the Lipschitz constant off with respect to its second member, we 
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see that if p < LY, Proposition 2 guarantees that u(t) is asymptotically stable. 
(If B d CC, the solution is stable.) 
An example of a nonlinear parabolic equation to which our theory can 
be applied can be found in [ 16, Example 11. 
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