Mixture of Gaussians (MOG) has been widely used for robustly modeling complicated backgrounds, especially those with small repetitive movements (such as leaves, bushes, rotating fan, ocean waves, rain). The performance of MOG can be greatly improved by tackling several practical issues. In this paper, we quantitatively evaluate (using the Wallflower benchmarks) the performance of the MOG with and without our modifications. The experimental results show that the MOG, with our modifications, can achieve much better results -even outperforming other state-of-the-art methods.
INTRODUCTION
Background modeling is an important and fundamental part for many vision tasks such as real-time motion segmentation, tracking, video/traffic surveillance and human-machine interface.
In recent years, many background models have appeared [1] [2] [3] [4] [5] [6] [7] [8] [9] . Pfinder [6] is built upon the assumption that the scene is less dynamic than the object to be tracked and that the background is distributed according to a single Gaussian distribution. Although Pfinder can deal with small or gradual changes in the background, it fails when the background scene involves large or sudden changes, or has multi-modal distributions (such as small repetitive movements). The W 4 system [9] modeled the background scene by maximum and minimum intensity values, and the maximum intensity difference between consecutive frames in training stage. However, the background model from W 4 may be inaccurate when the background pixels are multi-modal distributed or widely dispersed in intensity.
The pixel-level Mixture of Gaussians (MOG) background model has become very popular because of its efficiency in modeling multi-modal distribution of backgrounds (such as waving trees, ocean waves, light reflection, etc), its ability to adapt to a change of the background (such as gradual light change, etc.) and the potential to implement the method in real time. Friedman and Russell [10] modeled the intensity values of a pixel by using a mixture of three Normal distributions and applied the proposed method to traffic surveillance applications. Stauffer and Grimson [4] presented a method that models the pixel intensity by a mixture of K Gaussian distributions. Although many variants of the MOG background model [4, 5, 11] have been proposed, and MOG has been reported as being used in a wide variety of the systems (e.,g., for tracking [6, 7, 12] , traffic surveillance [10] , etc.), few papers provide a quantitive evaluation of the MOG method for background modeling. Toyama et. al.
[1] implemented MOG and compared the result of MOG with that of "Wallflower", claiming superiority of the latter. In this paper, we show that the result of MOG can be greatly improved if we modify the implementation of MOG in some aspects: dealing with shadow removal, background update, and background subtraction. This paper also provides a re-evaluation of MOG using the same set of benchmarks as used in Wallflower study.
MIXTURE OF GAUSSIAN MODEL
In this section, we briefly describe the MOG model.
The basic idea is to assume that the time series of observations, at a given image pixel, is independent of the observations at other image pixels. It is also assumed that these observations of the pixel can be modeled by a mixture of K Gaussians (K is usually set from 3 to 5). Let x be a pixel value at time t. Thus, the probability that the pixel value x is observed at time t is [4] For computational reasons, each channel of the color space is assumed to be independent from the other channels. The covariance matrix can then be written as: 
T is a threshold for the minimum fraction of the data used to model the background.
SOME PRACTICAL ISSUES
In a realistic environment, we find that using the MOG model is not enough to solve all problems met in background modeling. For example, a moving shadow region may be wrongly marked as foreground due to the illumination change, or relocation of a background object may result in some pixels in both the new and previous position of the background object being wrongly labeled as foreground pixels, or a quick illumination change such as light switched on/off will greatly change the color of the background and increase the number of falsely detected foreground pixels, etc. Next, we will tackle these practical issues.
Shadow removal
Incorrectly labeling shadows as foreground pixels may cause failure in applications such as tracking, video surveillance, motion segmentation, etc.
When shadows appear or disappear, it is usually assumed that the chromaticity part at the pixel is not significantly changed. Normalized color is used in many background modeling methods such as [5, 7, 8] because normalized color is robust and less sensitive (than RGB color) to small changes in illumination caused by shadows.
The normalized chromaticity coordinates can be written as:
Although using chromaticity coordinates can suppress shadows, the intensity information will be lost. Thus, we adopt the feature space ( r, g, I) as in [8] However, the background may be dynamic, i.e., multi-modal distributed. Let i µ be the mean value and i σ be the standard variance of the ith Gaussian distribution. For the ith Gaussian distribution, we replace I b in the above criterion with the mean value i µ (that is: Another problem is that when the intensity is low, the normalized color (r or g) is very noisy. Consider the image sequence "Time of Day" (TOD) in the Wallflower dataset, which displays a room gradually changing from dark to bright. In the first several hundred frames, the intensities of image pixels are very low. 
Updating the Background
Following [4] , given a new observation x t that belongs to the ith Gaussian distribution, the parameters of the ith Gaussian distribution at time t are updated as follows:
(1 )
the weight of the ith Gaussian distribution is adjusted as follows: This mechanism of updating the background has several advantages: such as robustly adopting to gradually light changing. However, if a background object is relocated to a new place, or if a new object is inserted into the background, the image pixels at both the new and previous position of the relocated background object or at the position of the inserted object, will not match the estimated K Gaussians and will be classified as foreground pixels. Although such changes of relocated or inserted background object may be temporarily of interest, it is not desirable to maintain these as foreground for a very long time. One common feature of the relocated or inserted background object is that once the position of the object is changed, typically, the object will stay there for a while. Thus, we employ a set of counters, which we call the "foreground support map"(FSM). FSM represents the number of times a pixel is classified as a foreground pixel:
( , 1) 1 ( , ) 0
FSM x t if x is foreground pixel FSM x t if x is background pixel
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When the FSM value of a pixel is larger than a threshold Ftd, we adopt this pixel to the background and use equations (6) - (8) to update the Gaussian model. This puts a time limit on how long a pixel can be considered as a static foreground pixel.
Another issue is that of choosing the learning rateα . A high learning rate enables MOG to more quickly adapt to sudden scene changes such as a light switching on/off, a sudden lightning, a sudden movement of uninteresting object, etc. However, a high learning rate also causes interesting foreground objects to quickly fade into the background. To obtain a satisfactory trade-off value is hard. Thus, we use extra information to adjust the learning rate. If the pixel number of detected foreground pixels is larger than a threshold (e.g., 70% of the whole image pixels as in Wallflower), we adjust the learning rate to a high value; otherwise, we set the learning rate to a low value.
Background Subtraction
Let x j be the jth component of pixel x. If is true for all i=1,…K, the pixel is labeled as a foreground pixel. However, there are two issues that should be considered: (a) the estimated standard variance could be overestimated or underestimated because the distribution of the pixels is not an ideal Gaussian. (b) when the intensity of a pixel is low, the value of 3 / i x µ can be very varied even when the pixel belongs to the ith Gaussian. Thus, to solve issue (a), we set an upwards threshold S max and a downwards threshold S min for the estimated standard variance. S max and S min are respectively set to 0.1 and 15. To judge if the pixel is too far from the ith Gaussian, we check if max( , )
, where λ is a threshold and is empirically set to 5. To solve issue (b), we use the criterion We have tested three different variants of MOG: MOG 1 uses mixed color space (normalized rgb color space for pixels with high intensities and in RGB color space for pixels with low intensities). Thus, for an image pixel with high intensity, x is expressed by (r, g, I) ; for a image pixel with low intensity, x is expressed by (R, G, I); MOG 2 uses normalized rgb color space; Each image pixel value x is expressed by (r, g, I) ; MOG 3 uses RGB color space. Each image pixel value x is expressed by (R, G, I ).
In each we eliminated the foreground pixels whose 4-connected foreground pixels number less than 8.
From table 1 and figure 3, we can see that none of the methods achieve a lower value in both FN and FP for all seven image sequences. However, the modified MOG methods achieved best results in total error (TE) and total error excluding the light switch image sequence (TE*). In contrast to [1] we have shown that MOG, albeit with some modifications, can achieve high accuracy in background modeling. Among the three variants of the MOG in this paper, we can see that the MOG1 and MOG 2 achieved better total results than the MOG 3 variant (in the RGB color space). The MOG 1 relies on the (unstable) property of the normalized color values for pixels with low intensities (such as many pixels in the beginning of the TOD image sequence). Thus it achieves better results than MOG 2 and achieves the best total results among the eight comparative methods. For the foreground aperture image sequence, Wallflower achieved an accurate result. However, the authors of [1] used a region-level processing as a post-processing step for Wallflower. In contrast, we did not use a region-level post-processing step. For the light switch image sequence, Wallflower used frames with both light on and light off in the training stage. In the training stage, we used only frames with light off.
CONCLUSION
The purpose of this paper is to re-evaluate MOG in background modeling in the light of some simple modifications one can make to tackle real world problems. The modifications can make MOG competitive, if not superior, to many other methodsincluding Wallflower, in contrast to the conclusions reached by the proponents of that algorithm [1]. 
