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Ulam’s conjecture is that a graph C with at least three vertices can be re- 
constructed from the family of subgraphs of G obtained by deleting single 
vertices of G. This paper proves the conjecture for G outerplanar, by working 
first with partially labeled graphs and then applying the results obtained to 
the unlabeled case. 
1. INTRODUCTION 
If G is a graph and v a vertex of G let G N {v} be the graph obtained by 
deleting the vertex v from G. In [12] Ulam conjectured that if G has 33 
vertices then G is determined up to isomorphism by the collection of all 
subgraphs G - (u} for 2) a vertex of G. 
A number of cases of Ulam’s conjecture have been proved. For example, 
Kelly [7] proved it for trees, and Manvel [lo] proved it for maximal 
outerplanar graphs, under the additional restriction that the multiplicities 
of the isomorphism classes of subgraphs are unknown. Kelly’s result has 
been reproved a number of times, but without using the full collection of 
subgraphs; see [2], [6], and [9] for example. 
In the present paper we prove the conjecture for outerplanar graphs. 
Our proof relies on the version of the theorem for trees, proved by 
Harary and Palmer in [6], to the effect that a tree is determined by its 
maximal subtrees. The basic technique used in the present paper is to first 
work with partially labeled graphs and then to apply the results obtained 
to the unlabeled case. 
2. PRELIMINARIES 
Let G be a graph and let S = {ul , z+ ,..., v,} be a set of labels attached 
to n distinct vertices of G. We then say that G is an S-labeled graph. By 
the collection of (- 1, S)-subgraphs of G we mean the collection of graphs 
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obtained from G by deleting a vertex not is S and all arcs incident with 
this vertex, and writing the labels in S on the appropriate vertices of the 
resulting graphs. If G has li vertices then G has k - II (- I, S)-subgraphs. 
If S = (z’] the (- 1, S)-subgraphs of G are called (-1, v)-subgraphs; if 
S = C$ the (- 1, S)-subgraphs are called (-1)-subgraphs. The (-l)- 
subgraph of G corresponding to deleting a vertex u is denoted G N {uj . 
Suppose we have two graphs G1 and G, which are both S-labeled. An 
isomorphism of G1 with G2 will be called an S-isomorphism if it makes 
similarly labeled vertices correspond. Tf S = (2’) the terms z;-isomorphic 
and v-isomorphism are used. 
Again, let G be an S-labeled graph. An S-labeled graph G’ is called an 
S-reconstruction of G if the collections of (-1, S)-subgraphs of G and G’ 
are S-isomorphic in some order. If any S-reconstruction of G is S-iso- 
morphic with G we say that G is S-reconstructable. The terminology 
“reconstructable up to S-isomorphism ” is also used. If S = (u> (respec- 
tively, 4) we say that G is v-reconstructable (respectively, reconstructable). 
Let T be a tree. If T is S-labeled, a connected (-1, S)-subgraph of T 
is called a (--I, S)-subtree. A (-1, S)-subtree of course arises by deletion 
of an extremal vertex of T, i.e., a vertex of valence one. 
In any reconstruction proof, it is important that we be able to determine 
directIy from the subgraphs whether a graph has certain properties, before 
any reconstruction has taken place. In particular, in a proof that proceeds 
by case distinctions based on the reconstructed form of a graph, two logical 
operations are necessary, namely, recognition that the graph under 
consideration does qualify to be included in the given case, and recon- 
struction. Many properties of a graph are evident from its (- l)-subgraphs 
(e.g., number of points, connectedness, block structure). The following 
result, which for the case II x 0 is included in [5], will be essential for our 
proofs. 
LEMMA 2.1. Let S = {ol, u2 ,..., v,] and let G be an S-labeled graph 
having at Ieast FI t 3 vertices. Then the number of arcs of G can be deter- 
mined from its (- 1, S)-subgraphs. 
Proof. Induction on II. 
A graph is called a chain if its block-cutpoint tree is a path. We define 
the weight of a block to be the number of vertices which it contains, and 
the weight of any graph to be the sum of the weights of its blocks. Any 
chain then has a well-defined center which is a cutpoint or block and is 
characterized as follows: it is the unique cutpoint or, if no such cutpoint 
exists, the unique block, having the property that the sum of the weights 
of blocks from (and including) the center to either end of the chain is 
more than half the weight of the entire chain. 
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Let G be a connected graph. A maximal chain in G is a chain of maximal 
weight. Then all maximal chains in G have the same center and this is 
defined to be the center of G. Let A be a block of G and v a cutpoint of G 
on A. Let H be the connected component containing v on the subgraph 
arising from G by deletion of all vertices of A except o. The branches of H 
at v are called the branches of G on the block A at the vertex Y. A maximal 
branch at a cutpoint or block is one of maximal weight. Note that, if the 
center of G is a block, G may have only one branch there. The length of 
a branch at a cutpoint or block A is defined to be the number of blocks 
in a maximal chain in the branch commencing at A (but not including A 
if A is a block). 
Let v be a vertex of a graph G. We say that G is symmetric about v if 
G has a non-identity automorphism leaving v fixed. 
A graph is called outerplanar if it can be drawn in the plane without 
intersections and so that all its vertices border a single region. It is clear 
that the graph can then be drawn so that this region is the exterior and we 
will always assume that outerplanar graphs are given in that form. 
Let G be a 2-connected outerplanar graph. Then: 
(a) The vertices of G lie on a unique cycle and when we speak of the 
ordering of the vertices of G we mean this cyclic ordering. In particular, 
the neighbors of a vertex mean the neighbors in this ordering. Let u be a 
labeled vertex of G. Then G can be drawn in the plane so that the vertices 
are uniformly spaced around the circumference of a circle with v at the 
“top.” When we use terms such as above, below, or the diameter through ZJ 
we are thinking of this representation. Let II be a vertex of G distinct 
from v. Then G -{u> is a chain of outerplanar blocks and on all these 
except the terminal one(s) (terminal meaning furthest from v) the ordering 
of the vertices of G can be recovered. Choice of a direction in traversing 
the unique cycle in G results in a linear ordering (u, D, ,..., z),) of the 
vertices of G. Such a choice is called an orientation of G. 
(b) Among the regions of G some will have the property that all but 
one of their edges bound the exterior of G. Such regions are called extremal. 
A vertex of G is called extremal if it is of valence two and if the arcs 
incident with it bound an extremal region. The boundary of an extremal 
region is called an extremal polygon and G with all its extremal vertices 
deleted is called the core of G. 
(c) We now draw a new graph T(G) as follows: T(G) has one vertex 
in the interior of each interior region of G and two vertices of T(G) are 
adjacent iff the corresponding regions of G share an edge. Equivalently, 
T(G) is the dual graph of G with the vertex corresponding to the exterior 
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of G deleted. It is easily seen that T(G) is a tree. More generally, if A is 
any outerplanar graph we define T(A) (a forest) to be the disjoint union of 
the trees T(G) for all 2-components G of A. Let B be a branch of T(G) at 
a vertex p and let p’ be the vertex of B adjacent to p. By the arm of G 
corresponding to B we mean the subgraph of G consisting of all polygons 
of G corresponding to vertices of B, but with the polygon corresponding 
to p deleted except for the two vertices and arc which it shares with the 
polygon corresponding to p’. 
Notice that v is an extremal vertex of G iff T(G -iv}) is a tree and in that 
case T(G - {v}) arises from T(G) by deleting the vertex of T(G) corre- 
sponding to the region of G having c on its boundary. In other words, 
as v ranges over the extremal vertices of G, T(G - {v>) ranges over the 
(-I)-subtrees of T(G). This process is actually giving us the subtrees of 
T(G) with certain multiplicities. In fact, if v is an extremal vertex of T(G) 
which corresponds to a polygon P of G having k sides then one copy of 
T(G - (D)) will arise from the deletion of each of the k - 2 extremal 
vertices of P and clearly the number k can be recovered from G - {v). 
(d) One can determine whether a graph is outerplanar from its 
(-I)-subgraphs. In fact, graphs which are not outerplanar but such that 
all their (- I)-subgraphs are outerplanar are called hypo-outerplanar 
and are classified in [ll], and it is easy to give direct reconstruction 
algorithms for the hypo-outerplanar graphs. 
Let G be an outerplanar block and v be a vertex of G. Suppose that there 
exist distinct vertices u and MJ of G both different from o such that G - {zlj 
and G - :u.} are o-isomorphic and suppose that G is not symmetric 
about 1’. We then say that G is nearly symmetric about ~7 and call points 
such as II and MI symmetry points. The following result is proved in [4]. 
LEMMA 2.2. Let G be an outerplanar block. Then there exists at most 
one vertex I: sach that G is nearly symmetric aboat v. If G is nearly symmetric 
aboat c then the neighbors sf c are not s?tn~nletr),poirlts. 
The following lemma is a consequence of our definitions. 
LEMMA 2.3. Let G be an outerplanar block, II and v distinct vertices oj’G, 
and sappose that G is not nearIy qwmetric uboat a. Let G’ be another 
outerplanar block with vertices II’ and v’. Suppose that there exists an iso- 
morphism G ---+ G’ such that u --f 11’ anal let cy: G N (II] ---f G’ h {II’: be an 
isomorphism sach that 01(a) = a’. Then a cun be extended to an isomorphism 
G ---f G’. 
The proofs in the sequel are by case distinction. Although not stated 
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explicitly there, we make the convention that a graph under discussion in a 
given case does not qualify for inclusion in any previous case. 
3. RECONSTRUCTION OF OUTERPLANAR GRAPHS 
LEMMA 3.1. Let G be a v-labeled outerplanar block having at least 
four vertices. Then G is v-reconstructable. 
Proof. Induction on the number of vertices of G, assuming that G has 
at least seven vertices, We let (u, u1 , v2 ,..., v,) be an orientation of G. 
Notice that the pair of subgraphs G - (vi} and G - (u,J can be found 
amongst the (- 1, u)-subgraphs of G, without reference to G, although 
they of course cannot be distinguished from each other without reference 
to G and its orientation. Examination of G - (vl) and G - (on} and 
computing the number of arcs of G to establish the possible adjacency of 
o1 and 21, tells us which of the following cases holds. 
Case 1. There exists an interior arc in G crossing the diameter through v. 
Suppose first that the only such arc is from vi to ~7,. Then each of 
G - {pi} and G - {v,} has the property that more than half the vertices 
of G occur on non-terminal blocks. Hence each of these gives a v-labeled 
view of at least half of the vertices of G on which the order on G can be 
recovered. 
Next suppose that v, and u, are adjacent. Then a,, v, vi , and v2 can be 
identified on all (- 1, v)-subgraphs on which they all occur. Let H be the 
graph obtained from G by deleting D and u1 and labeling v2 . By the 
inductive hypothesis H N (v,j . is v,-reconstructable whence, again by the 
inductive hypothesis, H is v,-reconstructable. Also, on G - {vi] we can 
isolate H and label v, and so this subgraph can be superimposed on H 
with vg labeled to recover G. Notice that this superposition is either unique, 
or else His symmetric about v, or up , or else His symmetric about every 
vertex. Hence, in all cases G is uniquely determined, up to v-isomorphism. 
The case where v,-~ and z+ are adjacent is identical. 
If some arc from U, crosses the diameter through u and goes to a vertex 
other than vi but no such arc is incident with v2 then G can be v-recon- 
structed from G - {ur] and G - fug) where k = (n/2) + 1 (IZ even), 
k = (12 + 1)/2 (n odd). The case of arcs emanating from zll is identical. 
In all other configurations, G can be v-reconstructed from G - {v,] 
and G - {ui} and checking the possible adjacency of v, and v1 . 
Case 2. No such interior arc exists. If both G - iv,> and G - (vJ 
are blocks then all permissible superpositions give v-isomorphic results. 
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If neither is a block then each gives a v-labeled view of at least half of the 
vertices of G with the order recoverable. If exactly one is a block, say 
G - {v,}, then G - (2~~) gives us a v-labeled view of at least half the vertices 
of G with the order recoverable, and superposition is unique or there 
is a symmetry. 
LEMMA 3.2. Let G be an outerplanar graph with at least four vertices 
(three if the number of arcs of G is known) and let v be a labeled vertex of G. 
Then G is v-reconstructable. 
Proof. We assume that G is connected and proceed by induction on 
the number of vertices of G, which we assume is at least four. 
Case 1. v is a vertex of valence one on G. On all subgraphs on which it 
appears, we may label the unique vertex v’ adjacent to v and apply the 
inductive hypothesis to the v’-labeled subgraphs of G - {v]. 
Case 2. v is a vertex of valence 22 but v does not lie on any 2-component 
of G. Let G’ be the v-labeled subgraph of G consisting of all branches of 
minimal weight at v. If G’ has only one branch at v, use the inductive 
hypothesis (except in the trivial case where that branch has weight two). 
If G’ has at least two branches at v, their structure can be recovered by a 
simple counting argument. 
Case 3. v lies on a 2-component, say H, of G. 
Subcase (a). G has only one branch at v. If H = G use Lemma 3.1. 
If H # G we are first faced with recognizing whether G indeed has only 
one branch at v. A necessary condition is that His the only 2-component 
of G containing v. But whether H is the only such 2-component, and if 
so the structure of H, will be immediate from the subgraphs except in the 
trivial case where G consists of two cycles joined at the vertex v. If H is the 
only 2-component of G containing v, then the number of branches of G 
at v is the minimum number of branches at v on any subgraph which has 
had a vertex of H deleted. 
Now, knowing that G has only one branch at D, let us first suppose that 
only one vertex ZQ of H has branches other than H. If v1 has only H and 
another branch of weight two, then G - {vl) enables us to recover G, 
except in the case where His nearly symmetric about v and v1 is a symmetry 
point of H. One then uses G - ( } w w h ere M’ is a neighbor of v on H. If 
v1 has branches of total weight 23 in addition to H attached to it, use the 
inductive hypothesis. 
If H has only one branch at ZI and if at least two vertices of H have 
branches other than H, then, provided H is not symmetric about v, 
reconstruction is easy. In the symmetric case, if we assume that H has at 
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least three branched vertices then either (1) we can identify a symmetric 
pair of vertices which do not have isomorphic branch structure, in which 
case reconstruction proceeds as above, or (2) every pair of symmetric 
vertices of H with respect to v have isomorphic branch structure and this 
fact is certainly enough to complete the reconstruction of G. Finally, in 
the symmetric case, if there are only two branched vertices, a counting 
argument can be used. 
Subcase (b). v lies on more than one branch of G at v. Proceed as in 
Case 2. 
LEMMA 3.3. Let S = (vl , v2 ,..., v,: (n 3 1) and let G be an S-labeled 
outerplanar graph containing at least n + 3 vertices (n + 2 if the number of 
arcs of G is known). Thert G is S-reconstructable. 
Proof. We assume n > 2 and that G has at least n + 3 vertices and 
proceed by induction on the number of vertices of G. 
For clarity we will restate what must be proved in the following form. 
Let G’ be another S-reconstruction of G and let S’ = (vl’, Q’,..., via’} be 
used to denote the vertices of G’ corresponding to S. Let T denote the 
vertices of G not in S, with T’ similarly defined. The fact that G’ is an 
S-reconstruction of G then means that there exists a bijection T -+ T’, 
which we will denote v + v’, and for each v E T an isomorphism 
% :G - (v} + G - {v’} such that 01,(vJ = zli’ (1 < i < n). We must 
show that there exists an isomorphism y: G --f G’ such that y(vJ = vi’ 
(1 < i < n). 
By Lemma 3.2 and induction on n the following fact is easily proved: 
for each k (1 < k < n) there exists an isomorphism 01~ : G --+ G’ such 
that c+(vk) = vk’. 
Case 1. Some vi is a cutpoint of G. For definiteness, assume that v1 is 
a cutpoint. Then the existence of 01~ tells us that vl’ is also a cutpoint of G’. 
Let B be a branch of G at vr containing a vertex vk (k > 2) and such that 
at least one vertex of T fails to belong to B. 
Suppose now that at least two branches of G’ at vr’ contain vertices 
from T’. If v is a vertex of T not lying on B, then a!,(B) is either a branch 
of G’ at vl’ or else a part of a branch of G’ remaining after deletion of v’. 
Choosing w  E T such that w’ does not belong to the same branch of G’ 
at vl’ as v’ and applying 01~ shows that the second alternative is impossible. 
The proof is now completed by deleting B - {vi} and olV(B) N {v,‘> and 
applying the inductive hypothesis. 
If the supposition of the last paragraph is false, we may by symmetry 
assume that T lies entirely on one branch B of G at v1 and T’ lies entirely 
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on one branch B’ of G’ at ul’, The proof still proceeds essentially along 
the above lines unless every G - (u) (u E T) has more branches at z’l 
than does G. This can occur only if T lies on a single block of G containing 
u1 . There will then be (since T contains at least three vertices) at least 
one v E T such that each of the two branches into which B is split on 
G - (o> contains at least one vertex of T. Again, one can proceed by the 
inductive hypothesis. 
Case 2. Sonze ~1,~ has valence one. Label the neighbor of v,, , delete L’,( , 
and use the inductive hypothesis. 
Case 3. Each vA lies on exactly one 2-component qj’ G. Let H be a 
2-component containing z’~ . If H = G, choose cli so that His not nearly 
symmetric about Us and apply Lemma 2.3 to 01, for any v E T. If H f G, 
examine the branches at H in the usual way, distinguishing between the 
cases where H is or is not nearly symmetric or symmetric about L’~ . 
LEMMA 3.4. Let G he a Z-connected outerplanar graph. Then G is 
reconstructable. 
Prooj: We make a case distinction, based on the nature of T(G). 
Note that one can reconstruct T(G) form the (- I)-subgraphs of G, 
taking into account (c) of Section 2 and the result of [6]. 
Case 1. Every branch af the center qj’ T(G) has length otte or two. 
We will consider only the case where each branch has length one, the 
more general case being similar. If any extremal polygon of G has ,>5 
sides, reconstruction is simple, so we assume that all extremal polygons 
are triangles or quadrilaterals. We will also assume that T(G) has a single 
center, the case of a double center being analogous. With this assumption, 
the core of G is a polygon and G is formed by adjoining triangles or 
quadrilaterals to certain of its edges. We distinguish whether a given core 
vertex of G lies between two edges, edge and triangle, triangle and quadri- 
lateral, etc., and will denote these possibilities by (e. e), (e, t), (I, I/), etc. 
Let L: be a core vertex of G. If u is of type (e. e), (f, t), or (4, q) then recon- 
struction can be effected from G y (0) ; if L’ is one of the other three types 
and if ambiguity is possible, then it is easy to see that G must actually also 
have a core vertex of type (e, e). 
Case 2. T(G) is a path @length 27, and we may also amme that both 
extremal polygons are triangles. G will then have exactly two (-l)-sub- 
graphs G, and G, such T(G,) and T(G,) are paths of length one less than 
the length of T(G). Since T(G) is a path it is clear what we mean by the 
phrase “G is axially symmetric” and similarly for G, and G, . We now 
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assume that neither G, nor G? is axially symmetric, the other cases being 
simple. 
If we label the polygons of G as 1, 2,..., k starting from either end then 
with obvious notation Gr and G, can be represented as [I, 2,..., k - l] 
and [2, 3,..., k]. If we have an outerplanar block H such that T(H) is a 
path of length 22 let us say that H is “horizontally symmetric” if H has 
a symmetry interchanging the extremal polygons. In our present context, 
if there is enough horizontal symmetry among the subgraphs of G, then 
a number of superpositions of G, and G, may be possible, for example 
[I, 2,..., k -- I, 21. Suppose now that this superposition is permissible. 
Then necessarily [2, 3 ,..., k - I] is isomorphic with [k, k - l,..., 31 
with “2” corresponding to “k” and so [2,3,..., k] is horizontally symmetric. 
Finally, then [I, 2 ,..., k - 1, 21 is isomorphic with [I, 2 ,..., k]. One argues 
the other possibilities in a similar way. 
Case 3. T(G) has only two branches, say B, and B, , at its center. 
Subcase (a). Say III is a path. As usual we may assume that the 
extremal polygon of G on the Br end is a triangle. Let G’ be the subgraph 
obtained by deletion of the extremal vertex of G on this triangle, and let G” 
be any subgraph of G such that T(G”) contains a maximal path of T(G). 
Then G’ and G” can either be uniquely superimposed to give G, or else G 
is axially symmetric and the two possibilities for superposition give 
isomorphic results. 
Subcase (b). Neither B, nor B, is a path. Let G1 and G, be the arms 
of G at the central polygon(s) corresponding to B, and B, and choose the 
subscripts so that the weight of G, is 3 the weight of G1 . We will also 
assume that each of G, and G3 contains at least two vertices in addition 
to the polygons associated with some maximal path in T(G), the smaller 
cases being easily argued. Let x, x’ be the vertices of attachment of G, 
to the central polygon(s) and y, y’ similarly defined for G, . 
By a counting argument we can isolate G, with the pair {x, x’) labeled 
and G with the pair ( y, y’) labeled although in the presence of symmetry 
it may be impossible to distinguish the primed and the unprimed points. 
Unless G1 and GZ are isomorphic under an isomorphism sending 
(x, x’) ---f { y, y’} (in some order) G can be reconstructed from G - (zlr) 
and G - (Do) where u1 and v2 are extremal vertices of G, such that both 
subtrees corresponding to these subgraphs contain maximal paths of 
T(G). If such an isomorphism exists one may in addition consider G N {n} 
where v is one of x, x’, y, y’ and make use of the following easily proved 
fact: if H is an outerplanar block and if u and w are neighboring vertices 
of H and if there exists an isomorphism H N {u} + H N {w> such that 
w + II then H has a symmetry interchanging u and ~1. 
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Case 4. T(G) has more than two branches at the center ad the longest 
of these haue length 23. We let G’ be the subgraph of G consisting of the 
central polygon(s) together with the h- 3 2 arms of G corresponding to 
branches of T(G) of maximal length. If G = G’ then k 3 3 and we have 
complete pictures of the arms of G Ic - 1 at a time and this suffices for 
reconstruction. 
We now suppose that G + G’. If G’ has no symmetries then all vertices 
of G’ can be labeled on every subgraph which contains G’. The recon- 
struction can then be accomplished by Lemma 3.3, with S being the set of 
vertices of G’, except in the case where G consists of G’ together with a 
triangle attached to a central polygon, and here we argue directly. 
If k = 2 and G’ has a symmetry then this symmetry either interchanges 
the arms of G’ or else is a reflection in the axis of G’. In either case, G may 
be reconstructed from a subgraph corresponding to deleting an extremal 
vertex of G lying on an arm of G’. 
If k > 2 and G’ has a symmetry then this symmetry will correspond to 
either a rotation or a reflection in the central polygon(s) of G and in either 
case induces a non-trivial permutation of the arms of G’. If the symmetry 
corresponds to a rotation then it is a simple matter to recover G from a 
subgraph corresponding to the deletion of an extremal vertex from an 
arm of G’. 
If G’ admits a reflection u as a symmetry we still wish to recover G 
by the method used above: let G” be a subgraph of G resulting from deletion 
of an appropriate vertex of G’ and superimpose G’ and G”. Specifically, 
we take G” = G - {w) where w is selected as follows: if G’ has an arm A 
at the central polygon(s) such that T(A) is not a path let MI be any vertex 
of A whose deletion does not decrease the length of A as measured from 
the vertices of attachment; if G’ has no such arm let A be any arm of G’ 
and let IQ be a vertex of A shared by the second and third polygons 
(counting from the vertices of attachment). On G” we can then recognize 
the location of all k arms of G’ and have k - 1 of them intact. From 
G’ we can extract the remaining arm A with its pair of attachment points 
labeled. A may be superimposed at the appropriate position on G” in 
at most two ways. In fact, if A has a symmetry interchanging its attachment 
points both possibilities yield the same result and if A has no such sym- 
metry then the existence of CJ shows that only one attachment possibility 
is actually permissible. 
THEOREM 3.1. Let G be an outerplanar graph with at least three vertices. 
Then G is reconstructable. 
Outline of proof, We assume that G is connected. The following cases 
are known or are similar to previous constructions: G is a tree, or a block, 
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or two blocks sharing a point, or a block with arcs emanating from various 
vertices. Hence we assume that G is not one of these. In particular, we 
assume that the number n of cutpoints of G is 32 and that the total weight 
of the branches of G at some vertex of the center is at least two. 
Case 1. G is a chain. Say G is a chain of blocks U, , U, ,..., U,,, 
with n 3 2. Recognition of this configuration is based on a case dis- 
tinction, depending on whether or not U, and U,,, are arcs and if so 
whether or not say U, is an arc. Let ~1~ , M’~ ,..., M’,+~ be the weights of 
u, ) u, ,..., u,,, . 
Let Z be the collection of all (- 1)-subgraphs G’ of G having the 
following property: G’ contains a chain of blocks V, , V, ,..., V, of weights 
al , a2 ,..., a, such that Cr=, ai is maximal for such chains among all 
(-I)-subgraphs. It is clear that then V, , V, ,..., V, are just U, , U, ,..., U,, 
or U2 , U, ,..., U,,, (perhaps with the order reversed) and so G is obtained 
from such a G’ by adding a block (Vi or U,,,) to some vertex on a terminal 
block of such a chain.The proof is completed by considering the subgraphs 
in Z and making the following case distinction: 1 = w,+~ = +~i ; 
1 = W,+1 < It’1 ; 1 < W,+1 = WI J 1 < M’,+1 < WI. 
Case 2. G has only one branch at the center. Then G has a 2-component 
which contains more than half the vertices of G and this 2-component can 
be isolated on all subgraphs on which it is intact. 
Case 3. G has two branches at the center. 
Subcase (a). G is a chain with a single arc attached. One distinguishes 
between whether or not the maximal chain in G is unique. 
Subcase (b). G is a chain with two arcs attached. One distinguishes 
between whether or not the two added arcs form a chain. 
Subcase (c). G contains at least three arcs in addition to some 
maximal chain. One can then tell whether all these arcs fall on the same 
end of a maximal chain; the significant case is when they do. One then 
transfers attention to the cutpoint or 2-component closest to the center 
at which branching first occurs and labels or partially labels the vertex 
or vertices there in order to apply Lemma 3.3. 
Case 4. G has k 2 3 branches at its center. Suppose that the center 
of G is a cutpoint. If the k branches are all of the same weight recon- 
struction is easy. If, on the other hand, nr are of maximal weight, with 
1 < m < k, one may label the center on all subgraphs on which these 
maximal branches are intact, then delete these branches except for the 
center point and apply Lemma 3.2. 
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Now assume that the center of G is a block. Let G’ be the subgraph 
consisting of the center together with the branches of maximal weight. 
If G = G’ or G’ with an added arc, reconstruction is easy. If not, we may 
use Lemma 3.3 unless G’ has a symmetry which is non-trivial on the center 
of G. In that case the arguments to be used are similar to the corresponding 
parts of the proof of Lemma 3.4. 
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