Abstract. In this paper we tackle an opinion extraction (OE) task, i.e., identifying in a text each expression of subjectivity, the subject expressing it, and its possible target. We especially focus on how lexical resources specifically developed for opinion mining could be used to improve the performance of an opinion extraction system. We report results, complete with statistical significance tests and inter-annotator agreement data, on two manually annotated corpora, one of English and one of Italian texts. We evaluate our results using standard evaluation measures and also using a new evaluation measure we have recently proposed.
Introduction
An emerging task in opinion mining is opinion extraction (OE), a specialization of information extraction (IE) which consists in detecting, within a sentence or a document, the expressions denoting the key components of an opinion (e.g., the opinion holder, the object of the opinion, the type of opinion, the strength of the opinion, etc.) [1, 2, 3, 4, 5] . OE is harder than other IE tasks, basically because the same opinion may be expressed in many subtly different forms.
In this paper we deal with OE as defined in [6, 7] , who focus on annotating texts, either manually or automatically, by the expressions of private state (EPSs) contained in them 1 , i.e., by expressions denoting "an internal state that cannot be directly observed by others", and that as such includes "opinions, beliefs, thoughts, feelings, emotions, goals, evaluations, and judgments" [7, pp. 168] . The goal of our experiments is to comparatively evaluate the impact of using, in an OE task, lexical resources explicitly devised for OM. We use an IE system based on support vector machines (SVMs), and test the impact on extraction accuracy of several lexical resources. We show that the use of one such resource, SentiWordNet [8] , produces a noteworthy improvement in effectiveness with respect to the baseline system and, more importantly, with respect to the use of other lexical resources currently available. We run our experiments on two benchmarks: (i) the well-known MPQA corpus [7] , and (ii) I-CAB Opinion [9] , a corpus of Italian news that we have manually annotated by EPSs using the same annotation language of the MPQA corpus. The experiments on I-CAB Opinion allow us to illustrate a "cross-language" use of SentiWordNet, since SentiWordNet is an English-language resource.
For the evaluation of our experiments we use standard evaluation measures for IE and OE, based on a model that considers each annotated textual expression as a single entity. We also use a new evaluation measure that we have proposed in [10] , based on viewing each token (i.e., any distinct alphanumeric expression, separated form the others by blanks and punctuation) and each separator (i.e., each string of symbols that separates two subsequent tokens, such as a comma followed by a blank) composing the text as a distinct entity to be labeled according to a given annotation tag. This new measure allows (as argued in [10] ) for a more fine-grained evaluation of IE.
Related Work
The most relevant work to date on the annotation of opinions in text is probably [7] . The authors focus on the definition of an annotation language capable of capturing the various expressions of subjectivity in text. They propose (what we here call) the WWC opinion markup language, which is used to annotate the expressions of opinion along with (among others) the opinion holder, i.e., the subject that has the opinion, and the (possible) opinion target, i.e., the entity about which the opinion is expressed. They use this language to manually annotate a corpus of English news, the MPQA corpus (see Section 4.2), which has then become the reference corpus for OE experimentation.
[4] uses MPQA to work on the task of recognizing the opinion holder in an opinion expression. Their work is focused on recognizing opinion holders for use in a question answering system. Given as input a question such as "What does X think about Y?", the recognition of the opinion holder allows one to eliminate from the candidate answers all the opinions about Y which are not by X.
Also [3] uses MPQA to work on the identification of the holder of an opinion. The authors model the task as an IE problem, in which each token composing a sentence has to be classified as belonging or not to an expression identifying an opinion holder. The vectorial representations of the tokens are based on a rich set of syntactic features, plus subjectivity features extracted from various lexical resources specifically developed for opinion mining (OM), and on extraction patterns automatically generated using the AutoSlog system [11] . The authors test their system on the MPQA corpus, measuring the effectiveness in recognizing the agent tag, which identifies the opinion holder in text. In a subsequent work [2] , the same authors investigate the effects of jointly extracting opinion holders and opinion expressions, and test their system on the MPQA corpus. They use a global inference approach in which entities involved in opinion expressions (i.e., the opinion holder and the opinion itself) are extracted separately by means of a method similar to the one of [3] , but designed to have a higher recall. Then a global inference procedure, implemented using integer linear programming, is applied in order to produce the best pairing of opinion holders and opinion expressions, by exploiting their mutual dependencies and relations.
The Opinion Extraction System

The Learning and Classification System
As the learning and classification engine of our OE system we have used YamCha [12] 2 , a general-purpose system for performing information extraction tasks based on support vector machines (SVMs). YamCha takes as input an IOB2-formatted file in which each token t i is represented by a list of features
g., the token t i itself, its part of speech, its corresponding lemma, etc.) and a target classification label c i (which is empty for all tokens belonging to test documents).
YamCha allows to enrich the representation of a token by adding information from the tokens contained in a specified neighborhood window. For example, when specifying a [−2, +2] static window, the representation for token t i also consists of the features of the two preceding and two following tokens, i.e., F i = {f
}, thus allowing the learner to capture information from the context surrounding the observed token. Similarly, a dynamic window can be specified in order to enrich the representation with information about the tags assigned to the preceding tokens. Figure 1 shows an example of token representations, highlighting the features used to represent token t when a [−2, +2] static window or a [−2, −1] dynamic window are specified.
In our experiments we have considered the annotation of each tag type as a distinct task, thus running separate experiments for each tag type.
Lexical Resources for OM
We test the impact on the OE task of four lexical resources. The first is the General Inquirer, a manually developed list of 1,614 positive terms and 1,982 negative terms extracted from the lexicon of the General Inquirer text analysis system [13] 3 . The second is HM, a manually developed lexicon of 657 positive/679 negative adjectives originally built for a work on the identification of the polarity of terms [14] . The third is SentiWordNet 1.0 [8] , an automatically developed lexical resource in which each WordNet synset s is associated to three numerical scores Obj(s), P os(s) and N eg(s), describing how objective, positive, and negative the terms contained in the synset are. The method used to develop SentiWordNet is based on the quantitative analysis of the glosses associated to synsets, and on the use of the resulting vectorial term representations for semi-supervised synset classification. The fourth and last resource is SentiWordNet 2.0 an improved version of SentiWordNet 1.0 obtained by applying random-walk methods to the graph defined by the relation definiensdefiniendum between WordNet synsets [15] .
Experiments
The WWC Opinion Markup Language
We use WWC as a markup language for our experiments. In WWC every EPS is mapped into a private state frame, i.e., a structured object in which the realworld entities that play a role in the EPS are annotated by means of the tags and further qualified by means of attributes. In each private state a source agent holds a private state, possibly towards a target agent. WWC identifies three kinds of private states: (i) the explicit mention of a private state (e.g., "I fear the Greeks even when bearing gifts"); (ii) a speech event expressing a private state (e.g., "You said you love her."); and (iii) an expressive subjective element (e.g., "He is a nice person").
WWC provides five different tags (here indicated in small caps) that identify the various components involved in EPSs. A textual expression (text span, in WWC terminology) identifying the source agent or the target agent of a private state is annotated with the agent tag, which assigns a unique (at the document level) identifier to the entity denoted by the expression. Since EPSs can be nested, it is natural to identify the outermost source of every EPS in a given text as the author of the text itself; by convention, the identifier denoting the author of the text is "writer".
The explicit mention of a private state (Type (i) above), or a speech event expressing a private state (Type (ii) above) are annotated using the directsubjective tag. Reported speech about objective facts is also annotated (e.g., "John said he is 30"), using the objective-speech-event tag. Subjective expressions in text are annotated using the expressive-subjectivity tag, which qualifies the annotated text by means of three attributes: source agents chain, intensity, and polarity of the expression. WWC also includes an inside tag, used for identifying the scope of a speech event (e.g., "Mary said I love pizza"). This tag has not been used in MPQA (except for automatically marking an entire sentence as an inside for "writer").
The Datasets: MPQA and I-CAB Opinion
WWC has been used in [7] to manually annotate EPSs in the MPQA corpus. MPQA consists of 535 documents (10,657 sentences), which are English versions of news articles collected from 187 press sources around the world, and dating from Jun 2001 to May 2002. Our experiments on MPQA adopt the document split used by previous works (see Section 2) : a validation set, consisting of the first 135 documents, used as held-out data for parameter optimization, and a test set, consisting of the remaining 400 documents (8,297 sentences), on which the final experiments are run via 10-fold cross validation.
I-CAB Opinion [9] is the result of annotating by EPSs the Italian Content Annotation Bank (I-CAB) [16] using the WWC markup language. I-CAB is a corpus of newspaper articles in Italian, manually annotated with semantic information of various types, including Temporal Expressions, Named Entities, and Relations between such entities. I-CAB consists of 525 articles from an Italian newspaper, subdivided into a training set of 335 articles and a test set of 190 articles.
Evaluation Models and Measures
We evaluate the results of our experiments using two different evaluation models.
The first is a widely used model, that we call the annotation-based model, and that considers each annotated text span as a single entity. The evaluation is based on comparing the matches among the sets of true annotations, from the benchmark corpus, with the set of predicted annotations, from the OE system. For what counts as a match we adopt three widely used definitions [1, 17, 18] , i.e., (i) overlap, defined as match overlap (g, p) = T rue iff the two annotations have any overlap; (ii) head, defined as match head (g, p) = T rue iff the two annotations start from the same token; and (iii) exact, defined as match exact (g, p) = T rue iff the two annotations start and end at the same tokens.
The other model, that we call the token & separator model [10] , is based on considering each token and each inter-token separator composing the text as entities that may belong or not to a tag.
The evaluation is performed by applying to each adopted model the standard IR evaluation measures of precision, recall and F 1 .
The Experiments
We have carried out our experiments with the goal of measuring the impact of the above described OM-specific lexical resources on OE. We have thus prepared various versions of the two annotated corpora we have used, each one with specific information extracted from documents by using the various OM-specific lexical resources.
More in detail, for the MPQA corpus we have tested five feature sets. The first is BASE, where each token is represented by the following features: (i) the token itself as it appears in the text; (ii) the lowercased version of the token; (iii) a feature that specifies the capitalization properties of the token, ranging on {AllLowerCase, AllUpperCase, Mixed, NotWord 4 }; (iv) the POS of the token, obtained via the Brill tagger. The second is GI, which consists of BASE plus a feature which indicates if the term is labeled as either Positive or Negative in the General Inquirer's lexicon [13] ; this resulted in tagging 1,416 distinct terms in the MPQA corpus as subjective, for a total of 98,130 occurrences. The third is HM, which consists of BASE plus a feature which indicates if the term appears in the HM subjectivity lexicon discussed above; this resulted in tagging 747 distinct terms in MPQA as subjective, for a total of 31,620 occurrences. The fourth is SWN1, which consists of BASE plus a feature that indicates if the term is one of the 2,645 distinct terms in the MPQA corpus that has a subjectivity score higher than 0.5 in SentiWordNet 1.0, for a total of 171,467 occurrences. (We heuristically define the SentiWordNet subjectivity score for a term as the sum of positivity and negativity scores of all the synsets the term belongs to.) The fifth and last is SWN2, similar to SWN1 but based on SentiWordNet 2.0, which identifies 2,333 subjective terms in MPQA, for a total of 176,600 occurrences. We denote by ALLSUBJ the union of all the features defined in the previous feature sets.
For the I-CAB Opinion corpus, the problem is that we do not have any OMspecific lexical resource for the Italian language. We have then used MultiWordNet [19] in order to map the SentiWordNet scores to Italian synsets. On I-CAB Opinion we have tested three feature sets. The first is BASE (defined analogously as for MPQA). The second is SWN1, which consists of BASE plus a subjectivity feature based on the Italian mapping of SentiWordNet 1.0, computed in the same way as for the English version; this process determined a set of 541 subjective terms in I-CAB Opinion, for a total of 19,051 occurrences. The third is SWN2, which is the same as SWN1 but based on SentiWordNet 2.0, resulting in 523 subjective terms and 17,610 occurrences.
We have used the windowing option of YamCha specifying a [+2, −2] static window and a [−2, −1] dynamic window, optimizing these values with a 10-fold cross-validation experiment on the validation part of MPQA.
Results and Conclusions
The Results
The results of the OE experiments are summarized in Tables 1 and 2. A globlal analysis of results indicates that the use of OM-specific lexical resources improves effectiveness, producing a high gain in recall, which largely compensates for a small loss in precision (i.e., lexical resources allow to spot more text spans with relevant information, at the same time bringing about a minor number of additional false positives). The use of lexical resources has the best impact on the expressive-subjectivity tag. This is reasonable, given the affinity between the semantics of the tag and the lexical resources. On MPQA the average improvement, in terms of token & separator-based F 1 , over the various tags with respect to the BASE feature set, is 2.23% for the GI features set, 1.35% for HM, 4.40% for SWN1, 4.30% for SWN2, and 5.79% for ALLSUBJ. The SWN1 and SWN2 feature sets always perform better than the GI and HM feature sets. Between the two versions of SentiWordNet-based features there is no clear winner.
The better performance of the SentiWordNet-based feature sets indicates that their wide coverage of the language largely compensates for the inaccuracies due to the fact that they were automatically, and not manually, generated. For example, in SWN1 the term phone is erroneously marked as subjective, but SWN1 also includes, correctly, the terms advantageous and insulting, which are missing from both GI and HM. However, the ALLSUBJ feature set always scores the best result, suggesting that none of the tested lexical resources "contains" the others, and that each contains relevant information about subjective language that the others do not capture.
Our results on MPQA do not reach the state-of-the-art results reported in the literature (e.g., [2, 3] ). This is due to the fact that we have designed our experiments with the only aim of creating an "isolated" environment for the evaluation of the impact of OM-specific lexical resources on OE. We have thus reduced the BASE features to a minimal definition and we have not used any advanced NLP tool.
I-CAB Opinion results are generally of lower quality compared to those obtained on MPQA. A possible reason for this may be found in the higher relative hardness of I-CAB Opinion with respect to MPQA, which can be hypothesized by observing the inter-annotator agreement values obtained on the two corpora (see Section 5.3, in which IAA is much higher on MPQA than on I-CAB Opinion).
On I-CAB Opinion the SentiWordNet-based feature sets improve with respect to the BASE feature set. The average improvement over the various tags is 3.56% for SWN1 and 3.39% for SWN2; these values are lower than those measured on MPQA, probably due to the limited coverage of MultiWordNet (the synsets of this latter are strictly a subset of those of WordNet. As for the MPQA experiments, the increase in recall is higher than the loss in precision (if any) and determines the increase in overall effectiveness. The highest increase in performance is again observed on the expressive-subjectivity tag).
Statistical Significance Tests
In order to check whether the obtained results are statistically significant we have subjected them to thorough statistical significance testing. A statistical significance test takes in input two classifications, generally produced by two independent classifiers, and outputs a probability value P that indicates the probability that the observed differences in the two classifications are due to chance. A low P value is thus an indication that the observed differences are significant (i.e., not due to chance) and that the classifiers that have produced them are substantially different. Two common threshold values for P used in literature are P ≤ 0.05 and P ≤ 0.01, identifying the recognition of a statistically significant difference in the compared experiments, with increasing confidence. When P > 0.05 the difference is considered to be not statistically significant.
We have applied to the results of our experiments the s-test and the p-test, two significance tests designed for text classification systems (see [20, Section 4] Both s-test and p-test are designed to compare two systems at the ("micro") level of individual classification decisions. Given the focus of our task on token classification, they are thus the ideal tests to evaluate the statistical significance of our experiments.
We have first compared all the experiments using the BASE feature set with all the others, thus performing 21 statistical significance tests 5 , obtaining a "highly statistically significant" judgment (P ≤ 0.01) for 13 of them, a "statistically significant" judgment (P ≤ 0.05) for 5, and a "not statistically significant" judgment (P > 0.05) for the remaining 3 (all related to the GI or HM feature sets). These tests confirm that the use of OM-specific lexical resources has a significant impact on the overall performance, not due to chance.
We have then compared the SWN1 and SWN2 experiments with the GI and HM experiments, obtaining, in the 12 tests, 6 "highly statistically significant" judgments, 3 "statistically significant" judgments, and 3 "not statistically significant" judgments, confirming that SentiWordNet-based feature better results are not due to chance.
Last, 5 tests out of 6 comparing the experiments based on the two versions of SentiWordNetreturned a "not statistically significant" answer, leaving unanswered the question on which of the two versions is better when put in use.
Inter-Annotator Agreement
Wiebe et al. [7] report an IAA study on the MPQA corpus. They evaluate IAA by using the AGR measure, which estimates the agreement between two independent annotators C 1 and C 2 by computing the mean between the precision 5 The five experiments using the subjectivity features for the MPQA corpus plus the two on the I-CAB Opinion corpus, all multiplied by the three significance tests performed: the s-test, and the p-test on precision and recall. π(C 1 , C 2 ) and recall ρ(C 1 , C 2 ). They report IAA values only for two tags out of the five defined in the WWC markup language. They measure IAA by averaging AGR, calculated pairwise among three annotators, on a set of 13 documents. The measured agreement is 0.72 on the expressive-subjectivity tag and 0.82 on the direct-subjective tag.
In Table 3 we report IAA results on I-CAB Opinion, which can be useful for the interpretation of the overall performance obtained in our experiments. The IAA investigation on I-CAB Opinion corpus consisted in having an intern (a third-year student in Computers and the Humanities -Annotator C 2 ) independently annotate 127 (94 training and 33 test) articles of the total 525 articles articles already annotated by the third author of [9] (Annotator C 1 ). IAA is here measured using various measures: AGR, the F 1 measure computed using the overlap match predicate between annotations, Cohen's κ, and F 1 computed using the token & separator model. Cohen's κ [22, 23] is a widely adopted IAA measure computed as
where P (A) is the observed probability of agreement between the two annotators and P (E) is the probability of agreement by chance; they are defined as
P (E) = (T P + F P )(T P + F N) + (T N + F P )(T N + F N) T P + T N + F P + F N
and are typically estimated by using values in the contingency table (see Section 4.3) computed by matching the annotations from the two annotators.
The IAA values for I-CAB Opinion, which are much lower than those obtained on MPQA in [7] , indicating that I-CAB Opinion is a "harder" datasets than MPQA, which explains the lower performance of the automatic extraction system on I-CAB Opinion with respect to its performance on MPQA.
Conclusions
We have presented an experimental comparison, performed in the context of an opinion extraction task, among "opinion-oriented" lexical resources. In these experiments SentiWordNet has delivered substantially better performance than the HM and GI lexicons; conversely, between two tested versions of SentiWordNet no clear winner has emerged. The simultaneous use of all tested lexical resources has brought about a noteworthy improvement with respect to the use of any single such resource; this suggests that none of the various tested resources is "complete", indicating that there is still room for their improvement.
