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Abstract—Hybrid quantum-classical algorithms such as the
Quantum Approximate Optimization Algorithm (QAOA) are
considered as one of the most encouraging approaches for
taking advantage of near-term quantum computers in practical
applications. Such algorithms are usually implemented in a
variational form, combining a classical optimization method with
a quantum machine to find good solutions to an optimization
problem. The solution quality of QAOA depends to a high degree
on the parameters chosen by the classical optimizer at each
iteration. However, the solution landscape of those parameters
is highly multi-dimensional and contains many low-quality local
optima. In this study we apply a Cross-Entropy method to
shape this landscape, which allows the classical optimizer to find
better parameter more easily and hence results in an improved
performance. We empirically demonstrate that this approach
can reach a significant better solution quality for the Knapsack
Problem.
Index Terms—qaoa, cross entropy method, knapsack problem,
optimization, hyperparameter
I. INTRODUCTION
Over the last years more and more quantum computing
companies have made their devices available for researchers
[1], [2]. This effort resulted in a lot of research on quan-
tum algorithms, especially on how to develop noise-resilient
algorithms, which can be executed on near-term quantum
computers. For a certain number of computational problems
it is known that a gate-based quantum computer can out-
perform any known classical algorithm [3], [4]. However,
these algorithms often require thousands of gates in practice
[5], something that is impossible to do accurately without
error correction on noisy intermediate scale quantum (NISQ)
devices, which currently have less than 100 qubits and high
error rates. That is why many near-term algorithms have been
introduced in an attempt to leverage NISQ devices. Most
popular are hybrid quantum-classical algorithms, including the
Variational Quantum Eigensolver (VQE) [6] and the Quantum
Approximate Optimization Algorithm (QAOA) [7].
These algorithms combine a gate-model based quantum
computer with a classical optimizer. On the quantum side, the
initial state of the system is brought into an equal superpo-
sition of basis states, and afterwards evolved by applying the
algorithm specific gates, with the goal of preparing the state
which minimizes the cost. This so called quantum evolution
is characterized by a shallow depth circuit also commonly
referred to as the ansatz, which enables the algorithm to be
run on NISQ devices.
One can achieve shallow circuit depth by parameterizing the
gates. Since the action of a quantum gate can be expressed as
a rotation in the Hilbert space that contains the quantum state,
one can consider the rotation angle as the parameter of the
gate. The optimal quantum evolution can then be found by
varying the parameters of a set of gates. In the variational
setting of QAOA and VQE, the parameters of the gates are
usually found with the help of a classical optimizer.
On the one hand, the performance of such hybrid algorithms
depend on the classical optimization method, and on the other
hand on the series of parameterized gates. However regarding
the solution quality, one major hurdle lies in the difficulty
to efficiently optimize in the non-convex, high-dimensional
landscape of the gate parameters, which contains many low-
quality, non-degenerate local optima [8].
In this work we address this problem by applying a Cross-
Entropy (CE) method to optimize the hyperparameters of
the solution landscape, which are represented by the penalty
values of the constrained Hamiltonian of the optimization
problem. In our case we refer to the Knapsack Problem (KP).
We can show that by optimizing those penalty values the
classical optimizer is able to find better gate parameters for
the quantum circuit. This results in a significant increase in
solution qualities as compared to the conventional approach
without CE optimization.
The paper is structured as follows. Section 2 introduces
the mathematical formulation of the Knapsack Problem, the
corresponding Ising Model and the transformation to the
operators of QAOA. Additionally, the basic principles of CE
are reviewed. Section 3 gives an overview of related work
regarding the Knapsack Problem and QAOA. Afterwards the
concept of our QAOA-CE approach is given in Section 4
before we evaluate and discuss the results in Section 5. Finally,
we conclude this paper in Section 6.
II. BACKGROUND
A. Knapsack Problem
The Knapsack Problem is a constrained combinatorial opti-
mization problem that refers to the general problem of packing
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a knapsack with the most valuable items without exceeding
its weight limit. The best known variant of the KP is the 0-1
Knapsack Problem, which means that each item may be used
or packed only once.
In the 0-1 Knapsack Problem, n items are given, each
having a certain weight wα and a certain value cα. The items
must be picked in a way that the total weight of the items
is less than or equal to the knapsack capacity W , Eq. (2),
and the total sum of the item values is maximized, Eq. (1).
Variable xα is set 1 if the item is packed in the knapsack and
0 otherwise [9].
max
n∑
α=1
cαxα (1)
s.t.
n∑
α=1
wαxα ≤W (2)
As shown in [10], this problem is NP-complete. In this work
we refer to the 0-1 KP and its term is used interchangeably
with KP.
B. Ising Model
The Ising model is a theoretical mathematical model used
to describe phase transitions and certain properties of particles
in a physical system that evolves over time.
Given are n particles, which are attached to the vertices of
a graph G = (V,E). Each of these particles can be in one
of two possible spin states, which have the values −1 and
+1. A spin configuration s = s1, ..., sn is an assignment of
the spin values of all particles. Furthermore, there are external
forces hi acting on the respective particles, as well as forces
Jij acting between neighbouring particles. The energy of a
certain spin configuration is then given by [11]:
H(s) =
n∑
i
hisi +
n∑
i
n∑
j>i
Jijsisj . (3)
From Eq. (3), it follows that the energy of the configuration,
represented by a so called Hamiltonian H , corresponds to the
sum of all vertices and the interacting forces on the edges
of the graph. Many optimization problems, including the KP,
can be formulated as an Ising model. Finding the solution with
minimum cost then corresponds to the spin configuration with
the lowest energy, i.e. the minimum of H(s1, ..., sn).
C. Knapsack Problem to Ising Model
In order to implement the KP on a quantum computer using
QAOA, we need to encode the objective function of the KP
into a Hamiltonian which is diagonal in the computational
basis.
The weight constraint (2) can be encoded in the following
quadratic Hamiltonian, as stated in [12]:
H1 = A
(
1−
W∑
n=1
yn
)2
+A
(
W∑
n=1
nyn −
N∑
α=1
wαxα
)2
(4)
while the objective function in (1) is straightforwardly
H2 = −B
N∑
α=1
cαxα. (5)
Here, yn for 1 ≤ n ≤ W is a binary variable, which is set
1 if the final weight of the knapsack is n and 0 otherwise. H1
enforces that the weight can only take exactly one value and
that the weight of the items in the knapsack equals the value
we claimed it did. The parameters A,B are chosen according
to 0 < B · max(cα) < A in order to penalize violations of
the weight constraint (i.e., adding one item to the knapsack,
which makes it too heavy, is not allowed). It is mentionable,
that one can reduce the number of binary variables using the
so called log trick to N + b1 + logW c [12].
To implement the problem Hamiltonian H3 = H1 +H2 on
a gate model quantum computer, we need to express it as a
linear combination of one- and two-spin variables. Using the
transformations xα = 12 (sα + 1) and yn =
1
2 (un + 1), we
obtain for the weight Hamiltonian of Eq. (4) the following
Ising Hamiltonian:
H1∗ = A
{∑
n
[
W
2
− 1 + n
(
W 2 +W
4
− 1
2
∑
α
wα
)]
un
+
1
2
∑
n<l
(1 + nl)unul +
1
2
∑
α
−W 2 +W
2
+
∑
β
wβ
wαsα
+
1
2
∑
α<β
wαwβsαsβ − 1
2
∑
n,α
nwαunsα
}
(6)
Similarly, the cost Hamiltonian of Eq. (5) becomes:
H2∗ = −B
∑
α
cα
2
sα (7)
In both derivations, constant energy offsets were omitted.
Finally, the complete problem Hamiltonian H3∗ is given as
the sum of (6) and (7):
H3∗ = H1∗ +H2∗ (8)
D. Quantum Approximate Optimization Algorithm
The Quantum Approximate Optimization Algorithm [7] is a
hybrid quantum-classical algorithm specifically developed for
approximately solving combinatorial optimization problems
on a gate model quantum computer.
In order to manipulate states on a gate model quantum
computer, the Ising Hamiltonian of our optimization problem,
as defined in Eq. (8), must be described by an operator.
Since the measurement results of the operator (eigenvalues)
correspond to the cost of the optimization problem, the Pauli
Z-operator σZ with
σZ =
(
1 0
0 −1
)
is used, whose eigenvalues (±1) correspond to the positive and
negative spin values of the Ising Hamiltonian. By replacing
the spin variables sα, sβ , ui and uj with σZ and each term
of the form sαsβ , uiuj , uisα by σZ ⊗ σZ , the desired cost
Hamiltonian HC is obtained.
The variational form of QAOA first starts from a uniform
superposition state of every possible solution. A trial state
is prepared by evolving the system under the cost and an
additional driver Hamiltonian, which is used to explore the
solution landscape. One possible implementation for the driver
Hamiltonian is given by
HD =
1
2
∑
i
σXi ,
where σX is the Pauli X-operator. Since this evolution is
usually difficult to implement, it is approximated using the
Trotter-Suzuki expansion [13]. This approximation is achieved
by repeated applications of the trotterized cost and driver
propagator,
|β, γ〉 = VpUp...V2U2V1U1 |ψ〉 , (9)
where Up = exp(−iγpHC) is the cost propagator and
Vp = exp(−iβpHD) the driver propagator. The cost Hamil-
tonian HC is evolved for some time γp, while the driver
Hamiltonian HD is evolved for some time βp. The length p
of the alternating sequence in Eq. (9) determines the degree
of approximation.
Within QAOA the variational parameters (β, γ) of the
gates, as stated in Eq. (9), are used to prepare the trial state
|ψ(β, γ)〉 on the quantum processor by applying the alternating
sequence of propagators. The state is then measured and the
result is used by a classical optimizer to find new parameters
(β, γ), with the goal of finding the ground-state energy of
the cost Hamiltonian min 〈ψ(β, γ)|HC |ψ(β, γ)〉. The ground
state corresponds to the global optimum of the classical
optimization problem. This iterative process continues until
the classical optimizer converges or a solution of acceptable
quality is found [14].
E. Cross-Entropy Method
The Cross-Entropy method is a Monte Carlo method for
importance sampling and optimization, and is known to per-
form well on combinatorial optimization problem with noisy
objective functions [15], [16].
Regarding our approach we align ourselves to a common
CE algorithm, see Alg. 1, as stated in [17]. The iterative
process consists of sampling a set of points a1...an from
the distribution p, based on its current parameterization Φg−1
(line 3). The objective function f of the optimization problem
assigns values v1...vn to each point a1...an (line 4). After that,
a selection routine picks the fraction ρ of elite samples (line
5 and 6) and the computation of the new parameterization of
p, Φg used in the next iteration based on the elite samples, is
done (line 6).
A central parameter for the algorithm is the distribution p,
since it determines the choice of new sample points a for
each generation. The closer the initial distribution p(·|Φ0) re-
produces optimal samples, the faster the algorithm converges.
Algorithm 1 Cross-Entropy
function OPTIMIZE(p,Φ0, f, ρ, n,G)
for g = 1→ G do
a1...an ∼ p(·|Φg−1), a← a1...an
v1...vn ∼ f(a1)...f(an), v← v1...vn
sort a according to v
Φg ← argmaxΦ
∏dnρe
i=1 p(ai|Φ)return a1
When however no information about the optimal distribution
is available, or it is inefficient to sample from, it is generally
a good idea to choose a distribution which covers the entire
sample space. This increases the probability for the algorithm
to evolve towards a good solution already in early generations.
The parameterization Φg of the distribution is updated ac-
cording to a maximum likelihood estimate of the chosen elite
fraction in the current generation. For a multivariate Gaussian
distribution, the update rule is:
µg =
∑dnρe
i=1 Xi
dnρe
σ2g =
∑dnρe
i=1 (Xi − µg)T (Xi − µg)
dnρe
Φg = 〈µg, σ2g〉.
In addition to the choice of sampling distribution, especially
the selected fraction ρ of elite samples, the population size n
and the number of generations G must be carefully adjusted
for a given problem in order to maximize the likelihood of
finding a good solution. In section IV, we explain how this
CE method is adapted for our specific problem.
III. RELATED WORK
The general QAOA was introduced by Farhi et al. in
2014 [7]. They showed that QAOA is able to outperform
the classical naive algorithm on the Max Cut optimization
problem on 3-regular graphs and QAOA circuit length p = 1.
However, an improved classical algorithm was introduced
afterwards that outperformed QAOA on this problem [18].
Nevertheless, since then a lot of research regarding QAOA
and the Max Cut problem has been done both empirically
as well as theoretically. Crooks [19], for example shows
that QAOA can exceed the performance of the Goemans-
Williamson [20] algorithm for Max Cut, while Zhou et al.
theoretically investigate the performance of QAOA [8].
Additional theoretical work deals with the question of how
many qubits are required for meaningful quantum speedups
[21], [22].
Hadfield et al. present a modification of QAOA and provide
a compendium-style application of their approach to several
optimization problems, including, among others, constrained
problems like the Traveling Salesman Problem or Min Clique
Cover Problem [23]. To our knowledge there is only one
investigation regarding QAOA and the Knapsack Problem
[24]. The authors present two Knapsack QAOA variants. Both
approaches investigate how to tackle constrained problems,
like the KP, with QAOA. The results reveal, that an approach
with a quadratic penalty may not work properly with shallow
depth circuits. They suspect the constraint to be weighted too
heavily in the objective function compared to the optimization
part of the Hamiltonian.
In this work we further investigate this problem by intro-
ducing CE to QAOA to optimize the penalty values of the
Knapsack problem Hamiltonian and thus improve the overall
performance of QAOA.
IV. QAOA WITH CROSS-ENTROPY
In our approach we use an adapted CE method to optimize
the penalty values A and B of our problem Hamiltonian,
Eq. (8). A variation of these values significantly changes
the energy landscape of the optimization problem, and hence
also influences the pathway of the optimizer. An example
can be seen in Fig. 2. In Fig. 2a one can see comparatively
bad selected penalty values while in Fig. 2b optimized ones,
found by CE, were used. The histograms in Fig. 2c and 2d
show the corresponding solution qualities, w.r.t the best known
solution (BKS). In Fig. 2b the classical optimizer is able to
sample (marked with green circles) near the global minimum
(marked with red cross), which reflects in an improved solution
quality in Fig. 2d. Therefore, optimizing the penalty values
of the problem Hamiltonian, makes it easier for the classical
optimizer to find better gate parameters for the quantum circuit
and consequently reach a better solution quality.
Regarding the KP, the choice of penalty values is restricted
by 0 < B · max(cα) < A, as stated in [12]. To satisfy this
constraint, we use a modified CE optimization scheme (see
Alg. 2), in which the penalty values A,B are sampled from
truncated normal distributions p. Since the allowed values for
A depend on the choice of B, we first draw a value for B (line
3) with an appropriately chosen sampling range ΓA. After-
wards, the value for A is drawn over a sampling range ΓA(B),
such that the penalization constraint 0 < B ·max(cα) < A is
satisfied (line 5). This is done for n samples. For each sample,
we construct the corresponding Hamiltonian, as described in
Section II-C and run the QAOA to assign a value v1...vn
corresponding to the approximation ratio of the best found
solution for each Ai, Bi-pair (line 7). This is done iteratively
for the specified number of generations G. In Fig. 1, the
process of finding optimal penalty values for the problem
Hamiltonian with QAOA-CE is demonstrated.
V. EVALUATION
A. Experimental Setup
For the experimental evaluation, we used the high-
performance simulator Qiskit Aer [25] to perform simulations
of QAOA circuits. Qiskit also wraps different optimization
algorithms from the NLopt library [26], which can be used as
the classical optimizer for the QAOA. We tried different ones,
however, since they all performed quite similar on our KP
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Fig. 1: Example CE with G = 10. The ellipses represent the
µg and σ2g of generation g. The filled circles correspond to the
best ρ fraction of individuals. The best values found by CE,
for this specific problem instance A, were 2.7 and 1.1 for A,
respectively B.
Algorithm 2 Cross-Entropy Penalty Optimization
function OPTIMIZE(p,Φ0, f, ρ, n,G)
for g = 1→ G do
B1...Bn ∼ p(·|Φg−1,ΓB)
B← B1...Bn
A1...An ∼ p(·|Φg−1,ΓA(B))
A← A1...An
v1...vn ∼ QAOA(A1, B1)...QAOA(An, Bn)
v← v1...vn
sort A, B according to v
Φg ← argmaxΦ
∏dnρe
i=1 p(Ai, Bi|Φ)
return A1, B1
instances, we chose the ESCH optimizer, which is a modified
Evolutionary Algorithm for global optimization [27].
In Tab. I the parameter settings of the CE method
are listed. Since we are using a truncated normal dis-
tribution to sample from, we need to specify additional
clipping parameters for both penalty values A and B.
The sampling range of A is computed according to
ΓA(B) = [B ·max(cα) + 0.1, B ·max(cα) + 10.0].
We used five Knapsack Problem instances to test our
QAOA-CE approach, which are stated in Tab. II. Since gate
model hardware is still in its infancy and the conventional
QAOA in general had a very low solution quality for larger
Knapsack Problem instances, we rather used small instances,
to demonstrate the effect of CE. However, our approach is
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Fig. 2: Energy landscapes of QAOA objective function min 〈ψ(β, γ)|HC |ψ(β, γ)〉 and solution qualities for problem instance
A. Problem A consists of two items with weights w1 = 1 and w2 = 1 and knapsack capacity W = 1. The values of the items
are c1 = 1 and c2 = 2. The BKS is 101 (marked in dark blue). The green filled circles correspond to the parameters sampled
by the classical optimizer. The red cross marks the global minimum of the energy landscape, which is −2.85 and −3.2 for
Figs. 2a and 2b, respectively.
TABLE I: Cross-Entropy Parameter Settings
CE Attributes
G n ρ γ∗ min σ2 σ20 µ0 sampling range of B
10 100 0.1 0.5 0.1 1.0 0.0 [0.1, 10.0]
∗The learning rate specifies the amount of changes from Φg−1 to Φg .
theoretically also applicable to those larger problems.
B. Results & Discussion
In Fig. 3 the results of QAOA-CE and the conventional
QAOA approach are compared against each other. We tested
both methods on different problem instances (as stated in Tab.
II). Fig. 3a-3c differ in the QAOA circuit depth p = 1, 2, 3.
CE was initialized with the parameter setting of Tab. I and the
TABLE II: Knapsack Problem Instances
Problem Problem Attributes
Instance Items Weights Values W BKS
A 2 1,1 2,1 1 101
B 2 1,1 1,2 1 011
C 2 1,1 2,1 2 1101
D 2 2,3 2,1 2 1001
E 2 1,2 2,1 2 1010
classical QAOA optimizer ESCH was set to 200 iterations.
W.r.t the classical QAOA approach, we randomly sampled
five penalty value pairs of the same sampling range as stated
in Tab. I. Each penalty value pair was executed 10 times
and the corresponding solution qualities (approximation ratio)
random optimal
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Fig. 3: Solution qualities for different QAOA circuit depth p=1,2,3 represented in 3a-3c, respectively. For each circuit depth
five KP instances A-E were used. The “random” boxplots represent the approximation ratio of five randomly sampled penalty
value pairs (each run 10 times), while the “optimal” boxplots represent the approximation ratio of the ρ fraction of the penalty
value pair population of the 10th generation of the CE method.
are represented in the respective box plot “random”. For the
QAOA-CE box plots, called “optimal”, we used the ρ fraction
of the penalty value population of the last CE generation
and calculated their fitness, i.e. solution quality. The solution
quality is given by the approximation ratio of the BKS and
can be calculated by dividing the BKS counts by the number
of measurements (default 1024).
The results show, that for QAOA circuits with p = 1, the
solution quality, w.r.t the mean could be increased by more
than 100% in every problem instance by using the optimized
penalty values (see Fig. 3a). Also for p = 2 in Fig. 3b, the
solution qualities were increased by around 100%. In Fig.
3c a significant growth in the quality of the solution can be
seen, too, for p = 3. However, since the size of the solution
landscape of gate parameters increases polynomially with the
circuit depth p, it is more difficult for the classical method to
find the optimal parameters. That is why the solution quality
improvement is less significant in comparison.
Another aspect, which can be seen in Fig. 3, is the com-
paratively small variance of the approximation ratio of the
optimized penalty values, throughout all problem instances.
That is because those values are picked from the best ρ fraction
of individuals of the last CE generation, while the five random
sampled penalty value pairs may contain unfavorable pairs.
Nevertheless this does not detract from the fact, that our
CE method is quite stable regarding the stochastic classical
optimizer.
Additionally we have to mention that with using randomized
penalty values there is sometimes the opportunity to outper-
form the optimized quite stable penalty values (see for example
the maximum approximation ratio in Fig. 3c for problem
instance B or E). However this is due to the very stochastic
system.
Since the penalty values found by the CE method differ in
the used problem instances, it is hard to give a generally valid
statement about inherent correlations. Hence the penalty values
have to be optimized for each problem instance individually.
As a result of this, we see the strength of our approach in
the optimization of the overall solution qualities, but less in
achieving computational speedups.
VI. CONCLUSION
In this work we proposed a Cross Entropy approach for
optimizing the penalty values of a Knapsack problem Hamil-
tonian. This allowed the classical optimizer of the QAOA to
find better variational parameters for the quantum circuit and
hence reach a significantly better solution quality compared
to not using CE. We were able to show that for circuit
depths p = 1 and p = 2 there is an enhancement in the
solution quality of more than 100%. Additionally, choosing
the optimized penalty values of the last CE generation results
in a smaller variance of the solution quality, which implies
that fewer averages have to be taken in order to find good
solutions. Since we did not come across a correlation between
the optimized penalty values for different problem instances,
it would be interesting to see if certain pattern recognition
algorithms are able to find possible correlations. Additionally,
we want to investigate our approach also for larger problem
instances, when quantum hardware gets bigger and is capable
of solving such instances. Furthermore, it would be worth
applying QAOA-CE also to other constrained optimization
problems, like e.g. the Traveling Salesman Problem or the Set
Cover Problem.
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