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SOMMARIO
Lo scopo di questa ricerca e` stato lo studio dei meccanismi che controllano la pro-
pagazione della fessura nei materiali fragili, in una regione prossima all’apice. Sono
stati considerati due tipi diversi di materiale: il vetro e la vetroceramica. L’idea di ba-
se per realizzare tale indagine e` stata la misurazione accurata del profilo di apertura
della fessura (COD, Crack Opening Displacement) durante la sua propagazione. In-
fatti, la forma del COD e` strettamente conseguente ai fenomeni che controllano la
distribuzione delle tensioni all’apice, distribuzione che regola il comportamento ma-
croscopico del materiale.
Per misurare con accuratezza il COD e` stata impiegata una tecnica interferometrica
denominata Electronic Speckle Pattern Interferometry (ESPI). Rispetto alle tecniche
ottiche, tale sistema analizza la variazione di fase di fasci di luce laser riflessi, deri-
vanti da un’unica sorgente, permettendo di raggiungere una precisione superiore alla
lunghezza d’onda della sorgente stessa. Per evitare una propagazione della frattura
istantanea, tipica dei materiali fragili considerati, ogni provino e` stato precedente-
mente pre-fessurato naturalmente; successivamente i provini sono stati sottoposti
a prove di flessione in controllo di spostamento, a velocita` variabile per cercare di
stabilizzare l’avanzamento della fessura.
I risultati ottenuti sono stati inizialmente confrontati con le soluzioni classiche della
Linear Elastic Fracture Mechanics (LEFM). Dato che in questa soluzione si ha una
dipendenza del COD dalla radice quadrata della distanza dall’apice della fessura il
confronto e` meglio effettuato in un piano bi-logaritmico, dove la soluzione LEFM e`
una retta con pendenza 12 . E` stata notata una differenza sostanziale tra i due tipi
di materiali considerati. Nel vetro, tutti i profili di fessura mostrano una pendenza
minore di 12 in corrispondenza dell’apice e dunque un profilo di fessura “piu` ampio”
rispetto a quello ottenibile con la LEFM. La vetroceramica invece mostra una pen-
denza maggiore di 12 all’apice, con un conseguente profilo di fessura “piu` ristretto”,
quasi a cuspide.
Partendo da queste osservazioni, si e` cercato di riprodurre i risultati trovati con un
modello FEM. In particolare, sono stati considerati il modello di frattura alla Baren-
blatt, nel quale la presenza di forze coesive all’apice produce un tipico profilo a cu-
spide, ed un modello di danneggiamento locale, dove fenomeni di varia natura pro-
ducono il degrado del materiale in una zona di processo, dando luogo ad un profilo
di fessura piu` ampio di quello predetto dalla LEFM.
Confrontando i risultati sperimentali con quelli ottenuti tarando opportunamente i mo-
delli numerici e` stato possibile giungere alle seguenti conclusioni. Nel vetro, fenome-
ni di nucleazione e coalescenza di microvuoti sono la causa principale che determina
il profilo di fessura osservato. Il modello che riproduce bene tale comportamento e`
un modello di plasticita` porosa alla Gurson-Tvergaard. Nella vetroceramica invece,
il COD sperimentale puo` essere riprodotto assumendo la presenza di forze coesive
distribuite per un tratto sorprendentemente lungo, prima dell’apice della fessura. Tali
azioni sarebbero da ricondurre ad importanti fenomeni di crack bridging conseguenti
alla microstruttura granulare della vetro-ceramica.
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ABSTRACT
The aim of this research has been the study of the mechanisms that control the crack
propagation in brittle materials, in a region close to the crack tip. Two different kind
of materials have been considered: glass float and glass ceramic. The basic idea to
develop this investigation has been the accurate measurement of the Crack Opening
Displacement (COD) during the crack propagation. In fact, the shape of the tip profile
is a consequence of the phenomena which rule the stress distribution at the crack tip
and, the consequent macroscopic behaviour of the material.
To allow a precise measurement of the COD, an interferometric technique called
Electronic Speckle Pattern Interferometry (ESPI) has been adopted. With respect
to other optical techniques, ESPI system works on the phase changes between two
distinct laser beams deriving by the same laser source and reflected by the speci-
men surface, providing a precision higher than the wavelength of the laser source. To
avoid an instantaneous failure due to the brittle nature of the investigated materials,
every specimen has been naturally pre-cracked and then tested under strain-driven
three point bending, pausing opportunely the loading to stabilize the crack evolution.
The ESPI results have been compared with the classical solutions of the Linear Elas-
tic Fracture Mechanics (LEFM). Since in this solution the COD directly depends by
the square root of the distance from the crack tip, it’s particularly instructive to re-
port the same graphs in bi-logarithmic scales, obtaining a linear trend for LEFM, with
slope 12 . This procedure permitted to note a considerable difference in the crack
behaviour of the materials investigated. In glass, all the crack profiles presented a
slope lower than 12 at the crack tip, and consequently a “wider” COD with respect to
the LEFM profile. In glass ceramic instead, the profiles showed a higher slope than
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2 at the tip, and so a “tighter” COD at the tip, similar to a cusp.
By these observations, an accurate FEM model has been studied to reproduce the
experimental results. In particular, two different models have been considered. The
first one was the cohesive model a` la Barenblatt, where the presence of cohesive
forces at the neighbourhood of the crack tip provides the typical cusp profile. The
second one was a local damage model, where different phenomena are able to de-
velop a degradation of the material in a process zone, providing a wider COD profile
at the tip with respect to LEFM trend.
Comparing the experimental results with the numerical profiles obtained by a spe-
cific calibration of the fem models, we found the following conclusions. In glass,
nucleation and coalescence of microvoids seem to be the main cause which deter-
mines the COD profile observed. This is well described through a model of porous
plasticity a` la Gurson-Tvergaard. In glass ceramic instead, the ESPI COD was re-
produced only assuming a distribution of cohesive forces far behind the crack tip.
These actions would derive by crack bridging phenomena due to the intergranular
microstructure of glass ceramic.
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ZUSAMMENFASSUNG
Der Zweck dieser Forschung war, die Mechanismen zu untersuchen, die die Aus-
breitung von Rissen bei empfindlichen Material im Bereich nahe der Spitze stoppen
ko¨nnen. Zwei unterschiedliche Typen von Material wurden bei der Analyse beru¨ck-
sichtigt: Glas und Glaskeramik. Die Grundidee die zu dieser Studie gefu¨hrt hat, war
die genaue Messung der Risso¨ffnung (COD, Crack Opening Displacement) wa¨hrend
ihrer Ausbreitung. Die Form des COD ist, na¨mlich eng mit dem Pha¨nomenen ver-
bunden, die die Spannungsverteilung an der Spitze regelt. Diese Verteilung regelt
also das makroskopische Verhalten des Materials. Fu¨r die genaue Messung der
COD wurde eine Technik verwendet, die sich Electronic Speckle Pattern Interfero-
metric (ESPI) nennt. Im Vergleich zum optischen Verfahren, analysiert das System
die Phase-Change-Strahlen der Laserlichtreflexionen die aus einer einzigen Quel-
le stammen, so dass eine Genauigkeit erzielt werden kann die gro¨ßer ist als die
Wellenla¨nge der Quelle selbst. Um die Ausbreitung einer momentanen Fraktur zu
vermeiden, was als typisch fu¨r zerbrechliches Material betrachtet werden kann, wur-
de jedes Muster zuvor in einer natu¨rlichen Weise geknackt. Die Muster wurden dann
verschiedenen Biegeversuchen unterzogen, in einer variablen Geschwindigkeit, da-
mit man den Fortschritt des Risses bestimmen kann. Die erhaltenen Ergebnisse
wurden zuna¨chst mit den klassischen Lo¨sungen der Linear Elastic Fracture Mecha-
nics (LEFM) verglichen. Da in dieser Lo¨sung eine Abha¨ngigkeit von COD durch die
Quadratwurzel der Entfernung von der Spitze des Risses besteht, ist der Vergleich
in einer bi-logarithmischen Ebene am besten, wo die LEFM Lo¨sung eine Gerade
mit einer 12 Neigung ist. Man merkte einen wesentlichen Unterschied zwischen den
beiden Arten von Materialien die untersucht wurden. Im Glas zeigen alle Rissprofile
eine Neigung die an der Spitze geringer ist als 12 , und damit ein “breiteres” Risspro-
fil darstellt, als die die man mit dem LEFM erha¨lt. Die Glaskeramik zeigt jedoch,
eine Neigung von mehr als 12 an der Spitze, daraus erfolgt eine “engeres” Risspro-
fil, die eine spitze Form hat. Aufgrund dieser Beobachtungen haben wir versucht,
die Ergebnisse mit einem FEM-Modell zu reproduzieren. Insbesondere haben wir
zwei verschiedene Modelle in Betracht gezogen, na¨mlich der Riss a` la Barenblatt,
in denen das Vorhandensein von Koha¨sionskra¨fte eine typische Schwelle auf das
Ho¨henprofil erzeugen, und ein lokales Schaden-Modell, wo verschiedene Arten von
Pha¨nomenen den Materialabbau in einer Prozess-Zone produzieren, was letztend-
lich zu einem Lu¨cken-Profil fu¨hrt, dass breiter ist als der LEFM vorhergesagt hatte.
Durch den Vergleich experimenteller Ergebnisse die man durch die Kalibrierung nu-
merischer Modelle erhalten hat, war es mo¨glich zu den folgenden Schlussfolgerun-
gen zu gelangen. In Glas, scheinen die Kernbildung und das Zusammenwachsen der
Mikrohohlra¨ume die Hauptursache, die das Profil der beobachteten Lu¨cke bestim-
men. Diese Fa¨higkeit wird auch mit dem Modell der poro¨sen Plastizita¨t a` la Gurson-
Tvergaard beschrieben. In der Glaskeramik, stattdessen, kann der COD-Test mit der
Anwesenheit von Koha¨sionskra¨ften reproduziert werden, die erst vor der Rissspit-
ze, in eine erstaunlich lange Strecke verteilt werden. Diese Aktionen scheinen von
wichtigen Rissu¨berbru¨ckungspha¨nomene zu stammen, die durch die interkristalline
Mikrostruktur aus Glaskeramik abgeleitet sind.
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INTRODUCTION
This research investigates on the presence of plasticity sources at the crack tip of
brittle materials. To do this, Fracture Mechanics has been considered according
to different approaches, compared with the results of experimental tests on crack
propagation.
As well known, the Griffith’s work of 1920 [1] is the milestone of Fracture Mechanics.
Using an energy balance approach, Griffith was able to overcome the limit of the
“maximum stress” solution declared by Inglis [2] and obtain a critical condition of
incipient crack. This was the first attempt to overcome the physical paradox of infinite
stress at the crack tip in an elastic body, but, working on the basis of the elasticity
theory, his solution couldn’t overcome the limit case of a sharp crack, i.e. with radius
of curvature equals to 0 at the crack tip. His attempt to give a physical meaning to the
problem, brought him to find a radius of curvature of the order of the intermolecular
distance, which can’t be assumed as finite in a continuous solid [3].
It’s evident that, although this important result, this approach couldn’t determinate an
effective real final failure stress in structural materials.
Only at the early of 1950s, the Irwin [4] and Orowan’s [5] works gave a new impor-
tant contribution to the crack theory. Since the failure of general structural materials
required an energy of orders of magnitude higher than their corresponding surface
energy (in Griffith model the surface energy was the condition of the beginning of the
crack), another contribution had to be considered in the Griffith energy balance.
Irwin and Orowan noticed that plastic sources could be present also at the crack
front of materials which fractured in a “purely brittle” manner. Since these plastic
deformations are present in very small zone around the crack tip, it was possible
to employ the Griffith energy balance equation to analyse the crack problem, but a
plastic work had to be assumed as a dissipative energy contribution, with the surface
energy.
By means of this consideration, the brittle fracture criterion was extended to quasi-
brittle materials, and, from this moment, many works permitted to fix the basis of the
Fracture Mechanics.
However, if purely brittle materials (as glass and ceramic) really didn’t own plastic
sources at the crack ends, how could they overcome the stress singularity at the
crack tip? In fact, if tensile stress at the crack edges in a glass body, was really
infinite, no glass could resist to any minimum load applied.
After the Irwin’s studies, many other researchers proposed different theories to iden-
tify alternative possible solutions for brittle materials.
Around the end of ’50s, Barenblatt [6] exposed a very interesting work on the equi-
librium of cracks in a finite solid, perfectly brittle. Discussing the Griffith’s results,
Barenblatt supposed the existence of a cohesive contribution at the crack edges, as
the only possibility to guarantee the equilibrium cracks. According to the Barenblatt’s
idea, these cohesive forces derive by molecular forces, which are very intensive
where the distance between the crack faces is very small, so, just close to the tip. It’s
only with this cohesive action that the stress at the crack tip can be finite.
Just some years later of Irwin and Orowan’s results about the higher energy required
to produce crack propagation in metals, similar conclusions were made also for brittle
materials as glass and ceramic. Many experiments [7, 8] demonstrated that also to
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fracture glasses, the energy required was higher than surface energy. This result
led to believe that also in glass could exist a dissipative source, which had to be
assumed in the energy balance.
Extensive considerations about the existence of a plastic contribution in glass were
widely described by Marsh in his paper of 1964 [9], where the author lists several
investigations which would confirm a plastic flow in glass. After a particular analysis
of the theoretical cohesive strength of glass, obtained by the molecular interaction
of the densities of the glass components, Marsh concludes that “flow stresses play
an important role in glass fracture, being much less than the theoretical cohesive
strength”.
But the physical origins of these flow stresses were not explained yet. It was clear
that also in these brittle materials exists a “zone” close to the crack tip where dissi-
pation mechanisms are able to mitigate the stresses, removing the singularity and
controlling the crack propagation. Usually this region is called process zone and,
according to the theory considered, it is assumed in a different way. The simplest
model is given by Linear Elastic Fracture Mechanics (LEFM), which assumes that
the process zone is a point and only in this point, stress and strain may become
singular. Therefore, in this kind of model, no plastic dissipation and local separation
are involved. This solution doesn’t solve the singularity paradox at the crack tip, but,
anyway, is able to depict the crack equilibrium in every other point of the crack.
A second model is provided by a cohesive theory as discussed by Barenblatt. Here
the process zone is a surface where dissipation phenomena occur, mitigating the
stress. From the Barenblatt [3] and Dugdale’s [10] studies, a new approach was pro-
posed around ’60s, called Strip-Yield Model. Here a plastic deformation is assumed
in a localized strip in front of the crack. The estimate of this non-linear plastic zone
can be obtained by the superimposition of two distinct problems, which provide two
opposite stress intensity factors.
Finally, the third model considers a region of bulk material around the crack tip where
degradation phenomena of micro cracks and micro voids involve dissipative mecha-
nisms and are able to mitigate the crack tip stress. In this configuration, the process
zone becomes a volume around the crack tip. This damage behaviour is specific for
some metallic alloys [11] and is usually indicated as Porous Metal Plasticity. Accord-
ing to this approach, initially introduced by Gurson in 1977 [12], a damage evolution
is defined at micro scale, by means of nucleation and growth functions of micro de-
fects. The consequent macro scale effect is a softening of the bulk material where
these micro defects evolve.
In the last ten years, new technologies allowed to investigate glass at nano scale
and improved the knowledge of the probable plastic processes, in part supposed
fifty years before. In fact, through direct observation with Atomic Force Microscope
(AFM), many authors identified a sort of porous behaviour in a portion of material
close to the crack front in glass [13, 14, 15]. Actually, by these investigations, a non-
linear elastic zone at the crack tip seems to be correlated with nucleation and coa-
lescence effects [15]. Moreover, AFM observations confirmed that the crack width at
the crack tip is much larger than the classical prediction of the linear elasticity theory
[13]. Therefore, plastic deformation should be really possible in glass, even if at a
length scale much smaller than metals. However, not all AFM investigations declared
the same result. Recent works, conducted with the same procedure, excluded com-
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pletely the possibiltiy of a porous plasticity in glass, since no traces of micro defects
was detected [16].
Therefore, even if a strong belief exists about plasticity in glass in a small region, it’s
not yet clear what the real nature of these phenomena is.
Coming back on the previous fracture models, both the cohesive model and the dam-
age evolution process could represent a good solution of the crack problem in glass
and ceramic. In fact, both are in agreement with the atomic-sharp-crack concept and
both can explain the energy-dissipating process at the crack tip, to reach the energy
balance during the formation of new crack surfaces. Moreover none of them is in
contrast with the essential nature of the sequential bond rupture mechanism [17].
Cohesive forces may act not only ahead the crack tip, but rather behind the crack tip
[18], which, in its ultimate essence remains sharp, although can influence the driving
force. On the other hand, micro cracking models predict that process zone is like
a region around the crack tip where non-linear elastic deformations happen and mi-
cro cracks provide a shielding effect from remotely applied loads, ridistributing and
reducing the crack tip stress, and giving a different stress intensity factor between
the inner and outer region [19]. This region could be thought as an enclave, i.e., a
region whose boundaries lie entirely inside the process zone (in fracture world). This
enclave area wouldn’t alterate the crack shape, which would remain atomic-sharp,
propagating in accordance with the fundamental laws of atomic bonding [20]. From
this point of view, the damage process would control completely the fracture, from
the stress intensity factor at the tip zone to the size of surrounding process zone.
Despite all these modern analysis, so far the instruments employed to measure or
recognize the crack tip processes, have not been appropriated to remove any doubts.
Again, the observation through AFM detected the final state in specimen at the end
of the crack propagation or just after the end of a failure process. No measurements
have been made during the crack evolution, so that the crack profile could be defined
in different instants of the crack progress.
As declared at the beginning of this introduction, the main aim of this research has
been to measure the crack opening displacement (COD) of brittle materials (glass
and glass ceramic), during controlled crack propagation, under three point bending
test. To do this a very high precision technique called Electronic Speckle Pattern
Interferometry (ESPI) has been used [21, 22]. This is an optoelectronic system that
allows to measure surface deformations or displacements, working on the phase
differences between two distinct laser beams illuminating the specimen. Comparing
with classical optical techniques, this apparatus can overcome the limit of precision
imposed by the wavelength of the laser source. In this device, displacements could
be estimated with a resolution of 0.01µm and an accuracy of 0.1µm, using a laser
with a wavelentgh of 0.532µm.
Every specimen was initially pre-cracked by means of a sandwich beam technique,
so that the crack tip was in a real configuration of a natural crack. During the tests,
the load has been paused at different moments to detect a sequence of images
which have permitted to know the crack profile for different load levels. By means of
an opportune image processing procedure, the COD profile of every test has been
measured for different steps of the load history.
Since every theory is characterized by a specific crack opening profile at the crack
tip, the idea has been to use the crack tip profile as a distinctive property (a sort of
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symptom) to recognize what criteria could better represent the experimental COD. In
fact, comparing the models previously discussed, we can recognize three different
crack opening displacement at the crack tip. With respect to the classical LEFM
solution, with a rounded profile at the edge of a natural crack, the Barenblatt solution
presents a cusp profile where the crack faces close smoothly, whereas a micro-
cracking evolution model (or localized softening, as it will be indicated subsequently)
provides a wider crack opening profile at the tip, due to the reduced elastic modulus
in a bulk region around the crack tip.
However, a direct comparison between experimental COD and theoretical crack pro-
file could be possible only with the LEFM model, knowing the fracture mechanics
properties of the materials tested and the crack geometries. For the cohesive and
micro-crack spread models, it has been necessary to define very accurate FEM anal-
ysis, where theoretical conditions have been opportunely obtained, trying to repro-
duce the COD ESPI profiles measured.
This procedure permitted to observe that glass presents a wider crack profile at the
crack tip as defined in the localized softening model and well represented by the
Gurson model of porous plasticity [12], whereas in glass ceramic, crack bridging
phenomena provide a cohesive contribution similar to the cohesive forces of the
Barenblatt model, which give a cusp profile at the crack tip.
Moreover, using the glass transparency, microscopical investigations allowed to see
that the propagating crack front is not sharp but curved, jagged and antisymmetrical
with respect to the normal plane of the crack, in a damage zone all around the crack
front.
Finally, FEM analysis confirmed that in glass, deviatoric deformations, as in a classi-
cal plasticity a` la von Mises, can’t reproduce the measured COD, but only assuming
micro crack coalescence and nucleation phenomena in a bulk region of material, it’s
possible to obtain a very similar crack ESPI profile.
It has been very interesting to observe that in glass ceramic the plastic answer is, so
to say, “opposite” to glass behaviour. Plotting the ESPI profiles on a bi-logarithmic
plane, with 12COD on the ordinate axis and the distance r from the crack tip on the
abscissa axis, since the LEFM theoretical solution becomes linear with slope 12 by
its specific law, it’s immediate to distinguish two opposite trends. Barenblatt cusp
provides a slope higher than 12 at the crack tip, so that it tends to the LEFM line from
below, far from the tip, whereas the Gurson model has got a smaller slope than 12 at
the tip, and consequently it tends to LEFM line from above.
Investigations through the Scanning-Electron-Microscope (SEM) of glass ceramic
specimens after the test, and the particular numerical models created to fit the ESPI
curves, have confirmed the existence of grain bridging phenomena, provided by the
inter-granular nature of the material. The relevant aspect of these results has been
that this bridging action is not at or ahead the crack tip, but behind and from a consid-
erable distance from the crack tip. This result was confirmed in other works [23, 24]
where crack bridging effects were detected for a distance from the crack tip of the
order of about 100 grain diameters.
This thesis wants to be just a little step in the understanding of the fracture phe-
nomenon in glass and glass ceramic, well known for their brittleness. In these
materials it has been possible to identify some macroscopically-equivalent inelas-
tic deformations to ductile materials, even if at a smaller length-scale, induced by
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micro/nanoscopic phenomena of different nature.
Studying and understanding the origins of the plasticity sources is foundamental to
attempt to increase the crack propagation strength of these brittle materials, and so
to enhance their qualities, nowdays very renowned in many different fields.
5
1. BRITTLE MATERIALS
“A material is brittle if, when subjected to stress, it breaks without significant defor-
mation. Brittle materials absorb relatively little energy prior to fracture, even those of
high strength. Breaking is often accompained by a snapping sound. Brittle materi-
als include most ceramics and glasses (which do not deform plastically) and some
polymers...” [25].
This definition explains exactly the peculiarities of the behaviour of brittle materials.
The incapability to absorb energy during an impact and consequently, the impossi-
bility to deform plastically, are the main signs of recognition of these materials.
After a brief introduction of the main two categories of material solids, according to
their crystalline status, this chapter describes the characteristics and peculiarities of
the most common brittle materials, glass and ceramic, and also of glass ceramic
materials.
1.1 Cristalline and not-cristalline solids
The main classes of material solids in nature are crystalline and amorphous mate-
rials. Their main difference lies in the nature of their atomic-scale structure. In fact,
a crystalline solid (or simply crystal) is characterized by an ordered and repeated
pattern in all the spatial dimensions of atoms, molecules or ions. This regular atomic
disposition is a crystalline property called long-range order or also translational pe-
riodicity. In an amorphous solid instead, atoms and molecules are not organized in
a definite lattice pattern, so that there is no long-range order between the atoms.
However, all solids, both crystalline and amorphous, have a short-range order at
atomic-scale. This well defined short-range order is a consequence of the chemical
bonding between atoms, and this property is the main characteristic which distin-
guishes solids from liquids and gas, keeping all the molecules together. In a solid
material, each atom stays close to one specific point in the space (even if the correct
definition is that the atoms are not stationary but oscillate rapidly about a fixed posi-
tion defined as a time-averaged centre of gravity). The spatial arrangement of these
spatial points dispositions constitutes the solid’s durable atomic scale structure. The
opposite situation happens in a liquid, where the atoms are mobile and continue
to wander throughout the material. For this reason, the term “amorphous” for this
kind of materials, is not properly correct. In fact, the word “amorphous” derives from
the Greek words “α”, without, and “µoρϕη´”, shape, therefore literally “without form
or structure”. As we have seen previously, this definition would be more exact to
distinguish liquid or gas, which lack of a their own shape.
Other than crystals and amorphous materials, it exists another category of solid
called polycrystalline. This is the case when, for example, liquid water starts freezing.
The phase change begins with small ice crystals that grow until they fuse, forming a
polycristalline structure. The final block ice is made by small crystals called “crystal-
lites” or simply “grains” which are everyone a true crystal with a periodic arrangement
of atoms. However, the whole polycrystal does not have a periodic arrangement of
atoms, because the periodic pattern is broken at the grain boundaries. In nature,
almost all metals, ceramics, ice and rocks belong to this material category.
Very often, amorphous materials are called with other general terms as glass and
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vitrous solids. Really, these last terms identify amprphous solid obtained by rapid
cooling (quenching) of a melt. In the plot of Fig. 1.1 are explained the different cooling
processes which can provide different kind of solid, as function of the temperature.
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Figure 1.1: General quench paths during condense atom processes. According to
the speed of the process, it’s possible to obtain crystalline or amorphous materials.
During cooling process, the gas phase can move to liquid and then solid phase by
means of an atomic condensation. Moving from the right-hand top of the plot, the
three curves show the evolution process to obtain a solid state during a temperature
reduction. When the temperature drops below the boiling point (Tb), gas begins to
condensate to liquid phase. Succesively when the temperature drops again until the
freezing point (or melting point) (Tf ) the liquid freezes into a solid. If this process
happens very slowly, the main curve jumps below to the crystal solid process once
the temperature drops below the Tf . However, for sufficiently high cooling rates,
most materials follow a second behaviour, where the liquid state persists also over
the Tf until the Tg temperature, called glass transition temperature. This tempera-
ture is not exactly localized as Tf and Tb. It shifts downward slightly when the cooling
rate is reduced. This is due by the steep temperature dependance of the molecular
response time. When the temperature reaches the glass transition range, the liquid
freezes into an amorphous solid with no abrupt discontinuity in volume. In fact, for
temperature lower than Tg the response time for molecular rearrangement becomes
much larger than experimentally accessibile times, so that liquidlike mobility disap-
pears and the atomic configuration becomes frozen into a set of fixed positions to
which the atoms are tied [26]. Sometimes glasses are defined as undercooled vis-
cous liquids, but this is not correct. Just only the initial portion of the graph labeled as
liquid, between the temperatures Tf and Tg is relative to a material in undercooled
liquid state (undercooled meaning that temperature is below Tf ). For temperature
below Tg, in the glass phase, the material is only solid (with properties of elastic
stiffness against shear).
Therefore, to obtain glass is necessary to bypass the crystallization process. To do
this is necessary to cross the temperature interval range between Tf and Tg very
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quickly. According to the material, the speed of the quench requested to reach an
amorphous state can be different. For example, by means of the “splat quenching”
process, the temperature of a droplet of a molten metal is quenched roughly 1000◦C
in one millisecond, producing a thin film of metal in an amorphous state. Completely
different is the production of silicate glass of the rigid ribbed disk of some telescopes,
as the “Palomar Observatory” in California. For this material the cooling process took
eight months. Usually four distinct techniques are used to prepare amorphous solids,
but nowdays, many new methods are being invented. The main methods are “Slow
Cooling”, “Moderate Quenching”, “Rapid Splat Quenching” and “Condensation from
the gas phase”.
To determinate atomic structure information of crystalline solids, structure-probing
techniques (as X-ray diffraction and neutron diffraction) can be used. But for amor-
phous solids it’s more difficult to use the same techniques, because the complicated
atomic disposition. For glasses some information can be achieved by means of such
structure-probing experiments which provide a radial distribution function (RDF), that
means the variability of the atomic density as function of the distance from an aver-
age atom. In Fig. 1.2 the experimental RDF curves are reported for the crystalline
(c−Ge) and the amorphous (a−Ge) form of germanium, an elemental semiconductor
similar to silicon.
0 2.5 5.0 7.5 10
r (Å)
R
D
F
a-Ge
c-Ge
Figure 1.2: Comparison between the radial distribution functions of the crystalline
(c−Ge) and the (a−Ge) amorphous form of the germanium.
On the x-axis is the distance from a given atom in angstrom, whereas the y-axis is
proportional to the average number of atoms found at each distance. The crystalline
germanium is characterized by many sharp cracks on the whole range shown, corre-
sponding to well-defined shells of neighbouring atoms at specific distances, relative
to the long-range regularity of the crystal’s atomic arrangement. The amorphous ger-
manium curve exhibits a close-in sharp peak corresponding to the nearest-neighbour
atoms (observing the curves four nearest neighbour atoms are visible in both the ma-
terials), but for larger distances, the smooth profile of the RDF curve characterizes
the absence of long-range order. The first, sharp, nearest-neighbour peak in a−Ge
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coincides to the corresponding peak of the c − Ge curve (here the curves are over-
lapped and only the red curve has been plotted), confirming that the short-range
order in the amorphous form of solid germanium is the same of the crystalline form.
Both crystalline and non-crystalline solids show a wide range of atomic-scale struc-
tures. The crystal structure is based on a unit cell (as a small box) containing one
or more atoms organized in a regular spatial pattern. The single unit cells are neatly
disposed in the three dimensional space to define the crystal. The bigger crystals
show geometrical shape with flat surfaces and specific orientations, given by the mi-
croscopic organization of the singular unit cells. These cells have to stack perfectly
with no gaps, in order to guarantee the symmetry of the macro crystal. The possible
crystal symmetries are 219 and are called crystallographic space groups. These are
grouped into 7 crystal systems, such as cubic (e.g. halite) or hexagonal (e.g. water
ice) crystal systems. For the amorphous material a single unit cell doesn’t exist. Most
of these materials belong to one of three broad classes associated with the follow-
ing models: (i) continuous random-network model, applicable to covalently bonded
glasses, such as amorphous silicon and oxide glasses; (ii) random-coil model, ap-
plicable to many polymer-chain organic glasses, such as polystyrene; (iii) random
close-packing model, applicable to metallic glasses, such as gold-silicon [26].
The different atomic structure between the two main categories of solid materials de-
termines the different properties of crystals and amorphous materials, over the glass
transition range. For example, the atomic-scale disorder of metallic glass determines
its lower electrical conductivity with respect to the corresponding crystalline metal. In
fact, an elecrical current can exist if a free motion of mobile electrons is possible
inside the atomic structure of the material, but in case of a disordered structure the
electron motion is forbidden, so that no conductivity is permitted. The atomic disor-
der is responsible also of the thermal conductivity of insulating glass, which is lower
than that one of the corresponding crystalline insulator. Crystals and glasses differ
for their optical spectra, i.e. the curves describing the wavelength dependence of the
absorption degree of an infrared, visible or ultraviolet light by a solid. Although the
overall spectra are quite similar, crystal spectra are usually characterized by sharp
peaks and other features given by the long-range order of the crystal’s atomic-scale
structure. As for the lacking long-range order of the amorphous solids, also these
sharp features are absent in their optical spectra. Another physical property is con-
nected with the phase transformation from liquid to solid. During crystallization, the
low-viscosity liquid becomes a crystalline solid as the temperature drops below Tf .
But in case of an amorphous solid, when the temperature is inside the transition
range, the liquid viscosity increases continuously through the whole range. This vis-
cosity quickly gets stiffer as soon as the temperature decreases. But the molten
glass is marked by a wide range of viscosity before to become solid. Usually the
viscosity is expressed in poise, i.e. a centimetre-gram-second and represents the
force necessary to maintain a unit velocity difference between parallel plates sepa-
reted by one centimeter of fluid. The molten glass viscosity is of the order of 1013
poise. Changing the temperature is possible to alterate the glass viscosity so that it’s
possible to modify its shape in many different ways. Glassblowing is just based on
this property typical of amorphous material.
Amorphous solids present usually many advantages with respect to crystalline ma-
terials in several applications, since they are not influenced by many problems asso-
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ciated with polycristallinity or crystallographic defects as vacancy, interstitial, dislo-
cations and impurity presences. In some cases, these defects can provide a specific
“quality” of a crystal, as for some diamonds containing few boron atoms, which allow
to change diamond’s color into a sligthly blue. Likewise, the difference between the
ruby and the sapphire resides in the type of impurity present in a corundum crystal.
The numerous properties of the different amorphous solids permit their use in many
different fields. From the classical window glass, we can find oxide glass to re-
make fibre-optic waveguides in communications networks; organic polymer as the
polystyrene widely used as lightweight structural materials in automotive, aerospace
and construction industries, and among the most important thermoplastic material;
amorphous semiconductors as selenium or arsenic selenide or amorphous silicon,
respectively used for xerographic processes in laser printers, to realize thin films in
solar cells and used in high-resolution flat-panel displays for computer monitors and,
magnetic glasses used as transformer-core laminations in electrical power applica-
tions.
1.2 Glass
According to the general definition, glass is considered as an amorphous (non-
crystalline) solid material. But this is not exactly the best description, because glass
is actually any material which has not got peaks when subjected to x-ray diffrac-
tion on powders and that exhibits a specific transformation temperature, called glass
transition (the Tg temperature esposed in the previous section 1.1), when subjected
to cooling or heating process. When the temperature moves through this reversible
transiction, the thermodynamic properties change significantly. An amorphous ma-
terial is distinguished from glass because it hasn’t got a glass transition. A unique
glass structure definition doesn’t exist yet, but nowdays, two similar theories are con-
sidered as the most relevant. The first one was given in 1932 by the physicist W.
H. Zachariasen in his “The atomic arrangement in glass” work [27], who stated that
glass is an extended, three-dimensional network of atoms made up of well defined
small structural units, linked together in a random way, without the long-range peri-
odicity (or repeated, orderly arrangement) typical of crystalline materials (Random
Network Model). However, the atoms in glass are linked together with the same
forces present in crystal. The second theory is called Paracrystalline theory and is a
revision of the previous model of Zachariasen. In this model, highly strained micro-
crystalline grains are surrounded by fully amorphous material. With respect to the
Random Network Model, this structure determines a higher energy state. A general
theory on paracrystal is explained in the Hosemann and Bagchi’s textbook of 1962
[28]. An exhaustive dissertation on the history of the evolution of the glass structure
theories, can be found in the paper of E. A. Porai-Koshits “Structure of glass: The
struggle of ideas and prospects” of 1985 [29].
As seen previously, the microstructure of glass is not crystalline, but this doesn’t
mean that an atomic order can’t exist. In fact in glass does exist a long-range dis-
order but it’s present a short-range order, and this is another difference with real
amorphous materials. Comparing with crystals, glass doesn’t comply with a specific
stoichiometry. This allows to obtain a composition with chemical-physic properties
variable continuosly, changing only its “recipe”.
According the specific rules established by the Zachariasen’s model of 1932, a given
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oxide AmOn can form a glass solid if it meets the following criteria: (i) oxygen atoms
are linked to no more than two atoms of A; (ii) the oxygen coordination around A has
to be small, of the order of 3 or 4; (iii) oxygen polyhedra must share corners only, i.e.
not edges or faces; (iv) for three dimensional networks, at least three corners must
be shared. Following these rules gives good probabilities to form a conventional
oxide glass, but they are not a “necessary condition”, i.e. glass formation could be
given even if one of these rules doesn’t occur, but will be energetically less favorable.
By the Zachariasen’s model and his set of rules, the random atomic arrangement of
a sodium silicate glass is shown in the sketch of Fig. 1.3.
Na+
Si4+
O
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(bridging)
O
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Figure 1.3: Schematic representation of the random arrangement of ions of a
sodium silicate glass.
Here, the structural unit of the glass network are the polyhedra disposed around the
cation of silicon (Si4+). This positive ion is known as network-forming cation (NWF).
Around the silicon ion, its four positive charges develop four bonds with four oxy-
gen atoms connected at the corners, creating the tetrahedra molecula of SiO4. As
described in the legend of Fig. 1.3, the oxygen atoms connecting two molecula of
SiO4 are called bridging oxygen, whereas when only one bond is used by the oxy-
gen, these atoms are called nonbridging oxygen. In the latter case, the remaining
negative charge is compensated by a network-modifying (NWM) cation (an univalent
sodium ion Na+ in the Fig. 1.3). This characteristic determines a liquidlike random-
ness, which provides the difference with the structure regularity of crystalline solids.
The tetrahedra revolve around the oxygen-silicon bond and the angle between two
tetrahedra can change.
The main glass component is Silica or Silicon dioxide (SiO2), a mineral that is found
in great abundance in nature, particularly in quartz and beach sands. Other typical in-
gredients of the industrial and architectural glass are Lime or Calcium Oxide (CaO),
Magnesium Oxide (MgO), Aluminium Oxide (Al2O3) and Soda or Sodium Oxide
(Na2O). Lime, magnesium and aluminium oxides are added to improve chemical
durability. Hence, the resulting glass contains about 72% Silica, 13% Sodium Ox-
ide and 10% of Lime by weight. For this reason, almost the 90% of manufactured
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glass is called soda-lime-silica glass, usually abbreviated in soda-lime glass. Oth-
ers oxides and elements are used to confer advanced properties as brilliance, opti-
cal dispersion, higher refractive index, or capacity to absorb infrared energy or UV
wavelengths. For instance, by adding sodium fluoride or calcium fluoride, a translu-
cent but not transparent product known as opal glass can be obtained. In the past,
leaded “crystal” tableware was made of glass containing high amounts of lead oxide
(PbO), which imparted to the product a high refractive index (hence the brilliance),
a high elastic modulus (hence the sonority, or “ring”), and a long working range of
temperatures. Lead oxide is also a major component in glass solders or in sealing
glasses with low firing temperatures. Glass made exclusively of silica is known as
silica glass, or vitreous silica (also called fused quartz if derived from the melting of
quartz crystals). Silica glass is used where high service temperature, very high ther-
mal shock resistance, high chemical durability, very low electrical conductivity, and
good ultraviolet transparency are wanted [30].
The trends of the curves of Fig. 1.1 suggest also the normal glass expansion during
heating and shrinking process in case of cooling. For glasses, thermal expansion is
a critical problem which can generates thermal shock phenomena. In fact, if a hot
specimen of glass is suddenly cooled, severe tension may develop in the outside
layers producing the shrinking of the inner layers. This tension could be so intense
to allow cracking. The resistance to similar thermal shock is known as thermal en-
durance of glass, and is inversely related to thermal-expansion coefficient and the
thickness of the object. Usually the coefficient of thermal expansion for soda-lime
glass is about 8÷9 ·10−6 K−1. To improve the thermal shock resistance, it’s possi-
ble to produce glasses with a lower expansion coefficients, adding to Silica the Boron
Oxide. The resulted glass is Borosilicate glass often indicated as Pyrex, with a coef-
ficient of thermal expansion equal to 3.3 ·10−6 K−1. For some specific applications
(as the mirror substrates of some telescopes which require an expansion coefficient
close to zero, in order to avoid any dimensional changes due to temperature fluctua-
tions), Titanium Oxide is added to silica glass, providing a near-zero thermal expan-
sion. But often, thermal contraction can be more important than thermal expansion,
especially when glass is adopted to seal to other materials as metal.
Thermal conductivity of oxide glasses is a property depending by the atomic vibration
(phonon mechanism), and generally is not influenced by the temperature. This is dif-
ferent for radiation conductivity, i.e. the thermal conductivity due to photon transport,
which increases strongly with temperature.
The glass formation process is well defined by the plot of Fig. 1.1 of the previous
section 1.1. Supposing to have a liquid at high temperature (therefore here we leave
out the gas phase), the reducing temperature causes a cooling of the liquid and a
simultaneous shrinking volume. If the cooling process is not fast enough, a percep-
tible degree of crystallization can take place if, around the temperature of freezing
Tf (or equivalente melting point), a finite amount of “supercooling” is present. To
perform the crystallization, two processes must take place in a specific order. At
first, a nucleation defines a pattern arrangement of some atoms. Then the growth
permits the increasing of the structure, with surrounding atoms arrenged around the
initial pattern. Since the crystal growth kinetics generally precede nucleation with lit-
tle overlap during cooling, crystallization in a cooling liquid occurs only over a range
of temperatures. This range corresponds to a small region of temperatures across
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the vertical dashed line of Tf . Therefore, to avoid the crystallization, cooling must be
conducted very rapidly, so that the liquid volume shrinking with falling temperature
and its viscosity rising enormously. Eventually, the supercooled liquid will become
so viscous that its volume will shrink at a slower rate, and finally it will become a
seemingly rigid solid (“fast cooling”). In this way a glass solid is reached.
The transformation from the liquid state (the supercooled liquid) to the solid state
(glass) is gradual, with no evidence of any discontinuities in properties, unlike the
crystallization process that is characterized by a sudden change in volume during
the transition from liquid to solid. The transition happens over a range of tempera-
tures contained into the glass transformation range (Fig. 1.1). With few exceptions,
the volume of the crystal is less than that one of the glass, since the orderly ar-
rangement of atoms in a crystalline solid fills a predestinated volume space without
possibility of changes. According to the rate of cooling of a supercooled liquid, glass
can be obtained with two different densities. In fact, slower cooling gives a glass
with a smaller volume than that one provided by a faster cooling. Consequently,
slow cooling provides glass denser than with the faster process. The temperature
corresponding at the slope changing of the “slow cooling” curve, is known as fictive
temperature (Tg2), and represents the temperature where the liquid phase is frozen
into the solid state (therefore equivalent to Tg during the fast cooling). This means
that the the structure of the final solid glass is the same of the liquid glass structure
at this temperature.
At ordinary temperatures, the main physical glass properties are excellent thermal
and electrical insulation, perfect elastic mechanical behaviour and high resistance to
chemical agents. In particular, a specific property of glasses derives by its random
atomic structure. It is a sort of “isotropicity” of the properties, i.e. the ability to repro-
duce the same magnitude of many properties (tensile strength, electrical resistance,
and thermal expansion) in any direction through the material. Another important
characteristic of glasses is consequent to its nature between solid and liquid. Be-
cause of this, many of its properties can be calculated by the addition of singular
relationships over a narrow range of compositions.
Another consequence of the random atomic order is the reduced density with re-
spect to a corresponding crystal. In fact, the glass molecules present larger inter-
stitial spaces between the atoms, providing a free volume, determining the lower
density. For example, the density of silica glass is about 2% lower than that of its
closest crystalline counterpart, the silica mineral low-cristobalite. The addition of al-
kali and lime, however, would cause the density of the glass to increase steadily as
the network-modifying sodium and calcium ions filled the interstitial spaces. Thus,
commercial soda-lime-silica glasses have a density greater than of low-cristobalite.
Density follows additivity behaviour closely [30].
The glass mechanical properties don’t strongly depend upon its chemical compo-
sition. Its hardness is provided by means of diamond microindenter. Even if this
procedure shows evident plastic deformations, glass is very famous for its brittle be-
haviour. Also this characteristic derives essentially by the atomic structure. Since the
atoms in molten glass are frozen in an amorphous order upon cooling, there are no
sheets or planes, typical of growing crystalline grains. The absence of such a growth
pattern means that no grain boundaries arise between planes of different orientation,
and therefore there are no barriers to prevent defects as cracks propagation through
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the material. This absence of dislocations forbids ductile phenomena into the glass
[30] (this according to a popular point of view). As any other typical brittle material,
glass is a linear elastic material until fracture.
Despite its fragility, glass is much stronger than most metals. Under pure compres-
sion test, glass may undergo a more or less reversible compression without fracturing
[31]. In tension, its theoretical strength is estimated between 14 and 35 GPa, but test
on commercial glass products revealed strength values not higher than 175 MPa.
The reason is attributed to microscopic flaws present on the glass surfaces [1]. In
fact, similar tension test on glass fibres provided strength of the order of 11 GPa. As
exposed in the next chapters, these flaws involve stress concentration at their crack
tip, that is the cause of the immediate crack propagation when load are applied.
Even for low loads, cracks can envolve under a subcritical process. Therefore, in
presence of tensile action, all glasses are interested by static fatigue and eventually
fails. The growth speed depends over than geometrical properties of the flaw and
the load applied, also from the temperature, and environment conditions.
Observing a glass fracture, it is possible to recognize some different regions (Fig. 1.4).
mirror
mist
hackle
Figure 1.4: Sketch of a glass fracture surface, displaying the mirror, the mist and
hackle zone.
By the fracture origin, the failure usually produces a semicircular smooth surface
surrounding the origin of the flaw indicated as mirror zone, followed by small ripples
providing a rough surface all around the mirror zone called mist zone, and a final
wider and deeper surface characterized by irregular ridges, known as hackle zone.
The size of these zones depends by many factors. The mirror radius is inversely re-
lated to the fracture stress, so that can provide important information on the intensity
of the cracking phenomenon (for instance, a thermal fracture generally produces a
large mirror, whereas a mechanical fracture often displays a small mirror). Fracture
runs faster when subjected to tensile stresses than under compression. In case of
bullet impacts or penetration of a general pointed object, the failure occurs through
a Hertzian cone fracture with a glass cone ejecting from the opposite side of the
impact.
Another characteristic that determines the glass resistance is its chemical durabil-
ity. Here, determinant is the ion exchange reaction between the alkali ions of the
glass and hydrogen atoms or hydronium ions present in atmospheric humidity and
water. The reaction between alkali ions and carbon dioxide and water atmosphere
creates alkali carbonates and bicarbonates which physically represent white deposits
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on glass surface. To improve the weathering resistance of glasses, it would be nec-
essary to reduce the alkali quantity. Usually vitreous silica can guarantee the best
resistance, but also borosilicates and aluminosilicates offer excellent weathering re-
sistance. These leaching mechanisms occur in presence of water and acid solution,
whereas caustic alkalis and hydrofluoric, phosphoric, and perchloric acids can attack
silicate producing the dissolution of the whole network. To avoid this, the general
approach is to obtain glass surfaces with high concentration of silica. This can be
accomplished by two methods: fire polishing, a procedure that removes alkali ions by
volatilization, or surface treatment with a mixture of sulfur dioxide and steam, which
extracts alkali by leaching and converting to washable alkali sulfate. Other methods
to improve chemical durability involve limiting the access of water or humidity to the
glass surface [30].
Finally the most famous property of glass, its transparency, can be explained at the
electron level of the glass structure. Since the elecrons are constrained to specific
energy levels, it’s impossible to absorb and reemit the photons by skipping from dif-
ferent energy bands. Therefore, light energy can flows through the glass without
reflection and absorption, determining the typical transparence of glasses. However,
the radiation of some wavelengths can induce the glass molecules vibration and
providing a sort of glass opacity to those wavelengths. For example, in some situa-
tions ultraviolet radiation of wavelengths smaller than 350 nm can give this reduced
transparence, so the procedure to improve the transparency is to increase the silica
content yet.
It’s possible to influence the absorption phenomenon of glass for some specific wave-
lengths, altering the glass colour. To do this, metallic oxides are added to glass and,
respectively, it’s possible to obtain an intense blue tint adding cobalt, green with
chromium, and purple in case of manganese oxides. Small quantities of cerium
oxide and ions of copper, silver, or gold react to ultraviolet radiation determining the
oxidation of cerium and the reduction of the latter elements to the metallic state. If the
glass is succesively heated, the growing of the metal nuclei produces strong colours
(red for copper and gold, yellow for silver) in presence of ultraviolet exposition. This
is what happens in the “three-dimensional photographs” [30].
An interesting property of glass is its ability to become birefringent when subjected to
unequal stress components operating on perpendicular planes. By means of a polar-
ized light, it’s possible to use the resulting birefringence to know stresses distribution
and their magnitude [32].
Glass production involves two main methods: float glass process, to produce sheet
glass, and glass blowing for bottles, jars and containers. About float glass, it is ob-
tained mixing a specific selection of raw materials in a mixed batch obtained from
reagent-grade chemicals and then fed together in a controlled ratio into a furnace at
a temperature around 1500◦C. Fig. 1.5 shows the whole process. The mixed batch
occurs in a covered crucible made of suitable refractory materials, and heated inside
an electric resistance furnace. To avoid any contamination between the obtained
molten glass and refractory materials, the crucibles are usually made of platinum,
pure metal or alloyed with presence of rhodium or small quantities of gold. Once
molten, the temperature is lowered, leading glass at 1200◦C to ensure a homo-
geneus specific gravity. Then molten glass is fed into a bath of molten tin contained
in a steel container. Tin is immiscible with glass and is cohesive, so that this permits
15
to avoid to contaminate the glass molten. However, Tin Dioxide (SnO2) adheres to
glass, so it’s necessary to provide a positive pressure to protect the atmosphere of ni-
trogen and hydrogen. At this stage, glass presents a viscosity of 103.5 poise. Glass
flows onto the tin surface forming a floating ribbon with perfectly smooth surfaces
on both sides and an even thickness. Here the temperature is gradually reduced
over the whole length of the tin bath, until 600◦C. At the end of the tin bath, glass
is a quasi-solid sheet with a viscosity of about 1013 poise. Out from the tin bath,
the gravity tends to spread the glass ribbon with a thickness of 7 mm, but compres-
sion through graphite paddles or stretching provided by knurled rollers, can allow to
change the thickness to values ranging from 2 to 25 mm and, usually, in widths up
to 4 m. The glass thickness control is ruled by the speed rollers. Out from the bath,
glass sheet passes through a lehr kiln (a thermally insulated chamber for annealing
glass) for about 100 m. The temperature is gradually reduced again to avoid cracks
and in the end the glass is cut by machines. Finally, glass sheets are cut by scribing
a score line with a diamond tip and gently applying pressure to advance the crack.
Mixed raw material
charged
Molten glass
in furnace
Glass ribbon pulled out
on molten tin in floating
chamber
Gradual cooling
in annealingh lehr
Glass sheet
cutting
Figure 1.5: Sketch of the process of glass float sheet production.
The current glass float production is based on the process developed by Sir Alastair
Pilkington and Kenneth Bickerstaff of the UK’s Pilkington Brothers around the end of
the ’50s. Before of this method, glass floats were made by means of two continu-
ous flat-glass machines introduced at the beginning of the 20th century. These were
the updrawn machine, designed by E´mile Fourcault of Belgium and the Irving Col-
burn machine, (derived by the papermaking process) developed at the Libbey-Owens
Glass Company in Charleston, U.S. Both these processes caused undulations on the
glass surfaces, due to pulling and rolling gears. Moreover, all the final glass sheets
had to be ground and polished for optical clarity. Only in 1935, through the introduc-
tion of the twin grinding and polishing machine by the Pilkington Brothers company,
it was possible to ground and polished glass plate, directly on-line. With the last
improvements brought by the Alastair Pilkington’s design, the need for grinding and
polishing was completely removed.
Around the 1967, a further development in the glass float production was made by
the introduction of the electro-float process, which permitted to implant copper and
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other metal ions into the upper surface of glass using tin as an electrode at the
bottom and a fixed metal (e.g. copper) electrode at the top, at the middle of the bath
phase.
During the glass float production, the whole process is studied to avoid that per-
manent stress can develop during the numerous changing of temperature. Usually,
to guarantee dimensional stability, specific glass treating are provided to control the
stress distribution inside the panel. A common process to reduce internal stresses
of glass float is the annealing. During the relaxation process given by the cooling
when liquid glass goes through the transition range (Fig. 1.1), internal stresses are
reduced. Therefore, controlling the relaxation time is possible to interfere on internal
stresses.
Annealing is usually achieved by holding the product approximately 5◦C above its
annealing point for 5 to 15 minutes, followed by slowly cooling through the glass-
transition range and the strain point and finally to room temperature. In dead-an-
nealing, glass is so well annealed that the internal tension is almost undetectable
[30].
To improve glass strength, instead, there are several processes, from fire polishing
or etching (i.e., chemical polishing) to reduce the flaws severity, to the introduction
of a compression state by means of thermal tempering and ion exchange (chemical
tempering), and again, toughening process by lamination.
While the etching is usually not recommended for safety reasons (it is obtained
through solution of 6÷30% hydrofluoric acid with a small amount of sulfuric acid),
many commercial glasses are significantly strengthened by tempering. Moreover,
with respect to annealing, the failure of a thermal tempered glass is characterized by
a large number of small dices, whereas the break of an annealing glass produces
few large sharp fragments of glass. This property is often decisive in choosing a
treatment rather than another one.
To perform the thermal tempering, glass is subjected to rapid cooling (quencing)
from a temperature higher than transition temperature Tg, by means of symmetric
air jets disposed in front of every glass surface. Since the outer layers of the glass
are cooled faster than the inside and, consequently, pass through the glass transition
range sooner, these outer layers shrink at a higher rate and become compressed (in
effect strengthening the glass), while the interior is stretched. Therefore, this pro-
cedure generates high internal tension compensated by a surrounding compression
on the surface. The compression prevents that cracks can propagate inward, but a
minimum interior defect can induce a violent spontaneous fracture. The effects pro-
duced by thermal tempering were already known in some areas of the North Europe
around the beginning of 1600. It’s quite famous the historical episode in which the
Prince Rupert of the Rhine gifted the prince Rupert’s Drops (nowdays also known
as Rupert’s Balls or Dutch tears) to the Britain king Charles II. These drops were
glass drops obtained by dripping hot molten glass into cold water. As for the case of
thermal tempering, the water provided a rapid cooling of the external surface of the
molten glass drop, leaving the inner portion significantly hotter. The following cool-
ing of the inner glass caused very large compressive stresses on the exterior of the
drop, balanced by internal high tensile stresses. This procedure gave a typical tad-
pole shaped droplet with a long thin tail. The very high residual stress was the hidden
reason of the celebrity of these drops, allowing to withstand a blow from a hammer on
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the bulbous end without breaking, and providing an explosively disintegration when a
slight damage was made on the tail end. This fatal break is due to the large amount
of potential energy stored in the drop’s amorphous atomic structure. When tail end
is damaged, all this energy is realesed and very high speed cracks spread through
all the material, reaching speeds also of the order of 1900 m/s (i.e. Mach 5.5 in air)
[33].
Chimical tempering is made only to alkali-containing glasses. In fact, it is based on
a diffusion mechanism, where larger invading ions from an alkali bath exchange rel-
atively smaller sites with the smaller alkali ions in the surface regions of the glass,
providing an external compression and an internal tension. It is carried out by merg-
ing the glass in a bath of molten alkali salt (generally a nitrate) at temperatures below
the transition range. The salt must have ions greater in size than the host alkali ions
in glass. Since the invading ions penetrate only 40 to 300µm into the host glass,
the magnitude of the balancing internal tension is generally small. With respect to
thermal tempering, ion-exchange is a slow process, which can require from 2 to 24
hours of immersion in the salt bath.
For improving the safety of glasses, especially in the case of structural applications,
another possibility is to apply polymeric or resin interlayers between multiple glass
layers, obtaining a “laminated glass”. In this way, the load is distributed between ev-
ery layer. In case of failure of one glass ply, the whole panel is able to carry the load,
redistributing it through all the other unbroken glass layers. The main function of this
safety glass is to absorb the energy caused by severe impact (as due to vandalism)
minimizing the damage or injury to the objects and people within an enclosed area.
Laminates are obtained by bonding sheets of tough polymers (as polyvinyl butyral
(PVB), ethyl vinyl acetate (EVA), thermoplastic polyurethane (TPU), or ionoplastic
polymer) to glass surfaces, according to different lamination processes where tem-
perature, pressure and time are the three foundamental vaiables which control the
final product. To obtain a good quality laminated glass, another important process is
the suppression of the bubble formation between glass and interlayer. This can be
obtained with various de-airing techniques.
Other than to absorb the energy of accidental impact, laminates provide high safety
levels, because the excellent adhesion between glass and polymer precludes the
risk of flying shards in case of fracture. For bulletproof glass, it’s possible to use
laminates, but at least a layer must be of dead-annealed glass, since its absence
of interior stress avoids the collapse after the impact of the first bullet. Also the
employment of just a single ply of dead-annealed glass with thickness of 20 to 25
mm is allowed in some applications.
With regard to fire resistance, the temperature at which glass begins to soften is
600◦C, but it can explode already at 350◦C for excessive thermal shock. Glass is
assumed totally flammable (A class) with very low heat of combustion.
1.3 Ceramics
Ceramics are generally defined as inorganic, synthetic, crystalline or partly crys-
talline, solid, nonmetallic materials, with a wide range of properties as high strength
and hardness, high compressive strength, high melting temperatures, chemical in-
ertness, low thermal and electrical conductivity, provided by the different modes of
production. A global characteristic of every ceramic is its brittleness and sensitivity
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to flaws [34].
The chemical composition and its microstructure are strongly connected with the
physical properties such as localized density variations, grain size distribution, type
of porosity and second-phase content, which are correlated to mechanical proper-
ties as strength, hardness, toughness and also dielectric constant, and the optical
properties. The ceramic microstructure is usually characterized by grains, secondary
phases, grain boundaries, pores, micro-cracks, structural defects and hardness mi-
croindentions. The porous aspect and the presence of microscopic flaws determine
a poor fracture toughness and consequently, brittleness. As for glasses, the stresses
applied tend to concentrate at the flaws tip, causing catastrophic failures due to im-
pacts and tensile load applied. Nowdays some processes are available to reduce or
remove the porosity of ceramics materials. These are essentially sintering processes
and the application of glass coatings.
Ceramic displays a good resistance against chemical erosion induced by acidic or
caustic environment. Moreover, it provides also a good resistance to very high tem-
perature (until 1600◦C).
The two main categories of ceramics are traditional and advanced. Traditional ce-
ramic objects are almost as old as the human race. Objects made of clay and ce-
ments, hardened by heating at high temperatures belong to this old group of ceram-
ics and are essentially dishes, crockery, flowerpots, and roof and wall tiles. Advanced
ceramics are obtained from pure raw materials, usually synthetic, including silicon
carbide (SiC), oxides, as aluminum oxide (Al2O3), nitrides, as silicon nitride (Si3N4),
and many other materials, including the mixed oxide ceramics that can act as super-
conductors [34]. Moreover, their techniques of production are very sofisticated, and
permitted new modern development in many fields as medicine and engineering.
Unlike glass, ceramic has a crystalline structure and this produces significative dif-
ferences with glass. In fact, ceramics tend to have high, well-defined melting points,
while glasses tend to soften over a range of temperatures before becoming liquids. In
addition, most ceramics are opaque to visible light, whereas glasses are transparent.
Main elements constituting ceramics are silica, aluminium, calcium and alkali metals.
The typical red colour of many ceramic products is given by the presence of iron
oxides, whereas the more expansive white ceramics are obtained by the rarer white
clays, due to the kaolin presence.
The ceramic composition is widespread. Some ceramics are given by only two ele-
ments. For example, alumina is aluminum oxide (Al2O3), zirconia is zirconium oxide
(ZrO2), and quartz is silicon dioxide (SiO2). Other ceramic materials, including many
minerals, have complex and even variable composition. For example, the ceramic
mineral feldspar, one of the components of granite, has the formula KAlSi3O8 [34].
The chemical bonds in ceramics can be covalent, ionic, or polar covalent, depending
on the chemical composition of the ceramic. For example, ceramics constituted by
metal and a nonmetal have bonding primarily ionic, e.g., magnesium oxide “mag-
nesia” (MgO), and barium titanate (BaTiO3). In case of ceramics composed of a
metalloid and a nonmetal, bonding is covalent, e.g., boron nitride (BN ), and silicon
carbide (SiC). Most ceramics have a highly crystalline structure, in which the three-
dimensional unit (unit cell discussed in 1.1), is repeated throughout the material. For
example, magnesium oxide crystallizes in the rock salt structure, so that Mg2+ ions
alternate with O2− ions along each perpendicular axis [34].
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As previously introduced, traditional ceramics derive essentially from clay oppor-
tunely hardened by heating at high temperatures. For this reason, the word “ce-
ramic” comes from the Greek “keramos”, whose original meaning was “burnt earth”.
The heating procedure (“firing”) of ceramic modeled objects is made through special
ovens called “kilns”. Clay consists of a large number of very tiny flat plates, stacked
together but separated by thin layers of water. The water allows the plates to cling
together, but also acts as a lubricant, allowing the plates to slide past one another.
Consequently, clay is easily molded into shapes. High temperatures drive out water
and allow the bond formation between plates, holding them in place and promoting
the formation of a hard solid. Binders are sometimes added to the clay to promote
strong bond formation, making the ceramic resistant to breakage.
Another important progress in the ceramic history is the development of white porce-
lain. With respect to the other ceramics, porcelain is less brittle and so tougher. Its
strength allows to produce also thin walls so that to be also translucent. It’s obtained
by the mixture of kaolin and china stone, heated until 1300◦C. Porcelain was devel-
oped in China around the VII century during the T’ang dynasty and was perfected
during the Ming dynasty, famous for its blue and white porcelain.
As concerns the advanced ceramics production, this usually begins from a finely
divided powder opportunely consolidated by means of an organic binder to permit
the shaping process. The body obtained is indicated as “green”. When the green
body is ready, temperature is opportunely controlled, before with heating and succe-
sively cooling to decompose or oxidize the binder. At this moment the temperature
increases again until to “synthesize” the body into a dense strong ceramic. At this
temperature the original powder fuses together and chemical bonds develop. Sin-
tering process can induce also high shrinking, therefore additional matching may be
required to create a precise shape.
Thanks to all these important properties, ceramics are foundamental for many ap-
plications. Moreover, the odiern technologies have permitted to investigate and un-
derstand the connection between the structure and the relative properties, so that to
improve the qualities of many different types of ceramics. Therefore, ceramics appli-
cation goes from refractories in furnaces to durable building materials, from common
electrical and thermal insulators in the manufacture of spark plugs, telephone poles,
electronic devices, to the nose cones of spacecraft.
However the brittle nature of the ceramics can become a serious drawback for sev-
eral employments. As observed before, ceramics can be subjected to some spe-
cific processes to prevent crack propagation. But, in addition to sintering and glass
coatings, another different solution is to create composite materials made from two
distinct ceramics, working as two separated ceramic phases. In this way, crack in
one layer can’t move into the other, providing a considerable crack resistance. On
this concept, the nose cones of spacecraft are based, composing diborides and/or
carbides of zirconium and hafnium mixed with silicon carbide. In the same manner,
break-resistant cookware is made of ceramic composite [34].
In the following, we expose some modern applications of ceramics.
Most ceramics are thermal and electrical insulators, but it’s possible also to have
good heat conductors as cubic boron nitride, or with a electrical conducibility of the
same order of metals as for rhenium oxide. For other ceramics, the conducibility is
connected to the temperature, so that increasing the temperature, the ceramic be-
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comes conductor. This category of ceramics is called semiconductor and an example
could be the silicon carbide. Other than semiconductors, it’s possible to create also
high temperature superconductors, that are ceramic materials consisting of complex
ionic oxides which become superconductor when cooled by liquid nitrogen. One ex-
ample is the material Y Ba2Cu3O7 − x, which crystallizes to form “sheets” of copper
and oxygen atoms that can carry electrical current in the planes of the sheets. Other
ceramics possess magnetic properties stronger than metals, associated with a lower
weight (and also a lower cost). In this category it’s possible to find barium ferrite and
nickel zinc ferrites, usually adopted in computers and microwave devices. Sensor
and buzzers are piezoelectric ceramics which “change” when subjected to a current
voltage. An example is the lead zirconium titanate used to provide “muscle action” in
robot limbs as response to electrical signals. It’s possible also to produce transpar-
ent ceramics to specific frequencies light. These ceramics are called electro-optic
ceramics and one example is the lead lanthanum zirconate titanate which can trans-
mit light when subjected to voltage current. Finally, a widespread use of ceramics is
certainly in the medicine field. Since many ceramics can be easily sterilized and are
chemically inert, they are used to fabricate artificial bones, to crown damaged teeth
and also to create ceramic microspheres for biosensors.
1.4 Glass ceramic
Around the middle of ’900, an accidental overheating of some particular glass ele-
ments led to the discovery of another material which shares many properties with
both glass and ceramic. This was glass ceramic, a material with tiny crystalline re-
gions within a noncrystalline matrix.
During his studies on particular glasses, S.D. Stookey accidentally overheated glass
until 900◦C instead to 600◦C. In this way small crystals developed in glass creat-
ing a white opaque ceramic with a very fine-grained crystalline structure. Nowdays
the glass ceramic production starts with the conventional technique to obtain glass,
followed by crystallization of a high density of nuclei, the droplet phase-separation
mechanism or by the addition of nucleating agents such as titania, zirconia, and
phosphorus pentoxide. Another possible process is via a powder processing method
where glass frits are sintered and then crystallized. After nucleation is carried out for
a predetermined time, the crystals grow under elevated temperature. By means of
these processes, the final result is a material with excellent physical properties. This
is due on the possibility to obtain a material with a very high uniform microstructure
with crystal size on the order of 10µm or less, and high reproducibility.
Unlike classical ceramics, glass ceramic is with zero porosity. Its crystalline phase is
at least 50% but it’s possible to reach also over 90% crystalline.
The opportunity to obtain products with so different crystalline phase, allows to pro-
duce objects in several fields, from cooking (as cook top) to military purpose (as mis-
siles and bulletproof jackets) to aerospace components (as protective tiles for Space
Shuttle). Their properties can range from transparent, zero-expansion materials with
excellent optical properties and thermal shock resistance to highly crystalline mate-
rials with very high strength and toughness.
The glass ceramic design is characterized by three key variables: the glass com-
position, the glass ceramic phase assemblage and the nature of the crystalline mi-
crostructure. The glass composition permits to control the workability of the material
21
and the rapidity of crystallization. The phase assemblage means the crystal types
and the proportion of crystals to glass. This is foundamental for chemical and phys-
ical properties of the final material. The crystalline microstructure encloses crystal
size, morphology and textural relationships among crystals and glass. This is essen-
tial to provide mechanical and optical properties (including transparency or opacity).
The polycristalline microstructure is able to provide a crack propagation resistance
and this confers higher mechanical strength than glass. From a mechanical point of
view, even glass ceramic, as glass and ceramic, exhibits a linear elastic behaviour up
to the failure. Because of the nature of the crystalline microstructure, both strength,
elasticity, toughness and also abrasion resistance are higher than in glass. For exam-
ple the Young’s modulus of glass ceramic can reach 140 GPa, approximately twice
the value of the glass. Fracture toughness is usually ranging from 1.5 to 5 MPa m1/2,
whereas in float glass is not more than 0.73 MPa m1/2 [35].
The commercially most important glassceramic is called LAS-System. It’s given by
a mix of lithium, silicon, and aluminum-oxides with additional components of glass-
phase forming agents as Na2O, K2O and CaO and refining agents. Nucleation
agents usually are zirconium-oxide in combination with titanium-oxide.
These glassceramics are especially famous for their thermomechanical properties.
LAS-System has a great strength and can sustain repeated changes of temperature
up to 800÷1000◦C. Working on the crystalline phase and the concentration of every
phases it’s possible to define a specific coefficient of thermal expansion, also nega-
tive, i.e., contraction when temperature increases. In particular it’s possible obtain a
material with a thermal expansion coefficient very close to zero. These glassceramic
with quasi-zero thermal expansion coefficient were developed for mirrors and mirror
mounts of astronomical telescopes, but nowdays their possibility are significantly in-
creased, finding a wide employment in domestic market as glassceramic cooktops,
cookware and bakeware, but also as reflectors for digital projectors.
The glass ceramic, envolved during the tests of this research, is a particular opaque
glass ceramic with a brilliant white colour and with a Young’s modulus of 105 GPa
and a fracture toughness of 2.25 MPa m1/2.
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2. MODELLING OF BRITTLE FRACTURE
The characterization of the fracture problem can be pursued at different length-
scales. Fracture is a multiscale problem, where every length scale, from atomistic
nanoscale, to macroscopic size, can define the fracture resistance of a solid structure
according to a different point of view.
Obviously, the first investigations on crack propagation in solid bodies, were at a
macroscopic level. But, with the first results of Inglis’ studies [2], it was realized that
the problem must be analysed much closer to the crack tip. However, the technolo-
gies were not so modern to permit a direct investigation of the phenomena at the tip
of a natural defect. Also in the Griffith’s work of 1920 [1], the condition of incipient
crack was deduced by a theoretical model, and not through a direct observation of
the problem.
Many theories around the middle of last century, started to consider a mesoscopic
scale of the phenomena of the crack problem. At this scale (10−7 ÷ 10−4 m) many
authors supposed the presence of micro defects as void and micro cracks or other
dissipative processes as cohesive action in region close to the tip, to explain the crack
equilibrium in a brittle elastic solid under loading. For example, in 1962 Barenblatt [3]
assumes the existence of cohesive forces in a very concentrated zone at the crack
tip (of the order of the intermolecular distance). By means of the presence of this
action, the crack equilibrium is possible and the particular crack tip profile (a cusp)
could be detected at a mesoscopic scale.
Therefore at this scale it’s effetively possible to model the crack propagation problem
assuming the presence of dissipative phenomena in a region of material close to the
tip.
In these years also another scale approch was beginning to develop. In fact, after the
construction of the first prototype of electron microscpe in 1931, by German physi-
cist Ernst Ruska and electrical engineer Max Knoll, in few years many progresses
permitted to investigate the fracture problem at a very small scale. The aim was to
describe the origin of dissipative phenomena and dislocation processes, by means of
the study of atomic interactions. Around 1970’s the further progress on trasmission
electron microscope (TEM) gave the opportunity to resolve details at the atomic level
and to study the modeling propagation processes according to an atomistic point of
view, considering the fracture as consequence of the fracture of atomic bonds [36].
This is the modelling at the nanoscale (10−10 ÷ 10−7 m), based on the interactions
between the atomic bonds.
Hence the same crack problem can be discussed according to different length scale
characterization. The Fig. 2.1 shows the main scales to investigate the crack evolu-
tion in a brittle material.
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(a)
(b)
(c)
Figure 2.1: Fracture analysis according to different length scale approaches of a
glass specimen. (a) macroscopic view of the crack in the specimen; (b) crack tip
detail by a mesoscopic investigation by means of microscope magnification; (c)
atomic structure of the crack tip.
From the macroscopic model (Fig. 2.1(a)), it’s possible to calculate macro parame-
ters governing the fracture, as the stress intensity factor and the energy relase rate,
knowing the analytical solutions depending on the geometry and loading conditions.
Going closer to the crack tip, the analysed region is focused on the process zone
(Fig. 2.1(b)). Dissipative phenomena are contemplated at this level (mesoscale) and
the crack tip opening profile provides relevant answers on the processes involved
in this zone to mitigate the stress concentration. The final step is the intermolec-
ular structure (nanoscale) where atomic bonds laws are considered to explain the
mesoscopic effects (Fig. 2.1(c)). At this scale, the continuum approximation of the
material can’t work so that the description of separation processes has to consider
the discrete nature of matter.
Moving between different length scale approaches, the same problem presents rel-
evant changes. In fact, according to the linear elastic fracture theory, the fracture
failure can be schematized in three different modes, based on macroscopic relative
displacement profiles. But, assuming smaller scale of fracture within the process
zone around the tip, the complex local deformation fields preclude the classical fail-
ure descriptions [37]. Therefore, every macroscopic mode of crack propagation can
really involve also all the modes at the microscopic scale of the process zone. This
means that the fracture mode distinction assumed in the classical fracture mechanics
is not more acceptable at smaller scales. Consequently, it’s questionable what scale
would be more correct to study the crack evolution in a brittle material. Really, all
these scales are connected and all may contribute to evaluate the total energy nec-
essary to create new crack surfaces. This has contributed nowdays, to the develop of
multi scale modelling of fracture process. From the atomic properties it’s possible to
predict macroscopic fracture properties, only if every scale can be connected with the
others. But atomic investigations are rather demanding yet, and direct investigations
concern just only the region very close to the tip. These are further reasons which led
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to assume multi-scale approach, to study crack process across several length and
energy scales, within one unified and seamless model. In this kind of model it should
be possible to directly correlate the nanoscopic mechanics of the fracture evolution
(as the sequence of bond ruptures) with the displacement and stress field equation
of the continuum based theories and understand how macroscopic stresses applied
can couple with the local atomistic forces to drive the crack tip forward [38].
2.1 Atomistic view of brittle fracture
According to a general analysis of the fracture in a solid body, the crack propaga-
tion can be considered as the consequence of the subsequent rupture of the bonds
that hold the atoms together. Obviously, in this case, the problem is studied at a
nanoscale, and, even for particular non-crystalline solid as glass, the structure of the
material can be assumed as a regular disposition of point masses (atoms) separeted
by the same equilibrium spacing. The atomic bonds can be supposed as linear and
in some cases non linear (cohesive bonds) springs, with a bond stiffness (k).
When the stress developed by the external load applied is higher than the attrac-
tive forces between the atoms, the atomic bonds begin to stretch, until their limit
is reached and a crack can evolve. This simple scheme is described by means of
the comparison between the potential atom energy plot with the graph of the force
applied, as a function of the atomic distance (Fig. 2.2).
25
equilibrium
spacing
(a)
Bond energy
atomic distance
p
o
te
n
ti
a
l 
e
n
e
rg
y
Attraction
Repulsion
a
p
p
lie
d
 f
o
rc
e
Compression
Tension
atomic distance
(b)
λb
k
Bond
energy
Cohesive Force
δ
k
δ
Figure 2.2: Schematic plot of (a) the potential energy between the atoms and (b) of
the force applied to separate two atoms, both as a function of the separation
distance between atoms.
The atomic bond energy is
Eb =
∫ ∞
δ
F dx, (2.1)
where δ represents the equilibrium spacing and F the applied force. A reason-
able trend of the atomic cohesive strength can be considered assuming the inter-
atomic force-displacement relationship as one half of the period of the sine wave
((Fig. 2.2(b)). Therefore the applied load necessary to trigger the fracture process,
has to be equal to
F = Fc sin
(
pi(x− δ)
λb
)
. (2.2)
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As shown in Fig. 2.2, the origin of the sine function of the interatomic force is after the
equilibrium spacing. Since the displacements are very small, it’s possible to reduce
the sine function obtaining
F = Fc
(
pi(x− δ)
λb
)
. (2.3)
In all these equations the quantity λb represents the characteristic dimension as
displayed in Fig. 2.2(b). The ratio between Fcpi and λb, is the spring constant (i.e.
the bond stifness), that coincides with the initial slope of the curve of Fig. 2.2(b)
k =
Fcpi
λb
. (2.4)
Multiplying both sides of the previous equation by the number of bonds per unit area
and dividing by the equilibrium distance δ, the k stifness can be converted to elastic
modulus E and Fc to the cohesive stress σth in the form
σth =
Eλb
piδ
. (2.5)
Assuming λb ≈ δ, the (2.5) becomes
σth ≈ E
pi
. (2.6)
Introducing the surface energy (γs), i.e. the work necessary to create a new unit
surface, given by a non-equilibrium configuration of the atom array, we found
2γs =
∫ δ+λb
δ
σ(x) dx ⇒ γs = 1
2
∫ λb
0
σth sin
(
pix
λb
)
dx = σth
λb
pi
. (2.7)
Expliciting λb by the (2.5) and substituting this expression in the last relationship
obtained for γs (2.7), it’s possible to write the cohesive strength as
σth =
√
Eγs
δ
. (2.8)
From this equation, since the equilibrium spacing δ is very small (of the order of
10−10m), substuiting the characteristic values of any brittle material, the theoretical
strength results of the order of E/pi. This result is obviously not corroborated by
the experimental evidence, and the reason is because, during the analysis, no flaw
inside the material has been considered. In fact, the fracture strength is 3 or 4 orders
of magnitude below the theoretical value obtainable by (2.8).
This conclusion brought to the introduction of the concept of stress concentration,
succesively studied by Inglis and then deepened by Griffith, where flaws give lower
the global strength by magnifying the strength locally.
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Even if this result, obtained by an atomic view of the crack problem, seems to provide
an uncorrect solution, nowdays many authors suppose that the atomic scale should
be the cornerstone to model the propagation processes at a fundamental level [20].
Moreover, throught the micromechanics of fracture, it’s possible to provide a realistic
description of the macroscopic fracture, linking the macro properties to the underly-
ing physical mechanisms of irreversible deformation and material separation [39].
According to the point of view of these authors, the global idea is that linear contin-
uum fracture mechanics can’t be used to describe correctly the crack tip phenomena.
In fact, for a truly Hookean solid, the proportionality between stress and strain has
no upper limit, implying an infinite strength. Thus, the mechanism of the material
separation at the crack tip must be essentially nonlinear [20].
Another issue is connected with the assumption of the material as a continuum.
Since the critical nonlinear phenomena exist in very small regions (< 1mm), it’s
necessary to describe the separation processes assuming the discrete nature of
matter [20].
From these considerations, fracture theories at the mechanistic level try to describe
nonlinear processes operating within a region close to the crack tip, indicated as
process zone. Two basic types of nonlinear processes can be summarized for the
equilibrium cracks problem [40]: an atomistic model where the crack extension is
given by the sequential rupture of cohesive bonds at the crack tip and the crack
tip configuration may be considered as “atomically sharp”; and a dissipative plastic
model (typical for plastic solid, but also relevant at smaller scale for some brittle
materials), in which the crack propagation happens through ductile tearing according
to different phenomena, within the crack tip zone.
In the first model, the sequential bond break implies that fracture is controlled by
surface properties, whereas in presence of plastic effects, the processes depend by
bulk properties. As previously indicated, this second model with plastic zones at the
crack tip, is not exclusive for metals and polymers, but could exist also in some brittle
materials such as glass and ceramics, even if at submicroscopic scales [9]. These
dissipative sources would be necessary to provide a higher fracture energy than the
theoretical predicted values of 2γs.
About the bond-rupture mechanism, the development of atomistic crack tip models
was quite slow, since at the beginning, techniques to manipulate complex nonlin-
ear problems were not so developed. Many authors [41, 36, 20] adopted lattice
approach in one and two dimensions, with linear force laws until the atomic bond
failure. Just only the final atomic bond at the tip was supposed nonlinear [20]. In
this scenario, it was possible to define analytical solutions of the problem. Even if
the models couldn’t provide the structural reality, ever since these early models im-
portant physical insights were developed about the nature of the crack stability over
atomic displacements. In particular, the basic idea was the existence of an energy
barrier to the breaking of every individual bond at the crack tip, so that the fracture
surface energy measured experimentally resulted greater (as function of the bond
nature) than the true reversible surface energy [36].
The direct evolution of these considerations was the atomically sharp crack, but in
the last few years, also another kind of approach has begun to spread. Geometric
self-similarities permitted to suppose the existence of topologically or equivalent fea-
tures at each dimensional scale, providing a straight connection between the atomic
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scale and the macroscopic continuum scale, through a fractal description. In this
framework the aim is to find scale-independent “true” material constants, by means
of fractal definitions. The fractal properties of cracks are modeled by introducing
spatial distribution functions that represent the geometrical aspects characterizing
fracture surfaces and allow an accurate integration of the energies along these rough
surfaces [37]. For applications to fracture mechanics, the fractal properties of self-
similarity, self-affinity, and multifractality can be effectively very interesting to describe
the texture of crack geometry at different scale dimensions. This fracture mechanics
approach is based upon physical fractals, which are distinguished from mathematical
fractals since they are defined on a minimum bounding length scale, removing the
infinite descent nature of the geometric components of the fractal curve.
Since the end of ’80s, some authors ([42] and succesively [43]) observed that the
geometry of crack paths, of the crack fronts and the surface texture, have strong
analogies with fractals. Consequently, fracture measurements should be character-
ized by a size dependance instead to posses a linear scaling behaviour, as typical
fractal nature [44].
Therefore, the atomistic view of the fracture mechanics can be addressed in different
ways to the description of the crack propagation in brittle solids. In the next sections,
only a brief description of the atomically sharp crack is provided, for giving a whole
scenario of the fracture theories at every scale of analysis.
2.1.1 Crack atomically sharp
The possibility to investigate the crack tip at a very small scale by means of atomic
force and trasmission electron microscope, permitted the development of atomistic
modeling of the crack tip in brittle materials. The main approach is based upon the
sharp crack concept, i.e. brittle cracks that evolve via the sequential breaking of
cohesive bonds at the crack tip. By means of the comparison between experimen-
tal results and theoretical suppositions, some authors [36] indicated the atomically
sharp crack model as the effective mechanism of fracture in strongly-bonded cova-
lent/ionic structures (ceramics) at room temperatures.
The spreading of these ideas was a sort of reaction against the intrinsic limitations
of linear elastic continuum models at subatomic level. According to the laws of the
Linear Elastic Fracture Mechanics, the crack tip contour should be parabolic. But
this result is demostrated to be meaningless in terms of molecular structure, just
considering a simple scheme of the tip profile of silica glass in an equilibrium crack
configuration [20]. In his work entitled “Physics of Fracture” of 1983, Lawn considered
a crack profile at atomic scale as shown in Fig. 2.3.
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Figure 2.3: Crack tip profile at atomistic scale in equilibrium configuration according
to the linear elastic fracture mechanics theory. The small circles on the solid line
represent the average molecular density.
Since the classical LEFM solution of the displacement field at the crack tip is
ui =
K
E
√
r
2pi
gi(θ, r), (2.9)
where θ and r are the polar coordinates and K the stress intnesity factor, assuming
the correspondents characteristic values of silica glass (E = 70GPa, ν = 0.2 and
Kc = 17.79N/mm
3/2) the tip radius (ρc) of the crack parabolic contour results
ρ =
4
pi
(
K
E
)2
→ ρc = 0.14nm. (2.10)
The sketch of Fig. 2.3 represents the average molecular density defined by the cir-
cles corresponding to the Si–O–Si linkage unit. This description doesn’t want to
reproduce the true atomic structure of the material, but just the possible displace-
ments in presence of a crack. The dashed curve is the initial configuration of the
crack profile. Before the atomic unit “B-B” all the bonds are broken, whereas, over
than this limit no strain happens yet. Since the Si–O–Si bond linkage distance is
0.32 nm, it’s clear that the crack tip radius calculated by LEFM approach can’t be
correct.
By this simple comparison, Lawn suggested to assume the brittle crack as a narrow
slit terminating at the tip with nonlinear connecting springs of atomic dimensions, i.e.
the “atomically sharp crack” model.
As described in the previous scheme of Fig. 2.3, it’s evident that the individual bond
rupture can’t be continuous, but a series of subsequents atomic “jumps”. Therefore
a better description of the phenomenon is provided by the lattice statics.
Lattice models are physical approaches directly opposed to continuum models be-
cause based on a mathematical lattice, that means a discrete subgroup of Rn which
spans the real vector space Rn. So a lattice scheme could be drawn as a regular
disposition of points as atoms of a crystal. According to this criterion, in referring to
the scheme of Fig. 2.4, the atoms (point masses) are linked by means of the atomic
bonds here reported as springs.
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Figure 2.4: One dimensional atomically sharp crack model. The nonlinear crack tip
bond BB is enclosed in a linear “lattice”.
These springs are of two distinct types: transversal springs are stretchable, whereas
the longitudinal ones are bendable. All springs elements are linear in their force/dis-
placement response, with elastic constants α and β respectively. Only the nth
stretchable bond at the crack tip is necessarily assumed nonlinear. In the Fig. 2.4,
all the bonds before the final unbroken bond BB are broken since they have been
stretched beyond their range of interaction, by the opening forces applied at the crack
mouth (P).
From the atomic bond behaviour summarized in the graphs of Fig. 2.2 of the previous
section, the specific functions relative to the scheme of Fig. 2.4 can be calculated as-
suming that the characteristic dimension λ is equal to 2uc (the atomic bond length at
the crack tip). Knowing the interatomic force function fb(uj) or the potential energy
function Ub(uj) (directly connected because the atomic force is obtainable by deriv-
ing the energy function) it’s possible to calculate the equilibrium between the external
loads and the atomic actions. The previous elastic stiffness of the spring (k) coin-
cides now with α and it is again the initial slope of the force function graph, whereas
the area encompassed by the force function is the energy necessary to break the
bond reversibly, i.e., the intrinsic cohesive energy UBB . The second elastic constant
β represents the stiffness to the angular distortion of the bonds. Therefore, the global
potential energy of the cracked system can be obtained by the linear combination of
every single spring contribution as following
U = −2Pu0 + β
∞∑
j=1
(uj+1 − 2uj + uj−1)2 + nUBB +
∫ 2un
0
fb d(2un) + 2α
∞∑
j=n+1
u2j .
(2.11)
The second part of (2.11) considers, in order from the first contribution, the potential
energy of the loading system, the strain energy of the transverse springs, and the
contributions of the atomic bonds, respectively behind, at and ahead the crack tip.
For any atom pair the equilibrium condition is given by
∂U
∂(2uj)
= 0 j = 0, 1, . . . ,∞, (2.12)
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where 2uj represents the total bond displacement of the atom pair j. These analyti-
cal solutions can be calculated for any linear bond, i.e., for all j 6= n.
From the combination of all these equilibrium-displacement solutions, it’s possible
to obtain an explicit function of the crack tip displacement un, and so the potential
energy at the crack tip
Un = −2P (1+n/ξ)un−(P 2/6β)n(2n2+3nξ+1)+nUBB+Ub(un)+(ξ−1)αu2n. (2.13)
Here ξ is a composite elastic coefficient, depending by the constants α and β as
follow
ξ = {[1 + (1 + 8β/α)1/2]/2}1/2. (2.14)
Since the crack tip bond has to be in equilibrium as any other atomic bonds, deriving
the total potential energy of the equation 2.13, one obtains a generalised net force in
the form
Fn = − ∂Un
∂(2un)
= P (1 + n/ξ)− fb(un)− (ξ − 1)αun. (2.15)
This function determines the opening or the closure of the bonds. In fact, when
Fn > 0 the atomic bond opens and, in the opposite situation, closes. In equation
2.15 every terms represents a different contribution of the crack evolution, which can
provide a source of driving or retarding force. The first contribution is the only one
positive, therefore it is the driving force that tends to propagate the fracture. The
rest of the right-hand side of (2.15) are negative and represent everyone a resisting
contribution. In particular, the second one is given by the stretched crack tip bond,
and the third one is the force generated by the constraint of the linear elastic lattice
around the crack tip. This last element of the atomic linear structure is particularly
relevant because provides an increasing of the force of the nonlinear bond.
Plotting the force function of (2.15) as function of the crack tip displacement, for three
different loads applied, it’s possible to find different cases of equilibrium configuration
(Fig. 2.5).
32
I I* II
P+
P
-
P 2u
bond
breaks
n
Fn
Figure 2.5: Net crack tip force (Fn) as function of the crack tip bond displacement,
according to the equation 2.15.
Considering the medium load case (P ), the corresponding curve presents a minimum
and a maximum and intersects the abscissa axis in three distinct points. Every root
is an equilibrium situation where Fn = 0. The first root I is a stable situation and
identifies the case when the atoms at j = n are hold together by cohesive forces
(the atomic bond is unbroken). The second stable solution is the point II and this
is due by the constraint of the rest of the structure. In this configuration the bond
is broken and the crack is advanced of a new step equal to one complete atomic
spacing. The last solution, here denoted with I∗, reflects an unstable configuration.
When the points I and I∗ collide because of an increased of the load (P+ curve),
the crack is in a critical condition of spontaneous crack advance. Instead, for lower
load (P− curve), the roots I∗ and II become coincident and this means that the crack
retreats.
A direct microscopic “evolution” of the sharp crack model considers the existence of
a highly stressed region around the crack tip where discrete “energy sinks” dissipate
the external work [20]. These dissipation processes can be of different nature as
microcraking or phase transformations, but shouldn’t change the shape of the crack
tip, keeping the sharp idealization. The role of this process zone is assumed to be a
“shielding” which shields the crack tip from the action of the external loads. From the
’80s, many authors introduced the concept of elastic enclave, that means a region
containing the crack tip and globally confined inside the process zone (Fig. 2.6).
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Figure 2.6: Enclave region completely shielded by the surrounding process zone, so
that two different K fields exist in the regions separeted.
The atomically sharp crack is envolved inside the enclave, where nonlinear and lin-
ear deformations are controlled by the previous equations and the crack extension is
ruled by the interatomic bond laws. The dissipative energy processes generated in-
side the process zone provide a different stress intensity factor between the shielded
enclave region and the surrounding linear elastic material (Fig. 2.7).
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Figure 2.7: Crack plane stress distribution over the crack tip. The shielding effect of
the process zone produces a changing of the stress intensity factor in a region close
to the crack tip (enclave) and the outer elastic region.
Therefore, whereas Ka is the quantity measured during the fracture test, K0 is the
enclave stress intensity factor which controls the crack extension.
The shielding effect and the energy dissipative sinks working inside the process zone
permit a toughening increment of the material, explaining the reason of an higher
fracture energy necessary to propagate the crack. To determine the actions induced
by the shielding, it is not sufficient the knowledge of the ratio K0/Ka. Some authors
defined relationships to try to calculate these values, assuming that the K ratio is
function of the moduli differences and of the shape of the process zone [19].
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2.2 Mesoscopic approach to brittle fracture
2.2.1 The Griffith approach
The cornerstone of Fracture Mechanics was the Griffith’s work of 1920 [1], where he
defined a relationship between the flaw size in glass rods and the stress failure, by
means of an energy approach.
Just 7 years before, Inglis proposed a first connection between the geometry and
the stresses in an elliptical hole in a brittle material [2]. But this solution presented
a mathematical limit, because, in case of a perfect sharp crack, in an elastic body,
the stresses approached infinity at the crack tip. This meant to accept that materials
could have near-zero strength, when in presence of any flaw.
Griffith was the first one to overcome this nonphysical paradox, studying the same
problem, but employing an energy balance criterion. His basic idea was that also
solids could have a surface energy, similar to liquids, and, consequently, the crack
propagation could occur only if a realeased energy (internal or external) was avail-
able to balance the energy required to create a new surface (i.e., the new crack
surfaces). Therefore, during a crack propagation, a produced elastic strain energy
provides the surface energy necessary to develop the crack.
According to the conservation energy law, the work performed per unit time by the
applied loads (W˙ ) must be equal to the sum of the rates of change of the internal
elastic energy (U˙e), the plastic energy (U˙p), the kinetic energy (K˙) of the body and
the energy per unit time spent for incresing the crack area (U˙s)
W˙ = U˙e + U˙p + K˙ + U˙s. (2.16)
Here the dot over every variable, refers to differentiation with respect to time.
If the crack grows slowly, the kinematic contribute can be assumed negligible and so
omitted from the energy balance equation.
To represent the dipendence by the crack size, it’s preferable to express all the ener-
gies with respect to the crack area (A)
∂
∂t
=
∂
∂A
∂A
∂t
= A˙
∂
∂A
. (2.17)
Here A˙ denotes the crack surface area growth rate per unit time. For the case re-
ported in Fig. 2.8, the cracked area (A) is equal to 2aB, where B is the thickness of
the plate. The total crak surface is twice the area of one crack surface, because the
global crack is costituited by two crack faces.
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Figure 2.8: Cracked system considered for the study of energy balance.
Since the difference between the internal elastic energy (Ue) and the work of the
applied loads (W ) is the potential energy (Π), considering the differentiation with
respect to the crack area, the (2.16) becomes
−∂Π
∂A
=
∂Up
∂A
+
∂Us
∂A
. (2.18)
Therefore, the reduction of total potential energy is given by the energy dissipated in
plastic work and the surface creation.
Assuming that for an ideally brittle material the energy dissipated by means of plastic
deformation is negligible and since the energy necessary for increasing the crack
area is independent of the crack size, it’s possible to rewrite to (2.18) as
−∂Π
∂A
=
∂Us
∂A
= 2γs, (2.19)
where γs is the surface energy required to create a new unit material surface area.
The factor 2 in the previous equation refers to the new material surfaces developed
during the crack growth. This last equation is the basic idea of Griffith approach, as
previously described.
The left hand side of (2.19) has got the dimension of a force and is indicated as
Energy Relase Rate (G) (also known as crack driving force), and represents the
force to extend the crack, per unit width of crack front
G = −∂Π
∂A
. (2.20)
According to the type of crack considered, the crack surface represents different
areas. When there’s only one crack tip, as in case of an edge cracked component,
A = a · B, whereas, for a centre cracked system (as the case reported in Fig. 2.8),
A = 2a · B. This is due by the difference between the meaning of crack area and
surface area. In fact, since a crack is given by two matching surfaces, the crack
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surface area is twice the projected crack area.
The total potential energy (Ut) of the system considered is given by the sum of the
work of the applied loads (W ), the elastic energy (Ue) and the energy absorbed to
create the new crack surfaces (Us)
Ut = (−W + Ue) + Us. (2.21)
Since in linear elasticity theory, a body under constant applied loads is subjected by
a work equal to twice the elastic energy (Ue), the total energy of a system can be just
written as the sum of the (positive) energy absorbed to create the new crack surfaces
(Us), plus the (negative) elastic energy released (Ue)
Ut = Us − Ue. (2.22)
Assuming the stress solution proposed by Inglis [2], Griffith calculated the strain
energy increase of an elliptic cavity in an infinite plane as
Ue =
σ2piB
E
a2, (2.23)
and the surface energy required as
Us = 4Bγsa, (2.24)
where γs is the surface energy on unit surface, E is the Young’s modulus and σ the
stress.
replacing the respective quantities defined in the equation 2.22, one obtains
Ut = 4Bγsa− σ
2piB
E
a2. (2.25)
Plotting this function on the crack length, it’s possible to identify a maximum at a
specific crack length, called critical crack length (ac). If the a is smaller than ac, the
crack can grow only increasing the load applied. Otherwise, after this point, the crack
growth becomes spontaneous independently by the load applied (Fig. 2.9).
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Figure 2.9: The total energy (Ut) obtained by elastic and surface energies, as
function of crack length (a), according to the Griffith energy approach.
This critical crack length (ac) represents an unstable condition and can be obtained
setting to zero the derivative of the total energy (Ut)
dUt
da
= 0 ⇒ ac = 2γsE
σ2pi
. (2.26)
By the relationship of the critical crack length, it’s immediate that the crack value
under which the crack remains stable, decreases with the square of the stress level.
Consequently, the critical stress (σc), that a cracked solid can sustain, is
σc =
√
2γsE
acpi
, (2.27)
in case of a constant load and in plane stress condition.
From these conditions and by the equation 2.22, the relationship G = ∂Π∂A can be
written as
G =
∂Ue
∂A
, (2.28)
and considering the equation 2.23 one obtains
G =
σ2pia
E
, (2.29)
and, from the equilibrium condition (2.26) it’s possible to rearrange the relationship
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as follow
G =
piσ2a
E
= 2γs = R. (2.30)
The right hand side of the equation 2.30 is called Crack Resistance (R) and this
is the surface energy increase necessary to obtain an infinitesimal crack extension.
Therefore, the physical meaning of the energy relase rate is the amount of energy
that would be released when crack advances a unit length. A crack growth is possible
only when G is at least equal to R, otherwise no crack propagation is possible. This
result is correct if the behaviour of the cracked body can be assumed linear. When
this is not true, the condition 2.28 is not more correct and other factors (i.e. the plasitc
contribute) have to be assumed, and the whole equation 2.20 considered.
Griffith reached this result working on glass rods (linear elastic and isotropic brittle
material), previously pre-cracked with an artificial flaw. He noted that the fracture
stress in glass fibers in tension increased as the fiber diameter decreased. He con-
clused that the uniaxial tensile strength could not be a specimen-independent ma-
terial property. He thought the reason was the presence of microscopic flaws inside
the material.
Griffith’s work wasn’t considered by other researchers until the early ’50s. The rea-
sons were that in the structural materials the level of energy needed to produce
fracture was orders of magnitude higher than the corresponding surface energy, and
in these materials there were (and there are) always some inelastic deformations at
the crack front that would comport the unrealistic infinite stresses at the tip in linear
elastic medium [45].
During World War II the new studies of Irwin [4] permitted to understand that in
ductile materials the realeased elastic energy wasn’t translated globally in energy
surface, but a good contribute was dissipated by plastic flow at the crack tip. In
ductile materials (and not only, but also in some brittle materials as confermed by
Orowan [5]) a plastic zone grows at the crack tip. During the loading, this plastic zone
increases its size, the crack evolves and the material behind the crack tip unloads.
This plastic cycle of load and unload produces the energy dissipation as heat. The
final fracture happens when the elastic energy available fills all the energies which
can be combined in a critical strain energy relase rate (Gc), that is equivalent to the
previous crack resistance (R).
Hence the Griffith equation provides the final stress associated with the crack growth
as
σc =
√
GcE
acpi
. (2.31)
This equation connects the material characteristics with Gc, the size flaw with ac and
the final stress with σc. Gc is a material property and is usually indicated as fracture
toughness.
In a general case, the crack growth can occur in many different ways and compli-
cated stress fields. As consequence, three basic modes of stressing are considered
(Fig. 2.10).
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Figure 2.10: Basic modes of crack propagation: (a) opening mode (Mode I), (b)
sliding mode (Mode II), (c) tearing mode (Mode III).
As shown in Fig. 2.10, the first mode (Mode I) is the opening case which appears
when the solid body is under the action of tensile stresses. This is the most typical
crack mode case. The second one (Mode II) and the third one (Mode III) are both
shearing cases, but in Mode II the crack faces slide relatively to each other due to
a shear action normal to the crack front, whereas in Mode III the shear action is
parallel to the crack front. The crack propagation can follow just one of these modes,
or resulting by a combination of singular modes.
2.2.2 The stress intensity factor approach
During the years of the middle of the past century, many catastrophic failure events
drew the attention of many researchers, who decided to take into consideration the
Griffith energy balance theory again. In particular, the Irwin’s studies brought him to
conclude that the purely elastic crack solution could always be assumed to analyse
the stress state in an elastic material, even when energy dissipation phenomena
were present in a minute portion at the crack tip. This result was foundamental
to reach the development of an universal method to calculate the rate of energy
necessary to fracture a solid, and to define a material parameter able to describe the
stress and displacement fields at the crack tip [46]. By the solutions of the problem of
a crack embedded in an elastic body, Irwin generalized the asymptotic expressions
for all crack problems, defining the stress and displacement fields and the distance
between the crack faces ( 12 COD) as
σij =
K√
2pir
fij(θ) + . . . , ui =
K
2µ
√
r
2pi
g(θ) + . . . , uy =
2K
E
√
a2 − x2
pia
, (2.32)
where r is the distance from the crack tip, and fij(θ) and g(θ) functions oppor-
tunely calculated according to the crack geometries and loading conditions, and
µ = E/2(1+ν) is the shear modulus. The K factor is the main innovation introduced
by Irwin. This coefficient of the singular term was called “stress intensity factor ” and
characterizes the amplitude of the crack tip singularity, describing the stress (or dis-
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placement) field close to the crack tip (r → 0) for a specific loading case, crack size
and geometry of the problem. Far from the crack tip, the K influence is reduced by
the distance from the tip, so that it becomes negligible with respect to the additional
terms (reported with . . . in (2.32)).
According to the crack modes (Fig. 2.10), the stresses and displacements can de-
pend from three stress intensity factors (KI , KII , KIII ) associated to the corrispon-
dent crack modes.
In general, every K factor is defined as
K = Y σ
√
pia, (2.33)
where Y is a geometric factor which takes into account the crack problem geometry
and the applied loads, and a is the crack length. The geometry factor is a function of
the ratio between the crack length and the width (h) of the plane
Y = f
(a
h
)
. (2.34)
If two distinct crack problems, with different crack lengths in different geometries and
different loading conditions, provide the same stress intensity factor, this means they
have a similar stress field at the crack tip. Therefore, it’s possible to identify a critical
stress intensity factor (Kc) which determines the specific stress to increase the crack
for a specific material and geometry. This value can be considered as an alternative
measure of the fracture toughness of that material.
Since the relationships (2.32) are linearly proportional to K, the superposition prin-
ciple is suitable also for determing the stress intensity factor of crack problems as
combination of subcases of load system.
So far two different criteria have been discussed to describe the crack growth at a
mesoscopic scale: in the section 2.2.1, the energy approach, and here the stress
intensity factor approach. Since these criteria describe the same crack propaga-
tion phenomenon in an elastic solid, there exists a relationship which associates
the energy relase rate with the stress intensity factor. The Fig. 2.11 shows a crack
propagation from the initial length a to a+ ∆a.
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Figure 2.11: Analysis of a crack propagation.
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The work required to close the ∆a portion of the crack by means of the compressive
stress field σyy is
W = 2
∫ ∆a
0
σyy(r)uy
2
dr. (2.35)
The factor 2 out from the integral is due by the two opposite crack surfaces, whereas
the factor 12 is given by the assumed proportionality between tractions and the corre-
sponding displacement. Since this work will be converted in released elastic energy
(2.28), the energy relase rate can be defined as
G = lim
∆a→0
W
∆a
= lim
∆a→0
2
∆a
∫ ∆a
0
σyy(r)uy
2
dr. (2.36)
Substituing appropriately the previous relationships (2.32), the solution of the inte-
gration provides
GI =
K2I
E∗
, (2.37)
where, withE∗ we want to distinguish the solution for the plane stress case (E∗ = E)
to the plane strain case (E∗ = E1−ν2 ). The equation (2.37) refers to mode I of crack
failure. The same solution can be defined for every loading mode. In case of a mixed
mode, the total energy relase rate is given by the sum of the singular mode terms
(GI , GII , GIII ), thanks to the superposition property of K.
2.2.3 The Barenblatt cohesive fracture model
In his work of 1962 [3], Barenblatt explains the reasons because the theory of elas-
ticity provides a paradoxical result in the attempt to determinate the equilibrium of an
elastic body in tension, when in presence of cracks.
As first consideration, Barenblatt observed as in a similar problem, not all the basic
assumptions of the classical linear theory of elasticity are satisfied. In fact, even
under small increase of load, the crack expansion is not so small to respect the
hypotesis of smallness of changes in the boundaries of the body. Therefore, in this
kind of problem, over than the stress and strain distribution, it’s necessary to calculate
the boundary of the region, in which the solution of the equilibrium equations is
created. As consequence, the problem is non-linear, and the main problem is just
the boundary of the region.
With this introduction, Barenblatt wants to underline the importance of the profile of
the crack, expecially at the crack ends. According to the Irwin’s solution (2.32), the
deformed crack tip profile appears rounded (Fig. 2.12(a)), but in this case, the energy
relased due to a small change of the crack contour, can’t be absolutely equal to zero.
According to the Barenblatt analysis, the only possibility to reach this configuration
of energy released equals to zero, is that the crack tip profile appears as a cusp
(Fig. 2.12(b)), under the influence of an external load.
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(a) (b)
Figure 2.12: Different crack tip profile deduced by (a) the Irwin’s solutions and (b)
the Barenblatt condition necessary to obtain the energy released equals to zero.
To explain the origin of this particular profile, Barenblatt observed as the paradoxical
result of infinite stress at the crack tip derived by the elastic theory, was due to the
lack of an important contribution about the forces upon the body. In fact, an adeguate
theory of cracks should consider also the molecular cohesive forces acting at the
neighborhood of the crack tip.
Obviously, the assumption of the existence of these forces complicates the analysis,
because both the distribution and their dependance by the distance between the
crack faces, are unknown. However, it’s well known that the intensity of these forces
is strictly dependent on the distance, and that their maximum value is reached at
a distance of about one and half of the intermolecular distance from the crack tip,
with values almost of the same order of magnitude of the Young’s modulus. After
this maximum, the distribution breaks down very rapidly. Therefore, if the surface
where the cohesive forces are applied, is small with respect to the rest of the crack,
the relationships of continuum mechanics can be used over the cohesive region.
Moreover, the crack profile where there is the maximum of the cohesive forces, is
independent by the acting loads since the cohesive action is much higher than the
external loads, and consequently it’s possible to neglect the change of stress at the
tip due to the load variation. Consequently, the local cohesive distribution is always
the same for a given material under given conditions. These two considerations were
collected by Barenblatt as two foundamental assumptions of his analysis.
Considering an infinite body subjected to a system of symmetrical loads, and sup-
posing to calculate the stress and displacement fields dividing the loading in two
separate contributions (Fig. 2.13), Barenblatt wants to describe the stress intensity
factor influence on the crack tip profiles and on singularity of the stress at the crack
tip.
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Figure 2.13: Partition of a crack problem of an infinite body in two distinct
simmetrical load cases. The second state of stresses q(x) represents the difference
between the stresses applied on the crack surface Q(x) and the stresses at the
place of the crack of the first state.
The first loading case corresponds to a continuous body (without crack) with load
applied inside the body. Here the normal displacements due to the stresses applied
are equal to zero by the symmetry of the problem. The second load case, instead,
describes a body with a symmetrical loads distribuited on a crack contour. Only
in this case, normal displacements to the crack contour can exist. Studying the
second case by means of the Muskhelishvili’s method, the normal tensile stresses
and the normal displacements close to the crack tip of an arbitrary surface of normal
discontinuity can be summarized as
σy =
K√
s1
+Q(0) +O(
√
s1), uy = ∓4(1− ν
2)K
√
s2
E
+O(s
3/2
2 ), (2.38)
where σy is the tensile stress in a point of the crack contour at the distance s1 away
from the crack profile, lying in the osculating plane to the contour of the discontinuity
surface through the point O and s2 identifies the distance between a point on the
crack contour to the crack tip (Fig. 2.13); K is the stress intensity factor and Q(0) is
the magnitude of the normal stress applied on the crack. The stress intensity factor
corresponds to
K = − 1
pi
∫ ∞
0
Q(c)√
c
dc, (2.39)
where Q(c) is the distribution of cohesive forces in the region 0 ≤ c ≤ b.
According to the sign of the stress intensity factor K, the crack tip profile and the
stress at the crack tip follow the behaviours reported in the three schemes of Fig. 2.14.
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Figure 2.14: Crack tip opening profiles and normal stress distributions as function of
the sign of the stress intensity factor, according to the relationships (2.38). (a)
K > 0; (b) K < 0; (c) K = 0.
When K > 0, the crack tip profile results rounded as for the case obtained by the
Irwin’s theory, as already observed in Fig. 2.12(a). This situation corresponds to
infinite stress at the crack tip, as described by the graph of Fig. 2.14(a).
When K < 0, an excessive compression is provided to the crack profile which tends
to overlap its faces in a completely unrealistic shape. The stress at the tip is infinite
again, but in the negative semi-axis because stress of compression (Fig. 2.14(b)).
When K = 0, the stress is finite at the tip and tends to the same value of the normal
stress applied at the tip. This stress distribution produces a particular crack opening
profile at the tip, where the crack faces close smoothly, creating the typical cusp
shape (Fig. 2.14(c)).
The same result can be easily obtained for every points of the crack contour, impos-
ing that the energy released in the formation of a new crack surface is equal to zero.
This is possible only setting K = 0 as observed previously.
Therefore, the essential condition to obtain finite stress at the crack tip is that the
“global” stress intensity factor is equal to zero. The reason why we speak about a
“global” stress intensity factor, is because assuming a body linear elastic up to the
fracture, the elastic field in presence of cracks can be assumed as the sum of two
subfields, as in the previous model. A field excludes the cohesive forces, whereas
the second one takes into account just only their action. As consequence, the stress
intensity factor, considered in the previous equations (2.38), is given by the sum of
the stress intensity factors of the respectively subcases
K = Kw +Km, (2.40)
where Kw corresponds to the case without the cohesive forces, whereas Km corre-
sponds to the case with the same crack configuration under the action of cohesive
forces only.
By means of the two assumptions about the cohesive forces distribution and their
independence by the applied loads, Barenblatt was able to obtain the previous re-
sults and to describe the solution of the finite stress at the crack tip. In particular,
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the second hypotesis is foundamental to define this finite stress at the tip, but also
the conservation of the crack tip profile during the crack propagation. Since the co-
hesive forces don’t depend by the load variation and the points at the crack contour
subjected to the maximum values of the cohesive forces are influenced only by this
action, the crack tip profile evolves as in a translation motion, keeping the same
normal section of the crack (Fig. 2.15).
IIIII
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Figure 2.15: Evolution of Barenblatt crack profile. For I and II curves, cohesive
forces are smaller than maximun intensity; in curve III the maximum limit has been
reched; in curve IV the stresses induced by external applied loads overcome the
maximum cohesive limit.
The final aspect of the Barenblatt analysis is to demostrate why the singular stress
intensity factors of the elastic problem, described previously (Kw and Km), have to
be opposite, in a finite elastic body.
From the first hypothesis, since the cohesive region is small compared with the whole
crack and to the radius of curvature of the crack contour, the Km factor can be
obtained assuming the configuration of an infinite body with a semi-infinite crack with
symmetrical normal stresses applied to the crack surface. From (2.39), one obtains
K = − 1
pi
∫ ∞
0
Q(c)√
c
dc = − 1
pi
∫ b
0
Q(c)√
c
dc, (2.41)
in the region 0 ≤ c ≤ b, where cohesive forces are applied.
Since for the second hypotesis, the distribution of cohesive forces is independent by
the acting loads where the cohesion is maximal, the integral (2.41) represents a con-
stant, characterizing that material considered, under assumed external conditions.
Barenblatt called this constant Modulus of Cohesion (Mc), being the resistance of
the material to the crack propagation, due to the cohesive action
Mc =
∫ b
0
G(c)√
c
dc. (2.42)
Where the cohesive force is maximal, the second hypotesis allows to write
Km = − 1
pi
Mc. (2.43)
46
And since the “global” stress intensity factor has to be equal to zero
Kw =
1
pi
Mc. (2.44)
Where cohesive forces are lower than their maximum value, the second hypotesis
wouldn’t be applicable. According to the distribution of these cohesive forces, the
contour points at the very crack tip are in this particular situation and consequently,
from 2.41 and 2.43 one obtains
−Km < Mc
pi
. (2.45)
Since Kw = −Km
Kw <
Mc
pi
. (2.46)
This means, when the external loads increase, choesive forces grow in their region,
balancing out the increasing load and providing the finiteness of the stress at the
crack tip and its cusp profile. However, the crack propagation happens only when
the cohesive forces reach their maximum intensity. Only now the second hypotesis
becomes suitable and the condition (2.44) is satisfied.
Therefore, cohesive forces (Fm) are the main determining factor of the crack opening
profile and of the finiteness stress (σy) at the tip, depending only by the cohesive
parameter Mc. Where their action is finished, over their application distance (b),
the crack opening profile returns to be larger as that one produced by linear elastic
theory (Fig. 2.16).
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Figure 2.16: Crack Opening Displacement according to the Barenblatt model.
Cohesive forces Fm smooth profile for a distance b, producing finite stress σy at the
tip.
2.2.4 Nucleation of micro defects.
The Gurson-Tvergaard-Needleman model
As observed in many metals and alloys, the fracture failure is the consequence of a
degradation process that includes void nucleation, growth and coalescence. These
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micro-defects produce a softening in a bulk of material around the crack tip, so that
in this case the process zone is a volume of material.
The global fracture is due to a damage evolution. Micro-defects coalesce and new
micro-voids grow, leading to macro-discontinuities until to a final failure. The first
model on this damage criterion of fracture was developed by Gurson in 1977 [12]. In
his work he studied the behaviour of rigid elasto-plastic solid with a spherical cavity,
defining a plastic flow rule.
Considering the influence of nucleation and growth of new voids, Gurson developed
a yield condition for a porous ductile material, in the following form
Φ(T, σy, f) = 0, (2.47)
whereT is the average macroscopic Cauchy stress tensor, σy is an equivalent tensile
flow stress representing the actual microscopic stress-state in the matrix material,
and f is an internal state variable which quantifies the damage, representing the
cavities influence. This latter is a sort of porosity of the material and is called void
volume fraction. It is given by the ratio of the total current voids volume on the volume
of the global body.
Assuming u to indicate the displacement field of the body and E := 12 (∇u + ∇uT )
the corresponding infinitesimal strain tensor, so that, Ee is its elastic part and Ep
its plastic part (i.e., E = Ee + Ep) and considering the Cauchy stress tensor (T) in
its hydrostatic component (TH := 13 (T · I) I) and its deviatoric component (TD :=
T−TH ), it’s possible to define the yield condition in the following way
Φ =
(
q
σy
)2
+ 2q1f cosh
(
−3
2
q2p
σy
)
− (1 + q3f2) = 0, (2.48)
where q := ( 32TD · TD)
1
2 is von Mises stress, and p := − 13T · I the hydrostatic
pressure. This is associated with the flow rule
E˙p = λ˙
∂Φ
∂T
= λ˙
(
−1
3
∂Φ
∂p
I+
3
2q
∂Φ
∂q
TD
)
. (2.49)
These last two relations are not original Gurson laws. In fact, during the years,
the first model defined by Gurson was subjected to many improvements by different
authors, in particular by Tvergaard and Needleman, so that the actual model is in-
dicated nowdays as GTN model. The first intervention was made by Tvergaard [47]
who introduced the constant values q1, q2 and q3. These are material parameters
which permitted to obtain a better comparison with numerical studies of materials
with spherical and cylindrical voids periodically distribuited. Usually these values are
assumed: q1 = 1, 5; q2 = 1; q3 = q21 . In this way, the yield condition is dependent only
from q1.
In 1984, Tvergaard and Needleman [48] introduced a new variation on the void vol-
ume fraction. According to some experimental results, the complete loss of material
stress-carrying capacity at ductile fracture, due to the coalescence of voids, was not
well predicted by the f function of Gurson’s equations. They noted that coalescence
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of two neighbouring voids occured approximately when their length had grown to the
order of magnitude of their distance. Based on these results, they provided a critical
void volume fraction (fc). So, the yield condition was the same, but the f function
changed when f > fc. They defined the new void volume fraction as
f∗ =
 f, if f ≤ fc
fc +K(f − fc), if f ≥ fc
(2.50)
The constant K presents in f∗ definition is given by the value of the ultimate void
volume fraction (f∗u), i.e., the f∗ at which the stress carrying capacity vanishes, and
the f value at the final fracture (fF ). By imposing f∗(fF ) = f∗u it is possible to obtain:
K =
f∗u − fc
fF − fc . (2.51)
If we impose q1 = 1 and f∗ = f the yield condition returns to be that one obtained
by Gurson (2.48). The ultimate value f∗u can be obtained calculating the f∗ value
that resets to zero the yield condition. From (2.48) one obtains f∗u = 1/q1. Plotting
on a p− q plane normalized to the yielding stress, the yield condition (2.48), one can
obtain different yield surface depending by the ratio f∗/f∗u .
p
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Figure 2.17: Yield surface for different values of the f∗ function, in p− q plane.
This plot shows how material loses any load-bearing capacity when f∗/f∗u → 1.
Assuming f∗ = 0 the micro-crack porosity effects are deleted and the yield condition
depends only from deviatoric stress, reducing the model to that one of von Mises.
The damage evolution during an increment of deformation is given by the contribute
of the nucleation of new voids (f˙nu) and the growth of the existing voids (f˙gr)
f˙ = f˙nu + f˙gr. (2.52)
Here the ( ˙ ) represents a small increment. The void growth rate is assumed to be
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proportional to the increment of the plastic part of the infinitesimal strain tensor (E˙p),
according to the mass balance
f˙gr = (1− f) I · E˙p. (2.53)
The contribute due to the nucleation of the new voids (f˙nu) was defined by Gurson
from analysis of some experimental investigations as
f˙nu = D · σ˙y, (2.54)
where σ˙y is the incremental yielding stress, connected to the effective plastic strain
(ε¯pm), through a uniaxial stress natural strain law
˙¯εpm =
(
1
Et
− 1
E
)
· σ˙y, (2.55)
where E is Young’s modulus and Et the current tangent modulus.
The evolution of the memory variable ε¯pm is controlled by the equivalence of plastic
work expression
(1− f)σy ˙¯εpm = T · E˙p. (2.56)
By means these two relations, it’s possible to obtain the expression of σ˙y in the form
σ˙y =
E · Et
E − Et
T · E˙p
(1− f)σy . (2.57)
The D parameter of (2.54) was provided by an empirical approach so that the nu-
cleation followed a normal distribution. As defined in [49], this value can be nonzero
only when ε¯pm exceeds its current maximum in the increment considered; otherwise
this, and consequently f˙nu, results equal to zero. Therefore, the nucleation of new
voids is controlled by the plastic strain ε¯pm, according to the following relation
f˙nu =

fN
SN
√
2pi
exp
[
− 12
(
ε¯pm−εN
SN
)2]
˙¯εpm, if T · I > 0
0, if T · I ≤ 0
(2.58)
where εN is the mean value, fN the corresponding volume fraction and SN the stan-
dard deviation. According to this law, nucleation can occur under tension only.
This model was born to study the fracture damage failure behaviour in metals and
it is usually called as “Porous Metal Plasticity”. But this approach is not exclusive
for metals and alloys only, infact, some “Atomic Force Microscope” (AFM) analysis
recently permitted to observe a similar plastic behaviour at the far end of a crack tip
in glass during crack propagation [13].
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The opportunity to distinguish the inelastic deformation part associated with nucle-
ation and progression microvoids, to the deviatoric component, makes this method
especially helpful in studying of crack behaviour in glass.
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3. THE EXPERIMENTAL PROCEDURE
In this chapter the experimental procedure used to measure the crack opening dis-
placement in specimens of glass and glass ceramic, previously naturally pre-cracked,
is presented. Every specimen has been prepared by means of a sandwich beam
technique, to produce a natural pre-crack at midspan. Glass specimens were subse-
quently coated with two different paintings. Finally, every specimen has been tested
under strain-driven three-point bending to control the crack propagation. During the
tests, the technique referred to as ESPI has been adopted to measure the COD pro-
file. This is an interferometric technique, which has permitted to obtain a very high
precision of the COD profile. Depending upon the characteristic of material investi-
gated, different lenses have been used. For glass ceramic, it has been decided to
use a macro lens to reach a higher precision than for the case of glass and to mea-
sure smaller distances. In fact, glass ceramic is tougher than glass so that the crack
propagation was slower and more controllable.
3.1 Specimens preparation and test setup
For both glass and glass ceramic, the tests have been performed using prismatic
specimens approximately 200×39×5,9 mm, initially pre-cracked in their middle
width by means of a diamond saw. This pre-crack was, more or less, always 10
mm deep, and it was possible to realize because every specimen had been previ-
ously provided of a notch (hn) on the bottom edge, about 2-3 mm width and 10 mm
deep (Fig. 3.1).
l
td
h
(a)
hw
hn
(c)
L
(b)
Figure 3.1: (a) Geometry of the specimens with indication of the characteristic
shape parameters; (b) three point bending setup of a glass specimen with green
paint coating; (c) three point bending setup of a glass ceramic specimen.
To obtain the natural pre-crack, a “sandwich-beam” technique was used, as pro-
posed by Sglavo [50]. With this method the specimen beam is encompassed by two
external metallic beams (here aluminium) and loaded in 3P-bending (Fig. 3.2).
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Specimen Coating L l h t hn hw(mm) (mm) (mm) (mm) (mm) (mm)
A spray 200.0 160.0 39.2 5.9 10.0 12.0
B spray 200.0 160.0 39.0 5.9 10.0 6.0
C marker 200.0 160.0 39.2 5.9 10.0 5.0
D marker 200.0 160.0 39.4 5.9 9.4 4.0
Table 3.1: Geometric parameters of the glass specimens.
Test Specimen L l h t hn hw(mm) (mm) (mm) (mm) (mm) (mm)
DD #5 200.0 160.0 38.9 5.9 10.2 10.7
EE #5 200.0 160.0 38.9 5.9 10.2 10.7
OP #7 200.0 160.0 39.4 6.3 10.1 13.5
Table 3.2: Geometric parameters of the glass ceramic specimens.
(a) (b)
Figure 3.2: Natural pre-cracking of the specimens with the sandwich beam
apparatus, in (a) Glass and (b) Glass ceramic.
The aim of the metallic beams interposed between the specimen and the contact
points of the 3PB, is to refrain the specimen so that the crack growth can be stabi-
lized. Comparing with the original procedure of Sglavo [50], both glass and glass
ceramic specimens were separated from the aluminium beams with a 1,5 mm-thick
ionoplast-polymeric spacers. These spacers were softened through heating, so that
it was possible to avoid stress concentration in specimen and reducing the shear
stress at the interface.
After this initial preparation, glass ceramic specimens were already ready for ESPI
procedure, whereas glass specimens required another operation. In fact, because
its transparency, it was necessary to treat the specimen surface to render it optically
opaque. To do this, the first specimens were sprayed with a white acrylic paint,
producing an uniform coating. Even if this coating was not thicker than few µm,
because it was elastic, when underlying glass cracked, it could remain intact, i.e.,
not completely fractured as the rest of underlying glass. Consequently a bridging
effect would been possible. To investigate this effect, some specimens were coloured
53
Specimen Material Coating Peak Load lens
A glass spray 26 N normal lens
B glass spray 20 N normal lens
C glass marker 48 N normal lens
D glass marker 53 N normal lens
#5 DD glass ceramic no coating 94 N macro lens
#5 EE glass ceramic no coating 53 N macro lens
#7 OP glass ceramic no coating 108 N macro lens
Table 3.3: General view of the all tests performed.
with a green felt-tip permanent-marker pen. With this coating the specimen surface
remained moderateley transparent, reducing the image quality by a spoiling noise
due to the refraction of the laser, but it permitted to delete any bridging contribute
of the coating. As reported in the following experimental results, it was possible to
consider the bridging effect of the first coating absolutely negligible, for the order of
accuracy of the results.
Here the results of 7 tests are reported: 4 for glass and 3 for glass ceramic. All the
dimensions of the specimens tested, further to the preliminary procedures, are col-
lected in Table 3.1 and Table 3.2 for glass and glass ceramic specimens respectively.
As indicated in the sketch of Fig. 3.1(a), hn denotes the height of the artificial notch,
while hw refers to the depth of the natural crack induced with the sandwich-beam
technique. The four glass specimens have been indicated with labels A, B, C and D.
The three glass ceramic specimens with labels DD, EE and OP.
Finally, all the specimens were tested under three-point bending with MTS univer-
sal tensometer disposed with the rest of the ESPI setup on the air-floating table
((Fig. 3.3(a)). Fig. 3.1(b) and (c) show the loading setup of each kind of material
specimens.
Each test was strain-driven to control the crack propagation, with a fixed speed of
the actuator at 0.01 mm/min for glass tests and at 0.02 mm/min for glass ceramic.
To detect the fringes and to examine the global load history of each specimen during
the whole test, a 512×512 pixel CCD camera recorded the images of a rectangular
region around the crack tip. In glass tests a normal lens (Fig. 3.3(b)) has been used,
observing a region 54×37 mm, whereas for glass ceramic, a macro lens (Fig. 3.9(b))
allowed to detect an area of 10×6.7 mm. So the same pixels correspond to two
different specimen portions, respectively 100×70 µm in glass and approximately
20×13 µm in glass ceramic.
During the tests, at quite regular intervals of the load history, the displacement ramp
was paused to permit that the crack could reach an equilibrium configuration just
below the critical regime. In these moments the acquisition function was activated so
that the four ESPI images requested to the phase shifting algorithm, were acquired.
In the following table 3.3 have been summarized all the tests performed.
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3.2 The Electronic Speckle Pattern Interferometry
The ESPI technique is an optoelectronic system for non-contact testing, which al-
lows to measure the full-field surface displacement of an “optically rough” object.
This characteristic of rough surface is necessary to reproduce a random interference
pattern, called speckle pattern. Speckle is a particular effect of random bright and
dark spots appearing on a scattering surface illuminated by laser light, due to the
mutual interference of laser wavefronts.
This technique consists in comparing digital images obtained by lighting up the spec-
imen with two distinct laser beams. The light beams reflected by the specimen sur-
face interfere producing a light field with a random amplitude, phase and intensity,
and therefore a speckle pattern [51]. These digital images are digitalized and a nu-
merical algorithm allows to pass from the data associated with the speckles to the
displacement field of the specimen surface. A description of the theoretical founda-
tions of the ESPI can be found in [21].
The experimental setup used is represented in Fig. 3.3(a). A mechanical 10-kN
tensometer, with a mechanical actuator permitting the movements of the mobile
crosshead, and the ESPI measuring apparatus are mounted on an air-floating ta-
ble to minimize accidental movements produced by environmental vibrations. The
optical scheme of the ESPI unit is represented in Fig. 3.3(b). The light source is a
35-mW Nd:YAG laser, emitting a green beam with wavelength λ = 532 nm. This is
divided by a beam-splitter into two beams which lay on a horizontal plane and are
directed by mirrors to reach the surface of the specimen with equal incident angles θ
= 22◦ with respect to the normal to the specimen surface. The two laser beams pass
through microscope objectives (called “lens” in Fig. 3.3(b)) with 40× magnification,
and thus propagate in spherical waves which illuminate a 16×4 cm portion of the
specimen surface with intensity of the order of ∼ 20µW/cm2.
(a) (b)
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beam
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mirror
lens
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Figure 3.3: Experimental setup: (a) mechanical tensometer and optical device
mounted on the air-floating table; (b) optical scheme of the ESPI apparatus.
The image of the specimen produced by the reflected laser waves is detected by
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the CCD (Charge-Coupled Device) sensor of a camera and then transferred to a
PC through a frame grabber card. The digital camera used can provide images
with a resolution of 512×512 pixels with 256 gray levels, from black (dark) to white
(saturation), which corresponds to a 512×512 matrix of integer numbers varying
between 0 and 255 (the light-intensity level), that will be referred to as the speckle
matrix.
Let S ∈ R2 represent the reference configuration of the illuminated portion of the
specimen. It can be shown [21] that the light intensity I(x) at the point x ∈ S,
proportional to the square of the amplitude of the corresponding electromagnetic
wave, depends upon the intensities I ′(x) and I ′′(x) of the two interfering light beams
through a relation of the type
I(x) = I ′(x) + I ′′(x) + 2
√
I ′(x)I ′′(x) cos[φ(x)], (3.1)
where φ(x) represents the phase difference between the two beams. The image
obtained from the camera is a random intensity pattern produced by the mutual in-
terference of the wavefronts, which will be referred to as the “speckle” image. This
stochastic pattern produces a deep characterization of the lighted area because it
depends upon the roughness of the surface off which the laser beams have been
scattered. In other words, the speckle image represents a good reference image
that keeps track of the microscopic asperities of the specimen and, consequently,
allows to “recognize” the exact location of each portion of the surface. Of course, the
best speckle images are produced by optically rough surfaces and, therefore, spec-
imen preparation is crucial. The definition of the recorded speckles depends upon
the size of the CCD pixel, on the focal length of the camera, and on the distance of
the objective from the specimen surface.
Now, if the specimen is displaced/deformed, obviously I ′(x) and I ′′(x) do not change,
but the location of the surface asperities changes and this produces a variation of the
phase from φ(x) to φ(x)+∆φ(x) and, consequently a new speckle image is produced
characterized by the light intensity mapping
Iafter(x) = I ′(x) + I ′′(x) + 2
√
I ′(x)I ′′(x) cos[φ(x) + ∆φ(x)], (3.2)
where ∆φ(x) is the phase change due to the displacement/deformation of x ∈ S.
Remarkably, the quantity ∆φ(x) is associated with a particular component of dis-
placement of the particle x, i.e., the component corresponding to the direction re-
sulting from the intersection of the lighted surface of the specimen with the plane
containing the two laser beams (the horizontal direction in the present case). In fact,
when the object is displaced in this direction, the phase of one beam increases, while
that of the other decreases, so that the relative phase of the two beams changes. The
optical path difference (OPD) at x is correlated with the aforementioned component
of the relative displacement, say u(x), and with the laser wavelength λ according to
an expression of the form [21]
λ∆φ(x)
2pi
=: OPD(x) = 2u(x) sin θ ⇒ u(x) = λ∆φ(x)
4pi sin θ
, (3.3)
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where the angle θ has been defined in Fig. 3.3(b). The main difficulty consists in
calculating ∆φ(x) from the measurements of I(x).
3.3 Phase Shifting and image processing
There are many techniques to derive the phase shift ∆φ(x). The simplest tech-
nique consists in recording two images of the specimen, the first one taken before
and the second one after the displacement/deformation. When the object has been
displaced/deformed, a new interference image can be obtained by subtracting the
corresponding speckle matrixes. From (3.1) and (3.2) one obtains that the light in-
tensity difference at x ∈ S is given by
Iafter(x)− Ibefore(x) = 2
√
I ′(x)I ′′(x) (cos[φ(x) + ∆φ(x)]− cos[φ(x)]) . (3.4)
The visual image associated with such an intensity difference is a speckle pattern
with black “fringes” representing contours at constant ∆φ = 2npi, where n is an inte-
ger number. This procedure can be repeated by comparing images of the specimen
at different loading steps, obtaining the incremental displacement component at each
step. In the adopted setup, the fringe images are shown on a secondary monitor in
order to follow in real time the evolution of the displacement field (Fig. 3.3(b)). Thus,
∀(x1,x2) ∈ S × S, the value of ∆φ(x1)−∆φ(x2) may be calculated, like in classical
Moire´ interferometry, by counting the number fringes between points x1 and x2 , but
this method is not accurate and it is in any case limited by the wavelength λ of the
laser source.
The resolution of the method can be strongly improved by using a technique usually
referred to as the “four-image phase-shifting”, first proposed in [52]. This method
uses four distinct images of the specimen at each configuration, each one obtained
by producing a phase shift of pi/2 in one of the interfering laser beams, maintaining
fixed the second one. The pi/2 phase shift is obtained by using a nanometric trans-
lation of a mirror reflecting one of the beams powered by a piezoelectric actuator,
referred to as PZT in the layout of Fig. 3.3(b).
Denoting with I1(x), I2(x), I3(x) and I4(x) the intensities of light at point x corre-
sponding to each of the aforementioned four images, applying four times the formula
(3.1) one obtains
Ii(x) = I
′(x) + I ′′(x) + 2
√
I ′(x)I ′′(x) cos[φ(x) + (i− 1)pi/2], i = 1...4. (3.5)
Consequently, with simple calculations, one finds
φ[2pi](x) := arctan2 (I4(x)− I2(x), I3(x)− I1(x)) , φ[2pi](x) ≡ φ(x) modulo 2pi.
(3.6)
In fact, due to the periodicity of the cosine function, the quantity φ(·) appearing in
(3.5) can only be obtained modulo 2pi, hence the introduction of the new function
φ[2pi](·). Recall that the function arctan2(·, ·) is a variation of the arctan(·) function
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that produces results in the range (−pi, pi] and is defined as
arctan2 (x, y) :=
 sgn(x) · arctan(|x/y|) if y > 0sgn(x) · pi/2 if y = 0
sgn(x) · (pi − arctan(|x/y|)) if y < 0
(3.7)
with sgn(x) = {+1, 0,−1} if x{>,=, <}0. The mapping φ[2pi](·) : S → (−pi, pi], which
can be discontinuous modulo 2pi, is the “phase map”. It should be observed that the
phase map is calculated from the measured quantities I1(x), I2(x), I3(x) and I4(x)
only.
The displacement component u(x) associated with the specimen displacement/de-
formation at x ∈ S is found through an expression similar to that of (3.3), but one has
to calculate first the function φ(·) : S → (−pi, pi] since the expression (3.6) can only
provide a modulo−2pi estimation.
To analyze the images recorded during the tests and convert them in horizontal dis-
placements, a particular matlab routine has been written for this purpose. This rou-
tine uploads the images and converts them in matrix numbers. For every load steps
an incremental phase map is calculated with the expression 3.6 (Fig. 3.4(a)). The
process code creates every new phase map by the difference between the actual
image and the referential phase map at zero load, according to (3.8)
∆φ[2pi](x) :=
[
φ[2pi](x)
after − φ[2pi](x)before
]
. (3.8)
Once that the incremental phase map is defined, a particular algorithm transforms
this surface with constant discontinuity jumps of 2pi into a continuous surface (Fig. 3.4
(b)). This procedure is called in signal processing “phase unwrapping”. There exist
different algorithms [53] which develop this process. In our routine we used Flynn
algorithm. To improve the efficiency of the unwrapping algorithm, several specific
filters have been used, as described in [54]. Comparing with the original filters of
[54], in these analysis more attempts and some improvements have been performed
to provide a better unwrapping.
After that the unwrapped phase map has been defined, the displacement field u(x)
can be obtained by means of the expression (3.3).
During the fringe visualization, it is already possible to recognize the evolution of a
crack for subsequent loading steps (Fig. 3.4(a)). As previously discussed introducing
the phase shifting technique, the number of fringes provides the horizontal compo-
nent of the displacement in every point of the images recorded. In fact, the adopted
ESPI setup (Fig. 3.3) with the two laser beams belonging to the horizontal plane,
is studied just to measure the horizontal displacements and therefore the horizontal
component of the COD, which, under the hypotesis of mode-I opening and perfect
horizontal disposition of the specimen, coincides exactly with COD itself.
Since this displacement is proportional to ∆φ(x) as per (3.3) for any point x ∈ S,
and this jump can be identified by the number of the fringes which aren’t crossing
the crack, it’s possible to get to the crack widening for each steps. With the adopted
ESPI system, the maximum resolution has been of 0.01µm and the maximum dis-
placement measurable is about 5µm. For larger displacements the images became
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decorrelated (all white) and no information was detectable. Obviously the crack size
is usually bigger than this upper limit, so the load history has been divided into small
steps, recording, for each step, the speckle image associated to a clear number of
fringes. The total displacement has been calculated as the sum of every incremental
displacement ∆φ(x) of each step.
Fig. 3.4 and Fig. 3.5 show the image processing from fringe image recorded, to the
3dimensional plot of unwrapped phase map, for glass and glass ceramic respectively,
for different loading steps.
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Figure 3.4: ESPI measurements of crack propagation in a glass specimen at
various load levels: (a) incremental phase maps; (b) unwrapped phase maps; (c)
graphs of the horizontal component of the displacement field.
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Figure 3.5: ESPI measurements of crack propagation in a glass ceramic specimen
at various load levels: (a) incremental phase maps; (b) unwrapped phase maps; (c)
graphs of the horizontal component of the displacement field.
The unwrapped phase maps permit to identify clearly the crack configuration and
the prenotch, as colour discontinuity. On the right hand side, the same maps are
reported in 3D plots. On the x−y plane one has the lighted surface of the specimen,
detected by the CCD camera. The horizontal component (i.e. in x direction) of the
displacement field u(x,y), obtained through (3.3) is reported on the vertical axis.
3.4 Measuring the Crack Opening Displacement
Increasing the load, the crack goes deeper and larger and its width is associated with
the evident jump of the 3D plots. Therefore these jumps represent the crack opening
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displacements at different positions of the lighted surface observed. By intersecting
these 3D surfaces with planes orthogonal to y axis (Fig. 3.6(a)) it’s possible to obtain
a set of curves which represent the profiles of the horizontal displacement along
longitudinal horizontal fibers of the glass beam (Fig. 3.6(b)).
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Figure 3.6: (a) Intersection of the surface u(x, y) with planes orthogonal to the y
axis; (b) Intersection of the specimen surface with horizontal normal planes.
These curves are plotted in Fig. 3.7 for glass and Fig. 3.8 for glass ceramic, for four
fibers at different levels.
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Figure 3.7: Horizontal component of displacement on horizontal fibers at various
heights y of a glass specimen. The numbers correspond to the sections of Fig. 3.6.
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In these plots the horizontal component of displacements is reported on the y axis
in µm, and on the x axis is the width of the surface of the specimen detected by the
CCD camera, in mm.
For both materials one can note that the first image of each series represents a
portion of the specimens not yet reached by the crack. Consequently the displace-
ment of this uncracked region is continuous. Approaching the crack tip, in both sec-
ond fiber of each material, the displacement is still continuous but now two inclined
parallel lines are necessary to interpolate the whole curve, using the least squares
method. The connection between these two parts of the diagram takes place through
a variation in the slope of the curve which it was assumed as a strain concentration.
In fact, since the curve represents the horizontal component of displacement, its
slope corresponds to the linear strain εxx in direction x, i.e., εxx = ∂u/∂x. This strain
localization develops ahead the crack tip, both in glass than in glass ceramic.
After this area, the next images show a clear jump corresponding to the crack width
w. These pictures ensure the main purpose of this experimental research, that is the
measurement of the COD. In fact it is associated with the phase jump, provided by
the fringes discontinuities and so measurable with the phase unwrapping process.
Comparing the processed images obtained for glass and glass ceramic, it is already
possible to make some comments. As reported in the skecth of the region of the
glass ceramic specimen observed in Fig. 3.5, this region is much smaller than in
glass. The reason is because the glass ceramic employed is much tougher than
glass (about 3 times tougher). As consequence, the crack propagation and its width
are much smaller than in glass and it’s necessary to increase the load to obtain the
same propagation. Because of this characteristic of glass ceramic, it was necessary
to resort to a macro lens to observe a small region around the crack tip, increasing
the precision of every pixel of the CCD camera (Fig. 3.9(b)).
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Figure 3.9: Experimental setup adopted for glass ceramic tests: (a) mechanical
tensometer and optical device mounted on the air-floating table; (b) optical scheme
of the ESPI apparatus.
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With this macro lens, a region approximately 10×6.7 mm has been investigated, so
that each pixel corresponded to an area of 20×13 µm. In glass tests, a normal lens
has been used, recording a rectangular region of 54×37 mm with pixel size that in
this case corresponded to 70×100 µm.
This explains why the glass ceramic images seem to be more affected by noise. Re-
ally this noise is the same for both material tests, but using a macro lens, also this
noise results amplified. This noise derives mainly from loading machine. Even if the
whole setup was disposed on an air-floating table (Fig. 3.3(a) and Fig. 3.9(a)), the
apparatus is so sensible to be affected by these very slight vibrations. However, the
displacement component of the Fig. 3.8 is evidently continuous and can be interpo-
lated by one inclined line, here reported with a red-dashed line.
Even if noise was amplified, comparing with glass tests, the whole experimental pro-
cedure on glass ceramic was easier, whereby mechanical properties of the glass
ceramic employed. In fact, as already told before, glass ceramic specimens are 3
times tougher than glass, so that the crack evolution was much more stable than in
glass specimens and this permitted to control the crack opening without any prob-
lems. Again, the good optical-opacity of glass ceramic allowed to avoid another back
ground noise due to the transparency of glass.
For all these reasons, in general, glass ceramic presented very few problems com-
paring with glass, but the crack evolution was so slow and restrained that the first
fringes appeared as a big black cloud and only after some seconds it was possible
to recognize clear fringes.
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4. EXPERIMENTAL RESULTS
For different loading steps, the 3D graph of the horizontal component of the global
displacement field (Fig. 3.6(a)) has been sectioned at different heights y, obtaining
the horizontal-displacement profiles (Fig. 3.7 and Fig. 3.8). From these “sections”,
measuring the w jumps for an adequate number of longitudinal fibers, it has been
possible to define the experimental COD profiles.
This operation was quite simple in general, but how to consider the crack width in
presence of a strain localization (fiber 2 of Fig. 3.7 and Fig. 3.8) was not so direct.
Because these sections represent the horizontal displacement (on y axis) along the
longitudinal fiber of the specimen (on x axis), if one measures the vertical gap be-
tween the left hand side and the right hand side of the whole profile, this results
exactly the crack width in that section. Therefore, interpolating the left hand side and
the right hand side with two lines by means of the least square method, trying to
provide them the same slope, the distance between the two parallel lines in ordinate
direction is just the crack opening width w. This method also allowed to eliminate
the noise influence, as possible to see in Fig. 3.8. Working with this procedure, it
has been possible to obtain the evolution of the COD profiles at increasing loads, for
glass (Fig. 4.1) and glass ceramic (Fig. 4.2), for every specimen.
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Figure 4.1: Crack opening displacement (COD) of glass tests, for different load
steps: (a) specimen A; (b) specimen B; (c) specimen C; (d) specimen D. On x axis
is the crack width in µm and on y axis is the heigth of the specimen in mm.
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Figure 4.2: Crack opening displacement (COD) of glass ceramic tests, for different
load steps: (a) specimen #5 - Test DD; (b) specimen #5 - Test EE; (c) specimen #7 -
Test OP. On x axis is the crack width in µm and on y axis is the heigth of the
specimen in mm.
These plots show on the ordinate axis the distance h in mm from the specimen
intrados for glass test and from the bottom of the region detected in glass ceramic
test, whereas, on the x axis, is reported the corresponding crack width w in µm.
Every graph has been plotted symmetric to the y axis for convenience of repre-
sentation, as in a perfect mode-I opening, but ESPI system can’t actually give any
confirmation of this assumption. ESPI technique is able to provide a difference dis-
placement but the meaning of the absolute displacement is not so accurate because
many factors, as the rigid-body displacement of the specimen, could affect it.
For both materials, the top portion of each graph has been plotted with a dashed
mark rather than continuous as the rest of the curve. These points correspond at the
crack width measured in those sections where a strain localization was detectable
(second image of Fig. 3.7 and Fig. 3.8). In these regions, the COD is not well defined,
so the dashed part of the graphs has been assumed as an “equivalent” or “fictious”
crack, calculated by measuring the distance between the interpolating lines of the
two portions of the displacement graph, as previously explained. This is actually the
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process zone where the dissipation pfenomenon develops to mitigate the stresses.
To study the mechanical fracture behaviour in each materials, these crack opening
profiles have been used as an indicator. In fact, every theory is characterized by a
specific crack opening displacement at the crack tip, as esposed in chapter 2. This
means that the COD can be assumed as a distinguishing symptom of the underlying
mechanism. In Fig. 4.3(a) is just shown this symptomatic property of the COD for the
Linear Elastic Fracture Mechanics (LEFM) case, for cohesive model a` la Barenblatt
(Barenblatt) and according to a damage plasticity theory, here indicated as Localized
Softening, in a bulk material region. In Fig. 4.3(a) it’s immediate to note as Barenblatt-
like profile is tighter at the crack tip than the LEFM-profile, whereas the damage case
appears wider than LEFM.
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Figure 4.3: Qualitative graphs of 12 COD as function of the distance from the crack
tip of the thoeries (i) LEFM, (ii) Barenblatt and (iii) Localized Softening in (a) linear
scale and (b) bi-logarithmic scale.
In the Barenblatt theory, this trend is consequence of the cohesive forces that bridge
the crack tip lips, producing the typical cusp, whereas, in the damage plasticity
model, the wider profile is due to the material loosening in the process zone which de-
termines a reduction in stiffness. Therefore one could say that Barenblatt-curve ap-
proaches the LEFM-profile from below, while the bulk-softening tends to LEFM from
above. This is particularly evident when the same graph is plotted in bi-logarithmic
scale (Fig. 4.3(b)). In this bi-logarithmic plane, the LEFM curve is a line with slope
1
2 . In fact, according to the classical solution of LEFM, at the crack tip the COD is
a 12 -power-law function of the distance r from the tip. So, under the assumption of
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perfect symmetry and a pure mode-I opening, the 12 COD is
1
2COD =∝
KI
E
r1/2. (4.1)
Passing to log-scale
log( 12COD) =
1
2
log(r) + log(KI)− log(E) + const., (4.2)
where E is the elastic modulus and KI the stress intensity factor. Compared with
the LEFM-profile (Fig. 4.3(b)), both other profiles tend to the LEFM as they move
away from the crack tip, but in an “opposite” trend, because the Barenblatt COD
approaches LEFM COD from below, presenting a slope higher than 12 as r → 0,
whereas the bulk-softening COD gets to LEFM COD from above, exhibiting a slope
lower than 12 approaching to the crack tip.
4.1 Glass
Observing glass tests results (Fig. 4.1), the COD profiles are very similar for every
test. Looking closely at all the profiles, one notes that the COD plots of specimen A
and B show less noise than other two test. The specimens A and B were coated with
white spray whereas the following tests with the green felt-tip marker. Therefore, as
already discussed previously, the presence of the paint permitted to reduce the spoil
effect due to the glass transparency. However, the dashed curve associated with the
strain localization zone is a little bit larger in the specimen with white paint, than in the
latter ones and this probably because the paint layer is not completely broken at the
neighborhood of the crack tip. During the ESPI tests one noted also that the crack
propagation was sligthly more stable in the specimens with paint than in those ones
with green marker, probably for a sort of crack-bridging effect of the paint. Neverthe-
less all the crack profiles present the strain localization at the crack tip, independently
by the type of paint. Before analyzing these crack opening profiles, we tried to inves-
tigate the shape and the characteristics of the crack tip in glass specimens, taking
advantage of the transparerncy of glass. After carefully removing the coating, the
crack tip has been observed against the light with an optical microscope. In Fig. 4.4
three pictures taken with the optical microscope, at different degree of magnification,
show the crack tip in a glass specimen, immediately after a test.
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Figure 4.4: Images observed by means of an optical microscope of the crack tip in
glass, at different degrees of magnification and focal distances.
The pictures present different length scales in vertical and horizontal direction be-
cause the specimens were disposed inclined with respect to the optical lens. With
this disposition, the light was used to produce shadows and reflections which bring
out some peculiarities of the crack tip profile. According to the magnification and the
focus, the pictures permitted to recognize different details. First of all, the pictures
evidence that the crack front is not straight as supposed by LEFM, but curved with
respect to the middle plain of the specimen, producing a concave “meniscus”, with
no symmetries with any plane. The height of this sort of “head of lance” ranged be-
tween 1-2 mm, and it’s very similar to the same shape observed in other works as
[55]. Again, all the glass cracks presented a very jagged edge, expecially at the top
of the crack tip. Along this edge, the separation line between sound and fractured
material was not well defined, but faded, and here several “branches” unravel into
this kind of “fog”, resembling an ideal “fractal” surface [56]. The maximum extension
of these “fractals” seems to be about 0.5 mm. All these properties could be explained
the presence of the strain localization detected at the neighborhood of the crack tip.
Eventually, a last particular phenomenon was noted at the end of many tests. Within
a few hours after the tests, the observed white halo at the crack tip naturally dis-
appeared. This characteristic remembers the crack healing phenomenon [57] that
means an increase of the strength of the material during stress free phases [58], but
also a weakening of the whole glass, because it could contain serious flaws that can
not be detected by general inspection techniques [59].
Just observing the COD profiles of Fig. 4.1 is not so immediate to recognize a pre-
dominant profile on the other. Comparing the experimental results with the “classical”
solution of the linear elastic fracture mechanics (Fig. 4.5) obtained by the analytical
solution reported in [60] it’s clear that the two profiles are not compatible, and this
happened also for any other specimen.
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Figure 4.5: Comparison between the experimental COD profile concerning the
observed curved and jagged crack front on the l.h.s., with the theoretical solution of
LEFM of a straight crack as reported on the r.h.s.
Therefore, to understand which model was able to better interpret the ESPI results,
the COD graphs of Fig. 4.1 were plotted in bi-logarithmic scale (Fig. 4.6).
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Figure 4.6: Crack opening displacement of the glass tests. Linear plots on the l.h.s
and bi-logarithmic plots of the same profiles, as function of the distance from crack
tip on r.h.s. (a) specimen A; (b) specimen B; (c) specimen C; (d) specimen D.
72
In this way it was possible to observe as all the profiles are very similar to the “local-
ized softening” trend of the qualitative bi-logarithmic COD plots of Fig. 4.3(b). The
bi-logarithmic curves of Fig. 4.6 are pseudo-linear with an average slope approxi-
mately of 12 away from the tip. Approaching to the tip, the slope decreases to values
lower than 12 , as shown by the
1
2 slope indicated. This behaviour is identificable for
every test, regardless of the surface coating adopted. The only exception is the first
profile of specimen A, for the load P = 14N . Probably in this case, the test was at
the very beginning and the crack wasn’t yet at a natural equilibrium state.
This preminent trend, so much similar to the “localized softening” profile, suggests
to follow a plastic-damage approach, where a dissipative plastic-like process could
occur in a bulk volume region around the crack tip, rather than a Barenblatt model.
4.2 Glass Ceramic
A first important result on the glass ceramic crack behaviour was observed during
the sandwich-beam test to create a natural crack in every specimen. Whereas glass
specimens presented a typical “creak” sound, with an instantaneous crack develop-
ment (and, sometimes, a complete failure of the specimen), glass ceramic natural
crack occured in a completely different way. The natural crack grew very slowly, so
that it could be followed completely to the naked eye until it was stooped, as if the ac-
tion of some forces failed as the crack went on over. There was no sound during this
propagation, and no specimen was completely broken, since every crack naturally
stopped before to reach all the specimen height. This different behaviour, compared
with glass natural cracking, led us to think on the existence of some phenomena
previous to the crack tip, which were somehow able to “sew” the crack.
Again, comparing glass COD with glass ceramic COD (Fig. 4.1 and Fig. 4.2), it’s
immediate to observe relevant differences. The COD of both materials displays a
“process zone” identified by the dashed portion of the plots, corresponding to the
strain localization region. But glass ceramic curves are characterized by a cusp
profile at the tip, quite different to the crack tip profile of glass, and highly reminescent
of the crack profile of the Barenblatt cohesive-crack model [6], where effectively, the
action of cohesive forces permit to obtain that particular crack tip profile.
It’s important to point out that in glass ceramic COD profile, the crack width is smaller
than in glass, but this because here, only a portion of few mm is detected. Therefore,
also the extension of the process zone is different from glass COD. However the glass
ceramic plots are really very similar to Barenblatt trend. This is strongly supported
and confirmed by the bi-logarithmic plots of COD. As with the glass, glass ceramic
profiles have been plotted in a bi-logarithmic plane too (Fig. 4.7), where the crack tip
is assumed as apex of each graph. Here every curve asymptotically tends to 12 slope
from below, and increases the slope to values apparently bigger than 12 , when r → 0.
This growth of the slope is not so marked just because the noise influence tends to
be of the same order of the crack width when very close to the tip, and consequently,
it’s not so immediate to become aware of this slope change.
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Figure 4.7: Crack opening displacement of the glass ceramic tests. Linear plots on
the l.h.s and bi-logarithmic plots of the same profiles, as function of the distance
from crack tip on r.h.s. (a) specimen #5 - Test DD; (b) specimen #5 - Test EE; (c)
specimen #7 - Test OP.
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5. MODELLING MODELS
To confirm the suppositions deduced by experimental results, expecially in bi-loga-
rithmic plots, very accurate FEM models have been studied assuming, by means of
appropriate shape functions available in the FEM program ABAQUS, the 12 singularity
of LEFM case at the crack tip, and using unilateral contact interface elements to
reproduce the constraint of the loading steel supports.
At the beginning, the first analyses on the glass tests have been made assuming a
two-dimensional model of the specimen (Fig. 5.1). This permitted to study only the
influence of particular phenomena at the crack tip, without considering the effects of
the crack front profile in the third dimension. To reduce the dimension of the problem
and consequently the time analysis, the symmetry of the problem has been used,
studying only half of the specimen
10 mm
50 mμ
Figure 5.1: Two-dimensional FEM modelling adopted in numerical analysis of
cracked glass specimens.
The mesh has been arranged to improve the quality model and the time process.
In particular, in every model, the mesh has been made extremely fine where stress
concentration developed, i.e., at the neighborhood of the crack tip and in the contact
point with loading. Here the element size is of the order of 10 µm. This permitted
also to reproduce accurately the stress and displacement field.
After the first excellent results obtained for the two-dimensional analysis about glass
(5.1), the next models have been performed in three-dimensions, to focus the atten-
tion on the thickness influence and to check the evolution of the crack front, which, as
a first order approximation, was initially assumed straight. In Fig. 5.2 is displayed the
numerical model of the whole specimen (Fig. 5.2(a)), and the actual model employed
for the 3-dimensional analysis (Fig. 5.2(b)), with the detail of the mesh at the tip.
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Figure 5.2: FEM modelling adopted in numerical analysis. FEM representation of
the whole cracked specimen during test configuration (a) and the three-dimensional
model adopted for the numerical analysis (b), with mesh detail at the crack tip.
Both glass and glass ceramic have been assumed linear elastic with Elastic Modulus
E = 70 GPa and Poisson’s ratio ν = 0.2 for glass and E = 105 GPa and Poisson’s
ratio ν = 0.21 for glass ceramic.
According to the specific fracture theory considered, every model has been made
with appropriate characteristics.
To realize the Barenblatt model, cohesive “surface” forces have been uniformly dis-
tribuited on the crack faces, for a specific length, according to the material examined.
As explained in the next sections, for glass specimens, we supposed that cohesive
forces were applied in the halo zone, whereas, for glass ceramic specimens, this
length was much higher, because correlated with crack bridging phenomena. The
amplitude of such forces has been calculated according to the Barenblatt’s idea that
the global stress intensity factor is zero when the combination between these cohe-
sive forces and the applied external loads occurs (no singular-stress condition at the
crack tip, section 2.2.3). Obviously the distribution of these forces could be made in
many different ways, but the typical cusp profile as in Fig. 4.3(a) would not change
and consequently also the concave COD in bi-logarithmic plot of Fig. 4.3(b).
The study of the plasticity model labeled in Fig. 4.3 as “Localized Softening” required
more considerations and only after some steps it has been possible to reach the Gur-
son model. In fact, the first idea was to consider directly a damaged material portion
around the crack tip, obtained simply reducing the Elastic Modulus with respect to
that one of the surrounding sound material. By the good results obtained with this
kind of damage model, we decided to try to investigate the physical reasons of this
damage state at the crack tip, involving a damage evolution model as the porous
plasticity Gurson theory.
All the FEM analyses have been performed by means of the FEM software ABAQUS.
To provide a behaviour a` la Gurson, a specific porous plasticity model is implemented
in the ABAQUS library, integrated with the corresponding elastic plastic equations of
the backward Euler scheme proposed by Aravas [61].
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5.1 Glass
Since glass was the first material investigated during this research, we initially sup-
posed a model of plasticity quite general, assuming not only a porous plasticity
model, but also a von Mises plasticity obtained imposing f = 0 in the yield function
2.48, in order to comprend the origin of inelastic effects observed at the crack tip.
As previously explained, before to consider the porous plasticity model, the damage
model was simply implemented reducing the Elastic Modulus in a small region at the
crack tip. After several attempts, the best fit of the experimental COD of two distinct
glass tests, has been obtained assuming a rectangular area (2×1 mm) at the crack
tip with a reduced Elastic modulus, equals to 1/100 of the sound material modu-
lus.The Fig. 5.3 shows the results of FEM analysis of the two-dimensional modelling
for LEFM, Barenblatt and Localized Softening cases, compared with experimental
profile (indicated with small circles) of two different glass tests, the acrylic-coated
specimen A and the felt-marker coated specimen C.
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Figure 5.3: Numerical COD profiles obtained from two-dimensional FEM modelling
of the half cracked specimen according to LEFM, Barenblatt and Localized
Softening theories, compared with experimental results of: (a) specimen A at
P = 26 N; (b) specimen C at P = 48 N.
Comparing these graphs with the qualitative bi-logarithmic profiles of Fig. 4.3(b), it’s
possible to note as the LEFM curve is actually not exactly completely linear, but away
from the tip, tends to curve upwards as other trends. The reason for this different
behaviour from the theoretical one, is just because the body is not infinite, and so,
only approaching the tip, the slope is really 12 .
Both the plots of Fig. 5.3 confirm as the best fitting of the ESPI results is given by the
localized softening model, with a very good accuracy. Therefore, this confirmed the
idea of the presence of a process zone in a bulk portion of material around the crack
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tip, where inelastic phenomena occur, producing a material softening in that region.
The second step was the comprehension of the physical phenomena which brought
to these inelastic deformations at the crack tip in glass, referable to a reduced Elastic
Modulus. Observing the pictures of Fig. 4.4 the first thought was to suppose the
existence of microdefects in the observed process zone. With ABAQUS is possible to
control the porous plasticity evolution inside a material, seeting several parameters.
The choice of these values has been made finding the best fitting of the experimental
COD profiles. The Tvergaard parameters have been assumed as the classical values
provided in the porous plasticity theory: q1 = 1.25 and q2 = 1. To activate the damage
process, it was necessary to consider a strain hardening law in glass. Even if glass is
globally assumed linear elastic until fracture, here we supposed that material yielding
occurs at a low stress level (15 MPa), compared with its final strength. This aspect
was foundamental to reproduce the experimental results with “Gurson”. In fact, if the
material yielding were actived over the macroscopic strength of glass (about 50 MPa)
the influence of plasticity would become negligible. A low yielding stress is justified
by many works (i.g. in [62]) which confirm that the glass strength is lower when
its surface is roughened or scratched. In these tests on glass, this situation was
absolutely verified at the crack tip by the microscope pictures reported in Fig. 4.4.
After several attempts, the glass stress hardening law σy = σˆy(ε¯pm) that governs the
isotropic-hardening flow has been assumed pseudo-horizontal linear, defined by the
points (ε¯pm, σy) = (0, 15 MPa) and (ε¯pm, σy) = (10−3, 19 MPa). This bi-linear trend
wasn’t observed in any other works, however the only important characteristic is the
low stress level which activates the material yielding. In fact, the rest of the strain
hardening law doesn’t influence the nucleation of microvoids which is the main factor
of the inelastic deformations.
As explained in section 2.2.4, to define the porous plasticity behaviour it is neces-
sary to know many other properties as the void volume fraction (f ), and the voids
nucleation parameters (εN , fN and SN ). Also these values have been chosen only
after a long series of attempts, but not only with the aim to well reproduce the exper-
imental results, but expecially to assure a brittle response of a cylindrical tensile bar
with length equal to its diameter and with the same material properties. The brittle
behaviour was provided by the numerical analyses, which confirm the esistence of
a strain softening and a snap-back, tipically of a brittle reaction. For these analyses,
the final values adopted were εN = 2.5 · 10−3, fN = 0.75 and SN = 15 · 10−4.
Assuming f = 0, the yield function of 2.48 is reduced to the Mises yield condi-
tion of the von Mises plasticity model. With this condition the results of the three-
dimensional FEM analyses are exposed in Fig. 5.4 for the case of the “Specimen A”
when P = 26N.
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Figure 5.4: FEM results of the three-dimensional von Mises plasticity model: (a)
Mises stress; (b) max principal plastic strain.
According to these images, the stress is equal to the max final strength assumed for
the glass test (Fig. 5.4(a)) at the crack tip, but the plastic part of the strain is confined
in a very small area (about 50µm), much smaller than the size of the process zone
observed in Fig. 4.4.
The same three-dimensional FEM model with a straight crack front, but with f 6= 0
provided similar results for the porous plasticity case of the same specimen (Fig. 5.5).
Also for this analysis, the stresses are almost the same of Fig. 5.4(a), but now, the
new voids spreaded in a wider area than that one in Fig. 5.4(b), defining a softer
region of material, due to these nucleated microvoids. Unlike the von Mises plastic-
ity model, actually the size of this nucleated void region was of the same order of
magnitude than the halo zone of the crack front of Fig. 4.4. Moreover, the border of
the nucleated void region was curved, reminding the curved crack front of the micro-
scope pictures of Fig. 4.4 and completely different to the straight crack front obtained
by the von Mises plasticity model (Fig. 5.4(b)).
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Figure 5.5: FEM results of the three-dimensional porous plasticity model: (a) Mises
stress; (b) volume fraction of nucleated voids.
COD profiles of these three-dimensional FEM analysis, are plotted in Fig. 5.6 for the
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specimens A and C, compared with the experimental results. Every numerical trend
is labeled with the name of the specific theory used for that model.
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Figure 5.6: Numerical COD profiles obtained from three-dimensional FEM
modelling of the half cracked specimen according to (i) LEFM, (ii) Barenblatt
cohesive-crack, (iii) von Mises plasticity and (iv) Gurson-Tvergaard porous plasticity
theories, compared with experimental results of: (a) specimen A at P = 26 N; (b)
specimen C at P = 48 N.
In comparison with the LEFM trend, “Mises” and “Gurson” profiles are the only ones
convex as the bi-logarithmic plots of the glass experiments (Fig. 4.6), but, only “Gur-
son” is close to the test results, because Mises curves are not so different to the
LEFM trend, due to the limited plastic region provided (Fig. 5.4(b)).
Therefore, the porous plasticity model seems to be the solution to provide a convex
curvature as for the experimental bi-logarithmic plots. However, comparing with the
sovrapposition obtained with a general localized softening model in two-dimensional
analysis (Fig. 5.3), the “Gurson” solution is not able to achieve the same success.
This probably happens for two distinct reasons. First of all, the crack front is not
straight but curved, as evidenced by the pictures of Fig. 4.4 and also by the bound-
ary of the porous region attained by the three-dimensional analysis with the Gurson
model (Fig. 5.5(b)). The particular crack front geometry generates different values
of the stress intensity factors between the surface of the specimen and the middle
of its thickness [63], so that, in proximity of the crack ends on the specimen sur-
face, the magnitude of K factor is higher than inside, producing a wider COD. The
second aspect is about the Gurson-Tvergaard model implemented in ABAQUS. As
reported in recent works [64, 65], the GTN model neglects important sources of in-
elastic strain as the effects of coalescence phenomena and microvoid ovalization.
Taking into account also such contributes, the crack material at the crack tip would
be softer, contributing to render the COD wider than the “Gurson” curve of Fig. 5.6.
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A schematic representation of the four theories considered is given in Fig. 5.7. Only
“Gurson” and “Mises” profiles give a wider crack opening displacement at the tip than
LEFM, but only the “Gurson” curve is associated with a very localized widening of
the crack tip in a region where voids nucleate. Therefore, these numerical simulation
results would confirm the presence of a bulk process zone in a neighborhood of
the crack tip where inelastic effects are due to a volume increase, rather than to
deviatoric strains as predicted in Mises plasticity.
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Figure 5.7: (a) Schematic graphs of 12 COD in function of the distance from crack tip
for the cases of (i) LEFM; (ii) cohesive forces a` la Barenblatt; (iii) von Mises
plasticity; (iv) Gurson-Tvergaard porous plasticity. (b) Same cases in bi-logarithmic
plane.
To check the influence of the particular crack front profile of Fig. 4.4, a third step
of analysis has been performed. Other than to be “curved”, the crack front is not
symmetric but inclined to the normal to the middle plane of the specimen. There-
fore, another three-dimensional FEM analysis has been studied, assuming a straight
inclined crack front, antisymmetric with respect to the specimen middle plane. The
analyses have been conducted to quantify the influence of this crack front without
any condition on the plasticity material, with the extreme condition of a completely
soft material in a portion corresponding to the process zone, and with a more realistic
porous plasticity behaviour.
The position of the inclined crack front has been chosen so that the straight crack
front of previous analysis was barycentric located to the inclined line, as shown with
a dash-dot line in Fig. 5.8(a).
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Figure 5.8: Three-dimensional FEM modelling adopted in numerical analysis with
inclined antisymmetric crack front. (a) Schematic representation of crack front of
the model; (b) Detail of the three-dimensional FEM modelling.
Here the height “g” of the inclined crack front has been assumed equal to 3.4 mm for
the model of specimen A and equal to 7.0 mm for the model of specimen C. The soft
material region (or the porous material region in case of Gurson model) has been
assumed as a prismatic tubular zone distributed along the inclined crack front, with
a square section of m= 0.5 mm side.
The outcome of this last series of numerical simulations is provided in Fig. 5.9 for
the ususal specimen A and specimen C. In these plots, the experimental results are
compared with six curves: three corresponding to the COD at the bottom of the crack
front (B) and three at the top (A). Every group of curves is distinct for the case of a
“Localized Softening” obtained reducing the elastic modulus in a region around the
crack tip, the case for a “Gurson” porous plasticity and for the case with just only
glass with “no soft” condition.
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Figure 5.9: Numerical COD profiles obtained from three-dimensional FEM
modelling of the half cracked specimen with an inclined antisymmetric crack front at
the top end A with no soft condition (No soft), with assumed porous plasticity
(Gurson(A)), and with localized softening material (Localized softening (A)) and at
the bottom end B for the same conditions, compared with experimental results of:
(a) specimen A at P = 26 N; (b) specimen C at P = 48 N.
These graphs confirm the previous results and show the relevance of an inclined
crack front. Observing the COD profiles obtained at the top of the crack front, the
best curve is given by the case of a general reduced elastic modulus. However, the
Gurson approach is not so different, affirming the previous consideration about some
important sources neglected in this model, which would give a wider curve as for the
localized softening case. But nevertheless, a very important contribute is provided
by the inclined crack front, which is already able to provide its own, a decisive con-
tribute to a wider crack to the tip.The COD curves of the bottom corner of the crack
front are completely different with respect to the previous ones, and reminescent the
Barenblatt results, since they have a concavity direct downward. The presence of
a damaged but coherent material portion in proximity of the specimen surface pro-
duces an equivalent state to the situation where cohesive forces bridge the crack tip
lips. Here the influence of soft material is the same of “Gurson” porous material and
the corresponding curves pratically overlap. The qualitative plots of Fig. 5.10 summa-
rize the FEM results of the analysis with an asymmetric crack front, comparing with
the LEFM solution. The curves labeled with “3Di/A” and “3Di/B” refer to the inclined
crack front case without any soft material, in the two opposite ends of the crack front,
whereas with “3Di/A+Gurson is the inclined crack front case with a porous plasticity
condition around the front. In general the “A” cases approach the LEFM limit from
above, providing a wider crack than the LEFM solution (Fig. 5.10(a)), corresponding
to a plot with a positive concavity in the bi-logarithmic plane (Fig. 5.10(b)). Taking
into account a porous material condition as indicated in Fig. 5.8, the COD widens
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more because the material gets loosened, but the qualitative features, in particular
the concavity of the curves in bi-logarithmic plots, remain unchanged.
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Figure 5.10: (a) Qualitative profiles of 12 COD in function of the distance from crack
tip for the cases of inclined antisymmetric crack front in proximity of side A (3Di/A)
or side B (3Di/B) and with the condition of a porous plasticity at the crack front
(3Di/A+Gurson), compared with the LEFM profile. (b) Same cases in bi-logarithmic
plane.
Therefore, the basic glass properties necessary for giving this specific crack opening
displacement at the crack tip are the asymmetry of the crack front and the presence
of microvoids in a bulk region at the neighborhood of the crack tip.
Concluding this study on glass, one might wonder why all the experimental profiles
should correspond to the upper edge of the crack front. A possible explanation could
be that any treatment, including the coating process to render the specimen surface
optically opaque, causes a superficial damage in glass that induces the weakening of
the treated surface [66]. Consequently, all the specimens present the same concavity
directed upwards because the observed surface is weaker than the opposite dark
side of the specimen, so that the crack tends to evolve more easily on the treated
face of the specimen than on the other one.
5.2 Glass Ceramic
The numerical study of glass ceramic tests has been made from the same geo-
metric model employed with glass. By the previous considerations about results on
glass and observing the experimental profiles obtained by the ESPI measurements
of Fig. 4.7, the main supposition was the existence of cohesive forces acting at the
neighborhood of the crack tip, as in the classical Barenblatt model. Therefore, for
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this material, only LEFM and Barenblatt theories have been compared with the ex-
perimental plots.
At the very beginning of this research on glass ceramic, the first ESPI tests have
been made with the same lens employed for glass tests. In comparison with the
micro-lens, the resolution was much lower, but the specimen surface detected was
wider than the next tests. Some COD profiles have been obtained by these tests, as
that one reported in Fig. 5.11.
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Figure 5.11: Comparison between the experimental COD of test ZS, specimen #2,
obtained with normal lens, and the LEFM profile performed by numerical simulation.
In the same graph, the numerical solution for the LEFM case has been plotted. The
curves are pratically coincident, when sufficiently far from the tip. To achieve this
LEFM profile, the crack tip has been disposed in the middle of the process zone ob-
served during the ESPI COD recostruction. This first result, observed for every test,
confirmed the quality of the LEFM model to describe the crack opening displacement
over a specific distance from the crack tip.
However, when one wants to reproduce the COD at the crack tip, there is no pos-
sibility to find a solution with the LEFM model. In fact, for any location of the crack
tip, the “LEFM” COD is always wider than “ESPI” COD (Fig. 5.12(a)). It’s clear that
in a completely opposite situation than glass, actually it’s necessary to impose an
“external action” to narrow the COD. Assuming a series of forces bridging the crack
lips, in a similar condition a` la Barenblatt (section 2.2.3), it’s possible to find excellent
results.
But also for this case, several attempts have been necessary. In fact, introducing
cohesive forces only along the process zone extension, does not permit to match the
experimental results. Locating these forces only at the process zone, the COD re-
sulted too wide than “ESPI” COD. The only way to reproduce the experimental curves
is to provide cohesive forces distributed on a considerable portion of the crack, of the
order of several millimeters behind the crack tip. The scheme in Fig. 5.12(b) repre-
sents the cohesive forces distribution assumed to obtain the ESPI profiles, while in
Fig. 5.13 is displayed the FEM model assumed to consider the cohesive action.
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Figure 5.12: (a) Crack opening displacement of the crack tip of the test EE,
specimen #5, obtained with macro-lens, compared with the numerical results of
LEFM model and a cohesive forces model. (b) Distribution of the cohesive forces in
the corresponding numerical model.
Figure 5.13: Numerical model created to consider the cohesive contribution in glass
ceramic specimens.
For the test EE, the distance b where the cohesive forces have been applied, is
equal to 18.1 mm from the crack tip. The distribution of the cohesive forces isn’t
constant. At the crack tip their value is much higher than away from the tip, following
a sort of cubic decreasing function of the distance from the crack tip. This anoma-
lous distribution of forces finds confirmation in many experimental investigations on
non-trasforming ceramics, in particular for the alumina case. These materials are
characterized by a curious phenomenon, usually indicated as “R-curve behavior”,
that means, the increase of crack strength due to crack extension [67]. In particular,
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the crack extension resistance curve (R-curve) represents a plot of the total energy
dissipation rate (including the work necessary to produce the crack separation) as
function of the crack size. As observed in section 2.2, the fracture resistance can
be defined as an energy (i.g. Gc, R) or by the equivalent critical stress intensity
factor (Kc), therefore, the R-curve becomes as a continuously distributed parameter
characterization of ductile fracture growth [45].
All the different theories which try to explain the toughening mechanisms in these
materials, have in common that these toughening sources extend far behind the
crack tip. This is well confirmed by a famous experiment performed by Knehans and
Steinbrecht [23]. They measured the R-curve of alumina specimens during crack
propagation. Then, they removed the material between the crack faces behind the
crack tip, by sawing, and leaving unaltered the material region at the tip. Reasuming
the test, they could note that the resistance reverted to the origin of the R-curve. This
resistance reduction is connected to the mechanisms of the rising resistance of the
alumina, so that the author interpreted this result supposing an effect of distributed
microcracking, or a grain-localized bridging phenomenon as the basis of the crack
resistance of the material. The same conclusion has been confirmed and clarified by
the careful experiments on the alumina in [24]. The authors demonstrated that the
crack-interface grain bridging is the fracture resistance mechanism in ceramics and
main responsible of R-curve behaviour. Moreover, this bridging action is not present
only at the neighborhood of the tip, but for a long distance from the crack tip, of the
order of about 100 grain diameters, and probably more, behind the crack tip. This
would explain why, after the failure, an additional force is necessary to separate the
pieces completely.
All these results are most likely effective also for glass ceramic case. In fact, the
material employed in this research is characterized by a granular microstructure typ-
ical of ceramic materials, with grains size of the order of 10µm, as observable in
Fig. 5.14, which displays Scanning-Electron-Microscope image of the crack surface
of a specimen of glass ceramic after the conclusion of the test. The intergranular
nature of the crack propagation is clearly visible.
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Figure 5.14: Cracked surface of a glass ceramic specimen after a test, observed by
means of a scanner electronic microscope (SEM).
The numerical results of the glass ceramic tests seem to confirm the existence of co-
hesive forces a` la Barenblatt between the crack interface, induced by a grain bridging
phenomenon, which controls the rupture process and increases the toughness of the
material. This contribute occurs behind the crack tip and not at or ahead the advanc-
ing crack. Therefore, a completely “opposite” behaviour with respect to glass has
been observed, as described by the qualitative fracture models previously reported
in the schemes of Fig. 4.3.
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CONCLUSIONS
The main goal of this research has been to try to give at least a partial answer to the
following question: “What are the phenomena which control the crack propagation at
the microscale in brittle materials such as glass and glass ceramic?”
To do this, the basic idea has been to try to measure the crack opening displacement
(COD) in partially-fractured specimens under bending, and to find a correlation be-
tween the observed experimental profiles and the dissipative phenomena providing
energy consumption as the crack propagates.
Several issues had to be fixed to fulfill this program.
Firstly, the crack evolution in glass and glass ceramic had to be controlled during the
tests. This is a crucial problem in brittle materials, in which cracks, once nucleated,
tend to propagate almost instantaneously. To avoid supercritical propagation, every
specimen was pre-cracked using a modified sandwich beam technique, and then
tested under strain-driven three-point bending, pausing the actuator at regular inter-
vals. In this way, the crack could reach a subcritical equilibrium and it was effectively
possible to control its evolution.
Secondly, the COD needed to be continuously measured during the whole process.
This meant to perform an indirect and continuous analysis of the displacement field
in a very small region, with a very high precision. This was made possible by using
an interferometric technique called ESPI (Electronic Speckle Pattern Interferome-
try). The measurement is based upon the differences in phases of two interfering
laser beams, ligthing the specimen. Working on the phases and not on the wave-
length of the light source as classical optical methods, this system is able to reach
a higher precision, of the order of 0.01µm, much higher of the wavelength of visi-
ble light, which represents an upper bound in every optical method. Moreover, the
displacement field can be derived from manipulation of the characteristic pattern
of interferometric fringes: any displacement jump, such as the one associated with
crack opening, can be evidently detected by a fringe mismatch along a curved path,
that represents the crack location. Counting the number of fringes, the displacement
jump and, consequently, the COD can be measured.
Thirdly, the experimental crack profiles were analyzed to recognize possible dissi-
pative phenomena other than fracture energy consumption occuring at the crack
tip. In fact, the crack opening displacement at the crack tip is a sort of indicator of
the fracture process of the material. Different theories, such as the Linear Elastic
Fracture Mechanics (LEFM), or the cohesive fracture a` la Barenblatt-Dugdale, are
characterized by a specific crack profile at the crack tip; in other words, the COD can
be considered a distinguishing symptom of the underlying mechanism. The analy-
sis of the measured results has been made by “trial and error”, looking for a theory
and its parameter that could match the experimental profiles. Sensible progress has
been made from consideration of the graphs representing the COD as function of the
distance from the tip in a bi-logarithmic plane. In this representation, the classical
Linear Elastic Fracture Mechanic solution is a line with slope 12 : observing the devia-
tion of the experimental curves from this line, it has been possible to obtain relevant
information at the qualitative level on the mechanism of fracture.
Finally, accurate numerical simulations were performed to create the same condi-
tions of the experiments. In particular, glass and glass ceramic have exhibited two
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different in type fracture mechanisms, that serve to mitigate the stresses at the crack
tip predicted by LEFM. In glass, the presence and the evolution of microvoids in a
bulk material region forms a small process zone around the crack tip: this seems to
be the main source of inelastic strains. Here, glass tends to become softer, providing
a volume increase and consequently a crack profile wider than calculated with the
LEFM. A theoretical model able to describe this behaviour is the Gurson-Tvergaard
model of porous plasticity [12, 47], according to which the inelastic strains are essen-
tially due to volume dilatation rather than to deviatoric distortion as in a classical von
Mises plasticity. By means of three dimensional numerical simulations, it was possi-
ble also to evalute another effect of this micro-porous nature. The crack propagation
evolves through a curved crack front (and not straight as supposed by the LEFM)
because the microvoids tend to nucleate in the middle of the thickness, where the
stresses are higher. This result was confirmed also by examinations of the crack tip
with an optical microscope, which revealed that the crack front is a sort of “lance”,
curved and antysimmetric with respect to the middle axis of the specimen, strongly
jagged and with “branches” reminiscent of fractal geoemtry.
Compared to glass, glass ceramic profiles were completely different. While glass
COD in the bi-logarithmic plane presented a slope smaller than 12 when close to the
tip (wide crack), glass ceramic provided a higher slope. This meant a COD profile
much tighter at the crack tip, very similar to a cusp. In this case, the theoretical model
that best fitted the results was the cohesive model a` la Barenblatt. According to this
rationale, the presence of cohesive forces at the tip permits to mitigate the stress at
the crack tip, providing a typical cusp profile. Through the study of an appropriate
FEM model, it was possible to obtain the experimental COD, but this was possible
only assuming that the action of cohesive forces is far behind the crack tip. Therefore,
these results would confirm the presence of cohesive forces along a large portion of
the crack surface, which are able to “sew” the crack. By scanning electron micro-
scope (SEM) investigations, it was noted that the crack surface of the glass ceramic
specimen had a strong intergranular microstructure, with a size grains also larger
than 10µm. This would explain a sort of grain bridging effect. This phenomenon has
been observed as confiremd by other studies on similar non-transforming ceramics
[23, 24], which underline the possibility of bridging effects for a distance of the order
of 100 grain diameters from the tip.
The results obtained in this research at a microscopic scale, can be considered as a
reference for further and more elaborated investigations at smaller scale. In particu-
lar, it would be very interesting to investigate the phenomena present in the process
zone at an atomic scale, by means of specific techniques such as atomic force mi-
croscope (AFM), or transmission electron microscope (TEM). The possibility to un-
derstand the mechanisms that control the stress in a small region close to the tip,
could also provide foundamental insights on the fracture modeling and complete all
the contributes which have to be considered in the system energy balance. From the
understanding of the phenomena acting at the microscopic level, it will be possible
to try to modify the material to enhance its toughness.
Therefore, this work certainly does not represent a definite end, but just a beginning
for understanding the real fracture mechanism in brittle material as glass and glass
ceramic, and to attempt to improve their mechanical properties for enhancing further
their noteworthy characteristics. All the macroscopic properties are decided by what
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happens in such a small process-zone region at the crack tip. To my colleagues,
graduate students, who will proceed further in this fascinating subject, I may wish:
“Have a nice tip!”.
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