Meiosis, the mechanism of creating haploid gametes, is a complex cellular process observed across sexually reproducing organisms. Fundamental to meiosis is the process of homologous recombination, whereby DNA double-strand breaks are introduced into the genome and are subsequently repaired to generate either noncrossovers or crossovers. Although homologous recombination is essential for chromosome pairing during prophase I, the resulting crossovers are critical for maintaining homolog interactions and enabling accurate segregation at the first meiotic division. Thus, the placement, timing, and frequency of crossover formation must be exquisitely controlled. In this review, we discuss the proteins involved in crossover formation, the process of their formation and designation, and the rules governing crossovers, all within the context of the important landmarks of prophase I. We draw together crossover designation data across organisms, analyze their evolutionary divergence, and propose a universal model for crossover regulation.
INTRODUCTION
Meiosis is a unique, specialized cellular division process fundamental to the production of viable gametes and the propagation of sexually reproducing species. The resulting cells can, for example, be in the form of spermatozoa and oocytes (mammals), pollen and ovule (flowering plants), and spores (fungi). Mitosis produces genetically identical diploid daughter cells from a diploid progenitor cell through one round of DNA replication and one ensuing chromosome segregation event that involves equal sister chromatid separation (Figure 1a) . This is facilitated by the fact that the sister chromatids are intricately linked through the cohesin rings that keep them tethered along their entire lengths. By contrast, meiosis produces haploid gametes from a diploid parental cell by means of two rounds of chromosome segregation preceded by a single round of DNA replication (Figure 1b) . The second meiotic division (MII) is highly reminiscent of a mitotic division, in which sister chromatids divide equally into their respective daughter cells. However, during the first meiotic division (MI), the requirement to faithfully halve the genome requires that homologous (maternal and paternal) chromosomes must find each other, pair, and then become tethered to each other until the appropriate time. This tethering process, involving both protein:protein interactions (synapsis) and DNA:DNA interactions (meiotic recombination leading to crossover formation), defines prophase I of meiosis. Thus, meiosis I, and specifically prophase I, involves highly complex, coordinated processes that are essential for successful meiosis. Although these events are highly conserved across sexually reproducing organisms, there are fundamental differences in specific components of prophase I across species that make this one of the most fascinating aspects of biology and an area of intense research interest.
Vive la Différence: Studying Meiosis in Different Species
The meiotic process has been studied in a number of organisms across different kingdoms, each providing important insight into conserved mechanisms, while at the same time possessing unique features that help to shape our understanding. Simple unicellular organisms, such as the budding yeast Saccharomyces cerevisiae, allow for examination of large-scale and synchronous cultures [>70% (28) ], enabling temporal-/stage-specific analysis at genomic and biochemical scales. Such organisms are easily modified genetically and allow analysis of meiotic products by spore dissection and viability. In addition genetic variations between strains enable offspring DNA sequences to be compared with that of their parental strains, identifying where genetic exchange has taken place [e.g., (43, 146) ]. Arabidopsis thaliana, a species from the Brassicaceae family, is an excellent model for plants containing many genes similar to other organisms yet also containing genes specific to plants (6) . A. thaliana offers additional value as a model organism: It is an organism in which mutant alleles are easily generated, its genome is small and sequenced unlike other plants, and its life cycle is relatively short (reviewed in 179). The unique properties of the nematode Caenorhabditis elegans and the exquisite spatial organization of meiotic cells allows visualization of multiple stages of meiosis within the same organism, and extensive shared mutant banks allow complex genetic analysis of meiosis in worms (reviewed in 138). In addition, C. elegans exist as hermaphrodites (as well as males), allowing the understanding of the impact of meiotic mutations on both spermatogenesis and oogenesis within the same organism.
Mammals, such as the lab mouse Mus musculus, provide an additional level of complexity not observed in the aforementioned single cell and simple organisms. For example, the endocrine control required to coordinate the meiotic program with sexual receptivity and the general hormonal milieu of the individual offers another layer to an already complex process. Moreover, mammals and other organisms with two distinct sexes offer systems in which male and female meiosis can vary widely. Such sexual dimorphism is most notable in, for example, the fruit fly Drosophila Mitosis and meiosis. (a) During mitosis, a diploid cell containing a pair of homologous chromosomes (one red and one blue) undergoes DNA replication to generate sister chromatids. In the mitotic division, sister chromatids are segregated to separate daughter cells. The final products of mitosis are two genetically identical cells. As in mitosis, (b) in meiosis, diploid cells containing two homologous chromosomes undergo DNA replication to generate sister chromatids. During prophase I (dotted box), however, meiotic cells then undergo recombination, forming physical links between homologs and resulting in genetic exchange. In the first meiotic division, homologous chromosomes are segregated, followed by sister chromatids in the second division. The products of meiosis in fungi, plants, and male mammals are four genetically differing haploid gametes from one starting diploid cell. (c) In female meiosis in mammals, cells arrest prior to the first meiotic division (dictyate arrest). Upon ovulation, the first meiotic division occurs, segregating homologous chromosomes and forming a polar body, which is subsequently discarded. Upon fertilization, segregation of the sister chromatids occurs during the second meiotic division, creating a second polar body, which is also subsequently discarded. The product of female meiosis is one genetically differing haploid cell.
Meiosis in female mammals initiates during embryonic development, when retinoic acid from the adjoining mesonephros acts on the oogonial cells of the primitive gonad to induce their entry into prophase I of meiosis (30, 116) . Retinoic acid promotes prophase I entry through the induction of several retinoic acid genes, including Stra8, with the entire population of oogonia entering prophase I in synchrony or near synchrony (5, 240) . In embryonic males, retinoic acid production is no less abundant; however, the somatic cells of the male gonad express Cyp26B1, whose protein product rapidly and efficiently degrades retinoic acid (30, 116) . Thus, in males, degradation of retinoic acid prevents the induction of retinoic acid-responsive genes and thereby prevents meiotic entry. In neonatal mice, expression of Cyp26B1 no longer occurs, and retinoic acid, this time from the Sertoli cells of the seminiferous tubules, can once again act on spermatogonia to induce meiotic entry (30) . Indeed, it is believed that the localized production of retinoic acid along the seminiferous tubules is responsible for inducing the waves of meiotic entry that underlie the spermatogenic wave in male mammals (206) .
In males, the canonical meiotic program results in the creation of four haploid spermatozoa from each diploid spermatocyte precursor (Figure 1b) . Meiosis in male mammals initiates within the seminiferous tubules of the testis, whose spermatogonial stem cell progenitors line the tubular periphery close to the basement membrane. Following several rounds of proliferation, spermatogonia enter meiosis as spermatocytes, proceed through both cellular divisions before exiting meiosis as spermatids, and then undergo a protracted differentiation process to become mature spermatozoa. Populations of spermatogonia initiate meiosis sequentially along the tubule, resulting in a phenomenon known as the spermatogenic wave, resulting in continual production of sperm throughout the life of the individual. By contrast, in females, all oocytes enter the initial stages of meiosis I in utero but then enter an arrested state known as dictyate arrest at around the time of birth, depending on the species. Dictyate arrest persists until after puberty when, upon stimulation by the gonadotropin luteinizing hormone (LH) during the estrous/menstrual cycle, the oocyte is stimulated to resume meiosis, completing the first meiotic division and releasing the first polar body. Polar body extrusion coincides with ovulation, both events being stimulated by LH, and thus synchronizing meiotic events with the events of mating. The first polar body contains half the genomic content of the cell but is less than a fraction of the size of the final MII oocyte. The oocyte then commences meiosis II but arrests once again at metaphase II. Upon fertilization, calcium waves initiated by sperm-derived factors result in resumption of MII and the second division takes place, creating a second polar body. As with the first division, the second division results in a halving of genomic material but in contrast to the first polar body, the second polar body contains a quarter of the overall genomic material of the progenitor oogonial cell. Thus, unlike males who produce four sperm from a meiotic progenitor, females produce just one oocyte and two discarded polar bodies (Figure 1c) .
At the experimental level, studying meiosis in mouse males is complicated because of the total population of cells consisting of subpopulations having initiated meiosis at different times. This therefore makes it difficult to easily access stage-specific meiotic cells. Techniques have been developed to isolate stage-specific populations of mouse testis extract by either differential sedimentation velocity (STA-put) (122) or FACS isolation using markers of spermatogenesis (148) , or by collecting the initial wave of meiosis that occurs postnatally (13) . In contrast, and because meiosis in females initiates in the embryo, it is necessary to observe fertilization by the presence of vaginal plugs and then to harvest embryos at specific times in gestational development. However, the number of meiocytes that can be obtained through this method is considerably smaller than for males.
DSB: DNA double-strand break

Aneuploidy
It is critical that gametes formed during meiosis have the correct genetic complement, as these provide the basis for the propagation of the organism. Thus, the need for chromosome segregation to occur correctly is of paramount importance. Inaccurate chromosome segregation can lead to gametes that are aneuploid, containing either too many or too few copies of one (or more) chromosomes. Subsequent fertilization with one such gamete can lead to offspring that bear the wrong number of chromosomes, most commonly in the form of trisomies, which have three copies of a specific chromosome. Interestingly, trisomies within the human population occur far more frequently than in other species (80) and originate from defects that occur prior to, or during, the meiotic divisions.
Many of the aneuploidy events that occur in humans appear to arise most commonly during meiosis in females rather than males, with the oocyte thought to account for between 90% and 95% of autosomal aneuploidy events (81) . The most frequent of these is Down syndrome, resulting from trisomy of chromosome 21, which accounts for 1 in 700 live births in the United States (173) . Reduced/altered meiotic recombination has been associated with a higher incidence of trisomy 21, as well as with trisomy of other chromosomes, including 15, 16, and 18 (82, 200) . Moreover, many chromosomal aneuploidies are lethal to the developing embryo, with estimates of chromosomal abnormalities occurring within aborted fetuses being around 35% (79, 80) .
The high incidence of aneuploidies in human gametes highlights the importance of understanding how and where these abnormalities arise. Indeed, accumulating evidence points to a high degree of variability among human germ cells undergoing meiotic prophase I. For example, although maternal age appears to be the only factor that has been definitively associated with increased risk of aneuploidy in women and a number of molecular pathways have been proposed to account for such age-related phenomena (70) , several reports have identified significant variation in recombination frequencies among women independent of age (32) . In line with this, studies of human fetal oocytes have demonstrated similarly high levels of variation in the events that give rise to crossovers at prophase I (125), events that would be extremely stringently regulated in other meiotic species. Such observations suggest that mechanisms of crossover regulation during prophase I, and not relating to extended periods of dictyate arrest, must be important for the etiology of human aneuploidy events.
Scope of this Review
Prophase I encapsulates the unique and defining events of meiosis that are essential for sexual reproduction. Of particular importance are the crossovers that form between homologous chromosomes and that serve to maintain a strong connection between homologs, thus enabling them to be accurately segregated during MI. Crossovers must be tightly regulated, both temporally and spatially, and yet often arise from an excessive number of initiating DNA double-strand break (DSB) events. These additional DSBs serve to facilitate the equally fascinating processes of homology searching and pairing but must be repaired with equally exquisite precision as those designated to become crossovers.
In mouse, as in most other organisms studied, the number of DSBs outweighs the final number of crossovers by at least tenfold. This raises many questions, not least of which is how crossovers are selected from this pool of DSBs, how the timing of this selection (or designation) process is regulated with respect to other cytogenetic events, whether crossover designation is a multistep or single-step process (licensing and designation, for example), and what the consequences are PCs: pairing centers for altered/aberrant crossover designation. Are there alternative pathways that can compensate/ modulate crossover designation if critical events fail?
This review focuses on these and other questions, utilizing new data arising from studies across the eukaryotic spectrum. Although we attempt to synthesize an overarching view across organisms, it is not possible to explicitly describe all processes employed by all organisms. Thus, we illustrate areas of shared conservation and unique differences where possible. By necessity, we first begin with a brief description of the events of synapsis and DSB formation and repair, as well as the highly correlated process of SC formation. For more complete reviews of these two hallmark features of prophase I, the reader is directed to many excellent recent reviews on these topics (101, 123, 210, 242) . We then discuss the intrinsic/cis-regulatory mechanisms of crossover formation in various species, comparing and contrasting mechanisms of crossover formation where possible. Finally, we incorporate recent data concerning the roles of various extrinsic/trans-regulatory mechanisms that oversee crossover licensing and designation, culminating with an integrated model to explain how different organisms achieve the appropriate placement and frequency of crossovers during prophase I.
INITIATION OF SYNAPSIS AND RECOMBINATION
Disjunction of sister chromatids during mitosis and meiosis II is accomplished accurately as a result of the cohesin complexes that are laid down during DNA replication. Cohesin complexes encircle both sister chromatids, thereby allowing tension to form when each sister is pulled in opposite directions by the cellular division machinery (reviewed by 34). In meiosis I, however, homologous chromosomes, each of which has been derived from a different parent, do not have any such pre-established attachments. Thus, the chromosomes must find and connect with their homologous partner to allow them to then be correctly segregated from each other at the first meiotic division. These events all occur during prophase I of meiosis and include pairing (where homologous chromosomes move and locate each other), meiotic recombination (the process of DSB formation and repair), and synapsis (the formation of a proteinaceous structure, the SC) between homologs.
Pairing
Early prophase I chromosome movements are essential for pairing of homologs prior to the initiation of synapsis and recombination. These movements are often preceded by initial coupling or contact, and are concomitant, in most cases, with the tethering of telomeres to the nuclear envelope in a manner that is dependent on the SUN/KASH family of proteins (reviewed by 92, 114) . In certain cases, such as in the mouse, telomere clustering also appears to be dependent on certain proteins of the SC and the DSB formation protein SPO11, independent of its DSB function (19, 130, 193) . In addition, the telomeres of many species appear to cluster within a limited domain of the nuclear envelope, resulting in a chromosome configuration known as the telomere bouquet (241) . The classic example of chromosome movements and telomere clustering is provided by Schizosaccharomyces pombe, in which the telomeres cluster at the spindle pole body and the entire nucleus oscillates between the cell poles, a movement often described as the horsetail (46, 114) . Centromere association appears to be important also, at least in certain species, including S. cerevisiae, S. pombe, A. thaliana, and D. melanogaster (reviewed by 58).
In C. elegans, pairing occurs independently of recombination through the use of pairing centers (PCs), which are regions of DNA sequence that are highly correlated with initial interactions between homologous chromosomes. These PCs are located at the ends of chromosomes and are rDNA: ribosomal DNA NOR: nucleolus organizing region composed of highly repetitive DNA sequences that recruit and bind the C2H2 zinc-finger proteins, ZIM-1, ZIM-2, ZIM-3, and HIM-8 (reviewed by 138). Although HIM-8 binds specifically to the X-chromosome, the three ZIM proteins facilitate pairing of the five autosomes. Pairing of chromosomes II and III are mediated by ZIM-1, whereas pairing of chromosomes I and IV are mediated by ZIM-3, suggesting additional mechanisms to specify the correct chromosomal pairing (177) .
Pairing centers do not appear to be confined to worms and are a feature of meiosis in both D. melanogaster males and in S. pombe. In the former, homologous chromosomes enter meiosis in a paired state, with the exception of the sex chromosomes, which pair via ribosomal DNA (rDNA) repeats of the nucleolus organizing region (NOR) (reviewed in 149). Deletion of the NOR abolishes XY pairing and leads to nondisjunction at the first meiotic division, whereas exogenous rDNA sequences can restore this pairing, indicating that the NOR serves as a pairing center for the sex chromosomes in Drosophila males (149) .
The pairing center defined in S. pombe is mechanistically distinct from those mentioned above. Ding et al. (62) have identified the sme2 locus of S. pombe to encode two meiosis-restricted long noncoding RNAs (lncRNA), meiRNA-S and meiRNA-L, that mediate homolog recognition. The lncRNA transcripts accumulate at the sme2 locus on chromosome II during the horsetail stage in early prophase I and thereby facilitate robust and sustained pairing. Deletion of the putative sme2 promoter leads to reduced lncRNA and a resulting reduction in pairing, whereas transfer of the sme2 coding sequence to nonhomologous chromosomes facilitates their ectopic pairing in early prophase I (62) . Thus, localization of this lncRNA to its locus of origin acts as a cis-acting pairing factor but is unlikely to be the sole contributing factor that ensures pairing in S. pombe.
Meiotic Recombination
Meiotic recombination, the process by which programmed DSBs are introduced throughout the genome and subsequently repaired, is a mechanism used by the majority of eukaryotes to enable accurate homologous chromosome segregation. In this process, multiple (often hundreds of) DSBs are introduced throughout the genome by the topoisomerase type II-like protein Spo11 (111) . These DSBs must subsequently be repaired to form either crossovers or noncrossovers. A crossover is a structure resulting from the repair of a DSB using a homologous chromosome template in a manner that creates a physical connection between the two distinct DNA molecules. Resolution of a crossover results in a DNA molecule that is genetically distinct from either parental moleculea recombinant chromosome. By contrast, noncrossovers arise when the DSB is repaired from either the sister chromatid or homologous chromosome and results in localized genetic exchange, referred to as gene conversion, immediately in the vicinity of the initiating DSB but does not result in a physical link between homologs. Thus, the DNA sequence flanking the site of a noncrossover does not vary from its original parental sequence (see Figure 2) . Initiation of recombination via DNA double-strand break induction. The initiating event of meiotic recombination is the formation of the DSB. The location and numbers of DSBs formed are controlled by factors detailed below and define the location of recombination events. Double-strand break timing, placement, and modulation. In S. cerevisiae, induction of meiotic DSBs is temporally and mechanistically linked with the completion of DNA replication, ensuring that one event does not precede the other (26, 161) . S. pombe and the barley Hordeum vulgare also show a correlation between completion of replication and DSB formation (90 (e) Alternatively, dHJs can be resolved in a symmetrical manner creating noncrossover events or asymmetrically creating crossover events. ( f ) Following strand invasion, structure-specific nucleases can process joint molecule intermediates to generate a crossover. Many of these events are drawn largely from studies in S. cerevisiae and can be extrapolated to many meiotic species. Abbreviation: DSRB, double-strand break repair.
CDK: cyclindependent kinase
DDK: Dbf4-dependent kinase
PAR:
pseudoautosomal region component in particular, Mer2, is targeted for phosphorylation by the cell cycle kinases CDK (Cdc28 with either Clb5 or Clb6) and DDK (Cdc7-Dbf4 complex) (85, 226) . Phosphorylation of Mer2 results in the initiation of DSB formation (85, 226) . No equivalent DSB-initiating phosphorylation event has yet been defined in other organisms, but a homolog of Mer2, Rec15, has been identified in S. pombe (63, 155) . DSB formation does not occur uniformly across the genome (12, 56, 71) . Instead, certain regions appear to be much more favorable for DSB formation and these regions, termed hot spots, tend to be intergenic and/or promoter regions where nucleosomes are more widely dispersed (176) . High-resolution DSB maps have been obtained by ChIPseq using antibodies raised against known DSB repair proteins (31, 38, 112, 178, 204) . In addition, following DSB formation, the initial repair stage produces a protein-DNA complex (Spo11-oligonucleotide) that specifically marks DSB location (166) . Using antibodies against Spo11, these Spo11-oligonucleotides can be enriched and sequenced to provide a high-resolution DSB map (171) . Mapping of DSB hot spots through ChIPseq correlates extremely well with Spo11-oligo maps, attesting to the specificity and utility of both approaches (38, 129, 171) .
In budding yeast, DSB hot spots tend to reside adjacent to transcriptional start sites and are devoid of any obvious DNA sequence motif, whereas in humans and mice, they are located far away from such regions and appear to contain a common sequence motif (162, 163) . In many organisms, including yeast, mouse, and human, hot spots correlate, at least in part, with regions enriched for trimethylation of histone H3 on lysine 4 (H3K4me3) (27, 37) . A role for chromatin modification in driving DSB position/frequency has also been indicated in C. elegans, in which the condensin DPY-28 negatively regulates DSB frequency, whereas the chromatin-associated proteins HIM-5, HIM-17, and XND-1 have all been implicated in regulating the timing and frequency of DSB induction (219) .
Studies of specific hot spots in the mouse, comparative studies of recombination rates between mouse strains, and differences in recombination rates across human subpopulations all led to the identification of the methyltransferase PRDM9 (PR domain encoding protein 9) as a major determinant of recombination activity in human and mouse (10, 174) . The role of PRDM9 in driving hot spot utilization in the mouse has been reviewed extensively elsewhere (11, 25, 128, 165) .
Given that DSBs form in the absence of PRDM9 in mouse meiocytes, it is plausible that PRDM9 is not the sole determinant of hot spot activity in the mouse. Indeed, promoter regions that are enriched for H3K4me3 signals do not display high DSB rates (204) . Moreover, whereas DSB induction at the pseudoautosomal region (PAR) of the mouse XY bivalent is associated with H3K4me3, this histone modification at this region is not PRDM9 dependent (31) . Together, these observations suggest that non-PRDM9 mechanisms are involved in the recruitment of SPO11 complexes to DNA, a finding that is supported by recent observations of canine meiotic recombination, in which the Prdm9 allele is nonfunctional, and yet SPO11-invoked recombination events still occur during meiosis (8) . In canids, the recombination landscape is dramatically different from that seen in other mammals, with a high accumulation of DSBs around promoter-associated CpG islands, reminiscent of the high correspondence of DSBs with promoter-associated H3K4me3 marks seen in Prdm9 −/− mice (31) and vaguely reminiscent of the pattern of recombination reported for budding yeast (171) .
Factors influencing double-strand break frequency: negative and positive regulation. Critical to the correct repair of meiotic DSBs is the action of checkpoint proteins. Checkpoints function to inhibit progression of the cell program until sufficient repair of the DNA damage event has occurred. In addition, checkpoints also function to recruit repair factors and help bias the repair toward the homologous chromosome-a key difference compared with mitotic DSB repair (reviewed in 141). Interestingly, two related checkpoint kinases also play a role in meiotic DSB formation. In fly and yeast, Tel1/ATM inhibits DSB formation (41, 107) , whereas in yeast Mec1/ATR functions to promote DSB formation in situations in which DSB catalysis is defective (7, 73) . In addition to modulating DSB frequency, these checkpoint proteins also function to define DSB distribution across chromosomes and chromatids (68, 238) . Thus, these two kinases appear to function as homeostatic mechanisms, at least in yeast, ensuring the correct number and placement of DSBs (reviewed in 53).
Contradictory evidence in mouse suggests that the role of ATM is less clear. For example, the number of DSBs, as measured by SPO11-oligonucleotide complexes, is elevated tenfold in Atm mutant spermatocytes, whereas the meiotic defects observed in these mutant animals can be suppressed by heterozygosity of the Spo11 gene (9, 124) . However, confounding these findings is the observation that mouse mutants that result in elevated ATM protein levels during prophase I do not apparently alter DSB frequency and distribution (156) .
The mechanics of double-strand break formation and repair. Much of our biochemical knowledge of DSB formation and repair comes from organisms that we can easily genetically modify to observe or assay for repair intermediates (18, 39, 40, 59, 102, 111, 146, 166, 211, 234) . However, studies in other organisms, such as mouse, have enabled us to confirm DSB formation and repair pathways while identifying critical differences in DSB processing across species (49, 51, 74) .
Spo11 was identified by Scott Keeney and colleagues as the enzyme responsible for creating DSBs during meiotic prophase I in S. cerevisiae (111) . Homologous proteins have since been discovered in plants (SPO11-1,2,3), worm (SPO-11), fly (mei-w68), and mouse (SPO11α and SPO11β), to name just a few (60, 78, 110, 150, 215) . This topoisomerase II-like protein has similarities to the archaeal TopoVI A subunit. Archaeal TopoVI requires both A and B subunits to carry out its function, and recent investigations in plant and mouse have uncovered equivalent subunits that work with SPO11β during meiosis, named MTOPVIB and TOPVIBL, respectively (184, 225) .
Two Spo11 monomers are required to induce a single DSB (Figure 2a) , with each protein breaking one DNA strand (111) . In the process of forming the DSB, Spo11 becomes covalently attached to the DNA and must then be removed for subsequent processing. In addition, Spo11 action requires additional proteins, most notably in S. cerevisiae, at least nine additional proteins are required: Ski8, Mer2, Mei4, Rec102, Rec104, Rec114, Mre11, Rad50, and Xrs2 (reviewed in 109). Of these, only Mei4 is known to be functionally conserved in mouse and A. thaliana (PRD2) (118) . Plant, mouse, fly, and worm all require additional proteins not described in S. cerevisiae. A. thaliana requires the proteins DFO, PRD1, and SWI1 (153), mouse requires MEI1 (equivalent to A. thaliana PRD1) (127), worm requires DSB-1 (207) , and fly requires Mei-P22, Trem, and Vilya (121, 133) .
Initial double-strand break repair gives rise to structures that can be repaired via multiple distinct pathways. Following DSB induction in S. cerevisiae and S. pombe, the Mre11-Rad50-Xrs2/Nbs1 complex, in conjunction with the endonuclease Sae2/Ctp1, cleaves the DNA strand downstream from the Spo11 attachment, thereby liberating the Spo11-oligonucleotide complex (77, 166) . Similar processing of Spo11-induced breaks is observed in C. elegans (138) . Spo11 does not cleave the DNA at the same nucleotide position on each strand, resulting in a twonucleotide overhang, thus preventing simple gap filling from the opposite strand (134) . The resulting double-stranded DNA molecule now has a short single-stranded DNA (ssDNA) tail that is further extended by the 5 -3 exonuclease Exo1 (69, 234) . This extends the ssDNA tail by an average of 800 nt (in S. cerevisiae) and thereby facilitates the next step in the recombination process: strand invasion (234) .
The ssDNA tail is initially coated by the replication protein A (RPA) (reviewed in 183), protecting the potentially fragile ssDNA molecule and impairing secondary structure formation. RPA is gradually replaced by the RecA family members Rad51 and Dmc1, the latter being a meiosis-specific protein (16, 197, 201) . Recent results from the Bishop lab have indicated that in S. cerevisiae, both Rad51 and Dmc1 form filaments at both sides of the DSB when observed using super-resolution microscopy (35) . This appears to be in contrast to the observations made in A. thaliana, where RAD51 and DMC1 localize to opposite sides of a DSB (119) . In conjunction with chromatin remodeling factors (154), the RecA-DNA complexes can invade DNA templates in search of the correct homology in a process known as single-end invasion (SEI) (102) . The ultimate result of this RecA-led ssDNA invasion of an opposing DNA helix is the displacement of a complementary DNA strand and the formation of a displacement loop (D-loop), representing the last intermediate stage that is common to all repair outcomes (215) (Figure 2) . Crossover/noncrossover designation. Following D-loop formation, DNA polymerases can undertake DNA synthesis, extending the single-stranded molecule using the invaded strand as a template. At this point, if the invading strand is disrupted and displaced, it can reanneal with the other side of the DSB. Following further DNA synthesis and ligation, the DSB is repaired. This repair pathway, named synthesis-dependent strand annealing (SDSA) (Figure 2b ) (164) , leads only to noncrossover events, with any region of potential heteroduplex DNA being resolved by the mismatch repair machinery (2, 151). These SDSA-derived noncrossovers are temporally distinct from crossovers in yeast and mouse, leading to the idea that the two DSB outcomes arise from mechanistically distinct events (3, 49) . Importantly, however, SDSA represents the major, but not the sole, source of noncrossovers, at least in budding yeast (146) .
If SDSA is not utilized, the extended D-loop becomes captured by the other side of the DSB in a process known as second-end capture, creating a joint molecule ( JM) between two opposing chromatids (215) . At this stage, structure-specific endonucleases can cleave the junctions, allowing for further elongation and ligation to create a crossover (Figure 2f ) (reviewed in 196). If nucleases do not act on the JM, a double Holliday junction (dHJ) forms (Figure 2c) , and these appear to be the predominant product of D-loop extension during meiosis (39, 93) . dHJs can be repaired in two different ways, either by the resolution (Figure 2e ) or dissolution (Figure 2d ), the former resulting in either a noncrossover or crossover event. For reasons that are not altogether clear, but which may involve members of the DNA mismatch repair machinery or other repair proteins, dHJ repair in meiosis is heavily biased toward the formation of crossovers (3). Alternatively, dHJs can undergo dissolution through the action of helicases and topoisomerases to result in a noncrossover (reviewed in 17).
As described, these complex pathways, requiring different proteins and acting on different structures, are defined separately; however, multiple cross talk between these pathways exist. In addition, unlike DSBs arising within other environments, DSB repair during meiosis takes place within the confines of the proteinaceous structure of the SC. In this way, the SC serves to promote mechanisms of DSB repair that are fundamental to, and defining of, the meiotic process.
Synaptonemal Complex Formation
Following homolog recognition and initial pairing (alignment), homologous chromosomes then become tethered together in a process termed synapsis. The process of synapsis is a sequential event that culminates in the completion of a tripartite structure known as the SC, which maintains Synaptonemal complex (SC) formation and synapsis during prophase I in mouse. Meiotic chromosome spread preparations from male mouse spermatocytes are immunofluorescently stained and imaged at different stages of prophase I using 3D structured illumination microscopy (3D-SIM (158), the SC defines the individual substages of prophase I according to the physical state of the SC (Figure 3) . SC assembly begins in leptonema (from the Greek for thin threads) with the accumulation of the axial element (AE) along each chromosome. The AEs serve as docking sites for numerous proteins involved in cell cycle control and recombination, and they also interact with the cohesin rings that help to facilitate both sister chromatid cohesion and homologous chromosome interactions. During zygonema (paired threads), the two AEs, which are now known as lateral elements (LE), become closely apposed at ∼400 nm, and become progressively connected via a structure known as the central region (CR), which comprises two transverse filaments (TFs) that intersect with the central element (CE) region. By pachynema (thick threads), the two LEs are now completely zippered together along their lengths by the CR, and the intact tripartite structure persists until diplonema when the SC begins to disassemble. Diakinesis is the final stage of prophase I, when the majority of the SC has broken down and chromosomes are now held together through their chiasmata, the physical manifestation of crossing over (reviewed by 66, 169) . In most cases, SC formation is dependent on the initiation of recombination and is, in turn, essential for the processing of recombination events and for prophase I progression. However, some exceptions exist: For example, S. pombe and Aspergillus nidulans both undergo recombination but without an SC, whereas D. melanogaster females and C. elegans undergo pairing and synapsis independently of recombination (reviewed by 120, 138, 242) . Moreover, in Drosophila males, alternative systems for homolog engagement have been established (149) .
Components of the synaptonemal complex: organizational and functional conservation without sequence conservation. Although SC structural organization is conserved across many eukaryotic species, the constituent proteins that make up this complex structure vary markedly between organisms. Multiple AE/LE proteins are usually present, such as the mouse SC-2 and SC-3 proteins (SYCP2, SYCP3) (229) 143) and C. elegans HTP-3 (72, 145, 199) , and these interactions are usually essential for normal SC formation.
TF proteins share very little sequence homology; however, their overall structures are similar, with N-terminal and C-terminal globular domains separated by a coiled-coil central domain (84) . Within the SC structure, TF proteins form parallel coiled-coil homodimers with their globular C-terminal ends embedded in the LE and their N-terminal ends interacting with proteins of the CE (reviewed by 88). Many organisms appear to have only a single TF protein, exemplified by Zip1 of S. cerevisiae (213) and SYCP1 of mouse (61) . By contrast, Drosophila appears to have two TF proteins: C(3)G and Corolla (52, 168) .
The central element proteins vary greatly among SC-bearing organisms, with mouse having four CE proteins, SC central element proteins 1-3 (SYCE1, SYCE2, and SYCE3) (22, 23, 55, 76, 195) , and TEX12 (76) . Drosophila females have only a single known CE protein, Corona, which is also known as Cona (170) . In S. cerevisiae, appropriate installation of the TF protein, Zip1, is dependent on the presence of the CE proteins Ecm11 and Gmc2 (100, 237) and, more specifically, requires the SUMOylation of Ecm11 in a Gmc2-dependent manner (224, 236) . Indeed, SUMO appears to be an integral component of the SC in many organisms and is required for initial loading of Zip1 (reviewed by 242). As is discussed below, post-translational modification events such as this one appear to be central for events in prophase I.
The entire CR in C. elegans consists of four proteins, SYP-1-4 (48, 140) . Studies by SchildPrüfert et al. (194) have demonstrated a complex interaction between these four proteins, in which a homodimer of SYP-1 connects SYP-2 in the central core regions and SYP-3 is tethered to the AE. SYP-3 also interacts with SYP-4, which is thereby retained in the core of the CE. Thus, for worms at least, the CR structure is more complex and less defined into TF and CE subcompartments.
Initiation of synapsis.
In budding yeast, Zip2, Zip3, and Zip4 are essential components of the synapsis initiation complex (SIC). These proteins initially arise at sites called axial associations (AAs), representing sites where opposing AEs become very closely aligned. The appearance of AAs are dependent on DSB formation, whereas proteins required for synapsis localize to these sites initially, indicating that AAs are the precursors to SICs (1, 47, 67, 175, 221) . Both the number of AAs and the accumulation of Zip3 are dependent on and can be altered by varying the dose of Spo11, and they become loaded with RAD51 and DMC1, indicating that these structures represent the sites of DSB induction (86, 87, 185) .
Prior to DSB induction, when the homologs are aligned and oppose each other at a distance of ∼400 nm, Zip3 loading initiates at the centromeres independently of Spo11 activity but dependent on Zip1 preloading at this site (198, 220) . Zip3 then associates with chromosome axes and recruits Zip2 to a subset of AAs, acting in a complex with Zip4 (Spo22) to convert the AA into an SIC at the leptotene-to-zygotene transition, bringing the homologs to within 100 nm of each other. Zip2 also interacts with key recombination proteins, including Rad51, Mre11, and the MutS homologs Msh4/5 (components of the ZMM pathway, see below) (1, 47, 221). SIC formation is concomitant with recruitment of Zip1 along the cores to form the TF of the central element.
Importantly, as is discussed below, Zip3 association with the chromosomes requires its SUMO E3 ligase activity as well as phosphorylation of Zip3 by Mec1/Tel1, and this leads to accumulation of the TF protein Zip1 (198) . ChIP analysis demonstrates that further Zip3 recruitment is dependent on Zip1 accumulation and, specifically, on the stabilization of SUMO chains by Zip1. This leads to a second wave of Zip3 recruitment through the Zip3 SUMO binding motif, but this is confined to those DSB sites that have transitioned into dHJs (45, 198) . A similar two-stage accumulation/specification is observed for the worm ortholog of Zip3, ZHP-3, although the worm protein does not appear to be critical for SC formation (15, 103) . Thus, although SUMOylation may be critical for early synapsis in some organisms, it appears to be of more widespread importance for DSB induction, as well as for the conversion of a subset of DSBs into dHJs. This process of DSB selection to become a dHJ lies at the heart of crossover fate designation, and these data implicate proteins of the SC, as well as the DSB repair machinery, in the process of crossover designation.
CROSSOVER FATE DESIGNATION
Class I Crossovers and the ZMM Pathway
One of the major arguments in favor of temporally distinct crossover/noncrossover processing during meiotic prophase I is the emergence of a group of genes whose deletion or mutation results in a severe reduction in crossover, but not noncrossover, frequency (reviewed by 139). Termed the ZMM family for the yeast genes that originally defined the group, members include proteins involved in DNA metabolism, including Mer3 helicase, which extends the D-loop, and the meiosis-specific MutS homologs of the DNA mismatch repair (MMR) family, Msh4 and Msh5 (59, 94) , which stabilize dHJs. The ZMM family also includes members of the Zip2, Zip3, and Zip4 families of SUMO and/or ubiquitin E3 ligases (1, 29, 221), and the SC protein Zip1 (139, 213), described above. Orthologs for most, if not all, of the ZMM proteins have been identified across eukaryotes. The majority of crossovers in yeast, some plants, and mice, and all crossovers in C. elegans, are processed through the ZMM-regulated crossover pathway, also known as the class I crossover pathway (74) . Thus, the ZMM proteins are also classified as pro-crossover factors. However, recent studies in a variety of organisms have revealed many more pro-crossover factors involved in class I events than were originally defined by the ZMM classification, implying that the ZMM proteins represent only a minor fraction of those proteins that are specifically essential for class I crossovers.
In most organisms, the class I crossover pathway is characterized by the sequential accumulation of homologs of the bacterial MutS and MutL proteins. In the canonical eukaryotic MMR system, a heterodimer of MutS homologs binds to a specific DNA substrate and then recruits a heterodimer of MutL homologs as the signaling and effector components of the pathway (reviewed by 126). The MSH4/MSH5 heterodimer, known collectively as MutSγ, is first recruited to specific sites of ongoing DSB repair and is unique among the MutS heterodimers in that it does not itself engage in mismatch correction (20, 94, 172, 187, 192) . Instead, in vitro studies of human MutSγ indicate that the complex forms a sliding clamp that encircles dHJ substrates and can translocate along the DNA in an ATP-dependent fashion, allowing the accumulation of further MutSγ clamps at that DSB repair site (205) . Other studies have suggested that the preferred binding substrate for MutSγ is the SEI structure where the heterodimer promotes second-end capture (reviewed in 142).
In mouse, MSH4 and MSH5 associate with meiotic chromosome cores in zygonema, with the number of foci formed by these proteins matching only about half of the initiating DSBs (approximately 100-150 of the 250-300 DSBs) (115) . Accordingly, loss of either gene in mouse results in meiotic disruption prior to the pachytene stage, with incomplete synapsis, persistence of RAD51, and a failure to complete DSB repair (115) .
Like all MutS heterodimers, MutSγ recruits and associates with a heterodimer of MutL homologs that, in the case of meiotic DSB repair, involves the MutLγ heterodimer, which consists of MLH1 and MLH3 (reviewed by 142). In mouse and plants, MLH1 and MLH3 associate with chromosomes at pachytene of prophase I, somewhat later than the appearance of their DNAbinding partners, MSH4 and MSH5 (132) . Importantly, the number of MutLγ foci is a subset of those observed for MutSγ foci, and these later foci exhibit interference in that the placement of one focus prevents the nearby localization of another focus (discussed below). The meiotic phenotype of mice lacking either Mlh1 or Mlh3 is manifested somewhat later than that of Msh4 or Msh5, although in all cases spermatocytes fail to complete prophase I. This temporal difference in phenotype is surprising given the fact that these proteins are presumed to act together, as is the case for other MutS and MutL heterodimer combinations, and points to additional roles for MutSγ in the selection of DSB repair pathways and/or stabilization of DSB repair intermediates. Indeed, MSH4 and MSH5 are thought to prevent dissolution of dHJ structures, and so it is conceivable that an early function of MutSγ is to promote dHJ stability at all JMs and not just those that are substrates of the class I machinery.
The precise role of MutLγ is unclear in the context of crossing over, but the presence of a functional endonuclease activity within yeast Mlh3 points to a role for this protein complex in resolution of dHJ intermediates (186) . Thus, MutLγ is considered to be the all-important class I Holliday junction resolvase, capable of making the cuts in the dHJ that result in the formation of two intact recombinant DNA molecules. Evidence in support of this resolvase function has emerged in budding yeast, where MutLγ functions together with Exo1 and the helicase Sgs1 to resolve class crossovers (235) . Importantly, although functional MutSγ orthologs exist in C. elegans (48) , MutLγ proteins do not, suggesting that the resolvase activity of MutLγ must be fulfilled by other proteins in worms.
Although MLH1 and MLH3 are not traditionally defined as ZMM proteins, they function exclusively in the class I crossover pathway in the context of meiotic DSB repair, and, most importantly, these proteins are considered to be the final markers of class I crossover events in late prophase I in yeast, mouse, humans, and plants (125, 132) . Conversely, in light of the early meiotic phenotype of mice harboring mutations in the MutSγ components, it is plausible that MSH4 and MSH5 may actually function outside of the class I pathways, at least in mammals, again suggesting that ZMM classification may not be appropriate for all (or limited to) class I-type crossover events.
Class II Crossovers and MUS81
Although the class I pathway accounts for the majority of crossovers, genetic evidence from yeast, plants, and mouse points to the presence of a minor class II crossover pathway, orchestrated by the MUS81-EME1 structure-specific endonuclease (Mus81-Mms4 in S. cerevisiae) (21) . This pathway accounts for 5-10% of crossovers in the mouse (95) , approximately 5% of crossovers in A. thaliana (89) , and 15-35% of crossovers in budding yeast (59) . Class II crossovers do not form in C. elegans, although worm MUS-81 is required for processing additional DSBs that arise from irradiation or from mutation of the helicase Rtel-1 (reviewed by 138).
In S. cerevisiae, Mus81 acts in concert with the RecQ helicase Sgs1 (BLM helicase in mammals) to promote the resolution of complex multichromatid JM intermediates that arise as a result of various events downstream of DSB resection, including secondary-strand invasion events (104) . Moreover, formation of class II-regulated crossovers is not constrained by interference in the way that class I crossovers are controlled. Thus, organisms, such as S. pombe, in which the class I pathway is absent, do not exhibit crossover interference during meiosis (57) , although it should be noted that S. pombe also does not have a classically defined SC structure (137) . Moreover, in mammals at least, it appears that there are functional links between the two classes, given that loss of the class II crossover pathway in Mus81 homozygous mutant male mice results in a compensatory rise in the frequency of MutLγ-marked class I crossover events, without any overall increase in crossover frequency (95) . This suggests that crossover numbers are maintained in the absence of class II events in a homeostatic mechanism that results in upregulation of class I events. Whether these additional class I crossovers represent those sites that would have been class II crossovers or whether additional class I crossovers are drawn from the pool of excess MutSγ sites that exist during zygonema remains to be seen.
Interactions Between Class I and Class II Crossovers Pathways
The increase in class I crossovers that occurs in mice lacking a functional class II pathway (Mus81 mutant mice) suggests that there must be some degree of interaction between class I and class II events. Supporting evidence of this comes from studies in multiple organisms and, in particular, implicates the RecQ helicases in this cross talk. The yeast RecQ helicase Sgs1 and its orthologs in mouse (BLM) and plants (RECQ4A) all appear to play vital roles in meiotic DSB repair processes (97) . Loss of Sgs1 in yeast leads to a significant rise in complex JMs that have the potential to become substrates for Mus81-Mms4 action. In addition, the appearance of crossover and noncrossover events become temporally linked in Sgs1 mutants, suggesting that the normal SDSA pathway is suppressed by loss of Sgs1, whereas the class I crossover pathway also becomes suppressed (104) . As a result, both crossovers and noncrossovers now arise out of repair pathways that involve other resolvases, including Mus81-Mms4 and, at least in yeast, two other resolvases more commonly associated with mitotic DNA repair: Slx1-Slx4 and Yen1 (reviewed by 75). Thus, taken together, these observations suggest that Sgs1 functions to regulate DSB repair by modifying the existing repair intermediate such that they can now become substrates for the appropriate repair pathway. Under normal circumstances, Sgs1 would facilitate distribution of DSB repair intermediates between the class I and class II pathways, as appropriate. In addition, Sgs1 is critical for the resolvase activity of MutLγ (together with Exo1) in class I crossovers (235) .
In mammals, much less is known about the function of BLM in meiosis. Loss of Blm in at least a subset of spermatocytes results in impaired meiotic progression, which is associated with increased crossing over (97) . This increased crossing over is not related to class I crossover events, however, because MLH1 appearance and frequency are normal in Blm mutant spermatocytes. Instead, this observation suggests that class II crossovers are increased, a possibility that has yet to be confirmed as a result of the lack of available antibodies against MUS81 or EME1. Similar to the situation in mice, C. elegans MUS-81 appears to function in conjunction with the worm ortholog of BLM, HIM-6, because mus-81 him-6 double mutants exhibit synthetic lethality (191) .
SLX4 is a scaffold protein that interacts with multiple structure-specific endonucleases to orchestrate DNA repair in many organisms (reviewed by 113). Most prominently, SLX4 interacts with SLX1, MUS81, and XPF (65, 160, 212) . During meiosis, SLX4 appears to play roles in crossover formation in Drosophila, C. elegans, and mouse but does not play any appreciable role in budding yeast (96, 191) . In C. elegans, the SLX4 ortholog HIM-18 is responsible for a subset of Holliday junctions because him-18 mutant worms exhibit a 30-50% reduction in crossing over (191) . This meiotic function of HIM-18 does not appear to involve interactions with SLX-1, because slx-1 mutant worms do not exhibit similarly reduced crossovers, although him-18 slx-1 double mutant worms show a slightly exacerbated crossover phenotype compared to him-18 mutation alone (190) . Additionally, there is mounting evidence that SLX-1 functions separately from HIM-18 and works with other structure-specific endonucleases, including MUS-81 and XPF-1, to promote crossover formation in worms (reviewed by 188). Conversely, in Drosophila, the function of SLX4 in meiotic crossing over appears to require interaction with XPF (230) .
In the mouse, SLX1 does not appear to function in meiotic prophase I (K.J. Grive, K. CampbellPeterson, P.E. Cohen, unpublished data), whereas SLX4 appears to function to promote crossing over via the class II pathway (96) . Interestingly, the loss of Slx4 in mice results in elevated MLH1 focus frequency at the pachytene stage of prophase I, indicating increased class I crossover utilization. However, chiasmata counts show normal levels of crossing over in Slx4 homozygous mutant animals, indicating that class II crossovers must be downregulated in these animals (96) . SLX4 interacts with components of both class I and class II machineries in the mouse (189) , making it well placed to orchestrate crossover decisions between the two crossover classes.
MECHANISMS GOVERNING CROSSOVERS
Given the requirement for crossover formation to ensure accurate chromosome segregation at MI, it is not surprising that the precise timing, frequency, and distribution of crossovers must adhere to strict rules and be tightly regulated. Three basic principles have been described for governing crossover distribution: (a) obligate crossover formation, whereby at least one crossover forms between homologous chromosomes (105); (b) crossover interference, whereby the presence of one crossover prevents the formation of another crossover forming nearby (159, 209) ; and (c) crossover homeostasis, whereby crossover levels are maintained when DSB formation is altered, presumably at the expense of noncrossovers (147) .
The Obligate Crossover
The obligate crossover rule, also known as crossover assurance, ensures that at least one crossover occurs between any given homolog pair, thus ensuring accurate segregation of those chromosomes. The presence of at least one crossover per homologous pair has been observed in most organisms (33, 105, 106) , although on rare occasions crossovers do not occur between homologs, leading to nonexchange chromosomes (reviewed in 228).
Crossover Interference
Coincident with the need for the obligate crossover is the process of crossover interference, which was first described in the early 1900s and has been observed in multiple organisms, including S. cerevisiae, C. elegans, D. melanogaster, A. thaliana, mouse, and humans (33, 54, 152, 159, 168, 181, 209, 214) . Of the two classes of crossovers formed, only class I crossovers are subject to interference (14, 59, 95) . Interestingly, however, in mice lacking a functional Mus81 allele and therefore deficient in the class II crossover pathway, the additional MLH1 foci/class I crossovers observed are not constrained by interference (95) . This suggests that, at least in mouse, the loss of class II crossovers and/or the acquisition of additional class I crossovers occurs somewhat later than the signal to impose interference, because these newly defined crossovers are not constrained in the same way as the normal cohort of class I events.
Crossover Homeostasis
Crossover homeostasis was first described in S. cerevisiae and has since been described in S. pombe, C. elegans, maize, and mouse (50, 108, 147, 202, 231, 232) . Crossover homeostasis, as initially defined, is the maintenance of crossover frequency even when precursor DSB numbers are decreased (147) . There must also be a mechanism for establishing the upper limit of crossover formation, as not all DSBs are repaired as crossovers. This upper limit may be defined by crossover interference or another mechanism; either way, it contributes to the homeostatic mechanism. Given that the phenomena of the obligate crossover and crossover interference exist, these two mechanisms may already ensure a minimum, one per homolog pair, and maximum amount of crossovers form due to www.annualreviews.org • Meiotic Crossover ControlBAC: bacterial artificial chromosome crossover interference. Thus, it is often difficult to distinguish crossover homeostasis as a separate mechanism.
In the original yeast experiments that defined crossover homeostasis (147), altered DSB numbers were achieved using hypomorphic mutants in Spo11 and were measured in a rad50S mutant background, a mutation that results in the accumulation of DSBs with persistent attachment of Spo11 protein (111) . However, in other studies, where researchers instead utilized later stage mutations (such as Rad51 or Dmc1), the number of calculated DSBs on the same Spo11 hypomorph background was shown to be different (73) . Moreover, additional data suggest that the rad50S mutants can themselves be limiting in DSB formation, possibly due to Rad50 being required for both DSB formation and subsequent Spo11 processing in S. cerevisiae (38) . Given this, it is difficult to accurately determine the DSB levels in the Spo11 hypomorph mutants on the rad50S, or indeed any, background. These observations therefore question the extent to which crossover homeostasis can truly be determined, because true DSB levels are often difficult to measure. Despite these concerns over true DSB counts, given that yeast produces approximately 80 crossovers and has 16 chromosomes, there are more crossovers than can be governed by the obligate crossover, thereby supporting the idea of crossover homeostasis. Similar mutations in S. pombe Spo11 ortholog Rec12 also lead to a decrease in measured DSBs but a maintained crossover level (108) .
Several questions remain regarding crossover homeostasis, not least of which is whether crossover homeostasis establishes a minimal threshold level or, instead, whether the homeostatic mechanism keeps crossovers levels within a particular ideal range? Thus, would an increase in DSBs be prevented from a concurrent increase in crossovers by the homeostatic mechanism? In mouse, such questions were tested in a study in which DSB numbers were altered by changing the copy number of the Spo11 gene (50) . Accordingly, DSB levels (as determined by RAD51 and DMC1 foci) decreased or increased with respect to wild type, depending on Spo11 dosage, yet crossovers (determined by foci of the class I-specific crossover component MLH1) did not (50) . Mouse produces fewer crossovers than S. cerevisiae, 26 in male mice (approximately 90% from class I and 10% from class II) compared with 80 in yeast (74, 95) . Similar to yeast, in the experimental situation in which DSBs are decreased, the number of crossovers formed is still more than required for the obligate crossover on each chromosome (with 20 chromosomes in mouse), thereby supporting the concept of crossover homeostasis (50) . Interestingly, when DSBs are increased by introducing additional copies of the Spo11 gene by BAC (bacterial artificial chromosome) transgenesis, the observed number of MLH1 foci is similarly unchanged relative to wild type, indicating that class I crossover numbers are maintained and supporting the concept of the homeostatic mechanism in the mouse (50) . However, the caveat to these data is that final crossovers, or chiasmata, were not quantified, and thus class II crossover events were not accounted for, leaving open the question as to whether increased DSBs can affect class II crossovers and/or whether the class II pathway is regulated by crossover homeostasis. Given that class II events are not subject to interference, it is possible that these class II-mediated crossovers are not constrained by homeostatic mechanisms. Indeed, in other mouse mutants discussed below, increased crossover counts are observed with normal MLH1 focus frequency, attesting to the fact that class II events can be differentially and independently regulated.
In support of the idea that class II crossovers are differentially affected by altered DSB frequency compared to class I crossovers, as described earlier, recent investigations in mouse, fly, and yeast have identified that mutation of Tel1/ATM leads to an increase in DSB levels (41, 68, 107, 124, 238) . At least for yeast, this increased DSB frequency results specifically in increased crossovers of the class II variety (4). Mutation of Atm in mouse causes an approximately tenfold increase in DSBs (as measured by SPO11-oligonucleotides) compared with wild type but also causes a prophase I arrest, such that crossover levels are unable to be measured because the cells die prior to diplonema (124) . However, by reducing the number of DSBs in the Atm −/− mouse by SPO11 heterozygosity, DSBs (as measured by SPO11-oligonucleotides) remain 4.5-7.8-fold above wildtype levels because of the loss of ATM-mediated negative feedback; however, they bypass the meiotic arrest caused by loss of Atm (9, 124) . Interestingly, in this Spo11 +/− Atm −/− mouse, class I crossovers, as measured by MLH1 focus frequency, are increased above wild-type levels (9), suggesting that either the homeostatic mechanism or crossover interference is not maintained in the absence of ATM in mouse. However, in this scenario, it remains to be seen what effect this genotype has on class II crossovers. It is possible that the increased MLH1 foci, and hence the increase in flux through the class I pathway, is counter-balanced by a decrease in class II crossovers. Interestingly, a mouse mutant that exhibits a twofold increase in the ATM protein during meiosis fails to show altered DSB numbers or chiasmata counts compared to wild-type littermates (156) . Taken together, these observations in mouse suggest that ATM may have different effects on DSB numbers and that the relationship between DSB numbers and final crossovers in the mouse may be more complex than previously assumed.
Crossover homeostasis has also been described in C. elegans, an organism with arguably the most stringent crossover control, which results in precisely six crossovers, one per homologous pair, with little variation (15, 103, 231) . All crossovers formed in C. elegans are class I crossovers and show complete interference. This defined number of crossovers could be a consequence of crossover homeostasis or of requirements determined by both the obligate crossover and crossover interference. Interestingly, dpy-28 and rtel-1 mutants increase both the number of DSBs and the number of crossovers (219, 233) . Whether the increase in crossovers in these mutants is due to a defect in either crossover interference or a homeostatic mechanism is unclear.
Across species, there are currently no examples in which DSB levels have increased and total crossovers have remained the same. In maize, for example, Sidhu et al. (202) analyzed strains with varying numbers of meiotic DSBs, as measured by RAD51 foci. Interestingly, they found that crossover numbers increased accordingly, suggesting that perhaps homeostasis mechanisms are different in plants. Whether these crossovers are class I or class II events is unknown. Given these observations, it appears that crossover homeostasis functions as a mechanism to establish crossovers at a particular level (the lower limit), but it remains unclear as to whether a homeostatic mechanism, other than crossover interference, exists to limit excess crossover numbers (the upper limit). Further experiments will provide clarification for crossover homeostasis, particularly as it pertains to class I and class II interactions, or may suggest that the phenomenon of a homeostatic capping mechanism is indistinguishable from crossover interference.
Crossover Selecting/Deselecting Factors
Crossover designation relates to the process of DSB selection to become crossovers. This process is not a one step process; it involves multiple proteins at intermediary stages. A key transition/ designation step in this process is the paring down of high-number, early MutSγ to low-number, late MutLγ complexes.
In mouse, the overabundance of MutSγ sites in zygonema suggests that specific mechanisms must be in place to allow MutLγ to bind to only a subset of these sites (approximately 150 foci versus [22] [23] [24] . Loss of Mlh3 in the mouse does not prevent the reduction in MutSγ focus frequency observed in late pachytene, suggesting that it is not simply loading of MutLγ that stabilizes some sites and allows loss of the extraneous sites (X. Sun & P.E. Cohen, unpublished work). Instead, it has been proposed that regulated loss of MutSγ may occur via post-translational modification of target proteins through ubiquitylation and SUMOylation, which lead to degradation and stabilization of target proteins, respectively (reviewed in 91). Therefore, identification of proteins that may RING: really interesting new gene target MutSγ for modification is important for gaining mechanistic insight into the early to late pro-crossover factors.
In yeast, computational analysis of the synapsis initiation protein Zip3 revealed an N-terminal RING-finger domain, likely allowing the protein to function as an E3 SUMO and/or ubiquitin ligase (175) . Later studies further clarified the function of Zip3 to be that of a SUMO E3 ligase. In addition, these studies revealed the presence of a Smt3(SUMO) binding domain (SBD) on Zip3 (45) . Although global ubiquitin levels analyzed by Western blot do not change significantly in zip3 mutants, it is possible that subtle changes in ubiquitin levels induced by Zip3 at the point of synapsis initiation are not readily detectable. Proteins with structural similarity exist within other organisms, namely ZHP-3 in worm (15) , Vilya in fly (121) , and RNF212 in mouse (182) . Mutation of Zip3, ZHP-3, Vilya, or RNF212 in the respective organisms leads to defects in crossover formation, subsequently leading to a reduction in spore viability (yeast), a reduction in fertility (worm), high levels of nondisjunction (fly), and infertility (mouse) (1, 29, 103, 121, 182) . In yeast, a Zip3 mutation causes defective SC formation (29) ; however, in worm and mouse, the equivalent mutation leads to normal SC formation, albeit potentially delayed (15, 103, 182) . Interestingly, in worms, the phenotype observed with a separation-of-function allele of zhp-3 produces a similar phenotype to a smo-1 (SUMO) mutant with the defect exacerbated in double mutants (15) , supporting the idea that ZHP-3 and this family of proteins function as SUMO E3 ligases. Similar localization of these four proteins within their respective organisms during prophase I highlights potential similarities and differences in their meiotic function.
In yeast, Zip3 colocalizes with another SC protein, Zip2, at synapsis initiation sites early in prophase and colocalizes and interacts with the MutSγ complex (1). Additional evidence focused on reducing DSBs while maintaining crossovers shows that Zip3 foci do not decrease with the same severity as DSB reduction, implicating a role of Zip3 in crossover formation (86) . ZHP-3, Vilya, and RNF212 have many similarities in localization; initially forming foci/filaments at early prophase correlating with early synapsis sites, and observed as foci at late prophase correlating with crossover sites (15, 121, 182) . Subtle differences exist: ZHP-3 appears to undergo relocalization forming nonuniform protein filaments along the SC, until at late prophase it forms discrete foci marking crossover events (15); Vilya is observed as both discrete foci and stretches at early pachytene (121) ; and RNF212 is excluded from unsynapsed regions (182) . Such subtle differences may be changes in protein function but may also be due to the ability to detect or visualize proteins given the technologies at the time.
Interestingly in budding yeast, worm, and mouse, components of MutSγ interact with the SUMO E3 ligase orthologs Zip3, ZHP-3, and RNF212, respectively (1, 182, 231). Although neither MSH4 nor MSH5 has been demonstrated to be a SUMOylation target, other components of the MMR family are proven SUMO targets (24) . Moreover, another MutS homolog family member, MSH2, has been shown to have a genetic interaction with the SUMO proteases Ulp2 and SENP6 in multiple yeast species and in humans, respectively (218) . Thus, MutSγ may be a target of SUMO and/or may promote SUMO removal through its interaction with SUMO proteases.
In addition to the SUMO E3 ligases that have been described, there is a second set of RINGfinger-domain family proteins that function in crossover formation. Human enhancer of invasion 10 (HEI10) has been identified as interacting with cyclin B in Xenopus, yeast ortholog Clb2, and the E2 ubiquitin conjugating protein UbcH7 (217) . HEI10 shares amino acid similarity with other E3 ubiquitin ligases. During mitosis, HEI10 is thought to cause degradation of cyclin B in the G2/M transition and also inhibits migration and invasion of cancer cells (203, 217) . Other HEI10 orthologs have been identified in rice, A. thaliana, Sordaria, and a type of scallop (42, 135, 222, 239) . Characterization of the HEI10 mutant allele Hei10 mei4/mei4 in mouse [not to be confused with the meiotic DSB protein MEI4 (118) ] showed sterility in both males and females, along with a lack of localization of late-stage crossover class I-specific protein complex MutLγ and a severe decrease in chiasmata, with only residual class II chiasmata remaining (180, 208, 227) . Mutation of both rice and Arabidopsis HEI10 causes a loss of class I chiasmata (42, 239) . Localization of HEI10 in these three species correlates with a higher number of foci in early prophase down to a discrete number of foci correlating with class I, MutLγ-marked crossovers at late pachytene (42, 180, 227, 239) . In addition, rice HEI10 also colocalizes with the ZMM protein MER3 helicase at early prophase and then forms filaments following synapsis (239) . Given the defects in transition from early to late pro-crossover factors, and reduction in crossover of these E3 ligase mutants, this highlights the important role of SUMO/ubiquitin modification in crossover designation.
Recent characterization of worm COSA-1 (crossover associated-1) and its mouse ortholog, CNTD1 (cyclin N-terminal domain-containing-1), have demonstrated an essential and conserved role in crossover formation (98, 231) . These proteins have sequence similarity with cyclin B but also predict structural differences from the canonical cyclin family (231) . In C. elegans, COSA-1 functions to ensure crossover homeostasis when DSB levels are limiting and for the process of maturing DSBs to interhomolog crossovers (231) . Both COSA-1 and CNTD1 mutants have meiotic defects that lead to a lack of crossovers, drastically reduced viability in worm, and infertility in mouse (98, 231) . Specifically, cosa-1 mutants form normal DSBs and SC but fail to undergo SC remodeling consistent with crossover formation (231) . In mouse, Cntd1 mutant males are defective in the transition from early pro-crossover factors MutSγ to the late pro-crossover MutLγ, leading to a prolonged persistence of MutSγ (98) . In addition, RNF212 persists through pachynema, and HEI10 fails to load in Cntd1 mutant mice (98) . Interestingly, the phenotype of Hei10 mutant mice phenocopies that of Cntd1 mutant mice almost identically, with persistent RNF212 and MutSγ foci. This, together with the observation that HEI10 contains a cyclin-interacting motif, suggests that CNTD1 is essential for recruiting and/or facilitating HEI10 activity or that CNTD1 is a ubiquitin substrate of HEI10.
EMERGING THEMES OF CROSSOVER CONTROL
In the study of crossover formation during meiosis, various themes have been touched upon during this review and additional themes are emerging in the field. The following are areas of focus in which much has been learned in recent years and where ongoing studies are likely to yield important information. These themes are summarized in Figure 4 .
Crossover Classes
Studies have revealed at least two crossover pathways, each orchestrated by different repair machineries and each having unique regulatory networks governing their usage. In species in which both class I and class II crossovers exist, we have yet to fully determine the requirement/ preferences for both the classes or for the interactions between pathways. Indeed, in organisms such as mouse, where a high percentage of crossovers form from the class I pathway, it will be interesting to learn what the function of the class II crossovers are. The Class I crossover mechanism generates enough crossovers to ensure the obligate crossover per homolog and crossover interference ensures that these crossovers are distributed across the genome. Could the class II crossovers be a mechanism established to increase genetic diversity? Given that they are not subject to interference, are they historical products of a preexisting crossover mechanism? Or are they simply repair pathways of last resort to deal with aberrant JMs that if left unrepaired would be toxic to the cell? In mouse, removal of proteins that function in class II crossover formation causes compensation by the class I crossover machinery (95 Model for crossover control. (a) The interaction between double-strand break (DSB) repair pathways is orchestrated by SUMO and ubiquitin E3 ligases and overseen by cyclin-like proteins such as COSA-1/CNTD1. DSBs can repair as either noncrossovers or crossovers, with cross talk occurring between the crossover classes (blue arrow). Three groups of proteins have been described as affecting crossover control: SUMO E3 ligases, ubiquitin E3 ligases, and cyclin-like proteins. All three proteins function in the process of paring down early crossover promoting factors to late crossover promoting factors. SUMO E3 ligases likely function to select/determine/designate some pro-crossover sites. Given that the mitotic role of HEI10 is inhibition of related cyclin-like proteins, it is likely that the ubiquitin E3 ligases inhibit cyclin-like proteins in meiosis and target some pro-crossover sites. It is unknown how the cyclin-like proteins function in relation to the SUMO E3 ligases. (b) Spatiotemporal relationship between SUMO and ubiquitin E3 ligases. The role of synapsis initiation sites and RING-finger proteins are depicted.
highlights the interesting cross talk that occurs between the repair pathways (Figure 4a) . How exactly this cross talk between the two classes of crossovers is achieved remains to be understood. 
MutSγ to MutLγ Designation
Post-Translational Modifications
Investigations into crossover formation have previously focused on the phenotypic consequences of complete gene mutations. More recent investigations have instead focused on the effect of specific post-translational modifications of proteins of interest, as well as on the mechanisms of feedback control of crossover formation during meiosis (44, 198) . Checkpoint kinases are already known to play a feedback role in the DSB formation (7, 41, 73, 107, 124) , so it is unsurprising to learn that these play a similar role in crossover formation, as already observed in S. cerevisiae Tel1 mutants (4) . Meiotic DSB formation is a complex regulated process with feedback mechanisms to coordinate appropriate levels of formation. Given the emergence of post-translational modifications regulating crossover formation, it may be difficult to define a particular temporal/repair stage for crossover designation. Recent studies have pointed to the idea that post-translational modification of key pro-crossover factors may regulate crossover designation/placement. In S. cerevisiae, for example, the ZMM protein Zip3 is phosphorylated by Cdc28 (CDK) and by the checkpoint kinases Mec1 and Tel1 (198) . Although Cdc28 phosphorylation appears to be unimportant for crossover levels, mutation of the Mec1/Tel1 phosphorylation sites on Zip3 leads to decreased loading of Zip3 onto the chromosomes and subsequent reduction in crossover numbers (198) . In addition to Zip3, Zip1 phosphorylation by the meiotic kinase Mek1 is important for the formation of class I crossovers (44) . Interestingly, these phosphorylation events occur by action of kinases involved in checkpoint signaling and meiotic progression, thereby tying multiple meiotic events together in a coordinated fashion.
Currently, there is direct evidence only for kinase-driven phosphorylation events playing a role in crossover formation events. SUMOylation, however, has been shown to be important for multiple meiotic events across multiple species (reviewed in 136). Specifically related to crossover events, SUMO modification has currently been observed to be important for correct SC formation in S. cerevisiae, C. elegans, mouse, and human (15, 36, 45, 99, 100, 117, 131, 223, 224) . With knowledge of SUMO-modifying and ubiquitin-modifying proteins functioning in crossover Separate SUMO/ubiquitin function?
Figure 5
Divergence of crossover control mechanisms. Phylogenetic tree of species divergence indicates known meiotic crossover designation proteins ( green) with mitotic equivalents (if known; blue). Proteins in purple are predicted or currently unknown proteins. Predicted crossover control mechanisms and their divergences are marked in red.
formation (such as Zip3/ZHP-3, HEI10, and RNF212) across multiple species (Figure 5 ), it will be interesting to investigate the direct targets of these RING-finger proteins and thereby to gain mechanistic understanding. Similarly, exciting avenues of investigation have been opened with the discovery of a cyclin-like protein in C. elegans and mouse (COSA-1 and CNTD1, respectively). Given the cyclin domains contained within these proteins, it is likely that they function with a CDK and may act as a regulatory mechanism during crossover designation. Understanding the CDK partner(s) and their subsequent targets may help to uncover further proteins involved in crossover formation and how the crossover designation pathway functions.
It is evident from species that have an SC that this structure plays an important role in crossover formation. Work on yeast Zip3 and fly Vilya proteins has revealed secondary roles for these proteins in DSB formation. Zip3 mutants, in particular, continue to form meiotic DSBs because of a lack of homolog engagement (216) . These additional DSBs have been argued as being important in chromosome dynamics. Given the importance of crossover formation, however, and that crossover levels are decreased in Zip3 mutants, it will be interesting to determine whether the persistent DSBs forming are targeted to establishing crossovers.
Proposed Model for Crossover Designation
Across species there appear to be three different groupings of protein modifiers involved in crossover designation: ZIP3/ZHP-3/Vilya/RNF212 SUMO E3 ligases, HEI10 ubiquitin ligases, and the cyclin domain-containing proteins COSA-1/CNTD1. Prior to COSA-1/CNTD1 discovery, Qiao et al. (180) presented a model whereby the process of crossover designation occurs initially by action of a SUMO ligase (RNF212) recruitment to a number of early crossover sites, which are then targeted by a ubiquitin ligase (HEI10) working antagonistically against RNF212 to select crossover sites. There is little evidence to support this as yet, but elucidation of the substrates for both of these RING-finger proteins will help to support or refute this model in time. Given the action of HEI10 inhibiting cyclin B in mitotic cells (203) , we hypothesize that in mouse, HEI10 inhibits CNTD1, which functions to restrain/inhibit RNF212 recruitment/function (Figure 4) . Alternatively, HEI10 may be a target of CNTD1/CDK activity as part of a cell cycle network that seeks to tie crossover designation to cell cycle progression.
Meiotic SUMO and/or ubiquitin E3 ligases have been discovered in multiple organisms. Given the proposed function of these proteins, the different species may require mechanisms to stimulate, dampen, or modulate a particular Goldilocks zone of crossover levels: not too few and not too many. Analysis of the divergence of species in which these proteins are known has revealed that there are potential points at which crossover designation proteins gain or split function or become controlled by cyclin-like proteins ( Figure 5 ). Given this, we hypothesize that both Xenopus and D. melanogaster may have a meiotic cyclin-like protein similar to that of COSA-1 and CNTD1. However, this hypothesis is based on the current proteins already known in these species and other discoveries may refute or clarify this.
The concept of a protein functioning as either a SUMO or ubiquitin E3 ligase is complicated by the fact that some proteins are known to function as both SUMO and ubiquitin E3 ligases, and distinguishing these enzymatic functions is often difficult (144, 167) . Given the phenotypes of mouse mutants lacking the aforementioned RING and cyclin-like genes, it is evident that they play a role in the sequential paring-down process of MutSγ to MutLγ sites and/or the crossover designation process inherent within this paring-down process. How these proteins and this general mechanism function in regard to the class II crossovers and the cross talk between both crossovers and noncrossovers are of fascinating interest. It is likely that future discoveries will help define both intimate and overarching details of crossover control.
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