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An inference procedure is proposed for a parameter related to the relative mortality rates of two forces 
in conflict. By constructing martingales and applying a martingale central limit theorem, explicit 
expressions are obtained for the estimates and associated standard errors which involve only simple 
computation. Only the information on the state of the two forces at the end of the conflict is required. 
Asymptotic results are given. A kernel type estimator for the mortality rates of the two forces is also given. 
conflict models * kernel function * predictable process * relative mortality rate * stopping time * zero 
mean martingale 
1. Introduction 
Consider a model for the conflict between two forces. The conflict model is a process 
9 = {(X,(t), X2(f)), t 2 0}, where X,(t) and X,(t) denote the number of individuals 
in the opposing forces, F, and F, at time t respectively. Let 
(X,(O), X,(O)) = (n, 2 4 
so that n, and n, are the initial numbers of individuals before the conflict starts and 
are assumed known. There are no reserves or reinforcements to be brought into the 
battle at a later stage. We assume that 9’ is a continuous time Markov process. Let 
D,(t) and D,(t) denote the number of deaths of F, and F2 individuals respectively, 
in the time interval [0, t]. Thus Dr( t) and D,(t) are counting processes and X,(t) = 
n, - D,(t) and X,(t) = n2 - D*(t). Let Id, denote the small time interval of length 
dt just prior to t. It is assumed that in any such time interval two or more death 
events occur with probability of order (dt)*. Let dX,( t) denote the increment of X, 
over the time interval Id, for i = 1, 2. We suppose that the transition probabilities 
of 9 are specified by 
Pr{dX,(t)=-l,dX~(t)=O(~,-}=h,~,(X,(t-))~(X,(t-),X2(t-))dt, 
Pr{dX,(t) =O, dX,(t) = -1 IS,,-}= A2$2(X,(t-))4(X,(t-), X2(t-)) dt, 
where %,_ denotes the o-field generated by {(X,(S), X2(s)), 0~ s< t}, i.e. the 
‘history’ of the process 9 up to but not including time t. Note that X,(t-) 
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denotes number of survivors of Fi force just prior to time t for i = 1, 2. Of course, 
dQ( t) = -dX,( t). 
It is assumed that I/I,, qbcIz and C$ are known functions which are such that 
$l(Xi)+(Xi, x2), i = 1, 2, are positive when both x, and x2 are positive, and zero 
when either x, or xz is zero. It follows that absorption occurs when either X,(t) or 
X,(t) reaches zero. 
Here we are mainly concerned with inference about the ratio 6 = A ,/ AI. Exisiting 
likelihood estimators are in most cases of no great value since complete observation 
of the process P is required. For such conflicts, complete and precise information 
is seldom available. In most cases the numbers of individuals involved are known 
only at the beginning and the end of the battle. The methods of inference proposed 
here are based on results for martingales in continuous time. By equating a suitable 
martingale to its mean, an estimator for 0 can be derived which depends on only 
the initial and final values of the process. 
The method has been shown to be useful in statistical inference for the epidemic 
model (Watson, 1980, 1981; Becker, 1981; Yip, 1989b), sacrifice and survival model 
(Becker and Yip, 1987), partially observed stochastic multicompartmental systems 
(Yip, 1987) and capture-recapture experiment (Yip, 1989a), when complete observa- 
tion is not available. This martingale-based inference can be related to the methods 
of inference based on optimal estimating functions and quasi-likelihood: see 
Godambe and Heyde (1987). 
The estimates proposed here provide a quite useful quantitative description of 
the process P?‘, and only partial information is needed to evaluate them instead of 
requiring observation of the whole process P continuously. It is found that as 
n, , n, -+ CO, these estimators are consistent; a standard error estimate is obtained, 
and a martingale central limit theorem result indicates that the estimators are 
asymptotically normally distributed. Further, it appears that the martingale estimator 
based on observation only at the beginning and end is quite efficient relative to the 
maximum likelihood estimator based on complete observation. 
2. Inference via zero mean martingales 
For our purpose a zero mean martingale (ZMM) is a stochastic process {M(t), t 3 0} 
such that E(M(0)) = 0 and for all t aOwehaveE(M(t)l<oo,andE(M(t+h)lS,)= 
M(t) for every h 3 0. 
We now use ZMM’s with a view to getting an estimating equation which contains 
observable quantities and 0 = h ,/ h2. For a review of the requisite theory of 
martingales, see Andersen and Borgan (1985). 
The conditional intensities a,(f) and a*(t) of the counting processes D,(t) and 
D*(t) are given by 
al(f) dt = A,+,(X,(t-))+(X,(r-), X,(r--)) dt, 
a*(t) dr = A&(X2(f-))4(X,(t-), X,(t-)) dt. 
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By the Doob-Meyer decomposition, each of 
J 
I Mi(t)=Di(t)- a,(u) du, i = 1,2, 
0 
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(1) 
is a ZMM with respect to the increasing family of o-fields, Si. 
In order to derive an estimator for the parameter 0, we integrate suitable predictable 
processes H,(t) with respect to M,, where M,(t) is given by (1). The theory of 
stochastic integrals with respect to martingales implies that 
J 
f Myy t) = t-l(u) dM(u), 
0 
i=l,2, 
are ZMM’s. If H,$, = HZ~2r then we deduce that 
M(t)=Mf(t)-&UT(t) 
J 
I I = H,(u) dD,(u)- 61 
0 J HZ(U) d&(u) 0 
is also a ZMM. Equating M(t) to its expectation suggests the estimator 
e”= J H,(u) U(u) 0 /J H,(u) d&(u). (2) 0 
By choosing suitable predictable processes H, for i = 1, 2 for each particular case, 
an estimator e’ is obtained which uses only the information at the beginning and 
the end of the conflict. 
For more detailed inference one needs the variance of 6. By a standard result, 
see Aalen (1978), we have, for i = 1, 2. 
iI 
I 
1 iJ 
, 
var{ M*( 1)) = E H,(u)‘a,(u) du =E H;(u)~~D,(~) . 
0 0 I 
It follows that 
var{M(~)}=var{M~(r)}+8*var{M~(t)} 
{J 
I 
=E H,(u)* dD,(u) + 0’E 
0 I (I’ H,(u)* dD,(u) 0 1 
J 
I 
J 
I A = H,(U)’ dD,(u)+ ;’ &(u)~ d&(u) 
0 0 
where P denotes ‘is estimated by’. Note that the covariance term is zero since the 
martingales are orthogonal, because D,(t) and Q(t) cannot jump simultaneously. 
Asymptotic results are obtained in the limit for fixed t > 0 letting n, , n, + ~0 in 
such a way that n,/(n, + n2) + f, where 0 <f, < 1. It is found that, under these 
conditions, for suitable choice of H, and H,, e’ is consistent for 0. Further, it is 
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shown in Section 3 that, again for suitable choice of H, and HI, a martingale central 
limit theorem applies, so that 
M(t)lse{M(t))A N(O, 1) 
where 
se{M( t)} = H,(u)‘dD,(u)+ f? H,(u)’ dD,(u) 
It should be noted that se{M(t)} is a random variable. Since M(t) = 
(6- 0) sh H,(u) dD,( u), it follows that 
s 
(0 - O)/se( 6) : N(0, 1) 
where se( e’) = se{M( t)}/j: H2( u) dD2( u). 
(3) 
We consider, as illustrative examples, three conflict models of this type which 
have been studied in the literature: the linear law model, the square law model and 
the suicide attack model. For the linear law model Smith (1965) derived expressions 
for the probability of winning and the survivor distribution. For the square law 
model, Brown (1963) derived an explicit formula for the probability that the F,-force 
wins and also an asymptotic approximation for this probability in terms of the 
normal probability integral. Smith (1965) also derived an exact expression for the 
survivor distribution. Watson (1975, 1980) and Gye and Lewis (1976) derived 
asymptotic normal approximations for these distributions. 
Linear Law Model for which 
A,h(X,(r-)) = A, 7 AAX,( = A-3 
4(X,(f-), X,(f-)) = X,(t-)X,(t-), 
so that members of each force are killed at a rate proportional to the number of 
surviving members of each force. 
In this case we choose the predictable processes 
H,(u) = H,(u) = n-3’2. 
This gives 
e” = n, -X,(l) 
L n,--X,(t) 
and seiri,~=~[n~-X~(~)l+~‘,[~2-~z(~)l~”2 
n2-X2(f) 
Note that only the information at the end of the process CP is required for the 
estimate and its associated standard error. Also, $L is equivalent to the maximum 
likelihood estimator and the variance estimate given is equivalent to the asymptotic 
variance of the maximum likelihood estimator which can be derived by the S-method, 
see Rao (1973, p. 466). 
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Square Law Model for which 
Al~I(xl(f-)) =hl 
x,ct-1’ 
A2~2(X*(t-)) = -iL 
x,ct-1’ 
@(X,(t-), X2(f-1) = J(t)X,(t-)X,(t-), 
where J(t) is the indicator function 1(X,( t-)X2( t-) > 0}, so that members of each 
force are killed at a rate proportional to the number of surviving members of the 
other force. 
In this case, we choose the predictable processes 
H,(u)=Xi(u-)/n2 for i=l,2. 
Tl llis gives 
5 
, 
X,(u-) dD,(u) 
e’, = O, 
I 
X,(u-1 dD2W’ 
0 
I l/2 
X,(u-)‘dD,(~)+8”2~ 
i 
X~(U-_)~ dD,(u) 
0 
I 
I 
X,(u-1 dD,(u) 
(4) 
Note that the integrals ji Xi( U-) dD,(u) and ji X,( u-)” dDi( U) in (4) are given by 
J 
f 
Xi(u-)dD,(u)=n;+(n,-l)+...+(Xi(t)+l) 
0
=ini(nj+l)-+Xi(t)(Xi(t)+l), 
J 
, 
X,(u-)2dDi(u)=nf+(n,-1)2+...+(Xi(t)+1)2 
0 
=~ni(ni+1)(2ni+l)-~xi(f)(Xi(t)fl)(2Xi(t)+l), 
which are determined by ni and X,(t) for i = 1, 2. Only observation at the end of 
the process 9 is required to evaluate these estimates. 
Suicide Attack Model for which 
h,+,(Xl(f-)) = A, > A2$2(Xd-)) = A2X2(f-1, 
4{X,(t-), X,(t-)I= J(t)X,(t-), 
so that members of the F, force are killed at rate proportional to the number of 
surviving members of its own force, since they carry out a suicide mission. Members 
of the F2 force are killed at a rate proportional to the number of surviving members 
of each force. The suicide attack model corresponds to the epidemic model con- 
sidered by Becker (1981) and Yip (1989b) for which X, and X2 denote the number 
of infectives and susceptibles respectively. 
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In this case, we choose the predictable processes 
H,(u)=: and Hz(u)= 
1 
nX,(u-)’ 
This gives 
I?*= , n, -X,(r) 
I (l/X,(u-)) dW)’ 0
I l/2 
q-x&)+8”; I (~/X,(U-)~) d&(u) 
se{ tTA} = 0 
I 
I 
I . 
(l/X,(u-l) d&(u) 
0 
Note that the integrals in the expressions for e”, and se{ea} can be represented as 
simple sums: 
1 
--dD,(u)=;+&+. . .+ 
1 
X,(u-1 2 X,(t)+1’ 
1 1 
dD,(u) =A+---- . . 
1 
X2(u-12 n, (n,-l)‘+ *+(x2(1)+1)27 
which are also determined by n2 and X,(t). 
3. Asymptotic properties 
In deriving the asymptotic results, we let n = n, + n,, the total number of individuals 
at the beginning of the conflict, and consider Xl”), Dt”‘, M,(“‘, and so on, to be as 
defined previously without the superscript. Thus 
I 
I 
A4yt)=(P’(t)-e) H:“‘(u) dD:“‘( u). 
0 
It is found that, in each case, M’“‘(t) +p 0 while J: Hi”‘(u) dDy’(u) +’ g(t) as 
n + ~0. It follows that $“‘( t) is consistent for 0 (as n + ~0). 
The results concerning asymptotic normality of the estimator e”(t) are derived 
from central limit theorem results applied to the martingales MT(t). We use a 
theorem adapted from Andersen and Borgan (1985) and Aalen and Johansen (1978). 
It is essentially a re-statement of Theorem 3.2 of Andersen and Borgan (1985). 
For each n = 1, 2, 3,. . . , and k = 1, 2, let .hr, (” denote the counting process 
{N(kn)( t), t 2 0}, with intensity CY~ , (n). let {Sp’(t), t s 0} denote an increasing set of 
u-fields, and define 
I 
’ M(k”)( t) = 
I 
H’,“‘(s) dN’,“‘(s) - 
I 
H:“‘(s)cy~‘(s) ds 
0 0 
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where H(kn)(f) is a square integrable predictable function with respect to sr’(t), 
so that {M(kn)( t), t 2 0} is a square integrable predictable martingale with respect to 
{ S(kn)( t), t 3 0). We further suppose that Jin’ and Xp’ are orthogonal. 
Theorem. If; forjxed t > 0, 
(A) sup la’k,H’k”‘(s)‘&‘(s) - hk(S)21 5 0, 
sC[O,r] 
where hk(s) is non-random, for k = 1, 2, 
(B) sup laJ-Yz(k”)( s)lS 0; 
.SE[O,!] 
then, provided hk (s) > 0, for 0 s s G t, 
and 
a,,M\“)( t) a2,M:“)( t) 
a,(t) ’ g2( t) > 
.N2 asn+co 
where JY~ denotes the standard bivariate normal distribution with correlation zero, 
crk( tp= 
I 
, I 
hk(s)’ ds and Uy’( t)2 = 
I 
I$“)(~)~aji”)(s) ds. 0 
0 0 
An immediate consequence of the theorem - and the result which we use - is 
the following: 
M(t) M(1”)( t) - BM:“‘( t) 
se{M(r)}=JU’,fl)(t)+e2~~)(t) 
5 N(0, 1). 
In applying this theorem, we let n = n, + n2, the total number of units at the beginning 
of the conflict. The condition (A) is readily verified using the convergence results 
of Kurtz (1970) - see also Kurtz (1971) and Barbour (1974). We also require that 
nil n +A > 0 as n + ~0 in order that the deterministic limit is non-degenerate. 
For example, in the case of the square law model. 
Kurtz (1970), we have 
Sup In-‘X!“‘(S)-Xi(S)130 as n+oo 
s~[O,rl 
If ni/ n +J; > 0 then, following 
where (x,(t), x2(t)) denote the solutions of the differential equations 
2= -h,X,, $+-h2x,, 
with initial conditions (x,(O), x2(O)) = (f, , f2). 
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Now, with Hp’( t) = Xr’( t) and Q,, = n-3’2, we have 
&,HI”)( t)2a”“’ (t) = h,[n~‘Xl”‘(t)12[n-‘X:“‘(t)]J(t), 
a&&:“‘( t)2nl”’ (t) = A,[ K’XI”‘( t)][ n-‘X:“‘( t)]‘J( t). 
So, condition (A) holds with h,(~)~ = h,~~(s)~x,(s) and /Ids = h2~,(~)~2(~)2. Fur- 
ther, since luk,,H~‘(s)] G nm”2, it is clear that conditon (B) holds. Note also that 
ji HP)(n) dD:“‘(u) +p ffz -4x,( t)2, and consequently 6’“’ +p 13. 
It can be shown that, if i(t) denotes the maximum likelihood estimator of 0 
based on complete observation of the process up to time t, then 
var( e*( t)) - o2 1 1 1 n,(l -xlm+n2(1 -x2(r)) I 
while 
var( 6( 2)) - e2 
{ 
g(x,(r)) g(xz(t)) 
n,(l -xm+n,o -X2(f)) I 
where g(x) = $( 1 -[x/( 1 +x)‘]). Since 0 s x,(t) s 1, it follows that 
var( e^( t)) 
var( f?( t)) 
-g*(t) where$sg*(t)sl. 
Thus the asymptotic relative efficiency of g(t) is at least 0.75. Simulation results 
suggest that it is usually larger than this. 
4. Inference for time dependent mortality rates 
In the above formulations, the mortality rates A, and A2 are assumed to be time 
independent. If this assumption is relaxed, allowing them to be time dependent, 
then similar methods can be applied to estimate the cumulative mortality rate of 
each force individually, given complete observation of the process. 
We now suppose that a,(t) = A,(t)$i(Xi(t-))~(Xl(r-), X2(t-)), then f 
M,(t)=n,-X,(t)- Ai(U)~i(Xi(U-))~(X,(u-), XZ(U-)) du. 
0 
By integrating the predictable process J(u)/{+,(X,(u-))d(X,(u-),X,(u-))} with 
respect to Mi we obtain 
I 
I -f(u) W(u) I 
f 
M;(t) = 
0 l+b,(x,(u-))4(x,(u-), x,(P))- rJ J(“)Ai(u)du 
is also a ZMM. So, in general, we have 
I 
f 
iii(t)= 
J(u)dDi(u) 
II ~i(X("-))4(xl(u-)~ x2(“-)) 
(5) 
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is an unbiased estimator for 5; J( u)A,(u) du by the martingale property. Further, 
var(Ai(t)) = E 
J(u) O(u) 
+i(xi(u-))24(x~(u-)~ x2(“-))2 I ’ 
We propose ii(t) as an approximately unbiased estimator for A,(t) =I: Ai du, 
i = 1,2, the cumulative mortality rate of the individuals in the respective forces 
during the time period [0, t]. Note that (5) is the well known Nelson and Aalen 
estimator in survival studies. 
For the linear law model, 
I 
, 
ix(t) = DDE 
0 X,(u-)X*(u-1 
var{ii( t)} = E 
dDi(u) 
{X,(u-)X,(P)}’ ’ j= ly 2. 
It is often more instructive to estimate the mortality rate Ai itself rather than the 
cumulative mortality rate. Estimation of mortality rate poses similar problems to 
those posed by the estimation of density functions. Essentially one needs to smooth 
the increments in x,. 
Following Ramlau-Hansen (1983) we now estimate the mortality rate Ai by 
The kernel function K vanishes outside [ - 1, 11 and has integral 1. The Epanechnikov 
kernel function K(x) = 0.75(1 -x2), 1x1 G 1, is frequently used. The window width 
b is a parameter which induces a greater degree of smoothing as it increases. The 
variance of the estimator (6) is given by 
varGLm=+ I,: K2(3 $i(xi(u_))23~;:-), x2(u_))2 
Andersen and Borgan (1985) used the kernel function smoothing method to analyse 
a set of diabetes data. Becker and Yip (1989) applied the method to the Abakaliki 
smallpox data from Bailey and Thomas (1971) and showed that these estimates can 
help to provide insights which are not obvious from an analysis based on a parametric 
model. 
A similar procedure can be carried out to estimate the cumulative mortality rate 
and mortality rate at a particular point of time for the square law mode1 and the 
suicide attack model. Note that P needs to be observed continuously over the time 
period [0, t] to evaluate the estimates of cumulative mortality rate and mortality 
rate at a particular point of time. However, in the suicide attack model, for the 
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estimator of the cumulative mortality rate for F, and its standard error, only the 
final observation is required: 
which depends on X,(t) only. 
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