Bosbach states represent a way of probabilisticly evaluating the formulas from various (commutative or non-commutative) many-valued logics. They are defined on the algebras corresponding to these logics with values in [0, 1]. Starting from the observation that in the definition of Bosbach states there intervenes the standard MV-algebra structure of [0, 1], in this paper we introduce Bosbach states defined on residuated lattices with values in residuated lattices. We are led to two types of generalized Bosbach states, with distinct behaviours. The properties of generalized Bosbach states, proven in the paper, may serve as an algebraic foundation for developping some probabilistic many-valued logics.
Introduction
Classical probability theory is based on the hypothesis that the sets of events associated with random experiments have a structure of a Boolean algebra. This fact derives from the thesis that the random experiment follows the rules of classical logic. An important part of probability theory can be developped by considering probabilities on arbitrary Boolean algebras ( [9] , [18] ) .
It can happen for random experiments to follow the rules of another logical system. Then the sets of events will have the structure of the Lindenbaum-Tarski algebra associated to that logical system.
In the case of infinite-valued Lukasiewicz logic, the sets of events will have a structure of MV-algebra ( [3] ). The study of probabilities defined on MV-algebras (which are called MV-states) has been started in [32] and then continued by numerous authors (see, for instance, [34] , [36] , [31] ).
Together with these, there have been studied different types of states defined on pseudo-MV-algebras ( [11] ), BL-algebras ( [35] ), pseudo-BL-algebras ( [21] ), Rl-monoids ( [12] , [13] ), residuated lattices ( [7] , [6] ), pseudo-BCK-algebras ( [28] ) etc..
Bosbach states, introduced in [21] , have as domain a pseudo-BL-algebra A and as codomain the real interval [0, 1] . The axioms of the Bosbach states are expressed in terms of the two implications of A and of the addition in R.
But states can be thought of in another way. By identifying an event with the sentence that describes that event, states will become functions defined on the set of the sentences of the logical system and having as target set the real interval [0, 1] . This way states can be regarded as a type of semantics. This point of view suggests us to consider [0, 1] as a standard algebra of a logical system and to report the definition of states to this algebra.
The present work starts from the observation that Bosbach states can be defined using the canonical structure of standard MV-algebra of [0, 1] .
By replacing the MV-algebra [0, 1] with an arbitrary residuated lattice L, we aim to find a concept of a state (called generalized Bosbach state) defined on an arbitrary residuated lattice A and with L as target set.
To this end, we will express the definition of the Bosbach state in several equivalent forms. By comparing these equivalent forms we will obtain two notions of generalized Bosbach states: of type I and of type II.
We will notice that type I states are not order-preserving. By considering order preservation as an essential property for any notion of state, we will be studying especially order-preserving type I states. We will study in parallel order-preserving type I states and type II states. By analyzing the way in which some properties of Bosbach states can be extended to type I and type II states, we will notice a strong asymmetry between them.
This paper is organized as follows. In Section 2 we present some basic definitions and results from the theory of residuated lattices. Section 3 contains the definition of generalized Bosbach states (of type I and of type II), preceeded by a detailed discussion on its motivation. We give several examples and we prove some arithmetic properties of generalized Bosbach states, as well as some characterizations of them. Section 4 deals with the properties of the canonical filter associated with a generalized Bosbach state and of the corresponding quotient residuated lattice. These are related to the notion of state-morphism, which generalizes the one from [11] , [12] , [21] to the more general context of this paper. In Section 5 we introduce generalized Riečan states. These extend the concept of Riečan state from [35] , [21] , [12] , [7] . We analyze the link between generalized Riečan states and generalized Bosbach states of type I and II. In Section 6 we are treating the continuity of generalized Bosbach states. In [22] the authors introduced the similarity convergence in the context of residuated lattices. Based on this similarity convergence, we are defining three types of continuity for generalized Bosbach states and we establish links between them. To each order-preserving type I state we can associate canonically a similarity relation, which allows us to accomplish, in the general case of the present paper, a construction that generalizes the metric completion of an MV-algebra. The last section of this paper contains a sketch of some connections between generalized Bosbach states and some many-valued logical systems.
Preliminaries
In this section we recall some notions and arithmetic properties of several varieties of residuated lattices and some from the theory of filters and congruences of residuated lattices. We refer the reader to [2] , [3] , [25] , [26] , [27] . Definition 2.1. A residuated lattice is an algebraic structure of the form (A, ∨, ∧, ⊙, →, 0, 1), in which: (A, ∨, ∧, 0, 1) is a bounded lattice, (A, ⊙, 1) is a commutative monoid and, for all a, b, c ∈ A, a ≤ b → c iff a ⊙ b ≤ c (the law of residuation).
For any residuated lattice A and any a, b ∈ A, we denote ¬ a = a → 0 (the negation) and a ↔ b = (a → b) ∧ (b → a) (the biresiduum or the equivalence). We will also denote d A (a, b) = a ↔ b.
The next two lemmas collect several arithmetic properties of residuated lattices.
Lemma 2.2. [27] , [25] , [33] , [37] For any residuated lattice A and any a, b, c, d ∈ A, we have:
(ii) 1 → a = a;
(iii) a ≤ b iff a → b = 1;
(iv) if a ≤ b then b → c ≤ a → c and c → a ≤ c → b;
; moreover, for any nonempty set I and any family (a i ) i∈I ⊆ A such that i∈I a i exists, ( i∈I a i ) → c = i∈I (a i → c).
, [37] In a residuated lattice, the biresiduum has the following properties, for all a, b, c, x, y ∈ A:
Lemma 2.4.
[27], [25] , [33] , [37] For any residuated lattice A and any a, b ∈ A, we have:
Important classes of residuated lattices can be introduced starting from the notion of t-norm. A t-norm is a binary operation ⊙ on [0, 1] with the properties of being associative, commutative, order-preserving and with 1 as identity. If a t-norm ⊙ is left-continuous, then we can consider the operation residuum
A BL-algebra is an MTL-algebra A with the property that, for all a, b ∈ A, a ∧ b = a ⊙ (a → b). If ⊙ is a continuous t-norm, then ([0, 1], max, min, ⊙, →, 0, 1) is a BL-algebra.
We list below the three fundamental continuous t-norms and their residua:
• the Gödel t-norm:
• the product or Gaines t-norm:
An MV-algebra is an algebra (A, ⊕, ¬ , 0) with one binary operation ⊕, one unary operation ¬ and one constant 0 such that: (A, ⊕, 0) is a commutative monoid and, for all a, b ∈ A, ¬ ¬ a = a, a ⊕ ¬ 0 = ¬ 0,
If A is an MV-algebra, then the binary operations ⊙, ∧, ∨, → and the constant 1 are defined by the following relations: for all a, [33, Theorem 3.2,  page 99], MV-algebras are exactly the involutive BL-algebras, that is: an MV-algebra is a BL-algebra A with the property that, for all
is an MV-algebra, called the standard MV-algebra.
Lemma 2.6. [29]
Let A be an MV-algebra and a, b, c ∈ A. Then: → b) ; moreover, for any nonempty set I and any family (a i ) i∈I ⊆ A such that i∈I a i exists, c → ( i∈I a i ) = i∈I (c → a i );
(vi) for any nonempty set I and any family (a i ) i∈I ⊆ A such that i∈I a i exists, ( i∈I a i ) → c = i∈I (a i → c).
A Heyting algebra is a residuated lattice A such that, for all a, b ∈ A, a ⊙ b = a ∧ b. In a Heyting algebra A we have: a ∧ (a → b) = a ∧ b for all a, b ∈ A (for a proof see, for instance, [33, Proposition 1.20 
, page 17]).
A Gödel algebra is a BL-algebra A such that, for all a, b ∈ A, a ⊙ b = a ∧ b, that is: both a Heyting algebra and a BL-algebra.
A product or PL-algebra is a BL-algebra A that satisfies the following two conditions:
• for all a ∈ A, a ∧ ¬ a = 0;
A residuated lattice A is said to be involutive iff ¬ ¬ a = a for all a ∈ A. A residuated lattice A is said to be divisible iff a ∧ b = a ⊙ (a → b) for all a, b ∈ A. A divisible and involutive residuated lattice is an MV-algebra.
Lemma 2.7. [3] , [25] , [26] A residuated lattice A is an MV-algebra iff, for all a,
Throughout the remaining part of this section, let A be a residuated lattice. A filter of A is a nonempty subset F of A such that, for all a, b ∈ A:
• a ∈ F and a ≤ b imply b ∈ F .
A filter F of A is said to be proper iff F = A, which is equivalent to the fact that 0 / ∈ F . A proper filter P of A is called a prime filter iff, for all a, b ∈ A, if a ∨ b ∈ P , then a ∈ P or b ∈ P . A maximal element of the set of all proper filters of A is called a maximal filter.
If F is a filter of A, then the congruence ≡ ( mod F ) associated to F is defined by:
We recall that residuated lattices form an equational class, which ensures us that the quotient set A/ ≡( mod F ) is a residuated lattice, which we denote by A/F . For all a ∈ A, we will denote by a/F the congruence class of A with respect to ≡ ( mod F ). It is easily seen that: a/F = 1/F iff a ∈ F ( [25] ).
A subset F of A is a filter iff 1 ∈ F and, for all a, b ∈ A, a ∈ F and a → b ∈ F imply b ∈ F .
Lemma 2.8. [27] , [33] A proper filter F of A is maximal iff, for all a ∈ A \ F , there exists a nonzero natural number n such that ¬ (a n ) ∈ F .
A is said to be simple iff it has exactly two filters.
Lemma 2.9.
[27], [33] A is simple iff, for all a ∈ A \ {1}, there exists a nonzero natural number n such that a n = 0.
If s : A → L is a function, then by the kernel of s we will understand the set {a ∈ A|s(a) = 1}, which we will denote Ker(s). Notice that, if s is a residuated lattice morphism, then: s is injective iff Ker(s) = {1}.
Generalized Bosbach States
In this section we will present two generalizations for the Bosbach states defined on residuated lattices. We will start from the observation that in the definition of Bosbach states we report essentially to the MV-algebra structure of [0, 1] . By writing the axioms of Bosbach states in different equivalent ways, there will result two distinct ways of generalizing Bosbach states when we replace the standard MV-algebra [0, 1] with an arbitrary residuated lattice.
Throughout this section, let A be a residuated lattice. 
The proposition above has been proven in [17] for Bosbach states defined on pseudo-BL-algebras. Then it was extended to more general cases ( [6] , [12] , [28] ). 
Let s : A → [0, 1] be a Bosbach state. Then, from the fact that s is order-preserving and from Lemma 2.2, (v) and (vi), we deduce that, for all a, b ∈ A:
It follows:
• condition (i) of Proposition 3.1 is equivalent to each of the following two equalities:
• condition (ii) of Proposition 3.1 is equivalent to each of the following two equalities:
• condition (iii) of Proposition 3.1 is equivalent to the following equality: In the following, let (L, ∨, ∧, ⊙, →, 0, 1) be a residuated lattice and s : A → L be an arbitrary function.
Proposition 3.4. If s(0) = 0 and s(1) = 1, then the following are equivalent:
(ii)⇔(iv): Analogous to (ii)⇔(iii). Example 3.9. Let A be a Heyting algebra and a ∈ A. We denote by s a : A → A the function defined by: for 
is an order preserving type I state. Indeed, f a is obviously order-preserving and let x, y ∈ A with y ≤ x. We have to prove that f a (x → y) = f a (x) → f a (y), which is clear for x = y, as Lemma 2.2, (iii) shows. So let y < x now. Since x → y = y, we have to prove that f a (y) = f a (x) → f a (y). We have three cases:
•
So f a is a type I state, by Proposition 3.4, (ii). Now assume that the chain A is a complete lattice and let s : A → A be an arbitrary strictly orderpreserving type I state. We denote a = inf{x ∈ A|s(x) = 1} and let 0 ≤ y < x < a. Then s(y) = s(x) → s(y) and s(y) < 1, so, by the law of residuation and Lemma 2.2, (viii), it follows that s(y) < s(x). Therefore, 
Proof. (i) By the law of residuation, the fact that s is order-preserving, Lemma 2.2, (v), Proposition 3.4, (ii) and again the law of residuation,
(ii) By Proposition 3.12, (i) and (i) from the current proposition,
(iv) By (iii) from the current proposition and (viii) and (v) from Lemma 2.2,
(v) By the fact that s is order-preserving and (iii),
(vi) By (i) and (v) from the current proposition, along with Lemma 2. 
Remark 3.17. Let A be a totally ordered product algebra and s : A → A a type II state. Since, for all a ∈ A, a ∧ ¬ a ∈ {a, ¬ a}, it follows that, for all a ∈ A \ {0}, ¬ a = 0. By Lemma 2.4, (i), for all a ∈ A, Remark 3.18. In general, if s : A → L is a state of type I, then it is not necessarily order-preserving (that is: a, b ∈ A and a ≤ b do not necessarily imply s(a) ≤ s(b)) and, even if it is order-preserving, it is not necessarily a state of type II. Indeed, let us consider the following example of residuated lattice from [27] , [20] , [26] : A = {0, a, b, c, d, 1}, with the following partial order relation and operations:
Let us determine the generalized Bosbach states s i : A → A. The type I states from A to A are:
Out of these, the only order-preserving ones are s 2 , s 3 , s 4 , s 5 and s 6 . Indeed, s 1 is not order-preserving, as c ≤ a and s 1 (c) = 1 > s 1 (a) = a. 
Proof. By Proposition 3.12, (iv), Lemma 2.7 and Lemma 2.2, (iii) and (ii), 
. Hence, by Proposition 3.4, (iii), s is a type I state. By Proposition 3.16, i, s is also order-preserving. (ii)⇒(i): The identity id A : A → A obviously is an order-preserving type I state. Hence it is also a type II state, and this condition on the identity is sufficient for this implication to take place. By Proposition 3.5, (v), for all a, b ∈ A, we have:
By Lemma 2.7, it follows that A is an MV-algebra.
Proof. By Proposition 3.12, (iii) and Proposition 3.
Open problem 3.24. In Proposition 3.23, do we have (ii) for all a, b ∈ A, we have: 
. Therefore s is an order-preserving type I state. Remark 3.27. Notice that in the example from Remark 3.18 all type II states from A to A are type I states. This is the case for all the numerous examples of finite residuated lattices we considered, whose generalized Bosbach states we determined by means of a small computer program, including the cases where the domain was different from the codomain.
In addition to that, it can be easily proven that, for any pair of residuated lattices A and L which are each determined by one of the three fundamental continuous t-norms, all type II states from A to L are type I states.
However, we have been unable to prove this in the general case and therefore we mention it as an open problem.
Open problem 3.28. Prove that, if s : A → L is a type II state, then s is a type I state.
Obviously, the definition of type I and type II states can be extended to non-commutative residuated lattices, pseudo-BCK-algebras, pseudo-hoops and so on. It remains to be investigated, for each o these cases, to what extent an interesting theory of generalized Bosbach states can be developped.
Properties of Generalized Bosbach States
In this section we study properties of the quotient residuated lattice A/Ker(s), where Ker(s) is the canonical filter associated with a (type I or type II) generalized Bosbach state s : A → L. We introduce the notion of state-morphism in our context, then the state-morphisms are characterized in terms of Ker(s) and A/Ker(s).
Let A and L be two nontrivial residuated lattices. Proof. Obviously, 1 ∈ Ker(s) and 0 / ∈ Ker(s). Now let a, b ∈ A such that a, a → b ∈ Ker(s), that is s(a) = s(a → b) = 1. We must prove that b ∈ Ker(s), that is s(b) = 1.
If s is an order-preserving type I state, then, by Proposition 3.4, (iii) and Lemma 2.2,
If s is a type II state, then, by Lemma 2.2, (ii), Proposition 3.5, (v) and Lemma 2.2, (iii), If s is an order-preserving type I state, then, by Proposition 3.4, (i) and Lemma 2.2,
If s is a type II state, then, by Proposition 3.5, (i) and Lemma 2. 
(β) ⇒ (γ) By Proposition 3.4, (iii) and Lemma 2.2, (xi) and (iii),
Lemma 4.9. Let L be an involutive residuated lattice and s : A → L an order-preserving type I state. Then (β) implies (α).
Proof. Let a, b ∈ A. By Proposition 3.12, (i) and Lemma 2.2, 
Lemma 4.11. Let s : A → L be an order-preserving type I state. Then:
Corollary 4.12. Let A be a divisible residuated lattice, L be an MV-algebra and s : A → L an order-preserving type I state. Then (α), (β) and (γ) are equivalent. Proof. If Ker(s) is a maximal filter of A, then A/Ker(s) is a simple MV-algebra, thus totally ordered (see [4] ). By Proposition 4.15, it follows that s is a state-morphism. Proof. Let a ∈ A \ Ker(s), thus s(a) = 1. By Lemmas 4.1 and 2.8, it is sufficient to prove that there exists an n ∈ N * such that ¬ (a n ) ∈ Ker(s). By Lemma 2.9, there exists an n ∈ N * such that (s(a)) n = 0. By Lemma 4.11, (i), s(¬ (a n )) = s(a n → 0) = s(a n ) → s(0) = s(a n ) → 0 = ¬ s(a n ) = ¬ s(a) n = 1, so ¬ (a n ) ∈ Ker(s). 
Proof. By Proposition 4.10, (α) ⇔ (γ). By Lemma 4.8, (β) → (γ). It remains to show
: (γ) ⇒ (β) Let a, b ∈ A. By Lemma 4.11, s(a ∧ b) = s(a ⊙ (a → b)) = s(a) ⊙ s(a → b) = s(a) ⊙ (s(a) → s(b)) = s(a) ∧ s(b).
Glivenko Property and Riečan states
In this section we study the relation between generalized Bosbach states on a residuated lattice A with Glivenko property and generalized Bosbach states on the involutive residuated lattice Reg(A) of the regular elements of A. We define the notion of generalized Riečan state and we relate type I states and generalized Riečan states.
In the following, let A be a residuated lattice and Reg(A) = {¬ a|a ∈ A} = {a ∈ A|a = ¬ ¬ a} the set of the regular elements of A. A is said to be involutive iff A = Reg(A). For all a, b ∈ A, we denote a∨
. We say that A has Glivenko property iff, for all a, b ∈ A, ¬ ¬ (a → b) = a → ¬ ¬ b. Heyting algebras and BL-algebras have Glivenko property. Until mentioned otherwise, let A be a residuated lattice with Glivenko property. We define ϕ = ¬ ¬ to be the surjective morphism from the proposition above.
Let L be a residuated lattice. In the following, let A be an arbitrary residuated lattice. On the set A we introduce the binary operation
4, (v) and (iii)).
Lemma 5.4. [28] , Lemma 3.6.2 For all a, b, c ∈ A, we have:
(ii) a ⊕ 1 = a; (iii) ⊕ is associative and commutative; Lemma 5.5. [21] , [12] , [7] If m is a Riečan state on A, then:
Riečan states on pseudo-BL-algebras have been defined in [21] , by generalizing a notion of state on BLalgebras that had been introduced by Riečan in [35] . Later, Riečan states on more general structures have been studied ( [13] , [7] , [28] , [38] ).
In what follows we shall extend the notion of Riečan state to the context of this paper and we shall point out the relation between the notion we shall obtain and generalized Bosbach states.
In the following, let A and L be residuated lattices. 
So m is an order-preserving type I state.
Remark 5.11. If A has Glivenko property and L is involutive, then, by Propositions 5.9 and 5.10, orderpreserving type I states s : A → L coincide with generalized Riečan states s : A → L. In particular, if A has Glivenko property and L is the standard MV-algebra, then Bosbach states s : A → L coincide with Riečan states s : A → L (see [13] , [38] ). 
As mentioned in Remark 3.18, the type I states from A to A are s i , with i ∈ 1, 6, and the type II states from A to A are s i , with i ∈ 3, 6. Out of the generalized Riečan states m i , with i ∈ 1, 6, none is a type I or a type II state.
Proposition 5.13. If A is involutive and s : A → L is a generalized Riečan state such that, for all a ∈ A, s(¬ a) = ¬ s(a), then s is an order-preserving type I state.
Proof. Let A and s be as in the hypothesis and let a, b ∈ A such that b ≤ a. Since A is involutive, it follows that
So, by Proposition 3.4, (ii), s is a type I state. It remains to show that s(b) ≤ s(a), which will allow us to conclude that s is order-preserving. We saw that b ⊥ c; it follows that s(b) ⊥ s(c), which means that
Corollary 5.14. If A is involutive and s : A → L is both a generalized Riečan state and a type II state, then s is an order-preserving type I state.
Similarity Convergences and Continuity of States
The similarity convergence in residuated lattices has been defined in [22] based on the biresiduum. In the particular case of MV-algebras, it is dual to the order-convergence, a notion that is defined starting from the distance in MV-algebras. For non-involutive residuated lattices, this duality is not kept, but most part of a good convergence theory (for example, type Cauchy completions) can be obtained.
Starting from the similarity convergence, in this section we introduce three notions of continuity of a generalized Bosbach state and we study the relation between them. If L is a residuated lattice and E : X 2 → L is an L-similarity relation on a nonempty set X ( [22] ), then the similarity convergence on L allows us to define a convergence on X (called E-convergence). To an order-preserving type I state s : A → L we associate an L-similarity relation ρ s : A 2 → L. The ρ s -convergence is kept by the residuated lattice operations of A. Next, working on the ρ s -Cauchy sequences of A, we generalize to the context of this paper an important construction from [30] : the metric completion of an MV-algebra.
Until mentioned otherwise, let X be a nonempty set and L a residuated lattice. We recall from [2] that an L-binary relation on X, that is a function E :
The sequence (c n ) n≥0 is said to be increasing towards c ∈ L iff (c n ) n≥0 ↑ and n≥0 c n = c; this is denoted by (c n ) n≥0 ↑ c.
The fact that a sequence (c n ) n≥0 ⊆ L is decreasing is denoted (c n ) n≥0 ↓. The sequence (c n ) n≥0 is said to be decreasing towards c ∈ L iff (c n ) n≥0 ↓ and n≥0 c n = c; this is denoted by (c n ) n≥0 ↓ c.
A sequence (a n ) n≥0 ⊆ L is said to be similarity convergent (or, in brief, convergent) towards a ∈ L iff there exists a sequence (c n ) n≥0 ⊆ L such that (c n ) n≥0 ↑ 1 and, for all n ∈ N, c n ≤ d L (a n , a); this is denoted by lim n→∞ a n = a and a is called the limit of (a n ) n≥0 . By [22, Remark 3.7, (i)], the limit of a convergent sequence in a residuated lattice is unique. Obviously, if, for all n ∈ N, a n = α ∈ L, then lim n→∞ a n = α. Also, it is obvious that, if k ∈ N, a ∈ L and (b n ) n≥0 ⊆ L such that, for all n ≥ k, b n = a n , then: lim n→∞ a n = a iff lim n→∞ b n = a, as we may take in the definition of the similarity convergence c n = 0 for all n < k.
The sequence (a n ) n≥0 ⊆ L is said to be similarity Cauchy (or, in brief, Cauchy) iff lim n,m→∞ d L (a n , a m ) = 1, where, naturally, for all (l n,m ) n,m≥0 ⊆ L, we set lim n,m→∞ l n,m = lim n→∞ lim m→∞ l n,m . Any convergent sequence is Cauchy, as shown in [22] . L is said to be Cauchy-complete iff in L any Cauchy sequence is convergent.
Remark 6.1. In [22] , a sequence (a n ) n≥0 ⊆ L is defined to be similarity Cauchy iff there exists a sequence (c n ) n≥0 ⊆ L such that (c n ) n≥0 ↑ 1 and, for all n, p ∈ N, c n ≤ d L (a n , a n+p ). This is equivalent to our definition, as, for all (l n ) n≥0 ⊆ L, we have, by the definitions above:
If lim n→∞ a n = a and lim n→∞ b n = b, then lim n→∞ (a n • b n ) = a • b for each • ∈ {∨, ∧, ⊙, →, ↔}. Thus lim n→∞ ¬ a n = ¬ a and, if a n ≤ b n for all n ∈ N (or for all n ≥ k ∈ N), then a ≤ b.
If (a n ) n≥0 ↑ a or (a n ) n≥0 ↓ a then lim n→∞ a n = a.
A sequence (a n ) n≥0 ⊆ X is said to be E-convergent towards a ∈ X iff lim n→∞ E(a n , a) = 1; this is denoted by a n E → a. (a n ) n≥0 is said to be E-Cauchy iff lim n,m→∞ E(a n , a m ) = 1.
Lemma 6.4. Assume that E : X 2 → L is an L-equality and let (a n ) n≥0 ⊆ X, a, a ′ ∈ X. If a n E → a and
Proof. Assume that a n E → a and a n E → a ′ , that is lim n→∞ E(a n , a) = 1 and lim n→∞ E(a n , a ′ ) = 1, thus, by Lemma 6.2, lim n→∞ (E(a n , a) ⊙ E(a n , a ′ )) = 1 ⊙ 1 = 1. But, for all n ∈ N, E(a n , a) ⊙ E(a n , a ′ ) ≤ E(a, a ′ ), thus E(a, a ′ ) = 1 by Lemma 6.2, so a = a ′ .
Lemma 6.5. If E is an L-equality, then any E-convergent sequence is E-Cauchy.
Proof. Let (a n ) n≥0 ⊆ X and a ∈ X such that a n E → a, that is lim n→∞ E(a n , a) = 1. Then, by Lemma 6.2, lim n,m→∞ E(a n , a m ) ≥ lim n,m→∞ (E(a n , a) ⊙ E(a m , a)) = 1 ⊙ 1 = 1, therefore (a n ) n≥0 is E-Cauchy.
Until mentioned otherwise, let A and L be two residuated lattices and
L is an L-equality and any E-Cauchy sequence is E-convergent, then the residuated lattice A is said to be E-complete.
For any function s : A → L, we denote by a, b) ). Lemma 6.6. Let s : A → L be an order-preserving type I state. Then, for all a, b, x, y ∈ A, we have:
(iv) if a and b are comparable, then:
Proof. (i) By Lemma 2.3, (iv) and the fact that s is order-preserving,
(ii) Let • ∈ {∨, ∧, ⊙, →, ↔}. By Proposition 3.15, (i), Lemma 2.3, (v) and the fact that s is order-preserving, s(a), s(b) ). 
If s : A → L is a generalized Bosbach state or a Riečan state, then we will say that s is faithful iff, for all a ∈ A, s(a) = 1 implies a = 1.
Remark 6.8. By Lemma 2.3, (i), if s : A → L is a faithful order-preserving type I state, then ρ s is an L-equality on A.
Lemma 6.9. Let s : A → L be a faithful order-preserving type I state, (a n ) n≥0 , (b n ) n≥0 ⊆ A and a, b ∈ A. If a n ρ s → a and b n ρ s → b, then a n • b n ρ s → a • b for each • ∈ {∨, ∧, ⊙, →, ↔}. From this and the definitions of ¬ and ≤, it follows that ¬ a n ρ s → ¬ a and, if a n ≤ b n for all n ∈ N (or for all n ≥ k ∈ N), then a ≤ b.
Proof. Apply Lemma 6.2 and Lemma 6.6, (ii).
Let s : A → L be an arbitrary function and a ∈ A. Then s is said to be:
• ↑-continuous in a iff, for any sequence (a n ) n≥0 ⊆ A such that a n ↑ a, we have lim n→∞ s(a n ) = s(a);
• ↓-continuous in a iff, for any sequence (a n ) n≥0 ⊆ A such that a n ↓ a, we have lim n→∞ s(a n ) = s(a);
• continuous in a iff it is ↑-continuous in a and ↓-continuous in a.
s is said to be ↑-continuous (respectively ↓-continuous, continuous) iff it is ↑-continuous (respectively ↓-continuous, continuous) in any a ∈ A. Proposition 6.10. Assume that L is involutive and let s : A → L be a type I state and a ∈ A. If s is ↓-continuous in a then it is also ↑-continuous in a. Thus, if s is ↓-continuous then it is also ↑-continuous.
Proof. Assume that s is ↓-continuous and let (a n ) n≥0 ⊆ A such that a n ↑ a, that is a n ↑ and n∈N a n = a. Then, by Lemma 2.4, (iv) and Lemma 2.2, (xi), (¬ a n ) n≥0 ↓ and n≥0 (¬ a n ) = ¬ ( n≥0 a n ) = ¬ a, thus ¬ a n ↓ ¬ a. By Lemma 6.2, Proposition 3.12, (i) and the fact that L is involutive, ¬ lim n→∞ s(a n ) = lim n→∞ ¬ s(a n ) = lim n→∞ s(¬ a n ) = s(¬ a) = ¬ s(a), hence lim n→∞ s(a n ) = s(a). Therefore s is ↑-continuous.
Proposition 6.11. Let s : A → L be a type II state and a ∈ A. If s is ↓-continuous in a then it is also ↑-continuous in a. Thus, if s is ↓-continuous then it is also ↑-continuous.
Proof. Assume that s is ↓-continuous and let (a n ) n≥0 ⊆ A such that a n ↑ a. Then, by the proof of Proposition 6.10, ¬ a n ↓ ¬ a, hence lim n→∞ s(¬ a n ) = ¬ a. By Proposition 3.16, (iii) and (ii), and Lemma 6.2, lim n→∞ s(a n ) = lim n→∞ s(¬ ¬ a n ) = lim n→∞ ¬ s(¬ a n ) = ¬ lim n→∞ s(¬ a n ) = ¬ s(¬ a) = s(a). Therefore s is ↑-continuous. Proposition 6.12. Let A be an MV-algebra and s : A → L an order-preserving type I state. Let us consider the following statements:
Proof. First let us prove that (i) iff (ii). The converse implication is trivial. For the direct implication, let us assume that s is ↑-continuous in 1. Let a ∈ A and (a n ) n≥0 ⊆ A such that a n ↑ a, hence, for all n ∈ N, a n ≤ a, which implies that d A (a n , a) = a → a n , by Lemma 2.2, (iii). Thus, by Lemma 2.2, (iv), (d A (a n , a)) n≥0 ↑. Moreover, n≥0 d A (a n , a) = n≥0 (a → a n ) = a → ( n≥0 a n ) = a → a = 1, by Lemma 2.6, (v), and Lemma 2.2, (iii). Thus (d A (a n , a) ) n≥0 ↑ 1. By Lemma 6.2, the fact that, for all n ∈ N, a n ≤ a, and Lemma 6.6, (iv), it follows that d L (lim n→∞ s(a n ), s(a)) = lim n→∞ d L (s(a n ), s(a)) = lim n→∞ s(d A (a n , a)) = s(1) = 1. Hence lim n→∞ s(a n ) = s(a), therefore s is ↑-continuous in a.
Now let us prove that (i) implies (iv). Thus let us assume that s is ↑-continuous in 1. Let a ∈ A and (a n ) n≥0 ⊆ A such that a n ↓ a, hence, for all n ∈ N, a n ≥ a, which implies that d A (a n , a) = a n → a, by Lemma 2.2, (iii). Thus, by Lemma 2.2, (iv), (d A (a n , a)) n≥0 ↑. Moreover, by Lemma 2.6, (vi).
n≥0 d A (a n , a) = n≥0 (a n → a) = ( n≥0 a n ) → a = a → a = 1, by Lemma 2.6, (vi), and Lemma 2.2, (iii). Thus (d A (a n , a)) n≥0 ↑ 1. By Lemma 6.2, the fact that, for all n ∈ N, a n ≥ a, and Lemma 6.6, (iv), it follows that d L (lim n→∞ s(a n ), s(a)) = lim n→∞ d L (s(a n ), s(a)) = lim n→∞ s(d A (a n , a)) = s(1) = 1. Hence lim n→∞ s(a n ) = s(a), therefore s is ↓-continuous in a.
Trivially (iv) implies (iii). Now let us assume that L is involutive. For proving the equivalences in the enunciation it remains to show that (iii) implies (i). Thus, let us assume that s is ↓-continuous in 0 and let (a n ) n≥0 ⊆ A such that a n ↑ 1. Then a n ↑, thus ¬ a n ↓, by Lemma 2.2, (iv). Moreover, by Lemma 2.2, (xi) and Lemma 2.4, (i), n≥0 ¬ a n = ¬ ( n≥0 a n ) = ¬ 1 = 0. So ¬ a n ↓ 0, hence lim n→∞ s(¬ a n ) = s(0) = 0. By Lemma 3.12, (i), and Lemma 6.2, lim n→∞ s(a n ) = lim n→∞ ¬ ¬ s(a n ) = lim n→∞ ¬ s(¬ a n ) = ¬ (lim n→∞ s(¬ a n )) = ¬ 0 = 1 = s(1). Hence s is ↑-continuous in 1.
Let E : A 2 → L be an L-similarity relation and s : A → L an arbitrary function. We say that s is E-continuous in a ∈ A iff, for all (a n ) n≥0 ⊆ A such that a n E → a, we have lim n→∞ s(a n ) = s(a). We say that s is E-continuous iff it is E-continuous in any a ∈ A. Actually, these definitions are valid for the residuated lattice A replaced by an arbitrary nonempty set X, but we shall not work with them in this general case. Proposition 6.13. Any order-preserving type I state s : A → L is ρ s -continuous. Proof. Let s : A → L be an order-preserving type I state, a ∈ A and (a n ) n≥0 ⊆ A such that a n ρ s → a, that is lim n→∞ ρ s (a n , a) = 1. By Lemma 6.6, (iii), for all n ∈ N, ρ s (a n , a) ≤ d L (s(a n ), s(a)). By Lemma 6.2 and Lemma 2.3, (i), it follows that 1 = lim n→∞ d L (s(a n ), s(a)) = d L (lim n→∞ s(a n ), s(a)), hence lim n→∞ s(a n ) = s(a), thus s is ρ s -continuous in a.
A residuated lattice A is said to be σ-complete iff any sequence (a n ) n≥0 ⊆ A has a supremum and an infimum in A. Notice that: A is σ-complete iff any increasing sequence in A has a supremum in A and any decreasing sequence in A has an infimum in A. This is easily shown, because, if the latter is verified, then, for any (a n ) n≥0 ⊆ A, if we consider the increasing sequence ( n k=0 a k ) n≥0 , that has a supremum by the hypothesis, and the decreasing sequence ( n k=0 a k ) n≥0 , that has an infimum by the hypothesis, then n≥0 ( n k=0 a k ) = n≥0 a n and n≥0 ( n k=0 a k ) = n≥0 a n , which can easily be shown by the definition of the supremum and that of the infimum. Proposition 6.14. Let s : A → L be a faithful order-preserving type I state, A be ρ s -complete and L be σ-complete. Then A is σ-complete and s is ↑-continuous in 1.
Proof. By Remark 6.8, ρ s is an L-equality on A. Let (a n ) n≥0 ⊆ A be such that (a n ) n≥0 ↑. Since s is order-preserving, it follows that (s(a n )) n≥0 ↑ in L. Since L is σ-complete, there exists n≥0 s(a n ) in L, thus (s(a n )) n≥0 ↑ n≥0 s(a n ), therefore, by Lemma 6.3, (s(a n )) n≥0 is convergent in L, hence (s(a n )) n≥0 is Cauchy. By Lemma 6.6, (iv), for all n, m ∈ N, ρ s (a n , a m ) = d L (s(a n ), s(a m )), thus lim n,m→∞ ρ s (a n , a m ) = lim n,m→∞ d L (s(a n ), s(a m )) = 1, so (a n ) n≥0 is ρ s -Cauchy. But A is ρ s -complete, therefore there exists a ∈ A such that a n ρ s → a. Let k ∈ N, arbitrary but fixed. By Lemma 6.9, a n ∨ a k ρ s → a ∨ a k . Since (a n ) n≥0 ↑, we have that, for all n ≥ k, a n ∨ a k = a n , and, since a n ρ s → a, we may conclude that (a n ∨ a k ) n≥0 ρ s → a. By Lemma 6.4, it follows that a ∨ a k = a, that is a k ≤ a. Thus a n ≤ a for all n ∈ N. Now let b ∈ A such that, for all n ∈ N, a n ≤ b, that is a n ∨ b = b. By Lemma 6.9, it follows that a n ∨ b ρ s → a ∨ b, that is b ρ s → a ∨ b, that is b = a ∨ b, thus a ≤ b. Hence n≥0 a n = a. Analogously one can prove that any decreasing sequence in A has an infimum in A. Therefore A is σ-complete.
It remains to show that s is ↑-continuous in 1. Let (a n ) n≥0 ⊆ A such that a n ↑ 1. By the above, there exists a ∈ A such that a n ρ s → a and a n ≤ a for all n ∈ N, thus 1 = n≥0 a n ≤ a, hence a = 1. So a n ρ s → 1, that is lim n→∞ ρ s (a n , 1) = 1. But, for all n ∈ N, ρ s (a n , 1) = s(d A (a n , 1)) = s(a n ), as Lemma 2.2, (i) and (ii), shows. So lim n→∞ s(a n ) = 1 = s(1), hence s is ↑-continuous in 1.
Remark 6.15. Let A be an MV-algebra, L a σ-complete involutive residuated lattice and s : A → L a faithful order-preserving type I state such that A is ρ s -complete. Then, by Propositions 6.12 and 6.14, s is continuous. This way, Theorem 3.7 from [29] becomes a particular case of Proposition 6.14.
In [29] , the author defines and studies the metric completion of an MV-algebra endowed with an MVstate. This is a version for MV-algebras of the metric completion of an l-group with a state (see [24] ). In the following, we shall analyse the way in which this construction can be generalized to the case of a residuated lattice A endowed with an order-preserving type I state.
Throughout the rest of this section, A and L will be two residuated lattices such that L is Cauchy-complete and s : A → L will be an order-preserving type I state.
By Proposition 6.7, ρ s is an L-similarity relation on A. Let us denote by C s (A) the set of the ρ s -Cauchy sequences in A and let us define on C s (A) the following binary operations: for all • ∈ {∨, ∧, ⊙, →, ↔}, we define: for all a = (a n ) n≥0 , b = (b n ) n≥0 ∈ C s (A), a • b = (a n • b n ) n≥0 ∈ C s (A), because, by Lemma 6.6, (ii) and Lemma 6.2, lim n,m→∞ ρ s (a n • b n , a m • b m ) ≥ (lim n,m→∞ ρ s (a n , a m )) ⊙ (lim n,m→∞ ρ s (b n , b m )) = 1, thus lim n,m→∞ ρ s (a n • b n , a m • b m ) = 1, so (a n • b n ) n≥0 is a ρ s -Cauchy sequence in A. We denote 0 = (0) n≥0 , 1 = (1) n≥0 ∈ C s (A), as all constant sequences in A are obviously ρ s -Cauchy (see Lemma 2.3, (i)). It is immediate that (C s (A), ∨, ∧, ⊙, →, 0, 1) is a residuated lattice, whose biresiduum is ↔ and whose negation is: for all a = (a n ) n≥0 ∈ C s (A), ¬ a = a → 0 = (a n → 0) n≥0 = (¬ a n ) n≥0 ∈ C s (A), as a → 0 ∈ C s (A).
Let a = (a n ) n≥0 , b = (b n ) n≥0 ∈ C s (A). By Lemma 6.6, (v) and Lemma 6.2, for all n, m ∈ N, ρ s (a n , a m ) ⊙ ρ s (b n , b m ) ≤ d L (ρ s (a n , b n ), ρ s (a m , b m )), hence lim n,m→∞ d L (ρ s (a n , b n ), ρ s (a m , b m )) = 1, thus the sequence (ρ s (a n , b n )) n≥0 ⊆ L is Cauchy and hence convergent, since L is Cauchy-complete.
Let us define on C s (A) the following binary relation: ∼⊆ C s (A)×C s (A), defined by: for all a = (a n ) n≥0 , b = (b n ) n≥0 ∈ C s (A), a ∼ b iff lim n→∞ ρ s (a n , b n ) = 1. ρ s is an L-similarity relation on A, hence, by applying Lemma 6.2, we obtain that ∼ is an equivalence relation on C s (A). Let us consider the quotient setÃ s := C s (A)/ ∼ = {ã|a ∈ C s (A)}, where we denoted byã the equivalence class of a sequence a ∈ C s (A) with respect to ∼. Let us define onÃ s the following binary operations: for all • ∈ {∨, ∧, ⊙, →, ↔}, we define: for all a, b ∈ C s (A),ã •b = a • b ∈Ã s . Let us prove that all of these operations are well defined. Let • ∈ {∨, ∧, ⊙, →, ↔} and let a = (a n ) n≥0 , a ′ = (a ′ n ) = 1. By Lemma 6.6, (ii) and Lemma 6.2, it follows that lim n→∞ ρ s (a n • b n , a
• is well defined. Thus ∼ has become a congruence relation on the residuated lattice (C s (A), ∨, ∧, ⊙, →, 0, 1), and the fact that residuated lattices form an equational class ensures us that (Ã s , ∨, ∧, ⊙, →,0,1) is a residuated lattice, whose biresiduum is obviously ↔ and whose negation is: for all a ∈ C s (A), ¬ã =ã →0 = a → 0 = ¬ a ∈Ã s . Lemma 6.16. If L is involutive thenÃ s is involutive.
Proof. By Lemma 2.4, (iii), Proposition 3.4, (ii), Proposition 3.12, (i), the fact that L is involutive and Lemma 2.2, (iii), for all a ∈ A, s(¬ ¬ a → a) = s(¬ ¬ a) → s(a) = ¬ ¬ s(a) → s(a) = s(a) → s(a) = 1 and thus ρ s (a, ¬ ¬ a) = s(d A (a, ¬ ¬ a)) = s(¬ ¬ a → a) = 1. Thus, for all a ∈ A, ρ s (a, ¬ ¬ a) = s(d A (a, ¬ ¬ a)) = s(). Let a = (a n ) n≥0 ∈ C s (A) and let us consider the sequence ¬ ¬ a = (¬ ¬ a n ) n≥0 ∈ C s (A). For all n ∈ N, ρ s (a n , ¬ ¬ a n ) = 1, hence ¬ ¬ a ∼ a, that is ¬ ¬ a =ã, that is ¬ ¬ã =ã.
For all a ∈ A, let us denote in this paragraph the constant sequence a = (a) n≥0 ∈ C s (A). The function ψ s : A → C s (A), defined by ψ s (a) = a for all a ∈ A, is obviously an injective residuated lattice morphism. By composing the canonical projection from C s (A) to the quotient residuated latticeÃ s with the morphism ψ s , we obtain the residuated lattice morphism ϕ s : A →Ã s , defined by ϕ s (a) =ã for all a ∈ A.
Lemma 6.17. Let a = (a n ) n≥0 , b = (b n ) n≥0 , c = (c n ) n≥0 , d = (d n ) n≥0 ∈ C s (A). If a ∼ c and b ∼ d, then lim n→∞ ρ s (a n , b n ) = lim n→∞ ρ s (c n , d n ).
