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ABSTRACT
In the present study, the zero- and first-order radiative correction to the Casimir energy for the
massive and massless scalar field confined with mixed (Neumann-Dirichlet) boundary condition
between two parallel lines in 2 + 1 dimensions for the self-interacting φ4 theory was computed.
The main point in this study is the use of a special program to renormalize the bare parameters
of the Lagrangian. The counterterm used in the renormalization program, which was obtained
systematically position-dependent, is consistent with the boundary condition imposed on the
quantum field. To regularize and remove infinities in the calculation process of the Casimir
energy, the Box Subtraction Scheme as a regularization technique was used. In this scheme, two
similar configurations are usually introduced, and the vacuum energies of these two configurations
in proper limits are subtracted from each other. The final answer for the problem is finite and
consistent with the expected physical basis. We also compared the new result of this paper to
the previously reported results in the zero- and first-order radiative correction to the Casimir
energy of scalar field in two spatial dimensions with Periodic, Dirichlet, and Neumann boundary
conditions. Finally, all aspects of this comparison were discussed.
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1. Introduction
Since conducting the first study in a radiative correction to the Casimir energy by Bordag et al., various studies
in this category of the problem have been conducted (1; 2; 3). The diversity of these studies was expressed in several
sections. In the literature, radiative correction to the Casimir energy has been conducted for various quantum fields
under different boundary conditions (4). In addition, this quantity in some curved manifolds was also obtained pre-
viously (7; 9). One of the main issues in these sorts of the problem is to determine what types of counterterms would
be suitable in the renormalization program(10). In the earlier works, considering the type of boundary conditions
imposed on quantum fields does not affect selection of the type of the counterterms in the renormalization program.
Therefore, the free counterterm has been used in any problem with any boundary condition imposed (11; 12). Later,
in some works, the influence of nontrivial boundary conditions was imported in renormalization programs(13). How-
ever, this importing process was not performed completely. Indeed, the authors applied free counterterms in the
space between the boundaries and placed additional surface counterterms at the boundaries (14). Gousheh et al.
implemented an integrated scheme to consider all influences of the boundary condition imposed on the quantum fields
in the renormalization program(15; 16). In their scheme, a systematic perturbation expansion was performed, and
after applying the renormalization condition, a position-dependent counterterm was obtained. Similar to the free
counterterm, the position-dependent counterterms were obtained from the n-point function in the usual perturbation
theory, except that for this type of counterterms, the relevant Green’s function was used in every needed places. This
employment of the Green’s function caused the counterterms to be position-dependent, and the effect of the boundary
conditions was involved in the counterterms. We maintain that, when a boundary condition is applied to the quantum
fields, the renormalization program and all of its contributed elements like counterterms should be affected owing to
the dominant boundary conditions. Therefore, the use of a unique counterterm (free counterterm), regardless of the
type of the boundary condition imposed on the quantum fields for any problem, may not be legitimate. Moreover, the
counterterms are forced to renormalize the divergent contribution of the bare parameters of the system. Therefore, if it
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2has not been chosen properly, it may cause some divergent physical quantities. The radiative correction to the Casimir
energy for φ4 theory confined between two parallel lines with Dirichlet boundary conditions in 2 + 1 dimensions was
obtained as a divergent result (17; 18). This quantity, by changing the counterterms to position-dependent ones, which
is consistent with the dominant boundary conditions, is to be convergent (19). The use of the position-dependent
counterterms in the calculation of the radiative correction to the Casimir energy for different geometries with various
quantum fields and boundary conditions was examined in (20; 21; 22). Application of this type of counterterm in the
radiative correction to the Casimir energy on some curved manifolds is also successful (7; 8). The obtained results for
all cases are consistent with the expected physical basis. In this study, using the position-dependent counterterms, we
calculated the radiative correction to the Casimir energy for the massive and massless scalar fields confined between
two parallel lines with mixed (Dirichlet-Neumann) boundary conditions. This calculation was earlier performed using
the free counterterms in the renormalization program(17; 18). However, we solved this problem again by employing
the position-dependent counterterms, and found that our result differed from those reported previously (18).
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FIG. 1 The left figure is “A configuration” and the right one is “B configuration”.
The main part of the computation of the Casimir energy is to deal with divergent expressions. To illustrate that
what kinds of the divergences appear in the calculation and how can be removed, several regularization techniques
were introduced in the literature (4; 5; 6; 12) and the merit or ability of these regularization techniques was discussed.
Some of the known important regularization techniques in this subject are Mode summation technique, Zeta function
regularization technique, Green’s function formalism, and the Box subtraction scheme (23; 24; 25; 26; 27; 28). In
this study, to regularize the infinities appeared in the calculation of the radiative correction to the Casimir energy,
we used the Box Subtraction Scheme (BSS). Through the BSS, two similar configurations were defined, and the
vacuum energies of these two configurations were subtracted from each other (29; 30; 31). Fig. (1) displays these two
configurations for our problem. The Casimir energy can now be defined as:
ECas. = lim
L/b→∞
lim
b/a→∞
[
EA − EB
]
, (1)
where EA − EB = EA1 + 2EA2 − EB1 − 2EB2. As fig. (1) shows, EA and EB are the total vacuum energies of
configurations A and B, respectively. EA1, EA2, EB1 and EB2 display the vacuum energy of each region separated
by lines in fig. (1). Considering the Casimir energy problem designed in the even spatial dimensions, are usually
accompanied by some degrees of complexity. This complexity commonly originates from the kind of divergences
appearing in the vacuum energy, since the type of divergent expression appeared in the vacuum energy of systems
in even spatial dimensions is usually logarithmic, and the removal process of this type of divergence is more difficult
than that of the other types of divergence. The successful experience of the aforementioned renormalization program
supplemented by BSS as a regularization technique in (19) motivated us to calculate the radiative correction to the
Casimir energy for a massive and massless scalar field with mixed boundary conditions in 2 + 1 dimensions. The
remainder of this work is organized as follows. In Section 2, radiative correction to the Casimir energy between two
parallel lines in two spatial dimensions for massive and massless scalar fields is computed. The obtained results are
consistent with the expected physical ground. In the next section, based on the previously reported results in the
Casimir energy under Dirichlet, Neumann, and Periodic boundary conditions in 2 + 1 dimensions, the aspects of
results are discussed.
2. First-Order Radiative Correction to the Casimir Energy
In this section, we compute the first-order radiative correction to the Casimir energy for the self-interacting massive
scalar field (λφ4 theory) confined with mixed boundary condition between two lines in two spatial dimensions. For this
purpose, the vacuum energy expression up to the first-order of coupling constant λ is required. Since the calculation
and deduction of the vacuum energy using the position-dependent counterterms were reported previously in the
3literature, we do not mention the details of this computation here (for more details see Refs. (10; 22)). Using their
final results, the total vacuum energy expression up to the first-order of coupling constant λ becomes:
E(1) =
−λ
8
∫
G2(r, r)d2x, (2)
where the coordinates r = (t,x) and x = (x, y). Additionally, G(r, r) is the Green’s function and the superscript
(1) denotes the first-order in the coupling constant λ. To calculate the Casimir energy according to eqs. (1) and (2),
finding the Green’s function expression for all regions A1, A2, B1 and B2 is required. Hence, the equation of motion
was solved, and all the wave functions were computed. In the following, we apply the boundary condition to the
wave functions. To apply the mixed boundary condition for region A1, the Dirichlet boundary condition is satisfied
on the left line (e.g., the line placed on x = −a/2), and on the opposite side, the line placed on the right (x = +a/2)
satisfies the Neumann boundary condition. It is worth mentioning that the reverse order in applying the Dirichlet
and Neumann boundary conditions on the lines will not change the vacuum energy expression. For the original region
A1 displayed in fig. (1), after performing the usual steps of the computation, the Green’s function expression for the
massive scalar field confined with mixed boundary condition between two lines located on x = ±a/2 in two spatial
dimensions after Wick rotation becomes (32):
GM,A1(r, r
′) =
1
a
∫
d2k
(2pi)2
∞∑
n=0
e−ω(t−t
′)eiky(y−y
′)[(−1)n cos(knx) + sin(knx)][(−1)
n cos(knx
′) + sin(knx
′)]
k2 + ω2n
,
(3)
where k = (ω, ky). Also, kn =
(2n+1)pi
2a and ω
2
n = k
2
n+m
2 are the bounded wave-vector and wave-number, respectively.
The subscriptM denotes the type of the boundary condition imposed. Using eqs. (2) and (3) the total vacuum energy
of region A1 per unit length is obtained as follows:
E
(1)
M,A1 =
−λ
32pi2a
∞∑
n=0
∞∑
n′=0
[ ∫ ∞
0
KdK
K2 + ω2na
2
][∫ ∞
0
K ′dK ′
K ′2 + ω2n′a
2
](
1 +
1
2
δnn′
)
. (4)
Both integrals over the nondimensionalized parameter K = ka and K ′ = k′a are logarithmic divergent due to their
upper limits. To regularize them, we changed the upper limit of integrals by a cutoff, and expanded the results in the
limit in which the cutoff goes to infinity. Therefore, we obtain:∫ Λ1(A1)
0
KdK
K2 + ω2na
2
=
1
2
ln(1 +
ω2na
2
Λ1(A1)
2
)
Λ1(A1)→∞
−→ ln Λ1(A1) − ln(ωna)−O(Λ
−2
1(A1)
). (5)
This expansion for the integral result manifests the divergent parts. According to the definition of the Casimir energy
via the BSS presented in eq. (1), it is required to have the vacuum energy of each region shown in fig. (1). Hence, given
the Green’s function expression for each region and using eq. (2), the vacuum energy of each region was obtained. In
the following, using the BSS definition presented in eq. (1), the total vacuum energies of two configurations A and B
were subtracted from each other. Therefore, we have:
△E
(1)
M = E
(1)
M,A − E
(1)
M,B
=
−λ
32pi2
∞∑
n,n′=0
[
1
a
[ln(ωna)− ln Λ1(A1)][ln(ωn′a)− ln Λ1(A1)]︸ ︷︷ ︸
U(a,Λ1(A1))
+2U
(L− a
2
,Λ1(A2)
)
− {a→ b}
](
1 +
1
2
δnn′
)
,(6)
A proper adjusting1 for the cutoffs causes all infinite terms relevant to the cutoff to be eliminated, and the only
remained terms from eq. (6) become:
△E
(1)
M =
−λ
32pi2
∞∑
n=0
∞∑
n′=0
[
1
a
ln(ωna) ln(ωn′a)︸ ︷︷ ︸
V(a)
+2V
(L− a
2
)
− {a→ b}
](
1 +
1
2
δnn′
)
, (7)
1 The relation for this adjustments can now be written as:
lnΛ1(A1)
lnΛ1(B1)
=
ln(ωnb)− ln(ωn′ b)− lnΛ1(B1)
ln(ωna) − ln(ωn′a)− lnΛ1(A1)
,
lnΛ1(A2)
lnΛ1(B2)
=
ln(ωn(L− b)) − ln(ωn′ (L− b))− lnΛ1(B2)
ln(ωn(L − a)) − ln(ωn′ (L− a)) − ln Λ1(A2)
.
4Both summations over n and n′ render eq. (7) to be divergent. To regularize them, we used the following form of
Abel-Plana Summation Formula (APSF) (33):
∞∑
n=1
f(n+
1
2
) =
∫ ∞
0
f(x)dx− i
∫ ∞
0
f(it)− f(−it)
e2pit + 1
dt. (8)
This form of APSF is usually written for half-integer parameters and the first and second terms on the right hand
side (rhs) of this summation formula are known as the integral term and the branch-cut term, respectively. The value
of the integral term is usually obtained divergent, and on the contrary, the branch-cut term usually has a finite value.
After applying the APSF to eq. (7), we obtain:
△E
(1)
M =
−λ
128pi2
{
1
a
[ ∫ ∞
0
ln(x2pi2 +m2a2)dx︸ ︷︷ ︸
I1(a,∞)
+B1(a)
]2
+
1
2a
[ ∫ ∞
0
ln2(x2pi2 +m2a2)dx︸ ︷︷ ︸
I2(a,∞)
+B2(a)
]
+
4
L− a
[
I1
(L− a
2
,∞
)
+ B1
(L− a
2
)]2
+
2
L− a
[
I2
(L− a
2
,∞
)
+ B2
(L− a
2
)]}
− {a→ b}, (9)
where B1(α) and B2(α) are the branch-cut terms of APSF. By expanding eq. (9), we have:
△E
(1)
M =
−λ
128pi2
{
1
a
[
I21 (a,∞) + 2I1(a,∞)B1(a) + B
2
1(a) +
1
2
I2(a,∞) +
1
2
B2(a)
]
+
4
L− a
[
I21
(L− a
2
,∞
)
+ 2I1
(L− a
2
,∞
)
B1
(L− a
2
)
+ B21
(L− a
2
)
+
1
2
I2
(L− a
2
,∞
)
+
1
2
B2
(L− a
2
)]}
− {a→ b}, (10)
where the integral terms I1(α,∞) and I2(α,∞) are divergent owing to their upper limits. To regularize them and
remove their infinities, we used the cut-off regularization technique. The use of this technique supplemented by the
BSS causes all infinities to be removed with less ambiguities from the integral terms I1 and I2. To present more
details for the removal procedure, we start with the integral term I2 and, in the first step, we change the integration
variable to ξ = xpima . Therefore, we obtain:
I2(a,∞) =
∫ ∞
0
(
ln(m2a2) + ln
( x2pi2
m2a2
+ 1
))2
dx
=
ma
pi
[ ∫ ∞
0
ln2(m2a2)dξ + 2 ln(m2a2)
∫ ∞
0
ln(ξ2 + 1)dξ +
∫ ∞
0
ln2(ξ2 + 1)dξ
]
. (11)
Since all integrals on the rhs of the above equation are divergent owing to their upper limits, we changed the upper
limits of the first and second terms on the rhs of eq. (11) to a cutoff value (Λ2(A1)). As we know, the term I2(a,∞)
was produced from the vacuum energy of the region A1. A term similar to this term also appeared in the vacuum
energy of the other regions in fig. (1). Thus, we should choose a separate value for the cutoffs related to each region.
As a result, the upper limits of the first and second integrals on the rhs of eq. (11) for regions A2, B1, and B2 were
replaced with Λ2(A2), Λ2(B1), and Λ2(B2), respectively. We maintain that if a proper value for the cutoffs is adjusted,
supplemented by the subtraction procedure defined by BSS in eq. (10), all infinities will be removed due to the first
and second integrals on the rhs of eq. (11). It is worth mentioning that there is sufficient degree of freedom for these
adjustments. Therefore, we adjust the cutoffs as follows:
Λ2(A1)
Λ2(B1)
=
ln(mb)
ln(ma)
[
ln(mb) + 2 lnΛ2(B1) − 2 +
2pi
Λ2(B1)
ln(mb)
ln(ma) + 2 lnΛ2(A1) − 2 +
2pi
Λ2(A1)
ln(ma)
]
,
Λ2(A2)
Λ2(B2)
=
ln
(m(L−b)
2
)
ln
(m(L−a)
2
)

 ln (m(L−b)2 )+ 2 lnΛ2(B2) − 2 + 2piΛ2(B2) ln (m(L−b)2 )
ln
(m(L−a)
2
)
+ 2 lnΛ2(A2) − 2 +
2pi
Λ2(A2)
ln
(m(L−a)
2
)

 . (12)
This adjustment for the cutoffs guarantees that all divergent contributions originated from the first and second terms
of I2s are omitted from eq. (10). For the third part on the rhs of eq. (11), after substituting I2s in eq. (10), we obtain:
1
a
ma
2pi
∫ ∞
0
ln2(ξ2 + 1)dξ +
4
L− a
m(L− a)
4pi
∫ ∞
0
ln2(ξ2 + 1)dξ − {a→ b}
=
[m
2pi
+
m
pi
−
m
2pi
−
m
pi
] ∫ ∞
0
ln2(ξ2 + 1)dξ = 0. (13)
5In fact, when the subtraction process defined by BSS is applied, all parts of the third term on the rhs of eq. (11)
automatically cancel out each other. Hence, no contribution from the integral I2s remains in the final expression of
the Casimir energy. Similar to what occurred in the removal procedure of the integral term I2, to regularize and
remove infinities originated from the integral I1, is conducted again. Therefore, the BSS supplemented by the cutoff
regularization technique is re-applied. For this purpose, the upper limit of the integral I1 was replaced with a cut-off
value. For each distinct region in fig. (1), the value of the cutoff was defined separately. Therefore, the values of
Λ3(A2), Λ3(B1), and Λ3(B2) were replaced on the upper limits of the integral term I1 related to regions A2, B1, and
B2, respectively. Then, to show the divergent part of integral I1, we calculated this integral up to the cutoff value
and expanded the result at the infinite limit of cutoffs. This process led to finding an expansion as a function of the
cutoffs. This expansion detaches the divergent contribution from the integral I1 clearly. This procedure converts the
integral I1(a,Λ3(A1)) to:
I1(a,Λ3(A1)) =
ma
pi
ln(m2a2)
∫ Λ3(A1)
0
dξ +
ma
pi
∫ Λ3(A1)
0
ln(ξ2 + 1)dξ
Λ3(A1)→∞
−→
ma
pi
[
ln(m2a2)Λ3(A1) + 2Λ3(A1)(lnΛ3(A1) − 1) + pi − Λ
−1
3(A1) +O(Λ
−3
3(A1))
]
, (14)
where ξ = xpima . The term I1(a,Λ3(A1)) was written for the region A1 of fig. (1). Now, after substituting the integral
result I1 for the second term in the bracket of eq. (10), we obtain:
2
a
I1(a)B1(a) +
4
L− a
I1
(L− a
2
)
B1
(L− a
2
)
− {a→ b}
=
2m
pi
B1(a)
[
ln(m2a2)Λ3(A1) + 2Λ3(A1)(lnΛ3(A1) − 1) + pi − Λ
−1
3(A1) +O(Λ
−3
3(A1))
]
+
4m
pi
B1
(L− a
2
)[
ln(
m2(L− a)2
4
)Λ3(A2) + 2Λ3(A2)(ln Λ3(A2) − 1) + pi − Λ
−1
3(A2) +O(Λ
−3
3(A2))
]
− {a→ b}
BSS
−→ 2mB1(a) + 4mB1
(L− a
2
)
− {a→ b}, (15)
where in the last line in the above equation, the following adjustment for cutoffs was performed:
Λ3(A1)
Λ3(B1)
=
B1(b)
B1(a)
[
ln(mb) + lnΛ3(B1) − 1
ln(ma) + lnΛ3(A1) − 1
]
,
Λ3(A2)
Λ3(B2)
=
B1
(
L−b
2
)
B1
(
L−a
2
)
[
ln
(
m
(
L−b
2
))
+ lnΛ3(B2) − 1
ln
(
m
(
L−a
2
))
+ lnΛ3(A2) − 1
]
. (16)
By conducting a similar scenario for the first term in the bracket of eq.(10), it can be shown that all infinities would
be removed due to this term, and there will not remain any contribution from this term in the final expression of the
Casimir energy. Therefore, for eq. (10), we have:
△E
(1)
M =
−λ
128pi2
{
1
a
[
2maB1(a) + B
2
1(a) +
1
2
B2(a)
]
+
4
L− a
[
m(L − a)B1
(L− a
2
)
+ B21
(L− a
2
)
+
1
2
B2
(L− a
2
)]}
− {a→ b}. (17)
In this equation, all the remaining terms are the branch-cut terms, and their values are finite. For the branch-cut
term B1(x), we have:
B1(x) = 2mx
∫ ∞
1
dη
e2mxη + 1
= ln(1 + e−2mx), (18)
and the value for the branch-cut term B2(x) becomes:
B2(x) = 4pi
∫ ∞
mx
pi
ln(t2pi2 −m2x2)
e2pit + 1
dt = 4 ln(mx)B1(x) + 4mx
∫ ∞
1
ln(η2 − 1)
e2mxη + 1
dη, (19)
where η = pitmx . Finding a closed form for the second integral on the rhs of eq. (19) is a difficult task. Hence, the
denominator of the integrand was expanded and the result for the branch-cut term B2(x) was obtained as:
B2(x) = 4 ln(mx)B1(x) − 2
∞∑
j=1
e−2mxj
j
[
γ − e4mxjΓ(0, 4mxj) + ln(mxj)
]
, (20)
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FIG. 2 The plot of the first-order radiative correction to the Casimir energy density of massive scalar fields between a pair of
lines with distance a for λ = 0.1; the figure also presents the sequence of plots for the values of mass m = {1, 0.1, 0.01, 0.001, 0}.
This sequence of plots shows that, when the mass parameter in the system is smaller, the Casimir energy value of the system
for the massive case reaches the Casimir energy value for the massless case. This approaching trend is rapid and there is no
remained significant difference for m < 0.001. All units, including the distance of the plates a and the Casimir energy, are
considered in the natural unit (h¯c = 1).
where the function Γ(α, y) is the incomplete Gamma function, which in our case, it is equal to:
Γ(0, y) = −e−y/2
√
y
pi
∂νKν(y/2)|ν=−1/2 (21)
In the final step, we computed all limits defined in eq. (1) for eq. (17). Therefore, the radiative correction to the
Casimir energy for massive scalar field confined with mixed boundary condition between two lines in 2+1 dimensions
per unit length is obtained as:
E
(1)
M,Cas. =
−λ
128pi2a
[
2maB1(a) + B
2
1(a) +
1
2
B2(a)
]
. (22)
This result is finite for any value of mass m 6= 0 and a 6= 0. An important extreme limit of the massive case of
the Casimir energy is usually known as the massless limit. Since the branch-cut term B2(a) in the limit m → 0 has
a divergent value, the direct computation of the massless limit from eq. (22) is not an easy task. Fortunately, the
divergences appeared in the calculation of the massless limit are not essential and can be resolved. Thus, to resolve
the divergence and find a physical and finite answer for the radiative correction to the Casimir energy for the massless
case, we return to eq. (7) and set m = 0. Therefore, we obtain:
△E
(1)
M = E
(1)
M,A − E
(1)
M,B =
−λ
32pi2
∞∑
n,n′=0
{
1
a
ln[(n+ 1/2)pi] ln[(n′ + 1/2)pi]
+
4
L− a
ln[(n+ 1/2)pi] ln[(n′ + 1/2)pi]− {a→ b}
}(
1 +
1
2
δnn′
)
. (23)
After applying the APSF given in eq. (8) to eq. (23), we have:
△E
(1)
M =
−λ
32pi2
{
1
a
[ ∫ ∞
0
ln(xpi)dx︸ ︷︷ ︸
J1(∞)
+B1
]2
+
1
2a
[ ∫ ∞
0
ln2(xpi)dx︸ ︷︷ ︸
J2(∞)
+B2
]
+
4
L− a
[ ∫ ∞
0
ln(xpi)dx + B1
]2
+
2
L− a
[ ∫ ∞
0
ln2(xpi)dx + B2
]}
− {a→ b}, (24)
7where B1 and B2 are the branch-cut terms of APSF, and their values are finite. Performing the calculation for them
gives:
B1 = −i
∫ ∞
0
ln(itpi)− ln(−itpi)
e2pit + 1
dt = pi
∫ ∞
0
dt
e2pit + 1
=
ln 2
2
,
B2 = −i
∫ ∞
0
ln2(itpi)− ln2(−itpi)
e2pit + 1
dt = 2pi
∫ ∞
0
ln (tpi)dt
e2pit + 1
=
−3
2
ln2 2. (25)
Two types of integral terms J1(∞) and J2(∞) shown in eq. (24) are divergent. To remove their infinities by the
subtraction process of the vacuum energy shown in eq. (24), we used the cutoff regularization technique again. Hence,
we replaced the upper limits of integrals J1 and J2 with cutoffs ΛA1, ΛA2, ΛB1, and ΛB2 related to regions A1, A2,
B1, and B2, respectively. Then, integrals J1 and J2 up to a finite value of the cutoff were computed, and the integral
result was expanded in the infinite limit of the cutoffs:
J1(Λ) =
∫ Λ
0
ln(xpi)dx
Λ→∞
−→ (ln(Λpi)− 1)Λ,
J2(Λ) =
∫ Λ
0
ln2(xpi)dx
Λ→∞
−→
(
(ln(Λpi)− 1)2 + 1
)
Λ. (26)
Afterward, the final expansions for each integral terms J1 and J2 given in eq. (26) were substituted in eq. (24). We
maintain that, the proper adjusting for the values of the cutoff supplemented by the subtraction procedure defined
by the BSS will not leave any divergent contribution from integral terms J1 and J2.1 As a result, in eq. (24), only
the branch-cut terms remain, and finally by applying the limits L/b→∞ and b/a→∞, defined by eq. (1), the final
result for the radiative correction term to the Casimir energy per unit length for the massless scalar field confined
with mixed boundary condition between two lines in two spatial dimensions becomes:
E
(1)
M,Cas. =
−λ
32pi2a
[
B21(a) +
1
2
B2(a)
]
=
λ
64pi2a
ln2 2. (27)
Fig. (2) presents the consistency of results for massive and massless cases. This figure shows that the value of the
first-order radiative correction to the Casimir energy reaches the values obtained from plot for the massless case,
when the parameter m goes to 0. The obtained result for massive and massless cases are different from those reported
in (17; 18). It has to be noted that the main source of this difference is in the type of the counterterm employed
in the renormalization program. In the previous work, to renormalize the bare parameter of the Lagrangian, free
counterterms were used, while in this study, we used position-dependent counterterms. The position-dependent
counterterms are consistent with dominant boundary conditions in the problem.
The zero- and first-order corrections to the Casimir energy for massive and massless scalar fields with Dirichlet
boundary condition confined between two lines in two spatial dimensions using the position-dependent counterterms
were reported in (19). By possessing the Dirichlet Casimir energy and using the following equation, the Casimir energy
for the Neumann and periodic boundary conditions in any order of coupling constant λ would be available,
ED(a) = EN (a) =
1
2
EP(2a), (28)
where subscript D, N , and P denote the type of Dirichlet, Neumann, and Periodic boundary conditions, respectively.
Therefore, based on the reported results for the Dirichlet Casimir energy and using eq. (28), the Casimir energy for
Neumann and Periodic boundary conditions in both orders of corrections was extracted. Figs. (3) and (4) present
the plot of the new results of this paper under mixed boundary conditions along with the obtained results for the
zero- and first-orders of correction to the Casimir energy under Dirichlet, Neumann, Periodic boundary conditions
extracted from eq. (28). Fig. (3) displays the Casimir energy for both orders of correction per unit length as a function
of the distance of the lines (a) for the massive scalar field. In Fig. (4) these quantities for the massless case were
plotted. These figures provide us with an opportunity to compare the sign and magnitude of the Casimir energy of
1 The relation for this adjustments can now be written as:
ΛA1
ΛB1
=
a
b
[
3(ln(piΛB1)− 1)
2 + (ln(piΛB1)− 1) ln 4 + 1
3(ln(piΛA1)− 1)2 + (ln(piΛA1)− 1) ln 4 + 1
]
,
ΛA2
ΛB2
=
L− a
L− b
[
3(ln(piΛB2)− 1)
2 + (ln(piΛB2)− 1) ln 4 + 1
3(ln(piΛA2)− 1)2 + (ln(piΛA2)− 1) ln 4 + 1
]
.
8the scalar field to four types of boundary conditions with each other. In fig. (3), all plots except for the Casimir energy
with mixed boundary condition (E
(1)
M ), by increasing the distance between the lines, the value of the Casimir energy
decreases. Whereas, the first-order Casimir energy of mixed boundary condition has a minimum in its graph. This
minimum shows that the Casimir force in the first-order correction(which is defined as the derivative of the energy
with respect to the distance of lines) changes the sign at a specific distance of lines.
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FIG. 3 The zero- and first-order radiative correction to the Casimir energy per unit length for the massive scalar field confined
between two parallel lines by distance a with four Dirichlet, Neumann, Periodic and mixed boundary conditions as a function
of the distance of the lines is plotted. The superscript (0) denotes the zero (or leading) order term of the Casimir energy
and the superscript (1) denotes the first-order term of the Casimir energy. The subscripts D, N , and P denote the type of
the boundary condition, namely Dirichlet, Neumann, and Periodic boundary conditions. The values of the mass and coupling
constant in all plots are considered m = 1 and λ = 0.1, respectively. All units including the mass of the field, the distance of
the plates a, and the Casimir energy, are considered in the natural unit (h¯c = 1).
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FIG. 4 The zero- and first-order radiative correction to the Casimir energy per unit length for the massless scalar field confined
between two parallel lines by distance a with four Dirichlet, Neumann, Periodic and mixed boundary conditions as a function
of the distance of the lines is plotted. The superscripts (0) denotes the zero (or leading) order term of the Casimir energy
and the superscript (1) denotes the first-order term of the Casimir energy. The subscript D, N , and P denote the type of the
boundary condition, namely Dirichlet, Neumann, and Periodic boundary conditions. The value of the coupling constant in all
plots is λ = 0.1. All units including the mass of the field, the distance of the plates a, and the Casimir energy, are considered
in the natural unit (h¯c = 1).
93. Conclusion
In the present work, the zero- and first-order radiative correction to the Casimir energy was computed for massive
and massless scalar field confined with two lines with mixed (Dirichlet-Neumann) boundary conditions. The main
difference between our work and those reported previously (17; 18) is in the details of the renormalization program
used. In the literature, to renormalize the bare parameters of the Lagrangian for any problem designed in the Casimir
energy subject, the free counterterms are usually used. While, in this study, the position-dependent counterterms
were employed. The position-dependent counterterms allow all influences originated from the boundary condition
to be imported in the renormalization procedure. It makes the renormalization program to be in a self-consistent
manner. Owing to this difference in the renormalization procedure, our results for the radiative correction to the
Casimir energy differ from the ones reported previously. Our results also indicate that the sign of the first-order
correction of the Casimir force for the massive scalar field with mixed boundary condition is changed at a specific
distance of the lines. However, our results are in agreement with the expected physical basis and limits. Another
noteworthy point in this study is to apply the Box Subtraction Scheme (BSS) as a regularization technique. The
appearance of the logarithmic divergent expression is common for the vacuum energy in the problem designed in two
spatial dimensions. However, the BSS supplemented by the cutoff regularization technique successfully regularized
and removed these sorts of infinity without using any analytic continuation technique.
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