Abstract-We propose a human-operator guided planning approach to pushing-based robotic manipulation in clutter. Most recent approaches to this problem employs the power of randomized planning (e.g. control-sampling based Kinodynamic RRT) to produce a fast working solution. We build on these control-based randomized planning approaches, but we investigate using them in conjunction with human-operator input. In our framework, the human operator supplies a highlevel plan, in the form of an ordered sequence of objects and their approximate goal positions. We present experiments in simulation and on a real robotic setup, where we compare the success rate and planning times of our human-in-theloop approach with fully autonomous sampling-based planners. We show that the human-operator provided guidance makes the low-level kinodynamic planner solve the planning problem faster and with higher success rates.
I. INTRODUCTION
We propose a human-operator guided planning approach to pushing-based robotic manipulation in clutter. We present an example problem in Figure 1 . The target of the robot is to reach and grasp the green object. To reach this target object, however, the robot first has to push other objects out of the way, as in Figure 1c . This requires the robot to plan which objects to contact, and where and how to push those objects, so that it can reach the target object.
These reaching through clutter problems can be difficult to solve due to several reasons: First, the number of objects make the state space of high-dimensionality; second, this is an underactuated problem, where the robot can control the system state only on a much lower-dimensional space; and third, predicting the evolution of the system state requires running computationally expensive physics simulators, to predict how objects would move as a result of a robot motion. There have been multiple effective algorithms developed to solve this problem [1] , [2] , [3] , [4] , [5] , [6] , however the problem remains a challenging one, where the planning times are still in the order of tens of seconds or minutes, and the success rates are low for difficult instances of the problem.
Further study of the reaching through clutter problem is important to develop planners that are more successful and faster, because reaching through clutter is also a problem that has a potential for major near-term impact in warehouse robotics (where robots need to reach into shelves to retrieve objects) and personal home robots (where a robot might need to reach into a fridge or shelf to reach and retrieve an object). The Amazon Picking Challenge [7] was a competition which gained particular attention for this potential near-term impact of robotic manipulation to warehouse robotics. The algorithms that we currently have, however, are not able to solve reaching through clutter problems in the real world in a fast and consistent way. Most recent approaches to this problem employs the power of randomized planning to produce a fast working solution. For example Haustein et al. [4] use a kinodynamic RRT [8] , [9] planner to sample and generate a sequence of robot pushes on objects to reach a goal state. Muhayyuddin et al. [5] use the KPIECE algorithm [10] to solve this problem. These planners report the best performance (in terms of planning times and success rates) in this domain so far, to the best of our knowledge.
In this work, we build on these control-based randomized planning approaches, but we investigate using them in conjunction with human-operator input. In our framework, the human operator supplies a high-level plan, to make the randomized algorithms solve the low-level planning problem faster and with higher success rates. For example in Figure 1a , the human operator supplies the high-level plan of first pushing the object pointed by the arrow to the green region. The robot approaches the pointed object in Figure 1b and then pushes the object within the region in Figure 1c . The human operator, points another object and a goal region in Figure 1d . Finally, in Figure 1g the user indicates to the planner to autonomously plan and grasp the goal object (Figure 1h ). The human operator's input here is limited to selection of the object and an approximate goal location for that object. The actual pushing actions are planned by the autonomous low-level planner. After these objects specified by the human operator are pushed, the autonomous low-level planner plans to reach the actual target object. The use of high-level plans is related to recent work in robotic hierarchical planning [11] , [12] , [13] , [2] , [14] and task-and-motion planning (TAMP) [15] , [16] , [17] . This line of work shows that with a good high-level plan for a task, the search of the low-level motion planner can be guided to a relevant but restricted part of the search space, making the low-level planner faster and more successful. For example, Stilman et al. [11] formulates the problem of manipulation planning among movable obstacles as a high-level search over the orderings of objects to be moved, combined with a low-level motion planner that try to pick objects up and move in that order. We use a similar high-level plan structure here, but we focus on pushing/non-prehensile manipulation of objects, rather than pick-and-place. Lee et al. [14] proposes hierarchical planning for non-prehensile manipulation of a single object, where the high-level plan includes the sequence of contacts to be made with the object.
The hierarchical/TAMP planners we mention above generate high-level plans autonomously. In this work we investigate using a human operator to suggest high-level plans. While a good high-level plan can make the low-level planning problem easier to solve, the autonomous generation of a good high-level plan is itself a computationally expensive problem. For example, for our problem, i.e. reaching through clutter, a high-level planner would need to search in a space of all possible permutations of objects, combined with all possible goal locations for these objects. Furthermore, the high-level planner must be able to choose high-level actions that are feasible for the low-level planner. In our problem, this feasibility would mean checking/predicting whether the robot would be able to push a certain object to a certain location, which either requires the use of computationally expensive physics simulations, or a heuristic to estimate the probability of successful push.
While these decisions are computationally expensive for an autonomous planner, they can be easy for a human.
Human-in-the-loop manipulation planning systems have been investigated before for pick-and-place tasks [18] , [19] , [20] , [21] but to the best of our knowledge, a human-inthe-loop approach has not been applied to non-prehensile manipulation before.
The rest of this paper is structured as follows. In Section II, we formally define the problem of reaching through clutter and new version of this problem which we call guided reaching through clutter. In Section III we present our concrete hypotheses for this work. In Section IV we briefly describe the randomized planners that are used to solve the reaching through clutter problem. In Section V we present our extension of these planners, which can solve the guided reaching through clutter problem, and we also describe the user interface that the human uses to provide the guidance. In Section VI we present our experiments and results, where we test our hypotheses in simulation, and on a real robotic setup.
II. PROBLEM FORMULATIONS
We define the reaching through clutter problem and then a new problem formulation that we name the guided reaching through clutter problem.
A. The Reaching Through Clutter (RTC) problem
Our environment is comprised of a robot R, N movable obstacles and M static obstacles. O is the set with all the movable and static obstacles. O m ⊂ O is a set with the movable obstacles that the robot can interact with and O s ⊂ O a set with all the static obstacles that the robot should not interact with. We also have o g that is the goal object we are trying to reach.
The robot motion is constrained on the plane and therefore, its state space, Q R , is SE(2). The state of a movable object i ∈ {1, . . . , M }, Q i , and the goal object, Q g , is its position (x, y, θ), as well as, its velocity and acceleration.
We define the state space, Q, as the Cartesian product
|Om| of the corresponding state spaces of the robot, the goal object, and all the movable obstacles.
Let q 0 ∈ Q be the initial state of the system, and Q goals ⊂ Q a set of possible goal states. A goal state, q n ∈ Q goals , is defined as a state where o g is within the robot's end-effector (see Figure 1h ).
Let U be the control space comprised of the robot velocities. Let the system dynamics defined as f : Q×U → Q that propagates the system from q t ∈ Q with a control u t ∈ U for a duration ∆t. The problem can be defined as the tuple
The solution to the RTC problem is to find a sequence of controls from U to move the robot from q 0 to a q n ∈ Q goals . We will call planners that tackle the RTC problem directly as the baseline planners or the planners without guidance. We describe such planners in Section IV.
In the next subsection we will motivate a new problem, the guided reaching through clutter problem, that aims to solve instances of these problems in shorter (planning) time and with higher success rate.
B. The Guided Reaching Through Clutter (GRTC) problem
In the guided reaching through clutter (GRTC) problem we introduce the notation of a guidance
and the goal region r xi,yi . The region, r xi,yi , is a region with a centroid (x i , y i ) on the plane with d diameter. The order in which the guides appear in a guidance is important:
For a problem instance, there is an infinite number of possible guidances and we denote this set with G. G includes all the possible permutations of objects in O m (repetition of objects allowed), for all possible goal regions in the environment.
The GRTC problem can be formally defined as the tuple P GRT C = (Q, U, q 0 , Q goals , f, g ∈ G). Note that the only difference here is that a guidance is provided and the solution should satisfy this guidance. Therefore, given a RTC problem, P RT C , and a guidance, g, we say that we convert the RTC problem into a GRTC problem, P GRT C = (P RT C , g). In Section V-A we present a planner to solve GRTC problem instances.
The solution to the GRTC problem is to find a sequence of controls from U to move the robot from q 0 to rearrange every object in the guidance, g, to their corresponding regions. Once the environment is rearranged according to the guidance then we say that the guidance g is satisfied.
Once the guidance is satisfied, we plan to reach for the goal object o g . We describe such planners in Section V.
Consider Figure 1 as an example. g consists of two guides: (Figure 1a and Figure 1d ). The goal object o g is the green one. The solution to this GRTC problem instance is to find the controls to move the robot from the initial state (Figure 1a ) to first push o 2 to r 1,2 ( Figure 1c ) and then o 6 to r 2,1 (Figure 1f ). Note here that during these two actions other movable obstacles are implicitly rearranged as a result of the manipulation. Once the guidance is satisfied (Figure 1g ) the problem becomes an instance of the RTC problem and a RTC planner plans to reach t g (Figure 1h ).
g ∅ ∈ G refers to the empty set which means no guidance. When g = g ∅ it implies that the problem is an instance of the RTC problem as there is no guidance involved.
We will call the planners that tackles the GRTC problem as the planners with guidance.
C. Planner Evaluation Metrics
We evaluate the effectiveness of the planners for the RTC and GRTC problems based on two metrics. First, the planning time t p ∈ R >0 which is defined as the time it takes for a planner to come up with a solution to the problem with a maximum planning time limit t limit . Second, the success rate s which indicates the successful solutions a planner found in t p ≤ t limit over a set of problem instances.
III. WORKING HYPOTHESES
Hypothesis 1: Given a RTC problem, p, there exists a small set of guidances, G good ⊂ G such that given a g ∈ G good the GRTC problem of (p, g) is faster and more successful.
In the first hypothesis we believe that there is a small set of good guidances in G, and if we can find such good guidances we can convert the RTC problem into a GRTC problem and solve it faster and more successfully. If is true that the G good set is small, then it is difficult to find such guidances among a large set of irrelevant guidances.
In Section V-A we present a planner to solve GRTC problem instances. In Section VI-A we used this planner and we conducted experiments on a large subset of G to check Hypothesis 1. We compared these results with a planner with no guidance. This experiment aims to verify whether the set G good exists and whether g ∈ G good yields to better plans than g ∅ (i.e., planning without guidance).
The problem of planning in clutter with multiple movable obstacles is proven to be an NP-hard problem [22] . Finding a good guidance in a continuous space is difficult. For this reason, we believe that a planner with human intuition could be better than a planner without guidance. Therefore, given that hypotheses 1 holds, our final hypothesis is:
Hypothesis 2: A planner with guidance and human intuition is better than a planner with no guidance.
In Section V-B we present a modified version of the GRTC planner that we name GRTC Planner with Human-In-TheLoop (GRTC-HITL) where the human operator is the source of the guidance at every step. We conducted a number of experiments, both in simulation and on a real robot, to verify Hypothesis 2. These results are presented in Section VI-B and Section VI-C where we compared the GRTC-HITL planner with planners with no guidance.
IV. SAMPLING-BASED KINODYNAMIC PLANNERS
Two well known sampling-based kinodynamic planners for RTC-like problems are Rapidly-exploring Random Trees (RRT) [8] and Kinodynamic Motion Planning by InteriorExterior Cell Exploration (KPIECE) [10] . RRT and KPIECE will be referred as the baseline planners or the planners with no guidance throughout this work.
Kinodynamic planning is concerned with planning with dynamic constraints. Sampling-based planners is a family of random algorithms that builds a tree with root q ⊂ C until a goal state is added to the tree. These algorithms are characterized by their property of being probabilistically complete. That is, given enough time, and if a solution exist, they will eventually find it [23] .
A. Kinodynamic RRT
RRT is a sampling-based planner that builds a tree from the initial state, q 0 ∈ Q, and then samples a random state q rand ∈ Q and tries to extend the tree from the nearest neighbor q near ∈ Q. Kinodynamic RRT samples controls to bring q near near to q rand .
B. KPIECE
KPIECE is a sampling-based planner that operates well in problems with complex dynamics [10] . As like RRT, KPIECE builds a tree from the state and control space until a goal is reached. KPIECE uses the notion of space coverage to guide its exploration in the state space by constructing a discretization of the state space. At each step, a cell chain is sampled. Given the cell chain, a state s is sampled. KPIECE, samples a control from the U and it tries to expand the tree and update the discretization. Unlike RRT, KPIECE does not require a distance metric, it instead uses a projection of the state space.
Both Kinodynamic RRT and KPIECE have been used before in the literature to solve problems similar to the RTC problem [4] , [5] , [9] , [24] , [25] . In this work, when we are planning with a kinodynamic planner (either RRT or KPIECE) we will use the notation kinodynamicPlanning(goal) with some goal input. To solve a RTC problem, P RT C , we will use kinodynamicPlanning(Q goals ).
V. GRTC PLANNER
In this section we provide a description of our approach. The GRTC planner is our approach to tackle the GRTC problems as defined in Section II-B. First we describe a generic implementation of the GRTC planner where the guidance is provided to our algorithm as an input. We then present a variation of the GRTC planner that takes the guides from a human operator through a graphical user interface.
A. Generic GRTC Planner
The GRTC planner is a two-step high-level planner. First, given a guidance, the planner rearranges the environment to satisfy the guidance. Second, once the environment is rearranged, the planner will try to solve the remaining RTC problem. When the robot is planning to push the object to the desired goal region, object-to-object interaction is permitted. Therefore, it is possible for a single guide to rearrange implicitly other movable obstacles that are not part of the guide. We again use kinodynamic planners (e.g. kinodynamic RRT or KPIECE) to support the underlying motion planning. Algorithm 1 presents the GRTC planner. The for loop at line 2-6 performs the first step of the planning which is to rearrange the environment according to the provided guidance, g. On line 7, the planner tries to reach a goal q n ∈ Q goals (i.e., tackling the RTC problem) using an RTC planner (Section IV).
for (o i , r xi,yi ) ∈ g do 3: q a1 , q a2 ← compute approaching states to o i 4: kinodynamicPlanning(o i , q a1 , q a2 ) 5: kinodynamicPlanning(o i , r xi,yi ) 6: end for 7: kinodynamicPlanning(Q goals ) 8: end procedure The green circle is the goal region, the gray rectangle the object to manipulate. We compute two approaching states, q a1 and q a2 .
For each guide, given the initial position of the object, (x, y) o , and the goal region's centroid, r xi,yi , we compute a point, (x, y) g , that is on a straight line from r xi,yi to (x, y) o plus some r that is the minimum enclosing circle of the desired object and a fixed value e from end-effector's coordinate frame to its edges. Given (x, y) g we calculate two approaching states q a1 and q a2 . The first approaching state has the end-effector's side edge facing the goal region. The second approaching state has the end-effector facing the goal region. This is shown in Figure 2 .
Given the two approaching states, the robot is planning using an underlying sampling-based planner to approach the object as specified by one of the two approaching states and from there to push to object towards the goal region. When the robot plans to approach the object, we steer the controls towards the object from the robot's current position. Extensive experiments showed that steering towards the approaching state yields to faster solutions.
Note that once the for loop finishes on line 6 we record the overall planning time, t gp . The baseline planner on line 7 has a time bound of t limit − t gp if t gp < t limit . In the case where t gp ≥ t limit the planning is declared as failed.
B. GRTC with Human-In-The-Loop (GRTC-HITL)
Guidance Planner with Human-In-The-Loop (GRTC-HITL) is a variation of the Guidance Planner where the guidance is not known in advance but instead a human operator through a graphical user interface provides the guidance at each step. In Algorithm 2 we present an overview of the GRTC-HITL planner. An example interaction of the GRTC-HITL is presented in Figure 1 . This algorithm, does not accept a guidance in advance, but instead a user through a graphical user interface provides the inputs (guides) at each step.
Algorithm 2 GRTC-HITL
while o g is not selected by the human operator do 3: o i , r xi,yi ← guide from human operator 4: q a1 , q a2 ← compute approaching states to o i 5:
kinodynamicPlanning(o i , q a1 , q a2 ) 6: kinodynamicPlanning(o i , r xi,yi ) 7: end while 8: kinodynamicPlanning(Q goals ) 9: end procedure
The state of the system changes at each input and the human operator is presented with the resulting state each time. The interaction is over once the human operator decides that the problem can be solved by a planner without guidance.
We use a simple user interface to communicate with the human operator. The human operator at every step is presented with a window showing the environment and the robot. The operator provides the input by first clicking on the desired object and then a point on the plane that will become the centroid of the guide's region. The planner uses this input to plan and find a solution to push the object to operator's desired region. At the end of each sub-planning the operator can decide whether the problem is simple enough for the planner with no guidance to solve or if further guidance is needed.
VI. EXPERIMENTS & RESULTS
For all the experiments we use the Open Motion Planning Library (OMPL) [26] implementation of RRT and KPIECE. We use MuJoCo [27] to implement the system dynamics, f , with ∆t = 1sec. For all the experiments we will mention below, t limit is 300 seconds.
In Section VI-A we address Hypothesis 1 by conducting experiments to find out if G good exists and if is a small set. In Section VI-B we are comparing the GRTC-HITL with the baseline planners in simulation. Finally, in Section VI-C we present real-world experiments comparing RRT and KPIECE with GRTC-HITL on 10 different problems.
A. Does G good exists? How big is it?
G4
Fig. 4: Permutations scene with 10 movable obstacles and 4 goal regions indicated as four squares G1, G2, G3, and G4. The centre of each square is the centroid of each region. O 3 is the goal object.
To answer hypothesis 1 we generated a large set of
, in a discretized environment of four goal regions and ten movable obstacles. The scene is presented in Figure 4 . Due to the dimensionality of the guidance set, we restricted the guidances to at most five guides per guidance and a guidance includes only distinct objects (i.e., object repetition not allowed). The cardinality of this guidance set is 16, 290, 468 .
In this experiment we tested 10, 000 guidances from G. The first 1, 188 guidances includes all the guidances of one and two guides for all ten objects. For the remaining guidances (guidances with 3, 4, and 5 guides) we randomized the process of picking a guidance. For each guidance we ran the Guided Planner on the same problem. We repeated this process four times. In Figure 5 we present the results from the four runs of the experiments we described above. In all four runs, G ∅ failed to find a solution. There were 55 guidances out of 36, 382 distinct we tested that lead to successful plans. That is, 0.15% of the guidance set. This supports Hypothesis 1. There is a small set, G good , that simplifies the RTC problem and yields to better plans.
B. Is guided planning better than planning without guidance?
For the simulation results we generated ten random scenes. Our randomiser places the goal object at the back of the shelf in a random position and then incrementally places the remaining movable obstacles in the shelf such that no object is colliding with each other. We ran each baseline planner (KPIECE and RRT) ten times over each of the ten scenes. We then solved each problem using GRTC-HITL. The human operator provided a guidance once per problem. When the human operator provides the last guide, we executed RRT from that state to solve the RTC problem ten times. For all experiments, we recorded the result of the planning (success/failure), the planning time and the solution's execution time. In case of GRTC-HITL we also record the guidance planning time, as well as, the user interaction time. An example of GRTC-HITL planning is presented in Figure 1 .
As can be seen from Figure 6b GRTC-HITL improved planning time over 40% in 6 out of 10 problems and in some instances the speed-up was over 60%. GRTC-HITL managed to improve the planning time in every problem instance. GRTC-HITL also improved execution time by 60% in 6 out of 7 times. All interactions (shown in Table I ) required less than five guides to simplify the problem. The user interaction time accounts only 16.4 seconds on average. This suggests that the user spent less than 20 seconds on average on each problem which that yielded to better plans. Out of 100 runs, GRTC-HITL accounts 67% success rate in comparison with 17% and 26% for RRT and KPIECE respectively.
C. Real-robot results
We performed experiments on a UR5 robot using the Ridgeback omnidirectional base. We control the Ridgeback to move the manipulator. We used OptiTrack motion capture system to capture the initial state of the system for the baseline planners and to capture the state of the system after every GRTC-HITL action.
We tested the effectiveness of RRT, KPIECE and GRTC-HITL in ten different problems in the real world. Some of the scenes are shown in Figure 3 . RRT failed 80% of the time and always during planning. Although, KPIECE managed to find a solution 60% of the time, it failed during execution 50% of the time because of the uncertainty. GRTC-HITL 70% of the time solved the problem successfully. It failed once during execution and two during planning. Due to the fact that GRTC-HITL is executed in a closed-loop manner, the uncertainty of the actions is corrected in the subsequent planning. The state left by the human operator was usually less cluttered than the initial state which minimised uncertainty when solving the RTC problem.
In Figure 7 we show an example execution of R5 problem. The human operator provides a single guide (Figure 7b to Figure 7c ). Once the guidance is satisfied, the robot solved the RTC problem in Figure 7d .
VII. CONCLUSIONS
We mentioned two hypotheses about the problem we are trying to solve. First, a small guidance set G good exists and leads to better plans for a problem instance than g ∅ . Second, a planner with guidance and human intuition is better than a planner with no guidance for the RTC problems. Through our experiments we proved both hypotheses and we showed an improvement both in terms of the planning time and the success rate of the problems we have tested.
We envision a future where robots can perform complex manipulation actions in cluttered environments in conjunction with human guidance. One such environment are warehouse shelves. We tested GRTC-HITL in such scenario in simulation. We executed four, different, problems in parallel with a single human operator. We evaluated if a single human operator can guide multiple robots at the same time. We then compared this with a parallel planner without guidance. The human operator provided effective guidance that lead to successful plans in three of the four problems. The planners without guidance failed in every problem, however.
To the best of our knowledge, this is the first work to look into non-prehensile manipulation with human-in-the-loop.
In the future, this work will investigate different ways to leverage human intuition to solve challenging manipulation problems in clutter.
