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Epigraph
“... instead of the great number of precepts of which logic is composed, I believed
that the four following would prove perfectly sufficient for me, provided I took
the firm and unwavering resolution never in a single instance to fail in observing
them.
The first was never to accept anything for true which I did not clearly know
to be such; that is to say, carefully to avoid precipitancy and prejudice, and to
comprise nothing more in my judgement than what was presented to my mind so
clearly and distinctly as to exclude all ground of doubt.
The second, to divide each of the difficulties under examination into as many
parts as possible, and as might be necessary for its adequate solution.
The third, to conduct my thoughts in such order that, by commencing with
objects the simplest and easiest to know, I might ascend by little and little, and, as
it were, step by step, to the knowledge of the more complex; assigning in thought
a certain order even to those objects which in their own nature do not stand in a
relation of antecedence and sequence.
And the last, in every case to make enumerations so complete, and reviews so
general, that I might be assured that nothing was omitted.”
“Discourse on the Method of Rightly Conducting One’s Reason and of Seeking
Truth in the Sciences”,
Descartes René,
translation of Discours de la méthode,
Gutenberg Project at http://www.gutenberg.org.
iii
Acknowledgements
I wish to express my appreciation to Dr. P. Tsiotras, Dr. M. Egerstedt and
Dr. E. Feron, members of my Master Thesis committee, for their true interest in
evaluating this work.
Furthermore, I would like to thank the A. Onassis Public Benefit Foundation,
of which I have been a scholarship recipient for the last two years. This research
work has been supported in part by NSF (award no. CMS-0510259) and ARO
(award no. W911NF-05-1-0331). Their financial support is greatly appreciated.
Finally, I owe the greatest debt of gratitude to my family for the moral and
emotional support they have provided me, especially during the years of my aca-
demic studies. Their affluent help has been a strong motivation and source of
inspiration for continuing to fight for my ideals and ambitions. For these reasons





List of Tables viii
List of Figures xi
Summary xii
1 Introduction 1
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 The Path Planning Problem . . . . . . . . . . . . . . . . . . . . . 2
1.2.1 Planning Inside Continuous Spaces . . . . . . . . . . . . . 2
1.2.2 Planning Inside Discrete Spaces . . . . . . . . . . . . . . . 4
1.3 Thesis Motivation and Objectives of The Proposed Path-Planning
Schemes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.3.2 Thesis Motivation . . . . . . . . . . . . . . . . . . . . . . . 8
1.3.3 Thesis Objectives . . . . . . . . . . . . . . . . . . . . . . . 8
1.3.4 The Multiresolution Hierarchical Approach . . . . . . . . . 9
1.3.5 Literature Review . . . . . . . . . . . . . . . . . . . . . . . 10
1.4 Thesis Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2 Technical background 13
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 Cell Decomposition . . . . . . . . . . . . . . . . . . . . . . . . . . 13
v
2.3 Graph Representation . . . . . . . . . . . . . . . . . . . . . . . . 14
2.4 The 2D Wavelet Transform . . . . . . . . . . . . . . . . . . . . . . 16
2.5 Description of Dijkstra’s Algorithm . . . . . . . . . . . . . . . . . 18
3 Multiresolution Path planning Using Rectangular Cell Decom-
positions 20
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.2 Wavelet decomposition of the risk measure . . . . . . . . . . . . . 21
3.3 Cost Assignment . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.4 Multiresolution Path planning . . . . . . . . . . . . . . . . . . . . 25
4 Multiresolution Path Planning Using Sector Decompositions 28
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
4.2 From Rectangular to Sector Cell Decompositions . . . . . . . . . 30
4.3 World Space in the New Coordinate System . . . . . . . . . . . . 32
4.4 A Multiresolution Decomposition Scheme of the Risk Measure . . 33
4.5 Sector-based Multiresolution Path Planning . . . . . . . . . . . . 35
5 Time Scheduling and Smooth Trajectory Generation 38
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
5.2 Unicycle Kinematic Model under Dynamic Extension . . . . . . . 39
5.3 Reference Signal Specification . . . . . . . . . . . . . . . . . . . . 43
5.4 Trajectory Generation and Time Scheduling Over a Receding Hori-
zon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
6 Simulation Results 50
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
6.2 Simulation Results of the First Scenario for the First Path Planning
Scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
6.3 Simulation Results of the Second Scenario for the First Path Plan-
ning Scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
6.4 Simulation Results of the Second Path Planning Scheme . . . . . 57
6.5 Simulation Results of Trajectory and Time Scheduling Scheme . . 60





2.1 Cell characterization for the decomposition depicted in Fig. 2.1. . . . . 15
viii
List of Figures
1.1 A path generated by a short visibility/exploration horizon planning
scheme. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.1 Quadtree decomposition scheme. Right figure depicts the world W
where the white areas correspond to F and black to OB. In the left fig-
ure we see the obtained cell decomposition after we apply the quadtree
algorithm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2 The 8-connectivity adjacency scheme. . . . . . . . . . . . . . . . . . 16
3.1 Multiresolution representation of the environment according to the dis-
tance from the current location of the agent. . . . . . . . . . . . . . . 22
3.2 Cost assignment for each node u of the directed graph G. . . . . . . . 24
3.3 Pseudo-code implementation of proposed multiresolution path planning
scheme. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.1 Sensors have different ranges, fields of view and resolution. Ideally, the
algorithm that processes this data should conform to this topology. . . 29
4.2 A cell decomposition based on the available sector approximation of
the environment obtained by the on-board sensor devices of the agent
(denoted with the blue dot). In order to resolve the geometry of the
arc-boundary of each sector the standard quadtree algorithm generates
a large number of cells at close to the boundaries of these arcs. . . . . 30
4.3 A cut annulus in the (x, y) plane is mapped to a rectangle in the (r, θ)
plane using a polar (conformal) mapping. . . . . . . . . . . . . . . . 31
ix
4.4 A multiresolution approximation of the rectangular domain in (r, θ) sys-
tem defined by the radii rmin and rmax under the inverse conformal
mapping gives a multiresolution sector approximation of an annulus cut
defined by the same radii. . . . . . . . . . . . . . . . . . . . . . . . 33
4.5 Pseudo-code implementation of proposed multiresolution path planning
scheme. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
6.1 Plot of risk measure (elevation) for the whole configuration space using
a 512 × 512 unit cell resolution. . . . . . . . . . . . . . . . . . . . . 52
6.2 Path evolution and replanning at time t = t15, t = t50 and t = tf . . . 53
6.3 Plot of the risk measure function for the second scenario. Areas with
red color correspond to the obstacle space. The point ‘A’ denotes the
initial state x0 and point ‘B’ denotes the final state xf . . . . . . . . . 55
6.4 Final path for the second scenario. For such highly fragmented environ-
ments it is advisable to also include a penalty on the euclidean distance
between successive nodes of the path. . . . . . . . . . . . . . . . . . 56
6.5 Plot of the original risk measure function where dark green area corre-
spond to areas of high risk whereas the yellow ones to low risk areas. 58
6.6 Path evolution. Figures show the actual path followed by the agent
which finally reaches the final destination at t = tf . . . . . . . . . . . 59
6.7 Plot of the on-line generated smooth trajectory passing close to the xi
points of the corresponding path P(tj) generated by the first planning
scheme (denoted with ’+’) at specified instants of time tj for the 1
st
scenario. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
6.8 Plot of the states evolution of the system under the feedback law. . . 62
6.9 Plot of the input components (i.e. velocity v and angular velocity ω)
versus time. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
6.10 Plot of the on-line generated smooth trajectory passing close to the xi
points of the corresponding path P(tj) generated by the planning scheme
(denoted with ’+’) at specified instants of time tj for the fragmented
environment scenario. . . . . . . . . . . . . . . . . . . . . . . . . . 63
6.11 Plot of the states evolution of the system under the feedback law. . . 64
6.12 Plot of the input components (i.e. velocity v and angular velocity ω)
versus time. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
x
6.13 Plot of the on-line generated smooth trajectory passing close to the xi
points of the corresponding path P(tj) generated by the second planning
scheme (denoted with ’+’) at specified instants of time tj . . . . . . . 65
6.14 Plot of the states evolution of the system under the feedback law. . . 66
6.15 Plot of the input components (i.e. velocity v and angular velocity ω)
versus time. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
xi
Summary
The main objective of this thesis is to present a new path planning scheme for
solving the shortest (collision-free) path problem for an agent (vehicle) operating
in a partially known environment. We present two novel algorithms to solve the
planning problem. For both of these approaches we assume that the agent has
detailed knowledge of the environment and the obstacles only in the vicinity of
its current position. Far away obstacles or the final destination are only partially
known and may even change dynamically at each instant of time. The path
planning scheme is based on information gathered on-line by the available on-
board sensor devices. The solution minimizes the total length of the path with
respect to a metric that includes actual path length, along with a risk-induced
metric. In order to obtain an approximation of the whole configuration space at
different levels of fidelity we use a wavelet approximation scheme. In the first
proposed algorithm, the path-planning problem is solved using a multi-resolution
cell decomposition of the environment obtained from the wavelet transform. In
the second algorithm, we extend the results of the the first one by using the
multiresolution representation of the environment in conjunction with a conformal
mapping to polar coordinates. By performing the cell decomposition in polar
coordinates, we can naturally incorporate sector-like cells that are adapted to the
data representation collected by the on-board sensor devices.
Our approach is motivated by many typical navigation problems for autonomous
vehicles, where a plethora of sensory devices used (e.g., cameras, radars, laser
scanners, satellite imagery) usually have different ranges and resolutions. The
proposed algorithms provide a computationally efficient path planning scheme
which is able to combine the information provided by all the sensors in such a
way that the computational resources are used on that part of the path (spatial
and temporal) that needs them most.
xii
The proposed planning scheme takes full advantage of any local information
around the agent’s current position. This allows the construction of a directed
weighted graph of the approximated free space, the dimension of which is adapted
to the on-board computational resources. By searching this graph we find the
desired shortest path to the final destination using the Dijkstra’s algorithm, pro-
vided that such a path exists. The path is a finite ordered sequence of visiting
points corresponding to a polygonal line connecting the initial and goal destina-
tion. When dynamic constraints on the agent’s motion are taken into considera-
tion this polygonal line may be dynamically infeasible. Therefore, we introduce
an on-line scheme which generates a collision-free, smooth trajectory. The tra-
jectory passes sufficiently close to the points of the path at specified instants of
time (time scheduling). For this scheme we employ a kinematic ground vehicle
model to describe the agent’s equations of motion and then apply some ideas of
the input/output linearization theory (IOL) for MIMO systems to accomplish the
trajectory generation and time scheduling tasks.
Finally, several simulations are presented to test the efficiency of the proposed





The path planning problem has been under intense investigation for many years
in several research areas, ranging from operation research, vehicle navigation, net-
work optimization, etc. In the area of the autonomous vehicle navigation a major
distinction between different path planning problems is based on whether the in-
formation about the operating environment is known a priori or is updated with
time. In the first case, the problem is known as a static path planning problem
whereas, the second case corresponds to a dynamic problem (see [1]). From an
application point of view, dynamic problems are more interesting than static ones
since autonomous vehicles typically have on-board sensors that obtain informa-
tion about the operating environment dynamically. On the other hand, dynamic
problems are more challenging, since they require the use of algorithms that can
be implemented on-line. In the past, this kind of implementation was restricted
by hardware limitations, and therefore the path designers had to rely more or less
on off-line solutions. With the recent significant advances in computing technol-
ogy, real time implementation of path planning algorithms has become easier. As
a result, new path planning schemes which can be implemented “on the fly” have
appeared over the past decade. Path planning schemes using feedback control
laws and the D∗ algorithm are some of the most significant examples of this era.
In this work we deal with the vehicle navigation problem where the vehicle (e.g.,
ground vehicle, UAV) is operating inside a partially known environment W .
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In the next section we introduce the reader to some basic concepts of the path
planning problem and present some significant results that have appeared in the
literature and are relevant to our problem.
1.2 The Path Planning Problem
The general framework for the path planning problem is as follows: given a topo-
logical space F ⊂ W of admissible states xF , find a path connecting the prescribed
initial state x0 ∈ F with the destination state xf ∈ F such that the path lies com-
pletely inside F . The construction of such a path can take place using either a
continuous representation of W or a discrete one. Seeing the problem from the
geometrical point of view (no kinematic or dynamic constraints) a sufficient con-
dition for a solution path to exist is that the space F is polygonally (or path)
connected, i.e. that for any two configuration inside F there exist a path which
lies completely inside F connecting these two configurations. In discrete topolo-
gies like finite graph structures comprised of nodes, a sufficient condition is that,
for any two nodes in F , there exists a sequence of nodes, adjacent to each other,
connecting these two nodes.
1.2.1 Planning Inside Continuous Spaces
In applications where dynamic constraints are taken into consideration the most
natural approach is to work with continuous spaces. Then the path planning can
be treated as a two boundary value problem (the fixed final point and free final
time problem) where application of standard control techniques, such as optimal
control theory (see [2]), can be employed.
We define the configuration space W ⊂ Rn to be the space that contains all
the possible states x of the agent such that
W = F ⊕O, (1.1)
where F denote the space of all admissible states xF known as the free configura-
tion space and O the obstacle configuration space which contains all the unfeasible
states. Finally, we denote with U the function space of all admissible inputs u
which take values in the space U ⊂ Rm. Let’s assume that the dynamics that
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govern the motion of the agent are given in the form
ẋ(t) = f(x(t), u(t)), x(0) = x0 t ≥ 0 (1.2)
where we consider the time invariant case for simplicity. We additionally assume
that the space F is open and connected and the function f satisfies a Lipschitz
condition for all x ∈ F . The condition on F being a region (open and connected
subset of Rn) is equivalent to the polygonally connected requirement (see [3])
introduced earlier whereas the Lipschitz condition on f is needed so that a solution
path always exist (but may not be unique, see [4]). Then the path finding problem
is the one of finding a control input function u ∈ U[0,tf ] that drives the agent from
the initial state x0 to the final state xf in finite time tf , while the whole trajectory
from x0 to xf lies entirely on F .
If an optimal feedback control cannot be derived for our problem then the
optimal control solution may not be plausible from the application point of view.
This is due to the sensitivity that may be exhibited to variations of the initial and
final configurations or to any environment parameters. One popular technique
to proceed is the potential function method (see [5, 6]). The potential functions
are scalar functions φ : F 7→ R which attains their global minimum at the final
destination state. These sufficiently smooth functions, known also as navigation
functions, provide control laws in feedback form which result in smooth collision
free trajectories which may given in closed mathematical expressions (analytic
solutions). For these reasons navigation function are very efficient for real time
implementation. The feedback control law is given by
u(t) = −K∇φ(x(t)) (1.3)
where ∇φ(x) denotes the gradient vector of the navigation function at state x
where K ∈ R is a gain matrix. With ẋ(t) = f(x(t),−K∇φ(x(t))) = f̃(x(t)) be the
closed loop dynamics, the trajectory x(t) of the agent at some time t is now given
by




A drawback of this approach is the existence of local minima or even stationary
points which may not allow the agent to reach its destination even though a
solution path may exist. Under some specific assumptions on the geometry of
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the working environment, the structure of obstacles, and the agent’s governing
equations of motion, results that guarantee that the trajectory of an agent driven
by a feedback control law induced by a potential function converges to the desired
destination were first presented in [7, 8]. The approach used in the latter method is
the construction of a function which attains its minimum value at the destination
state. The final state in this case is the unique isolated minimum of φ(x) which
additionally corresponds to an asymptotically stable equilibrium of the closed
loop dynamics. Thus, when the agent’s configuration is arbitrarily close to the
destination state, the agent practically halts there. However, the construction
of the potential function in arbitrary geometries of either the configuration or
obstacle space without local minima other than the destination state is not an easy
task and general results have not been found. Additionally, the task of finding
an appropriate potential function becomes more complicated as the complexity of
the agent’s governing equations is increased.
1.2.2 Planning Inside Discrete Spaces
Due to the existence of many shortest path and network minimization algorithms,
planning inside discrete spaces has become very popular in many path planning
applications. The discrete space X , which is the equivalent of the continuous
configuration W , is defined as the countable collection of all possible states x such
that
X = Xfree ⊕Xunfeasible
where Xfree and Xunfeasible denote the corresponding subcollections of all feasible
and unfeasible states x ∈ X respectively. Let now xk be the state at some time tk,
then the state at the next time step tk+1 is given by
xk+1 = f(xk, uk) (1.5)
where uk is an action applied at time tk to the agent with uk ∈ U , where U
denotes the countable collection of all available admissible inputs, and f is a state
transition function
f : X × U 7→ X
which behaves as the ‘dynamics’ of this discrete system. The problem then be-
comes one of finding the appropriate sequence of actions ui which will drive the
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agent form an initial state x0 ∈ X to the final destination xf ∈ X after a finite
number of steps.
A common method to pass from the real environment (continuous space) to
the discrete world is by using cell-based approximations of the environment and
then employ a graph representation scheme. By transcribing the free space F on
a graph G the problem reduces to one of finding a sequence of adjacent nodes in
the graph G from the starting node to the destination node. These nodes form a
connected sequence of nodes of the graph, provided that such a sequence exists. In
case where more than one feasible solutions exist, optimization criteria determine
the one that will qualify for the agent’s path. The problem is therefore reduced
to a network minimization or a graph search problem. Algorithms that find a
solution to the graph search problem or prove that the problem has no solution
are called exact or complete algorithms (e.g. Dijkstra’s algorithm, A∗ algorithm,
see [9, 10]). These path planning algorithms will find the solution even when the
polygonal connected condition for the entire free space F is not satisfied, provided
of course that a solution exists for the specific choice of the initial and final node.
Furthermore, in case where there does not exist a polygonally connected subset of
F that contains the initial and final nodes, then Dijkstra’s algorithm and the A∗
algorithm will determine that the specific problem is infeasible. Another category
of planning algorithms are the heuristic algorithms which generate a solution while
aiming at lower computational complexity (see [6, 5]).
All the algorithms we mentioned in the previous paragraph are mostly used to
solve static problems. On the other hand, dynamic problems require appropriate
modifications to the original static path planning schemes. The basic idea is
to deal with the dynamic problem as a sequence of different static problems.
Each one of these static problems corresponds to the planning problem inside the
environment representation of the specific time step (continuous replanning). A
more straightforward approach for the dynamic problem is the D∗ algorithm (or
Stentz’s algorithm) which is presented in [11]. The D∗ algorithm is the first path
planning algorithm for discrete spaces which deals exclusively with the dynamic
problem while having significant advantages over the other available dynamic
schemes (e.g. reduced computational complexity, optimality in the global sense).
In Stentz’s algorithm the operating environment is assumed to be partially known
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and therefore the transition costs between nodes of the corresponding graph are
originally unknown. The agent’s sensors provide information about the agent’s
immediate environment and this information is processed in a heuristic way. This
allows the construction of the true operating map with reduced computational
complexity. Subsequently, the algorithm uses a graph search approach, which
can be characterized as a dynamic extension of Dijkstra’s algorithm, in order
to find the optimal solution in a complete way. Improved versions of the D∗
algorithm, namely the delayed D∗ and the D∗ lite algorithms, are presented in
[12, 13] respectively.
An important issue that should be dealt within the discrete approach is the
“smoothness” requirement of the generated path, since in realistic situations the
vehicle under dynamic constraints has to follow a smooth trajectory. In the lit-
erature (see [14]) one can find modified shortest path algorithms which assign an
additional penalty cost when the angle between two successive arcs of the path is
larger than a threshold angle θmax. By imposing this “smoothness” constraint, the
sequence of nodes that solve the network minimization problem form a smooth
enough polygonal line joining x0 and xf . Then, one can directly proceed to the
trajectory planning problem by determining the linear and angular velocities re-
quired to drive the agent to the goal destination. The resultant trajectory has
to be close enough, in a pointwise sense, to the polygonal path that the graph
search algorithm found. This requirement is a direct consequence of the polygo-
nal connected requirement for the space F since no other curve except from the
polygonal path is guaranteed to lie completely inside F .
The most important difficulty of the graph search approach lies in the dimen-
sionality of the problem. To elucidate this point, let us assume that we implement
an on line path planning scheme where all the data of the environment are avail-
able at all times. On the other hand, the available computational resources are
limited due to hardware limitations. It is obvious that the higher the amount of
data processed, the more accurate the solution path will be. Thus, the dimension
of G (i.e., the number of nodes) becomes very large as the fidelity of the approx-
imation of F and/or W increases. Furthermore, the increase in the number of
the nodes of the graph is very likely to increase the adjacency relations between
different nodes. In all cases, the graph search task becomes more demanding and
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the problem more computationally complex. Sooner or later, the computational
resources on-board the agent reach their limit; hence, an accurate solution cannot
be generated as often as desired, and therefore the agent capacity to deal with
rapidly changing situations is also limited.
1.3 Thesis Motivation and Objectives of The Pro-
posed Path-Planning Schemes
1.3.1 Introduction
From the previous observations, a dynamic path planning scheme which can han-
dle changes in the vicinity of the agent while requiring a reduced amount of
computational resources will be useful in many applications in the field of UAV,
UGV navigation and robot motion planning. One straightforward approach to
deal with this problem is to design a path planning algorithm based solely on lo-
cal information of the configuration space. In that case replanning is easier than
with global methods; there exist obstacle configurations nonetheless, where such
local methods are not guaranteed to find a solution even if such a solution exists.
This situation is depicted in Fig. 1.1 where the agent starting from ‘A’ fails to
find the route to the goal destination ‘B’ when the visibility/exploration horizon
of its sensors are not sufficient large. As the exploration horizon is increased,
the construction of a collision-free path becomes more likely. The increase of the
exploration horizon, however, comes at the expense of an increase of the required
on-board computational resources. Therefore, a path planning algorithm based
on local information may not be efficient in practice unless the initial and final
states are sufficiently close to each other (see [1]). On the other hand, global
path-planning algorithms in realistic situations, where the agent’s computational
resources are limited, are restricted to use coarse representations of the whole en-
vironment. Thus, the global information approach fails to take into consideration
the high fidelity information in the vicinity of the agent’s current position. Subse-
quently, the real time implementation of a global path-planning scheme becomes





Figure 1.1: A path generated by a short visibility/exploration horizon planning scheme.
1.3.2 Thesis Motivation
Strong motivation for this thesis is the design of a path planning scheme where
the operating environment of the vehicle is assumed to be only partially known.
This motivation comes from many applications of autonomous vehicle navigation
problems, where the assumption of global knowledge of the environment is an
overconservative approach. One can think of an unmanned aerial vehicle operating
in a hostile environment with the mission to identify an enemy target, where areas
of high risk are not known a priori. Based on the information gathered by the
on-board sensor devices, the UAV should find the route to the destination while
avoiding to get close to areas of high risk. It is evident that its ability to react
immediately to an obstacle or popup threat is crucial to the success of its mission.
In this case, as with many other applications of vehicle navigation, different sensor
devices can provide information of the environment in the vicinity of the vehicle.
The information obtained by different devices should be weighted appropriately,
since the sensors, (cameras, radars, laser scanners, satellite imagery, etc.) have
different ranges and resolutions.
1.3.3 Thesis Objectives
In this work, we introduce two hybrid local/global path planning algorithms that
use district levels of fidelity (resolution) of the environment at different distances
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from the agent’s current position. The first planning scheme uses cell decom-
positions of the agent’s operating environment constructed using wavelets and
standard quadtree decompositions. The second scheme, finds the solution path
using sector cell approximations. This is a more natural approach given the sector
like topology of the areas scanned on-line by the on-board sensors of the vehicle.
In the sequel, when we will use the term the “path planning scheme” we will refer
to the general idea of multiresolution path planning lying behind both of these
algorithms. In cases where we want to distinguish between the two, we do so
explicitly.
The goal of the proposed path planning scheme is to find a sequence of points
in the world W (operating environment of the vehicle) that the agent should visit
in order to reach the final destination xf (perhaps not accurately known a priori).
The initial state x0 is assumed to be prescribed whereas the final time is a free
parameter of the problem. All the points of the sequence should lie in a polygonally
connected subspace of the free configuration space F . This requirement is needed
so that the polygonal line that connects the points of the sequence lies completely
inside F .
Since the resultant path of the planning scheme is a finite sequence of ordered
points, the next step is to introduce a methodology for generating a smooth trajec-
tory under dynamic constraints. We employ a kinematic ground vehicle model to
obtain the equations of motion of the agent, and additionally we introduce a tra-
jectory generating scheme using some basic ideas from input/output linearization
theory (IOL) for MIMO systems (see [15]). This scheme produces a smooth curve
passing sufficiently close to the visiting points of the path at specified instants of
time (time scheduling).
1.3.4 The Multiresolution Hierarchical Approach
The success of a multi-resolution path planning algorithm hinges on its ability to
compute the obstacle boundaries well in advance and with sufficient accuracy, by
keeping a balance between an overconservative approximation of the environment
and the computation of a collision-free path.
In this work we use wavelets to obtain multiresolution approximations of the
configuration space at different distances from the vehicle. The computational
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complexity of the wavelet transform is of order O(n) where n is the input data [16]
while even than the Fast Fourier Transform has complexity of order O(n log2 n).
Therefore the wavelet transform provides a very fast decomposition of the envi-
ronment at different levels of resolution. From the output of the wavelet transform
we construct cell-based approximations (rectangular or sector-like) of the whole
environment W having high/fine resolution close to the current position of the
vehicle and low/coarse resolution far away. The number of resolution levels, their
scale, and range can all be readily adapted at each time step to yield graph
representations that are commensurable to the available on-board computational
resources.
We employ the hierarchical path planning principle to find the optimal path
on a topological graph G induced by the previous cell decomposition. Namely, the
path may contain mixed nodes at all resolution levels except the finer resolution
level, where it is assumed that nodes can be confidently resolved as either free or
occupied. Mixed nodes, on the other hand are not known with certainty whether
they belong to the free or the obstacle space. Hierarchical path planning is known
to be more flexible than methods that search only through free nodes [17]. In
hierarchical path planning the mixed nodes are subsequently resolved to free or
occupied nodes, as the agent gets closer to the obstacles and more information
about their shape and location becomes available.
1.3.5 Literature Review
Several multi-resolution or hierarchical algorithms have been proposed in the lit-
erature for path planning [18, 19] The majority of those use some form of quadtree
decomposition of the environment. One drawback of quadtree-based decomposi-
tions is that a finer resolution is used close to the boundaries of all obstacles,
regardless of their distance from the agent. This tends to waste computational
resources. One of the central references in the context of quadtree-based cell de-
compositions is perhaps [19], where the authors present a hierarchical path plan-
ning scheme based on a multistage quadtree decomposition. Both free and mixed
nodes are included in the search, which is conducted using the A∗ algorithm. A
path to the target is first computed using a coarse grid and subsequently refined
using information from higher resolution levels, uniformly along the path. Even
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though this technique is efficient and easy to implement, it fails to take full ad-
vantage of the local information around the agent. Wavelets for multi-resolution
decomposition of the environment have also been used in [18]. The approach in
[18] combines a more efficient model for the local behavior of the approximation,
with improved computational characteristics, compared to the one proposed in
[19]. The main emphasis in [19] is to construct a smooth path. This is easily
achieved by the information provided by the detail coefficients in the wavelet ex-
pansion. The smoothness requirement is then embedded in the transition cost of
the agent. The reference most closely related to our approach is [20]. Therein,
the author also uses the idea of coarse/fine grid at close/far distances from the
current location of the agent in order to avoid the demerits of uniform grids or
standard quadtrees. Nonetheless, no connection with wavelets is attempted. In
addition, the multiresolution scheme in [20] requires a rather careful handling of
the cell connectivity at the boundaries between two different resolution levels.
This is handled automatically in our approach.
1.4 Thesis Overview
In this section we briefly describe each chapter in this thesis by and we point out
interrelationships between these chapters.
Chapter 2: Technical background
We discuss some basic notions from topology, graph theory and wavelet approxi-
mation theory and we present Dijkstra’s algorithm and the elementary theory of
the quadtree decomposition algorithm. These topics are important for a deeper
understanding of the subsequent chapters. A reader familiar with these concepts
can skip this chapter in a first reading.
Chapter 3: Multiresolution Path planning Using Rectangular Cell De-
compositions
We introduce the first path planning scheme of this thesis. The proposed algo-
rithm constructs the shortest path based on rectangular cell decompositions of the
world space W induced by a Haar wavelet multiresolution approximation scheme
of a risk measure function defined over W .
Chapter 4: Multiresolution Path Planning Using Sector Decomposi-
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tions
We present the second path planning scheme of this thesis, which is a natural
extension of the algorithm presented in Chapter 3. Now the planning takes place
in sector-cell decompositions of the world W . This approach is compatible with
the specific form of data obtained by on-board sensors of an autonomous vehicle.
Chapter 5: Time Scheduling and Smooth Trajectory Generation
We discuss ways to generate a smooth trajectory passing sufficiently close to the
visiting points given by the path planning scheme presented in the previous two
chapters. We wish this closeness requirement to be satisfied at specific time in-
stants. We first introduce a kinematic model to describe the equations of motion of
the agent, and we subsequently specify an appropriate speed profile to accomplish
the trajectory generation and time scheduling tasks. Ideas from input/output
linearization theory for MIMO systems are employed to achieve this objective.
Chapter 6: Simulation Results
We present simulation results to test the efficiency of the two proposed planning
algorithms and the trajectory generating and time scheduling scheme.
Chapter 7: Conclusions and Future Work
We discuss the conclusions from our approach to the path planning problem. Ideas





In this chapter we present some basic notions that we will use extensively in this
work. First, we present the basic theory of cell decomposition schemes, which are
typically used in robot motion planning application [5, 6] and we describe how we
incorporate the cell decomposition approach in our problem. Then we introduce
the elementary theory of the wavelet transform. In this work we employ wavelet
schemes to obtain cell decompositions of the working environment with special
localized attributes. Furthermore, we present the basic ideas behind the Dijkstra’s
algorithm which we use to solve the shortest path problem. For a more detailed
presentation of the shortest path problem the reader is encouraged to consult the
suggested references relevant to this topic [21, 9].
2.2 Cell Decomposition
An m-cell decomposition Cd of W is a finite collection of m cells
Cd = {ci ∈ W : i = 1, . . . ,m} (2.1)
with the following properties:





A cell decomposition algorithm generates a collection of cells by creating se-
quences of nested cells. One popular algorithm to accomplish this decomposition
is the quadtree decomposition algorithm. The goal of this algorithm is the con-
struction of a collection of square cells which contains only empty or full cells. In
order to present the way the algorithm constructs these sequences, let us suppose
that initially we have only one mixed cell c1 that encloses the world W with `1 be
the length of each of its sides. Then by bisecting each of the sides of the cell c1 we
take four new cells ci, with i = 1, . . . , 4 with corresponding side length `i = `1/2 .
The cell c1 is the parent node and ci are the children nodes of the corresponding
expansion tree of depth k = 2. Since the aim of the cell decomposition algorithm
is to generate only empty or full cells the algorithm will continue to subdivide each
mixed cell creating four new cells with sides of length `i = `1/2
k−1, where k the
depth of the corresponding expansion tree. The algorithm will terminate either
when there no mixed cells or the resulting expansion tree reaches a predetermined
depth.
Given two cell decompositions Cd and C′d of W we say that C′d is a finer, or
higher resolution decomposition of W than Cd if and only if for every cell ci ∈ Cd







We may define the following three categories of cells:
1. empty cells, when ci ∩ O = ∅
2. mixed cells, when ci ∩ O 6= ∅
3. full cells, when ci ⊆ O.
We will say that two cells ci and cj are adjacent if
∂ci ∩ ∂cj 6= ∅, i 6= j, (2.2)
where ∂ci denotes the boundary of the cell ci. A cell decomposition of a square
environment is presented in Fig. 2.1. The corresponding to this decomposition
free, mixed and full cells are given in the Table 2.1.
2.3 Graph Representation
To a cell decomposition Cd we will associate a directed graph G = (V,E) with
nodes V and edges E, known as the connectivity graph, such that:
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Figure 2.1: Quadtree decomposition scheme. Right figure depicts the world W where
the white areas correspond to F and black to OB. In the left figure we see the obtained
cell decomposition after we apply the quadtree algorithm.
Table 2.1: Cell characterization for the decomposition depicted in Fig. 2.1.
Full Cells A4, B3, C4
Mixed Cells A2, A3, B1, B2, B3, B4, C2, C3, D2
Free Cells A1, C1, D1, D2, D3
1. The nodes of G correspond to the free and mixed cells of Cd
2. The edges of G correspond to cells that are adjacent to each other
It is easy to see that G is a topological graph [5].
In this work we use the 8-connectivity scheme to define adjacency relationships
between nodes. This is an immediate result of the equation (2.2). This adjacency
scheme is presented in Fig. 2.2. To each ordered pair inside E we associate a cost of
transition. In our path planning scheme the order of a transition is important for
the cost assignment procedure, i.e the connectivity graph is in our case a directed
graph.The procedure of cost assignment is described in detail in the subsequent
chapters. Finally, the reader interested in a deeper understanding of topics from
graph theory should refer to [22, 23, 24].
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Figure 2.2: The 8-connectivity adjacency scheme.
2.4 The 2D Wavelet Transform
The idea behind the theory of the wavelet transform is to represent a function










where φj,k(x) = 2
j/2φ(2jx − k) and ψj,k = 2j/2ψ(2jx − k). In the ideal case both
φ(x) (scaling function) and ψ(x) (mother wavelet) have compact support or they
decay very fast outside a small interval so they can capture localized features of
f . The first summation in (2.3) gives a low resolution, or coarse, approximation
of f . The second term in (2.3) gives the difference (details) between the original
function and its low resolution approximation. For example, when analyzing a
signal at the coarsest level (low resolution) only the general, most salient, features
of the signal will be revealed. The index j denotes the resolution level. For each
increasing index j, a higher, or finer resolution term is added, which adds more
and more details. The expansion (2.3) thus reveals the properties of f at different
levels of resolution [25, 26, 27].
This idea can be readily extended to the two-dimensional case by introducing
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the following families of functions
Φj,k,`(x, y) = φj,k(x)φj,`(y) (2.4)
Ψ1j,k,`(x, y) = φj,k(x)ψj,`(y) (2.5)
Ψ2j,k,`(x, y) = ψj,k(x)φj,`(y) (2.6)
Ψ3j,k,`(x, y) = ψj,k(x)ψj,`(y) (2.7)
























f(x, y) φj,k,`(x, y) dx dy (2.9)






f(x, y) Ψij,k,`(x, y) dx dy. (2.10)
In the more general case, biorthogonal wavelets projections on the space spanned
by the dual wavelets and dual scaling functions should be used in (2.9) and (2.10).
The key property of wavelets used in this work is the fact that the expansion (2.8)
induces the following decomposition of L2(R2)
L2(R2) = VJ ⊕WdetailJ ⊕WdetailJ+1 ⊕ · · · (2.11)
where VJ = span{φJ,k,`}k,`∈Z and similarly Wdetailj = span{ψ1j,k,`, ψ2j,k,`, ψ3j,k,`}k,`∈Z
for j ≥ J .
By using the Haar family of wavelets, each scaling function φj,k(x) and wavelet
function ψj,k(x) in the Haar system is supported on the dyadic interval Ij,k
4
=
[k/2j, (k + 1)/2j] of length 1/2j and does not vanish in this interval [25, 28].
Subsequently, and via the tensor product in (2.4), we may associate the functions
Φj,k,` and Ψ
i




= Ij,k × Ij,`.
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2.5 Description of Dijkstra’s Algorithm
A popular algorithm to find the shortest path between two nodes u and v of a
graph G is the Dijkstra’s algorithm. Dijkstra’s algorithm is considered as one
of the most efficient algorithms when a path between two nodes of a graph is
needed (see [1]). Even though it is based on a greedy strategy the Dijkstra’s
algorithm always finds the optimal solution, provided that such a solution exists.
Additionally, depending on the sparsity of the adjacency matrix and the particular
implementation it is computationally more appealing than other standard shortest
path algorithms, like the Bellman-Ford algorithm, see [9].
Below, we shall briefly present the basic principles of Dijkstra’s algorithm.
Given a graph G, we associate to a transition from the node vi−1 to the node vi of
this graph a nonnegative cost J (vi−1, vi). The exact cost assignment procedure
shall be described in the subsequent chapters where we introduce the multireso-
lution path planning scheme. The goal of the algorithm is to find the sequence of
1 + md nodes P = (v0 = s, v1, . . . , vmd = d), that the agent has to visit, starting






J (vj−1, vj) (2.12)
is minimized whenever v0 = s. We call P the shortest path. It is clear that the so-
lution path P inside the graph G is a function of the initial and final nodes. When






J (vj−1, vj), (2.13)
where all the nodes appearing in the transition costs of the sum are elements of
the optimal part of the path. When vk is the starting node s then we denote the
optimal weight between s and the node vk+n = u as Ĥ(u). Dijkstra’s algorithm
finds Ĥ(u) for all u ∈ V until the value of Ĥ(d) is known. This is accomplished
with a help of a list S which contains all the nodes u for which Ĥ(u) is known.
At each iteration the algorithm picks one element w from V which is not in S
and is closest to the finite set S. The node w is then an element of the list S.
The way that the algorithm assigns the optimal value to the last node w which
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was inserted in the list S is based on the principle of relaxation. To see how
the principle of relaxation works we let u,w be two adjacent nodes and assume
that the set Sx(u,w)
4
= {x ∈ V : x is adjacent to bothu,w} is nonempty. Let
x ∈ Sx(u,w), then the principle is defined by the following inequality
H(u, v) ≤ H(u, x) + H(x, v). (2.14)
In the case where u ∈ S the principle of relaxation states that H(u,w) = Ĥ(u,w)
provided that the inequality (2.14) holds for every node x ∈ Sx. Otherwise







In this chapter we introduce an innovative approach to the path planning problem
using ideas from wavelet theory. With this approach the agent is capable of
reacting immediately to situations where the collision avoidance requirement is
violated (i.e an obstacle is revealed to be in the agent’s vicinity) or a threat
suddenly appears (popup threat) while approaching the goal destination. The
proposed algorithm assumes that far away obstacles or threats should not have
a large effect on the vehicle’s immediate motion, since either these regions will
never be visited by the agent or more accurate and reliable information about
them will become available when the agent gets closer to them while approaching
the final destination. So high resolution information is needed only for the area in
the vicinity of the agent’s current position. This allows one to construct a graph
with fewer nodes than the case where the whole environment is represented in a
uniform fashion. One should note that the approach of using a different resolution
to approximate the working environment is also based in practical issues since in
many typical navigation problem a plethora of sensory devices used (e.g., cameras,
radars, laser scanners, satellite imagery) have different ranges and resolutions. A
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computationally efficient path planning algorithm should be able to combine the
information provided by all these sensors in such a way that the computational
resources are used on that part of the path (spatial and temporal) that needs
them most. Additionally, information about far away obstacles is taken into some
consideration providing the planning scheme with a mechanism which “pulls” the
agent to the final destination (long-term strategy).
The resultant solution-path of this algorithm is the one that minimizes the
total length of the path with respect to a metric that includes actual path length
along with a risk-induced metric. The risk-induced metric depends on the avail-
able environment representation and the way is defined is presented in detail in
Section 3.3.
3.2 Wavelet decomposition of the risk measure
Without loss of generality, we take W = [0, 1] × [0, 1], which is described using a
discrete (fine) grid of 2N × 2N dyadic points. The finest level of resolution Jmax
is therefore bounded by N . It follows from the previous discussion that the Haar




















induces a cell decomposition of W of square cells of size 1/2J × 1/2J .
Assume now that we are given a function rm : W 7→ [0, 1] that represents the





(dmax − miny∈O ‖x − y‖∞)/dmax, if x ∈ F ,




= maxx∈F miny∈O ‖x− y‖∞. Alternatively, one may think of rm as the
probability that (x, y) ∈ O.
Let us also assume that we have m distinct risk measure levels, say M1 <
M2 < · · · < Mm where Mi ∈ [0, 1], i = 1, . . . ,m.
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We will use the ‖ · ‖∞ norm to measure distances in W . Consequently, all
points within range r from the current location of the agent are given by
N (x, r) 4= {y ∈ W : ‖x − y‖∞ ≤ r}. (3.3)
Suppose now that we are given the desired levels of resolution of W as Jmin ≤
j ≤ Jmax where Jmin, Jmax ∈ {1, . . . , N}, with corresponding ranges r(j) from the
agent’s current location. By this we mean that we wish all points y ∈ N (x, r(Jmax))
to be described by resolution Jmax, all points y ∈ N (x, r(j − 1))\N (x, r(j)) to be
described by resolution j, where Jmin < j ≤ Jmax, and all points y 6∈ N (x, r(Jmin +
1)) to be described by resolution Jmin. Since we require finer resolution closer to
the agent we assume, of course, that r(j − 1) > r(j). The situation is depicted in
Fig. 3.1.
Figure 3.1: Multiresolution representation of the environment according to the distance
from the current location of the agent.
The choice of Jmax is dictated by the requirement that at this level all cells
can be resolved into either free or occupied cells. The choice of Jmin as well as the
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values of r(j) are typically dictated by the on-board computational resources.
We obtain the distinct resolution levels at the given required distances from
the current location of the agent by applying the Haar wavelet transform to rm.
The use of Haar wavelets is mainly dictated by the choice of the norm in (4.5).
To this end, let I(j) 4= {0, 1, . . . , 2j − 1} and let
K(j) 4= {k ∈ I(j) : Ij,k ∩ [x0 − r(j), x0 + r(j)] 6= ∅},
L(j) 4= {k ∈ I(j) : Ij,` ∩ [y0 − r(j), y0 + r(j)] 6= ∅}.



















induces, via a slight abuse of notation, the following cell decomposition on W
Cd = ∆CJmind ⊕ · · · ⊕ ∆CJmaxd . (3.5)
where, ∆Cjd is a union of cells c
j
k,` of dimension 1/2
j × 1/2j.
3.3 Cost Assignment
Each cell cjk,` in the cell decomposition has a value val(c
j
k,`) ∈ {M1, . . . ,MN},
which for the case of Haar wavelets is the weighted average of the risk measure
function over the cell. Following the hierarchical approach, we divide the cells in
three categories: free cells if val(cjk,`) < m1, full cells if val(c
j
k,`) > m2, and mixed
cells if m1 ≤ val(cjk,`) ≤ m2, where m1,m2 ∈ {M1, . . . ,MN} are given.
To the cell decomposition G having as nodes V (G) all the cells with val(cjk,`) ≤
m2. The edges E(G) of G correspond to the adjacency relationships of V (G),
as usual. Clearly, there is an one-to-one correspondence between the elements
of V (G) and the free and mixed cells of Cd. We write v ∼ cjk,` to denote this
correspondence. Moreover, since G is a topological graph we may associate each
node v ∈ V (G) with any point x ∈ cjk,`. Without loss of generality we choose the
23
center of the cell. Let cellG(v) denote the center of the corresponding cell in this
case. Finally, if x ∈ cjk,` we will write v = nodeG(x) where v ∼ cjk,`.
To each edge (u, v) ∈ E(G) we assign a cost J (u, v), which is the cost of
transitioning from node u to node v. We may use the transition cost as follows
J (u, v) = rm(cellG(v)). (3.6)
That is, the cost of transitioning from node u to the adjacent node v depends only
on the risk measure of the final node, v and is independent of the starting node


















ith risk measure level
Figure 3.2: Cost assignment for each node u of the directed graph G.
Another alternative would be to choose the transition cost so as to also pe-
nalize the (euclidean) distance between cellG(u) and cellG(v). In this case the cost
becomes
J (u, v) = rm(cellG(v)) + α‖cellG(u) − cellG(v)‖2. (3.7)
where α ≥ 0 is a weight constant. The larger the α the more emphasis we place
on a shorter path.
Suppose now that we are given a path of q consecutive, adjacent nodes in G as
follows P = (v0, v1, . . . , vq). We can then assign a cost to each node in the path
P , induced by the two-node transitioning cost, iteratively, via
H(vi) = H(vi−1) + J (vi−1, vi), i = 1, . . . , q. (3.8)
The value of H(vk) represents the (accumulated) cost of the path from v0 to
vk (k ≤ q). The shortest path problem is then to find a path that minimizes the
accumulated cost from the initial to the destination node, or determine that such
a path does not exist.
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3.4 Multiresolution Path planning
The proposed multiresolution path planning algorithm proceeds as follows. Start-
ing from x(t0) = x0 at time t = t0, we construct using the approach of Chapter 2,
a cell decomposition Cd(t0) of W . Let the corresponding graph be G(t0) and let
v01 ∈ G(t0) and v0f ∈ G(t0) be the initial and final nodes, respectively such that
v01 = nodeG(t0)(x0) and v
0
f = nodeG(t0)(xf ). Using Dijkstra’s algorithm (or any other
similar algorithm) we find a path P(t0) in G(t0) of free and mixed nodes from v01
to v0f assuming that such a path exists. Note that areas far away from the agent’s
current position are likely to be represented by cells of relative high size.Let the
path P(t0) be given by the ordered sequence of l0 nodes as follows
P(t0) = (v01, v02, · · · , v0l0−1, v0l0 = v0f ).
It is assumed that v02 is free owing to the high resolution decomposition of W close




2. Let now t1 be the time the
agent is at the location x(t1) = cellG(t0)(v
0
2) and let Cd(t1) be the multiresolution
cell decomposition of W around x(t1) with corresponding topological graph G(t1).
Applying again Dijkstra’s algorithm we find a (perhaps new) path in G(t1) from
v11 = nodeG(t1)(x(t1)) to v
1
f = nodeG(t1)(xf ) if such a path exists. Let P(t1) be given
by the ordered sequence of l1 nodes as follows
P(t0) = (v11, v12, · · · , v1l1−1, v1l1 = v1f ).
The agent subsequently moves to x(t2) = cellG(t1)(v
1
2) at time t2.
In general, assume the agent is at location x(ti) at time ti. We construct a
multiresolution decomposition Cd(ti) of W around x(ti) with corresponding graph
G(ti). Dijkstra’s algorithm yields a path P(ti) in G(ti) of mixed and free noes of
length li,
P(ti) = (vi1, vi2, · · · , vili−1, vili = vif ),
where vi1 = nodeG(ti)(x(ti)) and v
i
f = nodeG(ti)(xf ) if such a path exists. The
process is continued until some time tf when ‖x(tf ) − xf‖ < 1/2Jmax , at which
time the algorithm terminates. At the last step the agent moves from x(tf ) to xf .
Note that the actual path x(t0), x(t1), . . . , x(tf ) followed by the agent is given by
the sequence of nodes nodeG(t0)(x(t0)), nodeG(t1)(x(t1)), . . . , nodeG(tf )(x(tf )). Since
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the connectivity graph G(t) changes at each time step, it is therefore possible that
the same state x may be visited twice since it may correspond to nodes of two





m), i 6= j. (3.9)
This will cause the agent to repeat the previous (optimal) decision ending up in a
continuous loop. In order to avoid such pathological situations, we maintain a list
LVisited = {x(t0), x(t1), . . . , x(ti)} of all visited states up to the current time step ti.
At the next time step ti+1 we remove from V (G(ti+1)) all nodes v such that
cellG(ti+1)(v) ∈ LVisited. (3.10)
A pseudo-code implementation of the above algorithm is given in Fig. 3.3.
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(while ‖xf − xi‖ > ε)
{
compute rm(x, i) for all x ∈ W;
construct Cd(i);
construct G(i) = (E(i), V (i));
(if LVisited is nonempty)
for v ∈ V (i)
xv(i) = cellG(i)(v);
if xv(i) ∈ LVisited
extract v from V (i);
for all u adjacent to v




vif ←− nodeG(i)(xf );
P(i) ←− Dijkstra(vi1, vif , V (i), E(i));
















end path planning algorithm







In path-planning problems information about the environment is obtained us-
ing either on-board or off-board sensors. Some of this information is provided
off-line and some is gathered on-line. Furthermore, most typical sensor devices
provide sector-like representations of the environment (see Fig. 4.1). This type
of information is not in the most efficient form for the majority of planning al-
gorithms, which employ rectangle or square cell approximations, typically using
quadtrees [19, 17, 29]. Such approximations are not compatible to the sector based
representations obtained by most sensor devices.
In this chapter we present a planning algorithm as an extension of the results
of the previous chapter. In the proposed path planning scheme we employ a con-
formal mapping to devise a hybrid local/global path planning algorithm using
sector cell decompositions instead of decompositions that employ only rectangu-
lar or square cells. Sector cells are compatible to the on-board sensors and thus
process the data more efficiently, in a manner that does not contradict its original
sector-based form. We provide approximations with special localized attributes
by combining efficiently data from sensors of different resolutions and ranges. Fur-
thermore, in the algorithm of Chapter 3 the whole environment was assumed to be





Figure 4.1: Sensors have different ranges, fields of view and resolution. Ideally, the
algorithm that processes this data should conform to this topology.
using only a small fraction of the available information. This results in a reduced
number of computations that can be handled by the available computational re-
sources on-board the vehicle. Contrary to the planning algorithm of Chapter 3,
the proposed methodology in this chapter employs on-line data of the agent’s im-
mediate environment as it is obtained by the on-board sensors. This approach
is the most natural way to deal with the navigation problem of an autonomous
vehicle operating in an unexplored environment, for which no prior knowledge is
available.
In the next section we introduce a methodology for obtaining sector cell de-
compositions given rectangular cell decompositions using conformal mapping. In
Section 4.3 we describe the way we represent hierarchically the new world space
W in the new coordinate system induced by the conformal mapping. The new
multiresolution decomposition scheme of the risk measure in the new coordinate
system is described in Section 4.4. Finally, in Section 4.5 we present in detail the
new sector-based multiresolution path planning algorithm.
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Figure 4.2: A cell decomposition based on the available sector approximation of the
environment obtained by the on-board sensor devices of the agent (denoted with the blue
dot). In order to resolve the geometry of the arc-boundary of each sector the standard
quadtree algorithm generates a large number of cells at close to the boundaries of these
arcs.
4.2 From Rectangular to Sector Cell Decompo-
sitions
It is assumed that the available information of the surrounding area of the agent
is given by the superposition of circular or conical sectors obtained by different
sensor devices as depicted in Fig. 4.1. This information about W needs to be
processed by the path planner to compute a collision free path. In order to do
so, the path-planning algorithm typically computes a cell decomposition of the
environment. As can be easily observed by Fig. 4.2, if rectangular cells are used
(as with any quadtree-based approach) the algorithm may waste computational
resources by subdividing the cells in order to resolve the sector boundaries.
A simple way to overcome this difficulty is to employ a conformal mapping to
map the sector cells to rectangular cells in a new coordinate system. The latter

















Figure 4.3: A cut annulus in the (x, y) plane is mapped to a rectangle in the (r, θ)
plane using a polar (conformal) mapping.
us assume that R is a sector domain in the (x, y) plane specified by the radii rmin
and rmax and the angles θmin and θmax. Mapping this domain to the (r, θ) plane
using the polar transformation one obtains a rectangular domain R′ defined by
the same radii and angles. If the angle varies from θmin = 0 up to θmax = 2π the
whole annulus cut defined by the radii rmin and rmax is mapped to a rectangular
cell in the (r, θ) plane as shown in Fig. 4.3.
More precisely, recall that the polar coordinates r, θ are related to x and y via
the equations
x = r cos θ, y = r sin θ, (4.1)





and thus J > 0 provided that r > 0. Thus, the inverse transformation (x, y) 7→
(r, θ) exists for r > 0.
The closed curve defined by the union of the circles C1 = {(x, y) ∈ R2, x2+y2 =
r2min}, C2 = {(x, y) ∈ R2, x2 + y2 = r2max} and the line segment L = {(x, y) ∈
R, rmin ≤ x ≤ rmax} (traversed twice), maps to a rectangle r = rmin, r = rmax, θ =
0, θ = 2π in the (r, θ) plane. Alternatively, the area inside a rectangle defined by
r = rmin, r = rmax, θ = θmin, θ = θmax where 0 ≤ θmin ≤ θmax ≤ 2π is mapped via
the inverse transformation to the intersection of two sectors defined by rmin, θmin
and rmax, θmax respectively in the (x, y) plane.
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Thus, given a sector cell decomposition in the (x, y) plane, a rectangle cell
decomposition can be obtained in the (r, θ) plane via the polar coordinate trans-
formation (4.1). Conversely, if we have a multiresolution approximation of the
rectangular domain in the (r, θ) plane, then by applying the inverse mapping, the
rectangular area can be approximated by a collection of cells forming a sector
domain in the (x, y) plane, as seen in Fig. 4.4.
4.3 World Space in the New Coordinate System
Let f be a function f : Domain(f) = W 7→ R and let Imagef (W) = {f(x) : x ∈
W} ⊆ R. In order to map the set W×Imagef (W) to the polar coordinate system
we proceed as follows.
First, we discretize W using a uniform grid of dimension 2N × 2N . For each
point (xi, yi), (1 ≤ i ≤ 2N) we compute the corresponding (ri, θi) point in polar
form using the following equations:
ri =
√
(xi − x0)2 + (yi − y0)2,
θi = atan2(yi − y0, xi − x0),
(4.2)
where (x0, y0) is the agent’s current position and (ri, θi) is the distance and an-
gle position with respect to the agent. Let φ(x0,y0) : R
2 7→ R × S1. We can
then associate to each pair (ri, θi) the function value f(xi, yi), that is, f
′(ri, θi) =
f(φ(x0,y0))(xi, yi)) = f(xi, yi).
The next step is to obtain a multiresolution (rectangular) cell approximation
of the function f ′ in W ′. As we shall see in the next section, the wavelet transform
provides us with such a multiresolution cell based approximation in any rectan-
gular domain. Based on this cell decomposition we can proceed with the design
of our path planning algorithm working entirely in the W ′ domain by applying









Figure 4.4: A multiresolution approximation of the rectangular domain in (r, θ) sys-
tem defined by the radii rmin and rmax under the inverse conformal mapping gives a
multiresolution sector approximation of an annulus cut defined by the same radii.
4.4 A Multiresolution Decomposition Scheme of
the Risk Measure
Without loss of generality, in the work we take W = [0, 1] × [0, 1]. Using the
conformal mapping of section 4.2, W is mapped to D′ in the polar coordinate
system. The new domain however, is not rectangular. Assuming without loss of
generality (renormalize W , if necessary) that D′ ⊂ [0, 1] × [0, 1], we let [0, 1] ×
[0, 1]\D′ lie completely inside the obstacle configuration space O′ in the (r, θ)
domain. Thus, by adding this artificial obstacle corresponding to the boundary of
D′ we can assume that the world W ′ in the polar coordinate system to be again
W ′ = [0, 1] × [0, 1].
We describe W ′ using a discrete (fine) grid of 2N×2N dyadic points. The finest
level of resolution Jmax is therefore bounded by N . It follows from the previous
discussion that the Haar wavelet decomposition of a function f ′ defined over W ′
33
at resolution level J ≥ Jmin, given by,



















induces a cell decomposition of W ′ of square cells of size 1/2J × 1/2J in the (r, θ)
coordinate system.
Assume now that we are given a function rm : W 7→ [0, 1] that represents the





(dmax − miny∈O ‖x − y‖2)/dmax, if x ∈ F ,




= maxx∈F miny∈O ‖x − y‖2. Alternatively, one may think of rm as
the probability that (x, y) ∈ O. The function rm can be defined over W ′, i.e
rm′ : W ′ 7→ [0, 1] .
All points within range ρ from the current location of the agent, when expressed
in the (r, θ) system, are given by
N (ρ) 4= {(r, θ) ∈ W ′ : |r| ≤ ρ, θ ∈ [−θmin, θmax]}. (4.5)
The region that corresponds to N (ρ) in the (r, θ) coordinate system is a strip
of width equal to ρ and height θmax − θmin. For simplicity, in this work we will
assume that θmin = −π and θmax = π.
Suppose now that we are given the desired levels of resolution of W ′ as Jmin ≤
j ≤ Jmax where Jmin, Jmax ∈ {1, . . . , N}, with corresponding ranges ρj from the
agent’s current location. By this we mean that we wish all points (r, θ) ∈ N (ρJmax)
to be described by resolution Jmax, all points (r, θ) ∈ N (ρj−1)\N (ρj) to be de-
scribed by resolution j, where Jmin < j ≤ Jmax, and all points (r, θ) 6∈ N (ρJmin+1)
to be described by resolution Jmin. Since we require finer resolution closer to the
agent we assume, of course, that ρj−1 > ρj.
The choice of Jmax is dictated by the requirement that at this level all cells
should be resolved into either free or occupied cells. The choice of Jmin as well
34
as the values of ρj are typically dictated by the sensor specifications and/or the
on-board computational resources.
We obtain the distinct resolution levels at the given required distances from
the current location of the agent by applying the Haar wavelet transform to rm′.
To this end, let I(j) 4= {0, 1, . . . , 2j − 1} and let
K(j) 4= {k ∈ I(j) : Ij,k ∩ [0, ρj] 6= ∅},
L(j) 4= {k ∈ I(j) : Ij,` ∩ [θmin, θmax] 6= ∅}.



















induces, via a slight abuse of notation, the following cell decomposition on W ′
Cd = ∆CJmind ⊕ · · · ⊕ ∆CJmaxd (4.7)
where, ∆Cjd is a union of square cells c
j
k,` in the (r, θ) domain of dimension 1/2
j ×
1/2j. Furthermore, by applying the inverse mapping based on the analysis of
section 4.2 we obtain a sector decomposition Sd of W , where Sd is defined as
Sd = ∆SJmind ⊕ · · · ⊕ ∆SJmaxd (4.8)
where, ∆SJd is the image under the inverse conformal mapping of ∆C
J
d , with
Jmin ≤ J ≤ Jmax.
4.5 Sector-based Multiresolution Path Planning
The proposed multiresolution path planning algorithm takes place completely in
the (r, θ) coordinate system. The agent in this system remains at the origin at all
times. Let x′ = (r, θ). Assuming therefore that x′ = (0, 0) at t = t0, we construct
using the approach of Section 4.4, a cell decomposition Cd(t0) of W ′. Denote by
G(t0) be the corresponding connectivity graph. Using Dijkstra’s algorithm (or any
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other similar algorithm) we then find a tentative path P(t0) in G(t0) of free and
mixed nodes which connects the initial node to the final node in G(t0). The path
P(t0) is therefore an ordered sequence of nodes
P(t0) = (v11, v12, · · · , v1`1−1, v1`1 = v1f ). (4.9)






i ) is a representative, arbitrary point
of the cell that corresponds to node v1i . For simplicity, we will assume that x
′
i is
the center of the cell.
The first cell in the sequence (4.9) is the cell that contains the origin and the
final cell in the sequence is the cell that contains the final destination (rf , θf )
provided that such a sequence exists. Since we assume high resolution inside
N (ρJmax) it is natural to assume that the first two cells in Cd(t0) corresponding to v11









2 will actually be visited by
the agent. In order to find the subsequent points of the actual path to be followed
we apply a continuous replanning scheme. This is accomplished by constructing
a cell decomposition Cd(tk) at each next time step tk > t0, (k = 1, 2, . . .), and by
inserting in the list of the visiting points only the point x′k = cellG(tk)(v
k
2) which
corresponds to the second node of the tentative path P(tk). We repeat the process
until the goal is inside the second cell of P(tk).
Since the approach does not eliminate the possibility that the same point may
be revisited during the subsequent replanning, thus resulting in an endless loop, we
overcome this issue by keeping a list of all points already visited and by removing
the corresponding nodes form the graph G(tk) at each time step tk. A pseudo-code
implementation of the above algorithm is given in Fig. 4.5.
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(while ‖xf − xi‖ > ε)
{
compute rm(x, i) for all x ∈ W;
compute rm(x′, i) for all x′ ∈ W ′ via conformal mapping;
construct Cd(i) on W ′ topology ;
construct G(i) = (E(i), V (i));
(if LVisited is nonempty)




if xv(i) ∈ LVisited
extract v from V (i);
for all u adjacent to v




vif ←− nodeG(i)(x′f );
P(i) ←− Dijkstra(vi1, vif , V (i), E(i));


















i ←− (i + 1);




end path planning algorithm




Time Scheduling and Smooth
Trajectory Generation
5.1 Introduction
As we have seen in Chapters 3 and 4 the output of the proposed path planning
scheme at each time step tj is a path P(tj). This path is defined as a finite
ordered sequence of visiting points xi, where i belongs to some index set I(tj).
These points form at each time tj a polygonal line which lies completely inside
the free space F . The engineering problem that subsequently appears is to derive
control laws that result in this polygonal trajectory curve. The difficulty of this
problem is due to the dynamic constraints imposed by the equations of motion
of the agent. These constraints make the tracking of the polygonal ,and thus
non smooth, trajectory a “mission impossible”. In this section we examine ways
to generate smooth trajectories when the equations of motion of the agent are
specified by a unicycle kinematic model (ground vehicle model). Our objective is
that the generated trajectory passes sufficiently close to the xi points at specified
instants of time (time scheduling).
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5.2 Unicycle Kinematic Model under Dynamic
Extension
The unicycle kinematic model is given by the following equations:
ẋ(t) = v(t) cos(θ(t)) (5.1)
ẏ(t) = v(t) sin(θ(t)) (5.2)
θ̇(t) = ω(t) (5.3)
where x, y are the coordinates of the unicycle, θ is the orientation of the vehicle
(velocity vector orientation) and v and ω are the control inputs of the system.
Specifically, v is the speed of the vehicle defined by the following equation
v(t) =
√
ẋ(t)2 + ẏ(t)2. (5.4)
Furthermore, ω is the angular velocity of the agent due to the change of vehicle
orientation. Since the output we wish to track is the position of the agent we
choose the outputs of our system to be
h1(t) = x(t) (5.5)
h2(t) = y(t) (5.6)
































































Our goal then is to find the admissible inputs v, ω which achieve asymptotic







Since the system in (5.1)-(5.3) is nonlinear, in order to achieve asymptotic
tracking our first thought is to try to apply input/output feedback linearization
(i.e. IOL, see [15]). Unfortunately, the relative degrees r1, r2 for the specific choice
of inputs and outputs are found to be ill defined. To see this, let Lφz(x) = ∂z∂xφ(x)
denote the Lie derivative of z with respect to φ along φ (where φ and z are
sufficiently smooth functions). Then, after routine calculations we have for the
first output
Lcol1(g)h1(x) = cos(x3) (5.7)
Lcol2(g)h1(x) = 0 (5.8)
and for the second one
Lcol1(g)h2(x) = sin(x3) (5.9)
Lcol2(g)h2(x) = 0 (5.10)
where the notation col1(g) is used for the i
th column of g. Therefore, the decou-













From (5.11) we observe that the matrix α is always singular and thus we
cannot find a region in R3 where both r1 and r2 are non zero. Therefore, appli-
cation of output tracking via input/output feedback linearization (IOL) theory is
impossible.
A proposed methodology in the literature (see [15]) to overcome this problem
is to achieve well-defined relative degree via dynamic extension. The idea is to
transform the system dynamics in such a way that all the Lie derivatives in the
expressions (5.7) - (5.10) vanish. In that case, both r1 and r2 are at least equal to
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one. The most desirable case is to achieve r1 + r2 = n, where n is the dimension
of the new system dynamics. In that case, the system is said to have trivial
zero dynamics and therefore no internal instability phenomena appear. The term
zero dynamics describes these modes of the system that do not allow the original
dynamical system to be brought into a fully linear and controllable form via
state feedback and coordinate transformation. If however, 2 ≤ r1 + r2 < n then
because the decoupling matrix is nonsingular our system can be separated into
two subsystems in cascade form after the application of the feedback linearization
theory. The first one is a controllable linear system, whereas the second subsystem
is formed by the remaining zero dynamics which cannot be reached directly by
the input. Explicit or implicit interconnections between these two subsystems
are possible. Thus, in order to guarantee that the system does not exhibit any
internal instability the remaining zero dynamics have to be stable in the sense of
Lyapunov.
In our case, we proceed by considering the speed v to be an additional state





to be the new control input component in place of v, or in other words the speed
v(new state) is the output of an integrator driven by the new control input ṽ.
Then, the system dynamics (5.1)-(5.3)become:
ẋ(t) = v(t) cos(θ(t)) (5.13)
ẏ(t) = v(t) sin(θ(t)) (5.14)
θ̇(t) = w(t) (5.15)
v̇(t) = ṽ(t) (5.16)
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Repeating the Lie derivatives calculations for the dynamically extended system
we get for the first output
Lcol1(g̃)h̃1(x̃) = 0 (5.17)
Lcol2(g̃)h̃1(x̃) = 0 (5.18)
and for the second one
Lcol1(g̃)h̃2(x̃) = 0 (5.19)
Lcol2(g̃)h̃2(x̃) = 0 (5.20)
so the relative degrees r1 and r2 are well defined and both of them greater than
or equal to one. Therefore, we can continue the calculations for higher order Lie
derivatives to obtain for the first output
Lcol1(g̃)h̃1(x̃) = cos(x̃3)) (5.21)
Lcol2(g̃)h̃1(x̃) = −x̃4 sin(x̃3) (5.22)
and for the second one
Lcol1(g̃)h̃2(x̃) = sin(x̃3) (5.23)
Lcol2(g̃)h̃2(x̃) = x̃4 cos(x̃3) (5.24)
Therefore the corresponding decoupling matrix to the dynamically extended uni-













We observe that the matrix α̃(x̃) is non singular for all x̃ ∈ R4 with x̃4 6= 0 and
furthermore, the relative degrees are r̃1 = r̃2 = 2. Thus, we have r1 + r2 =
n = 4 and the system is input/output linearizable with trivial zero dynamics.
Notice that the condition x̃4 6= 0 in our specific choice of the system outputs is a
smoothness requirement for the curve that the agent has to follow.
Finally, the control input vector that achieves the output tracking, provided
that x̃4 6= 0, is given by























ν̃1(t) = −k11(h̃1(x̃(t)) − xref(t)) − k12(Lf̃ h̃1(x̃(t)) − ẋref(t)) + ẍref(t) (5.27)
ν̃2(t) = −k21(h̃2(x̃(t)) − yref(t)) − k22(Lf̃ h̃2(x̃(t)) − ẏref(t)) + ÿref(t). (5.28)
In the expressions (5.27)-(5.28) k11, k12, k21, k22 are constants chosen such that
the binomials
P1(s) = s
2 + k12s + k11 (5.29)
P2(s) = s
2 + k21s + k22 (5.30)
(5.31)
are Hurwitz.
5.3 Reference Signal Specification
As we have described in the previous section, the output of our system is the (x, y)
coordinates of the agent’s position. Additionally, the path P of the path planning
scheme we have presented so far is comprised of a finite number of visiting points
Xi in order to reach the goal destination. Therefore, the desired system output
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should be a curve ~r(ξ) = (xref(ξ), yref(ξ)) , where ξ is the curve parameter, which
passes through or arbitrary close to those points. Additionally, we know that
the space W is a polygonally connected space and thus the polygonal line that
connects all the points Xi in P lies completely in W . Based on this observation,
the curve ~r(ξ) we select as the desired path of the vehicle should be a smooth
curve which at the same time remains as close as possible to the original polygonal
line. The smoothness requirement of the curve is imposed by the tracking scheme
we are employing. Furthermore, the requirement to stay close to the polygonal
lines comes from the collision avoidance constraint which requires the generated
trajectory to lie at all times inside W . The most natural way to proceed is to
try to approximate the polygonal line (or part of it as we shall see later) using
either a polynomial or a spline interpolation scheme. The degree of the polynomial
used and the number of points lying on the polygonal line for the interpolation
is correlated to the closeness of the the reference curve to the polygonal line we
wish to approximate.
Designing our reference curve to be close to the polygonal line may be an
overconservative approach since a trajectory which lies inside the free world W
with more plausible characteristics (e.g. a curve with less sharp corners) may exist.
However, the generation of a collision free trajectory which is at the same time
compatible with the system dynamics and the admissible inputs in the framework
of the path planning problems we are dealing with in this work is still an open
problem. Here we tacitly assume that there exist admissible inputs v and w such
that the true system response under those inputs is the reference curve
~r(ξ) = (xref(ξ), yref(ξ)).
In order to proceed, we shall employ some basic theory of differential geometry





























is the unit tangent vector of the curve ~r(ξ).
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We can alternatively express the speed as v = ds
dξ
where s is the arc length of the















At this point we observe that the speed v, which appears either as one of the
inputs in the original unicycle equations (5.1)-(5.3) or as one of the states in the
dynamically extended model equations (5.13)-(5.16), is solely specified by the ẋ, ẏ
quantities. Thus, given a perfect tracking capacity scheme as the one we employ,
the speed is prescribed by the reference outputs xref, yref (or more precisely by
the time derivatives of the them). In other words, after any transient phenomena













Therefore, the speed depends only on the choice of the curve parameter ξ. On
the other hand, the geometric curve that passes through the points xi of the path
P has infinitely many different parameterizations. The question that rises in this
context is how we choose the curve parameter ξ.
The way to proceed is simple. Since we expect from the vehicle not only to
pass sufficiently close to the points xi of the path P(tj) but additionally, to achieve
this at instants of time tj that we specify. Therefore, the curve parametrization ξ
has to specify a velocity profile compatible with this requirement. Let us assume,
without loss of generality, that we wish our agent to move with constant unit speed
throughout the whole route to the goal destination. In that case, the curve has to
be parameterized by the natural length s (intrinsic parametrization of the curve),
where the parameter s was defined in (5.34). If xi and xi+1 are two successive
points in P(tj), then the time txi→xi+1 required for the agent to move from xi and

























= 1. In other words, in this case there is no distinction
between time and intrinsic parametrization of the curve.
We can extend this approach in the case where we wish the agent to move
with varying speed other different parts of the path. A straightforward approach
is to assign a higher speed when the vehicle is inside areas of high risk measure
rm and lower ones otherwise. Thus, let m be the number of the district levels
of the risk measure M1,M2, . . . ,Mm over the world W and let v ∈ [vmin, vmax]
where vmin ≥ ε > 0 where the tolerance ε is sufficiently large to guarantee that
the speed never equals zero due to the constraint that the matrix α̃ in 5.25 is non
singular. We then divide [vmin, vmax] also to m district levels and by employing a
linear model we associate to the path that lies inside the region
Di 4= {(x, y) ∈ W : Mi−1 ≤ rm(x, y) ≤ Mi}
the speed value






m − 1 . (5.35)









5.4 Trajectory Generation and Time Scheduling
Over a Receding Horizon
Let us assume that x(ti) is the agent’s current position and let P(ti) be the solution
path (i.e. ordered sequence of mj distinct points xj with j = 1, . . . ,mj) to the
goal destination xf based on the environment representation of time ti. Since x(ti)
is the first point in P(ti), we approximate the polygonal line connecting the first
three points, namely x(ti) = x1, x2, x3 of the path P(ti) with a smooth curve ~r(ξ)
which is the reference output of our system as described in the Section 5.3 . Then
we execute the trajectory tracking scheme presented in Section 5.2 for time t1→2,








Assume that x1 = ~r(ξ1) ∈ D1 and x2 = ~r(ξ2) ∈ D2 and let ~r(ξ12) be the point
corresponding to the intersection D1
⋂D2
⋂
~r(ξ) for ξ ∈ (ξ1, ξ2). Since the agent
moves for the most part with constant velocity v1 or v2 as long as it is inside D1












and because inside D1 and D2 the s and ξ parameters are connected by the relation
5.36 the previous expression reduces to
t1→2 ' ξ2 − ξ1. (5.39)
After the execution of trajectory tracking scheme over a time interval t1→2 the
agent’s new configuration is x(ti+1) where ti+1 = ti + t1→2. At this time instant we
compute the new path P(ti+1) using the path planning scheme of Chapters 3 or 4,
where the point x(ti+1) is now the first point of P(ti+1). We simply repeat the pro-
cedure already described until after some finite time tf the agent’s configuration
is arbitrarily close to the goal destination xf , i.e.
‖x(tf ) − xf‖ ≤ ε (5.40)
for some sufficiently small positive ε.
When one tries to implement this approach should be very careful since one of
the assumptions of the tracking scheme we use was that the reference signal is twice
differentiable. Thus, the curve parametrization should not result in discontinuous








∥). However, the agent’s transition
from D1 to D2 results in a discontinuous jump on the agent’s velocity. In order to
eliminate this pathology induced by the curve parametrization (5.36) we propose
a new parametrization for the part of the curve that corresponds to the transition
from D1 to D2. This parametrization is given by
ξ =
2s
v1(1 − tanh( s−s12δ )) + v2(1 + tanh( s−s12δ ))
, (5.41)
where δ is a sufficiently small positive number.
The time scheduling scheme presented in this section can be seen as an implicit
way to impose input constraints. Actually, the way we approach the problem is
to prescribe the speed with which the agent moves along the curve. Since perfect
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tracking in realistic simulation may not be achieved as fast as we want, the time
scheduling procedure may not be perfectly accurate. However, it is a design issue
to achieve at least a velocity profile v(t) such that for the part of the trajectory
which lies inside the area Di the average actual velocity over the time period ∆tDi
(i.e period for which the agent remains inside the area Di) is sufficiently close to

















for some sufficiently small positive ε0.
Alternatively, in problems where the time scheduling is not an important de-
sign objective we can alternatively impose constrains on the angular velocity con-
trol input using similar ideas as those presented in this section. In particular, the





provided that ẋ2 + ẏ2 6= 0. Since the speed of the agent is given by (5.33) and







the angular velocity can be written as
ω = sign(ÿẋ − ẍẏ) κ√
v
. (5.45)




Because the curvature κ is an invariant of the curve under arbitrary curve parametriza-
tion ξ, the only way to impose constraints over the magnitude of the angular
velocity is by finding an appropriate profile for the speed of the vehicle along
the solution path. To this end, let us assume that the magnitude of the angular
velocity should satisfy the following condition
|ω| ≤ ωmax (5.47)
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≤ ẋ2 + ẏ2 ≤ v2max. (5.49)
In case we want to incorporate the time scheduling task to the above prob-
lem formulation, then we expect the appearance of conflicts between the design
objectives and the problem constraints. Therefore, the solution of such a prob-
lem requires a more complex and powerful methodology compared to the time





In this chapter we present simulation results of the proposed path planning scheme
and the smooth trajectory generation and time scheduling scheme.
For the first planning algorithm we present the results for two non-trivial
scenarios. In both cases, the environment is assumed to be a square of dimension
512 × 512 units. Hence N = 9 is the finest resolution possible. For simplicity,
for both scenarios only two levels of resolution have been chosen to represent the
environment. Inside an area of 100 × 100 unit cells we employ a high resolution
approximation and outside this area we employ a low resolution approximation of
W .
All the above assumptions hold in the second planning scheme. The only
difference here is that the high resolution area corresponds to the area inside a
disk of radius 100 pixels. This is the area of 100 × 512 unit cells in the (r, θ)
plane when it is mapped to the (x, y) plane. Outside this area we employ a low
resolution approximation of W ′.
Simulation for the smooth trajectory and time scheduling scheme are presented
for all the scenarios of the two algorithms.
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6.2 Simulation Results of the First Scenario for
the First Path Planning Scheme
In the first scenario, the environment W is an actual topographic (elevation)
map of a certain US state with fractal-like characteristics, shown in Fig. 6.1.
The blue color in this figure corresponds to areas of obstacles whereas the initial
configuration of the agent is denoted by A and the desired final configuration is
denoted by B. The objective is for the agent (e.g., a UAV) to follow a path from
A to B while flying as low as possible, and below a certain elevation threshold.
Areas with bright colors in Fig. 6.1 correspond to areas of low risk (elevation in
this case) and darker colors correspond to areas of high risk (elevation in this
case) that should be avoided. Solving the path-planning problem on-line at this
resolution is computationally prohibitive.
In order to apply the proposed multiresolution scheme we choose five distinct
risk measure levels M1, . . . ,M5, equally spaced between 0 and 1. The two levels
with the highest values (M4 = 0.75 and M5 = 1) denote the obstacle space; that
is, m2 = 0.75. The rest three levels M1, . . . ,M3 denote feasible states. Level M1
represents the unoccupied, most desirable states and we thus chose m1 = M1.
The results from the multiresolution path-planning algorithm using a fine res-
olution level Jmax = 5, and a low resolution at level Jmin = 3 are shown in Fig. 6.2.
Specifically, Fig. 6.2 shows the evolution of the path at different time steps as the
agent moves to the final destination. Figure 6.2(a) shows the agent’s position at
time step t = t15 along with the best proposed path to the final destination at
that time. Similarly, Fig. 6.2(b) shows the agent’s position at time step t = t50
along with the best proposed path to the final destination at that time. As seen
in Fig. 6.2(c), the actual path followed by the agent differs significantly from the
one predicted in either Figs. 6.2(a) or 6.2(b). This happens because at time t15
and t50 the agent does not have complete information outside the high resolution
zone, and the predicted path actually penetrates the obstacle space O. At time
t50, for example, the agent – being far from any obstacle – fails to anticipate the
upcoming collision. As the agent gets closer to the obstacle however, and new
information is gathered, the existence of the obstacle forces the agent to redirect
its path. The agent reaches the final destination xf in a collision free manner, as
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seen in Fig. 6.2(c). The actual path followed lies inside areas with a low elevation








Figure 6.1: Plot of risk measure (elevation) for the whole configuration space using a
512 × 512 unit cell resolution.
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(a) t = 15





























(b) t = 50





























(c) t = 62
Figure 6.2: Path evolution and replanning at time t = t15, t = t50 and t = tf .
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6.3 Simulation Results of the Second Scenario
for the First Path Planning Scheme
In the previous scenario the cost to be minimized along the path is derived solely
from the risk measure shown in Fig. 6.1. When the environment is very frag-
mented, this cost may result in excessively long, meandering paths. To avoid
this problem for a cluttered environment as the one shown in Fig. 6.3 we add
an additional term that also penalizes the total length of the path. This allows
the agent to prefer short paths in the euclidean sense. Four distinct risk measure
levels M1,M2,M3,M4 are chosen for the scenario shown in Fig. 6.3, as follows
M1 = 0,M2 = 0.25,M3 = 0.75, and M4 = 1. Here we let again M2 = 0.75 and
M1 = 0. Hence values above 0.75 denote obstacles, shown in red color in Fig. 6.3.
The final path obtained using the proposed multiresolution path-planning algo-







Figure 6.3: Plot of the risk measure function for the second scenario. Areas with red
color correspond to the obstacle space. The point ‘A’ denotes the initial state x0 and
point ‘B’ denotes the final state xf .
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Figure 6.4: Final path for the second scenario. For such highly fragmented envi-
ronments it is advisable to also include a penalty on the euclidean distance between
successive nodes of the path.
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6.4 Simulation Results of the Second Path Plan-
ning Scheme
In this section we present simulation results of the second proposed algorithm for
a non-trivial scenario. The environment is assumed to be square of dimension
512×512 units. Hence N = 9 is the finest resolution possible. For simplicity, only
two levels of resolution have been chosen to represent the environment. Inside
an area of 100 × 100 unit cells in the (r, θ) system we employ a high resolution
approximation and outside this area we employ a low resolution approximation of
W ′.
The initial and final positions of the agent are also shown in this figure. The
objective is for the agent (e.g., a UAV) to follow a path from A to B while flying as
low as possible, and below a certain elevation threshold. Areas with bright colors
in Fig. 6.6 correspond to areas of low risk (elevation in this case) and darker colors
correspond to areas of high risk (elevation in this case) that should be avoided.
Solving the path-planning problem on-line at this resolution is computationally
prohibitive.
In order to apply the proposed multiresolution scheme we choose six distinct
risk measure levels M1, . . . ,M6, spaced between 0 and 1. The two levels with the
highest values (M5 = 0.9 and M6 = 1) denote the obstacle space; that is, m2 = 0.9.
The rest four levels M1, . . . ,M4 denote feasible states. Level M1 represents the
unoccupied, most desirable states and we thus chose m1 = M1.
The results from the multiresolution path-planning algorithm using a fine res-
olution level Jmax = 5, and a low resolution at level Jmin = 3 are shown in Fig. 6.5.
Specifically, Fig. 6.6 shows the evolution of the path at different time steps as the
















Figure 6.5: Plot of the original risk measure function where dark green area correspond
to areas of high risk whereas the yellow ones to low risk areas.
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(a) t = 10























(b) t = 22























(c) t = tf
Figure 6.6: Path evolution. Figures show the actual path followed by the agent which
finally reaches the final destination at t = tf .
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6.5 Simulation Results of Trajectory and Time
Scheduling Scheme
In this section we present the results of the trajectory generation and scheduling
scheme we presented in Chapter 5. Actually, we shall reproduce the results of
the simulation for all the scenarios of the two proposed path planning algorithms,
presented in the previous two sections, using the kinematic unicycle model.
To simplify the computations we require in all cases the vehicle to move with
constant unit speed as long as it is inside the free world F . The reference output
signals (reference curve) correspond to a smooth approximation of the polygonal
line of the path P . In Figures 6.7-6.9 we see the simulation results on the first
scenario of the first planning scheme. In Figures 6.10-6.12 we see the simulation
results on the scenario with the environment full of obstacles of the first planning
scheme. Finally, in Figures 6.13-6.15 the simulation results of the trajectory
generation scheme for the scenario of the second planning scheme are presented.
We observe that the generated trajectory in all cases achieves the closeness
requirement to the final path P (polygonal line) that the planning schemes give
us. This guarantees that the resulting smooth curve lies completely inside the
free world F . Additionally, the trajectory at the specified time instants tj (time
scheduling) passes sufficiently close to the visiting points xi of the corresponding
available path P(tj). Furthermore, the implicit constraint on the agent’s speed
is achieved in a satisfactory degree in the sense of condition (5.42) with ε0 be in
the order of 10−3. Any deviation or oscillation phenomena that appear are due to
the transient response of the system during the error regulation procedure. These
are mostly due to the on-line implementation nature of our scheme since a small
deviation in the initial conditions (especially the ones for the orientation θ) from
those that correspond to the reference curve may result in a transient response for
each time we execute the trajectory generation scheme. This transient response
is decaying very fast and it is a design issue to make it practically disappear.
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Figure 6.7: Plot of the on-line generated smooth trajectory passing close to the xi
points of the corresponding path P(tj) generated by the first planning scheme (denoted
with ’+’) at specified instants of time tj for the 1
st scenario.
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Figure 6.8: Plot of the states evolution of the system under the feedback law.




























Figure 6.9: Plot of the input components (i.e. velocity v and angular velocity ω) versus
time.
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Figure 6.10: Plot of the on-line generated smooth trajectory passing close to the xi
points of the corresponding path P(tj) generated by the planning scheme (denoted with
’+’) at specified instants of time tj for the fragmented environment scenario.
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Figure 6.11: Plot of the states evolution of the system under the feedback law.


























Figure 6.12: Plot of the input components (i.e. velocity v and angular velocity ω)
versus time.
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Figure 6.13: Plot of the on-line generated smooth trajectory passing close to the
xi points of the corresponding path P(tj) generated by the second planning scheme
(denoted with ’+’) at specified instants of time tj .
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Figure 6.14: Plot of the states evolution of the system under the feedback law.































Conclusions and Future Work
In this work we have proposed an on-line hierarchical path planning scheme for
navigating an autonomous agent inside an unknown environment based on in-
formation obtained by its available on-board sensor devices. The idea is to use a
higher resolution close to the agent where is needed most, and a coarser resolution
at large distances from the current location of the agent. This is motivated by
the natural observation that for on-line implementations it is not prudent from a
computational point of view to compute a solution with great accuracy over large
ranges of over a very long time horizon. The planning scheme is scalable and can
be tailored to the available computational resources of the agent. An extension
of the original idea motivated by practical consideration is also presented. In
this extension, a sector-based multiresolution decomposition of the environment
is computed at each step. This decomposition is adapted to the on-board sen-
sor data using the wavelet transform in conjunction with a conformal mapping
to new (polar) coordinates. The multiresolution approach allows the agent to
blend information arising from different sensors at different ranges and resolu-
tions. Furthermore, some dynamical considerations for the agent comes into play
by employing a kinematic unicycle model. In order to produce smooth trajecto-
ries compatible with the dynamic constraints we introduce a smooth trajectory
generation and time scheduling scheme using some basic ideas of IOL theory for
MIMO systems.
The proposed methodology can be further expanded towards different direc-
tions. One important issue is to investigate how it is possible to reduce the
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computations required to obtain a solution at a given instant of time if previous
information is used appropriately. Additionally, the problem of smooth trajectory
generation and time scheduling can be examined for more complicated kinematic
or even dynamic models for the agent under control input constraints (especially
for the angular velocity). In order to obtain a solution for the constrained prob-
lem the range and resolution of the information obtained by the agent’s sensors
may have to be appropriately modified. In this case, the robustness of the pro-
posed scheme under these possible modifications is another crucial issue which is
strongly correlated with how efficient the path planning scheme is for real time
implementation. These possible extensions of the baseline methodology presented
in this thesis will be addressed in the future along with the exploration of other
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