Abstract-This study focuses on the performance monitoring of a non-Gaussian process with multiple operation conditions. By utilizing the Bayesian inference technique, the proposed method, locality preserving sparse modeling, can automatically identify the current operation condition. Then, the feature of the data structure is extracted by locality preserving projections (LPP) and modeled by the sparse modeling technique. This hybrid framework of sparse modeling and LPP provides a robust and accurate paradigm for process data clustering and monitoring. The validity and effectiveness of this approach are verified by applying it to both a synthetic numerical example and the Tennessee Eastman process benchmark process.
I. INTRODUCTION

F
OR the purpose of improving production consistency and providing early warning of unexpected malfunctions and sensor failures occur in processes, real-time monitoring and fault detection techniques have drawn attention in the past decade [1] - [3] in modern process industries [4] , [5] . Several modelbased methods have been developed to fault-detection problems effectively [6] , [7] . Recently, because of advances in digital computation, now improved data-driven analysis techniques provide a better understanding of the mechanisms of modern industrial processes [8] . Furthermore, several fault detection and diagnosis methodologies, which are based on modern data processing methods, have been proposed.
Multivariate statistical process monitoring (MSPM) paradigms [9] have been researched to solve the problem of fault detection of high-dimensional highly correlated process data. These MSPM paradigms are typically concerned with measuring directionality of data from multivariable spaces opposed to univariate methods that only monitor the magnitude and variation of single variables [10] , [11] . To clarify, the key aim of MSPM methods is to extract some meaningful measures from high-dimensional process measurements that reflect the faulty behavior of the practical process [12] .
Principal component analysis (PCA) and partial least squares (PLS) [13] are two of the most widely used approaches. One notable merit of these methods is their ability to deal with the redundancies among the process measurements. By projecting the raw data into a lower dimensional feature subspace, PCA and PLS can extract the features of raw data while preserving the multivariable correlation structure. After projection, the derived monitoring statistics, squared prediction error (SPE) and Hotelling's T 2 index, can be deployed for fault detection and diagnosis [14] . However, the confidence limits of SPE and T 2 indices in PCA and PLS rely on the assumption that process data follow an approximately multivariate Gaussian distribution, which may not be true in practice. Therefore, some modifications and improvements, such as Kernel tricks, multistage/phase strategy [15] , are used to solve characteristics of chemical process data like nonlinearity, multimode/stage, non-Gaussianity.
The Gaussian mixture model (GMM), a density based [16] machine learning method, has been applied to non-Gaussian process monitoring recently [17] . GMM approximates the practical data distribution with multiple Gaussian mixtures with various means and standard covariances. That is, non-Gaussian process data can be decomposed into a combination of several different Gaussian components. After that the Bayesian inference can be applied to classify the process data into specific and appropriate modes, then fault detection can be deployed based on it. Several modifications of GMM to process monitoring have been proposed to account for dynamic processes [18] . Iterative expectation maximization has been introduced into GMM approaches to deal with dynamic processes with the noise. However, the performance of GMM may be highly influenced by the outliers of process data. Besides, the assumption of GMM may be not well suited for the cases which exist within-mode non-Gaussianity.
Sparse coding is a recently proposed statistical modeling tool and already shown its superiority in the field of pattern recognition. The relationship among the samples can be extracted more efficiently compared with traditional Euclidean distance-based methods. To be more specific, the relationship among samples can not only represented by geometric topological structure, but also by dynamic relationships such as autocorrelation. Thus, sparse coding provides a more efficient technique to extract dynamic and geometric structure from process data.
This study focuses on a rapid and accurate method for monitoring of multimode non-Gaussian processes. Compare to the conventional methods (i.e., PCA and GMM), which suffer from drawbacks, such as 1) non-Gaussian features of process data samples are not efficiently extracted, 2) the local neighborhood structure are not rationally preserved, the newly proposed method is based on the idea of sparse coding and locality preserving projection (LPP), which provides a fast and efficient paradigm to learn the features of process data. In the proposed locality preserving sparse modeling (LPSM), sparse modeling represents the nonlinear raw data by a sparse linear combination, which is superior to the conventional methods such as PCA. Additionally, the LPP provides an efficient projection direction to separate the data samples from multiple operation conditions. The method is applied to the Tennessee Eastman Process (TEP) with multiple operation conditions, by using a hybrid framework of LPP and sparse modeling to validate its efficiency and efficacy.
The remainder of this paper is organized as follows. In Section II, a preliminary for sparse modeling, dictionary learning, and LPP is briefly reviewed. Details of the proposed method are presented in Section III. In Section IV, the method is applied to monitor a numerical synthetic example and the TEP benchmark process. Finally, in Section V, we present a summary and conclusions.
II. PRELIMINARIES
In the proposed LPSM, two techniques are introduced to improve the monitoring performance: Sparse coding and LPP. Sparse coding is utilized to embed the data reasonably. Meanwhile, LPP is deployed to construct the dictionary of sparse representation (SR). The basic paradigms of two techniques are discussed briefly in this section.
A. Sparse coding
Sparse coding has drawn attention recently as an effective paradigm in the fields of feature learning and clustering as a promising deep-learning methodology [19] , in which the data features can be extracted directly. When combined in the right proportions, the raw data can be reconstructed from the learned features by transforming the learned features from feature subspace to original data space. To clarify, for the data sample x, the learned features can be expressed as follows:
where s refers the set of learned features and A represents the transfer dictionary, which actually is a basis for transforming the features from the feature space to the raw data space. Hence, the objective function is
where
1 norm is the sum of absolute values of the elements of the vector and L 2 norm is the Euclidean norm. Note that it is also possible to make the sparsity penalty arbitrarily by scaling up s 2 by a large constant. To prevent this, an additional constraint is introduced into (2) as
where A j denotes the jth column of the dictionary A. Considering, in most practical cases, the number d of learned features s is less than the dimension of x, then, (1) can be transferred as
where b refers the residual matrix. Then, the two statistics SPE and Hotelling's T 2 can be defined as follows:
The control limits of T 2 and SPE can be calculated by
where F denotes the F-distribution, n is the number of samples in the dataset, and g, h refer the parameters of χ 2 distribution at a confidence level α. Here, μ and σ are the mean and variance of SPE statistics.
Compared to conventional methods (e.g., PCA), which allow us to learn a complete set of basis vectors efficiently, sparse modeling provides a novel paradigm to learn an overcomplete set of basis vectors to represent raw dataset x ∈ R n . The advantage of this overcomplete basis in sparse coding paradigm is the ability to extract structural features and patterns inherent from the raw data.
B. Locality Preserving Projections
Although sparse coding provides an efficient method to extract global geometric topological structure, it might be beneficial for process monitoring under unimode condition. However, in practical chemical processes with multiple operation conditions, measurements sampled from different operation modes usually show some clustering feature when they are projected into a feature subspace. Therefore, preserving the local structure of dataset, extracting the local geometric information, while reducing the dimensionality of the dataset have drawn increasing attention during this decade [20] . LPP, a novel linear dimensionality reduction method based on manifold learning, focuses on preserving the neighborhood structure of the data in its original space and can be applied to represent the multimode features of raw process data.
To elaborate, for a raw process data with m-dimensional mea-
The purpose of LPP is to find an appropriate mapping matrix B in order to project X from a higher dimensional original space to Y = {y 1 , . . . , y n } T in a lower dimensional embedding manifold space. Hence, the objective function of LPP is given by
where y i is the projection of x i , W is an adjacency weighting matrix, and D refers a Toeplitz matrix which D ii = j W ij . The neighborhood relationship between x i and x j can be expressed by W ij . Then, the aforementioned optimize problem is transferred to a generalized eigenvalue problem as
where L = D − W refers a Laplacian matrix. After singular value decomposition (SVD) of (9), the eigenvectors can be sorted as
Therefore, the mapping matrix can be defined as
III. LOCALITY PRESERVING SPARSE MODELING
Combining the idea of sparse modeling, which provides an overcomplete set of basis vectors for a better representation of features inherent in original process data, and merits of LPP, which preserves local structure, a novel sparse modeling and monitoring method called LPSM is presented to deal with the multimode process monitoring problem, as shown in Fig. 1 . This method has two properties when modeling a multimode process.
1) The new projection vector in the new feature space should be sparse. 2) The learned basis (dictionary) should capture the intrinsic local geometric structure of the data. Thus, the purpose of LPSM is to solve the optimization problem
For the purpose of solving (11), the newly proposed LPSM consists of three major parts. a) Dictionary learning: This step focuses on the local geometric characteristics of the process. Dictionary learning can find an optimal mapping matrix to represent the intrinsic structural patterns of the dataset. b) Sparse coding: In this phase, LPSM focuses on learning a SR according to the learned dictionary. The least absolute shrinkage and selection operator (LASSO) [21] , a shrinkage and selection method for linear regression, is applied in sparse coding step. LASSO works by penalizing the L 1 -norm of weights found by the linear regression. c) Mode identification and selection: This step aims to classify the new monitored sample into a certain mode identified according to the maximum likelihood by Bayesian inference.
A. Dictionary Learning
The performance of sparse modeling is highly influenced by the feature extracting and preserving during mapping matrix (dictionary) learning. Several manifold learning methods have been applied to process monitoring to show the inherent structure of the data [22] . LPP could be a suitable method to learn the mapping dictionary due to its ability in terms of detection the underlying manifold structural properties of the dataset. More specifically, considering an m-dimensional dataset X = {x 1 , x 2 , . . . , x n } T ∈ R n ×m , n is the sample number. The task for LPP is to find a proper transformation dictionary matrix W = {w 1 , w 2 , . . . , w l }. The local structure is measured by the similarity between two samples x i and x j
where N k (x i ) denotes the k-nearest neighborhood of x i . It should be noted that x i and x j still locate in raw data space. Hence, the objective function of LPP can be constructed as
The optimization problem can be transformed as
Then, according to (9) , if XDX T is nonsingular, the eigenvalues and eigenvectors can be obtained by SVD of
Let B = [ a 1 , a 2 , · · · , a l ] be the eigenvectors of (15), accordingly, the solution of (2) can be solved by derivation
B. Sparse Coding
Once the dictionary A is known, the SR S should be calculated according to (4) . Hence, the estimated SR can be obtained by solving the optimization problem
This optimization problem can be classified as an L 1 -regularized regression problem. The LASSO algorithm can be deployed to solve this kind of regression problem. In LASSO, the sparsity of sparse modeling in determined by the cardinality instead of a predefined γ. The detailed information about LASSO is discussed in Tibshirani's paper [23] .
C. Mode Identification and Selection
After the mapping, dictionary A is known, and its corresponding SR S is obtained, the maximum-likelihood method can be applied for mode identification. Consider a process with M modes, where k represents the kth mode. X k = {x 1 , x 2 , . . . , x n k } k T ∈ R n k ×m is the process data sampled from the kth operation mode. Then, the multimode dataset can
Kernel density estimation (KDE) via the Parzen-Rosenblatt window is a widely used nonparametric approach to estimate a probability density function of each SR in the kth mode. For a new monitored sample x new and its SR s new , a kernel estimator can be defined as
where K is a kernel function, s j is a sparse representation from the dataset, h is the Parzen-window size (often also referred to as the smooth parameter), and n is the number of samples in the mode. The window size is a key parameter of kernel estimation; therefore, in this paper, it is automatically tuned according to the data distribution according to Botev et al. method [24] . The likelihood function is an index to measure if the new sample belongs to the same mode as the reference data. That is, a larger likelihood of sample data indicates a higher probability of membership in the reference data's mode. In terms of the kth mode, the probability density related to the ith SR s i,k is defined as
where s j,i,k is the jth SR from normal training data and h k is the window size for the kth mode. The kernel function K is usually chosen to be a smooth unimodal symmetric function with a peak at zero. However, while choosing the right kernel is more of a data problem than the theory problem, a Gaussian kernel, as (20) , is always a safe choice
Then, (19) can be transformed as
(21) According to Bayesian inference, the posterior probability would be relatively small if the new monitored sampled does not belong to kth mode, which can be ignored. Thus, for kth mode, the joint-likelihood function is
Its corresponding log-likelihood function is
where l k denotes the dimension of SR in the kth mode. The jointlikelihood function measures whether the sample is modeled by the right sub mode. To clarify, the largest likelihood indicates that the new monitored sample has the highest probability of belonging the corresponding mode. Hence, the current operation mode of the new monitored samples is determined by the mode with the largest likelihood.
IV. CASE STUDIES AND DISCUSSION
A synthetic example is generated to demonstrate the proposed LPSM approach for a multimode process. The observation measurements of the synthetic system are generated according to the following: where [ e 1 e 2 e 3 ] T are the additive white Gaussian noise and
T are non-Gaussian signals generated according to
In (25), the signals obey the Gaussian distribution by three different modes The generated process data [x 1 , x 2 , x 3 ]
T are essentially nonGaussian within each mode due to the system nonlinearity, as shown in Fig. 2 .
Scenario 1 is designed to illustrate the performance of the proposed LPSM in terms of mode identification. During offline training stage, 1000 samples are generated from three modes, respectively. So there are 3000 samples representing three different modes for LPSM to learn. Then, at online monitoring stage, the test dataset is generated according to three phases.
Phase 1 (Samples 1 to 500): Samples are introduced into the process according to Mode 1 and the phase color in Fig. 3 is blue. Phase 2 (Samples 501 to 1000): Data from Mode 2 is generated and the phase color is green. Phase 3 (Samples 1001 to 1500): During the last phase, the synthetic process is running under Mode 3 and the phase is represented by red color. Fig. 3 shows the log-likelihood calculated corresponding to three different modes. According to maximum-likelihood estimation, the largest likelihood indicates the current operation mode. Therefore, mode identification result is illustrated as Fig. 4. Figs. 3 and 4 indicate that the proposed method has a satisfactory performance in terms of non-Gaussian mode identification. At the online stage, the synthetic process consists of four phases. In the first phase, the process starts in Mode 1 under normal conditions. After that, in the second phase, a step fault T is added into the process at phase 4, for another 500 samples. The confidence level of control limit is set to 95%. Fig. 5 shows the monitoring performance of scenario 2, which indicates that the proposed LPSM paradigm can detect the pre- 90/10 maximum defined step error in both of separated modes and monitor the synthetic process according to its current operation condition. Note that the dictionary learning phase of LPSM is based on k-nearest neighbors, the choice of the number of neighbors will directly affect the monitoring performance. For the purpose of archiving the satisfied monitoring performance while avoiding overfitting, the number of neighbors is 8 for both scenario 1 and scenario 2.
A. Tennessee Eastman Process
The TEP, developed by Down and Vogel [25] , is a classical benchmark in chemical engineering. This benchmark is updated by Bathelt et al. [26] and has been deployed to test the performance of various monitoring approaches (the details can be found in the supplementary material available at http://ieeexplore.ieee.org). There are five major units in the TEP: a reactor, a product condenser, a recycle compressor, a vaporliquid separator, and a product stripper. The process has 41 measured variables (22 continuous process measurements and 19 composition measurements) and 12 manipulated variables, and a set of 21 programmed faults are introduced to the process. The process layout of the TEP is shown in Fig. 3 . There are six modes at three different G/H mass ratios and Mode 1 is the base case, as listed in Table I . A set of predefined abnormal events, as listed in Bathelt et al. work [26] , is introduced in TEP as well.
Three test scenarios with various types of predefined process faults working in multiple conditions are designed to illustrate the performance of any proposed method for fault detection. Detailed information on these three cases is listed in Table II . All of these test scenarios include a typical type of faulty operation. The confidence parameter (α) of control limits used in all three scenarios is set as 5%. These three scenarios cover all three major operation modes and typical faults (step, random variation, and slow drift).
To be specific, in scenario 3, the process works under two modes, Mode 3 for first 400 samples and Mode 2 for the following 400 samples. In phase 1, a step change in condenser cooling water is introduced into the process at 201st sample. Phase 3 starts at 400th sample and a random variation occurs since 601st samples.
The maximum joint likelihood for test samples in scenario 3 is shown in Fig. 6 according to the Parzen windows method illustrated in Section III-C. The curve in the figure indicates that the newly proposed LPSM can classify the samples according to their homologous operation mode. Although, the joint density decreases rapidly when two faults are introduced into the process due to the operation status shifting, but when compared with the joint density with other modes (which is zero), this index can still be utilized to mode identification. Figs. 7 and 8 show the detailed likelihood for each SR of LPSM in phase 1 (in scenario 3, it is Mode 3) and phase 2 (scenario 3: Mode 1). To clarify, in Fig. 7 , it can be concluded that, in phase 1, when the step fault occurs, the SRs 1, 3, 4, 5, 6 change dramatically due to the operation condition shifting. Consequently, the joint likelihood drops to reflect the offset to the normal condition in Mode 1. The similar conclusion can also be drawn in phase 2 according to the Fig. 8 , but the difference between fault IDV 5 and IDV 12 is that IDV 12 mainly influences the SR 2, 3, 6, 8 when the fault happens.
The T 2 statistics monitoring results are depicted in Fig. 9 . The curves in both of the two figures show that the monitoring performances are satisfied in both sparse feature' space and residue space in terms of false alarm and missed alarm rate. As a comparison, the T 2 monitoring performance of a probabilistic principal component mixture model [27] is showed in Fig. 9 as well. It can be concluded that the false alarm rate and miss alarm rate of LPSM are both superior to the conventional probabilistic PCA (PPCA) mixture model [28] , [29] in scenario 3. In scenario 4, the TEP works under Mode 2 and then Mode 1. Two step faults IDV 11 and IDV 6 are introduced into Mode 2 and Mode 1, respectively. The T 2 statistics monitoring results is shown in Fig. 10 . Especially, as shown in these two figures, in terms of step faults, such as IDV 6 and IDV 11, the proposed LPSM can detect the abnormality accurately. The compared performance of a conventional PPCA mixture model is depicted in Fig. 10 as well. To recapitulate, as for IDV 6, the performances of both PCA and LPSM are acceptable, but in terms of moni- toring performance in Mode 2, the false alarm rate of the PCA mixture model (PCAMM) is larger than LPSM. Furthermore, the fault detection rate of the PCAMM is inferior to that of the LPSM.
In scenario 5, a random variation fault (IDV 11) and a slow drift fault (IDV 13) occur in Modes 1 and 2 sequentially. Similar conclusions to those in scenarios 3 and 4 can also be arrived at in the scenario. For the slow drift of reaction kinetics, the PCA mixture cannot (see Fig. 11 ) detect it when it actually occurs in the process. From the monitoring performance of LPSM, the slow drift trend can also be observed in Fig. 11 , which indicated that LPSM can preserve the local structure of the raw data, which is both beneficial for model identification and performance monitoring. The fault detection rate and false alarm rate of the proposed LPSM are compared to sparse representation preserving embedding (SRPE) [30] , PCAMM [29] , modified-angle-based PCA dissimilarity method (MAPD) [31] , multimode kernelindependent component analysis (MKICA) [32] , and independent component analysis mixture model based dissimilarity method (ICAMM) [33] in Tables III and IV, respectively . From these two tables, we can conduct that in terms of both the fault detection and false alarm rates, although SRPE behaves perfectly in single-mode process monitoring, its performance is not satisfactory in scenarios 3 and 4. Interestingly, although the performance of SRPE is superior than the PCA-based method in the non-Gaussian unimode problem [30] , the performance of SRPE is basically similar to MAPD in terms of the multimode problem in all 3 scenarios, which indicates that unimode methods should be modified to monitor multimode cases. It is the reason why we introduce Bayesian inference and KDE into the framework of LPSM, and the comparison between LPSM and SRPE indicates that Bayesian inference will improve the performance of the conventional sparse coding in terms of both fault detection and false alarm rates. Besides, as for the multimode methods, compared with another popular PCA-based method, PCAMM, which is a modification of the PCA method for multimode monitoring, as can be seen in aforementioned tables, the performance of the proposed LPSM performs better than PCAMM, which indicates that the sparse coding techniques in the framework of LPSM can extract features from dataset more efficiently than conventional PCA-based method. Additionally, compared with conventional multimode ICA-based global methods (MKICA and ICAMM), which has been widely used in non-Gaussian process monitoring, the introduction of LPP in the framework of LPSM makes the monitoring result of LPSM superior to aforementioned MKICA and ICAMM because of the introduction of LPP and Bayesian inference.
V. SUMMARY AND CONCLUSION
A novel process monitoring method LPSM was presented for performance monitoring of non-Gaussian processes with multiple operating conditions. In the framework of newly proposed LPSM, the Parzen-Rosenblatt window is used to estimate the likelihood of each monitored sample to identify its corresponding operation mode. Sparse coding and dictionary learning provide a beneficial paradigm to represent raw data in feature space appropriately. Then, the local structures can be learned, extracted, and preserved by an LPP method. In LPSM, it combines the merits of both LPP and sparse coding. To be specific, LPP focuses on finding the optimal linear approximations to the eigenfunctions of the Laplace-Beltrami operator in the feature manifold space by embedding the high-dimensional data into a low-dimensional manifold in the ambient space. In the structure of LPP, the information of the monitored sample's neighborhood has been taking into consideration, which is crucial for multimode process monitoring. Then, sparse coding provides a beneficial idea to represent the feature of data more properly by using an overcomplete set of basis vectors due to its ability to preserve more structural information which might help us to discriminate the faulty sample from the samples under normal condition.
Case studies on both numerical synthetic example and the TEP benchmark process illustrate the effectiveness in the field of non-Gaussian multimode process monitoring. Due to the outstanding performance of sparse coding in the field of data compression, further study may focus on the application into the superlarge-scale multimode process with highly data correlation. However, there are still works to improve the proposed method for multimode process monitoring. In this paper, we calculate the confidence limit by KDE. Compare to conventional KDE, the support vector data description (SVDD)-based method is more computationally efficient. Further works can include the reduction, the computationally cost by introducing SVDD, or similar approaches into the framework. His current research interests include process monitoring and system modeling of chemical and biological processes, data mining, and feature extraction of process data.
