Abstract Two components of food security monitoring are accurate forecasts of local grain prices and the ability to identify unusual price behavior. We evaluated a method that can both facilitate forecasts of cross-country grain price data and identify dissimilarities in price behavior across multiple markets. This method, characteristic based clustering (CBC), identifies similarities in multiple time series based on structural characteristics in the data. Here, we conducted a simulation experiment to determine if CBC can be used to improve the accuracy of maize price forecasts. We then compared forecast accuracies among clustered and non-clustered price series over a rolling time horizon. We found that the accuracy of forecasts on clusters of time series were equal to or worse than forecasts based on individual time series. However, in the following experiment we found that CBC was still useful for price analysis. We used the clusters to explore the similarity of price behavior among Kenyan maize markets. We found that price behavior in the isolated markets of Mandera and Marsabit has become increasingly dissimilar from markets in other Kenyan cities, and that these dissimilarities could not be explained solely by geographic distance. The structural isolation of Mandera and Marsabit that we find in this paper is supported by field studies on food security and market integration in Kenya. Our results suggest that a market with a unique price series (as measured by structural characteristics that differ from neighboring markets) may lack market integration and food security.
Introduction
Food security is still a chronic problem for many countries in Sub-Saharan Africa, Central America, and Central Asia (FEWSNET 2012) . Two advantageous components of food security monitoring are accurate forecasts of basic grain prices and the ability to identify unusual price behavior. Grain prices can signal supply and demand shocks and are also a measure of the ease with which poor households can purchase basic necessities. However, grain price analysis in poor countries can be problematic. Inferior transport and communication infrastructure make individual markets within these countries less integrated than markets in richer countries (Brown et al. 2012) . A lack of market integration and varying livelihood strategies often make national price indices inadequate predictors of regional prices. These factors makes it difficult to find one national price model that works for all regions within a country. Identifying markets where local price behavior differs from national behavior can also help to identify economically marginalized, high risk populations. For example, recent evidence suggests that the most economically isolated areas also tend to be the most vulnerable to food insecurity and famine (Burgess and Donaldson 2010) . Finally, identifying isolated markets also focuses attention on areas where reductions in endemic drought risk may help to mitigate future food shocks Electronic supplementary material The online version of this article (doi:10.1007/s12571-015-0490-5) contains supplementary material, which is available to authorized users. (Hillier and Dempsey 2012) . In this paper, we seek to improve price analyses in food insecure countries by evaluating characteristic based clustering (CBC) as a method for identifying dissimilarities in price behavior across market locations. Identifying dissimilarities in price behavior serves two purposes: 1) we can identify groups of markets that fit the same forecast model; and 2) we can identify markets where price behavior is distinct from other neighboring markets. This can help us identify high-risk regions, and potentially anticipate price shocks in these areas. In this study we first ask if forecasts on clusters of grain prices exhibit similar forecast accuracies as those of individual price series. We then ask if markets where the price time series have unique structural characteristics correspond to a lack of integration with other markets in the same country. By analyzing the relationship between unusual price behavior, forecast accuracy, and market integration, we hope to make responses to food crises more effective. For example, when considering policy responses to food insecurity, a cash transfer might be most appropriate for a market where food can be purchased from neighboring areas while direct food aid might work better in a less integrated market (Fafchamps 1992 ). This paper is ultimately motivated by the fact, in food insecure countries, national prices often do not reflect regional prices and this lack of integration presents a challenge for famine early warning and response.
The disconnect between national and regional prices make famine early warning systems dependent on forecasts and price analysis from grain markets in specific locations. The FEWS NET 1 program maintains a database that tracks grain prices from 235 markets in 35 countries (Brown et al. 2012) Manually fitting individual forecast models to each of these markets is not practical. The large number of markets make automatic forecasting algorithms cumbersome, computationally expensive, and difficult to validate. One solution is to simply aggregate prices from markets that are in close geographic proximity and conduct analysis on these aggregates. However geographic proximity among markets does not necessarily entail similar price behavior. For example, a large market in a major city may share more characteristics with another large market in a distant city than with a smaller market in a close-by rural village. This is because buyers and sellers in the metropolitan areas may follow different market signals than buyers and sellers in small rural areas. The former tend to follow global price signals, while the latter may be more sensitive to local supply and demand shocks (Davenport et al. 2015 ).
An alternative aggregation approach, independent of geographic proximity, is to use clustering techniques to identify similar groups of price data and make forecasts on these groups, rather than each individual time series. However this approach is dependent on all data being in the same currency, unit volume, and observation frequency. These requirements are often not realistic for developing country grain prices, for reasons we explain below. The solution that we evaluate in this paper is to cluster the data not on differences among observed prices but on the structural characteristics of the various price time series. This approach is described by Wang et al. (2006) and is known as 'characteristic based clustering' (CBC). In this paper we perform a series of computational experiments to determine if the characteristic clustering approach can be used to forecast and analyze maize prices in one food insecure country, Kenya.
In the first stage of our analysis we evaluated whether CBC can help improve automated forecasts. Our first experiment used simulated data generated from a set of ARIMA 2 processes. The ARIMA specifications were based on observed Kenyan maize prices. Using the simulated time series, we compared accuracy of automated forecasts on each individual time series against automated forecasts performed on clusters of time series. Then we performed a similar experiment using real data from wholesale and retail maize markets in Kenya. We used the Kenyan price data to compare forecast accuracy among clustered and non-clustered price series over a rolling time window. As an aid to forecasting, the benefits of CBC were ambiguous. We found that the accuracy of forecasts on clusters of time series were equal to or worse than forecasts based on individual time series. However, in the next stage of our analysis, we found that CBC could still be useful as a tool for price analysis.
In the second part of the paper we used the characteristics to calculate dissimilarities among price behavior in Kenyan maize markets. We used these dissimilarities to identify markets that exhibit unusual price behavior and we also examined if markets had become more dissimilar over time. Identifying a distinct price series is important because a market with unusual price behavior, relative to neighboring markets, may be indicative of a lack of market integration (Ansah et al. 2014) . Identifying the degree of market integration is critical for determining causes and appropriate responses to food insecurity (Fafchamps 1992; WFP 2013) . A market that does not trade with neighboring markets may be more likely to suffer food shortages as a result of a local supply shock, while an integrated market may be more vulnerable to global shocks.
The second stage of our analysis explores whether prices with unique structural characteristics corresponded with a lack of market integration and food security. We first used characteristic based distance matrices and regression models to do an exploratory analysis of the similarities and differences in price behavior across Kenyan maize markets. We examined which markets had become more similar or dissimilar following the global 2007-2008 rise in food prices, which were in part caused by low stocks, high incidence of crop failures, and demand oriented policies (Piesse and Thirtle 2009) . We found that price behavior in two northern markets had become more dissimilar from price behavior in other parts of the country. Evidence from field surveys in that region suggests that these markets were indeed less integrated with national and neighboring prices (WFP 2013; Elliott and Fowler 2012) .
While unique structural characteristics and market integration are not identical phenomena, our results suggest that a market with unique time series characteristics may be less integrated and more food insecure. In this way we contribute to the literature on identifying market integration in developing countries. Only one other paper has used time series clustering to measure market integration. Ansah et al. (2014) examined Ethiopian markets and found that regional market prices clustered with world prices during times of market openness and that regional prices were dissimilar to world prices during import bans. We expanded on this work in several ways. First we examined within country market integration (how markets relate to one another) rather than integration with global prices. We also eschewed the clustering algorithm and looked solely at the raw values of the dissimilarity matrix. We then tested whether these differences could be explained by geographic distances. Finally we also used a broader range of characteristics that were independent of units of observation, thereby allowing the method to be scaled up to include a broad variety of commodities, currencies, and measurement units in the same analysis.
The paper proceeds as follows. We first present background information on characteristic based clustering. In the next section we used simulated data to evaluate this method in a forecasting context. The same section also contains a similar evaluation, this time using observed maize prices from Kenyan markets. In the following section, we report on our analysis of the behavior of Kenyan maize price and use structural characteristics of the time series to identify which markets have become less similar to others over the past 7 years. We close by discussing the potential for characteristic based clustering to both facilitate forecasts and to identify 'unique' markets which may warrant closer attention in a food security analysis.
Methods: overview of characteristic based clustering
Clustering refers to an automated procedure for classifying data into homogeneous groups. This is most often achieved through an objective function that minimizes the dissimilarity of observations within the same groups. In time series clustering, the classification is typically done by comparing the distance (in units of observation) between observations at a given time point (Liao 2005; Montero and Vilar 2014) . There are several difficulties associated with using standard clustering techniques with grain market data from food insecure countries. Standard clustering procedures are based on some measure of distance between observations. To use this approach for grain prices, every price observation needs to be at the same frequency (monthly, quarterly), currency, and unit of volume. Grain price time series in food insecure countries are often reported for different products (maize, wheat, rice, etcetera), currencies, volume units, and usually contain missing observations. Many of the units of volume are country specific (e.g. 'bags') and not easily convertible to a common standard. In addition, income and standards of living tend to vary widely within and across food insecure countries, making it difficult to accurately deflate prices at each individual market location. Faced with these challenges, we examined the characteristic based clustering approach as an alternative to traditional clustering techniques. The advantage of characteristic based clustering is that the similarities are not calculated from the observed values, but on the structural characteristics of the data.
In their review of this approach, Wang et al. (2006) suggest clustering of the following characteristics: (1) Trend; (2) Seasonality/Periodicity; (3) Serial Correlation; (4) Nonlinearity; (5) Skewness; (6) Kurtosis; (7) Self similarity/long range dependence; and (8) Chaos. These characteristics are summarized in Table 1 . Skewness and kurtosis are standard measurements of the shape of a distribution. They are often used as indicators of distributions with 'fat tails', meaning there is a higher probability of extreme events. Trend, seasonality, and serial correlation are all standard time series metrics describing repeated behavior and dependence on prior observations. Measures of trend, seasonality, and serial correlation are also used when specifying statistical time series models. The other characteristics are more specialized and generally focus on identifying non-linear, explosive, and long-range patterns. Detecting non-linearity is important because, as Wang et al. (2006) highlight, linear time series models often make poor approximations of non-linear processes.
3 The 'chaos' test is an alternative measure of explosive non-stationary processes, the presence of which generally requires the analyst to transform the data prior to fitting and forecasting. The serial correlation, skewness, non-linearity, and kurtosis metrics are calculated for both the observed and decomposed data, as it is common for analysts to examine both the raw and decomposed observations. 4 Finally, because some of the resulting measures are scale dependent, Wang et al. (2006) also propose methods for rescaling all metrics to fall between 0 and 1. We follow their methods in this paper. After the measures have been calculated and re-scaled for each set of time series, a dissimilarity matrix is calculated. We used the Euclidean distance 6 to calculate the dissimilarity (distance) matrix. We then identified hierarchical clusters using the complete linkage approach (Tan 2007) and plotted the resulting dendogram. We chose this approach because it is commonly used, intuitive and one of the benchmark methods evaluated in Wang et al. (2006) Our simulation experiments, described later, used the resulting clusters to evaluate if CBC could be used to facilitate forecasts. However, because different clustering methods can produce different results, we also used the raw values in the dissimilarity matrix to explore price behavior. Specifically, we used the changes in dissimilarity values over different time periods to examine how the properties of the time series have converged and diverged over time. We also wanted to know if the differences in price behavior between markets were related to geographic distances between those same markets. We answered this question with a Mantel test (Mantel 1967) , which allowed us to test if a correlation between two matrices were significantly different from zero.
In the next section we describe the simulation experiments and the results and in the following section we use the dissimilarity matrices to explore spatial and temporal price behavior in Kenyan maize markets.
Evaluating characteristic based clustering in grain price forecasts Background
Formal academic literature on grain price forecasting in developing countries is sparse. Zou et al. (2007) compared forecasting approaches for Chinese grain markets and found some improvements in accuracy occur by combining ARIMA models with artificial neural networks. Brown and Funk (2008) used remotely sensed data to spatially interpolate and predict millet prices in West Africa. The literature on forecasting grain and commodity prices in developed countries is much larger. However Colino et al. (2011) point out there has been relatively little development in agricultural price forecasting over the past 15 years. Much of the work in this area focuses on taking advantage of cross correlation with exogenous variables such as interest rates and international exchange rates (Gospodinov and Ng 2011; Wang and Hu 6 Given n dimensions (characteristics in this case) the Euclidean distance between two points (time series) i and j can be calculated as: 
The LE is the average of these values over all observations:
where j is the nearest (in time) observation to i and i /= j Hilborn and Sprott (1994) R a w 2015). Colino et al. (2011) (Kedia et al. 2004; Wang et al. 2013) . Prior research has found that while cluster based forecasts do not always improve accuracy over individual forecasts, they can reduce the amount of computational time involved and produce results that are equivalent to individual forecasts (Wang et al. 2013) .
In this section we expand on the prior research through two experiments designed to evaluate the use of characteristic based forecasting in facilitating grain price forecasts in multiple markets. The first experiment used simulated data and the second used observed prices from Kenyan maize markets. In each case we compared the forecast accuracy of automated forecasts on clusters of time series and individual time series. The forecast experiments are useful for two reasons. First, grain price forecasting is an important tool in famine early warning and analysis. Second, forecast accuracy is one unambiguous measure of whether or not CBC is useful for identifying relevant similarities and dissimilarities in the price data. The next section introduces notation and describes how we measured forecast accuracy.
Measuring forecast accuracy
We evaluated forecast performance by comparing the out of sample forecast accuracy (OSA) with forecasts from each individual time series versus forecasts on models fitted to data aggregated by cluster, currency, and reported volume.
7 Before describing our measure of forecast accuracy we first introduce some notation (Table 2 lists all the relevant notation and subscripts used in this paper). Let T , indexed by subscript t, be the number of observations (length) of time series y t . The models we used for forecasting were fit to a subset of y t that we refer to as the training data. A training dataset will have R observations and is indexed as y tr . After fitting a model to y tr we then forecasted E steps ahead in order to compare the forecasts f te with the original observations y te .
We measured forecast accuracy using the Mean Absolute Percentage Error (MAPE):
We chose the MAPE because it is easy to calculate, intuitive, and scale independent-meaning that forecast accuracy can be compared across currencies and volume units.
8

Forecast experiments
In our first experiment we used simulated data to explore if clustering can increase the accuracy of grain price forecasts. The full details (pseudo-code) of the simulation are presented in appendix D.1 and summarized here. We first sampled from a set of ARIMA processes. Our initial sample of different ARIMA specifications came from models fitted to the Kenya grain prices and are listed in Table 3 . We then used an automatic ARIMA fitting algorithm (see Hyndman and Khandakar (2008) and appendix B) to fit a model to the training data and forecast over the evaluation data. This was done for each individual time series and the forecast accuracy of each model was recorded. We then clustered the same set of time series on the characteristics described in Table 1 . Time series within each cluster were averaged 9 and a forecast model was fitted to each aggregation. The resulting model was used to forecast each time series within the cluster.
Our second experiment evaluated the performance of cluster techniques over a rolling time horizon using observed prices from Kenyan maize markets. Our initial inspection of the data suggested that the optimal model specification, and the corresponding clusters, changed with the time window on which the training model was fitted (Fig. 1) . The bottom panel of Fig. 1 shows markets clustered on the entire available time series (January 2000 to March 2012) while the top panel shows the same markets clustered on the January 2000 to January 2007 series. Because the different time windows generated different cluster groups (and ARIMA specifications) we expect that the forecasts and corresponding models will need to be updated on a regular basis. Pseudo-code describing the rolling time evaluation is presented in appendix D.2 and summarized here. For each of the Kenyan market price series 7 Within a cluster we did not aggregate data that are reported in different currencies or volumes. This means we did not aggregate across countries (only within) or across retail and wholesale markets (only within). 8 The main disadvantage of the MAPE is that it cannot accommodate time series where there are 0 values in the data. Our current evaluation focuses on price series with no 0 values so this is not a problem. For a scale independent measure that can accommodate 0 values, Hyndman and Koehler (2006) propose the Mean Absolute Scaled Error (MASE). 9 In the real data example where some series are recorded in different units, we only average series together if they are in the same unit.
we set a minimum training period of 60 months (R=60). Then we forecasted 3 months (E=3) into the future and recorded the accuracy and computational time of the forecasts on each individual series vs forecasts on clusters. The next iteration added 1 month to the training period (R=R+1) and repeated the process until we reached the end of the 10 year series (R+ E≤120). We used seasonal ARIMA models as they are widely used and encompass a variety model specifications for both stationary and non-stationary time series. When an ARIMA model is enhanced with seasonal components, as in this paper, there are approximately 480 different types of model specification (Hyndman and Khandakar 2008) . In the first experiment, the data were simulated from ARIMA processes, so the fitting of an ARIMA model to those time series was the obvious choice. However, in the second experiment we used observed data, so we expanded the family of potential models to include processes outside of the seasonal ARIMA model. Two assumptions of the ARIMA model are: 1) that the error term is homoskedastic; and 2) that the parameters are linear (additive). An alternative approach that does not require these constraints is the innovations state space model, wherein the error term can be both heteroskedastic and non-linear. These processes can also include trend and seasonal terms and are sometimes abbreviated as ETS (for Error, Trend, and Seasonal). provides an overview of the overlaps and differences between ETS and ARIMA models. The primary difference for the purpose of this paper is that the ARIMA model allows for stationary series while the The training data is used to fit a model that will be used to forecast tr Time in index in a training dataset E Total number of observations in an evaluation dataset. Also the number of time steps ahead we at tempted to forecast, usually 3 to 6 months. The evaluation dataset is used to test the accuracy of the forecasts.
te Time Index in an evaluation dataset.
M
Total number of cities/markets (or number of individual time series) m
Index of cities/markets.
C
Total number of clusters in M c
Indexes clusters in C i
Index of iterations in a simulation ETS is limited to non-stationary data but allows for non-linear terms and heteroskedasticity. To allow for this type of process in our model selection we also conducted a parallel set of experiments where the automated selection process looks at seasonal ETS rather than seasonal ARIMA models. Both approaches use a similar algorithm for automatic fitting based on minimizing the AIC score. We present and discuss these results below.
NSIM
Total number of iterations in a simulation
Results from forecast experiments
MAPE scores from the experiments using simulated data are shown in Fig. 2 and MAPE scores from the experiments using a rolling time horizon on observed data are shown in Fig. 3 .
Results from the rolling time experiment using the innovations state space model (ETS) are shown in Fig. 4 . In general the forecast accuracy of the cluster approach is equal or worse than the accuracy of the individual series. While the forecasts on the simulated data are less accurate than those of the observed data, the overall patterns are the same across all experiments. Results from experiments that used the innovations state space model (Fig. 4) were almost identical to the results from the experiments using the seasonal ARIMA model (Fig. 3) . This suggests misapplication of the seasonal ARIMA model was not a major source of forecast error.
We believe that the clustered forecasts perform worse for specific time series if the series is similar enough to other datasets to be grouped together, but still differs substantially from those datasets in a characteristic that is important for model specification and forecast accuracy. We present evidence for this claim by examining the results for the market that had the biggest difference between clustered and nonclustered forecast scores. Lodwar is the only market where the median MAPE for the non-clustered forecasts lay below the interquartile range (IQR) of the clustered MAPE scores. Lodwar also tends to have the highest score for the non-linear characteristic (see Supplementary Table 1 ). In Fig. 5 we plotted the difference between the non-clustered and clustered MAPE for the city of Lodwar. We also separated out cases where Lodwar was both grouped with other cities and had the highest non-linearity characteristic score of all cities. These cases are shown on the left boxplot in Fig. 5 and account for the majority of instances when the clustered MAPE was worse than the non-clustered MAPE. This suggests that we can increase forecast accuracy by weighting certain characteristics more than others during the cluster assignment process.
We also examined the in-sample accuracy of individual versus cluster-based forecasts. In this case the MAPE score was Fig. 2 Distributions of MAPE scores from the simulation experiment. Names on the X-axis correspond to ARIMA processes listed in Table 3 . Boxplots on the left (solid lines) report results from the clustered forecasts. The center lines are the median, the box represents the IQR (interquartile range), and the whiskers correspond to the highest/lowest value within 1.5*IQR. Dots are outliers calculated by comparing the fitted and observed in-sample values. These results are shown in the Supplementary Material. In contrast to the forecast experiments, the insample accuracy on models fit to clustered time series was better than in-sample accuracy on individual time series.
This suggests that while time series clustering is not ideal for generating improved forecasts it can be useful for improving the model fit on observed data. In addition to model accuracy, we were also interested in using characteristic based distance matrices to identify dissimilarities across markets, regardless of the clustering pattern. We explore this application in the next section where we examine how the characteristics of Kenyan maize prices have become more or less similar across markets and over time.
Using time series characteristics to identify price behavior in Kenyan maize markets Background
We now examine how characteristic based dissimilarities can be used to explore grain price behavior. We used Kenyan maize markets (Fig. 6) as our case study. Food security is of particular concern in Kenya, where malnutrition and poverty are both high and there has been a demonstrated increase in temperature and drought (Grace et al. 2012) . We chose Kenya because of the concerns over food security and because Kenya contains a variety of markets (retail, wholesale) and production regimes (commercial to sustenance).
Our objective in this section is to use characteristic based dissimilarities to assess if the price behavior of Kenyan maize markets has become more or less similar over time. This matters because isolated markets tend to be more vulnerable to food insecurity (Burgess and Donaldson 2010) . More isolated areas are less able to mitigate shocks with trade or external assistance. As it is rare that we can observe trade data, examining differences in structural properties serves as a proxy measure of market linkages.
The most common method to examine market linkages is to test for spatial price transmission using co-integration tests and Vector Error Correction (VECM) models (Fackler et al. 2001) . However fitting VECM models is not feasible for large cross sections and numerous authors have highlighted the flaws in using co-integration to test for spatial price transmission (Baulch 1997; Fackler et al. 2001) . Alternative methods of identifying market integration generally use some sort of multivariate time series approach to examine cross correlations (Brown et al. 2012) or structural shifts over time (Ihle et al. 2009 ). Surveys and background information on market Fig. 3 Distribution of MAPE scores from the rolling time horizon experiment. Labels on the X-axis correspond to Kenyan maize markets (see Figs. 6 and 7) . Boxplots on the left (solid lines) report results from the clustered forecasts. The center lines are the median, the box represents the IQR (interqaurtile range), and the whiskers correspond to the highest/lowest value within 1.5*IQR. Dots are outliers integration and grain price analysis are available in Fackler et al. (2001) and Rapsomanikis and Conforti (2006) . Virtually all methods require a collection of uninterrupted time series recorded at the same interval and unit volume. As noted previously these restrictions are rarely met when analyzing spatially explicit grain price data. The advantage of the characteristic based clustering approach is the evolving similarities and differences in price behavior across markets can be analyzed irrespective of missing data values and collection intervals.
Time series characteristics of Kenyan maize prices
We first present some basic descriptive figures exploring how the prices have behaved over time. Figure 7 shows time series plots for Kenyan wholesale and retail market prices. Visually, the wholesale markets and the retail market of Kitui appear similar. However, the retail markets of Lodwar, Marsabit, and Mandera follow different patterns. The obvious differences occur around 2007-2008, a period when global food prices saw increased levels and volatility (Piesse and Thirtle 2009) . During this period the markets of Lodwar, Marsabit, and Mandera did not oscillate as much as the other Kenyan markets.
One explanation for these different patterns is that certain markets are more closely linked with global price signals. We can explore this further by examining how each market Fig. 4 Distribution of MAPE scores from the rolling time horizon experiment using the Exponential State Space Smoothing Approach. Labels on the X-axis correspond to Kenyan maize markets (see Figs. 6 and 7) . Boxplots on the left (solid lines) report results from the clustered forecasts. The center lines are the median, the box represents the IQR (interqaurtile range), and the whiskers correspond to the highest/lowest value within 1.5*IQR. Dots are outliers Fig. 5 Boxplots comparing the difference between non-clustered and clustered MAPE for the city of Lodwar. Negative values indicate that the MAPE for non-clustered data is lower (more accurate) than the MAPE for clustered data. The plot on the right shows MAPE scores for predictions when Lodwar had the highest non-linear characteristic of all cities and was grouped with other cities. The plot on the left shows all other cases responds to the FAO global cereal price index (CPI), a common measure of global cereal prices.
10 Figure 8 plots lead-lag correlations between maize prices and the FAO global cereal price index (CPI). With the exception of Lodwar and Mandera, all markets strongly lag the FAO CPI at about 10 months.
The relative isolation of Mandera is also highlighted in Fig. 9 . This figure shows estimated coefficients of the market prices regressed on the CPI and national maize production. Here we see that the estimated response of Mandera maize prices to the CPI is the smallest of all the Kenyan markets. In addition, the estimated response for Mandera falls outside the 95 % confidence interval of the point estimate for the model run on national prices. Turning to the left panel of Fig. 9 , we also see that of all markets, Mandera also has the smallest estimated response to national production levels. Does this same isolation show in the characteristic based dissimilarities? We first augmented the list of characteristics (see Table 1 ) analysis by adding an additional metric based on the strength of the cross correlation between each price series and the FAO cereal price index. 11 We can examine the prices, independent of the clustering mechanism, by simply looking at the values of the dissimilarity matrices. We compared dissimilarity matrices on data before and after the food price commodity shocks of 2007. Figure 10 shows structural dissimilarity matrices calculated from 2000-2007 and 2000-2012. In each matrix we see that price behavior in Mandera and Marsabit are among the most dissimilar with respect to other cities, and that this dissimilarity increases when the full time period (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) is accounted for. This latter point is reinforced in Fig. 11 which shows the percent change in dissimilarity values between the two matrices. We see in Fig. 11 11 We calculated the metric using the Box-Pierce multivariate portmanteau test (Box and Pierce 1970) . Fig. 6 Map of Kenya. Maize Markets studied in this paper are labeled in black. Circles indicate retail markets and squares indicate wholesale markets. The northern markets of Mandera, Marsabit, and Lodwar are more geographically and culturally isolated than those in other parts of the country that Marsabit and Mandera have become more dissimilar to every city (except for Kitui) while at the same time becoming more similar to each other.
What characteristics are driving these dissimilarities? Supplementary table 1 (in appendix A) reports the characteristic measures, along with their mean and standard deviation, for each market and time period. The standard deviation of each characteristic (last column in Supplementary table 1) provides a rough measure of what is driving the dissimilarities among the markets. In this case, the characteristics calculated for the decomposed data (after the trend and seasonal components have been removed) tended to have the highest spread of values across the Kenyan markets. This is not surprising as maize markets should follow similar seasonal patterns and long term trends. The skewness and kurtosis characteristics have the widest variation with Mandera and Marsabit having the lowest scores relative to the other markets. Higher measures of skewness and kurtosis can indicate distributions with fatter tails, meaning that extreme events are more common. Turning attention to the raw time series in Fig. 7 we see that, with the exception of Mandera and Marsabit, most of the other market prices have more extreme values, especially in the post 2007 period that followed the rise of levels and volatility in international grain markets.
Finally we can also test whether these structural differences are purely a result of geographic separation. Specifically we used a Mantel test (Mantel 1967) to compare the matrix of structural dissimilarities with a matrix of geographic differences. Table 4 shows the results of the test: we failed to reject the null hypothesis of independence between the structural and geographic distances. This implies that the differences in price behavior cannot be solely explained by geographic distances among the markets. The structural isolation of Mandera and Marsabit that we find in this paper is supported by field studies on food security and market integration in Kenya. A 2013 report by the World Food program (WFP 2013) found that the areas of that include Marsabit and Mandera, relative to other regions in Kenya, had the highest number of incidences of food aid in the 15 years prior to the report and also the highest percentage of people that were food insecure (31 % ). Cointegration tests in the same report suggested that Markets in the Northeast (Mandera) were the least connected with neighboring markets and with the country as a whole. Two other technical reports also found weak market integration between those regions and other parts of Kenya (Elliott and Fowler 2012; DeMatteis 2012) .
There are several possible explanations for these results. The most obvious is that the markets with stronger correlations with global cereal prices had stronger responses to the global food commodity shocks of 2007-2008. This is evident in Fig. 7 where all markets but Lodwar, Mandera, and Marsabit display similar oscillations patterns beginning around 2007. However, there have also been internal changes in Kenya during that period. Several authors have highlighted the role of export bans and grain purchasing boards in disrupting market integration both in Kenya and other African countries (Jayne et al. 2008 (Jayne et al. , 2010 Ihle et al. 2009; Perakis 2012) . Jayne et al. (2008) found that actions by the Kenyan National Cereals and Produce Board (NCPB) have primarily benefited large or medium scale whole sellers of Fig. 8 This figure shows lead and lag cross correlation functions (CCF) between each Kenyan market and the FAO cereal price index. The grey line shows the CCF when FAO cereal price leads (comes after) the Kenyan Market price. The darker line shows the opposite. In all cases the FAO cereal price is a strong lagged predictor of the Kenyan maize market price. However the markets of Lodwar and Mandera have different patterns and weaker lead/lag relationship than the other cities maize. These whole sellers tend to be most active in the high production areas in the southwest and the population centers such as Nairobi and Mombasa.
Discussion
In this paper we present an existing but little used method for clustering time series data: characteristic based clustering (CBC). We evaluated CBC as a tool to facilitate forecasting and explored grain price behavior in food insecure countries. Fig. 7 . Note that the structural properties of the maize price series in Marsabit and Mandera are becoming less similar (more distant) to the properties of price series in the other cities Our research was motivated by the need for timely price forecasting and identification of divergent price behavior in these countries.
We found forecasts on time series clusters to be as accurate or worse than forecasts on individual time series. Our results suggest that forecasts on clusters are less accurate than individual forecast when a specific time series differs by one characteristic that is important to forecasting, but similar enough in other aspects to be grouped with other time series that do not share that same characteristic. Future work will address this by refining the list of metrics and or weighting the forecast specific metrics more heavily when calculating the dissimilarity matrix.
Our examination of time series characteristics of Kenyan maize prices suggests that prices in the cities of Mandera and Marsabit have become increasingly dissimilar from other Kenyan maize markets. The results of the Mantel test suggest that this increasing dissimilarity is not simply the results of frictions from distance-dependent transaction costs. The regional isolation we observed in the structural characteristic is confirmed in separate field studies (WFP 2013; DeMatteis 2012; Elliott and Fowler 2012) . Over the past decade, this region has experienced substantial rainfall declines (Funk et al. 2013) , chronic food insecurity (FEWSNET 2012) , and high levels of childhood stunting (Grace et al. 2012) . We were able to identify these food insecurity hot spots without the presence of trade information and our approach could be quickly scaled up to several hundred time series. The ability to scale up to larger collections of price series makes the time series characteristic approach distinct from Vector Error Correction Models, co-integration tests, and other commonly used methods used to define relationships across spatial price data.
Examining differences in structural characteristics also allows us to identify markets where price behavior is either different from other markets in the same country or region. We wanted to identify both unique and similar markets for two reasons: 1) Within group behavior can serve as a benchmark for price behavior with which unusual behavior can be identified; and 2) We can identify markets that may be economically isolated from neighboring regions. As we highlighted in the introduction, knowledge of market integration can inform both the causes and responses of a food crises. The 2011 East African humanitarian crisis saw the deaths of 258,000 Somalis (Checchi and Robinson 2013) and led to millions of food insecure people in Ethiopia and Kenya (Hillbruner and Moloney 2012) .
Were such a crisis to occur again, identifying isolated markets ahead of time might help improve future humanitarian responses. Future work will examine which specific characteristics are most useful in identifying isolated markets and how these correspond to the broader theory on spatial market integration. We also plan to formally test if structurally unique areas are more prone to food insecurity.
We caution that this is an exploratory analysis meant to complement, not necessarily replace, other tests of market integration. A major disadvantage of CBC is that the distance matrices can change quickly. Changes in dissimilarity values should only be interpreted substantively if they persist through time. Future work will examine what these optimal time periods are and explore ways to possibly smooth distance calculations. We also intend to add more characteristics that are specifically relevant to food security. Potential metrics include the cross correlations with weather and exogenous regional price indices (Brown et al. 2012 ) and additional measures of price volatility. Table 4 Results from a Mantel test (Mantel 1967) for correlated matrices. The Mantel test randomly permutates one of the matrices and then recalculates the correlation coefficient. The p-value is calculated from the number of permutations that result in increasing the correlation coefficient. In this case we cannot reject the null hypothesis that the structural distance and geographic distance matrices are independent 
