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Abstract

visually detectable damage like cracks can be
evaluated fairly easily, other types of damage, like
shifts or changes in structural mode shapes are harder
to detect. Additionally, environmental factors like
temperature, wind, and traffic load can have
significant influence over sensor readings and leave
the measurements unreliable and situational.
Regular, scheduled inspections of civil
infrastructures proved to be inefficient and costly,
and the possibility remains that some bridges needing
engineering renewal or replacement are not identified
in time [1]. Additionally, the detection of a condition
decrease is not affecting the future level of inspection
detail and frequency. In this research, we propose a
radically new concept to predict the safety and
reliability of civil infrastructures in large scale with
the help of graph algorithms.
Manually assessing damage on civil structures has
been the original concept but due limitations in
technology and data analytics it is still widely used,
despite being labor intense. For twenty years, civil
infrastructures
are
increasingly
monitored
autonomously through sensor technology now. This
marks the next level of structural health monitoring.
In this research, we compare the effectiveness,
scalability, robustness and accuracy of these sensorbased methods. The highest level of structural health
monitoring is through prediction. This area is least
explored by scholars and practitioners and in this
research we assemble current techniques for damage
prediction and control and suggest a method for
identifying underperforming structures based on
prediction and graph theory. Recent improvements in
Big Data management, computing power, algorithm
efficiency and visualization tools enable a radically
new way of assessing damage in civil structures
without the costly need to send humans or place
sensors.
Conclusively this paper addresses the following
research questions:
 How can a graph-based prediction model
identify ‘unhealthy’ infrastructures based on
similarity to other problematic infrastructures?
 How does a new data representation reduce
the volume of data and processing time?

Structural Health monitoring (SHM) is essential
to analyze safety issues in civil infrastructures and
bridges. With the recent advancements in sensor
technology, SHM is moving from the occasional or
periodic maintenance checks to continuous
monitoring. While each technique, whether it is
utilizing assessment or sensors, has their advantages
and disadvantages, we propose a method to predict
infrastructure health based on representing data
streams from multiple sources into a graph model
that is more scalable, flexible and efficient than
relational or unstructured databases. The proposed
approach is centered on the idea of intelligently
determining similarities among various structures
based on population analysis that can then be
visualized and carefully studied. If some “unhealthy”
structures are identified through assessments or
sensor readings, the model is capable of finding
additional structures with similar parameters that
need to be carefully inspected. This can save time,
cost and effort in inspection cycles, provide increased
readiness, help to prioritize inspections, and in
general lead to safer, more reliable infrastructures.

1. Introduction
Structural Health Monitoring is the process of
“determining and tracking structural integrity and
assessing the nature of damage in a structure” [1].
After fifteen years of signal processing, new sensor
technologies and control theory, damage detection
and management is still ineffective. The Federal
Highway Administration (FHA) inspects all national
bridges with a span length of over 25 feet every two
years, regardless of their status or urgency. The
inspections are usually limited to visual inspections
and tap tests. Tap tests are used to find voids or
debonding in concrete structures through acoustic
signals [1]. The outcome of the FHA bridge
inspections is a database with safety and reliability
evaluations of more than 600,000 highway bridges.
The problem is that these ratings are entered
manually and often based on best guesses. While
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In section 2, this research surveys current
structural health monitoring techniques through
assessment, sensors or prediction. Further structural
damage types, measurement accuracy and limitations
of these methods are described. In section 3, we link
structural health monitoring to big data and graph
theory, and explore methods from data science to
manage similar challenges. We then propose a
method for identifying potentially unreliable or
insecure structures based on graph algorithms, which
are suitable for large-scale and dynamic analysis
(section 4). We proceed with a discussion on the
applicability and limitations and future direction and
a final conclusion (section 5).

2. Structural Damage and Health
Monitoring
The need for advanced structural health
monitoring and damage detection tools has been laid
out by multiple scholars and practitioners [1]–[3].
Structural Health monitoring should ideally detect
damage as it appears and evaluate location within the
structure and severity. However most current damage
detection methods can only determine whether
damage is present in the entire structure at a specific
point in time [1] or not. These methods are
considered “global health monitoring” methods and
are often sufficient to determine further action
(examination, scuttle, reparation, replacement).
Local health monitoring methods, such as
acoustic waves, X-rays or radar are much more likely
to locate, quantify and determine the severity of
damage but are currently not a realistic goal because
they consume too much time and effort [1].
A third category of health monitoring tries to predict
damage based on current and historical data and
analytical methods. Chang et al. reviewed
nondestructive and destructive damage detection
methods in 2003. Since then much progress has been
accomplished in sensor technology and data
processing, enabling enhanced and improved
structure health monitoring.

2.1. Health Monitoring through Assessment
Global health monitoring techniques are primarily
applied to find shifts in resonant frequencies or
changes in structural mode shapes [1], [4]. In
concrete structures most of the stiffness is contributed
by the concrete, which makes the effect of
deterioration of the reinforcing steel hard to measure
[5]. Steel bridges often do not reveal much damage to
the point where the damage increases radically.

Damage through corrosion, connection problems,
material degradation or other means remains usually
invisible with the exception of major cracks [1].
Mode shapes represent stress and vibrations of a
structure when exposed to natural frequencies.
During dynamic loading (earthquakes, vehicle
movements, wind) structures resonate and with mode
shape measuring techniques it is possible to identify
statically weak elements of e.g. a bridge and its
overall resistance to vibrations. Measuring mode
shapes is difficult and research has shown that mode
shapes are not much affected by local structural
damage [6]. The matrix update method provides a
mean to evaluate stiffness, mass and damping
matrices of the structure through optimization
techniques [1], [5], [9]. Damage detection methods
are vulnerable to environmental effects and tend to
perform more precise and reliable when the damage
is severe and matches the underlying constraints [1].
There are methods to battle environmental noises
through e.g. baseline signals reduction [11], wavelets
[12] or Hilbert-Huang Transformation [13], [14].
Actuators and sensors can be used to circumvent the
problem of noise [1]. Wu et al. introduced the
concept of image processing and pattern recognition
to detect surface cracks [15]. Grayscale images of the
structure surface are filtered by the average gray
level. This reveals parts of the image, which contrast
highly from the average level. The shape and size of
these forms allows for conclusions on the shapes and
sizes of cracks. Structural damage changes the
flexibility of the structure. This can be detected by
the Damage Location Vector method [16].
Another class of damage assessment methods are
those that use acoustic signals to determine
inconsistencies within the structure. Examples are
acoustic emissions, ultrasonic measurement, impactecho and tap tests [1]. They are fairly robust to
environmental effects and easy to deploy, however
suffer from labor intense resource requirements [1].
X-rays and Gamma rays are also used to visualize
the interior of civil structures. The setup is often very
difficult to deploy because of the size of structures
and the inaccessibility of sender and receiver
positions. Some damage detection methods,
especially the ones identifying stiffness or flexibility,
compare measured data against prediction models or
original specifications. This is a challenge in civil
infrastructures because they are often not built with
the accuracy as other fields (e.g. automotive
industry). Reasons are on-site construction constrains
and change orders and a concrete mixture is always
unique [1]. This often leaves model-based detection
methods restrained to assumptions and best guesses.
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2.2. Health Monitoring through Sensors
When talking about SHM systems, permanently
installed sensor systems are implied in the structural
health monitoring process. Such systems serve a
variety of tasks beside damage detection [17]: they
have to provide real-time information for safety
assessment immediately after disasters or information
that may help to improve design specifications for
future structures or provide data for scientific
research. They further provide information to plan
and prioritize structural inspection, rehabilitation,
maintenance and repair [17]. The variety for
available sensor technologies has exploded in recent
years, while constantly getting more affordable and
effectively. This enables a variety of applications like
accelerometers, nuclear magnetic resonance capsules
for chloride ion detection (deterioration indicator)
and shearography for recognition of displacements
[1]. Further sensors allow capturing 3D positions of
objects and infrared thermography can be used to
detect debonding [1].
A sensor usually targets a specific type of
measure, for example, crack detection, cable
breakage, steel reinforcement corrosion or
debonding. Although individual sensors are limited
and only provide a small fraction of the information
needed to assess the health and reliability of an entire
structure, they can be linked through wireless sensor
networks (WSN), to provide powerful monitoring. In
most cases, sensors are installed during construction
and have an expected lifetime of many years,
sometimes decades. This affects the construction of
the bridge itself, when e.g. cables have to be placed
and integrated in the structure. WSNs help to reduce
planning and installation time drastically, especially
when multiple sensors have to be placed. Some
bridges carry hundreds of sensors.
While a higher amount of sensors would provide
more detailed information on the structure, in
practice, wide-scale distribution of SHM systems is
usually limited by the cost of data acquisition
systems and accessibility of such systems [17].
A recent development in SHM is that of “smart”
sensors. On the sixth Australian Small Bridges
Conference in Sydney 2014, it was concluded that the
goal of smart infrastructures, where bridges generate
real-time information that could be directly
transformed into action is not yet reached [2].
Sensors of the future would need to asses more
complex measures like the location extend and rate of
corrosion on reinforcing bars within the concrete as
well as cables, concrete strength measures and yield
stress detection [2]. Further monitoring systems
would have to shift from single point measures to

reliable fatigue monitoring covering large areas [2].
This would help to reduce the immense data volume
and variety generated by sensor networks and shift
some of the computing power into an earlier stage
and less complex stage of processing. Reducing the
amount of data through smart sensors is a research
goal also addressed at the “Bridge(ing) Data
Workshop” in Omaha, 2015 [18].
Mobile sensing is another class of sensing
methods and such sensors do not require static
placement. Pictures for image processing can be
taken through cameras placed on a moving vehicle.
Even radar technology allows obtaining 3dimensional pictures of the steel reinforcement
within civil structures at traveling speeds [1].

2.3. Health Monitoring through Prediction
Structural health monitoring should reach beyond
damage detection and aim to predict damage to
prevent disasters before they happen. Predictive
analytics tools can be used to better assess the safety
levels of structures utilizing both historic and realtime data. Predicting, when structures will become
suspect for maintenance based on integrating all
available data is of particular interest in the industry.
Having reliable and automated advanced analytics
tools has the potential to save millions of dollars and
potentially human lives.
First attempts to predict damage featured a
statistical pattern-recognition approach using Bayes
theorem by comparing probabilities of certain
damage events [1], [20], [21]. The durability of a
civil infrastructure is mainly dominated by fatigue
behavior of the critical elements in the structure. In
2001, Li et.al. introduced a system to predict the
service life of bridge deck sections through a
permanent structural health monitoring system [22].
This system combined multiple sensor readings in
order to evaluate fatigue damage.
Proven prediction models from other disciplines
can be used to address this challenge. In this age, the
constraints do not lie within data collection, but the
processing and evaluation part. Collecting extensive
amounts of data from a variety of sources like
sensors, scans or web services is no longer a
technological issue. Extracting useful information out
of a continuous, massive stream of data is the
challenge of our time. In our endeavor of finding a
universal solution for civil infrastructure health
monitoring, we inevitably stumble over the term Big
Data. In our context, we refer to the definition of
Madden: “Data that is too big, too fast or too hard for
existing tools to process.” [23] The goal of big data
analysis is to “turn data into meaningful knowledge
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and support effective decision making and
optimization” [24]. Chen et al. are giving a broad
overview of the impact of Big Data on applications,
analytics, technologies and emerging research [25].
We found that all model-based methods for
assessing damage in structures are looking for
anomalies, or outliers that indicate measurements
differing from an optimal value or range. In computer
science, anomaly detection is a branch of datamining
concerned with discovering rare occurrences in
datasets [26]. In infrastructure health monitoring,
signs of damage do not necessarily have to be rare
but at least the difference between a healthy and a
damaged element must be quantifiable. As described
earlier, a powerful machinery for effectively creating
knowledge on the status of the infrastructure does
have to combine the output of multiple data sources.
Readings from one sensor may be insufficient to
detect a change in the status of an element because of
noise in the readings or failure of the sensor. Multiple
sensors showing weak but consistent results may
drastically amplify the reliability of readings. In such
interconnected sensor networks, graph networks are a
powerful alternative to manage this environment,
which we will address in the next section.
Fan & Bifet address the current and future stage
of Big Data Mining [27]. The bottleneck for efficient
analysis are usually CPU power, memory capacity
and the cluelessness to specify what exactly we are
looking for. A good strategy is to prepare the data in
a format through preprocessing that takes away load
later. Padhy et.al. specify clustering as an outcome of
a Big Data Mining method [28]. They found that
clustering algorithm have the property of discovering
patterns and rules, however the range of data mining
covers many more tasks. Among them and
sometimes parallel are exploratory data analysis,
descriptive or predictive modelling or retrieval by
content.
In the context of civil infrastructures, the ideal
goal is to identify bridges based on their health and
reliability, whether they have been inspected recently
and have SHM systems deployed or not. Clustering is
a technique that can identify patterns in data we
already have and use it, to predict behavior on
structures with limited information. There are five
primary methods to obtain clusters or prediction data:
Artificial neural networks, decision trees, genetic
algorithms, the nearest neighbor method or rule
induction. Artificial neural networks learn from
predefined models and training sets and resemble
biological neural networks in the structure. Decision
trees are formed by generating rules for classification
of datasets. Genetic algorithms are optimization
techniques simulating natural evolution. The nearest

neighbor method is a technique that allows
classification of each record based on a combination
of records most similar to it in a historical dataset.
Rule induction extracts useful knowledge based on
statistical significance.
While data collection does not need significant
computing power, the issue becomes highly relevant
in data processing, especially for enormous structural
health monitoring datasets like that of the National
Bridges Inventory. When implementing SHM
systems this has to be kept in mind by optimizing the
data load already at the site of the structure.
Once sensor and assessment data is flowing,
monitoring has to manage high loads of processing
operations that increase exponentially with the
number of data entities (sensors and other sources). A
common approach nowadays is to split the load
between multiple processing units (CPUs). This
process is called grid or parallel computing. Kečo &
Subasi present an implementation of genetic
algorithms
using
parallel
computing
and
map/reduce/Hadoop as a programming paradigm.
Genetic algorithms are heuristics mimicking natural
evolution. To deal with the high processing power
requirements there are two alternatives how parallel
genetic algorithms can be implemented [29]:
1. Cluster nodes operate on same population
2. Each node in cluster has its own population

3. Health Monitoring through Graph
Algorithms
To handle complex problems, we need to find a
way to represent structural health monitoring data in
a way we can understand it and a computer can
process it. Many problems can be solved in
converting the data into a graph notation since the
science of graph theory offers a variety of solutions
to common problems. Abstraction happens when real
world problems are transformed into graphs and
solution for the graphs imply solutions back to the
real world.
Such graphs, represented by vertices (nodes) and
edges (connections) present an opportunity to
visualize clusters of data entities with similar
characteristics and determine the relatedness between
nodes. They can also be used to extract certain
parameters and characteristics in order to find
solutions for a greater set of problems. Graphs
however suffer from the same constraints as database
management systems. For most problems, the
complexity increases exponentially with the number
of data entities, especially when it comes to
clustering. In many cases, a Heuristic (non-optimal
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solution) is the best one can get. Graphs are still an
excellent method to simplify large-scale problems to
a level they can be methodically solved or
understood. In this paper we also present a way to
reduce complexity before the graph is processed
which can significantly increase performance.
Simple vertices and edges sets may be sufficient
to represent a graph but sometimes another
dimension is required. Attributes are additional
information attached to vertices and/or edges. When
creating the graph structure, it is possible to avoid
such additional attributes by integrating them into the
decision whether to establish connections or not. This
increases the preprocessing time to generate clusters
but decreases the time to do the actual clustering. It is
also possible to leave the attributes unchanged and
therefore preprocessing time minimal; this will
however result in increased clustering effort.
Graph networks can overcome some of the Big
Data challenges mentioned before and are an
excellent tool for anomaly detection. A variety of
efficient algorithms is available to traverse, analyze
and modify graphs, which makes it often an attractive
alternative to relational database representations.
As of recent, researchers have increased efforts to
use graph-based approaches for anomaly detection
because they can handle the inter-dependent nature of
data and provide a robust representation and an
arsenal of efficient algorithms solving a variety of
problems [26]. Akoglu et al. assessed in detail the
effectiveness, scalability, generality, and robustness
of current graph methods for anomaly detection and
concluded that while static and/or plain graphs have
been researched excessively, many open challenges
for anomaly detection are waiting to be addressed in
dynamic, attributed graphs [26].
One way to identify unrevealed anomalies in
graph structures is through interactive graph querying
[26]. The idea is to take a set of known anomalies
and then compare their characteristics (attributes).
Nodes with very similar attributes are connected
closely in the graph to the anomaly nodes. This is a
good indicator that something similar is going wrong
in these nodes. Figure 1 provides a visual
representation of the concept:

Fig. 1: Interactive Graph Querying [26] – given a set of detected
anomalies, similar nodes can be identified through the
connectedness to anomaly nodes in the graph.

When we apply this concept to civil
infrastructures like bridges, we can assess and predict
the health and reliability of bridges without
inspecting them in the first place. By using the
inspection data from similar bridges, we can identify
characteristics and patterns for condition changes.
Even relatively inflexible data like that of the
National Bridges Inventory can reveal that the deck
condition of bridges in warmer regions or with heavy
load deteriorates faster, or that windy regions lead to
intensified mode shifts or frequencies.
The difficulty in graph approaches is not to
process or render the graph, but to define similarity
between objects so that an edge can be created. Like
in statistical regression, too many variables leave a
function to determine similarity useless and
imprecise. A workaround often used is to look at one
attribute at a time – this eliminates the difficulty of
defining similarity by introducing a simple threshold
value. The resulting plain graph can easily be
checked for anomalies, but does not consider
anomalies, whose condition is defined by multiple
attributes.
In our approach, we take interactive graph
querying as a basis and describe a method for
determining similarity based on multiple attributes.
The result is a graph structure representing civil
infrastructures as nodes and similarities as edges.
With graph tools like Gephi or Cytoscape these
graphs can be clustered, visualized, and used to
identify “unhealthy” structures.
The next step is to decide whether to use existing
clustering tools or write an own solution for that
purpose. Some problems can be too specific or
complex for the efficient generic algorithms provided
by these tools. Graph tools offer the option to
integrate procedures written in Languages like R or
Python. In our test, the clustering algorithms
“Fruchtermann Reingold” and “ForceAtlas2” in the
Gephi Suite were sufficient to visualize a usable
structure of healthy and unhealthy bridges but the
algorithm to create the edges had to be shaped by
ourselves. Yang & Kim proposed a prediction model
for Big Data Analysis based on hybrid FCM
clustering [32]. This method provides the advantage
of automatic classification of the data without
preprocessing. While FCM can classify properly it is
unable to make precise predictions on numerical
values. Supervised Learning has a high accuracy but
several problems such as high requirements on the
input data and difficult adoption if the data changes
in structure. The hybrid FCM model combines the
advantages of both models [32].
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3.1. Increasing Efficiency
Efficiency can be gained by transforming the
initial NBI data structure into a normalized database
that can then be used by our algorithm to create the
graph structure. Eventually the time it takes to do
data mining and graph operations for the entire set of
bridges is exponentially higher compared to the
number of data entities (e.g. bridges). By reducing
the size through efficient data structures and
preprocessing, we can reduce the time for analysis
exponentially because these analyses are usually
polynomial. The effects are shown in Table 1:
TABLE I
INCREASING ALGORITHM EFFICIENCY THROUGH PREPROCESSING
N=100
Linear
100
80
60
46
40
20
10,6

Running Time [n]
O(n2)
10,000
6,400
3,600
2,116
1,600
400
112

O(N3)
1,000,000
512,000
216,000
97,336
64,000
8,000
1,191

In % of original time
O(n2)

O(n3)
100
64
36
21
16
4
1.12

100
51
22
10
6
1
0,12

Example: If an algorithm takes 100 seconds for a linear process,
it will take 10,000 seconds for an O(n2) process and 1 million
seconds for an O(n3) process. A reduction of 20% of the nodes
through preprocessing resolves already in a processing time of
64% of the original O(n2). For higher exponents the effect is even
higher: 51% for O(n3).

The following example shows the process and
effects of effective preprocessing on the data of the
National Bridges Inventory. The original NBI data on
approximately 600,000 bridges in the USA from
1995 to 2015 exceeds 6 GB. The first step in
reducing the size is by simply transferring the raw
data into a more efficient data structure.
The NBI data is provided in text-files where every
line presents a bridge and a string at a specific
position, with a specific length represents the value of
an inspection parameter. Since the files are ASCIencoded, every character requires a space of 8 bit. A
parameter containing numbers between 0 and 255
would therefore require 24 bits. In a database, we can
modify the parameter type to e.g. Integer and the size
shrinks to 8 bit without losing any information. We
can exclude qualitative or non-metric data entirely
since they are of no use in our analysis. These steps
reduce the size of the NBI database to 23% of the
original size.
During the initial analysis, we found that much of
this data is redundant. E.g. in every annual report,
parameters like the year of construction or the

location were included. By separating such data from
the variable data, we can keep full integrity but
further reduce the total data size to around 20% of the
original. Around 20% of the parameters are static and
therefore identical in every single report, so we can
reduce the total dataset by another 15%.
The survey revealed another window of
opportunity to reduce the amount of data. We found
that the annual report actually summarizes data on 4
different inspections - the normal inspection and
situational, special inspections: fracture critical
details, underwater and other special inspection. All
these inspections were assigned with a date and a
frequency so we can tell exactly when the value of
the parameters was taken. Most inspections are
scheduled in intervals of two years, so we assume
that most of the data actually is represented in year n
and again in year n+1. By carefully comparing the
data from a report and the next / previous report
(containing the same information), we estimate to
reduce the total size of the dataset by further 40%.
We are currently at 10.6% of the original file size
without losing any information. This results in a
processing time reduction to only 1.12% of the
original processing time for algorithms with a
complexity of O(n2). For higher complexity
algorithms, like O(n3), the effect is even greater
(0.119% of the original processing time).
We conclude that the more complex the analysis
the more benefit comes from early size reductions.

3.2. Clustering and Visualization
The idea of a predictive structural health
management system is to analyze historical and
contemporary data of known structures in order to
predict the safety and reliability of all structures in a
given population. Sophisticated prediction models
use e.g. clustering to find similarities among data
entities. A bridge belonging to a set of bridges with
similar parameters will likely develop similarly over
time. This argument is stronger, the more similar the
bridges are, or, the better the clustering algorithm to
define these similarities.
Since building a strong algorithm for clustering
takes time and a lot of optimization effort, we
initially used already existing clustering methods like
Cytoscape’s “K-Means” or “Fuzzy C” Clustering
Heuristics in our first experiments. The created
clusters were afterwards visualized.
Primarily the intension for this first analysis was
not to find strongly similar bridges but to prove that
certain parameters are suitable for determining an
impact on the bridge health.
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Fig. 2: Clustering of 100 random Nebraska bridges based on deck
condition and date of last maintenance. We do see that that the
deck condition worsens with the time passed since the last service.
The outliers on the left are bridges that have been updated lately
and still have a bad sufficiency rating.

We started by clustering bridges based on
characteristics we already assumed a similarity
relationship. For example, one underlying assumption
was that the age of a bridge / last service on bridge
(whatever is greater) or the deck condition affects the
overall sufficiency rating. Figure 3 shows the
visualization of 100 randomly selected bridges in
Nebraska which were clustered by the deck
condition, bridge age and sufficiency rating. To get
additional information out we colored the nodes by
the bridge’s sufficiency rating and increased the size
of the nodes for bridges with higher daily traffic.
Since we included the output (sufficiency rating) also
as an input (clustering parameter) we obviously have
a rainbow effect on the node coloring. This graph can
be used to find insufficient bridges, especially
important bridges with a lot of traffic.
The next step was adding another parameter into
the equation. The idea was to improve the clustering
result. This would result in denser, more separated
clusters. We found the inventory rating a fairly good
parameter for improving clustering (Figure 4):

Fig. 3: Clustering Parameters of the same bridges from Figure 2
with added Inventory Rating results in improved clusters that
provide clear information, which bridges should be focused on by
maintenance.

The inventory rating describes the relationship of
the total mass of vehicles crossing the bridge
compared to the maximum safely capacity of the
structure. This second graph had clearly two
distinctive clusters, in which bridges with less traffic
(smaller nodes) were more affected by the new
conditions and therefore had lower average
sufficiency ratings.

This first analysis revealed a number of problems:
First, the time of the algorithm to compute the
clusters increases exponentially; this limited
visualization to a few hundred bridges. Second, we
do not have enough information on some parameters
and how they relate to each. Random selections of
parameters showed that most of the 114 NBI
parameters were not suitable for clustering. The
result for selecting such parameters ends in a
visualization of one big cluster. Third, the generated
graphs are static and therefore only consider a
prediction for a specific point in time.
A SHM prediction model ideally does not rely on
predetermined assumptions of the relationships
between parameters. The idea is to aim for a model
that can find similarities without having preassumptions on the characteristics of such parameters
because the goal is to generate new knowledge, not
confirm already present knowledge.
All available clustering heuristics, no matter how
sophisticated, require either one or a set of input
variables for clustering. Since it is difficult to
determine which ones are appropriate, all of them
have to be considered as clustering parameters
initially. None of the 20 Cytoscape clustering
algorithms was able to create a result showing
something different from a single large cluster. This
is probably due to the high amount of parameters,
rendering a similarity function useless.
The parameters should be weighted based on their
total contribution to defining structures as similar.
Ideally, the weighting could be also conditional, thus
the value of certain parameters would define the
choice between different weighting functions.
Unfortunately, there is no known technique that can
achieve that level of detail and accuracy yet. In the
next section, we suggest a method to weight
clustering parameters with the help of a genetic
algorithm. Eventually an appropriate function to
define similarity can be determined based on
weighting parameters for clustering without the need
to understanding their meaning in the first place.

4. Method – Dynamic Graph Clustering
The idea is to define a model that can be used to
analyze any type of data for finding similarities
among entities (data objects in the entire set). This is
useful for prediction or pattern recognition and
eventually as DSS (decision support systems). The
model has support the following conditions:
1. scalable (expandable) and flexible
2. dynamic data from real-time sources
3. automatized (no specific skillset needed)
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The general way to perform the analysis is that
each entity is compared with each other for
similarities. Several conditions evaluate the similarity
or “closeness” in such a pair. A large set of variables
related to each entity can be taken in consideration to
evaluate the closeness. The algorithm finally
calculates a value for each pair between 0 and 1. This
value is created by transforming all variables into a
numeric format and adding a constant for
multiplication for each parameter. The final similarity
value for pair (a,b) is therefore:

ci is a constant factor from 0 to 1 which is used to
manipulate the impact of a variable on the overall
similarity. For attributes where clear clusters can be
identified, the goal is to maximize their factors so
that the parameter contributes maximally to the
similarity function. For attributes with normal
distributions or unclear clusters, factors should be
minimized. Figure 4 shows two graphs A (left) and B
(right). A is clearly more clustered than Graph B.
With the help of graph algorithms, we can check the
distance between nodes (similarity). If there are many
short distances and optionally long distances this is
an indicator for clear clusters (ci). If the distances are
mostly the same similarity is not clear for the given
attribute and the factor ci should be set low.
One limitation of that method is that more
complex distributions cannot be simply represented
in a single factor. It might occur that a part of the
graph is in a clear cluster, while the remaining graph
is normally distributed. This happens when for
example the deck condition of a bridge is generally
not representative in determining bridges similar
unless the condition is severely bad.

Otherwise overlapping groups of similar entities
would be created, which negatively affects the
quality of the analysis. This model can be easily
adopted in a Map/Reduce framework using Hadoop
or a similar data structure.
We propose two approaches for finding the
similarity threshold and therefore the basis for
creating edges between data entities, which enables
clustering of the graph. In the general approach, we
do not start with predetermined assumptions, which
parameters in the data will define similarity. In the
specific approach, we start with rules that are likely
going to define similarity and let the algorithm
continue to learn from there.

4.1. General Approach
The algorithm is effectively trying to find a set of
factors (c1 to cn), which define a similarity function
and specify, how to cluster the dataset so that each
cluster is clearly separated from each other. To get a
good solution, the procedure has to be repeated
multiple times until a satisfying result is reached.
With each iteration, some of the factors are randomly
adjusted and the algorithm evaluates the result. If the
changes lead to an overall better outcome this process
is repeated with these new values, otherwise it is
repeated with the factors from the last iteration.
When repeated for many cycles, clusters can be
derived which define closely related entities. With
this knowledge, a series of different analysis can be
performed quickly and automated:
 If a cluster has a problem, it is likely that each
entity in this cluster has a similar problem
 If a cluster doesn’t have a characteristic, it is
unlikely that a node within the cluster has it
 The root of problems can be revealed because of
a direct comparison of cluster members
 Problems could be automatically identified
which the researcher is not even aware of

4.2. Specific Approach

Fig. 4: The algorithm to detect similarities in civil infrastructures
calculates a factor ci for each attribute that determines the
suitability of the attribute for determining similarity. Graph A (left)
is more clustered than Graph B (right), therefore c a will be higher
than cb.

To do this, clustering methods like distanceconnectivity based algorithms can be used. This is
done for all variables so that the overall similarity
value sima,b ranges within 0 and 1. The ideal goal is to
find very dense and much separated clusters.

By taking each variable in consideration like in
the general approach, it is possible to identify
similarities in any given dataset regardless of the type
of data. Some issues however remain:
Repeating the algorithm until a satisfying result
has been found, might take too long to be feasible.
Further, some variables might not be compatible to
each other and increasing the value for one might
diffuse the result on another edge. This problem
increases with the amount of variables for each
entity. In such a case, the genetic algorithm would
likely not reach a satisfiable result. One approach to
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this dilemma is to select only specific parameters for
a faster performance. This is done by locking the
variables which are of less relevance for the analysis
to a factor ci=0. Therefore, they are excluded them
from the equation. This is especially useful if a clear
analysis goal is known.
Multidimensional analysis is possible too. For
example, the task is to identify bridges that have both
a bad deck conditioning and high maintenance costs.
If analyzed over time researchers are able to derive
information that bridges will require maintenance
soon based on their current deck condition. They are
even able to predict how much this will cost based on
maintenance costs of similar bridges in terms of size,
traffic, number of lanes or geographic location.

sample dataset where the connections represent
similarity and the color sufficiency rating as
evaluated by the federal highway administration.
1000 random highway bridges in Nebraska were
clustered based on similarity with the Fruchterman
Reingold algorithm and colored based on the official
FHA sufficiency ratings from 2015:

4.3. How to integrate real-time data
Since the impact of a variable (i) is modified by
setting the factor ci to a value between 0 and 1, it is
possible to exclude a variable for consideration at any
given time by setting it to 0. This is useful when a
dataset contains incomplete data. This also works the
other way. If a new variable is added at any given
time, it can be arranged that this new variable was
already part of the old equation with c = 0.
Existing variables can be changed as well (while
adding new data). E.g. a variable is given, which
constantly counts the number of vehicles that pass a
bridge. Instead of creating a new variable each time a
vehicle passes, the algorithm increments a single
variable which measures the traffic. The model
changes the factors for variable, not the variables
themselves. This lets a previously defined set of
factors [c1…cn] still be valid because the factor
determines the impact:
 If a variable is not suitable for identifying the
similarity to other entities, changing the value
will not have a big impact since c is small
already.
 If a variable is important for identifying
similarities, c has a high value and therefore
changing the variable can reallocate the entity to
another cluster.
We tested the concept on bridges based on the
previously preprocessed dataset of the National
Bridges Inventory (described in section 3).
Parameters for evaluation ranged from deck or
substructure condition, over the number of lanes, to
safety ratings. Other data like average daily traffic,
truck traffic and vertical clearance are incorporated as
well, resulting in 84 parameters for each bridge.
Parameters can be added at any given time to
populate the network model for further advanced
analysis. Figure 5 shows the final visualization of a

Fig. 5: Infrastructures were clustered based on similarity and
colored based on sufficiency. Although generally healthy bridges
(green), and unhealthy bridges (red) were separated during
clustering some unhealthy bridges are in the health clusters. These
outliers can now be identified and studied further, something not
that easily achieved with a traditional database.

The graph shows clusters of healthy (green) and
unhealthy (red, orange) bridges. However, it also
shows that within the cluster of health bridges there
are a few unhealthy outliers. This gives us directly an
opportunity to have a closer manual look at these
bridges and find out what is wrong with them. In
contrast to traditional clustering based on only one or
a few parameters (e.g. sufficiency rating) we identify
more complex relationships between similar bridges.
For example, we have four clusters of insufficient
bridges (red) which obviously share different
characteristics; otherwise, they would be located in
one big cluster. In a second step, these differences
can be identified by comparing the differences
between clusters.

6. Conclusion
With sensor technology becoming more and more
feasible, and advancements in computing efficiency,
the path is paved for a new generation of structural
health monitoring methodologies. Many researchers
have laid out the challenges and opportunities for
increasing safety and reliability in civil
infrastructures. The critical step in the new SHM
approaches is to build an Information System that
fuels its information from the results of the analysis.
This enables a graphical user interface to display
critical bridges, expected problems, efficiency
improvements in the inspection schedules and more.
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In this study, we explored current approaches to
structural health monitoring through assessment,
sensor technology and prediction. Based on graph
theory and genetic algorithms, we propose a method
to cluster structures based on similarity. This allows
data analysts to acquire in-depth knowledge on how
combinations of SHM assessment and sensor
parameters affect safety and reliability of civil
structures. We orient our method on methods used in
Big Data analysis and consider requirements like
scalability, flexibility and incompleteness of the data.
By using a genetic algorithm to improve the
clustering over time, we try to take a step forward in
filling some of the open challenges in anomaly
detection within dynamic, attributed graphs.
Because this study is much exploratory in this
stage we limited our analysis on smaller datasets. A
comprehensive analysis of all 600.000 national
bridges is out of scope for this paper. However, in
further studies we want to expand on that concept and
increase the variety of datasets outside the scope of
infrastructure heath monitoring.
The literature review revealed that the
performance and quality of such analysis could
ultimately depend on only the available hardware. To
minimize performance drawbacks and errors due
missing, inaccurate or sparse data, choosing a proper
data structure is essential. Relational database
management systems provide little incentive for large
data clusters, especially if they are mutating (data
structure changes over time) or if they feed from
sensor or live data.
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