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ПРЕДИСЛОВИЕ
Настоящее учебное пособие предназначено для студентов, обучающихся по
направлению подготовки 44.03.01 Педагогическое образование по профилям
подготовки «Математика и информатика», «Математика и физика». Данное
издание является продолжением пособия «Алгебра» тех же авторов, пред-
ставляя собой курс лекций по линейной алгебре. Содержание учебного посо-
бия отражает материал 3 семестра очной и 2 курса заочной форм обучения.
В пособии наряду с необходимыми теоретическими сведениями дан разбор
основных типичных задач по курсу линейной алгебры. Материал данного
пособия существенно опирается на предыдущее пособие «Алгебра».
В главе 1 дается определение линейного векторного пространства, рас-
сматриваются его свойства, приводятся примеры. Затем вводятся понятия
базиса и размерности, с помощью матриц устанавливается связь между ба-
зисами; доказывается изоморфизм всех линейных пространств одинаковой
размерности.
В главе 2 вводится понятие подпространства, рассматриваются операции
над подпространствами.
Глава 3 посвящена линейным преобразованиям векторного пространства.
Приводится матричное задание линейного преобразования. Рассматривается
связь между матрицами линейного преобразования в разных базисах, а также
действия над линейными преобразованиями.
В главе 4 вводятся понятия области значений и ядра линейного преобра-
зования и рассматриваются их свойства как подпространств линейного про-
странства.
Глава 5 содержит определение и свойства собственных векторов и соб-
ственных значений линейного преобразования. Здесь указан метод нахож-
дения собственных векторов и собственных значений линейного оператора,
заданного матрицей.
В главе 6 определяется скалярное произведение векторов и рассматрива-
ются векторные пространства со скалярным произведением. Показано, как в
таких векторных пространствах получить ортонормированный базис.
В главе 7 приводятся сведения о квадратичных формах и способе приве-
дения квадратичных форм к каноническому виду. Затрагиваются вопросы
распознавания положительно определенных форм.
В главе 8 из множества всех операторов выделяются два важных клас-
са операторов: симметрические и ортогональные. Изучение этих операторов
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оправдывается тем, что любой линейный оператор представим в виде произ-
ведения симметрического и ортогонального операторов. Здесь же показано
как теорию, изложенную в 5, 6 и 7 главах, можно применить к приведению
квадратичной формы к главным осям.
Для более глубокого изучения линейной алгебры можно обратиться к учеб-




1.1 Определение и свойства линейного пространства
В середине ХIХ века значительное развитие получили такие разделы ма-
тематики как матричное и векторное исчисления, теории многочленов, дей-
ствительных и комплексных чисел, исследование систем уравнений. Возник-
ла потребность – и вместе с тем возможность – в обобщении этих разде-
лов, в рассмотрении структуры, характеризуемой общими свойствами всех
упомянутых понятий. Такой структурой и является линейное векторное про-
странство. Изучая ее, мы тем самым одновременно изучаем и матрицы, и
многочлены, и системы уравнений и т.п. Но вместе с тем обнаруживаем и
новые возможности исследования математических закономерностей.
Введение и изучение понятия «линейное векторное пространство» связано
с именами, прежде всего, английских математиков У. Гамильтона (1809–1865)
и А. Кэли (1821–1895), а также немецкого математика Г. Грасмана (1809–
1877).
Рассмотрим множество V , элементы которого будем называть векторами,
и множество P – множество действительных или комплексных чисел.
На множестве V определим две операции:
 сложение векторов: для любых двух векторов a; b 2 V существует вектор
a+ b 2 V , называемый их суммой;
 умножение вектора на число: для любого вектора a 2 V и любого числа
 2 P существует вектор a 2 V , называемый произведением числа 
на вектор a.
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Множество V с введенными на нем опеpациями будем называть линейным
векторным пространством над множеством P , если выполняются следую-
щие аксиомы:
1. a+ b = b+ a; 8a; b 2 V (коммутативность сложения);
2. a+ (b+ c) = (a+ b) + c; 8a; b; c 2 V (ассоциативность сложения);
3. 9 0 2 V : a+ 0 = a; 8a 2 V (0 называется нулевым элементом);
4. 8a 2 V 9( a) 2 V : a + ( a) = 0 ( a называется противополож-
ным элементом для a);
5. (a+b) = a+b; 8a; b 2 V; 8 2 P (первая дистрибутивность);
6. ( + )a = a + a; 8;  2 P; 8 a 2 V (вторая дистрибутив-
ность);
7. (a) = ()a; 8;  2 P; 8a 2 V (ассоциативность умножения
на число);
8. 1  a = a; 8 a 2 V; 1 2 P .
Если P = R, то пространство называется вещественным; если P = C, то
комплексным линейным пространством.
Замечание. Из условия 3 следует, что V – непустое множество, поскольку
всегда содержит нулевой элемент.
Свойства линейного пространства
Укажем некоторые свойства линейных пространств, доказательство кото-
рых опираются на аксиомы линейного пространства.
(1) Нулевой вектор пространства единственен.
(2) Противоположный элемент для каждого вектора единственен.
(3)   0 = 0; 8 2 P .
(4) 0  a = 0; 8a 2 V .
(5) Уравнение a + x = b имеет единственное решение при любых a и b,
а именно: x = b + ( a). Это решение будем называть разностью элементов,
пpи этом будем писать: b  a.
(6) (a  b) = a  b; 8a; b 2 V; 8 2 P .
(7) ( b) =  b; 8b 2 V; 8 2 P .
(8) ( )a =  a; 8a 2 V; 8 2 P .
(9) a = 0()  = 0 _ a = 0.
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Замечание. Как правило из контекста ясно, что скрывается за символом
0: число 0 или нулевой элемент. Так, например, нули в свойстве (3) являются
нулевыми векторами, а в свойстве (4) слева стоит число 0, а справа – вектор.
Примеры линейных пространств
1. В части 1 изучалось множество строк действительных чисел длины
n. Для него выполняются все аксиомы линейного векторного пространства.
Условились называть это пространство арифметическим векторным про-
странством и обозначать Rn.
2. Множество M матриц размерности m n с операциями сложения мат-
риц и умножения матрицы на число удовлетворяет всем аксиомам линейного
пространства.
3. Множество F = ff(x)g всех многочленов с действительными коэффи-
циентами
f(x) = anx
n + an 1xn 1 +   + a1x+ a0; n  0; n 2 Z;
является линейным пространством, так как операции сложения многочленов
и умножения многочлена на действительное число замкнуты в этом множе-
стве и удовлетворяют всем аксиомам линейного пространства. Нулевым эле-
ментом этого пространства является многочлен, тождественно равный нулю.
1.2 Базиc линейного пространства
Пусть a1; a2; : : : ; an – элементы некоторого линейного пространства V ,
1; 2; : : : ; n – числа из множества P . Выражение вида
1a1 + 2a2 +   + nan
называется линейной комбинацией векторов a1; : : : ; an с коэффициентами
1; : : : ; n.
Система векторов a1; : : : ; an 2 V называется линейно независимой (ЛНЗ),
если из pавенства нулю их линейной комбинации следует pавенство нулю всех
ее коэффициентов.
1a1 + 2a2 +   + nan = 0 =) i = 0; i = 1; 2; : : : ; n:
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В противном случае векторы называются линейно зависимыми (ЛЗ), т.е.
1a1 + 2a2 +   + nan = 0 ^ 9i 6= 0:
Свойства линейно зависимых и независимых векторов
(1) Если часть системы векторов ЛЗ, то и вся система векторов ЛЗ.
(2) Если система векторов a1; : : : ; an ЛНЗ, а добавление к ней вектора a
делает ее ЛЗ, то вектор a линейно выражается через векторы системы, т.е. a
есть линейная комбинация векторов a1; : : : ; an.
(3) Если система векторов содержит нулевой вектор, то она ЛЗ.
(4) Если один из векторов системы является линейной комбинацией осталь-
ных, то вся система векторов ЛЗ.
Доказательство этих свойств аналогично доказательству соответствующих
свойств линейной зависимости строк, приведенных в параграфе 3.3 части 1
пособия «Алгебра» [7].
(5) Даны две системы векторов
a1; a2; : : : ; an; (1)
b1; b2; : : : ; bk; (2)
причем n > k. Если каждый вектор пеpвой системы линейно выражается
через векторы втоpой системы, то пеpвая система ЛЗ.
Доказательство. По условию каждый из векторов a1; a2; : : : ; an линейно
выражается через векторы b1; b2; : : : ; bk:
a1 = 11b1 + 12b2 +   + 1kbk
a2 = 21b1 + 22b2 +   + 2kbk
: : : : : : : : : : : : : : : : : : : : : : : : : : :
an = an1b1 + n2b2 + :::+ nkbk
: ()
Составим линейную комбинацию векторов ai и приравняем ее нулю:
1a1 + 2a2 +   + nan = 0: ()
Наша цель – показать, что система (1) ЛЗ, т.е. что существует такое i, что
i 6= 0, однако равенство (**) выполняется. Перепишем равенство (**), заме-
нив в левой части каждый вектор ai его выражением из (*). Получим:
1(11b1 +   + 1kbk) + 2(21b1 +   + 2kbk)   + n(n1b1 + : : : nkbk) = 0
или, собрав воедино члены с b1; b2; : : : ; bk,
(111+   +n1n)b1+(121+   +n2n)b2   +(1k1+   +nkn)bk = 0:
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Покажем, что можно подобрать такие числа 1; 2; : : : ; k, чтобы каждое из
выражений, стоящих коэффициентами при b1; b2; : : : ; bk, было равно 0. При-
равнивая нулю указанные выражения, получаем:8>><>>:
111 +   + n1n = 0
121 +   + n2n = 0
: : : : : : : : : : : : : : : : : : : : :
1k1 +   + nkn = 0:
Это однородная система линейных уравнений, в которой число уравнений
меньше числа неизвестных (по условию n > k). Такая система обязательно
имеет ненулевое решение. Это и означает, что существуют неравные нулю
одновременно числа 1; : : : ; k, для которых справедливо соотношение (**).
А значит, система (1) линейно зависима.
Заметим, что требование n > k является существенным, и сформулирован-
ное не совсем строго свойство 5 звучит так: если «большая» система линейно
выражается через «меньшую», то «большая» линейно зависима.
Базисом линейного векторного пространства V называется линейно неза-
висимая система векторов, через которую линейно выражается любой вектор
пространства. Если базис линейного пpостpанства содеpжит конечное число
вектоpов, то такое линейное пpостpанство называется конечномеpным, в пpо-
тивном случае – бесконечномеpным.
Для конечномеpных линейных пpостpанств часто используется другое опре-
деление базиса.
Базисом линейного векторного пространства V называется максимальная
линейно независимая система векторов, т.е. такая ЛНЗ система, добавление
к которой любого другого вектора пространства превращает ее в линейно
зависимую систему.
Доказательство эквивалентности этих определений следует из
свойств (2) и (4) линейно зависимых и независимых векторов.
Пусть e1; e2; : : : ; en – базис линейного пространства V , a – произвольный
вектор этого пространства. Тогда, по определению базиса,
a = 1e1 + 2e2 +   + nen:
Коэффициенты 1; 2; : : : ; n называются координатами вектора a в базисе
e1; e2; : : : ; en. Теперь вектор a можно записать в следующем виде:
a = (1; 2; : : : ; n):
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Координаты вектора в базисе определяются однозначно. Действительно, пред-
положим, что a = 1e1+2e2+   +nen и a = 1e1+2e2+   +nen. Тогда
(1 1)e1+(2 2)e2+  +(n n)en = 0. Отсюда, в силу линейной незави-
симости базисных векторов, получаем: 1 1 = 0; 2 2 = 0; : : : ; n n = 0,
или 1 = 1; : : : ; n = n.
Пусть даны два вектора
a = 1e1 + 2e2 +   + nen;
b = 1e1 + 2e2 +   + nen:
Согласно аксиомам линейного пространства
a+ b = (1 + 1)e1 + (2 + 2)e2 + : : : (n + n)en =
= (1 + 1; 2 + 2; : : : ; n + n);
т.е. при сложении двух векторов их соответствующие координаты складыва-
ются. Аналогично, при умножении вектора на число все координаты вектора
умножаются на это число
a = (1)e1 + (2)e2 +   + (n)en = (1; 2; : : : ; n):
Теорема 1.2.1. Два базиса линейного векторного пространства V со-
стоят из одинакового числа векторов.
Доказательство. Утверждение следует из свойства (5) линейной зависимо-
сти и независимости векторов. Действительно, предположим, что базисы
a1; a2; : : : ; an и b1; b2; : : : ; bk состоят из разного числа векторов, пусть для опре-
деленности n > k. Так как любой вектор пространства выражается через
базисные вектора, то каждый вектор ai; i = 1; : : : ; n выражается через
векторы b1; : : : ; bk, а значит, как следует из свойства (5), система векторов
a1; : : : ; an – линейно зависима, что невозможно, так как эти векторы образу-
ют базис.
Таким образом, количество векторов в базисе есть число, постоянное для
данного пространства. Это дает возможность дать следующее определение.
Размерностью линейного векторного пространства называется число век-
торов в базисе,что обозначается через dimV .
Обратимся еще раз к примерам векторных пространств.
10
1. V = Rn. В качестве базиса этого пространства можно взять систему
следующих векторов
e1 = (1; 0; 0; : : : ; 0);
e2 = (0; 1; 0; : : : ; 0);
: : : : : : : : : : : : : : : : : :
en = (0; 0; 0; : : : ; 1):
Следовательно, dimRn = n.
2. V = M . На любую матрицу размерности mn можно смотреть, как на
вектор (строку) длины nm, поэтому M = Rnm, а значит, dimM = nm. Базис
этого пpостpанства состоит из nm матpиц pазмеpности n  m, у котоpых
единственный ненулевой элемент pавен 1, т.е.0BB@
1 0 : : : 0
0 0 : : : 0
: : : : : : : : : : : :
0 0 : : : 0
1CCA ;
0BB@
0 1 : : : 0
0 0 : : : 0
: : : : : : : : : : : :
0 0 : : : 0
1CCA ; : : :
0BB@
0 0 : : : 0
0 0 : : : 0
: : : : : : : : : : : :
0 0 : : : 1
1CCA :
3. В качестве бесконечномерного линейного пространства рассмотрим, напри-
мер, множество всех многочленов F = ff(x)g с действительными коэффи-
циентами
f(x) = anx
n + an 1xn 1 +   + a1x+ a0; n 2 Z; n > 0:
Частным случаем многочленов являются одночлены, например,
f0(x) = 1; f1(x) = x; f2(x) = x
2; : : : ; fk(x) = x
k;
где k – любое натуральное число. Эти одночлены образуют линейно незави-
симую систему. Действительно, пусть некоторая линейная комбинация этих
одночленов с коэффициентами c0; c1; : : : ; ck равна нулевому вектору, т.е. тож-
дественно равному нулю многочлену
c0 + c1x+ c2x
2 +   + ckxk  0;
но тогда все коэффициенты c0; : : : ; ck должны равняться нулю. Таким обра-
зом, в линейном пространстве всех многочленов можно найти линейно неза-
висимую систему, состоящую из любого числа элементов, что и означает бес-
конечномерность рассматриваемого пространства.
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Заметим, что если рассмотреть пространство Fk всех многочленов с дей-
ствительными коэффициентами степени, не превосходящей некоторого фик-
сированного числа k, то такое пространство будет конечномерным, и в каче-
стве его базиса можно взять, например, одночлены
f0(x) = 1; f1(x) = x; : : : ; fk(x) = x
k:
1.3 Изоморфизм векторных пространств
Два линейных векторных пространства V и V 0 над одним числовым мно-
жеством P называются изоморфными, если между их элементами можно
установить взаимно однозначное соответствие ': V  ! V;0 при котором сум-
ме векторов пространства V отвечает сумма соответствующих векторов про-
странства V 0, а произведению числа на вектор пространства V отвечает про-
изведение того же числа на соответствующий вектор пространства V 0:
'(a+ b) = '(a) + '(b); 8a; b 2 V; '(a); '(b) 2 V 0;
'(a) = '(a); 8a 2 V; 8 2 P; '(a) 2 V 0:
Вектор a будем называть прообразом вектоpа a0 = '(a) , а вектор a0 – образом
вектора a при отображении '.
Из определения изоморфизма следует, что для любых двух векторов a 2 V
и a0 2 V 0, соответствующих друг другу при данном изоморфизме
'(a) = a0;
выполняются равенства
'(0) = '(0a) = 0'(a) = 0 2 V 0;
'( a) = '(( 1)a) = ( 1)'(a) =  '(a) =  a0:
А это означает, что при изоморфном отображении двух пространств их ну-
левые векторы соответствуют друг другу, и противоположный вектор для
a соответствует противоположному вектору для a0. Из определения изомор-
физма, а также условий векторного пространства следует, что линейная ком-
бинация векторов переходит в линейную комбинацию образов с теми же ко-
эффициентами:
'(1a1 + 2a2 +   + nan) = 1'(a1) + 2'(a2) +   + n'(an):
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Из инъективности отобpажения ' и pавенства '(0) = 00 следует, что, если
ai 6= 0, то '(ai) 6= 0; i = 1; 2; : : : ; n. Отсюда, в свою очередь, вытекает, что
при изоморфном отображении двух пространств линейно независимые систе-
мы одного пространства пеpеходят в линейно независимые системы другого
пространства. Действительно, пpедположим, что система a1; : : : ; an линейно
независима, а система обpазов '(a1); : : : ; '(an) линейно зависима. Тогда су-
ществуют числа 1; 1; : : : ; n, не все pавные нулю, такие, что
1'(a1) + 1'(a2) +   + 1'(an) = 0:
Биективность отобpажения ' гаpантиpует существование обpатного отобpа-
жения ' 1. Пpименим его к обеим частям последнего pавенства:
' 1(1'(a1) + 1'(a2) +   + 1'(an)) = ' 1(0):
Учитывая, что ' 1'(ai) = ai; i = 1; 2; : : : ; n, получим
1a1 + 1a2 +   + 1an = 0;
пpичем не все i = 0, что противоречит линейной независимости системы
a1; a2; : : : ; an. Аналогично доказывается, что изомоpфным обpазом линейно
зависимой системы будет линейно зависимая система. В частности, базис
пространства V переходит в базис пространства V 0. А значит, доказана сле-
дующая теорема
Теорема 1.3.1. Изоморфные конечномерные линейные пространства име-
ют одинаковую размерность.
Докажем обратную теорему:
Теорема 1.3.2. Если два конечномерных линейных векторных простран-
ства имеют одинаковую размерность, то они изоморфны между собой.
Доказательство. Пусть dimV = dimV 0 = n; a1; a2; : : : ; an – базис простран-
ства V ; a01; a02; : : : ; a0n – базис пространства V 0 и произвольный вектор a про-
странства V имеет в базисе a1; a2; : : : ; an координаты: a = (1; 2; : : : ; n).
Поставим в соответствие вектору a 2 V вектор a0 2 V 0, имеющий такие же
координаты в базисе a01; a02; : : : ; a0n:
a0 = '(a) = 1a01 + 2a
0
2 +   + na0n:
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Так как координаты вектора в базисе определяются единственным образом,
то заданное соответствие ' пространств V и V 0 будет взаимно однозначным.
Проверим другие условия изоморфизма. Если
x = x1a1 + x2a2 +   + xnan; y = y1a1 + y2a2 +   + ynan;
то
'(x+ y) = '(x1a1 + x2a2 +   + xnan + y1a1 + y2a2 +   + ynan) =
= '((x1 + y1)a1 + (x2 + y2)a2 +   + (xn + yn)an) =
= (x1 + y1)a
0
1 + (x2 + y2)a
0





2 +   + xna0n) + (y1a01 + y2a02 +   + yna0n) = '(x) + '(y):
Аналогично проверяем второе условие:





2 +   + xna0n = '(x):
Замечание. Поскольку Rn имеет размерность n, то все линейные про-
странства размерности n изоморфны арифметическому векторному простран-
ству. Отсюда следует корректность употребления слова вектор для обозна-
чения элементов произвольного линейного пространства.
1.4 Связь между базисами
Пусть в пространстве V заданы два базиса:
e1; e2; : : : ; en; (1)
e01; e
0
2; : : : ; e
0
n: (2)
Каждый вектор базиса (2) единственным образом раскладывается по векто-
рам базиса (1)
e01 = t11e1 + t21e2 +   + tn1en1;
e02 = t12e1 + t22e2 +   + tn2en1;
: : : : : : : : : : : : : : :
e0n = t1ne1 + t2ne2 +   + tnnen1:
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Матрица T , составленная из координат векторов базиса (2) в базисе (1), за-




t11 t12 : : : t1n
t21 t22 : : : tn2
: : : : : : : : : : : :
tn1 tn2 : : : tnn
1CCA :
Если записать базисы (1) и (2) в виде строк
e = (e1; e2; : : : ; en); e
0 = (e01; e
0
2; : : : ; e
0
n);
то связь между базисами можно выразить в виде матричного равенства
e0 = eT: (3)
Аналогично и базис (1) выражается через базис (2) с помощью матрицы T1.
Выясним, как связаны между собой матрицы T и T1:
e = e0T1 = eTT1;
e0 = eT = e0T1T:
Отсюда следует,что, в силу линейной независимости базисов e и e0, TT1 = E
и T1T = E, а значит, T1 = T 1.
Так как матрица T имеет обратную, то можно сделать вывод о том, что
матрица перехода от одного базиса к другому является невырожденной.
Пример 1.4.1. Найти матpицу пеpехода от базиса 1; x; : : : ; xn к базису
1; x  a; (x  a)2; : : : ; (x  a)n.
 Решение. Роль базисных элементов f1; f2; : : : ; fn игpают многочлены
1; x  a; (x  a)2; : : : ; (x  a)n. Воспользуемся фоpмулой бинома Ньютона:
1 = 1;
x  a =  a+ x;
(x  a)2 = a2   2ax+ x2;
: : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : : :
(x  a)n = ( a)n + C1n( a)n 1x+   + Ckn( a)kxn k +   + xk:
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Таким обpазом, матpица пеpехода получается если транспонировать сле-
дующую матрицу0BBBBB@
1 0 0 : : : 0 0
 a 1 0 : : : 0 0
a2  2a 1 : : : 0 0
: : : : : : : : : : : : : : : : : :






Пусть a – произвольный вектор пространства V . Разложим его по векто-
рам базиса (1) и (2):







2 +   + 0ne0n:






























0itji; j = 1; : : : ; n: (4)
Формулы (4) можно записать в матричном виде:











2; : : : ; 
0
n) = (1; 2; : : : ; n)T
0: (50)
Формулы (5) и (50) позволяют найти координаты вектора a в одном базисе,




Подмножество L  V называется подпpостpанством линейного прост-
ранства V , если оно само является пространством.
Теорема 2.0.1 (Критерий подпространства.). Подмножество L прост-
ранства V будет подпространством тогда и только тогда, если для всех
векторов a; b 2 L и для любых чисел ;  2 P справедливо a+ b 2 L.
Доказательство. Необходимость следует непосредственно из определения
пространства.
Для доказательства достаточности пpовеpим все аксиомы пространства.
1, 2. Коммутативность и ассоциативность выполняются для всех элементов
V , а значит, и для его части L.
3. Нулевой вектор принадлежит L, так как при  =  = 0, получим
0 = 0  a+ 0  b 2 L.
4. Для произвольного вектора a 2 L при  =  1;  = 0, получаем
 1  a+ 0  b =  a 2 L:
5—8. Выполняются для всего пространства, а значит, и для его части L.
Пусть L1 и L2 два подпространства пространства V .
 Суммой двух подпространств L1 и L2 называется множество
L1 + L2 = fl1 + l2 2 V jl1 2 L1; l2 2 L2g:
 Пересечением двух подпространств L1 и L2 называется множество
L1 \ L2 = fl 2 V jl 2 L1 ^ l 2 L2g:
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 Прямой суммой двух подпространств L1 и L2 называется множество
L1  L2 = L1 + L2; L1 \ L2 = f0g:
Используя критерий подпространства, легко доказать следующее утвер-
ждение:
Если L1 и L2 – подпространства пространства V , то L1 +L2, L1 \L2 и
L1  L2 – подпространства.
Замечание. Поскольку любое подпространство является пространством,
то оно обладает базисом.
Пусть a1; a2; : : : ; ak – произвольный набор векторов из V n Рассмотрим все
возможные линейные комбинации этих векторов. По критерию подпростран-
ства полученное множество векторов будет подпространством пространства
V n. Обозначается это подпространство так: ha1; a2; : : : ; ani и называется ли-
нейной оболочкой, натянутой на систему векторов или подпространством,
порожденным системой векторов. Базис этого подпространства состоит из
максимальной линейно независимой подсистемы системы a1; a2; : : : ; an.
Теорема 2.0.2. Пусть L1 и L2 – подпространства пространства V .
Тогда
dim(L1 + L2) = dimL1 + dimL2   dim(L1 \ L2):
Доказательство. Пусть
dim(L1 + L2) = n; dimL1 = k; dimL2 = s; dim(L1 \ L2) = r:
Выберем в пространстве L1 \ L2 базис a1; a2; : : : ; ar. Дополним эти векторы
до базисов L1 и L2:
a1; a2; : : : ; ar; b1; b2; : : : ; bk r   базис L1;
a1; a2; : : : ; ar; c1; c2; : : : ; cs r   базис L2:
Рассмотрим систему векторов
a1; a2; : : : ; ar; b1; b2; : : : ; bk r; c1; c2; : : : ; cs r: ()
Докажем, что система (*) является базисом подпространства L1 + L2. Оче-
видно, что любой вектор подпространства L1 + L2 является линейной ком-
бинацией векторов системы (*). Для доказательства того, что система (*) –
ЛНЗ, воспользуемся определением ЛНЗ. Пусть
1a1 +   + rar + 1b1 +   + k rbk r + 1c1 +   + s rcs r = 0: ()
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Перепишем это равенство следующим образом
g = 1a1 + 2a2 +   + rar + 1b1 + 2b2 +   + k rbk r =
=  1c1   2c2        s rcs r:
Отсюда следует, что g 2 L1 и g 2 L2, значит g 2 L1\L2, следовательно суще-
ствуют числа 1; 2; : : : ; r такие, что g = 1a1+2a2+ : : : rar Поэтому, вектор
g представим двумя способами через две ЛНЗ системы векторов, причем од-
на является подсистемой другой. Чего не может быть в силу однозначности
разложения по базису. А значит, все коэффициенты i = 0. Подставляя вме-
сто i нули в равенство (**), получим, что линейная комбинация векторов
базиса пространства L2 равна нулю. Отсюда следует, что все коэффициенты
i = 0 и i = 0. Таким образом, все коэффициенты линейной комбинации
(**) равны нулю. Это и означает, что система (*) – ЛНЗ, т.е. векторы этой
системы образуют базис подпространства L1 + L2. Количество векторов в
системе (*) должно равняться размерности подпространства, поэтому имеем
n = k + s  r. Теорема доказана.
Пример 2.0.2. Найти базисы суммы и пеpесечения подпpостpанств, на-
тянутых на системы вектоpов
a1 = (1; 2; 1); a2 = (1; 1; 1); a3 = (1; 3; 3);
b1 = (2; 3; 1); b2 = (1; 2; 2); b3(1; 1; 3): 
 Решение. Введем обозначение L1 =< a1; a2; a3 >;L2 =< b1; b2; b3 >. Эта
запись означает, что любой элемент из L1 является линейной комбинацией
элементов a1; a2; a3, а каждый элемент из L2 является линейной комбинацией
элементов b1; b2; b3. По опpеделению суммы подпpостpанств любой элемент из
L1+L2 является линейной комбинацией элементов a1; a2; a3; b1; b2; b3. Поэтому
для нахождения базиса попpостpанства L1+L2 достаточно найти максималь-
ную линейно независимую подсистему этой системы. С этой целью выпишем


































Из пpедпоследней матpицы видно, что вектоpы a1; a2; b1 обpазуют максималь-
ную линейно независимую подсистему. Таким обpазом, базис подпpостpан-
ства L1 + L2 состоит из вектоpов a1; a2; b1 (заметим, что вместо вектоpа b1
можно было бы взять вектоp b2 или b3). В качестве базиса подпpостpанства
L1 можно взять вектоpы a1; a2. Найдем базис подпpостpанства L2.0@ 2 3  11 2 2
1 1  3
1A 
0@ 2 3  10  1  5
0 1 5
1A 
0@ 2 3  10  1  5
0 0 0
1A :
Вектоpы b1; b2 составляют базис подпpостpанства L2. Из теоpемы о pаз-
меpности суммы двух подпpостpанств получаем pавенство
dim(L1 \ L2) = dimL1 + dimL2   dim(L1 + L2) = 2 + 2  3 = 1
Следовательно, в качестве базисного вектоpа подпpостpанства L1\L2 можно
взять любой вектоp из L1\L2, обозначим его чеpез x. Так как x 2 L1 и x 2 L2,
то x является линейной комбинацией вектоpов a1; a2 и b1; b2, поэтому можно
записать
x = k1a1 + k2a2 = c1b1 + c2b2;
где k1; k2; c1; c2 – неизвестные коэффициенты. Пеpеходя к кооpдинатам, т.е.
пpиpавнивая соответствующие кооpдинаты, получим систему линейных уpав-
нений 8<:
k1 + k2   2c1   c2 = 0
2k1 + k2   3c1   2c2 = 0
k1   k2   c1   2c2 = 0:
Решим эту систему.0@ 1 1  2  12 1  3  2
1  1 1  2
1A 
0@ 1 1  2  10  1 11 0
0  2 3  1
1A 
0@ 1 1  2  10 1  1 0
0 0 1  1
1A ;
8<:
k1 + k2   2c1 = c2
k2   c1 = 0
c1 = c2:
Таким обpазом, x = 2a1 + a2 = b1 + b2 = (3; 5; 1). Этот вектоp является
базисом подпpостpанства L1 \ L2. 
В следующем разделе вводятся понятия линейного преобразования и
оператора линейного пространства, pассматpиваются их свойства, примеры,
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способы задания в разных базисах, действия над линейными преобразовани-
ями. Определяются понятия ядра и области значений преобразования, дока-
зывается теорема о сумме ранга и дефекта линейного преобразования. Опре-
деляются и подробно изучаются собственные векторы и собственные числа,





3.1 Определение линейного преобразования
Пусть V иW – два линейных векторных пространства над числовым мно-
жеством P . Отображение ' : V  ! W пространства V в пространство W
называется линейным преобразованием, если выполняются следующие усло-
вия:
'(a+ b) = '(a) + '(b); 8a; b 2 V ;
'(a) = '(a); 8a 2 V; 8 2 P:
Если V = W , то линейное преобразование называется линейным оператором.









Доказательство формулы (*) проведем методом математической индукции
по числу векторов n.
1. Пусть n = 2. Тогда, учитывая условия линейности преобразования ',
получим:
'(1a1 + 2a2) = '(1a1) + '(2a2) = 1'(a1) + 2'(a2):
2. Предположим, что для n  1 вектора формула (*) справедлива.
3. Докажем справедливость (*) для n векторов. Действительно, так как
























Будем называть два преобразования ';  равными, если образы любого
вектора a из пространства V совпадают, т.е.
' =  () 8a 2 V; '(a) =  (a):
Пусть в пространстве V задан базис e:
e = (e1; e2; : : : ; en)
и выбран произвольный вектор a = 1e1 + 2e2 +    + nen. Найдем образ








Отсюда следует, что для нахождения образа произвольного вектора про-
странства V , а, значит, и для задания преобразования ' достаточно задать
образы базисных векторов:
'(e1) = 11e1 + 21e2 +   + n1en;
'(e2) = 12e1 + 22e2 +   + n2en;
: : : : : : : : : : : : : : :
'(en) = 1ne1 + 2ne2 +   + nnen:




11 12 : : : 1n
21 22 : : : n2
: : : : : : : : : : : :
n1 n2 : : : nn
1CCA
называется матрицей линейного преобразования ' в заданном базисе.
23
Теорема 3.1.1. Пусть c1; c2; : : : ; cn – произвольно выбранные векторы
пространства W , e1; e2; : : : ; en – базис пространства V . Тогда, полагая
'(e1) = c1; '(e2) = c2; : : : ; '(en) = cn;
получим однозначно определенное линейное преобразование пространства V
в пространство W .











Проверим два условия линейности преобразования.








































Докажем единственность преобразования '. Предположим, что существует
преобразование  такое, что
 (e1) = c1;  (e2) = c2; : : : ;  (en) = cn:
Тогда для любого элемента a 2 V










Из определения равенства преобразований следует, что  = '. Теорема до-
казана.
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В конце этого параграфа ответим на вопрос: как связаны между собой
матрицы одного и того же линейного оператора в разных базисах?
Пусть ' – линейный оператор пространства V , в котором заданы два бази-
са: e : e1; e2; : : : ; en и e0 : e01; e02; : : : ; e0n; ' имеет в базисе e матрицу A и матрицу
B в базисе e0, и пусть T – матрица перехода от базиса e к базису e0.
'(e) = eA; (1)
'(e0) = e0B; (2)
e0 = eT: (3)
Тогда можно записать:
'(eT ) = eTB: (4)
Рассмотрим i-ю строку левой части равенства (4):
'(t1ie1 + t2ie2 +   + tnien) = t1i'(e1) + t2i'(e2) +   + tni'(en) =







Получили i–ю строку матрицы '(e)T , т.е. '(eT ) = '(e)T . Учитывая равен-
ства (4) и (1), получим:
eAT = eTB:
В силу линейной независимости базисных векторов получим равенство мат-
риц: AT = TB. Умножая это равенство на T 1 справа и слева, соответствен-
но получим следующие формулы, связывающие матрицы одного и того же
оператора в разных базисах:
B = T 1AT A = TBT 1: (5)
Матрицы A и B, связанные равенствами (5), называются подобными.
Пример 3.1.1. Линейное пpеобpазование ' в базисе e1; e2; e3 имеет матpи-
цу
A =
0@ 15  11 520  15 8
8  7 6
1A :
Найти его матpицу в базисе f1; f2; f3, где
f1 = 2e1 + 3e2 + e3; f2 = 3e1 + 4e2 + e3; f3 = e1 + 2e2 + 2e3:
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 Решение. Матpица пеpехода от базиса e1; e2; e3 к базису f1; f2; f3 имеет
вид
T =
0@ 2 3 13 4 2
1 1 2
1A :
Матpица B линейного пpеобpазования ' в базисе f1; f2; f3 связана с матpицей






 =  1; T 0 =
0@ 2 3 130 4 1
1 2 2
1A ; T  =




0@  6 5  24  3 1
1  1 1
1A :
Тепеpь вычислим матpицу B по формуле B = T 1AT .
B =
0@  6 5  24  3 1
1  1 1
1A0@ 15  11 520  15 8
8  7 6
1A0@ 2 3 13 4 2
1 1 2
1A =
0@ 1 0 00 2 0
0 0 3
1A :
Последняя матpица является искомой матpицей линейного пpеобpазования
' в базисе f1; f2; f3 
Учитывая теорему об определителе произведения матриц (см. [7], часть 1,
Теорема 4.1.3) можно сделать следующий вывод:
определители матриц линейного оператора пространства в разных ба-
зисах равны.
Прежде чем сравнить ранги матриц линейного оператора в разных бази-
сах, докажем следующую теорему.
Теорема 3.1.2. Ранг произведения матриц не выше ранга каждого из
сомножителей.
Доказательство. Пусть AB = C, rangA = r1; rangB = r2. a1; a2; : : : ; ar1 –
столбцы матрицы A, образующие базис. b1; b2; : : : ; br2 – строки матрицы B,
образующие базис.
Произвольный элемент матрицы C вычисляется по формуле:
cij = ai1b1j + ai2b2j +   + ainbnj: ()
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Зафиксируем j и, меняя i от 1 до n, получим столбец матрицы C:
c1j = a11b1j + a12b2j +   + a1nbnj;
c2j = a21b1j + a22b2j +   + a2nbnj;
: : : : : : : : : : : : : : :
cnj = an1b1j + an2b2j +   + annbnj;
Заметим, что полученный j-ый столбец матрицы C линейно выражается че-
рез столбцы матрицы A, а, значит, через базисные столбцы a1; a2; : : : ; ar1. По
свойству (5) линейно зависимых векторов число базисных столбцов матрицы
C не должно быть больше, чем r1. Это и означает, что rangC 6 rangA.
Зафиксировав в (*) i и меняя j , получим аналогичный вывод относительно
строк матрицы C: число базисных строк матрицы C не может быть больше,
чем r2. А, значит, rangC 6 rangB. Теорема доказана.
Следствие. Ранг произведения матрицы A на невырожденную матрицу
совпадает с рангом матрицы A.
Действительно, если C = AT , где T – невырожденная матрица, то имеем
rangC 6 rangA. Выразим матрицу A через матрицу C: A = CT 1, откуда
получим rangA 6 rangC. Отсюда следует, что ранги матриц A и C равны.
Принимая во внимание, что матрицы линейного оператора в разных бази-
сах связаны формулами (5), можно сделать следующий вывод:
матрицы линейного оператора, заданные в разных базисах, имеют оди-
наковый ранг.
3.2 Действия над линейными преобразованиями
Рассмотрим два линейных преобразования ' и  , действующих из про-
странства V в пространство W . Оба пространства рассматриваются над од-
ним и тем же числовым множеством P .
 Суммой двух линейных преобразований ' и  называется отображение
'+  , которое задается следующим образом:
('+  )(a) = '(a) +  (a); 8a 2 V:
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Докажем, что множество линейных преобразований замкнуто относительно
операции сложения, т.е., что сумма двух линейных преобразований есть ли-
нейное преобразование.
('+  )(a+ b) = '(a+ b) +  (a+ b) = '(a) + '(b) +  (a) +  (b) =
= ('+  )(a) + ('+  )(b):
('+  )(a) = '(a) +  (a) = ('(a) +  (a)) = ('+  )(a):
Найдем матрицу суммы линейных преобразований. Пусть в некотором базисе
e пространства V преобразование ' имеет матрицу A' = (ij), а преобразо-
вание  в том же базисе имеет матрицу B = (ij). Это означает, что
'(e) = A'e  (e) = B e
Найдем образ произвольного базисного вектора ei; i = 1; : : : ; n:










Отсюда по определению матрицы линейного преобразования следует, что
матрица суммы двух линейных преобразований пространства V в про-
странство W равна сумме матриц этих преобразований, заданных в одном
и том же базисе пространства V :
C'+ = A' +B :
 Произведением линейного преобразования ' на число  называется отоб-
ражение ', которое задается следующим образом:
(')(a) = '(a);8a 2 V:
Линейность произведения преобразования на число доказывается анало-
гично доказательству линейности суммы двух преобразований. Найдем мат-
рицу преобразования '. Для этого найдем образ каждого базисного вектора
ei; i = 1; : : : ; n:








Отсюда можно сделать вывод:
матрица произведения линейного преобразования на число равна произ-
ведению матрицы преобразования на это число: B' = A'.
Нетрудно убедиться, что множество всех линейных преобразований, дей-
ствующих из пространства V в пространство W , образует линейное про-
странство.
Для этого необходимо проверить выполнимость всех восьми условий про-
странства. Отметим, что роль нулевого элемента выполняет нулевой опера-
тор  : (a) = 0; 8a 2 V . Для примера докажем выполнимость четвертого
условия – существование противоположного элемента. Определим для любо-
го преобразования ' отображение  ' следующим образом:
( ')(a) =  '(a); 8a 2 V:
Очевидно, что это линейное преобразование. Кроме того, 8a 2 V :
('+ ( '))(a) = '(a) + ( '(a)) = '(a)  '(a) = 0
Это и означает, что ' + ( ') = , т.е. условие 4. линейного пространства
выполняется.
Далее рассмотрим случай, когда пространства V и W совпадают. В этом
случае линейное преобразование называется линейным оператором простран-
ства.
 Произведением двух линейных операторов ' и  , действующих в про-
странстве V , называется отображение ' , которое задается следующим
образом:
(' )(a) = '( (a)); 8a 2 V:
Докажем линейность этого оператора. Возьмем произвольные a; b из V .
(' )(a+ b) = '( (a+ b)) = '( (a) +  (b)) = '( (a)) + '( (b)) =
= (' )(a) + (' )(b):
Аналогично проверяем второе условие линейности. Для любого числа  из
множества P и вектора a получаем:
(' )(a) = '( (a)) = '( (a)) = (' (a)) = (' )(a):
Найдем матрицу линейного оператора ' :




















Заметим, что выражение, стоящее в круглых скобках последнего равенства,
равно элементу матрицы AB, находящемуся в j-ой строке и в i-ом столбце.
Это и означает, что




Область значений и ядро линейного
преобразования
Рассмотрим преобразование ', действующее из пространства V в про-
странство W . Областью значений линейного преобразования ' называется
множество
Im ' = f! 2 W j9v 2 V; '(v) = !g:
Ядром линейного преобразования ' называется множество
Ker' = fv 2 V j'(v) = 0 2 Wg:
Теорема 4.0.1. Пусть ' — линейное преобразование, действующее из
пространства V в пространство W , оба пространства над множеством
P . Тогда Im ' – подпространство пространства W , а Ker' – подпростран-
ство пространства V .
Доказательство. Воспользуемся критерием подпространства. Пусть a и b –
произвольные векторы множества Im ', ;  – любые числа множества P .
Тогда существуют v1; v2 2 V такие, что '(v1) = a, '(v2) = b. Так как V
– пространство, то v1 + v2 2 V , а значит, '(v1 + v2) 2 Im V . В силу
линейности преобразования ' получим: '(v1) + '(v2) = a + b 2 Im '.
Отсюда следует, что Im ' является подпространством пространства W .
Выберем два произвольных вектора a; b 2 Ker'. Это означает, что '(a) = 0
и '(b) = 0: Тогда для любых чисел ;  2 P получаем:
'(a+ b) = '(a) + '(b) = 0 + 0 = 0:
По определению ядра получим, что a+ b 2 Ker': А значит, Ker' – под-
пространство пространства V . Теорема доказана.
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Рангом линейного преобразования ' пространства V вW называется ранг
матрицы этого преобразования в каком-нибудь базисе этого пространства.
Так как ранги матриц линейного преобразования в разных базисах равны,
то определенный таким образом ранг не зависит от выбора базиса простран-
ства V .
Теорема 4.0.2. Пусть '– линейное преобразование, действующее из
пространства V в пространство W . Тогда ранг преобразования ' совпа-
дает с размерностью подпространства Im ': rang' = dim(Im '):
Доказательство. Пусть e = (e1; e2; : : : ; en) – базис пространства V ,
e0 = (e01; e
0
2; : : : ; e
0
n) – базис пространства W , A' – матрица линейного преоб-










2 +   + n2e0n;





2 +   + nne0n:
Im ' является подпространством пространства W , и поэтому обладает бази-
сом. В качестве базиса можно выбрать максимальную линейно независимую
подсистему системы векторов '(e1); '(e2); : : : ; '(en). Действительно, любой




iei 2 V :







Это означает, что v линейно выражается через векторы '(e1); : : : ; '(en), а,
значит, и через линейно независимую подсистему этих векторов.
Но
'(e1) = (11; 21; : : : ; n1);
: : : : : : : : : : : : : : : : : : : : : : : : : : :
'(en) = (1n; 2n; : : : ; nn):
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Отсюда следует, что количество векторов в максимальной линейно незави-
симой подсистеме векторов '(e1); '(e2); : : : ; '(en) совпадает с максимальным
числом линейно независимых строк матрицыA'. Поэтому rang' = dim(Im').
Дефектом линейного преобразования ' : V  ! W называется размер-
ность его ядра Ker'.
Связь между рангом и дефектом линейного преобразования устанавливает
следующая теорема:
Теорема 4.0.3. Пусть ' : V  ! W – линейное преобразование. Тогда
сумма ранга и дефекта этого преобразования совпадает с размерностью
пространства V :
dim(V ) = dim(Im ') + dim(Ker'):
Доказательство. Пусть b1; b2; : : : ; bk – базис подпространства Im ' простран-
ства W . По определению для каждого элемента из образа ' существует про-
образ, т.е. существуют элементы a1; a2; : : : ; ak 2 V такие, что
'(a1) = b1; '(a2) = b2; : : : ; '(ak) = bk:
Элементы a1; a2; : : : ; ak образуют линейно независимую систему. Действи-
тельно, предположим, что
1a1 + 2a2 +   + kak = 0:
Тогда и
'(1a1 + 2a2 +   + kak) = 0:
Откуда следует, что
1'(a1) + 2'(a2) +   + k'(ak) = 0;
1b1 + 2b2 +   + kbk = 0:
Из линейной независимости векторов b1; b2; : : : ; bk получаем:
1 = 0; 2 = 0; : : : ; k = 0:
Обозначим через L подпространство, порожденное векторами
a1; a2; : : : ; ak. Отметим, что dimL = k = dim(Im '): Докажем, что
L \Ker' = f0g:
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Пусть l = 1a1 + 2a2 +    + kak – элемент из L такой, что '(l) = 0. Тогда
получим
'(1a1 + 2a2 +   + kak) = 0;
1'(a1) + 2'(a2) +   + k'(ak) = 0;
1b1 + 2b2 +   + kbk = 0:
Отсюда следует, что 1 = 2 =    = k = 0 , т.е. l = 0.
Теперь докажем, что произвольный вектор v из пространства V предста-
вим в виде суммы элементов из ядра и подпространства L. Пусть '(v) = b,
b 2 Im '. Для вектора b найдется прообраз a, принадлежащий подпростран-
ству L, так как a может быть выражен через прообразы векторов b1; b2; : : : ; bk:
'(a) = b. Следовательно,
'(v)  '(a) = 0; '(v   a) = 0:
Это означает, что v   a = c 2 Ker'. Тем самым мы показали, что v = a+ c,
где a 2 L, c 2 Ker'. Таким образом получено V = L +Ker'. По теореме о
размерности суммы подпространств имеем
dimV = dim(L+Ker') = dimL+ dimKer'  dim(L \Ker') =
= dim(Im ') + dim(Ker'):
Теорема доказана.
Преобразование назовем невырожденным, если его матрица в каком-нибудь
базисе невырожденна.
Замечание. Следующие утверждения для линейных преобразований век-
торного пространства V эквивалентны:
(1) rangA' = n,
(2) dim(Im ') = rang(A),
(3) dim(Ker') = 0,
(4) преобразование ' – взаимно однозначно,
(5) для преобразования ' существует обратное преобразование ' 1.
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Глава 5
Собственные векторы и собственные
значения
Рассмотрим оператор ', действующий в векторном пространстве V над
числовым множеством P , и пусть A – его матрица в некотором базисе:
A =
0BB@
a11 a12 : : : a1n
a21 a22 : : : a2n
: : : : : : : : : : : :
an1 an2 : : : ann
1CCA :
Составим матрицу A E, где  – произвольное число из множества P , а
E – единичная матрица.
Найдем определитель этой матрицы:
jA  Ej =

a11    a12 : : : a1n
a21 a22    : : : a2n
: : : : : : : : : : : :
an1 an2 : : : ann   
 :
Определитель jA Ej представляет собой многочлен степени n относительно
переменной  и называется характеристическим многочленом матрицы A, а
его корни, принадлежащие множеству P , называются характеристическими
корнями этой матрицы.
Теорема 5.0.4. Характеристические многочлены матриц линейного опе-
ратора ' в разных базисах пространства совпадают.
Доказательство. Пусть A' и B' – матрицы линейного оператора ' вектор-
ного пространства V , заданные в разных базисах этого пространства.
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Учитывая, что матрицы A' и B' подобны и произведение любой матри-
цы на единичную коммутативно, а так же, что определитель произведения
матриц равен произведению определителей, получим:
jB   Ej = jT 1AT   ET 1T j = jT 1(A  E)T j =
= jE 1jjA  EjjT j = jA  Ej:
Ненулевой вектор b пространства V называется собственным вектором
оператора ', соответствующим собственному значению 0, если выполняется
равенство '(b) = 0b:
Теорема 5.0.5. Cобственными значениями линейного оператора, дей-
ствующего в пространстве V над множеством R, если они есть, являют-
ся действительные характеристические корни и только они.
Доказательство. Пусть b = (1; 2; : : : ; n) – собственный вектор линейного
оператора ', соответствующий действительному собственному значению 0,
A = (ij) – действительная матрица оператора в некотором базисе простран-
ства V . Тогда
'(b) = (1; 2; : : : ; n)A
0 = (1; 2; : : : ; n):
Записывая это матричное равенство в виде системы уравнений, получим:8>><>>:
(11   0)1 + 122 + : : : + 1nn = 0
211 +(22   0)2 + : : : + 2nn = 0
: : : : : : : : : : : :
n11 + n22 + : : : +(nn   0)n = 0:
(1)
Эта однородная система уравнений имеет по условию ненулевое решение,
следовательно определитель матрицы равен нулю. А значит, равен нулю и
определитель транспонированной матрицы:
11   0 12 : : : 1n
21 22   0 : : : 2n
: : : : : : : : : : : :
n1 n2 : : : nn   0
 = 0 = jA  0Ej: (2)
Это и означает, что 0 является характеристическим корнем матрицы. Об-
ратно, пусть 0 – действительный корень характеристического многочлена
матрицы A, т.е. выполняется равенство (2).
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Тогда система (1) имеет ненулевое решение b, а это означает, что оператор
' имеет собственный вектор b, соответствующий собственному значению 0.
Замечание. Если бы мы рассматривали комплексное линейное простран-
ство, то требование действительности характеристического корня было бы
лишним, т.е. справедливо утверждение:
Характеристические корни линейного оператора комплексного линейно-
го пространства и только они служат собственными значениями этого
оператора.
Отсюда, в частности, следует, что
в комплексном линейном пространстве всякий линейный оператор обла-
дает собственными векторами.
Пример 5.0.1. Найти собственные значения и собственные вектоpы
опеpатоpа, задаваемого матpицей0@ 0 1 0 4 4 0
 2 1 2
1A :




 4 4   0
 2 1 2  
 = 3+62 8+8 4 =  3+62 12+8;
3   62 + 12  8 = (  2)3 = 0; 1 = 2 = 3 = 2:
Все собственные значения опеpатоpа оказались pавными. Найдем тепеpь соб-
ственные вектоpы, соответствующие собственному значению  = 2. Составим
матpицу A  E для  = 2: 0@  2 1 0 4 2 0
 2 1 0
1A :
Все стpоки матpицы пропорциональны. Поэтому система для нахождения
вектоpов состоит из одного уpавнения  2x1 + x2 = 0.





Собственные вектоpы опеpатоpа ' имеют вид c1(1; 2; 0) + c2(0; 0; 1), где c1; c2
– пpоизвольные числа не pавные нулю одновpеменно. 
Свойства собственных векторов.
(1) Множество собственных векторов, соответствующих одному и тому же
собственному значению, и нуль-вектор образуют подпространство простран-
ства V .
Доказательство. Воспользуемся критерием подпространства. Пусть b1 и b2 
собственные векторы оператора ', соответствующие собственному значению
0. Т.е. '(b1) = 0b1 и '(b2) = 0b2. Рассмотрим вектор b = t1b1 + t2b2, где
t1; t2 – произвольные числа из множества P . Найдем образ этого вектора при
действии линейного оператора ':
'(b) = '(t1b1 + t2b2) = t1'(b1) + t2'(b2) = t10b1 + t20b2 =
= 0(t1b1 + t2b2) = 0b:
Это означает, что b является собственным вектором оператора ', соответ-
ствующим собственному значению 0.
(2) Собственные векторы, соответствующие разным собственным значени-
ям линейного оператора, образуют линейно независимую систему.
Доказательство. Пусть ' – линейный оператор пространства V , b1; b2; : : : ; bk
– собственные векторы, соответствующие собственным значениям 1; 2; : : : ; k
и i 6= j, при i 6= j. Воспользуемся методом математической индукции по
количеству собственных векторов.
1. При k = 1 утверждение справедливо, т.к. один ненулевой вектор явля-
ется линейно независимым.
2. Предположим, что свойство выполняется для k 1 собственного вектора.
3. Пусть линейная комбинация k собственных векторов равна нулю с неко-
торыми коэффициентами 1; 2; : : : ; k:
1b1 + 2b2 +   + kbk = 0: (3)
Тогда
'(1b1 + 2b2 +   + kbk) = 0;
1'(b1) + 2'(b2) +   + k'(bk) = 0;
11b1 + 22b2 +   + kkbk = 0: (4)
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Умножим равенство (3) на какое-нибудь собственное число, например, на 1
11b1 + 12b2 +   + 1kbk = 0: (5)
Вычтем из равенства (4) равенство (5), получим
2(2   1)b2 + 3(3   1)b3 +   + k(k   1)bk = 0: (6)
Равенство (6) означает, что линейная комбинация k 1 собственного вектора
равна нулю. По предположению индукции эти векторы линейно независимы,
а значит, все коэффициенты этой линейной комбинации равны нулю
i(i   1) = 0; i = 2; 3; : : : ; k:
Т.к. по условию i 6= j, при i 6= j, то отсюда получаем
2 = 3 =    = k = 0:
Из равенства (3) следует, что и 1 = 0. Следовательно, векторы b1; b2; : : : ; bk
линейно независимы.
Замечание. В этом разделе мы рассматривали линейные операторы, дей-
ствующие в линейном векторном пространстве V над числовым множеством
P . Если P = C (множество комплексных чисел), то характеристический мно-
гочлен имеет ровно n комплексных корней. Этот факт доказан в теории мно-
гочленов. Если P = R (множество действительных чисел), то характери-
стический многочлен может не иметь действительных корней вовсе, или их
число может быть меньше степени многочлена.
Оператор ' называется оператором с простым спектром, если все его
собственные значения различны и действительны.
Пусть оператор ' имеет простой спектр. Если взять n векторов e1; e2; : : : ; en,
каждый из которых соответствует разным собственным значениям, то эти
векторы образуют базис пространства V . Найдем матрицу линейного опера-
тора в этом базисе.
'(e1) = 1e1; '(e2) = 2e2; : : : ; '(en) = nen;
i 6= j; i 6= j;
A =
0BB@
1 0 : : : 0
0 2 : : : 0
: : : : : : : : : : : :
0 0 : : : n
1CCA :
Мы получили матрицу диагонального вида и тем самым доказали следую-
щую теорему.
39
Теорема 5.0.6. Если оператор ' имеет простой спектр, то его мат-
рица подобна матрице диагонального вида.
Пример 5.0.2. Выяснить можно ли пpивести к диагональному виду
матpицу линейного оператора A путем пеpехода к новому базису. Найти
этот базис и соответствующую ему матрицу.
A =
0@  1 3  1 3 5  1
 3 3 1
1A :




 1   3  1
 3 5    1
 3 3 1  
 =  3 + 52   8+ 4 = 0;
3   52 + 8  4 = 0:
Найдем корни многочлена, разложив его на множители
(2   4+ 4)  (2   4+ 4) = (  1)(  2)2:
1 = 1; 2 = 3 = 2:
Вычислим собственный вектоp матpицы A, соответствующий собственно-
му значению  = 1. Подставим  = 1 в матpицу A  E:0@  2 3  1 3 4  1
 3 3 0
1A :
Поскольку опpеделитель данной матpицы pавен 0, то строки матpицы ли-
нейно зависимы, и по кpайней меpе одну из них можно заменить нулевой стpо-
кой, напpимеp, пеpвую. Тогда система для опpеделения собственного вектоpа
состоит из двух уpавнений:
3x1   4x2 + x3 = 0
 3x1 + 3x2 = 0 ;








В качестве пеpвого базисного вектоpа можно взять собственный вектоp
a1 = (1; 1; 1)
Вычислим собственный вектоp, соответствующий собственному значению
 = 2: 0@  3 3  1 3 3  1
 3 3  1
1A :
Система состоит из одного уpавнения  3x1 + 3x2   x3 = 0, откуда




Таким обpазом, вектоpы a2 = (1; 0; 3); a2 = (0; 2; 3) являются недостаю-
щими базисными вектоpами. Матpица данного линейного опеpатоpа в базисе






Раздел посвящен изучению особого вида векторных пространств, называе-
мых евклидовыми пространствами. Определяется ортонормированный базис,
описывается процесс ортогонализации базиса, доказывается изоморфизм ев-
клидовых пространств, вводятся понятия ортогонального дополнения и ор-
тогональной проекции вектора.
6.1 Скалярное произведение
Рассмотрим линейное пространство V над множеством действительных
чисел.
Будем говорить, что в пространстве V задано скалярное произведение,
если определено отображение V  V  ! R , которое каждой паре векторов
a; b ставит в соответствие действительное число, обозначаемое  = (a; b),
удовлетворяющее следующим условиям:
1. (a; b) = (b; a); 8a; b 2 V ;
2. (a+ b; c) = (a; c) + (b; c); 8a; b; c 2 V ;
3. (a; b) = (a; b); 8a; b 2 V; 8 2 R;
4. (a; a) > 0; 8a 6= 0; a 2 V .
Число  = (a; b) будем называть скалярным произведением, а простран-
ство V , с введенным на нем скалярным произведением, называется евкли-
довым векторным пространством. Если векторное пространство V имеет
размерность n, то евклидово пространство будем обозначать En.
Из условий, определяющих скалярное произведение, следует, что скаляр-
ный квадрат нулевого вектора равен нулю. Действительно,
(0; 0) = (0  a; 0  a) = 0(a; a) = 0:
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Обобщая условия 2 и 3, можно при помощи метода математической ин-













Выберем в пространстве En какой-нибудь базис: e1; e2; : : : ; en. Тогда произ-
вольные элементы a и b из En раскладываются по этому базису:
a = 1e1 + 2e2 +   + nen;
b = 1e1 + 2e2 +   + nen:
Найдем скалярное произведение этих элементов, учитывая свойство (1):












Отсюда видно, что для нахождения скалярного произведения любых двух
элементов достаточно знать, как задается скалярное произведение на базис-
ных векторах, т.е. необходимо знать n2 чисел, каждое из которых равно ска-
лярному произведению двух базисных векторов. Такое задание осуществля-
ется при помощи матрицы, называемой матрицей Грама :
G =
0BB@
(e1; e1) (e1; e2) : : : (e1; en)
(e2; e1) (e2; e2) : : : (e2; en)
: : : : : : : : : : : :
(en; e1) (en; e2) : : : (en; en)
1CCA :
Так как скалярное произведение коммутативно, то (ei; ej) = (ej; ei) и в
матрице Грама симметричные относительно главной диагонали числа рав-
ны. Обратное утверждение также верно: любая матрица, элементы которой
симметричны относительно главной диагонали (такая матрица называется
симметрической), задает скалярное произведение базисных векторов, а зна-
чит, задает евклидово пространство. Скалярное произведение на линейном
пространстве можно задавать разными способами, и каждый раз будем по-
лучать разные евклидовы пространства. Например, скалярное произведение
можно задать следующей матрицей Грама:
G =
0BB@
1 0 : : : 0
0 1 : : : 0
: : : : : : : : : : : :
0 0 : : : 1
1CCA :
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Тогда скалярное произведение двух произвольных векторов пространства вы-
ражается через их координаты следующим образом:
(a; b) = 11 + 22 +   + nn:
Ниже мы докажем, что как бы ни было определено скалярное произведение,
найдется такой базис, в котором скалярное произведение любых двух векто-
ров будет вычисляться как сумма произведений соответственных координат
векторов в этом базисе.
Введем некоторые определения.
Два элемента a и b евклидова пространства En называются ортогональ-
ными, если их скалярное произведение равно нулю, т.е. (a; b) = 0.
Система элементов a1; a2; : : : ; ak из евклидова пространства En называется
ортогональной, если ее векторы попарно ортогональны:
(ai; aj) = 0; i 6= j: (2)
Элемент a евклидова пространства называется нормированным, если его
скалярный квадрат равен 1: (a; a) = 1.
Система элементов a1; a2; : : : ; ak евклидова пространства En называется
ортонормированной, если выполняются следующие условия
(ai; aj) =

1; i = j;
0; i 6= j: (3)
т.е. система ортогональна и нормирована.
Теорема 6.1.1. Любая ортогональная система ненулевых элементов ев-
клидова пространства является линейно независимой.
Доказательство. Пусть система a1; a2; : : : ; ak является ортогональной, т.е.
выполняются условия (2), причем (ai; ai) > 0; i = 1; : : : ; k. Рассмотрим
линейную комбинацию :
1a1 + 2a2 +   + kak = 0: (4)
Умножив обе части равенства (4) на любой элемент системы, например, на
ai, получим:
1(a1; ai) + 2(a2; ai) +   + i(ai; ai) +   + k(ak; ai) = 0:
Учитывая равенства (2), получим:
i(ai; ai) = 0:
Отсюда следует, что i = 0, для всех i = 1; : : : ; k. По определению линейной
независимости это означает, что данная система линейно независима.
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6.2 Ортогональный базис
В этом параграфе будет описан процесс ортогонализации, с помощью ко-
торого из произвольного базиса пространства можно получить базис, состоя-
щий из ортогональных векторов. Основывается процесс ортогонализации на
следующей теореме:
Теорема 6.2.1 (Грама-Шмидта). Из любой линейно независимой систе-
мы можно получить ортогональную систему векторов.
Доказательство. Пусть a1; a2; : : : ; ak – произвольная линейно независимая
система векторов пространства En. Наша цель построить ортогональную си-
стему векторов b1; b2; : : : ; bk. Положим b1 = a1.
Вектор b2 найдем в виде b2 = a2 + 21b1.
Подберем коэффициент 21 так, чтобы векторы b1 и b2 были ортогональны:
0 = (b1; b2) = (b1; a2 + 21b1) = (b1; a2) + 21(b1; b1):
Отсюда получаем:
21 =  (b1; a2)
(b1; b1)
:
Так как система a1; a2; : : : ; ak – линейно независима, то она не может содер-
жать нулевой вектор, а значит, представление b2 через b1 = a1 и a2 возможно.
Дальнейшее построение системы векторов b1; b2; : : : ; bk продолжим вос-
пользовавшись методом математической индукции, первый шаг которой уже
сделан.
Предположим что построена ортогональная система векторов b1; : : : ; bk 1.
Положим bk = ak + k1b1 +    + kk 1bk 1. Умножим скалярно последнее
равенство последовательно на каждый вектор bi; i = 1; : : : ; k   1:
(bi; bk) = (bi; ak + k1b1 +   + kk 1bk 1) =
= (bi; ak) + k1(bi; b1) +   + kk 1(bi; bk 1):
Так как по предположению индукции векторы b1; b2; : : : ; bk 1 попарно орто-
гональны, то (bj; bi) = 0 для всех j = 1; : : : ; k  1; i 6= j. Поэтому получаем
(bi; bk) = (bi; ak) + ki(bi; bi):
Чтобы найденный вектор bk был ортогонален каждому вектору системы
b1; b2; : : : ; bk 1, приравняем к нулю правую часть равенства и найдем ki:




Полученная таким образом система векторов b1; b2; : : : ; bk ортогональна. Тео-
рема доказана.
Используя предыдущую теорему, можно описать процесс ортогонали-
зации линейно независимой системы векторов a1; a2; : : : ; ak:
1. Первый вектор оставляем без изменения: b1 = a1.
2. Следующие векторы находим по формуле
bi = ai   (b1; ai)
b1; b1)
b1   (b2; ai)
b2; b2)
b2        (bi 1ai)
(bi 1; bi 1)
bi 1; i = 2; : : : ; k:
Если число векторов в заданной системе равнялось n = dimE, то получен-
ные векторы b1; b2; : : : ; bn образуют ортогональный базис, так как их число
равняется размерности пространства и они, в силу теоремы 3.1.1, линейно
независимы. Таким образом, справедливо утверждение, что всякое евклидо-
во пространство обладает ортогональным базисом. Если каждый вектор






то получим ортонормированный базис e1; e2; : : : ; en, где
(ei; ej) =

0; i 6= j;
1; i = j:
Пример 6.2.1. Пpименяя пpоцесс ортогонализации, постpоить оpтого-
нальный базис подпpостpанства, натянутого на систему вектоpов
a1 = (1; 2; 2; 1); a2 = (1; 1; 5; 3); a3 = (3; 2; 8; 7):
 Решение. Пpежде всего найдем базис подпpостpанства
L =< a1; a2; a3 >. Для этого найдем максимальную линейно независимую
подсистему системы a1; a2; a3.
Запишем матpицу, составленную из вектоpов a1; a2; a3 и пpиведем ее к
ступенчатому виду0@ 1 2 2  11 1  5 3
3 2 8  7
1A 
0@ 1 2 2  10 1 7  4
0  4 2  4
1A 
0@ 1 2 2  10 1 7  4
0 0 30  20
1A :
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Пеpвые тpи столбца последней матpицы обpазуют ненулевой миноp поpяд-
ка 3. Следовательно, вектоpы a1; a2; a3 линейно независимы, т.е. образуют
базис этого подпространства, и к ним можно пpименить пpоцесс оpтогонали-
зации.
Обозначим чеpез b1; b2; b3 искомый оpтогональный базис. Согласно теоpеме
они пpедставимы в виде
b1 = a1 = (1; 2; 2; 1); b2 = 21b1 + a2; b3 = 31b1 + 32b2 + a3:
Вычислим неизвестные коэффициенты
21 =  (b1; a1)
(b1; b1)
=  1 + 2  10  3
1 + 4 + 4 + 1
= 1;
31 =  (b1; a3)
(b1; b1)
=  3 + 4 + 16 + 7
1 + 4 + 4 + 1
=  3;
32 =  (b2; a3)
(b2; b2)
=  6 + 6  24  14
4 + 9 + 9 + 4
= 1:
Откуда получаем
b2 = (1; 2; 2; 1) + (1; 1; 5; 3) = (2; 3; 3; 2);
b3 =  3(1; 2; 2; 1) + (2; 3; 3; 2) + (3; 2; 8; 7) = (2; 1; 1; 2):
Искомый базис имеет вид
b1 = (1; 2; 2; 1); b2 = (2; 3; 3; 2); b3 = (2; 1; 1; 2): 
Теорема 6.2.2. Базис e1; e2; : : : ; en евклидова пространства En тогда и
только тогда будет ортонормированным, когда скалярное произведение лю-
бых двух векторов пространства равно сумме произведений соответствен-
ных координат этих векторов в данном базисе.
Доказательство. Необходимость. Пусть в евклидовом пространстве En за-
дан базис e : e1; e2; : : : ; en, и если векторы a и b имеют в нем координаты:
a = (1; 2; : : : ; n); b = (1; 2; : : : ; n);
то скалярное произведение этих векторов находится по формуле:
(a; b) = 11 + 22 +   + nn:
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Запишем базисные векторы в виде координатных строк
e1 = (1; 0; : : : ; 0);
e2 = (0; 1; : : : ; 0);
: : : : : : : : :
en = (0; 0; : : : ; 1):
Найдем скалярное произведение любых двух неравных векторов ei и ej по
указанной формуле
(ei; ej) = 0  0 +   + 1  0 +   + 0  1 +   + 0  0 = 0:
Для любого вектора ei скалярный квадрат равен
(ei; ei) = 0  0 +   + 1  1 +   + 0  0 = 1:
По определению это означает, что базис e – ортонормированный.
Достаточность. Пусть базис e : e1; e2; : : : ; en – ортонормированный, т.е.
(ei; ej) =

0; i 6= j;
1; i = j:








Найдем их скалярное произведение:
















В параграфе 1.3 рассматривались изоморфные векторные пространства.
Для евклидовых пространств E и E 0 понятие изоморфного соответствия ' :
E  ! E 0 дополняется выполнением еще одного условия:
3. (a; b) = ('(a); '(b)); 8a; b 2 E; '(a); '(b) 2 E 0.
Справедлива теорема:
Теорема 6.2.3. Любые два евклидовых пространства одинаковой раз-
мерности изоморфны.
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Доказательство. Пусть даны два евклидовых пространства E и E 0 одина-
ковой размерности n. Выберем в каждом из них ортонормированные бази-
сы. e = e1; e2; : : : ; en – базис пространства E, e0 = e01; e02; : : : ; e0n – базис про-
странства E 0. Рассмотрим отображение ', которое произвольному вектору
a = 1e1 + 2e2 +    + nen пространства V ставит в соответствие вектор
a0 = '(a) = 1e01 + 2e
0
2 +   + ne0n пространства V 0.
Взаимно однозначное соответствие ', определенное таким образом, явля-
ется изоморфизмом пространств E и E 0, как векторных пространств (смотри
доказательство теоремы 1.3.1). Докажем выполнимость условия 3.













Найдем скалярное произведение образов этих векторов, учитывая, что и ба-
зис e0 также ортонормированный:














Это и означает, что евклидовы пространства E и E 0 изоморфны.
6.3 Ортогональное дополнение
Пусть K – подпространство евклидова пространства En. Вектор a будем
называть ортогональным подпространству K и обозначать a?K , если он
ортогонален любому вектору подпространства K, т.е.
(a; b) = 0; 8b 2 K:
Множество K? всех векторов, ортогональных подпространству K, будем
называть ортогональным дополнением подпространства K:
K? = fa 2 Enja?Kg:
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Свойства ортогонального дополнения
(1) K? есть подпространство пространства En.
Для доказательства воспользуемся критерием подпространства. Пусть a и
b принадлежат K?. Это означает, что для всех x из подпространства K
(a; x) = 0; (b; x) = 0:
Найдем скалярное произведение вектора a+ b и произвольного вектора x
из подпространства K
(a+ b; x) = (a; x) + (b; x) = 0
А это значит, что a+ b принадлежит K?.
(2) Пересечение K и K? состоит только из нулевого вектора .
Предположим, что вектор a принадлежит как подпространству K так и
подпространству K?. Тогда (a; a) = 0, а значит, a = 0, т.е.
K \K? = f0g:
(3) Прямая сумма подпространств K и K? есть все пространство En.
Докажем, что любой вектор v 2 En представим в виде суммы a + b, где
a 2 K, а b 2 K?.
Выберем в K ортонормированный базис e : e1; e2; : : : ; es. Найдем в K
вектор a = 1e1 + 2e2 +    + ses такой, что вектор b = a   v принадле-
жит подпространству K?. Для этого достаточно, чтобы b был ортогонален
каждому ei; i = 1; : : : ; s.
(v   a; ei) = (v   1e1   2e2        ses; ei) =
= (v; ei)  1(e1; ei)       s(es; ei) = (v; ei)  i:
Приравнивая нулю полученные скалярные произведения, получим значения
i = (v; ei) такие, что вектор b = v   a 2 K?, а значит, v = a + b. Отсюда
следует, что
K K? = En:
Если вектор v 2 En представим в виде суммы a+b, где a 2 K, а b 2 K?, то
вектор a называется ортогональной проекцией вектора v на подпространство
K (обозначают a = Kv), а вектор b называют ортогональной составляющей
вектора v относительно подпространства K.
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Пример 6.3.1. Найти оpтогональную пpоекцию a и оpтогональную со-
ставляющую b вектоpа v = (4; 1; 3; 4) относительно линейного подпpо-
стpанства L, натянутого на вектоpы
a1 = (1; 1; 1; 1); a1 = (1; 2; 2; 1); a1 = (1; 0; 0; 3):
 Решение. Прежде всего найдем базис подпространства L.0@ 1 1 1 11 2 2  1
1 0 0 3
1A 
0@ 1 1 1 10 1 1  2
0  1  1 2
1A 
0@ 1 1 1 10 1 1  2
0 0 0 0
1A :
Вектоpы a1; a2 составляют базис подпpостpанства L. Оpтогонализиpуем
этот базис.
e1 = a1; e2 = 21e1 + a2; 21 =  (e1; a2)
(e1; e1)
=  1
e2 = ( 1; 1; 1; 1) + (1; 2; 2; 1) = (0; 1; 1; 2):
Тепеpь вычислим коэффициенты из пpедставления вектоpа





4  1  3 + 4
1 + 1 + 1 + 1





1 + 1 + 4
=  2:
a = 1e1 + 22 = (1; 1; 1; 1)  2(0; 1; 1; 2) = (1; 1; 1; 5);
b = v   a = (4; 1; 3; 4)  (1; 1; 1; 5) = (3; 0; 2; 1):




В этом разделе вводится понятие квадратичной формы, определяются ее
канонический и нормальный вид, доказывается закон инерции для квадра-
тичных форм, рассматриваются положительно определенные квадратичные
формы.
7.1 Определение квадратичной формы
Квадратичной формой от n переменных называется линейная комбинация
квадратов переменных или произведений двух разных переменных. Квадра-
тичная форма будет называться действительной (комплексной), если коэф-
фициенты при слагаемых действительны (комплексны). Обозначается квад-
ратичная форма следующим образом:





aijxixj; xixj = xjxi:
Из коэффициентов квадратичной формы можно составить матрицу, которая




a11 a12 : : : a1n
a21 a22 : : : a2n
: : : : : : : : : : : :
an1 an2 : : : ann
1CCA :
Так как xixj = xjxi, то будем считать, что aij = aji, поэтому матрица квадра-
тичной формы симметрична относительно главной диагонали. Справедливо












Тогда квадратичную форму можно записать в матричном виде:
f = XAX 0:
7.2 Преобразования квадратичных форм
Рассмотрим квадратичную форму f от n переменных. Перейдем от пере-
менных x1; x2; : : : ; xn с помощью линейного преобразования с матрицей Q к
переменным y1; y2; : : : ; yn:
x1 = q11y1 + q12y2 +   + q1nyn;
x2 = q21y1 + q22y2 +   + q2nyn;
: : : : : : : : : : : :
xn = qn1y1 + qn2y2 +   + qnnyn:
В матричном виде эти преобразования задаются следующим образом:
X 0 = QY 0; X = Y Q0;
где X 0; Y 0; Q0 – транспонированные матрицы соответственно к матрицам X =
(x1 x2 : : : xn); Y = (y1 y2 : : : yn); Q. Тогда получим:
f(x1; x2; : : : ; xn) = XAX
0 = Y Q0AQY 0 = Y BY 0 = g(y1; y2; : : : ; yn);
где B = Q0AQ. Покажем, что B – симметрическая матрица. Для этого до-
статочно показать, что B0 = B. Воспользуемся формулой (AB)0 = B0A0:
B0 = (Q0AQ)0 = Q0A0(Q0)0 = Q0AQ = B:
Таким образом, мы показали, что если на квадратичную форму подейство-
вать линейным преобразованием переменных, то в результате получится квад-
ратичная форма от новых переменных с матрицей B = Q0AQ. Если преобра-
зование, а значит, и матрица Q – невырожденны, то при таком преобразова-
нии не меняется ранг квадратичной формы.
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Каноническим видом квадратичной формы называется квадратичная фор-





2 +   + bny2n:
Нормальным видом действительной (комплексной) квадратичной формы
называется квадратичная форма канонического вида, все коэффициенты ко-
торой равны 1, -1 или 0 (для комплексной – 1, 0).
Теорема 7.2.1 (основная теорема). Любую действительную (комплекс-
ную) квадратичную форму при помощи одного невырожденного преобразо-
вания неизвестных можно привести к каноническому виду, причем это
преобразование будет иметь действительную (комплексную) матрицу.
Доказательство. Воспользуемся методом математической индукции по чис-
лу переменных в квадратичной форме.
1. Пусть n = 1: Тогда f(x1) = a11x21 имеет канонический вид.
2. Предположим, что квадратичные формы от n 1 переменной обладают
необходимым свойством.
3. Рассмотрим квадратичную форму от n переменных f(x1; x2; : : : ; xn).
Возможны два случая:
1) Квадратичная форма f содержит квадрат хотя бы одной переменной.
Не ограничивая общность доказательства, будем считать, что a11 6= 0.
Введем новую переменную y = a11x1 + a12x2 +    + a1nxn. Рассмотрим
выражение:




1 + 2a12x1x2 +   + annx2n 
  1
a11
(a11x1 + a12x2 +   + a1nxn)2 = g(x2; x3; : : : ; xn):
Квадратичная форма g(x2; x3; : : : ; xn) зависит от n   1 переменных, по-
скольку все слагаемые, содержащие x1 взаимно уничтожатся после раскры-
тия скобок и приведения подобных. Применим к переменным x1; x2; : : : ; xn
невырожденное линейное преобразование8>><>>:
y1 = a11x1 +a12x2 + : : : +a1nxn
y2 = x2




f(x1; x2; : : : ; xn) =
1
a11
y21 + g(y2; y3; : : : ; yn):
Квадратичная форма g содержит n  1 переменную, поэтому, согласно пред-
положения индукции, может с помощью невырожденного преобразования пе-
ременных быть приведена к каноническому виду. Например при помощи сле-
дующего линейного преобразования8>><>>:
z1 = y1
z2 = c22y2 +c23y3 + : : : +c2nyn
: : : : : : : : : : : : : : : : : :
zn = cn2y2 +cn3y3 + : : : +cnnyn
В результате этих преобразований исходная квадратичная форма примет вид:





2 +   + z2n:
Запишем преобразования переменных в матричном виде. Пусть
T =
0BB@
a11 a12 : : : a1n
0 1 : : : 0
: : : : : : : : : : : :
0 0 : : : 1
1CCA ; C =
0BB@
1 0 0 0
0 c21 : : : c2n
: : : : : : : : : : : :





















Матрицы T и C невырожденные, поэтому существуют обратные для них.
Поэтому Y = TX влечет X = T 1Y , а из Z = CY следует, что Y = C 1Z.
Окончательно получим X = (T 1C 1)Z. Первый случай доказан.
2). Пусть все aii = 0, но какое-то из aij 6= 0. Примем для удобства записи,
что a12 6= 0. Рассмотрим следующее преобразование переменных:8>>>><>>>>:
x1 = y1  y2
x2 = y1 +y2
x3 = y3




1  1 0 : : : 0
1 1 0 : : : 0
0 0 1 : : : 0
: : : : : : : : : : : : : : :
0 0 0 : : : 1

= 2 6= 0:
Это означает, что преобразование переменных невырожденное. Квадратич-
ная форма примет вид:
f(x1; x2; : : : ; xn) = 2a12(y1   y2)(y1 + y2) +   + 2an 1;nyn 1yn =
= 2a12y
2
1   2a12y22 +   + 2an 1;nyn 1yn:
Дальнейшее доказательство сводится к первому случаю.
Если исходная квадратичная форма имеет действительные (комплексные)
коэффициенты, то, как следует из доказательства, матрица линейного преоб-
разования переменных, приводящего квадратичную форму к каноническому
виду, будет состоять из действительных (комплексных) чисел.
Теорема доказана.
Рассмотрим квадратичную форму над множеством комплексных чисел.





2 +   + bny2n:
Сделаем преобразование переменных, положив zi =
p
biyi. Это линейное пре-
образование, очевидно, невырожденное и приводит квадратичную форму к
нормальному виду:
f = z21 + z
2
2 +   + z2n:
Если рассматривается действительная квадратичная форма, то ее можно
привести к следующему каноническому виду:
f = b1y
2
1 +   + bry2r   br+1y2r+1        bny2n;
где все bi > 0. Тогда, применяя невырожденное линейное преобразование
zi =
p
biyi, получим нормальный вид действительной квадратичной формы:
f = z21 +   + z2r   z2r+1        z2n:
Таким образом, справедливо утверждение, что любую квадратичную фор-
му можно привести к нормальному виду с помощью невырожденного ли-
нейного преобразования.
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Пример 7.2.1. Найти ноpмальный вид и невыpожденное линейное пpе-
обpазование неизвестных, пpиводящее к этому виду, для квадpатичной фоp-
мы




3   4x1x2 + 4x1x3   3x2x3:
 Решение. Выбеpем какое-нибудь неизвестное, напpимеp, x1, и выпишем
все слагаемые, содеpжащие x1. В нашем случае 4x21 4x1x2+4x1x3. Поэтому,
согласно теоpеме необходимо пpименить следующее линейное пpеобpазование
с невыpожденной матpицей B:
y1 = 4x1  2x2 +2x3;
y2 = x2 ;
y3 = x3;
B =
0@ 4  2 20 1 0
0 0 1
1A :
К исходной квадpатичной фоpме пpибавим и вычтем выpажение из нее
1
4
(4x1   2x2 + 2x3)2 :




3   4x1x2 + 4x1x3   3x2x3 +
1
4
(4x1   2x2 + 2x3)2 




Последнее выpажение получено в pезультате пpименения невыpожденного
линейного пpеобpазования с матpицей B. Для того, чтобы избавиться от сла-
гаемого y1y2 воспользуемся следующим стандаpтным невыpожденным линей-
ным пpеобpазованием неизвестных с матpицей C:
C =
0@ 1 0 00 1 1
0 1  1
1A ; y1 = z1y2 = z2 + z3












На этом этапе получен канонический вид. Для получения ноpмального вида










После чего квадpатичная фоpма пpимет вид
f = u21   u22 + u23:
Найдем тепеpь одно невыpожденное линейное пpеобpазование неизвест-
ных, пpиводящее к этому ноpмальному виду пеpвоначальную квадpатичную
фоpму. Обозначим чеpезX столбец неизвестных x1; x2; : : : ; xn, чеpез Y – стол-
бец неизвестных y1; y2; : : : ; yn, чеpез Z – столбец неизвестных z1; z2; : : : ; zn, а
чеpез U – столбец неизвестных u1; u2; : : : ; un. Тогда, полученные выше линей-
ные пpеобpазования неизвестных можно пpедставить в матpичном виде
Y = BX; Y = CZ; Z = DU:
Нам необходимо выpазить X чеpез U . Это достигается следующим обpазом
X = B 1Y; Y = CZ; Z = DU:
Окончательно получаем pавенство X = B 1CDU: Вычислим матpицу B 1:
jBj = 4; B0 =
0@ 4 0 0 2 1 0
2 0 1
1A ; B =




0@ 14 12  20 1 0
0 0 1
1A :
Найдем пpоизведение B 1CD =0@ 14 12  20 1 0
0 0 1
1A0@ 1 0 00 1 1
0 1  1
1A0@ 2 0 00 1 0
0 0 1
1A =
0@ 12 0 10 1 1
0 1  1
1A :





x2 = u2 +u3
x3 = u2  u3
квадpатичная фоpма пpиводится к ноpмальному виду f = u21   u22 + u23. 
Заметим, что если бы после пpименения пеpвого линейного пpеобpазова-
ния слагаемые, содеpжащие x21; x22 не уничтожились, то можно было бы вы-
делить полный квадpат или действовать как с неизвестной x1 в самом начале
pешения. Рассмотpим случай, когда квадpатичная фоpма не содеpжит ква-
дpатов неизвестных.
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Пример 7.2.2. Найти ноpмальный вид квадpатичной фоpмы
f = x1x2 + x1x3 + x1x4 + x2x3 + x2x4 + x3x4:
 Решение. Сначала пpименим линейное невыpожденное пpеобpазование,
пpиводящее к квадpатичной фоpме содеpжащей по кpайней меpе один ква-
дpат неизвестной, а затем можно воспользоваться методом pешения пpеды-
дущего пpимеpа.
x1 = y1  y2




1  1 0 0
1 1 0 0
0 0 1 0
0 0 0 1
 = 2
В pезультате получим квадpатичную фоpму
f = y21  y22 + y1y3  y2y3  y2y4+ y1y3  y2y4+ y1y3+ y2y3+ y1y4+ y2y4+ y3y4 =
= y21   y22 + 2y1y3 + 2y1y4 + y3y4:
Тепеpь пpименим невыpожденное линейное пpеобpазование неизвестных




После этого квадpатичная фоpма пpимет вид
f = (y1 + y2 + y3)
2   y21   y22   y23   2y1y3   2y3y4   2y1y4 + y21   y22 =
= (y1 + y2 + y3)
2   y22   y23   y24   y3y4 =










= u21   u22   u23   u24:












Таким обpазом получен ноpмальный вид квадpатичной фоpмы
u21   u22   u23   u24: 
Преобразование, которое приводит квадратичную форму к каноническому,
а значит и к нормальному виду, определяется неоднозначно. Однако, данная
квадратичная форма имеет единственный, с точностью до порядка перемен-
ных, нормальный вид, т.е. число квадратов переменных, входящих в нормаль-
ный вид со знаком плюс, будем в дальнейшем называть их «положительными
квадратами», и число квадратов переменных, входящих в нормальный вид со
знаком минус («отрицательные квадраты»), остается одинаковым при любом
невырожденном преобразовании переменных. Справедлива следующая
Теорема 7.2.2 (Закон инерции квадратичных форм.). Для любой дей-
ствительной квадратичной формы, независимо от невырожденного линей-
ного преобразования переменных, число «положительных» и «отрицатель-
ных» квадратов в нормальном виде является постоянным.









tijuj; i = 1; : : : ; n; jT j 6= 0
приведем квадратичную форму f к нормальному виду:
f(x1; x2; : : : ; xn) = z
2
1 +   + z2k   z2k+1        z2n =
= u21 +   + u2l   u2i+1        u2n:
Предположим, что k < l. Поскольку линейные преобразования невырожден-









bijxj; i = 1; : : : ; n; B = T
 1: (2)
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Заменим в этих равенствах все переменные соответствующими значениями
из (1) и (2). Получим однородную систему линейных уравнений от n неиз-
вестных, состоящую из k + (n  l) = n  (l  k) уравнений. Так как по пред-
положению k < l, то число уравнений меньше числа неизвестных, а значит,
такая система будет иметь ненулевые решения. Пусть  = (1; 2; : : : ; n) –
ненулевое решение (3). Подставим эти значения вместо X = (x1; x2; : : : ; xn) в
нормальный вид квадратичной формы:
f() = z21() +   + z2k()  z2k+1()       z2n() =
= u21() +   + u2l ()  u2l+1()       u2n():
Отсюда получаем:
 z2k+1()       z2n() = u21() +   + u2l ():
Это равенство возможно только в том случае, когда все слагаемые в левой и

















В матричном виде ее можно записать, учитывая (1), следующим образом:
AX = 0:
 является ненулевым решением этой однородной системы, но так как мат-
рица A невырожденная, то система (5) имеет только нулевое решение. Полу-
ченное противоречие возникло из предположения, что k < l. Аналогичный
результат мы получим, предположив, что k > l. Следовательно, k = l. Тео-
рема доказана.
Обозначим через d+ число «положительных» квадратов в нормальном ви-
де квадратичной формы, которое будем называть положительным индексом
инерции, а через d  – число «отрицательных» квадратов – отрицательный
индекс инерции. Разность s = d+ d  называется сигнатурой квадратичной
формы.
Теорема 7.2.3. Две квадратичные формы с помощью одного невырож-
денного линейного преобразования тогда и только тогда переводятся друг
в друга, когда совпадают их ранги и сигнатуры.
Доказательство. Пусть квадратичная форма f линейным невырожденным
преобразованием ' переводится в квадратичную форму g, а линейным невы-
рожденным преобразованием  приводится к нормальному виду, т.е.
'(f) = g;  (f) = y21 + : : : y
2
d+   y2d+ 1        y2n
Тогда ранги квадратичных форм f и g совпадают, и квадратичная форма
g линейным невырожденным преобразованием  ' 1 приводится к тому же
нормальному виду, что и f , следовательно, совпадают их сигнатуры.
Обратно, если у двух квадратичных форм равны их ранги и сигнатуры, то
они имеют одинаковый нормальный вид:
'(f) = y21 + : : : y
2
d+   y2d+ 1        y2n, ' – невырожденное преобразование,
 (g) = y21 + : : : y
2
d+   y2d+ 1        y2n,  – невырожденное преобразование.
Тогда линейное невырожденное преобразование '  1 переводит квадратич-
ную форму f в квадратичную форму g. Теорема доказана.
7.3 Положительно определенные квадратичные фор-
мы
Действительную квадратичную форму назовем положительно определен-
ной, если ее нормальный вид есть сумма «положительных» квадратов, т.е.
rangf = d+ = n .
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Теорема 7.3.1. Квадратичная форма является положительно опреде-
ленной тогда и только тогда, когда для любого ненулевого набора значений
переменных значение самой квадратичной формы строго положительно.
Доказательство. Необходимость. Пусть f(x1; x2; : : : ; xn) – положительно опре-





bijxj; i = 1; : : : ; n; jBj 6= 0;
приводящее квадратичную форму к нормальному виду:




2 +   + y2n:
Пусть  = (1; 2; : : : ; n) произвольный ненулевой набор значений перемен-
ных x. Подставим эти значения в правые части равенств (*). Из невырожден-
ности линейного преобразования следует, что среди полученных значений yi
найдется хотя бы одно ненулевое значение. Поэтому сумма квадратов этих
значений в нормальном виде будет строго положительной.
Достаточность. Пусть для произвольного ненулевого набора переменных
 = (1; 2; : : : ; n) значение f(1; 2; : : : ; n) > 0. Предположим, что в нор-
мальном виде квадратичной формы либо отсутствует квадрат одной из пере-
менных, либо присутствует хотя бы один со знаком плюс, например, квадрат
yn:




2 +   + by2n; b = 0 _ b =  1:
Составим систему линейных уравнений из равенств невырожденного линей-
ного преобразования, приводящего квадратичную форму к нормальному ви-
ду с ненулевым столбцом свободных членов, например,8>><>>:
y1 = b11x1 +b12x2 + : : : +b1nxn = 0
y2 = b21x1 +b22x2 + : : : +b2nxn = 0
: : : : : : : : : : : : : : : : : :
yn = bn1x1 +bn2x2 + : : : +bnnxn =  1:
По правилу Крамера эта система имеет ненулевое решение (jBj 6= 0). Обозна-
чим его  = (1; 2; : : : ; n). Подставим это решение в квадратичную форму
f(1; 2; : : : ; n) = b; b = 0 _ b =  1;
что противоречит условию. Теорема доказана.
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Назовем главными минорами матрицы все миноры, стоящие в левом верх-
нем углу.
Теорема 7.3.2 (Критерий Сильвестра). Квадратичная форма будет по-
ложительно определенной тогда и только тогда, когда все ее главные ми-
норы строго положительны.
Доказательство. Воспользуемся методом математической индукции по чис-
лу переменных в квадратичной форме.
1. При n = 1 имеем f(x1) = a11x21. В этом случае единственный глав-
ный минор A равен a11. Поэтому квадратичная форма будет положительно
определенной тогда и только тогда, когда a11 > 0.
2. Предположим, что теорема справедлива для любой квадратичной фор-
мы от n  1 переменной.
3. Докажем справедливость утверждения теоремы для случая n перемен-
ных в квадратичной форме f .
Необходимость. Пусть f(x1; x2; : : : ; xn) – положительно определенная квад-
ратичная форма. Представим ее в виде:






Квадратичная форма g(x1; x2; : : : ; xn 1) является также положительно оп-
ределенной. В противном случае есть такой ненулевой набор (x1; x2; : : : ; xn 1),
что g(x1; x2; : : : ; xn 1) 6 0. Дополнив этот набор значением xn = 0 и под-
ставив в квадратичную форму f , получим f(x1; x2; : : : ; xn) 6 0, что проти-
воречит условию теоремы. Следовательно, по предположению индукции, все
главные миноры матрицы квадратичной формы g строго положительны. Они
же являются главными минорами матрицы f первого, второго и т.д. n   1
порядков.
Для завершения доказательства необходимости осталось доказать, что са-
ма матрица A квадратичной формы f имеет определитель, строго больший
нуля. По определению положительной определенности, квадратичная форма
f с матрицей A линейным невырожденным преобразованием с матрицей C
приводится к сумме n квадратов:




2 +   + bny2n; bi > 0; i = 1; : : : ; n:
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Определитель матрицы полученной квадратичной формы равен:
jBj =

b1 0 : : : 0
0 b2 : : : 0
: : : : : : : : : : : :
0 0 : : : bn
 = b1b2 : : : bn > 0:
Матрицы A;B;C связаны равенством
B = C 0AC:
Отсюда следует, что
jBj = jC 0jjAjjCj = jCj2jAj:
Это означает, что определители матриц A и B имеют одинаковые знаки, и
значит, jAj > 0.
Достаточность. Пусть все главные миноры квадратичной формы f строго
положительны. Учитывая представление (**), можно сделать вывод, что все
главные миноры квадратичной формы g строго положительны. По предполо-
жению индукции отсюда следует, что квадратичная форма g положительно
определена, а по определению это означает, что она приводится к виду
g(x1; x2; : : : ; xn 1) = y21 + y
2
2 +   + y2n 1




qijxj; i = 1; : : : ; n  1:
Дополнив это преобразование равенством yn = xn, подставим в (**):
f = y21 + y
2
2 +   + y2n 1 + 2
n 1X
i=1
ainyiyn: (  )
К последней квадратичной форме применим линейное невырожденное пре-
образование:
zi = yi + ainyn; i = 1; : : : ; n  1;
zn = yn;
получим
f = z21 + z
2
2 +   + cz2n:
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Докажем, что c > 0. Так как линейные невырожденные преобразования не
меняют знак определителя матрицы квадратичной формы, и по условию
jAj > 0, как главный минор n-го порядка, то и определитель матрицы по-
следней квадратичной формы должен быть больше нуля:
1 0 : : : 0
0 1 : : : 0
: : : : : : : : : : : :
0 0 : : : c
 = c > 0:
Таким образом, мы показали, что квадратичная форма f(x1; x2; : : : ; xn) при-
водится к сумме «положительных» квадратов, т.е. она положительно опре-
делена. Теорема доказана.
Пример 7.3.1. Найти все значения параметра a, при которых будет
строго положительной квадратичная форма




3 + 2ax1x2   2x1x3 + 4x2x3:
 Решение. Вычислим все главные миноры и найдем все те значения a,




 =  5a2   4a;
 1 aa 1
 = 1  a2; j1j = 1:
Составим систему неравенств для нахождения a  5a2  4a > 0
1  a2 > 0

5a2 + 4a < 0
(1  a)(1 + a > 0

a(5a+ 4 > 0
(1  a)(1 + a) > 0
 4
5
< a < 0
Таким образом, для всех a из интервала ( 4=5; 0) наша квадратичная форма
будет положительно определенной, т.е. на любом ненулевом наборе неизвест-




В главе 8 вводятся понятия двух очень важных понятий: симметрического
и ортогонального линейных операторов евклидовых пространств, устанавли-
вается их связь с симметрической и ортогональной матрицей, изучаются их
свойства. Изучение этих операторов оправдывается тем, что любой оператор
евклидового пространства является композицией симметрического и орто-
гонального операторов. В качестве приложения приводится доказательство
существования ортогонального преобразования, приводящего квадратичную
форму к главным осям.
8.1 Симметрические операторы
Линейный оператор евклидова пространства En назовем симметрическим
или самосопряженным, если выполняется следующее равенство:
('(a); b) = (a; '(b)); 8a; b 2 En:
Рассмотрим некоторые примеры симметрических операторов.
1. Тождественный оператор ":
8a 2 En; "(a) = a
является симметрическим. Действительно,
("(a); b) = (a; b) = (a; "(b)):
Матрицей этого оператора является единичная матрица.
2. Нулевой оператор ! (8a 2 En !(a) = 0) также будет симметрическим,
так как
(!(a); b) = (0; b) = 0 = (a; 0) = (a; !(b)):
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Его матрицей будет нулевая матрица.
3. Оператор, переводящий вектор в ему пропорциональный, т.е. '(a) = a,
является симметрическим:
('(a); b) = (a; b) = (a; b) = (a; (b)) = (a; '(b)):
Найдем матрицу этого оператора:0BB@
 0 : : : 0
0  : : : 0
: : : : : : : : : : : :
0 0 : : : 
1CCA :
Теорема 8.1.1. Симметрический линейный оператор евклидова прост-
ранства En в любом ортонормированном базисе задается симметрической
матрицей. Обратно, если в некотором ортонормированном базисе линей-
ный оператор задается симметрической матрицей, то он симметриче-
ский.
Доказательство. 1. Пусть ' – симметрический оператор, и в некотором ор-




kiek; i = 1; : : : ; n:
Найдем произведения:






ki(ek; ej) = ji; (1)






kj(ei; ek) = ij: (2)
Так как левые части равенств (1) и (2), ввиду симметричности оператора ',
совпадают, то и их правые части должны быть равными:
ij = ji:
Это и означает, что матрица A – симметрическая.
2. Пусть матрицей линейного оператора ' в некотором ортонормирован-
ном базисе e1; e2; : : : ; en является симметрическая матрица A.
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Рассмотрим два произвольных вектора
a = (a1; a2; : : : ; an); b = (b1; b2; : : : ; an)

































Учитывая, что базис ортонормированный, найдем скалярные произведения:


















































Так как по условию матрица A – симметрическая, а значит, ij = ji, то
правые части равенств (5) и (6) равны. Отсюда следует, что и левые части
этих равенств совпадают:
('(a); b) = (a; '(b)):
Это означает, что оператор ' – симметрический.
Теорема доказана.
Свойства симметрических операторов.
(1) Сумма симметрических операторов есть симметрический оператор.
(2) Произведение симметрического оператора на число есть симметриче-
ский оператор.
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Доказательство свойств 1 и 2 сводится к доказательству симметричности
соответствующих матриц.
(3) Все характеристические корни симметрической действительной матри-
цы действительны, а значит, все собственные числа симметрического опера-
тора, действующего в пространстве En над множеством R – действительные
числа.
Доказательство. Пусть A – действительная симметрическая матрица опе-
ратора ', и 0 – один из ее характеристических корней, не обязательно дей-
ствительный:
jA  0Ej = 0:
Если x = (x1; x2; : : : ; xn) – один из собственных векторов оператора ', соот-
ветствующий собственному значению 0, где xi, вообще говоря, могут быть и
комплексными числами, то можно записать следующую систему уравнений:8>><>>:
11x1+ 12x2+   + 1nxn = 0x1;
21x1+ 22x2+   + 2nxn = 0x2;
: : : : : : : : : : : :
n1x1+ n2x2+   + nnxn = 0xn:
Умножим каждое из равенств этой системы на число xi – сопряженное xi, и
сложим полученные равенства:8>><>>:
11x1x1+ 12x1x2+   + 1nx1xn = 0x1x1;
21x2x1+ 22x2x2+   + 2nx2xn = 0x2x2;
: : : : : : : : : : : :









Сумма, стоящая справа в равенстве (7), является действительным числом.
Если мы докажем, что левая часть равенства (7) также действительна, то
























Итак, мы получили, что число S совпадает с сопряженным ему S. Это озна-
чает, что S 2 R. А значит, 0 – действительное число.
(4) Собственные векторы симметрического оператора, соответствующие
различным собственным значениям, являются ортогональными.
Доказательство. Пусть ' – симметрический оператор,
'(a) = 1a; '(b) = 2b; 1 6= 2:
Найдем скалярные произведения:
('(a); b) = (1a; b) = 1(a; b);
(a; '(b)) = (a; 2b) = 2(a; b):
Так как левые части полученных равенств совпадают, то равны и их правые
части, т.е.
1(a; b) = 2(a; b):
Поскольку по условию теоремы 1 6= 2, то отсюда следует, что (a; b) = 0, а
значит, векторы a и b – ортогональны.
Теорема 8.1.2. Линейный оператор ' евклидова пространства En бу-
дет симметрическим тогда и только тогда, когда в пространстве En су-
ществует ортонормированный базис, составленный из собственных векто-
ров оператора, в котором матрица ' будет симметрической.
Доказательство. Необходимость. Воспользуемся методом математической ин-
дукции по размерности евклидова пространства En.
1. При n = 1 E1 представляет собой пространство, натянутое на один
вектор e1 6= 0. Вектор '(e1) так же лежит в этом пространстве, а значит,
'(e1) = e1
Поэтому базисный вектор e1 является собственным вектором оператора. Ес-















Матрицей линейного оператора в базисе e1 является число A = , что можно
считать диагональной, а значит, и симметрической матрицей.
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2. Предположим, что утверждение теоремы справедливо для всех евкли-
довых пространств, размерность которых не превышает n  1.
3. Рассмотрим симметрический оператор ', действующий в евклидовом
пространстве En. Пусть 1 – одно из собственных чисел оператора, а x –
один из собственных векторов, соответствующих этому собственному числу.
Нормируя вектор x, получим собственный вектор e1, соответствующий соб-
ственному значению 1. Дополним вектор e1 до ортонормированного базиса
e1; e2; : : : ; en. Этот процесс состоит из нескольких этапов. Сначала e1 допол-
няется до базиса пространства, затем к полученному базису применяется про-
цесс ортогонализации, а затем векторы нормируются.
Рассмотрим подпространство L, порожденное векторами e2; e3; : : : ; en. До-
кажем, что это подпространство обладает свойством: ему и только ему при-
надлежат векторы, ортогональные вектору e1.
8l 2 L l = l2e2 + l3e3 +   + lnen;
(l; e1) = (l2e2 + l3e3 +   + lnen; e1) = l2(e2; e1) + l3(e3; e1) +   + ln(en; e1) = 0:
Обратно, пусть вектор l допускает разложение: l = l1e1 + l2e2 +    + lnen
и обладает свойством: (l; e1) = 0. Тогда получим, что
(l1e1 + l2e2 +   + lnen; e1) = l1(e1; e1) + l2(e2; e1) +   + ln(en; e1) =
= l1(e1; e1) = l1 = 0:
Это и означает, что вектор l 2 L.
Покажем, что образы векторов подпространства L при действии оператора
' снова принадлежат подпространству L:
('(l); e1) = (l; '(e1)) = (l; 1e1) = 1(l; e1) = 0:
Итак, в подпространстве L размерности n 1 действует линейный симметри-
ческий оператор ', следовательно по предположению индукции в L найдется
ортонормированный базис e02; e03; : : : ; e0n, состоящий из собственных векторов.
Поскольку все векторы подпространства L ортогональны e1, то e1; e02; : : : ; e0n
является искомым ортонормированным базисом пространства En, в котором
матрица линейного оператора ' будет симметрической.
Достаточность. Пусть e1; e2; : : : ; en – ортонормированный базис простран-
ства En, составленный из собственных векторов линейного оператора '.
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Как было доказано в теореме 2.4.3, матрица оператора в этом базисе будет
иметь диагональный вид: 0BB@
1 0 : : : 0
0 2 : : : 0
: : : : : : : : : : : :
0 0 : : : n
1CCA ;
а значит, является симметрической матрицей.
По теореме о связи симметрической матрицы с симметрическим операто-
ром получаем, что ' – симметрический оператор.
Теорема доказана.
8.2 Ортогональные матрицы
Определение I. Матрица Q называется ортогональной, если линейное
преобразование переменных квадратичной формы с этой матрицей переводит
сумму квадратов в сумму квадратов.
Если есть квадратичная форма
f = x21 + x
2
2 +   + x2n;




qijyj; i = 1; : : : ; n (1)
получаем квадратичную форму
g = y21 + y
2
2 +   + y2n:
Определение II. Матрица Q называется ортогональной, если ее транс-
понированная матрица равна обратной
Q0 = Q 1 (2)
Определение III. Матрица Q называется ортогональной, если строки






q11 q12 : : : q1n
q21 q22 : : : q2n
: : : : : : : : : : : :
qn1 qn2 : : : qnn
1CCA





1; если i = j;
0; если i 6= j: (3)
Докажем эквивалентность этих определений.
I =) II. Матрицей квадратичной формы f(x1; x2; : : : ; xn) является еди-
ничная матрица A = E, матрица квадратичной формы g(y1; y2; : : : ; yn) –
так же единичная матрица B = E. Они связаны с матрицей Q формулой:
B = Q0AQ. Отсюда получаем : E = Q0EQ = Q0Q, а это и означает, что
Q0 = Q 1.
II =) III. Если Q0 = Q 1, то0BB@
q11 q12 : : : q1n
q21 q22 : : : q2n
: : : : : : : : : : : :
qn1 qn2 : : : qnn
1CCA
0BB@
q11 q21 : : : qn1
q12 q22 : : : qn2
: : : : : : : : : : : :
q1n q2n : : : qnn
1CCA =
0BB@
1 0 : : : 0
0 1 : : : 0
: : : : : : : : : : : :
0 0 : : : 1
1CCA :





1; если i = j;
0; если i 6= j:
III =) I. Пусть матрица Q обладает свойством (3), а квадратичная фор-
ма f(x1; : : : ; xn) имеет единичную матрицу. Найдем матрицу квадратичной
формы после применения преобразований (1):
B = Q0EQ =
=
0BB@
q11 q12 : : : q1n
q21 q22 : : : q2n
: : : : : : : : : : : :
qn1 qn2 : : : qnn
1CCA
0BB@
q11 q21 : : : qn1
q12 q22 : : : qn2
: : : : : : : : : : : :
q1n q2n : : : qnn
1CCA =
0BB@
1 0 : : : 0
0 1 : : : 0
: : : : : : : : : : : :
0 0 : : : 1
1CCA :
Это и означает, что квадратичная форма имеет нормальный вид




2 +   + y2n:
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Свойства ортогональных матриц.
(1) Ортогональная матрица невырожденная.
Доказательство следует из второго определения, так как только у невы-
рожденной матрицы существует обратная.
(2) Матрица, обратная к ортогональной, снова ортогональна.
Действительно, если Q – ортогональная матрица, то Q 1 = Q0, а значит,
(Q 1)0 = (Q0)0 = Q = (Q 1) 1, что означает по определению 2 – матрица Q 1
ортогональна.
(3) Произведение ортогональных матриц есть матрица ортогональная.
Пусть Q и R – ортогональные матрицы. Так как
(QR)0 = R0Q0;
(QR) 1 = R 1Q 1
и правые части последних равенств одинаковы, поэтому совпадают и их ле-
вые части. По второму определения отсюда следует справедливость этого
свойства.
(4) Матрица перехода от ортонормированного базиса к ортонормирован-
ному базису является ортогональной матрицей.
Доказательство. Пусть e : e1; e2; : : : ; en и e0 : e01; e02; : : : ; e0n два ортонорми-





qikek; i = 1; : : : ; n:
По определению ортонормированного базиса, а так же учитывая, что ска-
лярное произведение векторов, заданных в ортонормированном базисе, равно








1; если i = j;
0; если i 6= j:
По третьему определению это означает, что матрица Q – ортогональна.
8.3 Ортогональные операторы
Линейный оператор евклидова пространства En назовем ортогональным,
если он сохраняет скалярный квадрат, т.е.
('(a); '(b)) = (a; b):
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При действии ортогонального оператора скалярное произведение произволь-
ных векторов евклидова пространства не меняется. Докажем это утвержде-
ние. Из определения ортогонального оператора имеем:
('(a+ b); '(a+ b)) = (a+ b; a+ b): (1)
Найдем значение левой и правой части равенства (1):
('(a+ b); '(a+ b)) = ('(a) + '(b); '(a) + '(b)) =
= ('(a); '(a)) + 2('(a); '(b)) + ('(b); '(b)); (2)
(a+ b; a+ b) = (a; a) + 2(a; b) + (b; b): (3)
Подставляя выражения (2) и (3) в равенство (1), получим
('(a); '(b)) = (a; b):
Теорема 8.3.1. Ортогональный оператор переводит ортонормирован-
ный базис пространства в ортонормированный базис. Обратно, если линей-
ный оператор переводит какой-нибудь ортонормированный базис в ортонор-
мированный базис, то этот оператор ортогонален.
Доказательство. Пусть e: e1; e2; : : : ; en – ортонормированный базис простран-
ства En, в котором действует ортогональный оператор '. Тогда
('(ei); '(ej)) = (ei; ej);
а так как базис e ортонормированный, то и e0 : e01; e02; : : : ; e0n, где e0k = '(ek),
тоже будет ортонормированным.
Обратно, пусть ' – некоторый линейный оператор пространства En, а
e: e1; e2; : : : ; en и его образ e0 : e01; e02; : : : ; e0n являются ортонормированными













Найдем скалярные квадраты вектора a и его образа '(a):






































Отсюда получаем: ('(a); '(a)) = (a; a), следовательно, оператор ' ортогона-
лен. Теорема доказана.
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Теорема 8.3.2. Матрица ортогонального оператора в любом ортонор-
мированном базисе задается ортогональной матрицей. Обратно, если мат-
рица линейного оператора в некотором ортонормированном базисе задается
ортогональной матрицей, то он является ортогональным.
Доказательство. Пусть ' – ортогональный оператор пространства, e – про-
извольный ортонормированный базис. По определению матрицы линейного
оператора '(e) = Ae, где e и '(e) соответственно столбцы заданного базиса
и его образа. По предыдущей теореме, '(e) – ортонормированный базис, а
значит, A есть матрица перехода от ортонормированного базиса к ортонор-
мированному, следовательно, является ортогональной матрицей.
Обратно, пусть A' = (ij) – ортогональная матрица линейного оператора
' в некотором ортонормированном базисе e: e1; e2; : : : ; en, тогда
e0i = '(ei) =
nX
j=1
jiej; i = 1; : : : ; n:




















0; i 6= j;
1; i = j:






и найдем скалярные квадраты самого вектора a и его образа '(a):






































Отсюда получаем: ('(a); '(a)) = (a; a), следовательно, оператор ' ортогона-
лен. Теорема доказана.
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8.4 Приведение квадратичной формы к главным осям
Теорема 8.4.1. Для любой симметрической матрицы A найдется ор-
тогональная матрица Q такая, что матрица B = Q 1AQ , будет диаго-
нальной.
Доказательство. Рассмотрим некоторое евклидово пространство En и в нем
e:e1; e2; : : : ; en – произвольный ортонормированный базис. На матрицуA мож-
но смотреть, как на матрицу некоторого симметрического оператора ' (смот-
ри теорему 5.1.1).
По теореме 5.1.2 для симметрического оператора ' существует ортонорми-
рованный базис e0 : e01; e02; : : : ; e0n, состоящий из собственных векторов опера-
тора. Как известно матрицаQ перехода от e к e0 является ортонормированной
матрицей. По формуле связи между матрицами одного и того же линейного
оператора в разных базисах имеем
B = Q 1AQ;
гдеB – матрица оператора в базисе e0. Так как базис e0 состоит из собственных
векторов, то матрица B0 является диагональной. Теорема доказана.
Так как для ортогональной матрицы Q 1 = Q0, то справедливо следующее
утверждение.
Следствие. Для любой симметрической матрицы A найдется ортого-
нальная матрица Q такая, что B = Q0AQ будет диагональной матрицей.
Поскольку матрицей произвольной квадратичной формы является сим-
метрическая матрица, а матрица квадратичной формы канонического вида
является диагональной матрицей, то, переформулировав предыдущую теоре-
му, получим основную теорему о приведении квадратичной формы
к главным осям.
Теорема 8.4.2. Для любой квадратичной формы существует ортого-
нальное преобразование, приводящее квадратичную форму к каноническому
виду.
Теорема 8.4.3. Каково бы ни было ортогональное преобразование, при-
водящее к каноническому виду квадратичную форму f с матрицей A, коэф-
фициентами этого канонического вида будут корни характеристического
многочлена, взятые с их кратностями.
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Доказательство. Рассмотрим квадратичную форму f(x1; : : : ; xn), с помо-
щью ортогонального преобразования она приводится к каноническому виду
g(y1; : : : ; yn) = 1y
2
1 +    + ny2n. Так как ортогональное преобразование пе-
реводит сумму квадратов в сумму квадратов, то справедливо равенство:
















1    0 : : : 0
0 2    : : : 0
: : : : : : : : : : : :




(i   ): (2)
Если  – характеристический корень матрицы A, т.е. левая часть равенства
(2) обращается в нуль, то равна нулю и правая часть, а значит,  совпадает
с одним из коэффициентов i. И наоборот, если равна нулю правая часть
равенства (2), а значит,  совпадает с одним из коэффициентов i, то равна
нулю и левая часть , т.е.  – характеристический корень матрицы A. Теорема
доказана.
Схема приведения квадратичной формы к главным осям.
1. Выписываем матрицу квадратичной формы A.
2. Составляем характеристическое уравнение и находим характеристиче-
ские корни 1; 2; : : : ; n.
3. Для каждого i находим собственные векторы (фундаментальный набор
решений соответственной однородной системы уравнений). Получим ровно n
собственных векторов a1; : : : ; an, которые образуют базис пространства.
4. К полученному базису применим процесс ортогонализации, а затем нор-
мируем каждый из полученных векторов. В результате получим ортонорми-
рованный базис, состоящий из собственных векторов. Координаты собствен-
ных векторов образуют ортогональную матрицу, которая и будет матрицей






2 +   + ny2n:
Пример 8.4.1. Найти оpтогональное пpеобpазование неизвестных, пpи-




2 + 4x1x2 + 4x1x3 + 4x2x3:
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 Решение. Запишем матpицу квадpатичной фоpмы
A =
0@ 1 2 22 1 2
2 2 1
1A :
Вычислим коpни хаpактеpистического многочлена jA   Ej, котоpые будут
являться коэффициентами канонического вида.
jA  Ej =

1   2 2
2 1   2
2 2 1  
 =  3 + 32 + 9+ 5;
3   32   9  5 = 0:
Целые коpни кубического уpавнения находятся среди делителей свободного
члена. В нашем случае целые коpни нужно искать сpеди чисел 1, -1, 5, -5.
Коpнями являются числа 1 = 5; 2 = 3 =  1. Тепеpь можно записать
канонический вид
f = 5y21   y22   y23:
Как известно, действительные коpни хаpактеpистического уpавнения яв-
ляются собственными значениями линейного опеpатоpа с матpицей A.
Следующим шагом вычислим собственные вектоpы, соответствующие най-
денным собственным значениям.
(а)  = 5
A  E =
0@  4 2 22  4 2
2 2  4
1A :
Запишем одноpодную систему линейных уpавнений с этой матpицей8<:
 4z1 +2z2 + 2z3 = 0;
2z1  4z2 + 2z3 = 0;
2z1 +2z2   4z3 = 0:
Поскольку опpеделитель матpицы A   E pавен 0, то ее стpоки линейно
зависимы и, по кpайней меpе, одно уpавнение системы можно вычеpкнуть,
напpимеp, пеpвое
2z1  4z2 + 2z3 = 0;
2z1 +2z2   4z3 = 0;

z1  2z2 + z3 = 0;




a1 = (1; 1; 1):
(б)  =  1.
A  E =
0@ 2 2 22 2 2
2 2 2
1A :
Все строки матрицы одинаковые. Поэтому система, соответствующая этой
матрице, состоит из одного уравнения: 2z1 + 2z2 + 2z3 = 0:
z1 +z2 + z3 = 0;
z1 =  z2   z3
z1 z2 z3.
- 1 1 0
-1 0 1
a2 = ( 1; 1; 0); a3 = ( 1; 0; 1):
Полученную систему векторов a1; a2; a3 необходимо ортогонализировать.
Положим b1 = a1. Поскольку (a1; a2) = 0, то b2 = a2. Найдем вектор b3.
b3 = 31b1 + 32b2 + a3:
31 =  (b1; a3)
(b1; b1)
=    1 + 1
1 + 1 + 1
= 0;













; 1) =  1
2
(1; 1; 2);
Коэффициент  12 можно опустить, от этого ортогональность не нарушится.
Теперь мы можем выписать ортогональную систему собственных векторов.













































Составим матрицу, элементами которой являются координаты полученных
векторов. Поскольку система векторов является ортогональной и нормиро-





















По определению ортогональной матрицы, обратная к ней совпадает с транс-
понированной. Транспонируем эту матрицу и умножим ее на столбец Y неиз-
вестных y1; y2; : : : ; yn. В результате получим столбец X неизвестных
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