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Abstract 
Wachs, M.L. The major index polynomial for conjugacy classes of permutations, Discrete 
Mathematics 91 (1991) 283-293. 
Garsia (1988) gives a remarkably simple expression for the major index enumerator for 
permutations of a fixed cycle type evaluated at a primitive root of unity. He asks for a direct 
combinatorial proof of this identity. Here we give such a combinatorial derivation. 
1. Introduction 
We consider a problem posed by Garsia [3] which deals with q-counting 
permutations with a fixed cycle structure. In [3], a remarkably simple expression 
for the major index polynomial evaluated at the primitive nth root of unity is 
derived as a consequence of a result on idempotents for the free Lie algebra. 
Garsia asks for a direct combinatorial derivation of this identity. In this paper we 
give such a derivation based on a beautiful combinatorial construction of Gessel 
[5]. Gessel’s construction illuminates the structure of certain subclasses of the 
class of permutations with a fixed cycle type. 
For any partition of n, A t n, let C, be the conjugacy class of permutations in 
the symmetric group Sp,, whose cycle structure is A, i.e., permutations whose cycle 
lengths form the partition A. Define Ai to be the polynomial, 
A,(q) = c q”“““‘, 
OCC, 
where maj denotes the major index statistic. That is, for a permutation 
o = 01, a,, . . . ) a,, set maj(a) = C. rsdes(o) i, where des(a) denotes the descent 
set of a, {i 1 q > u~+~}. Let o,, be a primitive nth root of unity. We shall give 
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a direct combinatorial proof of the following identity ([3]): 
p(k) 
AA(G) = IO if A. = knlk, 
otherwise, (1.1) 
where p is the classical Mobius function. Note that this says that Ai is equal, mod 
the cyclotomic polynomial, to the constant on the right-hand side of (1.1). 
In Section 2 we review Gessel’s construction. In Section 3 we derive results on 
the major index polynomial for certain subclasses of C, called product classes. In 
Section 4 we use the formulas of Section 3 to derive (1.1). Section 5 deals with 
descent set preserving bijections on product classes. 
2. Gessel’s necklaces 
Gessel, in an unpublished work [5], has developed a construction which enables 
him to derive generating functions for counting permutations by descents, major 
index and cycle structure (see [4]). This construction is also a useful tool in 
studying derangements (cf. [4] and [2]). H ere, it shall provide the framework for 
a combinatorial explanation of (1.1). It is closely related to Stanley’s theory of 
P-partitions [7]. 
We now present Gessel’s construction. A necklace is defined to be a primitive 
circular word on the set of nonnegative integers, i.e., an equivalence class under 
cyclic rotation of a word ala2 . . . ak which is not a concatenation of several copies 
of a shorter word. The length of a necklace c is the length of the word and the 
weight ICI of a necklace c is the sum of its letters. An ornament of order n is a 
multiset of necklaces whose lengths sum to n. The type A(f) of an ornament f is 
the partition of n formed by the lengths of its necklaces. The weight IfI of an 
ornament f is the sum of the weights of its necklaces. 
We say that a (weakly) decreasing sequence s = (si 2.~~2. . . SS,) is 
compatible with o E 9, if Si >si+i whenever i E des(a). Let 0, be the set of 
decreasing length n sequences of nonnegative integers and let D, be the elements 
of D, that are compatible with u. The weight IsI of a sequence s E D, is the sum of 
its entries. 
Gessel’s construction associaties with each ornament f of type il, a unique pair 
(a, s), such that o E C,, s ED,, and (s] = If]. The sequence s is obtained by 
simply arranging the letters of f in weakly decreasing order. By writing a 
permutation in cycle notation, we can think of a permutation of cycle type a as an 
ornament of type il with distinct letters. To obtain o from f, we replace the letters 
off with n distinct letters from 1 to n as follows. Each position x of the ornament 
f is associated with the infinite word w, obtained by starting at position x and 
repeatedly reading the circular word in a clockwise direction. Note that if w, = w,, 
then either x =y or x and y are positions in identical but distinct necklaces of the 
ornament, since the necklaces are primitive. Fix an ordering for each collection of 
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identical necklaces. The lexicographical ordering of the infinite words together 
with the fixed ordering of identical necklaces induces a total ordering of the 
positions of J This total order is used to assign distinct letters from 1 to II to the 
positions off and thereby obtain u. That is, position x is assigned a letter smaller 
than that of position y if either w, is lexicographically greater than wY, or if 
w, = w,, and the necklace containing position x precedes the necklace containing 
position y. 
We illustrate this construction with the following example. Let f be the 
ornament (3,3,0) (3,l) (3,l) (3,O) (2). Label the 10 positions from left to right. 
We have 
wr = 330330 . . . , w,=303303***, w,=o33033..., 
w,=313131.**, w,=131313***, w,=313131*.*, 
w, = 131313. . . ) w, = 303030 * * * ) w, = 030303 * . . , 
W 1” = 222222. . - . 
The total ordering of the positions is 1 < 4 < 6 < 2 < 8 < 10 < 5 < 7 < 3 < 9. Hence 
position 1 is assigned 1, position 4 is assigned 2, position 6 is assigned 3, etc. The 
resulting permutation in cycle form is (1,4,9) (2,7) (3,8) (5,lO) (6). So the 
ornament f is associated with the pair 
(a, s) = (4, 7, 8, 9, 10, 6, 2, 3, 1, 5; 3, 3, 3, 3, 3,2, 1, 1,0, 0), 
where u is now written in word form. Note that des(a) = (5, 6, S} and that s is 
compatible with o. 
Proposition 2.1 (Gessel [5]). The above construction is a bijection between the set 
of ornaments of type A and the set of pairs (a, s) where o E C, and s E 0,. 
Note that the inverse of the bijection is simply the map that takes (a, s) to the 
ornament obtained by writing o in cycle form and then replacing the integer k by 
the kth element of s. 
From the theory of P-partitions [7], we have the following proposition. 
Proposition 2.2. Let o E Y”. Then 
c qma’(o) 
se& 
@’ = n;=, (1 - qi) 
Proof. There is a natural bijection QI : D, + D,, which is obtained as follows. Let 
~=(s~~s~~-~~~~s,,)ED,. To obtain q(s), for each j E des(o), subtract 1 from 
each si, i = 1, 2, . . . , j. Clearly cp is a bijection and (sl = [q(s)1 + maj(a). 
We now have 
c 
qIsI = qmaj(M C qisl. 
se& SC& 
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Summing the right-hand side gives the result. •i 
For U c Y”, let F(U) be the set of all ornaments which map, under the 
bijection of Proposition 2.1, to (a, s) for some u E U and s E 0,. We now 
consider the generating function 
G,(q) = c 41f’. 
feF(u) 
By Propositions 2.1 and 2.2, we have 
oeU seD, 
(2.1) 
3. Product classes 
Let YA denote the set of permutations of the set A. For (Y E YA and 
A={a,<a,<... < a,}, the reduction of (Y, is the permutation in Y,, obtained by 
replacing each letter a, in LY by i, i = 1, 2, . . . , n. Conversely, for (Y E .5& and 
IAl = n, let d’ denote the permutation in YA whose reduction is a. For example, 
the reduction of 5, 8, 7, 3 is 2, 4, 3, 1, and if LY = 2, 4, 3, 1 and A = (4, 5, 6, 7) 
then d’ = 5, 7, 6, 4. We shall call two permutations (Y E .Y’, and p E 9, equivalent 
if their reductions are equal. 
Let cr E & and 0 E Yin_k. We define the product class of (Y and /3, denoted 
P(cu, p), to be the set of all permutations in 9, which can be expressed as products 
of O? and /3” for some pair of complementary subsets A and B of { 1, 2, . . . , n} 
of cardinality k and n - k, respectively. Note that we are viewing & and p” as 
permutations in Yn in order to take the product. In this situation, U“ . /3”(i) = 
d’(i) if i E A, and & * p”(i) = p”(‘) ‘f I 1 i E B. The notion of product classes can 
clearly be extended to product classes of any multiset of permutations whose 
lengths sum to IZ. 
It turns out that the major index polynomial for product classes has a 
particularly nice formulation in terms of Gaussian coefficients. Recall the 
Gaussian coeflcients (q-binomial coefficients and q-multinomial coeficients) are 
given by 
bl! 
=[k]![n-k]! foroskcn 
and 
n 1 bl! k,, kz, . . . , k, =[k,]![k,]!_..[k,,! forO~kiandkl+...+k,=n, 
where [n] denotes the polynomial 1 + q + q* + . . 1 + q”-’ = (q” - l)/(q - 1) and 
[n]! denotes the polynomial [n][n - l] . . . [l]. 
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Theorem 3.1. Suppose a! E Yk, /3 E .5& and a, and j3 have no equivalent cycles. 
Then 
C -P(%Lo qm4(4 = qmG(4+m4B) z . [I 
Proof. It is easy to see that each ornament f in F(P(cu, p)), viewed as a multiset 
of necklaces, is the union of disjoint ornaments fi in F({ (u}) and & in F({P}). 
Consequently, there is a bijection between F(P((Y, /3)) and F({a}) x F({B}), 
such that if f maps to (fi, f2) then IfI = Ifi1 + If21. It follows that 
G+,,,(q) = G+,(q) * %dq). 
By (2.1), we have 
CoeP(aJ3) 4 
M(o) 
9 
N(a) 
4 
maj(B) 
rIY=‘=, (1 - 4) = n;“_, (1 - qi) II;=; (1 - qi) ’ 
from which the result follows. q 
Let P(d”) denote the product class of m copies of the permutation (Y, that is, 
P(cK~) denotes P(a, (Y, . . . , LY) where (Y occurs m times. 
Theorem 3.2. For any cycle (Y E C, and m 2 0, 
c 4 maHo) _ - qm~maj(=)&,k(q), 
ocf(am) 
where 4&q) ’ h P 1~ IS t e o nomial defined recursively by, 
Bm.k(q) =i,$ Bm-j,d4,[ykk]‘&’ (1 -qi)- 
j4i 
Proof. Every ornament in F(P(d”)) is a multiset of m necklaces in F({a}). 
Hence by Proposition 2.1, ornaments in F(P(cP)) correspond bijectively to 
&,/c(q) = 1. 
multisets of m sequences in D, and the weight of an ornament equals the sum of 
the weights of the m sequences. We shall view a multiset of sequences as a weakly 
increasing list of sequences under lexicographical order and use the symbol 6 to 
denote this order. It follows that 
= q”‘““““’ c 2 
q c IS, I (3.1) 
S,SSzG-..GSm 
S,EDk 
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with the second equality following from the bijection from D, to Dk in the proof 
of Proposition 2.2. The following lemma will allow us to deal with the sum in 
(3.1). 
Lemma. Let (X, c) be a totally ordered set and let f :X” + N be a symmetric 
function in m variables. Then the following formal power series identity holds: 
Proof. Since f is symmetric, we can define for any multiset M = {x,, x2, . . . , x,} 
on X 
f(M) =f (XI, x2, . f . , %7l). 
Now (3.2) becomes 
m 2 qfc”) = C qfwJ~Y”-‘~‘l) 
McX McX,yeX 
IMI=m IMl<m 
Each multiset M c X, IMI = m, is represented on the right-hand side as, 
(M - {Y >) U {Y>? (M - 1~~1) U {Y’>, . . . 1 (M - (~“~1) U (~“~1, 
for each distinct y in M, where my is the multiplicity of y in M. It follows that 
f(M) appears my times on the right hand side for each distinct y in M. This means 
that f(M) appears a total of C m, = m times. 0 
Proof of Theorem 3.2 continued. Applying the lemma to the sum in (3.1) yields 
On multiplying both sides of the equation by (1 - q”“)(l - qmk-‘) . . . (1 - q) and 
setting 
B,,k(q) = (1 - q”“)(l - qmk-‘) . . . (1 - q) C q” IS<‘, m > 1 
s, =s+. ram 
&ED* 
&Ad = 1, 
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we have, 
Hence L?,,,(q) t’ fi sa 1s es the defining recurrence relation for Bm,k(q) and is 
therefore equal to B,,,(q). 
We now replace the sum in (3.1) by B,.,(q)/(l - qmk)(l - qmk-‘). . . (1 - q) 
to obtain 
m-MdB, k(q) 
Gp(dq) = (1 _ qm;(l _ qmk-i) . . . (1 _ q) ’ 
The result now follows from (2.1). 0 
The next result follows inductively from Theorems 3.1 and 3.2. 
Theorem 3.3. For any multiset of cycles M = { &“?, a$“, . . . , c$?}, where a; E 
Ckz, and C m,k, = n, we have 
c 4 maj(d = n 1 fi C qWCo) otP(M) mlkl, wb, . . . , m,k i=l Ott 
n 
= 4= m, maj(a,) 
mIkI, m2k2, . . , m,k I 
fi B,,,,,(q). 
r=l 
Theorem 3.1 also implies the following formula for the major index q- 
polynomial for general conjugacy classes. 
Theorem 3.4. For any partition il = ky’ky’. . . kyP of n, 
AA(q)= [m,k,, m,k: 2 . . , m,k,l ,Q Ak”(q)’ 
Proof. Note that C, is the disjoint union U P(cu,, (Ye, 
{(WI,. . . ) a;) ( cu, E C,,,}. The result now follows 
Theorem 3.1. 0 
. 9 cu,) which ranges over 
by inductively applying 
Now we need only a formula for A,,,. The following corollary of Theorem 3.3 
gives a formula that is not very clean, but is nevertheless useful for our purposes. 
Corollary 3.5. Let s = {(Y,, (Ye, . . . , cu,} be any subset of Ck and set As,,(q) = 
cq ) W(o) where the summation index o ranges over all permutations in y,,,k which 
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decompose into m cycles that are equivalent to cycles in S. Then 
As,,(q) = 
OS??2 ,,..., ?H,<t?l 
k] z$ Bm,.k(q) 
m,+...+m,=nl 
+ AS>l(q")Bm>k(q). 
Remark. By considering the generating function for necklaces, Gessel [4] obtains 
a nice formula for Ak(q), which involves the classical Mobius function. This 
formula will not, however, be needed in our derivation of (1.1). 
4. The polynomials at primitive nth roots of unity 
Note that when q is set equal 
multinomial coefficients evaluate to 
0 
1 
to a primitive nth root of unity, o,, the 
if ni < n for all i, 
if n, = n and n2, n3, _ . . , n, = 0. (4-l) 
Lemma 4.1. For m 2 0 and k 2 1, B,,,k(W,,,k) = 1. 
Proof. We use (4.1) to eliminate all but one of the terms of the recurrence 
relation for B,,,(q) g iven in Theorem 3.2. We are then left with 
Bm,k(W,k) = ; mD’ (1 _ whk) = L nz!-l (l - $k) 
1 1 m II!==,’ (1- ~2;) 
mli 
1 nEkl-’ (1 - t&k) 1 mk 
=- =----_=I 
m II::: (1 - w:) m k ’ 
since 
Theorem 4.2. Let S c ck. Then for all m 2 0, 
A.s.m(W,k) = Aw(%). 
Proof. The result is obtained by applying (4.1) and Lemma 4.1 to the formula in 
Corollary 3.5. Cl 
We are now able to easily prove (1.1). First by (4.1) and Theorem 3.4, we see 
that A,(o,) = 0 if A is not of the form knlk. Next we have 
[n]! = 2 q”“j(“) = c A,(q). 
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Setting 9 equal to w,, for II 2 2, we arrive at 
0 = zn AA = i$ Ae4aJ 
= z Ak(mk) iby Theorem 4.2). 
For IZ = 1 we have A,(o,) = 1. Since Ak(ok) satisfies precisely the recurrence 
relation for the classical Mobius function p(k), it follows that Ak(mk) = p(k) for 
all k a 1. By Theorem 4.2 we also have that A,+(w,) = p(k), which completes 
the proof of (1.1). 
5. Bijections, shufRes and descent sets 
Theorem 3.1 (and its proof) resembles a result on shuffles of permutations [6, 
Theorem 3.11. Let S and T be any pair of complementary subsets of 
{1,2, * . . , n} of cardinality k and n - k respectively. Let Sh(as, p’) be the set of 
all shuffles of ays and PT, i.e., permutations in Sp,, which contain (Y’ and p’ as 
complementary subwords. The formula for the major index q-polynomial for 
Sh(as, p’) given in [6] is identical to the one given here for P(cu, /I). Hence the 
distribution of major index is identical for both classes of permutations. A 
stronger result can, in fact, be proved: The number of permutations with a given 
descent set is identical for both classes of permutations. 
In [9], for a a derangement and /3 the identity, a direct descent set preserving 
bijection cp between P(a, /I) and Sh(&, 6) is given, where a/ and & have the same 
length, des(cu) = des(&), and the same conditions hold for /3 and fi. It would be 
interesting to extend this bijection to more general (Y and /3. Here, we give a 
direct bijection between P(cu, p) n DJ and Sh(as, /3’) rl DJ for any a, 6 with no 
equivalent cycles and any J c (1, 2, . . . , n - l} (D’ is the set of all permutations 
with descent set contained in J). This can be used, via the involution principle, to 
construct a descent set preserving bijection between P(LY, p) and Sh(cyS, p’). 
LetJ={j,<j,<...<j,}c{1,2,. . . , n-l} andlet &=acuSandfi=PT. For 
u E P(a, p) tl D’, let A, B be such that o is the product of &’ and p”. To 
construct Ed = ~(a) E Sh(&, fi), first let rrl, 7r2, . . . , nj, be the unique increasing 
sequence obtained by merging the increasing sequences &i, &,, . . . , iii, and 
B,? r62,. . . 7 &, where ii = (A fl (1, 2, . . . , jdl and k, = IB n (1, 2, . . . , jJl. 
Next, let nj,+r, . . . , nj2 be the unique increasing sequence obtained by merging 
the increasing sequences (r;,+i, . . . , ii;.,+i2 and fik,+i, . . . , pk,+,_, where i2 = (A n 
{j, + 1, ji + 2, . . . ,j2}] andk,=]Bfl{j,+l,j,+2,...,j,}]. Continuinginthis 
way gives Ed. Although the map q is quite easy to describe, it is not at all obvious 
that it is a bijection. Gessel’s construction enables us to prove that it is. 
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Theorem 5.1. The map Q, : P(cu, P> fl DJ -+ Sh(&, 6) fl DJ described above is a 
bijection. 
Proof. Clearly Q, is a well defined map. The proof that it is a bijection relies on 
Proposition 2.1, via the following lemma. 
Lemma 5.2. Let M be the multiset {dj’, (d - l)j-j’, . . . , O”-id}, which we shall 
also view as a weakly decreasing sequence in 0,. Then the map 
w : f’(a, PI I--I D-‘-t {(MI, M,) 1 Ml E D,, 4 E Dp, M, U Mz = M), 
defined by 
~(4 = (MA, MB), 
where o = dl * p” and MA and MB are the subsequences of M determined by 
positions in A and B, respectively, is a bijection. 
Proof. It is easy to that the map r$ is well defined. We show that IJ is a bijection 
by describing it in terms of Gessel’s bijection (Proposition 2.1). Let u E 
P(cu, p) fl DJ. Since M c D,,, by Proposition 2.1, there is a unique ornament f in 
F(P(a, /3)) corresponding to the pair (a, M). This ornament decomposes 
uniquely into the union of ornaments f, E F({LY}) and f2 E F({P}). Again under 
Gessel’s bijection fi corresponds to (a, Ml) and f2 corresponds to (p, M2). Note 
that Ml = MA and M2 = MB. Hence this process of going from u to (Ml, M2) via 
Gessel’s bijection gives q. Since the process is clearly reversible, q is invertible 
and is therefore a bijection. 0 
Proof of Theorem 5.1 continued. Let M be as in Lemma 5.2. Consider the map 
defined by y(M,, M,) = n where x is constructed as follows: Let ~ti, x2, . . . , JG~, 
be the unique increasing sequence obtained by merging the increasing sequences 
&I, &*, . . . ) 4, and PI, /%, . . . , h,, where il and kl are the multiplicities of d in 
Ml and M2, respectively. Then let ~~i,+i, . . . , nj, be the unique increasing 
sequence obtained by merging the increasing sequences gii+i, . . . , &,+iz and 
&,+1, * . . J Pk,tkz’ where i2 and k2 are the multiplicities of d - 1 in Ml and M2, 
respectively. Continuing this way gives n. It is easy to check that y is a bijection. 
One can also see that q = y 0 q. Hence by Lemma 5.2, Q, is a bijection 0 
An actual descent set preserving bijection between P(a, p) and Sh(d, 6) can 
now be recursively constructed via a variation of the Garsia-Mime involution 
principle (see [S, Set 2.61). The map t/~ can also be used to construct, via the 
involution principle, a descent set preserving bijection between P(cu, p) and 
P(&, fi), where des(a) = des(&), des(P) = des(p), (Y and p have no equivalent 
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cycles, and 5 and fi have no equivalent cycles. Also similar arguments enable us 
to construct a descent set preserving bijection between P(cu”) and P(&“), where 
(Y, (YE Ck and des(cw) = des(ti). A direct (not using the involution principle) 
descent set preserving bijection for shuffles is constructed in [l]. It would be 
interesting to find such a bijection for product classes, as well. 
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