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ABSTRACT
In the ’t Hooft-Veltman dimensional regularization scheme it is
necessary to introduce finite counterterms to satisfy chiral Ward
identities. It is a non-trivial task to evaluate these counterterms
even at two loops.
We suggest the use of Wilsonian exact renormalization group tech-
niques to reduce the computation of these counterterms to simple
master integrals.
We illustrate this method by a detailed study of a generic Yukawa
model with massless fermions at two loops.
1Work supported in part by M.U.R.S.T.
Introduction
The dimensional regularization scheme devised by ’t Hooft and Veltman [1, 2]
and later systematized by Breitenlohner and Maison [3] (BMHV) is the only
dimensional regularization scheme which is known to be consistent in presence
of γ5. It gives the correct result for the axial anomaly, at the price of breaking
d-dimensional Lorentz symmetry and chiral symmetry; while the former is easily
recovered, it is a non-trivial task to satisfy the chiral Ward identities.
More popular is the naive dimensional regularization scheme (NDR) [4]
which, although inconsistent, is much easier to use and can be handled safely
in most practical situations. For a review on the subject, see e.g. [5] .
Due to the relevance of higher loop computations in the standard model,
where it is difficult to guarantee the consistency of the naive scheme, it is worth-
while to investigate thoroughly consistent renormalization schemes.
The difficulties encountered in computing systematically in the BMHV sche-
me the non-invariant counterterms can be divided in three categories:
i) it is a complicated (but generally solvable) algebraic problem to satisfy all
the Ward identities (modulo anomaly problems), determining these countert-
erms as combinations of Feynman integrals;
ii) it is an analytically difficult problem to evaluate these counterterms, which
in general involve Feynman integrals with several masses and/or momenta; ex-
plicit formulae with several masses at more than one loop usually range from
being quite complicated (see e.g. [6]) to being as yet unknown;
iii) it is burdensome to store these counterterms (which include evanescent
ones) and to compute the renormalization group beta function using them [7].
By comparison, we recall that in a vectorial theory (or in NDR, whenever
possible) step (i) is trivial in the minimal subtraction (MS) scheme, since the
Ward identities are automatically satisfied; step (ii) is much simpler, since the
poles are much easier to compute than the finite parts of the Green functions;
step (iii) is almost trivial, since in general multiplicative renormalization holds;
simple formulae for the beta and gamma renormalization group functions are
available in the MS scheme [2].
The short-cuts used to get the appropriate answer for the problem at hand
include:
I) in a few cases, like in the case of an axial current insertion in a vectorial
gauge theory, it is sufficient to equate the axial vertex to the corresponding
vector vertex multiplied by γ5 to be sure that the chiral Ward identities are
satisfied [8];
II) after solving the algebraic problem, avoid carrying out step (ii); this is
the philosophy of algebraic renormalization ( for a review see [9]), used generally
only for demonstrative purposes, but which can also be used for making explicit
computations, as shown in some two-loop examples carried out recently [10].
To our knowledge the only paper in which the counterterms are determined
systematically at one loop in the BMHV scheme in a chiral gauge theory is [11],
in which the Bonneau-Zimmermann [12] identities are used.
There are several computations of one-loop counterterms in the BMHV
scheme for particular processes in the standard model [13], but no systema-
tic one-loop treatment has been given in such a scheme.
In this paper we describe a general method for simplifying step (ii) and partly
(iii), i.e. we show that the counterterms can be reduced to zero-momentum
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Feynman integrals with the same auxiliary mass in all propagators, and that
the beta function can be computed easily without making a direct use of the
counterterms.
The auxiliary mass technique in this form has been used in the past at two
or more loops [14, 15, 16] in conjunction with MS. Being the MS scheme mass-
independent [17], the auxiliary mass technique gives gauge-breaking terms that
are polynomial in the auxiliary mass and then can be easily treated; however in
chiral theories with BMHV the MS scheme cannot be used, and it is not easy
to disentangle the gauge-breaking terms.
We will show how to do this by Wilsonian methods [18].
Wilsonian methods have been used by Polchinski [19] to simplify the proof of
renormalizability in φ4; this proof has been further simplified and generalized to
other cases [20, 21, 22, 23]; in particular gauge theories have been renormalized
using the effective Ward identities introduced in [20]. In [23] mass-independent
renormalization has been studied with these Wilsonian methods; it has been
also shown in this paper that the Wilsonian effective action satisfies an effective
renormalization group equation, which is the analogous of the effective Ward
identities.
In this paper we propose the exploitation in the BMHV scheme of the effec-
tive Ward identities and effective renormalization group equation to compute
the finite counterterms and the beta function in terms of Wilsonian Green func-
tions at zero momenta and masses, which are easy to evaluate.
As a simple testing ground for our proposal we renormalize systematically
at two loops the most general Yukawa theory with massless Dirac fermions;
so far only the simplest Yukawa model with pseudoscalar coupling (without
chiral symmetry) has been renormalized at two loops in the minimal BMHV
subtraction scheme [7].
We impose Wilsonian mass-independent renormalization conditions compat-
ible with the rigid chiral Ward identities. Our renormalization scheme is chosen
to coincide with the minimal subtraction scheme in the non-chiral Yukawa case
(this choice is done to simplify step (i), but is not essential in our method); in
the general case it gives the same two-loop β and γ functions as in the minimal
naive scheme [24].
Finally we discuss the coupling with external gauge fields; we impose Wilso-
nian renormalization conditions compatible with the effective Ward identities
at one loop. At two loop we check only the gauge two-point function Ward
identity and the Adler-Bardeen non-renormalization theorem [25].
Our method is based on the use of a Wilsonian flow belonging to the class
characterized by the cut-off functions K
(n)
Λ (x) = (
Λ2
x+Λ2 )
n with n = 2, 3, . . . ;
these cut-off functions separate the propagators into hard and soft parts. For
n ≥ 2 the counterterms chosen at a particular Λ renormalize the flow for any Λ.
We renormalize the theory at zero momenta and masses along the flow n = 2,
using the n = 3 case as a check on computations.
The counterterms are zero-momentum integrals with the same Λ in all the
propagators, which can be reduced to a single ‘master integral’ at two loops
using recursion relations (for a review see [15]). We have used Mathematica [26]
to evaluate these integrals.
In the first section we show how the exact renormalization group method
can be used in connection with dimensional renormalization to renormalize the
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Yukawa models.
In the second section, after reviewing the recursion formula for the massive
zero-momentum two-loop integrals, we give the one and two loops results for
the Yukawa models.
In the third section we discuss the effective Ward identities for the Yukawa
model in presence of external gauge fields.
We end with a concluding section.
In the appendix we give the complete two-loop bare Yukawa action.
1 Dimensional renormalization and the Wilso-
nian effective action
1.1 ’t Hooft–Veltman regularization scheme
We recall how gamma matrices are treated in the ’t Hooft and Veltman [1]
dimensional regularization scheme as elaborated by Breitenlohner and Maison
[3] (BMHV).
We work in Euclidean space; δµν is the Kronecker delta in d = 4− ǫ dimen-
sions;
δµνpν = pµ ; δµµ = d (1)
The gamma matrices γµ satisfy the relation
{γµ, γν} = −2δµνI (2)
where
trI = 4 ; Iγµ = γµI = γµ (3)
In the BMHV scheme O(d) invariance is broken and one introduces O(4) ×
O(d − 4) invariant tensors : the (d − 4)–dimensional Kronecker delta δˆµν and
the 4–dimensional antisymmetric tensor ǫνρστ , satisfying
δˆµνδνρ = δˆµρ ; δˆµµ = −ǫ ; δˆµνǫνρστ = 0 (4)
Moreover one defines the ‘evanescent’ tensors
pˆµ ≡ δˆµνpν ; γˆµ ≡ δˆµνγν (5)
The matrix γ5 is defined by
γ5 ≡ 1
4!
ǫµνρσγµγνγργσ (6)
satisfying
{γ5, γµ} = {γ5, γˆµ} = 2γˆµγ5 ; γ25 = I (7)
In Euclidean space the reflection symmetry takes the place of hermiticity.
Reflection symmetry is an antilinear involution, under which
Θγµ = −γµ ; Θψ(x) = ψ¯(x′)γ1 ; Θψ¯(x) = γ1ψ(x′) (8)
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where x
′1 = −x1, x′µ = xµ for µ 6= 1.
For a multiplet of fermionic fields, a general local marginal fermionic bilinear,
involving a scalar (A), pseudoscalar (B), vector (Vµ) and pseudovector (Aµ), all
of them real fields, can be written as
∫
ψ¯(H1γµ +H2[γµ, γ5] +H3γˆµ + iH4γˆµγ5)∂µψ +∫
ψ¯(iH5A+H6γ5B + iH7γµVµ + iH8[γµ, γ5]Aµ +
iH9γˆµVµ +H10γˆµγ5Aµ)ψ
(9)
where Hi are matrices over flavour indices. Reflection invariance requires that
Hi are hermitian.
Green’s functions in d dimensions are obtained performing the Dirac algebra
in the Feynman graphs with the above rules. Actually the analytic continuation
to continuous dimensions is defined on the scalar coefficients of the Green’s
functions expanded on a basis for tensorial structures. For chiral theories, being
O(d) broken, such a basis includes also ‘hatted’ tensors.
The poles of the Green’s functions for ǫ→ 0 are removed by local countert-
erms. Loop by loop the singular part of the counterterms must subtract exactly
the pole part of the Green’s functions, including the ’hatted’ components; the
finite parts of the counterterms instead are not uniquely determined by the
renormalization conditions which constrain only their 4–dimensional part. In
fact the d→ 4 prescription requires, besides to take the limit ǫ→ 0, to set the
hatted tensors to zero.
In order to fix completely the fermionic counterterms, in the decomposition
(9) we will choose that H3, H4, H9, H10 have vanishing finite term in their
Laurent expansion. The same convention is assumed for the coefficients bij , d
a
ij
and dabij in the bilinear scalar counterterms, which have the form
1
2
∫
∂µφi∂νφj(aijδµν + bij δˆµν) + V
a
µ (φi∂µφjc
a
ij + φi∂ˆµφjd
a
ij) +
V aµ V
b
µφic
ab
ij φj + V
a
µ δˆµνV
b
ν φid
ab
ij φj
(10)
1.2 Yukawa models
Consider the most general Yukawa model with massless fermions.
In dimensional regularization the bare action is
S =
∫
1
2
φicijφj + ψ¯cψ + µ
ǫ/2ψ¯ciψφi +
µǫ
4!
cijklφiφjφkφl (11)
and it is chosen to be reflection symmetric.
At tree level
c
(0)
ij (p) = δijp
2 +m2ij ; c
(0)(p) = iγµpµ
c
(0)
i = iyi ; c
(0)
ijkl = hijkl (12)
We define
yi = SiI + iPiγ5 ; Yi = Si + iPi (13)
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The constants c, ci are matrix-valued, c = cIJ , etc., where I,J are the internal
indices of the fermions ψI . The matrices Si, Pi are hermitian.
We will consider a group G which is not necessarily semi-simple, with struc-
ture constants fabc. The fields transform under linear (chiral) representations
of the group which are in general reducible:
ψ → gψ ; ψ¯ → ψ¯g¯−1 ; φi → hijφj (14)
where
g = exp(iǫata) ; g¯ = exp(iǫat¯a) ; h = exp(iǫaθa) (15)
and
ta = taRPR + t
a
LPL = t
a
s + t
a
pγ5 ; t¯
a = taLPR + t
a
RPL = t
a
s − tapγ5
PR =
1
2
(1 + γ5) ; PL =
1
2
(1− γ5)
(16)
taR and t
a
L belong in general to different representations of G. The scalar fields
are in a real representation; then θa are antisymmetric imaginary matrices.
The Yukawa coupling ψ¯yiψφi is invariant under these transformations pro-
vided the following relations hold
yjθ
a
ji + yit
a − t¯ayi = 0 ; y†jθaji + y†i t¯a − tay†i = 0 (17)
or equivalently
Yjθ
a
ji + Yit
a
R − taLYi = 0 ; Y †j θaji + Y †i taL − taRY †i = 0 (18)
The tree-level action is invariant under these chiral transformations, apart
from an evanescent fermionic kinetic term. Higher corrections in the bare ac-
tion will require also non-invariant counterterms; in the next subsection we will
discuss how Wilsonian methods can be applied to determine the counterterms
in order to preserve the Ward identities.
1.3 Wilsonian effective action
The bare action (11) has the form
S(Φ) =
1
2
ΦD−1Φ + SI(Φ) (19)
where we use a compact notation in which Φ is a collection of fields. SI contains
the tree-level interaction terms and the counterterms.
Consider an analytic cut-off function
KΛ(p,M) = (
Λ2
p2 +M2 + Λ2
)n (20)
for n ≥ 2 ; M2 = m2 ≥ 0 in the scalar sector; M2 = 0 in the fermionic sector.
Let us split the propagator in two parts characterized by a scale Λ > 0;
defining
DH = DΛ = D(1 −KΛ) ; DS = DKΛ (21)
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Let us make an ‘incomplete integration’ over the hard modes
ZΛ[J ] = exp
1
h¯
WΛ[J ] ≡
∫
DΦe− 1h¯ [SΛ(Φ)−JΦ] (22)
with bare action
SΛ(Φ) =
1
2
ΦD−1Λ Φ+ S
I(Φ) (23)
The Green functions obtained from ZΛ[J ] are infrared finite for Λ > 0 even at
exceptional momenta.
The flow of this functional from Λ to zero can be represented as
Z[J ] = Z0[J ] = e
h¯
2
δ
δJ
D−1Λ KΛ
δ
δJ ZΛ[J ] (24)
The Wilsonian theory at scale Λ has a bare action differing from the one of
the usual theory at Λ = 0 by the term
SΛ(Φ)− S(Φ) = 1
2
ΦD−1Λ KΛΦ (25)
which has ultraviolet dimension less or equal to zero, due to the above made
choice of the cut-off functionKΛ; the renormalization of the usual theory implies
the renormalization of the Wilsonian theory and viceversa.
To impose the renormalization conditions it is useful to separate the Wilso-
nian 1-PI functional generator, obtained by making a Legendre transformation
on WΛ[J ], into the quadratic tree-level and interacting parts:
ΓΛ[Φ] =
1
2
ΦD−1Λ Φ+ Γ
I
Λ[Φ] (26)
and to make a Taylor expansion of ΓIΛ[Φ] in fields, d-dimensional momenta and
masses; the four-dimensional terms in this expansion form a local functional,
which will be called SW .
Let us now discuss briefly why the renormalization program can be per-
formed on the ZΛ functional with some advantages:
i) since the hard propagator DH(p) is regular at p = 0 there are no infrared
problems in the evaluation of the counterterms, so that the counterterms can
be chosen to be Feynman integrals at zero momenta and masses using a mass-
independent Wilsonian renormalization scheme [23];
ii) for a Wilsonian flow with n ≥ 2 it is simple to prove that the renormaliza-
tion at a fixed Λ implies the finiteness of the Wilsonian effective action at every
value Λ of the Wilsonian flow, in particular at Λ = 0; moreover because the
propagators DΛ at Λ = 0 do not depend on n, a bare action that renormalizes
a given flow will also make finite the flows for every n ≥ 2.
iii) for a Wilsonian flow with n ≥ 2 the Ward identities and the renormaliza-
tion group equation on the functional ZΛ=0 are equivalent to the corresponding
effective Ward identities [20, 22] and effective renormalization group equation
[23] on ZΛ, so that choosing renormalization conditions compatible with the
effective Ward identities the validity of the Ward identities on ZΛ=0 follows;
furthermore the renormalization group beta function can be expressed in terms
of Feynman integrals at zero momenta and masses.
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These considerations hold for any renormalizable theory in four dimensions;
we consider here only the Yukawa model, which is the simplest chiral theory.
Actually its rigid Ward identities are too simple to illustrate point (iii), since ZΛ
satisfies the same rigid Ward identities; however introducing external currents
one has to study the local Ward identities, whose effective form will be used in
a later section.
In the Yukawa model the bare constants in the action are chosen of the form
cA =
∑
l≥1
h¯lN ldc
(l)
A (ǫ)
Nd = (4π)
ǫ/2−2Γ(1 +
ǫ
2
) ; c
(l)
A (ǫ) =
∑
r≥0
c
(l)
A,−rǫ
−r
(27)
We use a modified subtraction scheme [27] , in which Nd is introduced in
order to avoid γE , ln(4π) and π
2 factors. We choose a mass-independent
renormalization scheme, i.e. all the bare terms, apart from cij , are independent
from m2; the latter term depends polynomially on it.
The bare constants must be fixed by suitable renormalization conditions on
the Wilsonian effective action.
In the Yukawa model the marginal part 2 SΛW of the Wilsonian effective
action is defined according to:
ΓΛ = SΛW + Γ
Λ
irr
SΛW =
∫
ψ¯γµa∂µψ − 1
2
aijφi∂
2φj +
1
2
φim
2
rsa
rs
ij φj +
ψ¯aiψφi +
1
4!
aijklφiφjφkφl
(28)
Γirr contains all the terms of dimension greater than four in the expansion of
ΓΛ in the fields, momenta and masses.
The renormalization conditions fix the limit for ǫ→ 0 of the functions gA =
{a, aij , arsij , ai, aijkl} at Λ = µ and perturbatively determine uniquely the bare
action, as discussed in the first section.
From the Feynman graphs rules the terms gA at order l in the loop expansion
are
g
(l)
A =
l∑
r=0
(
µ
Λ
)rǫg
(r,l−r)
A (29)
in which the dependence on Λ and µ is made explicit; g
(l,0)
A is the l-loop graph
contribution, while g
(r,l−r)
A , r = 0, ..., l− 1 is the contribution due to the r-loop
graphs with counterterms of overall loop order l − r; g(r,l−r)A are independent
from µ and Λ .
Being the theory renormalized, one gets, for ǫ→ 0
µ
∂
∂µ
g
(l)
A = −Λ
∂
∂Λ
g
(l)
A →
l∑
r=1
r g
(r,l−r)
A,−1 (30)
2In a Wilsonian mass-independent scheme, as discussed in [23], the renormalization of the
mass parameter is treated in a way very similar to the kinetic term and therefore is included
in the marginal part of the action.
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Taking s derivatives with respect to Λ in (29) one has still a finite expression
for ǫ→ 0, so that one obtains the consistency conditions
l∑
r=1
rs g
(r,l−r)
A,−n = 0 (31)
for n = 2, ..., l and s = 1, ..., n− 1.
For the two-loop case the consistency condition (31) for n = 2 and s = 1 is
known to hold for each Feynman graph and its counterdiagrams [28], providing
a useful check.
To renormalize the theory we assign finite values to the constants gA at
Λ = µ
gA = rA +O(ǫ) (32)
Each coefficient in the Laurent expansion in ǫ must be determined to estab-
lish completely the renormalization scheme. In a subtraction scheme in which
the bare constants are fixed to have all positive powers of ǫ equal to zero (see
eq. (27)) and the renormalized quantities are fixed to be non singular and with
determined ǫ0 coefficient, the renormalization scheme is completely fixed. The
O(ǫ) term in eq. (32) refers to the fact that one cannot fix the positive powers
of ǫ both in the renormalization condition and in the bare action.
In order to respect the rigid Ward identities one must choose for rA group-
covariant quantities under the chiral transformations. They can be constructed
out of the tree coupling constants y and hijkl, taking into account the invariance
properties
g¯−1yig = hijyj ; g
−1y†i g¯ = hijy
†
j (33)
Furthermore one can examine which choice for rA gives the simplest expression
for the counterterms.
For the non-chiral theory, in which the couplings Pi of eq.(13) are vanishing
and g = g¯ = gs, the simplest counterterms are those determined by the MS
scheme, corresponding to renormalization conditions rA(S) that can be explic-
itly computed.
For the chiral theory we will define the counterterms as suitable functions
cA(S, P ) which, for P = 0, coincide with the corresponding functions of the non
chiral case. To this aim loop by loop we will choose rA applying a covarianti-
zation formula to the corresponding rA(S). A comparison of eq.(33) with the
analogous equation in the non chiral case with the same group G:
g−1s Si gs = hijSj (34)
suggests the recipe for the Green’s functions of interest :
Si1Si2 . . . Si2n+1I → yi1y†i2 . . . yi2n+1
γµSi1Si2 . . . Si2n → γµy†i1yi2 . . . yi2n
Tr [Si1Si2 . . . Si2n ]→
1
4
Tr tr
[
yi1y
†
i2
. . . y†i2n
]
=
1
2
Tr
(
Yi1Y
†
i2
...Yi2n−1Y
†
i2n
+ Y †i1Yi2 ...Y
†
i2n−1
Yi2n
)
(35)
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where Tr denotes the trace over the internal fermionic indices.
As an example let us consider the renormalization condition to be imposed
on the fermionic self–energy. In the non chiral theory, using the minimal sub-
traction one computes:
Σ(p)|marg = i/p r(S) (36)
Using the covariantization procedure i/p r(S) must be replaced by i/p r(y, y†). In
order to be compared with the standard form of eq.(9) Σ can be written as
Σ(p)|marg = i
2
{
/p
[
r(Y, Y †) + r(Y †, Y )
]
+
1
2
[/p, γ5]
[
r(Y, Y †)− r(Y †, Y )]}
(37)
which differs from i/p r(y, y†) by evanescent terms. Eq.(37) gives the renormal-
ization condition for the chiral theory. Observe that, if the theory is reflection
symmetric, r(y, y†) is hermitian.
The counterterms cA are completely determined by the pole part and by the
constant part of the corresponding vertices. They can be decomposed into two
parts
cA = c
NDR
A +∆cA (38)
where cNDRA has the same group structure as rA and, due to the choice of
renormalization conditions, has only pole part in ǫ (see comment after eq.(32)).
The remaining part ∆cA vanishes in the non-chiral case (Pi = 0).
The non-marginal relevant terms satisfy
ΓΛ=0ij |p=m=0 = 0 ; ΓΛ=0IJ |p=m=0 = 0 (39)
In dimensional regularization, being the massless tadpoles equal to zero,
eq.(39) corresponds to have vanishing bare relevant counterterms.
2 Explicit computations
2.1 Master integrals
Using the cut-off function (20) the hard propagator has the form
DΛ(p,M) = D(p,M)
p2 +M2
Λ2
n∑
r=1
(
Λ2
(p2 +M2 + Λ2
)r
(40)
The counterterms are computed in terms of Wilsonian Green functions at zero
momenta and masses M = 0; the corresponding Wilsonian Feynman graphs
with I internal lines have I sums
∑n
r1=1
...
∑n
rI=1
.
Since D(p,M)(p2+M2) is polynomial in p the counterterms are expressed in
terms of massive zero momentum tensor integrals, in which all the propagators
have ‘mass’ Λ. Taking traces one can reduce these tensor integrals in terms of
scalar integrals.
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At one loop the scalar integrals are
Ia =
∫
ddq1
Ndπd/2
1
(q21 + 1)
a
(41)
At two loops the scalar integrals have the form
Ia,b,c =
∫
ddq1
Ndπd/2
∫
ddq2
Ndπd/2
1
(q21 + 1)
a(q22 + 1)
b((q1 + q2)2 + 1)c
(42)
and so on at higher loops.
At one loop one has the well-known explicit expression
Ia =
Γ(a− d/2)
Nd Γ(a)
(43)
At higher loops an exact expression for these integrals is not known; they
can be reduced, using recursion relations, to a small number of master integrals
which can be expanded in ǫ; to renormalize at l-loop one must know the I(l)
up to the O(1) term, the I(l−1) up to the O(ǫ) term and so on (in minimal
subtraction it is sufficient to know the I(l) up to the O(1/ǫ) term, the I(l−1) up
to the O(1) term and so on; however in presence of chiral symmetries MS is not
sufficient).
At two loops there is only one master integral (for a review see e.g. [15]); it
is known how to compute the finite parts of the three-loop master integral [16].
In this paper we will restrict to two-loop computations; the recursion relation
is obtained from the identity∫
ddq1
Ndπd/2
∫
ddq2
Ndπd/2
∂
∂qµ1
qµ1
(q21 + 1)
a(q22 + 1)
b((q1 + q2)2 + 1)c
= 0 (44)
which implies
(d− 2b− c)Ia+1,b,c − c(Ia,b−1,c+1 − Ia−1,b,c+1) +
2bIa,b+1,c + cIa,b,c+1 = 0
(45)
From this relation and the fact that Ia,b,c is totally symmetric in its indices it
follows the recursion relation
3 a Ia+1,b,c = c (Ia−1,b,c+1 − Ia,b−1,c+1) +
b (Ia−1,b+1,c − Ia,b+1,c−1) + (3a− d)Ia,b,c
(46)
Using this recursion relation one can express all Ia,b,c , for a, b, c > 0 in terms
of the master integral I1,1,1 and in terms of Ia′,b′,c′ , with one of the indices
vanishing; in the latter case the two-loop integral reduces to the product of two
one-loop integrals:
Ia,b,0 = IaIb (47)
One has
I1,1,1 = − 6
ǫ2
− 9
ǫ
+
3
2
(v − 5) +O(ǫ)
v ≡ 3 lim
ǫ→0
I2,2,2 = −2− 4√
3
∫ π/3
0
dx ln
(
2sin
x
2
)
≃ 0.34391
(48)
These recursion relations can be solved very fast by computer in the cases of
interest. Recently all the Laurent series of I1,1,1 has been computed in [29].
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structure cNDR(1) r
#
(1) µ∂µg graphs
Yij − 4ǫ 2615 4 Fig.1(a)
hijkl
1
ǫ − 712 −1 Fig.1(b)
y†i yi − 1ǫ 712 1 Fig.1(c)
i yjy
†
i yj
2
ǫ − 4760 −2 Fig.1(d)
Y(ijkl) − 48ǫ 45435 48 Fig.1(e)
hrs(ijh
rs
kl)
3
ǫ − 74 −3 Fig.1(f)
Table 1: One-loop coefficients
2.2 One-loop results
At one loop the renormalization conditions (32) on the Wilsonian vertices are
r
(1)
ij = r
φ
(1)Yij ; r
(1)rs
ij = r
m2
(1)hijrs
r(1) = rψ(1)y
†
i yi ; r
(1)
i = ir
v3
(1)yjy
†
i yj
r
(1)
ijkl = r
v4
(1)1Y(ijkl) + r
v4
(1)2h
rs
(ijh
rs
kl)
(49)
where the symmetrizations (. . . ) are with weight one: e.g. h(ijkl) = hijkl ; we
defined
Yi1i2...i2n−1i2n ≡
1
2
Tr
(
Yi1Y
†
i2
...Yi2n−1Y
†
i2n
+ Y †i1Yi2 ...Y
†
i2n−1
Yi2n
)
(50)
The same parametrization holds for the bare constants cNDRA defined in
eq.(38).
The quantities rA depend in general on the choice of the Wilsonian flow; in
Table 1 we give the values of rA and c
NDR
A for the flow n = 2, figure 1 gives
the corresponding graphs. To compute the coefficients in Table 1 one has to
make an expansion in masses and momenta of graphs in fig.1, as mentioned
after eq.(28)
The remaining part of the one-loop bare constants is
∆c
(1)
ij =
4
3
(
−p2 + 2
ǫ
pˆ2
)
Tr [PiPj ]
∆c(1) =
i
ǫ
/ˆp (2PiPi − iγ5{Si, Pi})
∆c
(1)
i = yjγ5Piyj
∆c
(1)
ijkl = −96 Tr
[
S(iSjPkPl) +
2
3
P(iPjPkPl)
]
(51)
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(a) (b) (c) (d)
(e) (f)
Figure 1: One-loop graphs
In [7] MS is applied in BMHV in the simplest Yukawa model with a pseu-
doscalar, where there is no chiral symmetry to be maintained. Here we intro-
duced finite counterterms, which are exactly those needed to obtain the same
renormalized Green functions as in the MS NDR scheme. In [7] it was shown
that the beta function at two loop in the MS BMHV scheme differs from the
one in MS NDR scheme by a renormalization group transformation involving
finite one-loop counterterms, which are in agreement with eq.(51).
2.3 Two-loop results
At two loops the renormalization conditions on the Wilsonian effective action
read
rij = r
φ
ijp
2 + rm
2,kl
ij m
2
kl
rφij = r
φ
1hikmnhjkmn + r
φ
2Yikjk + r
φ
3Yijkk
rm
2,kl
ij = r
m2
1 hikmnhjlmn + r
m2
2 hijmnhmnkl +
rm
2
3 Yikjl + r
m2
4 Yijkl + r
m2
5 Ylmhijkm
(52)
The two-point fermionic term is
r = y†j [r
ψ
1 yiy
†
i yj + r
ψ
2 yiy
†
jyi + r
ψ
3 Yij yi + r
ψ
4 hijkkyi] (53)
The two-loop fermion-fermion-scalar term is
ri =iyk[r
v3
1 Yjky
†
i yj + r
v3
2 y
†
jyiy
†
jyk + r
v3
3 (y
†
i yjy
†
j + y
†
jyjy
†
i )yk +
rv34 (y
†
i yjy
†
k + y
†
jyky
†
i )yj + r
v3
5 y
†
jyiy
†
kyj + r
v3
6 hjklly
†
i yj + r
v3
7 hijkly
†
jyl]
(54)
The two-loop quartic scalar term is
rijkl = r
v4
1 Yninjkl + r
v4
2 Ynijnkl + r
v4
3 Ynijkln +
hmnij(r
v4
4 Ymkln + r
v4
5 Ymknl + r
v4
6 Ymphpnkl +
rv47 hmnpqhpqkl + r
v4
8 hmpklhnpqq + r
v4
9 hnpqkhmpql)
(55)
where symmetrization over the indices i, j, k, l is understood.
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structure cNDR rφ, rm
2
µ∂µg τ graphs
hikmnhjkmnp
2 − 112ǫ 7432 + 5v81 16 0 Fig. 2(a)
Yikjkp
2 − 8ǫ2 + 2ǫ − 259 + 178v81 − 16415 0 Fig. 2(b)
Yijkkp
2 − 4ǫ2 + 3ǫ − 160218505 + 49v729 − 27935 157105 Fig. 2(c)
hikmnhjlmnm
2
kl
1
ǫ2 − 12ǫ 67108 + 29v324 Fig. 2(a)
hijmnhmnklm
2
kl
1
ǫ2
49
144 Fig. 2(d)
Yikjlm
2
kl − 8ǫ2 + 4ǫ − 1642729 + 5078v2187 Fig. 2(b)
Yijklm
2
kl − 16ǫ2 − 14681 + 4v243 Fig. 2(c)
hijkmYlmm
2
kl
4
ǫ2 − 2ǫ 4421545 + 121v27 Fig. 2(e)
Table 2: Two-loop coefficients for the two-point bosonic functions
(a) (b) (c) (d)
(e)
Figure 2: Two-loop graphs for the two-point bosonic function
structure cNDR rψ µ∂µg τ graphs
y†jyiy
†
i yj − 12ǫ2 + 18ǫ − 23599720 + 289v5832 − 2940 13120 Fig. 3(a)
y†jyiy
†
jyi − 2ǫ2 − 229324 + 319v486 − 73 0 Fig. 3(b)
y†jyiYij − 2ǫ2 + 32ǫ − 2375486 − 6107v1458 − 12730 1110 Fig. 3(c)
hijkky
†
jyi 0
13
30 0 0 Fig. 3(d)
Table 3: Two-loop coefficients for the fermionic two-point functions
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(a) (b) (c) (d)
Figure 3: Two-loop graphs for the two-point fermionic function
structure cNDR rv3 µ∂µg τ graphs
Yjkyky
†
i yj
4
ǫ2 − 2ǫ 193842835 + 197v243 647105 − 3435 Fig. 4(a)
yky
†
jyiy
†
jyk
2
ǫ2 − 1ǫ 4781 + 13v486 10730 0 Fig. 4(b)
yk(y
†
i yjy
†
j + y
†
jyjy
†
i )yk
1
ǫ2 − 12ǫ 1000922680 − 83v972 647420 − 1770 Fig. 4(c)
yk(y
†
i yjy
†
k + y
†
jyky
†
i )yj
2
ǫ2
415
972 − 169v1458 4730 0 Fig. 4(d)
yky
†
jyiy
†
kyj
1
ǫ
76
729 − 920v2187 −2 0 Fig. 4(e)
hjkllyky
†
i yj 0 − 3370 0 0 Fig. 4(f)
hijklyky
†
jyl − 1ǫ 781 + 160v243 2 0 Fig. 4(g)
Table 4: Two-loop coefficients for the cubic vertex
(a) (b) (c) (d)
(e) (f) (g)
Figure 4: Two-loop graphs for the cubic vertex
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structure cNDR rv4 µ∂µg τ graphs
Yninjkl − 192ǫ2 + 96ǫ − 378267276545 + 66416v6561 − 1035235 0 Fig. 5(a)
Ynijnkl
48
ǫ − 1508818225 + 26272v2187 −96 0 Fig. 5(b)
Ynijkln − 96ǫ2 + 48ǫ − 566040791854 + 155224v19683 − 13756105 1772105 Fig. 5(c)
hmnijYmkln − 96ǫ2 − 29227 + 8v81 −112 0 Fig. 5(d)
hmnijYmknl − 48ǫ2 + 24ǫ − 4256243 + 10156v729 −104 0 Fig. 5(e)
hmnijYmphpnkl
12
ǫ2 − 6ǫ 94936 + 121v9 1075 − 235 Fig. 5(f)
hmnijhmnpqhpqkl
3
ǫ2
61
48
7
2 0 Fig. 5(g)
hmnijhmpklhnpqq 0 − 3920 0 0 Fig. 5(h)
hmnijhnpqkhmpql
6
ǫ2 − 3ǫ 389 + 29v54 13 0 Fig. 5(i)
Table 5: Two-loop coefficients for the quartic vertex
(a) (b) (c) (d)
(e) (f) (g) (h)
(i)
Figure 5: Two-loop graphs for the quartic vertex
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The coefficients in eqs.(52), (53), (54), (55) and the corresponding ones for
the two-loop cNDRA in the case of the Wilsonian flow n = 2 are given respectively
in the Tables 2, 3, 4, 5. Figures 2, 3, 4, 5 show the graphs contributing to these
coefficients; for each diagram shown there are in general corresponding graphs
with one-loop counterterms that are not represented.
The naive part cNDRA of the two-loop bare constants agree with [24]. In order
to make the comparison with [24], where a two-component spinor formalism
is used, one must substitute the traces k Tr
[
Yi1Y
†
i2
...Yi2n−1Y
†
i2n
]
in [24] with
Yi1i2...i2n−1i2n .
The remaining part of the bare counterterms is given in the Appendix.
With the bare action determined using the flow n = 2, according to the
lines of sect.(1.3) one can define a new Wilsonian action Γ
(n=3)
Λ . For n = 3
(or bigger) the new effective action is finite and satisfies the Ward identities.
The graphs of Γ
(n=3)
Λ now have n = 3 propagators DΛ but contain the n =
2 counterterms. This suggests the following consistency check: consider the
contributions of n = 3 bare (marginal) graph, of its relative countergraph and
two loop counterterm; we have verified that although the two first quantities
are divergent and separately not invariant, the total sum is finite and invariant.
Furthermore this total sum, being computed on a different flow is different from
the n = 2 case.
2.4 Renormalization group equation
Let us compute the renormalization group beta and gamma functions in the
BMHV scheme at two loops. In the case of the simplest Yukawa model this
has been done in [7] using the minimal subtraction formulas [2] and taking into
account the one-loop evanescent tensors in the bare action; after obtaining a
renormalization group equation involving also insertions of evanescent tensors,
these are solved in terms of relevant couplings obtaining the usual renormaliza-
tion group equation.
To avoid making a similar subtle analysis of the bare couplings in our case, we
will obtain the beta and gamma functions working directly with the Wilsonian
effective action, which satisfies the effective renormalization group equation [23].
We will restrict to the massless case; in [23] it is considered also the massive
case.
In the compact notation of subsection 1.3 the Gell-Mann and Low renormal-
ization group equation reads
(µ
∂
∂µ
+ β · ∂
∂g
+ JγTφ
δ
δJ
)Z[J ] = E [J ] (56)
where Z is the renormalized functional in which the limit ǫ→ 0 has not yet been
taken; E is an evanescent functional, which in general is not vanishing for finite
value of ǫ since the renormalization of the theory is not strictly multiplicative,
and
β · ∂
∂g
= βijkl
∂
∂hijkl
+ Tr(βYi
∂
∂Yi
+ β†Yi
∂
∂Y †i
) (57)
From eq.(24) it follows that ZΛ[J ] satisfies the ‘effective renormalization
16
group equation’
(µ
∂
∂µ
+ β · ∂
∂g
+ JγTφ
δ
δJ
− h¯ δ
δJ
γTφD
−1
Λ KΛ
δ
δJ
)ZΛ[J ] = EΛ[J ] (58)
Define the functional ZΛ[J, χ] as in (22), but with
SΛ(Φ, χ) = SΛ(Φ)− χ∆γ [Φ] ; ∆γ [Φ] ≡ ΦγTφD−1Λ KΛΦ (59)
The effective renormalization group equation can be written as
(µ
∂
∂µ
+ β · ∂
∂g
+ JγTφ
δ
δJ
− ∂
∂χ
)|χ=0ZΛ[J, χ] = EΛ[J ] (60)
which in terms of the 1-PI functional generator reads
(µ
∂
∂µ
+ β · ∂
∂g
− Φγφ δ
δΦ
− ∂
∂χ
)|χ=0)ΓΛ[Φ, χ] = EΛ[Φ] (61)
or equivalently
(µ
∂
∂µ
+ β · ∂
∂g
− Φγφ δ
δΦ
)ΓΛ[Φ] = T γΛ [Φ] + EΛ[Φ] (62)
where T γΛ [Φ] represents the insertion of the non local operator ∆γ [Φ] on the
functional ΓΛ[Φ]; its Feynman graphs contain the new vertices
2KΛ(p)D
−1
H (p)γij
2KΛ(p)S
−1
H (p)γψ
(63)
between two bosonic or fermionic lines; due to its nonlocality ∆γ [Φ] does not
require renormalization.
Let us finally rewrite in a suitable way the gradient terms in (62); using (30)
one gets
µ
∂g
(1)
A
∂µ
= g
(1,0)
A,−1 = −c(1)A,−1 ; µ
∂g
(2)
A
∂µ
= 2g
(2,0)
A,−1 + g
(1,1)
A,−1 (64)
These gradients have the same group structure as the renormalization constants
given in eqs.(49), (52); the coefficients of these group structures are given in
the tables 1, 2, 3, 4, 5 in the case of the n = 2 flow. Observe that, while
g
(2,0)
A,−1 and g
(1,1)
A,−1 are not separately chiral group-covariant, the gradient term
2g
(2,0)
A,−1 + g
(1,1)
A,−1 must be covariant. This provides a check on the computations,
besides the double pole rule mentioned after (31), that we made in a systematic
way.
At one loop the Wilsonian gradients can be expressed in terms of the pole of
the bare couplings, so that the formulae for the beta and gamma functions are
equivalent to the standard formulae [2]; using βA =
∑
h¯l
(4π)2l
β
(l)
A and defining
βi = βYiPR + β
†
Yi
PL we get
γ
(1)
ij = 2Yij ; γ
ψ¯(1) =
1
2
yiy
†
i ; γ
ψ(1) =
1
2
y†i yi
β
(1)
i = 2yjy
†
i yj +
1
2
(yiy
†
jyj + yjy
†
jyi) + 2Yijyj (65)
β
(1)
ijkl = −48Y(ijkl) + 3hrs(ijhrskl) + 8Ym(ihmjkl)
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Figure 6: 4-point T Green function contributing to Ynijkln
At two loops the Wilsonian gradients are not given by the simple pole of
the bare counterterms (64); the beta and gamma functions are given in terms
of these Wilsonian gradients, the T insertions, given in the tables 2, 3, 4, 5, and
the one-loop renormalization conditions (49).
We get
γ
(2)
ij =
1
12
hikmnhjkmn − 2Yikjk − 3Yijkk
γψ(2) = −1
8
y†jyiy
†
i yj −
3
2
Yijy
†
jyi
γψ¯(2) = −1
8
yjy
†
i yiy
†
j −
3
2
Yijyjy
†
i (66)
β
(2)
i = 2yky
†
jyi(−y†jyk + y†kyj)− 2hijklyjy†kyl − 4Yjkyjy†i yk −
yk(y
†
i yjy
†
j + y
†
jyjy
†
i )yk + yiγ
ψ(2) + γψ¯(2)yi + γ
(2)
ij yj
β
(2)
ijkl = 96(2Yninjkl + Ynijnkl + Ynijkln) +
6hmnij(8Ymknl − 2Ymphpnkl − hnpqkhmpql) + 4γ(2)imhmjkl
where in the last equation the indices i, j, k, l must be totally symmetrized.
These formulae are in agreement with [24]. No renormalization group trans-
formation is needed, because the renormalization conditions are the same.
As an example, we give the separate contributions to the term Ynijkln of
β
(2)
ijkl. In (63) are indicated the Feynman rules for the insertions T γΛ .
−µ∂g
(2)
ijkl
∂µ (see table 5) contributes
13756
105 .
−β(1) · ∂∂gg
(1)
ijkl gets the contribution − 181635 due to the term 45435 Y(ijkl) of g
(1)
ijkl
(see table 1) and the term 12 (yiy
†
jyj + yjy
†
jyi) of β
(1)
i .
Finally T γΛ contributes to Ynijkln through the graph in fig. 6 and gives the
coefficient 1772105 .
These three contributions add up to the expected value 96 Ynijkln for β
(2)
ijkl
in equation (66).
3 External currents and local Ward identities
3.1 External currents
In order to define the currents associated to the symmetry transformations (14)
we will add in the action (11) an external gauge field Aaµ.
At tree level the action is now
S(0) =
∫
ψ¯γµDµψ +
1
2
(Dµφ)
2 + iψ¯yiψφi +
1
4!
hijklφiφjφkφl (67)
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where
Dµψ = (∂µ + iA
a
µt
a)ψ ; Dµφi = (∂µδij + iA
a
µθ
a
ij)φj (68)
We can choose for the external gauge field the condition Aˆaµ = 0, so that
γµt
a is equivalent to t¯aγµ and the fermionic gauge coupling iγµt
a is equal to the
reflection-symmetric expression i2 (γµt
a + t¯aγµ).
We set the µǫ factors to one; they can be easily reintroduced by dimensional
analysis.
The local infinitesimal version of transformations (14) is now
δAaµ = −∂µǫa − fabcAcµǫb = −Dabµ ǫb
δψ = iǫataψ ; δψ¯ = −iǫaψ¯t¯a (69)
δφi = iǫ
aθaijφj
where ∂ˆµǫ
a = 0. The tree-level action is invariant under these transformations
apart from an evanescent fermionic kinetic term.
To renormalize arbitrary products of currents we will consider in the bare
action local monomials in Aaµ up to fourth order.
The bare action (11) gets additional terms:
S(A) =
∫
1
2
cabµνA
a
µA
b
ν +
1
3!
cabcµνρA
a
µA
b
νA
c
ρ +
1
4!
cabcdµνρσA
a
µA
b
νA
c
ρA
d
σ +
Aaµψ¯c
a
µψ +
1
2
caµijA
a
µφiφj +
1
4
cabµνijA
a
µA
b
νφiφj
(70)
The marginal part SW of the Wilsonian effective action will have a similar
dependence on Aaµ.
The renormalization conditions on SW analogous to (32), which include the
new vertices, have to be chosen in such a way that the local chiral Ward identities
hold; to this aim the renormalization conditions are fixed compatibly with the
effective Ward identities. These identities have been introduced in [20] and
further studied in [22].
An analysis similar to the one in sect.2.4 shows that the extra term of the
effective Ward identity can be represented as the insertion of non-local vertices.
Under transformation (69) one gets:
δΓΛ = T Λ +OΛ ; T Λ =
[
δ
(
1
2
ΦD−1Λ KΛΦ
)]
· ΓΛ (71)
where T Λ is the generator of the 1-PI Green functions with one insertion of the
operator δ
(
1
2ΦD
−1
Λ KΛΦ
)
. Its Feynman rules are
− iǫa(p)[S−1H (p+ q)KΛ(p+ q)ta − t¯aS−1H (q)KΛ(q)] (72)
for insertion on the fermionic lines and
− iǫa(p)[D−1H (p+ q)KΛ(p+ q)θa − θaD−1H (q)KΛ(q)] (73)
for insertion on the scalar lines.
If one can choose the renormalization conditions on ΓΛ such that OΛ is
evanescent, the effective Ward identities are not anomalous and the usual Ward
19
identities are recovered at Λ = 0; otherwise it is anyway possible to separate
the functional OΛ in a part corresponding to the local anomaly operator plus a
part representing an evanescent operator:
OΛ = AΛ + EΛ (74)
Equation (71) is the effective Ward identity [20, 22], cast in a form which we
find convenient for explicit computations.
The anomaly operator is defined by its renormalization conditions at the
renormalization scale Λ = µ therefore we have to consider the marginal projec-
tion of eq.(71) in the limit ǫ→ 0:
δSW = T +A (75)
where T and A are the marginal parts of T Λ and AΛ.
The additional renormalization conditions to which we refer in the following
sections, have been chosen through a covariantization procedure of the renormal-
ization conditions of the corresponding vector theory with minimal subtraction.
For example to the tensor Tr[tasSit
b
sSj ] we associate in the chiral theory the ten-
sor 14Tr tr[t
ay†i t¯
byj ], which has the same transformation property. According to
this rule by construction SW does not contain monomials in the gauge fields
with the Levi-Civita tensor. This leads to the definition of the anomaly in the
left-right symmetric form.
The Bardeen anomaly can be obtained through different renormalization
condition, allowing in SW terms proportional to the Levi-Civita tensor.
3.2 One loop
At one loop using the tree level action (67) and the rules (72,73) for the insertions
one computes:
T =
∫
∂µǫ
e
[
bea1 D
ab
ν ∂νA
b
µ + b
ec
4 f
cabAaν(∂µA
b
ν − ∂νAbµ) +
(febxbxy6 f
yac +
1
3!
beabc)AaµA
b
νA
c
ν +
iψ¯γµb
eψ + beijφi∂µφj +
1
2
beaij A
a
µφiφj
]
−A
(76)
A = −
∫
2
3
iǫµνρσ∂µǫ
eTr
[
teR(∂νARρARσ +
1
2
ARνARρARσ)− (R→ L)
]
(77)
where ARµ ≡ itaRAaµ, ALµ ≡ itaLAaµ.
With the notations:
S2(F )
ab =
1
2
Tr[taRt
b
R + t
a
Lt
b
L] ; S2(S)
ab = θaijθ
b
ji
S4(F )
abcd =
1
2
Tr[t
(a
R t
b
Rt
c
Rt
d)
R + t
(a
L t
b
Lt
c
Lt
d)
L ]
S4(S)
abcd = θaijθ
b
jkθ
c
khθ
d
hi + θ
a
ijθ
b
jkθ
d
khθ
c
hi + θ
a
ijθ
c
jkθ
b
khθ
d
hi
(78)
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the values of the coefficients in eq.(76) are:
bab1 = −
2
3
S2(F )
ab +
1
60
S2(S)
ab
bab4 = −
5
9
S2(F )
ab +
1
72
S2(S)
ab
bab6 =
34
105
S2(F )
ab − 7
360
S2(S)
ab
babcd = 4S4(F )
abcd − 11
210
S4(S)
abcd
ba = − 53
120
y†i t¯
ayi +
7
120
y†i yjθ
a
ij
baij =
i
4
Tr[YiY
†
j t
a
L + Y
†
i Yjt
a
R]− (i↔ j)
babij =
121
210
(
Tr[{taR, tbR}Y †i Yj + {taL, tbL}YiY †j ] + (i↔ j)
)
−
16
105
(
Tr[taRY
†
i t
b
LYj + t
a
LYit
b
RY
†
j ] + (i↔ j)
)
(79)
To determine the Wilsonian renormalization conditions one must find SW ;
choose them of the form
S
(A)
W =
∫
1
2
aab1 A
a
µ∂
2Abµ +
1
2
aab2 A
a
µ∂µ∂νA
b
ν + a
ax
3 f
xbc∂νA
a
µA
b
µA
c
ν +
1
4
(facxaxy4 f
ybd +
1
6
aabcd)AaµA
b
µA
c
νA
d
ν + iA
a
µψ¯γµa
aψ +
Aaµφia
a
ij∂µφj +
1
4
AaµA
b
µφiφja
ab
ij
(80)
The effective Ward identities give the following relations between the S
(A)
W
coefficients and those for T :
(a1 + a2 + b1)
ab = 0 (a1 + a3 − b4)ab = 0
(a3 − a4 − b6)ab = 0 (a+ b)abcd = 0
tea− ae + be = 0 [te, a] = 0 (81)
(aa + ba − iθaa)ij = 0 iaaikθbkj + iaajkθbki − aabij − bbaij = 0
Using (81), a set of independent parameters of S
(A)
W is a, aij and a
ab
2 . The
former two parameters have been fixed in the previous sections, to be compatible
with minimal subtraction in the non-chiral case; making the analogous choice
for the new parameter we get
aab2 =
8
5
S2(F )
ab +
11
60
S2(S)
ab + zab (82)
with zab = 0 for the minimal subtraction choice. We have checked all the
relations (81) by explicit computation of the marginal Wilsonian Green functions
and the corresponding T insertions.
Having determined the renormalization conditions, we can now compute the
one-loop bare action:
S(1) =
∫
1
4
F aµν [−
8
3ǫ
S2(F )
ab − 1
3ǫ
S2(S)
ab + zab]F bµν +
SφNDR(1) + S
ψNDR
(1) +∆S(1)
(83)
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where F aµν ≡ ∂µAaν − ∂νAaµ − fabcAbµAcν , SφNDR(1) and SψNDR(1) are the covari-
antization of the kinetic terms for fermions and scalars in absence of the gauge
field; ∆S(1) is the non-naive part of S(1).
A in (77) is the Adler-Bardeen anomaly [25]; for a previous derivation using
Wilsonian methods, see [30].
In order to compute the Bardeen anomaly in the next subsection we write
∆S
(A)
(1) , the gauge-dependent part of ∆S(1), with the variables Aµ and Vµ so
defined:
Aµ = Vµ + γ5Aµ ; Vµ = itasAaµ ; Aµ = itapAaµ (84)
As a consequence:
Fµν = ∂µAν − ∂νAµ + [Aµ, Aν ] = Vµν + γ5Aµν
Vµν = ∂µVν − ∂νVµ + [Vµ,Vν ] + [Aµ,Aν ] (85)
Aµν = DVµAν −DVν Aµ
where we define DVµ f = ∂µf + [Vµ, f ]
A similar decomposition for the scalars fields is introduced:
σ ≡ Siφi ; π ≡ Piφi (86)
∆S
(A)
(1) is then cast in the form:
∆S
(A)
(1) = 4
∫
Tr
[1
6
(DVµAν)2 + VµνAµAν −
1
3
[Aµ,Aν ]2 − 1
3
A2µA2ν +
1
3
ǫµνρσ
(
∂µVνVρAσ + Vµ∂νVρAσ + 3
2
VµVνVρAσ + 1
2
VµAνAρAσ
)
−
1
6
(DVµ π)
2 + iAµ{π,DVµ σ}+A2µ(σ2 + π2) +
1
2
{Aµ, π}2
]
+∫
ψ¯yiγµγ5Aµyiψ
(87)
3.3 Bardeen anomaly
The theory we considered up to now is very general, so for instance one should be
able to compute the Bardeen anomaly [31]. This requires a suitable modification
of the non naive counterterm part ∆S(A). Let’s consider the case in which
G = G˜R×G˜L. In our model this is made by choosing that half of the generators
taR and half of the generators t
a
L vanish in such a way that t
a
Rt
b
L = t
a
Lt
b
R = 0.
Let’s consider moreover the case in which the left and the right representations
of G˜ are the same so that the vectorial representation of G˜ turns out to be
defined.
Decompose the gauge parameter as
ǫ ≡ itaǫa = α+ γ5β (88)
Now Vµ and Aµ as well as α and β, which are respectively the vectorial and
axial gauge parameters, can be considered as independent quantities. The gauge
transformation
δAµ = −∂µǫ+ [ǫ, Aµ] (89)
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decomposes into vectorial and axial gauge transformations.
Under vectorial gauge transformations one has
δαVµ = −DVµ α ; δαAµ = [α,Aµ] (90)
and the scalar fields introduced in eq.(86) transform homogeneously.
Under axial gauge transformations one has
δβVµ = [β,Aµ] ; δβAµ = −DVµ β (91)
Under a vectorial gauge transformation one gets
δαSbare = A(α) (92)
where A(α) is the vectorial part of the anomaly (77) which indeed can be de-
composed as
A = A(α) +A(β) (93)
where
A(ξ) = −2
3
∫
ǫµνρσTr
[
∂µξ
(
∂νARρARσ +
1
2
ARνARρARσ −
∂νALρALσ − 1
2
ALνALρALσ
)] (94)
On the other hand under an axial gauge transformation one gets
δβS
(A)
(ǫ−part) = A(β) −ABardeen
ABardeen = 4
∫
ǫµνρσTr
{
β
[1
4
VµνVρσ + 1
12
AµνAρσ −
2
3
(AµAνVρσ +AµVνρAσ + VµνAρAσ) + 8
3
AµAνAρAσ
]}
(95)
One can then modify the renormalization of the product of the currents by
subtracting out all the terms depending on the Levi-Civita tensor in the finite
part of the bare action (87) and correspondingly by introducing their gauge
variation in eq.(75). Being T unchanged the effect of subtracting eq.(92) is
to recover the vectorial gauge invariance, the subtraction of eq.(95) put the
anomaly in the Bardeen form [31].
Observe that the ǫ-dependent part of (87) is not specific of the BMHV reg-
ularization, being fixed its gauge variations (92, 95).
The ǫ-independent part of (87) is specific of the BMHV regularization; for
instance it takes a different expression in [32], where a different renormalization
scheme is used. Using (87) with Vµ = i2Aaµ(tR + tL) and Aµ = i2Aaµ(tR − tL)
and making the non-minimal choice zab = 53S2(F )
ab we find agreement with the
finite counterterm computed in [11] using the Bonneau identities [12] .
3.4 Two loop
At two loops similar computations could be performed. We have computed the
marginal Wilsonian action in the two gauge field sector, that is the coefficients
23
(a) (b) (c) (d)
Figure 7: Graphs of the two-point gauge field Green function.
aab1 a
ab
2 graphs
Kab1 K
ab
2 K
ab
1 K
ab
2
− 5933645 + 6742187v 0 208729 − 20662187v 0 Fig.7(a)
0 5746951030 − 982187v 0 3865725515 + 982187v Fig.7(b)
13178
3645 − 99562187v − 131783645 + 99562187v − 96743645 + 34282187v 96743645 − 34282187v Fig.7(c)
− 8004225515 − 14112187v 8004225515 + 14112187v 19523351030 + 138582187 v − 19523351030 − 138582187 v Fig.7(d)
Table 6: Contributions to the two-point gauge Green function: the numbers
include the contributions of the two-loop graphs with the corresponding one-
loop subtraction and sum over external legs permutation
aab1 and a
ab
2 of eq.(80) at two loop. The graphs involved are shown in fig. 7; their
contributions to aab1 and a
ab
2 are expanded on the basis of invariant symmetric
tensors:
Kab1 =
1
2
(
tr
[
taLYit
b
RY
†
i
]
+ tr
[
taRY
†
i t
b
LYi
])
Kab2 =
1
2
(
tr
[
taLt
b
LYiY
†
i
]
+ tr
[
taRt
b
RY
†
i Yi
]) (96)
and are shown in table 6. In order to check the first Ward identity relation
in (81) we have also computed the graphs shown in fig. 8 and the results are
collected in table 7. Actually we did not consider in figs. 7, 8 the graph with
only scalar internal lines and quartic scalar vertex: it is finite and rigid invariant,
therefore it does not contribute to the bare action and it has to match separately
its own T insertion.
From the pole part of graphs in fig. 7 we computed the gauge invariant part
of S(A) at two loops:
S
(A)
(2) =
∫
1
4
F aµν [−
2
ǫ
Kab2 ]F
b
µν (97)
finding agreement with [24].
From the non-invariant part we derived the following contribution to the
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Figure 8: Tau-gauge graphs
bab1 graphs
Kab1 K
ab
2
− 2621215 + 748729v 0 Fig.8(a)
0 11712430 − 248729v Fig.8(b)
253
243 − 1508729 v − 253241 + 1508729 v Fig.8(c)
− 157405 + 268243v 157135 − 26881 v Fig.8(d)
1751
1890 − 12481 v − 17511890 + 12481 v Fig.8(e)
Table 7: Contributions to the one-point T Green function.
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bare action:
∆S
(A)
(2) =
1
2
∫
Tr
[( 2
3ǫ
− 53
36
)
{Aµ, Pi}(DVν )2{Aµ, Pi}+ 2Aµ(DVν )2AµPiPi −(
2
3ǫ
+
13
36
)
{Aµ, Si}(DVν )2{Aµ, Si}+
5
3
Aµ(DVν )2AµSiSi
]
+
1
4
∫
Tr
[( 8
3ǫ
− 13
9
)
(AµνSi)2 − 5
9
(Aµν)2(Si)2 +
(
4
3ǫ
− 22
9
)
(AµνPi)2 +
(
4
3ǫ
− 4
9
)
(Aµν)2(Pi)2 −
(
4
9ǫ
+
31
27
)
(VµνPi)2 +
(
28
9ǫ
− 29
27
)
(Vµν)2(Pi)2 + i
(
8
3ǫ
− 13
9
)
VµνSiAµνPi +
i
(
−16
9ǫ
+
35
27
)
VµνPiAµνSi + i
(
4
3ǫ
− 1
9
)
VµνAµνPiSi −
5
9
iVµνAµνSiPi + i
(
− 4
9ǫ
+
14
27
)
VµνPiSiAµν
]
(98)
We used the notation of eqs.(84,85); the r.h.s. of eq.(98) is not simply
quadratic in the gauge fields because we completed it in order to have an ex-
pression gauge-invariant under vectorial transformation. This fact has been
possible because the derivatives ∂µVν of the gauge fields Vµ appear only in
the combination ∂[µVν] as expected, since dimensional regularization and ours
renormalization condition respect vectorial symmetry.
We checked the non renormalization theorem of the anomaly only in the
two-gluon sector of eq. (75). We have computed the part of T from which the
anomaly might arise:
T¯ =
∫
∂µǫ
a(x)∂νA
b
ρA
c
σǫ
µνρσTabc (99)
where Tabc is an invariant tensor symmetric in the last two indices. The non
renormalization theorem requires that the completely symmetric part T(abc),
which cannot be eliminated by a local counterterm, must vanish.
Fig. 9 shows the graphs which give contributions to T(abc). Each contribution
is decomposed on a suitable basis of symmetric tensor, we have chosen a basis
in which θaij never appears explicitly (symmetrization in the indices a, b, c is
understood):
T
(1)
abc = Tr[Y
†
k Ykt
a
Rt
b
Rt
c
R]− Tr[YkY †k taLtbLtcL]
T
(2)
abc = Tr[Y
†
k t
a
LYkt
b
Rt
c
R]− Tr[YktaRY †k tbLtcL]
(100)
The results of our calculations are summarized in table 8: as expected the
sum of the contributions of every column vanishes, so that the Adler-Bardeen
theorem is verified.
One could address the question whether Tabc and not only its symmetric
part is actually vanishing. For G = SU(N), using the Young tableaux one can
easily prove that invariant tensors Xabc with mixed symmetry do not exist;
3
for more general groups see [33].
3We thank C. Destri for explaining this point to us.
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Figure 9: Two-loop graphs contributing to the anomaly
T
(1)
abc T
(2)
abc graphs
− 679721870 i− 46886561 iv 0 Fig. 9(a)
18119
21870 i− 128806561 iv 0 Fig. 9(b)
0 − 55441204120 i− 762187 iv Fig. 9(c)
0 − 10931204120 i− 3082187 iv Fig. 9(d)
− 254243 i+ 2080729 iv 0 Fig. 9(e)
98
135 i− 440243 iv − 98135 i+ 440243 iv Fig. 9(f)
4
3 i 0 Fig. 9(g)
− 18611215 i+ 1192729 iv 18611215 i− 1192729 iv Fig. 9(h)
Table 8: Two-loop coefficients for the anomaly
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4 Concluding remarks
We have shown that Wilsonian methods are useful in the BMHV dimensional
renormalization of theories with chiral symmetries; the two-loop renormalization
of the most general Yukawa theory becomes straightforward in this scheme,
while in a more conventional approach, based on the verification of usual Ward
identities, it is a non trivial task.
In our approach one renormalizes the effective Wilsonian action along a
flow on which the subtraction integrals are easily computed using standard
techniques.
There is some arbitrariness in the choice of this flow; we worked with the
n = 2 flow, which is the simplest one from a computational viewpoint: it is
quite obvious that calculations with the n ≥ 3 flows are more complicated,
although the bare action is the same. On the other hand the n = 1 flow, which
coincides with the auxiliary mass method, does not respect renormalizability so
the procedure described in this paper fails down. It is a convenient method in
nonchiral theories where minimal subtraction respects the Ward identities.
In the future we intend to apply our formalism to chiral gauge theories.
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Appendix. Two-loop bare Yukawa action
We have written the naive part of the counterterms in the Tables; here we report
the remaining counterterms, necessary to recover the rigid chiral symmetry in
the BMHV scheme.
The two-loop scalar quadratic counterterm is
∆cij(p) = c
φ
ijp
2 + cm
2,kl
ij (n)m
2
kl + pˆ
2terms
cφij = Tr
[
2SiPkSjPk +
(
−8
9
+
20
3ǫ
)
PiSkPjSk +
(
23
9
− 20
3ǫ
)
(SiSkPjPk +
SiPkPjSk + PiPkPjPk) +
(
1− 4
ǫ
)
SiSjPkPk +
(
7
9
− 4
3ǫ
)
(SiSkPkPj + SiPjPkSk + PiPjSjSk) +
(
13
9
− 16
3ǫ
)
PiPjPjPk
]
cm
2,kl
ij = Tr[(3−
4
ǫ
)(SjSkPiPl + SjPkPiSl + PjSkSiPl + PjPkSiSl)−
8PjSkPiSl + (
64
9
− 32
3ǫ
)PjPkPiPl] + (
80
9
− 64
3ǫ
)PjPkPlPi +
(2− 8
ǫ
)(SjSkPlPi + SjPkPlSi + PjSkSlPi + PjPkSlSi) + (
2
ǫ
− 7
6
)PmPl]hijmk
and the symmetrization in i, j is understood.
The two-loop fermionic quadratic counterterm is
∆c(p) = /p cψ + [/ˆp− terms]
cψ = iy
†
j [(
1
36
− 1
3ǫ
)PiPiyj + (
1
8
− 1
2ǫ
)iγ5(Piy
†
j − yiPj)yi + (
43
54
− 10
9ǫ
)Tr(PiPj)yi]
The two-loop fermion-fermion-scalar counterterm is
∆ci =
7∑
n=1
ci(n)
ci(1) = iyk[(−7
6
+
2
ǫ
)Tr(PjPk)Si +
iγ5(
1
2
− 2
ǫ
)Tr(SjSk)Pi + iγ5(
22
27
− 32
9ǫ
)Tr(PjPk)Pi]yj
ci(2) = iyk[iγ5(
1
4
− 1
ǫ
)(SjSiPj + PjSiSj) +
iγ5
2
ǫ
SjPiSj + (−3
4
+
1
ǫ
)(SjPiPj + PjPiSj) + iγ5(
2
3
− 2
ǫ
)PjPiPj ]yk
ci(3) = iyk[iγ5(
1
8
− 1
2ǫ
)(SiYjPj + PiYjSj +
SjYjPi + PjYjSi) + iγ5(
1
9
− 4
3ǫ
)(PiPjPj + PjPjPi)]yk
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ci(4) = iyk[iγ5(
1
4
− 1
ǫ
)(SiYjPk + PjYkSi)− iγ5(1
4
+
1
ǫ
)(PiYjSk + SjYkPi)−
2
ǫ
(PiSjPk + PjSkPi)− iγ5(2
3
+
2
ǫ
)(PiPjPk + PjPkPi)]yj
ci(5) = iyk[iγ5(2SjPiSk − 1
2
SjyiPk − 2
3
PjPiPk − 1
2
PjyiSk)]yj
ci(6) = 0
ci(7) = −1
2
yjPkylhijkl
The two-loop quartic scalar counterterm is
∆cijkl =
9∑
n=1
c
(2)
ijkl(n)
c(1) = 16 TrYm[i(
8
ǫ
− 2
3
)SYmP
3 + i(
3
ǫ
− 3
4
)SYm(SY P + PY S) +
(
8
ǫ
+
13
3
)PYmP
3 + PY †m(SY
†P + P 3 + PY S)] +
(
6
ǫ
− 1)PYm(SY P + PY S) + i(3
ǫ
− 9
4
)PYm(SY S − PY P ) + p.c.
c(2) = 4 TrYm[
3
2
(Y †Y Y †mY Y
† − Y 2YmY 2)−
8P 2Ym(Y
2 +
11
8
P 2) + (8Y †Y − P 2)Y †mP 2] + p.c.
c(3) = TrYm[(
12
ǫ
− 3)(Y 4Ym − (Y †Y )2Y †m) + 12P 4Ym − (
64
ǫ
+
20
3
)P 4Y †m +
(
32
ǫ
− 8
3
)(2iSY P 2Pm + 2iPS
2PPm − P 2Y †SY †m + P 2Y SYm)] + p.c.
c(4) = Tr[−(48
ǫ
− 12)(SmSPPn + SmP 2Sn +
PmS
2Pn + PmPSSn)− (128
ǫ
− 160
3
)PmP
2Pn]hmn
c(5) = Tr[−(64
ǫ
− 128
3
)PmPPnP − 48SmPSnP −
(
24
ǫ
− 18)(SmSPnP + SmPPnS + PmSSnP + PmPSnS)]hmn
c(6) = Tr[(
6
ǫ
− 7
2
)PmPn]hmphnp
c(7) = c(8) = c(9) = 0
where the indices i, j, k, l, which are totally symmetrized, are understood.
p.c. represents the terms obtained with the substitution rule: P → −P , Y → Y †,
Y † → Y .
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