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Abstract 
State-of-the-art imaging with CT and MRI allows the acquisition of image data 
for the evaluation of coronary pathologies, myocardial perfusion, detection of 
infarctions and myocardial function. Thus, information about the cause, ef-
fect and potential progression of coronary artery disease is available. The in-
terpretation of the available image data is a difficult task due to the differences 
in coverage, resolution and contrast types. The goal of the presented work was 
the development and evaluation of a set of image processing methods to sup-
port this task. These methods include registration methods for the alignment 
of different datasets as well as compensation methods for the motion, which is 
caused by breathing or myocardial contraction. Other image processing tasks 
are the segmentation of the coronary arteries and the classification of the my-
ocardium according to its viability status. The proposed methods are integrated 
into clinically applicable software prototypes and evaluated with phantom and 
animal datasets as well as with data from clinical routine. The results show a 
clear benefit for the diagnosis and therapy prognosis of CAD patients based on 
CT and MRI image data. 
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1 
Introduction
The improvement of living conditions and medical care in the western world during the last 
century has resulted in a notable extension of life expectancy. This process was accompa-
nied by a change of the leading causes of death from infectious diseases toward chronic 
diseases [Centers for Disease Control and Prevention (CDC), 2003]. Alongside with cancer 
and stroke, coronary artery disease is one of the most common diseases in the aging society. 
According to statistics of the World Health Organization (WHO), it caused more than 20% 
of all deaths in the high-income countries of the world in 2008 [World Health Organization, 
2011]. 
In coronary artery disease, pathological changes of the vessel walls, so-called vessel plaque, 
can cause narrowings of the vessel lumen. If this hinders the blood flow in such a way that 
the heart muscle (myocardium) can not be supplied with sufficient oxygen, the muscle tis-
sue starts to degenerate. This is very dangerous, because the heart muscle is the central 
pump that sustains the blood circulation through the body, and myocardial dysfunctions 
can result in deathly heart attacks. 
Heart muscle tissue does not regenerate. It is thus the major goal to prevent heart muscle 
damage through insufficient blood supply by means of so-called revascularization thera-
pies. These therapies aim at re-establishing blood supply through surgical insertion of by-
pass vessel segments or re-widening the vessel lumen at the location of the narrowing, the 
so-called stenosis. 
The preceding diagnosis and therapy planning is a complicated process, because it requires 
to determine location and relevance of vessel stenoses. The standard method for the in-
spection of stenoses is the conventional X-ray angiography. This procedure requires the 
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insertion of a catheter into the vascular system via an incision in the lumbar region. The 
catheter allows to deliver contrast agent into the artery branch of interest and to measure 
the vessel diameter in projection images acquired with X-ray imaging. Catheters also allow 
to determine the pressure drop caused by the stenosis (fractional flow reserve FFR), and 
recent studies have shown that this parameter is a better indicator for the necessity of an 
intervention than the diameter change of the lumen [Pijls et al., 2010]. 
The progress in medical imaging technology during the last 20 years has also made it pos-
sible to perform examinations of the coronary arteries supplying the heart muscle as well 
as the heart muscle perfusion with non-invasive imaging technologies. Computer tomog-
raphy (CT) scanners nowadays provide volumetric image data with a resolution of less than 
0.5 mm3. Based on these image data coronary artery stenosis can be detected almost as 
reliably as with conventional catheter angiography. Furthermore it is possible to assess 
pathological vessel wall changes [American College of Cardiology Foundation Task Force 
on Expert Consensus Documents, 2010b, Miller et al., 2008]. On the other hand, nuclear 
imaging technologies like PET and SPECT as well as magnetic resonance imaging (MRI) are 
suited to provide information on metabolism, perfusion and viability state of myocardial tis-
sue [Mastouri et al., 2010, Greenwood et al., 2012]. It is thus possible to acquire image data 
that allow detection and relevance assessment of stenoses non-invasively and additionally 
provide information about the tissue state. However, unlike in local catheter measurements, 
where anatomical and functional assessment of a stenosis are performed locally in direct 
succession, the assessment of the non-invasively acquired data is not straightforward. The 
detection of coronary artery stenoses requires the extraction of the vascular tree from the 
volumetric image data as a basis for advanced visualizations and measurements. The as-
sessment of the heart muscle perfusion is also based on a segmentation of the myocardium 
and an advanced analysis of the dynamic image information. Approaches exist for the anal-
ysis of the image data from each of the different modalities, but the combination of these 
data, which is required for a profound therapy decision, is still an open problem. Data is ac-
quired with different reference systems, coverage and intensity distributions, and it is thus 
not a trivial task to determine the spatial relations between datasets from different image 
modalities correctly. One approach to overcome this problem is the introduction of hybrid 
imaging systems like PET-CT or SPECT-CT scanners. These allow the direct combination of 
anatomic and functional image data acquisition. Another concept for the comparison of 
different types of image-based cardiac findings is the 17-segment model recommended by 
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the American Heart Association (AHA) [Cerqueira et al., 2002]. This model provides a stan-
dardized segmentation of the coronary arteries and the myocardium as well as a scheme 
to relate myocardial segments to supplying vessel segments. It is widely used although it 
has been shown that the assumed segment relations are inadequate for about 23% of all pa-
tients [Ortiz-Perez et al., 2008]. 
To overcome these limitations, it is desirable to provide image processing methods, which 
allow the fusion of the different types of non-invasively acquired cardiac image data in or-
der to facilitate the inspection of the patient-individual relations of stenoses, undersupplied 
heart muscle tissue and already necrotic tissue. The inclusion of the tissue viability state al-
lows to decide whether the treatment of a relevant stenosis would result in a benefit for the 
patient. 
Because CT and MRI are nowadays widely available and evolving techniques, the pre-
sented work focuses on the analysis of cardiac MRI and CT data. The major goal of this work 
is the development of a method package, which supports patient-individual diagnosis and 
treatment planning in coronary artery disease. Essential tasks for this are the determination 
of the myocardial tissue state (task 1), as well as the correlation between artery stenoses and 
dependent tissue (task 2). 
The differentiation between normally perfused, hypoperfused and non-viable tissue 
(task 1) can be achieved by a comparison of infarction and perfusion information. Re-
versibly defective tissue shows a perfusion defect but no infarction. Clinical studies have 
shown the importance of a classification that differentiates healthy, necrotic, and viable un-
derperfused myocardium occurring in the so-called peri-infarct zone [Saeed et al., 2001, Yan 
et al., 2006]. Therefore, an advanced analysis of infarcted tissue [Yan et al., 2006] as well as 
the combined inspection of perfusion and late enhancement MR images [Tsukiji et al., 2006] 
have been proven suitable. 
To address task 2, the spatial relation between the reversibly defective tissue area and 
the coronary arteries has to be inspected. 
3
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The required image processing can be grouped into alignment and analysis problems: 
• Image Alignment 
– Alignment of the angiographic volume images, the late enhancement image, and 
the perfusion sequences. 
– Spatial alignment of the image slices in MR late enhancement datasets. 
– Temporal alignment of the image slices within the perfusion sequences. 
• Image Analysis 
– Detection of the coronary artery tree in the whole-heart volume image. 
– Segmentation of infarcted tissue regions in late enhancement images. 
– Identification of underperfused tissue regions in the perfusion image sequences. 
The purpose of this work is to develop, compile and validate methods that solve these prob-
lems. 
To evaluate the applicability of the developed algorithms, all described approaches are 
integrated in software components, which allow different combinations of processing steps 
and the integrated visualization of results from all analysis methods. The software assis-
tants composed from these components are applied to different combinations of CT and 
MRI datasets by experienced radiologists. The results are compared with those achieved 
with reference methods to evaluate the benefit of the proposed methods for an accurate 
assessment of the relevance of stenoses and the state of the supplied tissue. 
The outline of this work is as follows: Chapter 2 gives an introduction to anatomy and 
function of the heart. It describes the characteristics of the CT and MR image data that form 
the basis for this work. Chapter 3 covers existing and proposed methods for the alignment of 
sparse cardiac images. Chapter 4 discusses existing image analysis approaches and presents 
the newly developed techniques. This includes coronary artery segmentation methods, the 
detection of perfusion defects in MR perfusion sequences and the detection of infarctions in 
late enhancement CT and MR images. Chapter 5 presents and discusses the software com-
ponents and the workflows for the clinical applications. Three studies are presented, which 
evaluate the benefit of the proposed methods in comparison with conventional methods. 
Two criteria are applied for these evaluations: the accuracy in the detection of pathologies 
and the benefit of the combined analysis. The accuracy of the provided analysis methods 
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in the identification of the diseased tissue region of the heartmuscle is compared to stan-
dard techniques as well as manual analysis. For the assessment of the benefit regarding 
the determination of the correspondences between defective myocardial tissue and the cul-
prit coronary artery branch, results based on fused visualizations are compared with those 
based on the application of the AHA segment model as well as those based on side-by-side 
inspection of the image data. 
5
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2 
Medical Background 
This chapter provides an overview of the clinical problems addressed in this thesis. After a 
brief introduction into anatomy and function of the heart, the problems caused by coronary 
artery disease are explained. Section 2.3 describes the application of CT and MR imaging for 
the assessment of coronary artery disease and the problems in the analysis of these data the 
work in this thesis is concerned with. 
2.1 Anatomy and Function of the Heart 
The heart is the central organ responsible for the circulation of blood through the body. It 
is located in the thorax above the diaphragm and between the lungs as shown in Figure 2.1. 
The heart connects the pulmonary circulation with the blood circulation through the body. 
The right heart collects the deoxygenated venous blood from vena cava inferior and vena 
cava superior and pumps it into the lungs. The oxygenated blood from the lungs enters the 
left heart via the pulmonary vein. From the left ventricle it is pumped into the aorta and 
distributed in the whole body, where the oxygen is consumed. 
The contraction that ejects the blood into the pulmonary artery and the aorta is trig-
gered by electric impulses. Starting from the sinus node, these impulses are propagated to 
the ventricles via the AV-node. They can be measured via body surface electrodes and are 
usually represented as an electrocardiogram (ECG). Figure 2.2 shows a typical ECG. The im-
pulse waves start when the heart muscle is relaxed. In this so-called diastolic phase, the 
valves between right ventricle and pulmonary artery as well as between the left ventricle 
and the aorta are closed. The blood enters the ventricles via the atriae. At the end of the 
diastolic phase, when the electric impulse arrives at the AV-node and the p-wave appears in 
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Figure 2.1: Location and anatomy heart. The heart is attached to the diaphragm above the liver 
and enclosed by the lungs and the ribcage. The middle row shows the heart and the coronary 
arteries. The American Heart Association has developed a standard model for the segmenta-
tion and labeling of coronary arteries and supplied regions in the left ventricular myocardium. 
The labels and the assumptions about the correlation of coronary branches and the supplied 
myocardial regions are described in the right columns (image data courtesy of Prof. S. Miller, 
University Hospital Tuebingen and PD Dr. med. H. Alkadhi, University Hospital Zurich). 
the ECG, the atriae start to contract and thereby intensify the inflow into the ventricles. The 
AV-node is located at the transition between atriae and ventricles. After atrial contraction 
the atrial pressure drops. The atrioventricular valves float upward (pre-position) and close. 
In this phase, the ventricles contain the end-diastolic maximal volume (EDV). The arrival 
of the electric impulse at the ventricle is marked by the so called QRS-complex in the ECG. 
The heart muscle contracts rapidly, and the increased pressure in the ventricle exceeds the 
pressure in the pulmonary artery and aorta. This results in the opening of the valves and the 
ejection of blood into pulmonary and body circulation. 
Approximately 200 ms after the start of the ventricular contraction, the T-wave appears 
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Figure 2.2: The heart cycle phases and the electrocardiogram: The curve represents the ECG 
signal, the images below depict the corresponding contraction phases of the heart muscle and 
blood flow. 
in the electrocardiogram. The pressure in the atriae increases due to the consistent venous 
return of oxygenated blood from the lungs and deoxygenated blood from the systemic circu-
lation. The heart muscle starts to relax and the ventricular pressure falls below the pressure 
in the adjoining vessels making the aortic and pulmonary valve close abruptly. The phase 
when all valves are closed is called end-systole and the end-systolic volume (ESV) is another 
important diagnostic parameter. The difference between the EDV and the ESV is the stroke 
volume. 
When the atrial pressure finally exceeds the ventricular pressure, the atrioventricular valves 
open and the rapid filling phase begins. 
The heart muscle itself is supplied by the coronary arteries. The coronary arteries branch 
off the aorta shortly after the aortic valve. Figure 2.1 shows the typical branching structure 
of the coronary tree. The assumption of a standard branching scheme was used by the AHA 
to develop a segment model for the arterial supply territories of the myocardium as shown 
in Figure 2.1 [Cerqueira et al., 2002]. This model is widely used to relate myocardial and ar-
terial findings from different cardiac examinations. Studies have shown however that these 
standardized assumptions are not applicable to all patients [Pereztol-Valdes et al., 2005]. 
Figure 2.3 depicts the structure of the heart wall that is built up in layers. The endothe-
9
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Figure 2.3: Layers of the heart muscle. The myocardium, which contains the myocytes that 
perform the contraction is separated from the blood pool by a layer of endothelium. The epi-
cardium on the outer side of the myocardium consists of loose connective tissue and fat. It 
embeds the coronary vessels, which branch into the myocardium. 
lial cells at the endocardial surface form the blood-heart-barrier. Normal heart muscle tis-
sue contains different types of cells such as cardiomyocytes, endothelial cells, and fibrob-
lasts. The cardiomyocytes, which accomplish myocardial contraction, amount to 75 % of 
myocardial volume and 49 % of the number of cells in healthy tissue [Brutsaert, 2003]. The 
endothelial cells play an important role in the cardiovascular regulation [Furchgott and 
Vanhoutte, 1989]. The cells of the vascular endothelium regulate the vessel diameters and 
thereby control the heart muscle perfusion. Fibroblasts synthesize the proteins of the con-
nective tissue and perform the crucial tasks in wound healing. The myocardial cells are 
located within connective tissue. The so-called Extracellular Matrix, consists of laminin, fi-
bronectin, elastin, and collagen. The myocardial collagen is a fibrillar protein that maintains 
tissue structure. Elastin fibers enable tissue stretching. Laminin proteins form networks of 
web-like structures and bind other components such as collagen fibers. Fibronectins are 
glycoproteins. They can bind cells to collagens and facilitate the movement of cells, e.g., 
during wound healing processes. 
2.2 Coronary Artery Disease 
As coronary artery disease (CAD) is one of the main causes of death in the western world, 
diagnosis and therapy planning are tasks of high importance. In the course of this disease, 
pathologic processes cause the accumulation of plaque in the vessel walls. The mechanisms 
that lead to plaque formation (atherogenesis) are very complex and subject to current re-
10
2.2 Coronary Artery Disease
search. Atherogenesis is triggered by bacterial products or other risk factors and starts with 
a transmigration of leukocytes to the inner vessel wall surface. The leukocytes influence 
the behavior of smooth muscle cells as well as molecules with lipid content. Inflammation 
causes smooth muscle cells to migrate from the tunica media into the intima, where they 
secrete matrix metalloproteinases (MMP) (Fig. 2.4). The MMPs are enzymes that modulate 
Figure 2.4: Plaque formation. The upper row shows the type of plaque that causes stenosis. The 
structure of plaques assumed to cause acute myocardial infarction is depicted in the lower row. 
Image adapted from Libby and Theroux [2005] with kind permission of Wolters Kluwer Health. 
several processes such as cell death, vessel formation and remodeling. The extracellular ma-
trix in the intima binds lipoproteins, and calcifications are formed by similar processes as 
those in bone formation [Libby and Theroux, 2005]. The death of lipid-laden macrophages 
can lead to the formation of lipid-rich necrotic cores. Lesions grow inward as well as out-
ward. As shown in Figure 2.4, two types of plaque are distiguished regarding risk assessment 
and treatment strategy. Inward-growing stenotic lesions are assumed to cause stenoses, 
narrowings in the vessel wall. The plaques that are assumed to cause acute myocardial in-
farction (AMI), are lipid-rich and have a thin cap that easily ruptures. Plaque content then 
forms clots with coagulating blood that cause obstructions in dependent smaller vessels. In 
both cases, as shown in Figure 2.5, the supplied tissue region suffers from an under supply 
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with oxygenated blood. The undersupply of the myocardial cells with oxygen first occurs at
Figure 2.5: Local effect of coronary artery disease: The image shows two views of a heart. The 
anterior side is healthy, but due to plaque development in the posterior descending branch of 
the RCA, the supply of the dependent myocardial tissue is reduced. The black region shows the 
core zone of the undersupplied region, which is already necrotic. The violet zone is viable but at 
risk if the undersupply persists (image data courtesy of PD Dr. med. Hatem Alkadhi, University 
Hospital Zurich). 
the endocardial surface. It results in cardiomyocyte necrosis and apoptosis. Inflammatory 
cells (macrophages) immediately infiltrate the infarcted region to remove necrotic cells. In-
terstitial edema and the necrosis of microvessels occur. The collagen degrades and to avoid 
a rupture of the myocardium, fibroblasts become active. In order to stabilize the myocardial 
tissue, they build a new collagen network. This process is usually completed within weeks. 
Figure 2.6 shows how the remodeling process can change the heart muscle. In the optimal 
case a quick local tissue stabilization avoids an alteration of the tissue in the infarct vicinity. 
According to the so-called ischemic cascade, disturbances due to stenoses become ap-
parent in myocardial perfusion prior to myocardial function [Nesto and Kowalchuk, 1987]. 
The states of myocardial tissue that frequently appear in CAD patients [Futterman and Lem-
berg, 2000] are listed in Table 2.1. Since only viable underperfused tissue can benefit from 
reperfusion therapy, the state of tissue is an important parameter for therapy decisions. 
CAD patients are treated pharmaceutically, interventionally and surgically. Pharma-
ceutical therapies aim at decreasing the risk of undersupplied myocardial tissue. To this 
end, oxygen consumption in the heart muscle is reduced with nitrates or beta blockers. To 
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Figure 2.6: Myocardial Remodeling according to van den Borne et al. [2010] (illustration used 
with kind permission of Nature Publishing Group). It is assumed that local activity of fibroblasts 
in healing after infarction results in geometry preservation (left row) whereas insufficient and 
remote fibroblast activity results in undesired cardiac remodeling (middle and right row). 
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Table 2.1: Clinically relevant states of tissue in CAD patients 
Viability Term Description 
Viable Normal 
Stunned 
Healthy myocardium with normal perfusion and function 
Normally perfused myocardium with a dysfunction that is 
persistent for max. 2 weeks after acute ischemia 
Underperfused 
Hibernating 
Underperfused myocardium with normal function 
Underperfused dysfunctional myocardium 
Non-viable Necrotic tissue with neither perfusion nor function 
prevent constriction of vessels through thrombi and plaque, patients are treated with an-
tiplatelet drugs and cholesterol lowering statins [Donner-Banzhoff et al., 2010]. If the con-
servative pharmaceutical therapy does not prevent shortage of oxygen supply sufficiently, 
patients receive interventional stenting therapy to reopen stenosed vessel segments or by-
pass surgery if a reopening of the occluded vessel segment is impossible. This can, e.g., 
happen in case of restenosis of already stented vessel segments. In contrast to pharmaceu-
tical therapy, which affects the whole heart muscle and body vasculature, revascularization 
therapies have a locally restricted effect. Thus, it is crucial to know about the location and 
extent of the undersupplied myocardium as well as the responsible myocardial segment to 
perform a successful therapy. Modern imaging methods already provide means to acquire 
image data, which can serve for the non-invasive assessment of the coronary vessels as well 
as the myocardial tissue. Based on these data, the following tasks have to be addressed for 
diagnosis and therapy planning in CAD: 
1. The detection and assessment of stenoses and plaque in the coronary arteries. 
2. The detection of underperfused viable myocardial tissue. 
3. The correlation between the underperfused viable tissue and the supplying vessel. 
2.3 CT and MRI in Coronary Artery Disease 
Both CT and MR imaging allow the assessment of coronary vasculature, myocardial per-
fusion and necrotic tissue regions. Contrast agents are applied intravenously to enhance 
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the image intensity in vessels or monitor the intensity change in tissue regions induced by 
perfusion or diffusion processes. 
As described in Section 2.2, vessel occlusions caused by CAD first affect the blood trans-
port into the dependent tissue. Thus, regions, which are at risk of infarction, can be iden-
tified by observing the time-intensity-curve of the myocardial tissue after intravenous con-
trast agent application [DallArmellina et al., 2010]. The intensity enhancement in underper-
fused tissue is significantly reduced. At the same time, cell necrosis and scar tissue forma-
tion increase extracellular space and thus the distribution volume of extracellular contrast 
agents. In damaged tissue the contrast-agent wash-in is therefore delayed, but the contrast 
agent is accumulated due to increased distribution volume and delayed wash-out [Hunold, 
2009]. This effect is observed 5 to 30 minutes after contrast injection. Edema as well as 
injuries of the microvasculature can cause so-called no-reflow [Niccoli et al., 2009]. This 
means that even after a reopening of the artery occlusion, blood can not enter a tissue re-
gion, and the prognosis for the affected tissue is worse than in other ischemic tissue regions. 
In no-reflow areas also the effect of late contrast enhancement is delayed, and thus these re-
gions can be identified in contrast-enhanced CT and MRI. 
Figure 2.7: CT Coronary Angiography: The image shows a slice from a volumetric image of the 
contrast enhanced coronary arteries (image data courtesy of Prof. S. Miller, University Hospital 
Tuebingen). 
Current imaging technology does not allow the inspection of plaque composition and 
rupture risk yet, but molecular imaging research will hopefully provide means for the non-
invasive plaque assessment in the near future [Eagle et al., 2010, Matter et al., 2009]. 
CT: CT scanners currently used in clinical practice range from 16- to 256-slice systems. 
The multislice CT technology allows the acquisition of volumetric image data with sub-
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milimeter resolution, if the captured objects are stationary. Typical CT coronary angiograms 
have an extent of 512×512×400 voxels with a voxel size of 0.4-0.5 mm3 [Abbara et al., 2009]. 
The image data is organized as a set of axial slices. CT imaging enables the quantitative 
Figure 2.8: Corresponding slices in a CT coronary angiography and a late enhancement CT 
image. The arrows point at the infarcted myocardium (image data courtesy of Prof. A. Mahnken, 
University Hospital Aachen). 
assessment of calcifications in the vessel walls as well as stenosis measurements, which 
are almost as accurate as those performed with conventional X-ray angiography [Ameri-
can College of Cardiology Foundation Task Force on Expert Consensus Documents, 2010b, 
Miller et al., 2008]. To avoid blurring artifacts in moving objects, a high temporal resolution 
is required in cardiac image acquisition. The coronary arteries are affected by respiratory 
motion as well as by the contraction of the heart muscle [Husmann et al., 2007, Yang et al., 
2010]. To avoid respiratory motion, patients are asked to hold their breath during the acqui-
sition. The contraction speed is often controlled with beta blockers. The achievable tem-
poral resolution with current CT scanner technology is about 83 ms per slice [Flohr et al., 
2006]. To enable the assessment of the vascular lumen, iodine-based contrast agents (≥ 300 
to 350 mg I/ml) are intravenously injected prior to image acquisition at an injection rate of 
about 6 ml/s. This is supposed to result in an enhancement of the Hounsfield units (HU) in 
the vessel lumen to 300 to 350 HU. The timing of the acquisition is very important to ensure 
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the desired contrast enhancement in the regions of interest. To this end, methods like auto-
matic bolus tracking or test bolus evaluation can be applied [Dewey, 2009]. 
The determination of necrotic and undersupplied myocardial tissue through imaging 
the late enhancement of contrast agent with CT has been proven to be feasible [Mahnken 
et al., 2010b, Bauer et al., 2010] and is now recommended if there are contraindications for 
other established techniques [Taylor et al., 2010]. This imaging technique is based on the ac-
cumulation of contrast agents in extracellular space in infarcted myocardium [Allard et al., 
1988, Mahnken et al., 2005]. Five minutes after contrast agent injection the infarcted tissue 
is visible as an enhanced area on the CT image. Figure 2.8 shows corresponding slices of a 
CTCA and the late low dose scan. The late enhancement (LE) in the infarcted myocardium 
is clearly visible. New scanner technology allows the acquisition of myocardial perfusion se-
quences [Ho et al., 2010], but due to the high radiation doses these methods are not applied 
in clinical practice. 
The data is reconstructed in axial slices (Fig. 2.7). The heart phase that is chosen for 
the assessment of the arteries is typically selected according to its quality regarding motion 
artifacts. 
CT image data used in this work were acquired at endinspiratory breathhold. For coro-
nary CT angiography, an arterial phase acquisition was performed after intravenous admin-
istration of iodine-based contrast agent. As shown in Figure 2.9, the late phase Dual Source 
CT (DSCT) data was obtained six minutes after injection of contrast agent for the assessment 
of late myocardial contrast enhancement [Mahnken et al., 2009b]. The applied reconstruc-
tion method depended on the clinical indication for the CT scan. So-called smooth recon-
struction kernels reduce noise and resolution and thus facilitate the detection of connected 
tissue regions. On the other hand, sharp reconstruction kernels produce noisier images but 
facilitate the distinction of small image features. For CTCA, smooth or medium-smooth 
kernels were applied in most cases. If stents had to be assessed, CTCA data was recon-
structed with medium-sharp kernels. To reduce noise, late enhancement datasets were re-
constructed with a smooth kernel. 
MR: As magnetic resonance imaging (MRI) provides a non-invasive and radiation-free
means to inspect coronary arteries, myocardial infarction, function and perfusion dynam-
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Figure 2.9: Acquisition of CT coronary angiography and late enhancement image data (image 
data courtesy of Prof. A. Mahnken, University Hospital Aachen). 
ics, it is recommended for these diagnostic tasks by the American Heart Association (AHA) 
and the American College of Cardiology (ACC) [American College of Cardiology Foundation 
Task Force on Expert Consensus Documents, 2010a]. Typical acquisition protocols as, e.g., 
proposed by Plein et al. [2002] contain: 
• Cardiac function cine sequences in 4-chamber and short-axis orientation 
• Stress/rest perfusion sequences in short axis orientation 
• Late enhancement images with similar orientations as the cine sequences 
• Volumetric coronary angiogram 
By means of the navigator technology [Ehman and Felmlee, 1989], MR coronary angiograms 
can nowadays be acquired as volumetric datasets with a resolution of about 1 mm3, but 
the long scan time of 5 to 10 minutes, lower resolution and problems with local drop-out 
artifacts from stents are still considerable drawbacks when compared with CTCA [Bluemke 
et al., 2008]. 
Function, perfusion, and late enhancement datasets are often acquired slice-wise. Fig-
ure 2.10 shows the typical slice orientations for the examination of the myocardium. Image 
planes are either perpendicular to or oriented along the main axis of the left ventricle. The 
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Figure 2.10: Typical slice orientations for the analysis of myocardial viability with MRI (image 
data courtesy of Prof. S. Miller, University Hospital Tuebingen). 
contrast agents used for perfusion and late enhancement imaging in MRI consist of smaller 
molecules than the ones applied for CT and can thus leave the arteries easier. This is a 
drawback for the application of quantitative perfusion analysis techniques, but it results in 
clearer enhancement in necrotic or fibrotic tissue regions. Figure 2.11 shows typical perfu-
sion and late enhancement slices and their location in relation to the left ventricle. It be-
comes clear that the contrast is considerably higher than that achieved with corresponding 
CT techniques, whereas the image data is much sparser. MR image data for the assess-
Figure 2.11: MR perfusion and late enhancement slices and their position relative to the left 
ventricular myocardium. The red arrow shows a myocardial region, where the late enhance-
ment effect is visible (image data courtesy of Prof. S. Miller, University Hospital Tuebingen). 
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ment of coronary artery disease consist of different images for morphological and dynamic 
analysis. Image data for the examination of the myocardium are typically acquired as bright-
blood images with fast gradient-recalled echo (GRE) or balanced steady state free precession 
(SSFP) scanning sequences. These techniques allow an acquisition with high speed and a 
high SNR. Fluid and fat with their comparable T1- and T2-values show high intensities in 
these images. Both acquisition types can form the basis for the analysis of myocardial func-
tion, perfusion, late enhancement and coronary arteries [Shah et al., 2005, Bluemke et al., 
2008]. 
Cardiac function: According to the guidelines of the Society for Cardiac Magnetic Reso-
nance (SCMR) the analysis of myocardial function requires the acquisition of cine sequences 
with a temporal resolution of less than 45 ms between the depicted phases [Kramer et al., 
2008]. Image data is acquired in long-axis and short-axis orientation with a slice thickness 
of 6 to 8 mm and interslice gaps of 2 to 4 mm with or without the use of parallel imaging 
techniques [Finn et al., 2006]. Figure 2.10 presents an image example with four-chamber 
and vertical long-axis slices as well as a short-axis slice to depict the typical orientations. 
Perfusion images: Myocardial perfusion sequences are usually acquired in short-axis ori-
entation and contain at least three slices with 8 mm thickness and an in-plane resolution of 
less than 3 mm [Kramer et al., 2008]. Images are mostly acquired with parallel imaging. Per 
heartbeat every slice is scanned. Gadolinium-based contrast agent is injected intravenously 
at 3 to 7 ml/s. The image sequence covers 35 to 60 heartbeats in order to show the first pass 
of the contrast agent through the myocardium. It is acquired under breathhold. Figure 2.12 
shows example images of a perfusion sequence, which correspond to characteristic time 
points in the intensity course. The contrast agent first enters the right ventricle (RV), and 
then the left ventricle (LV) before it is washed into the myocardium (MC) via the coronary 
arteries. 
To determine perfusion deficits or wall motion abnormalities that can occur under phys-
ical stress conditions, additional cine and perfusion sequences are acquired under pharma-
cologically induced stress. For the assessment of the myocardial perfusion reserve, patients 
are usually treated with adenosine to widen the arteries and thereby increase the perfusion. 
To examine the contractile reserve, dobutamine or atropine are given to increase the pa-
tient’s heart rate [Kramer et al., 2008]. If the ECG triggering is not adapted, the accelerated 
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Figure 2.12: Perfusion sequence: The diagram shows the typical intensity course in the right 
ventricle (RV), left ventricle (LV) and myocardium (MC). The images below are taken from a 
perfusion sequence to illustrate the corresponding image contrast at characteristic time points 
of the perfusion sequence (image data courtesy of Dr. med. A. Seeger, University Hospital Tue-
bingen). 
contraction results in imaging different contractile phases in rest and stress perfusion. As 
depicted in Figure 3.1, a direct comparison of the images is rather difficult. 
Late Enhancement Image Slices: Late enhancement can be imaged 10 minutes after the 
contrast bolus injection using an inversion recovery turbo flash sequence. As defective tis-
sue has a higher distribution volume for the Gadolinium-based contrast agent (see Sec. 2.2), 
infarcted areas take on high intensities in the image slices [Arheden et al., 1999, 2000]. Slice 
thickness and orientation are chosen according to the settings for the cardiac function cine 
sequences. An in-plane resolution of 1.4 to 1.8 mm is recommended [Kramer et al., 2008]. If 
image data is acquired in 2D, displacement of image slices acquired at different time points 
may occur due to breathing motion. 
Whole-Heart Coronary Angiography: The acquisition of high resolution volumetric im-
age data with MRI takes too long for one breathhold. Thus, image data is usually acquired 
with ECG-gating and navigator technology [Ehman and Felmlee, 1989, Scott et al., 2009]. 
Navigators are small images placed perpendicular to the moving structure of interest and 
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Figure 2.13: Placement, position and signal sequence of a navigator measuring the position of 
the diaphragm (image data courtesy of Dr. med. A. Seeger, University Hospital Tuebingen). 
rapidly acquired before the effective image acquisition. For whole heart imaging, the navi-
gator is placed perpendicular to the diaphragm and image data is defined to be acceptable if 
the navigator shows the diaphragm position within a window of 3 to 5 mm from its endexspi-
ratory position [Bluemke et al., 2008]. Figure 2.13 shows an example for the ECG-signal and 
the navigator of a whole heart image acquisition. The imaging process for the whole heart 
with these technologies takes 5 to 15 minutes on a 1.5 Tesla scanner. The use of contrast 
agent for the enhancement of the coronary arteries in MR angiographies is difficult because 
of the long acquisition time opposed to the short turnaround time of the contrast agent in 
the vascular system. Thus, most clinically used techniques do not use contrast agent, but 
apply T2 preparatory pulses to enhance the contrast between the vascular lumen and sur-
rounding structures [Botnar et al., 1999]. Furthermore, steady-state-free-precessing (SSFP) 
sequences are applied to achieve a good contrast [Deshpande et al., 2001]. The image slices 
have axial orientation and a resolution of 1 mm3 is recommended [Kramer et al., 2008]. A 
major problem of MRA data are perturbations induced by metallic objects like stents, clips, 
wires, prosthetic valves and supporting struts or rings. Even if these objects do not cause 
problems for the patient such as, e.g., heating-up, they often cause local signal loss or arti-
facts that hinder the image interpretation and quantification. 
Comparative studies between CTCA and MRCA show that due to the high resolution achiev-
able with current state-of-the-art scanner technology, CT outperforms MR in the detection 
of CAD [Wagner et al., 2011], but this may change with further advances in MR technology. 
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Alignment Problems in Cardiac Image 
Data 
The integrated analysis approach of coronary arteries and myocardial viability, as proposed 
in this thesis, is based on separately acquired image data scanned at different time points. 
The examination of spatial correspondences, e.g., between necrotic and underperfused tis-
sue requires however that the image regions depicting the myocardium are aligned. There-
fore, different registration problems have to be solved. First, the coordinate systems of dif-
ferent modalities must be aligned. Second, misalignment between images acquired with 
the same system at different time points must be matched. The types of displacement in-
duced by the image acquisition described in Section 2.3 pose several problems that need to 
be solved before a comprehensive combined analysis of all relevant images is possible: 
• Matching of the whole-heart volume, the late enhancement image and the perfusion 
images to allow a visualization of spatial relations between healthy, hypoperfused and 
infarcted tissue and the supply through the coronary arteries as described in Sec-
tion 2.2. 
• Alignment of late enhancement image slices in order to correct slice displacements 
and to allow 3-D image analysis. 
• Motion compensation of perfusion image sequences in order to enable the analysis 
of the contrast-agent-induced local intensity change over time. 
This chapter presents an overview of general registration approaches and the specialized 
implementations described in literature for related problems. A detailed description of the 
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Figure 3.1: Temporal position of images in the heart contraction cycle (based on image data 
kindly provided by Prof. S. Miller, University Hospital Tuebingen). 
implemented methods and the achieved results is given in Section 3.2. It is divided into 
subsections according the problems described above. 
3.1 Existing Approaches for the Alignment of Cardiac Images 
The general task in alignment problems of a reference image IR and a so-called template 
image IT is the search for a transformation function t f , which changes the coordinates of 
the voxels of IT in such a way that t f (IT ) better matches IR according to certain criteria. 
In cardiac image registration, the goal is usually to match corresponding regions of the my-
ocardium. Typical approaches to find a suitable transformation t f are point-based registra-
tion techniques and intensity-based registration methods [Makela et al., 2002]. 
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Extraction and comparison of feature points These methods derive the transformation 
t f from corresponding keypoint sets PR and PT . The keypoints can be defined interactively 
or derived from image features like surfaces, edges or corners. An overview of proposed 
keypoint extraction methods is given by Schmid et al. [2000]. In medical image registration 
approaches, keypoints are often detected with the Harris corner detector, which is related to 
the autocorrelation function [Harris and Stephens, 1988]. Detected keypoints can be char-
acterized by means of the so-called scale invariant feature transform (SIFT), which results in 
a feature description vector vi summarizing the relative gradient orientations in the neigh-
borhood of a keypoint pi [Lowe, 1999]. If no feature information is available for the points 
Figure 3.2: Types of registration methods used in cardiac image registration. 
in PR and PT , the head-and-hat algorithm or the iterative closest point algorithm (ICP) can 
be applied to calculate the transformation for the alignment of PR and PT [Pelizzari et al., 
1989, Yang and Medioni, 1992]. These methods are often used to align extracted surface 
points [Declerck et al., 1997, Sinha et al., 1995]. 
Feature descriptors can be used to search for direct point-to-point correspondences through  the calculation of the feature descriptor distance vRi , vT j of keypoints pRi and pT i . This 
method has been applied to match projection images of arteries from different time points 
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and different modalities [Pechaud et al., 2008, Gatta et al., 2011]. 
Image similarity measurement Intensity-based registration methods directly use certain 
similarity measures to assess how well the images IR and t f (IT ) match. These similarity 
measures can be grouped into three categories: 
Linear intensity relation Proposed methods for the direct global comparison of voxel in-
tensities are the Sum of Squared Differences (SSD), the Sum of Absolute Differences 
(SAD) and the Normalized Cross Correlation (NCC). 
SSD and SAD measure the similarity of IR and t f (IT ) using the voxel intensity differ-
t f ences in the overlap of the corresponding image domains DR , DT :   1 2SSD IR , t f (IT )   IR (x) − t f (IT (x)) (3.1)= DR ∩Dt f x∈DR ∩Dt f T T   1SAD IR , t f (IT ) IR (x) − t f (IT (x)) (3.2) = DR ∩Dt f x∈DR ∩Dt f TT 
They are best suited for intra-modality registration of images with intensity differ-
ences that stem from Gaussian noise [Makela et al., 2002]. On the other hand, they are 
very sensitive to structures, which appear only in one of the images, e.g., due to pres-
ence of contrast agent or pathological changes in the anatomy. SAD performs better in 
these cases [Slomka et al., 1995]. Surprisingly, these measures were also successfully 
applied for the registration of MR perfusion images, which exhibit strong intensity dif-
ferences in corresponding regions through the pass of the contrast agent [Bidaut and 
Vallee, 2001]. 
NCC determines the similarity of IR and t f (IT ) from the correlation coefficient:  2 IR , t f (IT ) 
V ar (IR )V ar t f (IT ) 
Cov
NCC IR , t f (IT )  (3.3)=
It is a good similarity measure if the relationship between the intensity values in IR 
and IT is linear. Because of the non-linear relationship between intensity values in 
images from different modalities, NCC is mainly applied in intra-modality registra-
tion. NCC can be applied in the spatial as well as in the frequency domain. Castro 
and Morandi proposed to use the phase correlation to estimate the relative shift be-
tween two image blocks with NCC computed in the spatial Fourier domain [Kuglin 
and Hines, 1975, De Castro and Morandi, 1987]. The underlying principle is the Fourier 
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Shift theorem. A relative shift between IR and IT in the spatial domain results in a lin-
ear phase term in the Fourier domain: 
IT (x, y) = IR (x +∆x, y +∆y) (3.4) 
FT (u, v) = e− j (u∆x+v∆y)FR (u, v) (3.5) 
The inverse Fourier transform of the normalized power spectrum results in the cross-
correlation function, which equals an impulse if the images match. The cross-correlation 
has been used to align cardiac image sequences from MRI and ultrasound [Gallippi 
and Trahey, 2001]. 
Non-linear intensity relation Information theory provides means for the registration of 
images with non-linear relations between the intensity values in IR and IT . The goal 
is to maximize the shared information of IR and t f (IT ) [Wells et al., 1996]. According 
to the Shannon Entropy, the average information supplied by the image I is defined 
via the probabilities of the appearance of the intensity values in the range RI of I : 
HI =− pI (Ii ) log pI (Ii ) (3.6) 
Ii ∈RI 
The probability pI (Ii ) is usually estimated as the histogram value hI (Ii ). The joint 
entropy of IR and t f (IT ) is defined as  
H (IR , t f (IT ) =− pIR t f (IT )(Ir , It ) log pIR t f (IT )(Ir , It ) (3.7) 
Ir ∈RIR It ∈RIT 
Because this value highly depends on the spatial overlap of IR and t f (IT ), Mutual 
Information (MI) considers the information content of IR and t f (IT ) in the overlap 
t f domain DR ∩DT as well:  
MI IR , t f (IT ) =HIR t f (IT )(IR ) +HIR t f (IT )(t f (IT )) −H (IR , t f (IT )) (3.8) 
The so-called Normalized Mutual Information (NMI) proposed by Studholme and Hill 
[1999] further diminishes the influence of the overlap by the following formulation: 
  HIR t f (IT )(IR ) +HIR t f (IT )(t f (IT ))NMI IR , t f (IT ) = (3.9) 
H(IR , t f (IT )) 
These similarity measures are well suited for the registration of images from different 
modalities [Maes et al., 1997]. 
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Incorporation of spatial information In order to incorporate local image features like 
gradients, additional similarity measures have been introduced. Modersitzki et al. 
propose the comparison of Normalized Gradient Fields (NGF) for multimodal medi-
cal image registration, assuming that intensity changes occur at corresponding loca-
tions Haber and Modersitzki [2007]. Wollny et al. also used NGF in combination with 
SSD for the alignment of cardiac MRI perfusion sequences [Wollny et al., 2008]. 
The cross-correlation is also proposed as a local similarity measure. The Local Cross 
Correlation (LCC) is then calculated for the neighborhoods of single voxels. 
Frequency-based optical flow methods use the phase information in the output of 
velocity-tuned filters [Heeger, 1988, Fleet, 1992]. Through the application of band-
pass quadrature filters the input signal is decomposed according to scale, speed and 
orientation [Jaehne, 2005, Boukerroui et al., 2004]. Because of it’s stability under scale 
perturbations and contrast variations, Heeger and Jepson proposed the usage of the 
phase for image comparison. In the analysis of cardiac motion, Becciu et al. [2009] 
worked with Gabor-filtered images to compensate intensity changes. 
Transformation types The transformation t f : DT → DR to match IT with IR can be de-
fined via formulae, grids or directly as vector fields. 
Affine transformations are usually formulated as multiplications of the voxel coordinates 
x with a transformation matrix M . In 3D space, M is a 4 × 4-matrix which is built from 
the motion component matrices, which describe translation, scaling, rotation, and shear-
ing through matrix multiplication. Altogether, the transformation matrix can have up to 
15 parameters, which have to be determined in the registration process. Rigid (translation 
and rotation only) and affine transformations have been applied in cardiac applications, 
e.g., for the alignment of MR perfusion images [Bidaut and Vallee, 2001]. However if local 
deformations occur, other types of transformations are usually preferable. Approaches to 
describe deformable registration use, e.g., radial basis functions such as Thin-plate Splines 
(TPS) and Cubic B-Splines [Goshtasby, 1988, Bookstein, 1989]. The transformation function 
is formulated as a linear combination of translated radially symmetric functions added to a  
polynomial of low degree and depends on the set of control points C P = pi, ..., pn : 
n  
t f (x) =Ax + ci d x, pi (3.10) 
i =1 
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The computational effort for the calculation of these transformations largely depends on 
the number of control points |C P |. For TPS d x, pi is defined as     2 2 2 2d(x, pi) = x −pi +c ln x −pi +c (3.11) 
TPS perfectly match the key points. For other points, the error increases with distance from 
the nearest key point. The parameter c can be used to change the stiffness of the interpolat-
ing volume. To achieve robustness against key point localization errors, Rohr et al. [2001]. 
also suggested to use approximated instead of interpolated TPS. TPS are based on the phys-
ical model of a metal plate. Davis et al. suggested, that a physical model based on elastic 
material could better describe the deformations in the female breast [Davis et al., 1997]. 
They suggested the usage of the Navier-PDE-based Elastic Body Splines (EBS) for applica-
tions with small deformations. For the same application, cubic-B-Spline-based Free Form 
Deformations (FFD) have been suggested, arguing that local control of the B-splines makes 
them computationally efficient even for large numbers of control points [Unser et al., 1991, 
Rueckert et al., 1999]. FFD is defined as the 3D tensor product of 1D cubic B-splines:         3 3 3   x x y y z z 
t f (x) = Bl − Bm − Bn − xi +l , j +m,k+n
l =0 m=0 n=0 nx nx ny ny nz nz      (3.12) 
x y z 
with i = −1, j = −1, k = −1
nx ny nz
The basis functions B j are defined as follows: 
(1 −x)3 
B0(x) = (3.13) 
6 
3x3 −6x2 +4 
B1(x) = (3.14) 
6 
−3x3 +3x2 +3x +1 
B2(x) = (3.15) 
6 
3x
B3(x) = (3.16) 
6 
This approach has also been used for the myocardial motion estimation from cardiac se-
quences [Perperidis et al., 2003, Cammin and Taguchi, 2010].
The application of finite element meshes as a basis for the motion description allows to
include tissue properties such as the elasticity of biological tissue types into the transforma-
tion modeling [Hagemann et al., 1999, Ferrant et al., 2002].
The most complex transformations are those with independent transformations per voxel.
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These are usually described as vector fields and thus consist of a set of parameters three 
times the size of the template image IT . 
Transformation parameter search The complexity of the search for the transformation 
t f depends on the amount of points included in the search. The comparison of a small 
set of feature points is easier than the calculation of the similarity of two complete images. 
The search effort is further influenced by the number of parameters as well as the char-
acteristics of the selected transformation type. It is usually formulated as an optimization 
problem, which is solved iteratively. The parameters Xt f of the transformation function t f 
are adapted in such a way that the objective function s, which represents the similarity mea-
sure, is maximized or minimized respectively. The major classes of optimization algorithms, 
which are applied in medical image registration, are: 
Local optimization methods These methods iteratively change the steps towards an opti-
mum, which is not necessary the global optimum. Thus, they strongly depend on 
the shape of the objective function s and the initial estimate for the parameter set 
Xt f . To avoid getting trapped in local minima, these methods are often used as multi-
resolution or multi-scale approaches. Depending on the characteristics of s, typically 
one of the following optimization types is chosen: Gradient-based Methods require 
an exact calculation of the derivative of the objective function with respect to the pa-
rameters Xt f . Typical gradient-based methods applied in medical image registration 
are gradient descent, Levenberg-Marquardt, quasi-Newton, and nonlinear conjugate 
gradient [Maes et al., 1999]. The major difference between these methods is the way 
they choose the step for the parameter change in an iteration step. A detailed descrip-
tion of the algorithms, step width control and implementation concepts can be found 
in the book by Nocedal and Wright [Nocedal and Wright, 2006]. 
Derivative-free Methods, which are often applied to medical image registration, are 
the algorithms proposed by Powell [Powell, 1964] and Nelder and Mead [Nelder and 
Mead, 1965] [Bernon et al., 2001]. These approaches are robust for functions s that 
have peculiar gradients or that are discontinuous and thus often preferable to gradient-
based methods. 
Global optimization methods To overcome the limitations of the local optimization meth-
ods, which can get trapped in local optima, it is possible to use global optimization 
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methods. These include simulated annealing [Dekkers and Aarts, 1991], genetic algo-
rithms and evolutionary strategies. The algorithms are inspired by physical and bi-
ological models. Simulated annealing mimics the cooling process of heated metal, 
genetic algorithms use competitive characteristics of biological evolution and par-
ticle swarm optimization models cooperative and social aspects of animal swarms. 
The applicability of these methods for medical image registration has been proven in 
many publications [Ait-Aoudia and Mahiou, 2007, Rouet et al., 2000, Wachowiak et al., 
2004]. However, their major drawback compared to the local optimization methods 
are the high computational costs through the many evaluations of the objective func-
tion and the concomitant interpolations. 
Optical flow So-called optical flow methods derive the motion between two image frames 
that represent time points ti and ti +1 = ti +δt , corresponding to the template and the 
reference image, at every voxel position. The differential methods are based on local 
Taylor series approximations of the image intensity and use partial derivatives with re-
spect to the spatial and temporal coordinates. They are based on the assumption that 
∂the image intensities do not change over time and thus I (x, y, t ) = 0. The calculation ∂t 
of plausible solutions requires advanced approaches [Barron et al., 1994]. Differential 
approaches estimating the flow field based on partial derivatives and additional con-
straints were proposed by Horn and Schunck, Lucas and Kanade, and Nagel [Horn 
and Schunck, 1981, Lucas and Kanade, 1981, Nagel, 1983]. Advancements of these 
methods have, e.g., been proposed for the analysis of myocardial motion based on 
MRI tagging sequences [Suinesiaputra et al., 2003, Florack and van Assen, 2010]. 
An overview and evaluation of optimization methods for cubic B-Splines in combination 
with Mutual Information as similarity measure is presented by Klein et al. [2007]. The high-
est accuracy was achieved with the gradient-based optimizers here. 
Interpolation The calculation of the image intensity of a transformed template image t f (IT ) 
at the image coordinates xR ∈ DR of the reference image IR requires an interpolation be-
tween intensity values defined for the transformed voxel coordinates t f (xT ) with xT ∈ DT 
of the template image. Usually, there is a considerable trade-off between the quality and 
the computational costs of interpolation methods. For medical image registration, nearest-
neighbor, linear, trilinear, and spline-based interpolations have been proposed [Lehmann 
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et al., 1999]. According to Meijering et al. [2001], best results with respect to the preservation 
of the original image intensities are achieved with spline-based interpolation techniques. 
3.1.1 Spatial Alignment of Slices of one Image Series 
The problem of misalignment between stacked image slices in cardiac MRI data often oc-
curs when these slices are acquired in different heart cycles (see Fig. 3.1) as well as in the 
presence of patient or breathing motion. Hence, data often has to be analyzed slice-wise. 
The effect is seen in cardiac images in general, and there are some approaches to correct 
the misalignment in order to allow a 3D analysis of the image data. In cardiac MR exam-
inations, slice alignment problems typically occur in the sequences for the assessment of 
cardiac function and late enhancement. These image slices are acquired under constant 
contrast conditions and with ECG triggering. Thus proposed methods use intensity-based 
similarity measures and rigid transformations. The methods proposed by Lotjonen et al. 
[2004] and Barajas et al. [2006] both include long-axis images in the alignment procedure 
and they apply translations in 3D to correct the misalignment. The methods differ in the 
handling of slice distances and the applied optimizer. Rotational motion is neglected in 
both approaches. Chandler et al. suggested to correct slice misalignment through the align-
ment with a high-resolution 3D reference dataset [Chandler et al., 2008]. Their approach is 
superior with regard to motion from 3D translation and rotation. 
3.1.2 Temporal Alignment of Perfusion Sequences 
To assure spatial correspondence of regions of interest, the displacement errors between 
time frames of the perfusion sequence due to patient motion, contraction, and breathing 
have to be corrected. For this purpose, classical intensity-based as well as model-based 
registration methods have been proposed, e.g., based on squared differences [Bidaut and 
Vallee, 2001], normalized cross-correlation [Breeuwer et al., 2004, Gupta et al., 2003], mu-
tual information [Bansal and Funka-Lea, 2002, Bracoud et al., 2003] and a measure based 
on gradient strength and direction [Sun et al., 2004]. Classes of transformations applied for 
correction are translation [Gupta et al., 2003, Bansal and Funka-Lea, 2002, Bracoud et al., 
2003], rigid transformations (translation and rotation) [Bidaut and Vallee, 2001, Breeuwer 
et al., 2004, Gupta et al., 2003] and affine transformations (translation, rotation, shearing 
and scaling). More tailored approaches apply model assumptions to support the registra-
tion. Such assumptions relate to the shape of the myocardium [Bansal and Funka-Lea, 2002, 
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Sun et al., 2004, Gallippi and Trahey, 2001] as well as to the expected intensity change over 
time in the image regions of interest [Stegmann et al., 2005, Discher et al., 2005, Rougon 
et al., 2005]. Unlike the late enhancement slices, which are acquired over multiple heart cy-
cles, perfusion slices, which represent one temporal position, are acquired in straight suc-
cession. Thus, spatially adjacent slices, which represent one time point, assumingly do not 
differ strongly regarding their displacement. All the above mentioned approaches perform 
a per-slice correction which does not account for the long-axis connectivity of the slices at 
one temporal position. 
3.1.3 Spatial Alignment to a Reference Dataset 
The alignment of different datasets is of high interest, if complementary information, e.g., 
anatomy and function are shown. In cardiac images, this is generally a difficult problem, 
because the heart muscle does not provide characteristic markers and different image types 
tend to differ regarding coverage, resolution, visible structures, etc.. 
There are only few approaches that address the alignment of different cardiac images. Breeuwer 
et al. assume that the AHA-model segmentations, which divide the myocardium into radial 
segments within three slices [Cerqueira et al., 2002], spatially correspond to each other in all 
inspected images [Breeuwer et al., 2003], while other strategies consider anatomical land-
marks [Swingen et al., 2003] or previously segmented image structures such as the epicardial 
surface [Sturm and Stillman, 2003, Setser et al., 2005]. Since local image information is not 
taken into account, these methods can only provide relatively imprecise information about 
spatial relations between image structures from different datasets. The problem of aligning 
single slices with an image that shows a different coverage, resolution or even intensity dis-
tribution occurs in different application areas. In particular, the application of mutual infor-
mation was found to be successful for the alignment of short-axis and long-axis images with 
a pre-procedural image volume in MR-guided cardiac interventions [Smolíková-Wachowiak 
et al., 2005]. The fusion of processed cardiac CT and MRI images is addressed by Kirisli et al. 
[2011]. In their approach, epicardial contours are extracted from the different images and 
used as input for a registration with the iterative closest points method. 
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3.2 Spatial Alignment of Cardiac CT and MR Images 
The methods described in this section aim at solving the alignment problems, which are 
necessary to perform an integrated analysis of the coronary arteries and myocardial viabil-
ity. This requires the fusion of the angiographic dataset, the late enhancement dataset and 
the perfusion dataset. This is a problem if data has been acquired with different modalities 
and will be addressed in Section 3.2.1. Furthermore, the misalignments of images within 
one coordinate system caused by patient motion, breathing or myocardial contraction have 
to be compensated. This includes, e.g., the alignment of late enhancement image slices and 
the motion compensation within the myocardial perfusion sequence. 
3.2.1 Initial Alignment of CT and MRI Data 
For the comparison of angiographic data from CT and perfusion or late enhancement in-
formation from MRI, the coordinate systems have to be aligned. Because of the differences 
in coverage, orientation and contrast distribution, an intensity-based registration is not ap-
plicable to these data. Thus characteristic landmarks are identified in one CT and one MRI 
dataset and used for an initial rigid alignment. Three landmarks are placed per dataset and 
the transformation consists of a translation, which is defined through the first marker and a 
rotation to align the directions defined through the other two landmarks (see Algorithm 1). 
Algorithm 1 Calculation of the Rigid Transformation Based on Three Landmarks
{Determine direction vectors from reference landmarks pR1, pR2, pR3 and template land-
marks pT 1, pT 2, pT 3} 
for i ∈ {R, T } do
di 1 := pi 2 −pi 1/ 
di 2 := pi 3 −pi 1/ 
pi 2 −pi 1 pi 3 −pi 1 

di 3 := di 1 ×di 2 {Create matrix Mi from direction vectors di 1, di 2,di 3 } 
di 1 
T 
T
 Mi := di 2 
di 3 
T 
end for 
{Calculate rotation matrix R} 
R :=M−1 ·R MT {Calculate transformation t for input point x} 
t (x) := pR1 −R · x −pT 1 
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Figure 3.3: Initial alignment of CT and MRI datasets based on anatomical landmarks. This 
aligns the image coordinate systems without changing the image content (image data courtesy 
of PD Dr. med. H. Alkadhi, University Hospital Zurich). 
3.2.2 Motion Correction in Cardiac Images 
The major causes for misalignment in cardiac image datasets with corresponding coordi-
nate systems are differences in the contraction or respiration phase. These are likely to oc-
cur in patients with cardiac arrhythmias or when long breathholds are required. 
3.2.2.1 CT Angiography and CT Late Enhancement 
Thanks to the ECG gating in the image acquisition, a rigid transformation can be assumed 
appropriate for the alignment of the arterial and late phase datasets. Intensity differences 
occur in the blood-filled regions, which are enhanced in the arterial phase and in the necrotic 
myocardium, which shows increased intensity values in the late phase volume. Therefore a 
mutual information based rigid registration is applied to align the volumes. 
3.2.2.2 Alignment of MR Image Slices with Angiography Volume Image 
A major problem in the analysis of late enhancement and perfusion images is the relatively 
low spatial resolution and the related partial volume effects. Additional smoothing is intro-
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duced by interpolation when spatial transformations are applied. Therefore, the purpose of 
the proposed approach is to solve the intra- and inter-image alignment problems described 
above with a minimum of transformations. To this end the workflow depicted in Figure 3.4 
is applied. The whole-heart dataset serves as reference, because it shows the highest image 
information density and it is already aligned due to the acquisition technique. 
Figure 3.4: Workflow of image preprocessing for a combined analysis of coronary angiography, 
MR late enhancement and MR perfusion (image data courtesy of Dr. med. A. Seeger, University 
Hospital Tuebingen). 
To correct slice misalignment in the late enhancement image, the image slices are matched 
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separately onto the whole-heart image volume. Images are acquired in the same cardiac 
contraction phase. Any displacement between the images is therefore caused by patient- or 
breathing-motion. This displacement can be described by rigid transformations, which are 
volume preserving and do thus not change the results of subsequent quantification steps. 
When matching a single slice ILEi of the late enhancement image ILE with the whole-heart 
′ ′image IWH, only the overlapping image parts I , I have to be compared. That is, for every LEi WH 
evaluation step, the computation of the similarity measure is restricted to the intersection of 
t f t f the domains D ∩DWH, where D is the domain of the transformed late enhancement slice LEi LEi 
i and DWH is the domain of the whole-heart volume. To find a suitable similarity measure S 
we evaluate the following approaches [Lotjonen et al., 2004, Barajas et al., 2006, Smolíková-
Wachowiak et al., 2005]: 
• Normalized Cross Correlation (NCC) 
      ′ ′S t f ILEi , IWH = NCC t f ILEi , IWH (3.17) 
(3.18) 
• Normalized Mutual Information (NMI) 
      ′ ′S t f ILEi , IWH = NMI t f ILEi , IWH (3.19) 
(3.20) 
with 
 ′  t f ILEi = t f ILEi |Dt f (3.21) LEi ∩DWH 
′I = IWH| t f (3.22) WH D ∩DWHLEi 
Both methods have the term normalized in their name. Regarding NCC this refers to the 
use of V ar (I ) to achieve scale invariance, whereas for NMI the integration of the marginal 
t f entropies H (I ) provides a certain robustness to changes of the overlapping regions D1 ∩D2 
due to the transformation t [Studholme and Hill, 1999]. Optimization is performed with the 
Simplex algorithm by Nelder and Mead [Nelder and Mead, 1965]. 
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3.2.2.3 Evaluation 
Two experts fused 20 datasets of patients with known CAD (57.6±7.7 years, range 43 - 69), 
who underwent low-dose CTCA and MRI on the same day. CTCA data were acquired with 
a dual-source CT scanner (Siemens Somatom Definition) using prospective ECG-gating af-
ter the injection of 80-100 ml iodine-based contrast agent (Iopromidum). Non-overlapping 
CTCA images were reconstructed with a slice thickness of 0.6 mm, using a medium smooth-
tissue convolution kernel (B26f). Additional reconstructions were performed using a sharp-
tissue convolution kernel (B45f) to compensate for blooming artifacts. 
The CMR examination was performed with a 1.5 T clinical MR system (Philips Achieva). Late 
enhancement images were acquired ten minutes after the injection of 0.1 mmol gadobutrolum-
based contrast agent (Gadovist) per kilogram of body weight. Images were oriented in short-
axis view and an inversion-recovery gradient-recalled echo MR sequence with the param-
eters shown in Table 3.1 was applied. The observers initialized the alignment with three 
Field of view 350-400 mm 
Repetition time/echo time 7.4/4.3 ms 
Inversion time 200-350 ms 
Flip angle 20 ◦
Matrix 240 x 240 
Slice thickness 10 mm 
Table 3.1: MR acquisition parameters 
interactively placed landmarks. After the automatic registration step, alignment quality was 
evaluated by comparing the left ventricle segmentation results from the different images 
in the fused images. The corresponding CT and MR segmentations of the left ventricles 
were compared regarding their principal axis (PA) orientation as well as the overlap and the 
surface distance. Figure 3.5 depicts an example for the comparison of the bloodpool seg-
mentation. The distance of the MRI bloodpool segmentation from the CT segmentation is 
shown color-coded on the surface. 
Results The complete fusion procedure took 42.54±6.31 s for observer 1 and 39.91±5.47 s 
for observer 2 and was performed successfully for all datasets. Table 3.2 shows the results 
for the comparison of the segmented bloodpool regions. 
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Figure 3.5: Assessment of the CT-MRI image alignment via the bloodpool segmentations. The 
images on the left show the bloodpool segmentations as overlay on the original image data. The 
image on the right shows the aligned corresponding bloodpool surfaces. In the presented case, 
the heartphases of the processed datasets do not match (image data courtesy of PD Dr. med. H. 
Alkadhi, University Hospital Zurich). 
Observer Angular Orientation 
Deviation 
Mean Std.Dev 
Dice Coefficient 
Mean Std.Dev 
Surface Distance 
Mean Std.Dev 
1 
2 
11.11 ◦ 4.51 
12.71 ◦ 6.73 
0.81 0.03 
0.73 0.13 
3.63 mm 0.31 
4.30 mm 2.27 
Table 3.2: Comparison of the segmented bloodpool regions for observer 1 and observer 2. The 
deviation of the orientation is measured as the angle between the main axes of the bloodpool 
segmentations derived from the CT and the MR image data. The Dice coefficient measures the 
overlap of the segmented regions. The Hausdorff distance between the bloodpool regions is 
determined from the surface points of the segmentation masks. 
Figure 3.6: Comparison results of the segmented bloodpools for the fused datasets. The images 
show the local distances of the MRI bloodpool surface from the CT segmentation after image 
fusion. 
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Discussion The results shown in Table 3.2 appear acceptable considering the low resolu-
tion of the MR images. The visualization of the surface distance measurement in Figure 3.6 
shows the problem of the thick MRI slices, which result in a coarse resolution in the long-axis 
direction. Another factor that limited the measurable accuracy was the incomplete coverage 
of the left ventricle segmentation in the MR images as indicated in the rightmost image of 
Figure 3.6. In this case, the experts included only very few image slices in the late enhance-
ment analysis and thus the segmentation covers only a part of the left ventricle. 
A general problem, which caused the bad result in the leftmost image of Figure 3.6 is pre-
sented in more detail in Figure 3.5. In this case, the users tried to fuse CT and MRI datasets 
from non-matching heart phases. This should be prevented and future improvements will 
include a heart phase check. 
3.2.2.4 Motion Compensation in Perfusion Sequences 
Perfusion sequences consist of about 40 time points depicting the pass of the contrast agent 
through the right ventricle, the left ventricle and the myocardium. To enable the analysis of 
the local time-intensity-curves, the motion induced through breathing and contraction has 
to be compensated. Image sequences are often acquired with a large field of view. As shown 
in Figure 3.7, only a small image region is relevant for the myocardial perfusion analysis. To 
speed up the motion correction as well as the subsequent image analysis step, it is therefore 
useful to crop the image in a pre-processing step. Existing approaches simply determine 
the right and left ventricle as blobs of high intensity in space and time [Spreeuwers and 
Breeuwer, 2001]. Unfortunately, this approach is not applicable to the datasets we work 
with, because high intensity changes occur also in aorta, kidney or moving fatty regions. 
Thus, the proposed method uses the intensity variation during a time interval Tci r c , which 
represents the average time from the venous contrast agent injection to tissue enhancement 
in order to suppress regions with constant high intensities. 
As only the myocardial first pass is needed for the derivation of semi-quantitative per-
fusion parameters (see Section 4.3), the motion correction starts from the end of the base-
line of the myocardial time-intensity-curve. Because of its central temporal position in the 
perfusion sequence and its intensity distribution, the reference time point is defined as the 
intersection time of the right and left ventricular intensity curves. Figure 3.7 shows a screen-
shot of an input slice with markers at the detected gravity centers of the ventricles. For reg-
istration, this reference image is matched to the whole-heart image dataset with the method 
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Algorithm 2 Detection of heart ROI and reference time point
{Determine voxels with strong intensity changes during first pass of contrast agent} 
for x ∈DI do 
max 1 
σ2 (x) :=max 
ts +Tci r c
ts ∈[3,9] Tci r c −1 t=ts 
  2 
It (x) − It (x) 
end for 
Xi c := x ∈DI |h
{Find two largest voxel clusters CLV ,CRV in Xi c }
σ2 max

(x) < thσ
{Return extended bounding box of CLV ,CRV as heart ROI} 
{Set reference time point to intersection of intensity curves at gravity centers of CLV ,CRV } 
x x

tr e f := t : It 
 x∈CLV |CLV | ≡ It  x∈CRV |CRV | 
that is described for late enhancement slice alignment in the previous section (Fig. 3.4). As 
the images are not acquired in the same heart phase, scaling and shearing are added and 
thus affine transformations are allowed. 
As shown by Rogers et al. [1991], myocardial tissue moves up to 13 mm in the long-axis 
direction during contraction exceeding the usual slice thickness. As depicted in Figure 3.8 
perfusion image sequences are often spatially sparse, and thus 3D alignment of the image 
slices is neither possible nor useful. The analysis of perfusion data is based on the analysis 
of voxel intensity curves and can thus only be performed if enough time points are available 
for a location. Eliminating outliers is thus more useful than searching for their correct lo-
cation in 3D. The time frame that is aligned with the whole-heart image serves as reference 
IR for the motion correction. Diseased patients often tend to show arrhythmias, which can 
give rise to misalignment due to extrasystolic contractile motion. Figure 3.9 shows typical 
types of motion that frequently appear in perfusion image sequences. As depicted in Fig-
ure 2.12 on page 21 the intensity changes over time in the different anatomic sections are 
asynchronous. Thus, we have to select a similarity measure, which is invariant to intensity 
differences. Furthermore, the motion to compensate for is known to be a combination of 
breathing and contractile motion. Breathing moves the heart location by changing the the 
diaphragm position. The shape of the heart does thereby not change significantly. The con-
tractile motion of the heart muscle on the other hand mainly induces local deformations. 
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Figure 3.7: Pre-processing steps: The yellow box shows the relevant subimage of the perfu-
sion sequence IP at the reference time point tM , which is determined by the intersection of the 
curves in the diagram on the right. The colors of the intensity curves correspond to the mark-
ers defining the subjacent image regions in the left image (image data courtesy of Dr. med. A. 
Seeger, University Hospital Tuebingen). 
Two different approaches are evaluated for the motion compensation between subse-
quent time frames in the image sequences. 
Intensity-based Motion Correction The first approach uses normalized mutual informa-
tion as similarity measure. The motion correction consists of two steps. First, rigid transfor-
mations are applied to compensate the displacement and deformation caused by breathing 
and patient motion. To address slight contractile motion, cubic B-spline transformations 
are considered in the second phase. To this end, we apply a regular grid of five points in 
both directions, and thus the parameter set Xi , j to be optimized for an image slice si at time 
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Figure 3.8: Example for a sparse perfusion image data. The image shows a volume rendering 
of a CTCA dataset combined with the corresponding perfusion data. Perfusion data is acquired 
with a slice thickness of 10mm and a slice distance of 20mm. Thus, for a considerable part of the 
myocardium there is no perfusion information available (image data courtesy of PD Dr. med. 
H. Alkadhi, University Hospital Zurich). 
point j is composed as follows: 
Xi , j = {T Rx , T Ry , R, Sx , Sy , B11, ..., B15, B21, ..., B55} 
i = 1, ..., zmax 
j = tM , ..., tmax 
T Rx , T Ry : translation in x- and y-direction, respectively 
R : rotation angle
Sx , Sy : scaling
Bx,y : de Boer point coordinates specifying the 
B-Spline transformation 
To register every slice si , j of the perfusion sequence IP with its corrected temporal prede-
tcessor s the parameter set Xi , j is optimized by applying NMI, which is described on i , j −1
t f t fpage 27, to the intersection of the corresponding domains D and D that result from i , j −1 i , j 
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Figure 3.9: Different types of motion in perfusion sequences: The upper row shows three con-
secutive time frames of perfusion sequence 44 with out-of-plane motion: the ventricle almost 
disappears in the middle image. In the middle row (sequence 5) the diaphragm moves and 
thereby changes the heart position. Sequence 57 in the last row shows myocardial deformation. 
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the application of the transformation t f with the parameter sets X opt and Xi j :i j −1   ′  ′S t f si , j −1 , t f si , j with    
t f si , j = t f Xi , j , si , j  ′  t f si , j ′−1  ′ = t f si , j −1   |Dt f i , j −1∩Dt f i , j t f si , j = t f si , j |Dt f i , j −1∩D t f i , j 
As described in Section 2.3, perfusion slices are acquired over the course of one heart beat. 
We assume the displacement between the slices of one heartbeat to be minimal and propa-
gate the optimal transformation parameters found for the first slice as start parameters for 
its spatial successors: 
= X opt X 0 i −1 j , i > 1 (3.23) i j 
Phase-based Motion Correction The other approach for the alignment of perfusion se-
quences uses the local phase, which represents image features such as edges and lines but 
is invariant to their magnitude. The Morphon implementation by Tautz et al. is based on 
the Fourier Shift Theorem explained on page 27 [Tautz, Hennemuth, Andersson, Seeger, 
Knutsson, and Friman, 2010, Knutsson and Andersson, 2005]. It is related to the seminal 
work by Fleet and Jepson, which is mentioned in Section 3.1. As proposed by Jepson and 
Fleet, the analytic signal is estimated by applying a quadrature filter, q(x), which has a band-
pass character that determines the scale of the structures or shifts of interest. The general-
ization of the analytic 1D signal to higher dimensions is achieved with a set of quadrature 
filters q (i )(x) with different orientations ni , and the generalized analytic signal in direction 
ni for an image I (x) is then obtained as (I ∗q (i ))(x). The spherically separable quadrature fil-
ters used in the Morphon-implementation have a radial frequency function that is Gaussian 
on a logarithmic scale.  
− 4 ln2 u 
Ri (u) = e B 2 ln2 ui (3.24) 
An example of the application of a log-normal filter set q (i ) with orientations 135◦, 90◦, 45◦, 
0◦, bandwidth B = 1.5, and center frequency ui to two time points of a perfusion sequence 
is shown in Figure 3.10. To capture the different types of motion, the actual implementa-
tion of the Morphon uses a multi-resolution approach. The applied algorithm is described 
on page 48. In the deformation field calculation, the displacement estimation as well as 
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Algorithm 3 Motion Correction with rigid and B-Spline transformations
for t ∈ {tM +1, ..., tmax } do 
for i ∈ {1, ..., zmax } do 
{Initialization of parameters X 0 }i ,tMi d , i = 1
X 0 :=i ,t X opt , i > 1i −1,t
{Find transformation parameters for correction}
{Optimize rigid transformation parameters X A} 
repeat 
{Determine overlap regions for current parameters X A i
j } 
  
t f := t f , X A IPi ,t IPi ,t i
j 
,t  ′  t f IPi ,t := t f IPi ,t | t f t foptD ∩DPi ,t Pi ,t −1  ′  t fopt IPi ,t −1 := t fopt IPi ,t −1 | t f t foptD ∩DPi ,t Pi ,t −1 
j +1{Calculate new parameters X A }   j +1 j i ,t ′ ′X A := X A , N M I t f , t fopti ,t OSimplex i ,t IPi ,t IPi ,t −1 
until convergence
{Optimize B-Spline transformation parameters X B }
repeat 
{Determine overlap regions for current parameters X k = {X Aopt , X B k }}i ,t i ,t i ,t 
  
, X kt f IPi ,t := t f IPi ,t i ,t  ′  t f IPi ,t := t f IPi ,t |Dt f t fopt∩DPi ,t Pi ,t −1  ′  t fopt IPi ,t −1 := t fopt IPi ,t −1 |Dt f t fopt∩DPi ,t Pi ,t −1 
{Calculate new parameters X Bi
k
,
+
t 
1}   ′ X B k+1 :=OSimplex X B k , N M I t f IPi ,t , t fopt IPi ,t −1i ,t i ,t 
until convergence 
end for 
end for 
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Figure 3.10: Application of a set of log-normal filters q (i ) with orientations 135◦, 90◦,45◦,0◦ and 
bandwidth 1.5 to two successive time points of a perfusion sequence. 
the certainty of that estimate are considered. Furthermore, it is assumed that plausible tis-
sue deformations are relatively smooth. Therefore, spatial regularization is applied with a 
Gaussian kernel. The parameters, which have to be selected for this method, are 
• the scales, which are realized through a resampling of the image 
• the maximum number of iterations per scale 
• the bandwidth and center frequency of the quadrature filters 
• the kernel size of the Gaussian 
The proposed implementation uses three resolution levels to capture the displacement 
and contractile motion. The resampling factor between the scales was chosen as 0.63, which 
is a reasonable compromise between the number of scales and the size of perceivable de-
formations, and avoids artifacts due to dyadic resampling [Tautz, Hennemuth, Andersson, 
Seeger, Knutsson, and Friman, 2010]. Two different quadrature filter sets with center fre-
πquencies u0 of 
π and p are used, so that deformations on six different scales are consid-4 2 2 
ered in total. 
The process of the sequence alignment is organized similar to the intensity-based meth-
ods. Starting from the reference image Ik (x), the deformation fields dk−1(x) and dk+1(x) are 
calculated, which align the neighboring slices with Ik (x). In this way for every time frame 
the motion field for the alignment with its already aligned neighbor in the direction of the 
reference frame Ik (x) is calculated and applied. 
47
48 3. ALIGNMENT PROBLEMS IN CARDIAC IMAGE DATA
Algorithm 4 Motion Correction with the Morphon algorithm
{Perform calculation on all scales sc} 
for sc ∈ {sc1, ..., scm } do 
{i t (sc) iterations on scale sc} 
for j ∈ {1, ..., i t (sc)} do
{Consider filters in directions ni }
for i ∈ {1, ..., n} do
{Apply log-normal quadrature filter for current direction}  
I (i ) (i )(x) := ∗q (x)Rsc IRsc  
I (i ) 
  (i )(x) := t f ∗q (x)Tsc ITsc 
{Estimate displacement along the current filter orientation} 
C (i ) 
 
RTsc 
(x) := IRsc (x) t f ITsc (x) 
di (x) ≈ arg CRTsc (x) 
{Calculate confidence measure}     
ci (x) := CRTsc (x) 1 +cos arg CRTsc (x) 
end for 
{Calculate accumulated confidence measure} 
n
c j (x) := ci (x)
i =1
{Estimate current deformation field}
n
ci (x) di (x) ni
dsc (x) := i =1
c (x)
{Regularize current deformation field}
dreg 
(dsc (x) c (x)) ∗ g (x; σ)ni
(x) :=sc c (x) ∗ g (x; σ)
{Add regularized deformation to total deformation}
c (x) 
dregdtot (x) := dtot (x) + sc (x) ctot (x) +c (x)
{Update confidence measure}
ctot (x)
2 +c (x)2 
ctot (x) :=
ctot (x) +c (x)  
{Warp ITsc with current deformation field to calculate new t f }ITsc 
end for 
end for 
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3.2.2.5 Evaluation 
The evaluation of motion correction algorithms for MRI perfusion data is almost as chal-
lenging as the motion correction itself. Neither software nor physical phantoms are found 
in literature. That is because the combination of tissue perfusion properties, the different 
types of motion and the rapid artifact-prone image acquisition constitute a very complex 
modeling problem. 
The achievable image resolution does not provide structure information within the heart 
muscle, and thus landmark-based evaluation approaches use the blood pool or myocardium 
segmentation. It is very popular to assess the left ventricles gravity center movement in the 
corrected sequence [Bracoud et al., 2003, Milles et al., 2008, Xue et al., 2008, Tautz et al., 
2010]. This measure is actually too coarse to provide information about the result’s eligibil-
ity for a clinical interpretation, because it does not provide information about the matching 
of the voxels within the myocardium. It is important that myocardial perfusion curves are 
not disturbed by voxels belonging to the blood pool. As shown in Figure 2.12 on page 21, 
these curves differ strongly, and a mixed curve could lead to wrong conclusions. Thus, some 
authors propose to calculate the overlap of the myocardium segmentation at different time 
points or the distances of the segmented contours [Xue et al., 2008, Li and Sun, 2009]. The 
result of this evaluation strongly depends on the myocardium segmentation. 
The actual interpretation of the perfusion sequence is based on the characteristics of the 
time-intensity-curves of the myocardium. It is thus obvious to base the assessment of the 
motion correction on the resulting time-intensity-curves. An expert assessment has been 
suggested for the qualitative assessment [Spreeuwers and Breeuwer, 2001, Milles et al., 2008, 
Hennemuth et al., 2008b]. A quantitative curve assessment was introduced by Gupta et 
al. [Gupta et al., 2003]. It is based on the assumption that the intensity curves are smooth 
and accumulates the deviations of intensity values from the mean intensity of their pre- and 
postdecessors. Thus, peaks and valleys also contribute to the error measure. This measure 
has been applied to selected ROIs in previous studies. 
One problem of all the proposed evaluation methods is the dependence on manual input. 
Because of the high effort for segmenting the myocardium in 3 to 6 slices on 30 to 60 time 
points, most evaluations are based on only few datasets. 
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Evaluation Methods In order to provide a quantitative user-independent quality measure, 
this approach provides an automatic curve assessment. For all voxels in the region of inter-
est, a model curve is fitted. The deviation from this model curve is then used to assess the 
plausibility of the motion correction result. Based on indicator dilution theory, Thompsen 
et al. proposed to model tracer concentration curves through the gamma variate func-
tion [Thompson et al., 1964, Mischi et al., 2008]. Although it can not be motivated physically, 
this model was found to be suitable for modeling ventricular and myocardial time-intensity 
curves during the first pass of the contrast agent [Jerosch-Herold et al., 2004]. The gamma 
variate can be formulated as follows:  t −t0−s0 +γ (t − t0)α e β , t > t0C (t ) = (3.25) 
s0 , t ≤ t0 
Because compartments with different time-intensity-curves, such as left ventricular blood 
pool, right ventricular blood pool, myocardium, lung, or liver can be present in the in-
spected region of interest, fit parameters are estimated separately for every voxel. The end 
of the baseline t0 as well as the mean baseline intensity s0, the maximum intensity smax, and 
the time point of maximum intensity tmax are derived directly in a first curve analysis step 
(see Figure 3.11). If α is also known, β and γ can be initialized as described in Equations 3.26 
and 3.27 [Madsen, 1992]. 
(tmax − t0)
β = (3.26) 
α  α
e(smax − s0) , tmax > t0
γ = |α−β| (3.27) 
0 , tmax ≤ t0 
Here, α is initialized with α = 1,8, which was considered a good first estimate after initial 
experiments. The final parameters are calculated by means of least squares minimization 
with the Minpack library [Cowell, 1984]. The gamma variate can only describe the first pass 
of the contrast agent and thus the fitting procedure only considers the first 25 time points of 
the image sequence. 
For this interval, the difference between original and fitted image is then calculated and the 
mean difference between the original and the fitted voxel intensity curves is used as quality 
measure. 
For an assessment of the diagnostic benefit of the provided motion correction methods, 
for a subset of the inspected cases, derived results are compared with those acquired by 
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Figure 3.11: Example for a measured time-intensity curve (asterisks) and the fitted gamma vari-
ate function. The fitted function describes the first pass well but does not consider the second 
pass of the contrast agent. 
other modalities such as late enhancement MRI and conventional coronary angiography. 
Spatial relations are assumed to correspond to the AHA segment model [Cerqueira et al., 
2002]. 
Experiments The proposed methods have been applied to 60 clinical datasets from two 
different hospitals. The datasets were acquired with 1.5T scanners from two manufacturers. 
All patients had suspected or proven coronary artery disease. 53 sequences were acquired 
with the Philips Intera scanner after an intravenous injection of gadobutrol (Gadovist 1.0; 
Bayer Schering Pharma, Berlin, Germany). Contrast media was dosed at 0.1 mmol/kg of 
body weight at an injection rate of 5 ml/s, followed by a 40 ml saline flush. K-t sensitivity 
encoding perfusion MRI imaging was combined with a saturation recovery gradient-echo 
pulse sequence. Three slices were acquired sequentially per R-R interval with 10 mm slice 
thickness, and a reconstructed in-plane resolution of 1.25 × 1.25 mm2. Six patients were ex-
amined with the Siemens Sonata scanner and one patient with the Siemens Avanto scanner. 
These patients received an injection of gadopentetat-dimeglumin (Magnevist; Bayer Scher-
ing Pharma, Berlin, Germany), which is also based on a gadolinium complex and has similar 
contrast-enhancing properties [Pintaske et al., 2006]. Here, the resolution was between 1.25 
and 1.98 mm2 in-plane. 
All datasets were processed automatically with the algorithms described on pages 41, 46, 
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and 48. In order to provide results comparable with those in other publications, for 10 
datasets with different types and amounts of motion, expert segmentations of the myocardium 
were provided for the original and corrected image sequences. Only those time points, 
which represent the first pass of the contrast agent through the myocardium were selected 
for this purpose. Surface distance and center-of-gravity movement were derived from the 
segmentations as proposed in previous studies. Two datasets were given to the expert twice 
to enable the assessment of the intraobserver variability of the manual segmentation. 
For all datasets, gamma variate fitting was performed in the region of interest considered in 
the motion correction. The mean difference between the original time-intensity-curve and 
the fitted gamma variate was calculated for every voxel of the original image and the motion 
corrected images. The myocardium was segmented from the temporal maximum intensity 
projection (MIP) of the original and corrected image sequence as depicted in Figure 3.12. 
Results A detailed list of the processed datasets is presented in Table A.1 on page 154 in 
the appendix. Table 3.3 presents the results for the segmentation-based comparison of two 
subsequent timepoints as proposed by Xue et al. [2008]. On average, the gravity center dis-
tance was decreased by all methods. In those cases, where the gravity center distance was 
increased, the value was below the in-plane resolution. The maximum surface distance was 
elevated by the method based on NMI and a fixed reference image. The methods using a 
floating reference image decreased this value, but the maximum distance between the seg-
mented surfaces was still in the range of three voxels. The Dice coefficient was enhanced by 
the floating reference methods. It improved most with the Morphon algorithm. The assess-
Dice Surface Distance Gravity Center Distance 
♯ SNRmax SNRavg O M1 M2 M3 O M1 M2 M3 O M1 M2 M3 
5 6,27 2,71 0,74 0,76 0,86 0,88 9,67 9,67 5,64 8,32 2,53 2,03 1,91 1,36 
11 9,43 2,63 0,77 0,74 0,81 0,87 6,98 6,98 6,98 6,98 2,29 2,29 2,01 1,83 
22 10,08 5,56 0,54 0,54 0,77 0,81 9,52 11,52 6,25 6,37 6,89 3,43 2,67 2,24 
29 6,37 2,61 0,79 0,81 0,85 0,86 8,29 8,29 5,62 8,29 1,14 0,69 1,62 2,15 
33 10,07 1,98 0,76 0,75 0,85 0,87 7,60 10,08 6,37 5,15 2,95 2,75 2,06 1,64 
36 7,67 3,62 0,79 0,79 0,90 0,87 6,73 7,60 5,15 7,60 3,23 2,34 0,77 1,15 
38 7,90 2,77 0,82 0,77 0,84 0,83 6,37 7,60 6,25 6,37 1,69 1,48 1,60 1,77 
54 7,85 2,47 0,85 0,84 0,84 0,87 11,05 7,97 7,97 6,44 1,85 2,11 2,67 1,59 
57 8,77 2,24 0,77 0,83 0,81 0,86 5,30 6,37 6,37 5,30 3,16 1,89 2,67 2,86 
58 6,65 2,97 0,82 0,80 0,84 0,88 7,57 9,94 8,55 9,94 2,01 2,72 1,78 1,51 
Average 0,76 0,76 0,84 0,86 7,91 8,60 6,52 7,08 2,77 2,17 1,98 1,81 
Table 3.3: Results of segmentation-based assessment of motion correction results. O means the 
original image sequence. The applied methods are M1: NMI-based non-rigid registration with 
fixed reference image, M2: NMI-based non-rigid registration with a floating reference image, 
M3: Morphon registration with floating reference image. 
ment of the left ventricular movement through the average motion of the gravity center in 
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Figure 3.12: Myocardium segmentation based on temporal maximum intensity projection 
(MIPt ). The upper image sequence represents time frames of the original image data. The lower 
sequence shows the corresponding time frames after motion correction with the Morphon al-
gorithm. The contours of the segmentation, which was performed on the temporal MIP of the 
corrected sequence, are shown as overlays on both sequences. The MIP-based segmentation 
mismatches most timeframes of the original sequence whereas it is suitable for all timeframes 
after motion correction. 
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the relevant part of the image sequences provided the results shown in Table 3.4. The best
♯
Gravity Center Distance 
O M1 M2 M3 
8 2,49 2,05 1,85 1,58 
11 1,41 1,50 1,53 1,52 
22 2,99 1,89 2,47 2,36 
29 1,98 1,57 1,65 1,67 
33 2,36 3,18 2,20 2,30 
36 5,70 2,28 2,87 2,61 
38 1,28 1,31 1,41 1,28 
54 1,73 1,94 1,97 1,70 
57 3,21 1,78 1,93 1,58 
58 1,46 1,37 1,35 0,95 
Avg. 2,46 1,89 1,92 1,76 
Table 3.4: Average motion of the left ventricle in the original image sequence (O) and the cor-
rected sequences M1-M3. 
improvement was achieved with the Morphon method, which reduced the average motion 
almost to one voxel. All presented values depend on the segmentation of the left ventricle 
in the perfusion by an expert. The maximum intraobserver difference between myocar-
dial contours on one image defined at two different timepoints was about 6 mm in average, 
meaning a deviation of two to three voxels. Strongest deviations occured in those regions 
where the papillary muscles are attached to the myocardium as well as in those regions with 
a low contrast between different tissue types. An example of two different segmentations 
provided for the same image is shown in Figure 3.13. 
Figure 3.13: Intraobserver variation of segmentation. The leftmost image shows the a time-
frame without segmentation. The middle and right images present segmentations of the my-
ocardium performed by the same observer at different timepoints. Although both segmenta-
tions appear plausible, they differ significantly. 
In all datasets the myocardium was segmented in the temporal MIPs as suggested by Milles 
et al. [2008] and the average error of the gamma variate fit was calculated for the myocardium 
region. For segmentations performed in the processed sequences the error was compared to 
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that, which occured before motion correction for this region. Because the intensity ranges 
of the images varied strongly ([0, 213] to [0, 3459]), the intensity-related results listed in 
Table 3.5 are presented in percentage of the intensity range of the corresponding image se-
quence. Because the myocardial image intensities are relatively low in comparison to the 
hight intensities in blood-filled compartments, errors may also appear low. The detailed 
results are presented in Table A.2. On average, the number of voxels, which were identified 
as myocardium, increased through all three motion correction methods. The NMI-based 
method using a fixed reference frame (M1) increased the dectected myocardial volume by 
20%. The methods, which use a floating reference image, resulted in a notably higher in-
crease of the detected myocardial volume. For the NMI-based method (M2) as well as for 
the Morphon algorithm (M3) the increase was 33%. The average error of the gamma variate 
fit to these regions was 3.18, 3.13, 3.03 and 3.12% of the image sequences intensity range for 
original sequence and correction methods M1 to M3 respectively. 
As shown in Table 3.5 all methods achieved a decrease of the myocardial intensity range, 
M1 M2 M3 
Increase of Myocard. Volume [%] 20.00 33.00 33.00 
Decrease of Myocard. Intensity Range [%] 3.14 9.88 12.48 
Avg. Fit Error Rel. Intensity Deviation [% of Intensity Range] 
Rel. Error Decrease [% of Intensity Range] 
Rel. Error Decrease [% of Initial Value] 
3.13 
0.50 
12.94 
3.03 
0.56 
16.44 
3.12 
0.51 
14.91 
Max. Fit Error Rel. Intensity Deviation [% of Intensity Range] 
Rel. Error Decrease [% of Intensity Range] 
Rel. Error Decrease [% of Initial Value] 
20.84 
5.92 
0.73 
30.34 
5.57 
8.74 
23.74 
8.62 
12.77 
Table 3.5: Results of myocardium segmentation and gamma fit after correction. All intensity 
related values are given as percentages of the image intensity range. 
meaning that after motion correction the separation between myocardium, bloodpool and 
lung worked better. The average decrease of the gamma variate fit error in the segmented 
regions of the corrected sequences was 0.5, 0.56 and 0.51% of the intensity range for meth-
ods M1 to M3. This means that the average error decreased by 12.94, 16.44 and 14.91%. The 
maximum error of the gamma variate fit in the detected myocardium decreased by 0.73, 
8.74 and 12.77%. This means, that while the region that was identified as myocardium in-
creased most, the maximum error of the gamma variate fit also decreased most in this area 
for method M3. However, for method M1 the error increased in five cases. For method M2 
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this only happened in two cases, and for method M3 an error increase occured in one case.
For sequence 8, which is presented in Figure 3.14, there was a strong increase in segmented
Figure 3.14: Myocardial first pass of contrast agent in image sequence 8. Strong deformation 
through in-plane motion and out-of-plane motion is visible. The myocardium moves up and 
down with the diaphragm. Furthermore the bloodpool changes its shape due to the deforma-
tion. 
myocardial volume for the methods that use a floating reference image. This is clearly ex-
plained through the temporal MIP images presented in Figure 3.15. In the projection im-
ages of the original image sequence and the correction with the fixed reference (M1), major 
parts of the myocardium can not be identified. However, the average gamma variate fit er-
Figure 3.15: Temporal MIP images for sequence 8 before and after correction. In the MIP of the 
original sequence and the sequence corrected based on NMI and a fixed reference image (M1), 
parts of the myocardium are not detectable. The red arrows point to the image region where 
high image intensities of the bloodpool appear in the myocardium region due to uncorrected 
motion in the two images on the left. 
ror increased for both methods using a floating reference image. Figure 3.16 depicts, that 
the segmentation, which is more comprehensive than in the other sequences, also includes 
small regions with a large average fit error, especially in the area of the diapragm. 
Sequence 6 is another example with strong in-plane motion as depicted in Figure 3.17. 
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Figure 3.16: Average gamma variate fit error for image sequence 8 before and after correction. 
Bright image regions indicate a strong deviation of the local intensity curves from the fitted 
gamma variate function. The orange contours show the myocardium regions that could be de-
tected in the temporal MIPs of the corresponding sequences. At the myocardial borders, the 
segmentations of corrected sequences produced with method M1 and M2 include voxels with 
a high average fit error. For the correction with methods M3 the myocardial region appears rel-
atively dark, meaning that the average fit error is low after correction. It can thus be assumed, 
that the analysis of the myocardial time-intensity curves will provide reasonable results here. 
For this case, the motion correction with the fixed reference frame resulted in a clear de-
crease of the detectable myocardium. The temporal MIPs in Figure 3.18 shows that this 
method resulted in a degenerated image sequence, which is not suitable for a further anal-
ysis. Only parts of the myocardium are identifyable here. 
For the datasets of four patients (sequences 3, 28, 34, 38 and 44), AHA-segment-model-
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Figure 3.17: Relevant timepoints of image sequence 6 with strong in-plane motion. It can be 
observed, that the bloodpool moves up and down. It does however not change it’s shape as 
would be the case for deformation or out-of-plane motion. 
Figure 3.18: Temporal MIPs of the original and the corrected image sequence 6. The application 
of the NMI-based correction with fixed reference frame (M1) clearly resulted in a degenerated 
image. 
based results are calculated to assess myocardial bloodvolume (MBV) and myocardial blood-
flow (MBF). For all cases the intensity range within the AHA segments was reduced sig-
nificantly through all motion correction methods. Figures 3.19 to 3.21 present the results 
achieved with the original image sequence compared with those derived from the motion-
corrected sequence from the Morphon algorithm. 
Discussion The evaluations presented in the previous paragraph have shown that NMI-
and B-Spline-based methods as well as the phase-based Morphon algorithm have the po-
tential to compensate for breathing and contractile motion of the heart muscle in myocar-
dial perfusion MRI sequences. However, the comparison of successive timepoints resulted 
in a much better alignment than the sequence registration with a fixed reference image. 
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Figure 3.19: Comparison of AHA-segment-based results of bloodvolume (MBV) and blood flow 
(MBF) for sequence 28 derived from the original data and after motion correction with the Mor-
phon algorithm. The patient has a known LAD stenosis > 75%. In the results derived from 
the corrected image sequence, suspicious segments show lower values (darker colors) in stress 
as well as rest perfusion bulls-eye-plots. In the original sequences, results of stress and rest 
perfusion analysis are contradictory, e.g., for segment 12 (red border), which shows very low 
myocardial bloodflow under rest but a high value under stress. 
Figure 3.20: Comparison of AHA-segment-based results for case 38, calculated for original and 
Morphon-corrected image sequence. The patient suffers from a LAD stenosis > 50% and late 
enhancement was detected in the RCA-supplied tissue region. The corresponding AHA sup-
ply regions are marked by pink (LAD) and blue (RCA) contours. Based on the original data no 
suspicious segments are found in the LAD supply region. The Morphon-corrected examination 
shows suspicious segments in the RCA region, the LAD region and the direct vicinity of the LAD 
region. 
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Figure 3.21: Comparison of AHA-segment-based results for case 45, calculated for original and 
Morphon-corrected image sequence. Stenoses > 75% are known to be present in RCA and LCX, 
LAD stenosis is > 50% and late enhancement was detected in the LCX region. In the original 
image sequences, apical segments (black) could not be analyzed. Segment 5, which represents 
the late enhancement region can clearly be identified by the dark blue color in the bulls-eye-
plots of the rest perfusion after Morphon-based correction. 
Comparison with State-of-the-Art The comparison of two selected time frames per 
sequence as proposed by Xue et al. [2008] showed that the best improvement was achieved 
with the Morphon algorithm. The average Dice coefficient and the left ventricle motion af-
ter registration with this method are almost comparable to their results. 
The left ventricular motion within the relevant part of the sequence has also been assessed 
as suggested in previous publications. With an average motion of 1.76 mm after motion 
compensation even the Morphon method seems to perform worse than even the rigid mo-
tion correction methods suggested by Bracoud et al. [2003]. However, in their evaluation 
the segmentation was performed via a rigid adaptation of the template segmentation and 
thus the comparability of the results is limited. Furthermore, the intraobserver variation 
test showed that the reproducibility of the manual segmentation is limited. The distance 
between the contours produced for the same image was up to 6 mm. 
Evaluation Based on Temporal MIP and Gamma Variate Fit The segmentation of the 
myocardium in the temporal MIPs was also suggested by Milles et al. as a first step for the 
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assessment of the time-intensity-curves in the corrected image sequence. Their evaluation 
approach however used the averaged curves based on the myocardium segmentation of the 
uncorrected image sequence as reference and thereby again depends on the error-prone 
user delineation of the myocardium in the relevant time frames [Milles et al., 2008]. The new 
quality measures suggested here consist of the amount of identifiable myocardium and the 
describability of the intensity change over time through an indicator dilution model, which 
describes the contrast agent’s first pass. This idea is related to the idea of Adluru et al. [2006], 
who apply a compartment model to generate template images for the registration. The re-
sults of this evaluation, which are shown in Table A.2, also indicate that the motion correc-
tion with a floating reference is superior to the usage of a fixed reference image. The identi-
fiable myocardium increased most with the Morphon algorithm and the deviation from the 
fitted model curve decreased by 15% on average in these regions. 
These newly suggested parameters for the quality assessment of the motion correction aim 
at a more objective assessment of motion compensation methods. This was achieved through 
the restriction of the user input to the segmentation on the temporal MIP, which provides 
stronger contrast than most sequence time frames, and the automatic calculation of the 
gamma variate fit error. A further improvement would be the automatization of the my-
ocardium segmentation in the MIP image, which is related to the myocardium detection in 
cardiac function MRI. 
Comparison of Results with Other Clinical Findings The actually relevant question 
is, whether the suggested correction method provides sequences, which are suitable for the 
detection of underperfused myocardial regions. This is difficult to assess, because the gold 
standard methods for the detection of perfusion defects are conventional X-ray angiogra-
phy, which does not directly deliver perfusion information, as well as nuclear imaging with 
PET or SPECT. The latter methods on the other hand deliver data with a very coarse res-
olution. The presented assessment of the diagnostic benefit of the motion correction of 
the given datasets was based on reference results from coronary angiography and late en-
hancement MRI. These methods provide complementary results. From the angiographic 
data, possible causes of perfusion defects can be detected. If the stenosis is relevant for 
the myocardial perfusion, it can be expected that a perfusion defect is visible at least in the 
stress sequence. 
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The late enhancement MRI data on the other hand shows tissue defects, which correspond 
to regions with no perfusion. It is thus expected that in the rest perfusion sequence, re-
gions with known late enhancement show almost no perfusion. For these regions, the later 
acquired stress perfusion sequence is disturbed by the beginning late enhancement effect, 
the contrast agent accumulation in the fibrotic and necrotic tissue. 
The presented results have shown that the decrease of the intensity variations within the 
myocardial segments through the motion correction did not result in a decrease of the dis-
tinguishability of healthy and diseased tissue. In all inspected cases, known defects were 
clearer perceivable after motion correction. Figure 3.22 shows screenshots of the original 
and the corrected parameter images of sequence 52. The infarcted myocardium as identi-
fied in the late enhancement MRI image can clearly be distinguished in the corrected image. 
Figure 3.22: Comparison of parameter maps before (upper row) and after motion correction 
with the Morphon (lower row). The location of the infarct region in the lateral wall is shown in 
the late enhancement image on the right. The parameter map in the upper row does not allow 
a clear identification of the infarct region whereas in the lower row images the infarct region is 
distiguishable as a dark region with low parameter values. 
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3.3 Discussion 
In the previous section a new composition of methods and evaluation results for the fusion 
of cardiac images and the compensation of misalignment due to breathing and contractile 
motion was presented. The proposed methods consist of 
1. A landmark-based fusion of data acquired in different reference systems. 
2. An intensity-based slice-to-volume registration for the additional alignment of image 
slices, which are impaired by motion. 
3. Intensity- and phase-based registration techniques for the compensation of move-
ment and deformation within myocardial perfusion sequences. 
For registration of the sparse arbitrarily oriented and time-dependent MRI datasets, the ex-
isting registration methods, which had been designed for high resolution volume data were 
adapted. Furthermore, interaction and workflow concepts were developed to enable the 
landmark setting and the fusion of the different datatypes. This included the reformatted 
views of the volume data in the sparse data orientation. Furthermore the identification of 
the perfusion reference timepoint suitable for the fusion registration was added. 
The evaluation with datasets from clinical routine has shown that good results can be achieved 
with the methods presented for task 1 and task 2. The achievable accuracy is limited, if the 
contraction phases that are represented through the images do not correspond. Because 
the provided methods aim at leaving the volumes of the structures of interest unchanged, 
deformation is not compensated. A desirable future improvement is the automatic detec-
tion of contraction phase mismatches. For the motion compensation in perfusion MRI se-
quences two methods have been evaluated. The first method is based on a conventional 
approach with an intensity-based similarity measure and the search for suitable transfor-
mation parameters. It uses NMI and a combination of rigid and B-Spline transformations. 
This method is closely related to approaches by other authors, whereas the application of 
the second approach, the phase-based Morphon algorithm introduced by Knutsson and An-
dersson [2005] for MRI perfusion data is new. Here, a deformation field is derived directly 
from the comparison of quadrature filter responses in reference and template time frame. 
The comparison with previously published results based on expert segmentations in the 
original and corrected sequences indicate that both methods are suitable if used with a 
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floating reference image. The Morphon however delivered slightly better results than the 
NMI-based motion compensation with B-Splines. 
In order to achieve a higher objectivity and to better assess the suitability for clinical in-
terpretation two new quality measures have been suggested here, namely the amount of 
identifiable myocardium in the temporal MIP of the image sequence as well as the devia-
tion of the voxels’ time-intensity-curves from a fitted model. These parameters also indicate 
that the Morphon method is well suited for the motion compensation in perfusion MRI se-
quences. 
The major contribution of this chapter is the compilation of a suitable method set for 
the combination and motion correction of cardiac CT and MRI datasets for the integrated 
analysis of the myocardial perfusion. For the motion compensation of myocardial perfusion 
MRI sequences, a phase-based method has been compared with a conventional approach 
using methods proposed in literature as well as new quality assessment parameters. The 
objective of the introduction of these new parameters is to provide more objective results 
than those achieved with conventional measures based on expert segmentations. 
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4 
Image Analysis
There are two major goals in the analysis of the cardiac CT and MRI data. The first goal is to 
provide visualizations, which assist the clinician in the detection and the assessment of the 
patient-individual anatomy and the pathological changes. The second goal is to support the 
quantification of these changes. 
Regarding the coronary arteries, this requires the extraction of the coronary tree from the 
angiographic dataset (CTCA or MRCA). The coronary artery centerlines can then be used to 
generate visualizations for the inspection of the vessel wall and form the basis for the lumen 
diameter measurement. 
The perfusion defects caused by lumen decreases due to vessel wall pathologies can be 
assessed through the analysis of the myocardial intensity curves in the perfusion MRI se-
quences. Here, regions that exhibit pathological intensity curves have to be detected. Fi-
nally, already infarcted tissue has to be detected in the late enhancement image datasets. 
For these data, it is important to provide accurate information about the transmurality of 
the infarction, which is an important indicator for the muscle’s ability to recover after revas-
cularization therapies. 
Angiographic as well as late enhancement data can be acquired using CT as well as MRI. 
Therefore, methods have been developed in such a way that they can be applied to data 
from both modalities. 
The first section of this chapter describes methods for the detection of coronary arteries in 
CTCA and MRCA data. Section 4.2 and 4.3 describe the segmentation methods developed 
for the analysis of the myocardial viability status based on late enhancement images and 
perfusion sequences. 
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4.1 Coronary Tree Analysis in CT and MR Angiograms 
The examination of the coronary tree requires the visualization of the patient-individual 
coronary anatomy, the visualization of selected vessel branches in curved, stretched and 
cross MPRs and the quantification of stenoses via diameter and area measurements. Fig-
ure 4.1 depicts typical volume rendering and MPR visualizations. Because the ribcage and 
Figure 4.1: Data visualization for coronary artery analysis. The 3D images depict the volume 
rendering of the dataset with and without ribcage removal. The 2D images depict reformatted 
views along and perpendicular to the LAD centerline to support the inspection of plaque and 
stenoses (image data courtesy of Prof. A. Mahnken, University Hospital Aachen). 
other surrounding structures cloak the heart in volume rendering views, a segmentation of 
the heart and it’s surroundings are important to enable meaningful 3D visualizations. The 
reformatted views are based on the vessel centerlines, and the stenosis quantification and 
advanced vessel wall analysis requires a lumen extraction. So, the major components of 
vessel analysis algorithms are: 
1. Pre-processing of the image volume 
2. Extraction of the coronary artery centerlines 
3. Segmentation of the coronary artery vessel lumen 
4.1.1 Existing Approaches for Coronary Artery Analysis 
An overview of algorithms for vessel analysis in CTA and MRA data was given by Lesage 
et al. [2009b]. Figure 4.2 presents a simplified version of their vessel extraction scheme di-
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agram that covers only coronary tree analysis approaches. The description of algorithmic
Figure 4.2: Structure and types of algorithms for coronary artery analysis. The ellipses indicate 
results whereas the rectangles mark algorithms. The algorithmic steps, which are implemented 
for the approach described in this work are highlighted in light blue. 
approaches for the given tasks follows the structure shown in Figure 4.2. The paragraphs 
describe the algorithmic approaches for the components listed in the subboxes of the pro-
cessing steps. Actual solutions are always composed from these components. The two ma-
jor strategies differ in the order of the extraction of the centerline and the vessel lumen. 
Pre-processing and Initialization An optional first step for the analysis of the coronary 
arteries is the isolation of the heart and the automatic initialization of the detection of cen-
terlines or lumen respectively. Dedicated approaches are usually based on knowledge about 
intensity distributions and anatomy. A straightforward method is the combination of search 
ray profile analysis with basic assumptions on the structure and intensity of the regions of 
interest. The ray analysis approach can be used for the detection of the descending aorta 
as well as for the myocardium [Saur et al., 2008, Lorenz et al., 2004]. The approach by Wang 
and Smedby [2008] first removes the ribcage through a combination of a lung segmentation 
with a live wire method. The aorta detection is based on 2D Hough transformations. Florin 
et al. apply an initial graph cut segmentation to detect the heart, which is then approxi-
mated by a spheroid to cut out the heart [Florin et al., 2004]. A related approach combines 
the graph cut segmentation with automatic seed region detection [Funka-Lea et al., 2006]. 
This seed region is then used to determine appropriate edges and prevent leakage. Many 
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approaches apply shape models for the heart detection. Kitslaar et al. use the Hough trans-
form for circles to detect the aorta and apply a 2D balloon model to determine the heart 
slice-wise [Kitslaar et al., 2008]. 3D shape models have also been used successfully. Zheng et 
al. combine marginal space learning (MSL) with an active shape model. With this advanced 
machine learning method they achieve better results than the earlier graph-cut-based ap-
proaches [Zheng et al., 2010b]. The Depth First Model Fit uses an anatomical model of the 
complete heart to locate the coronary ostia [Zambal et al., 2008]. 
The algorithm by Tek et al. detects the ostia from a segmentation of the left ventricle and 
the aorta, which are detected via brightness and shape assumptions [Tek et al., 2008]. 
The vessel extraction is often supported by a prefiltering step to avoid artifacts and en-
hance tubular structures. To this end Hessian-based filters [Frangi et al., 1998, Wink et al., 
2002, Olabarriaga et al., 2003, Zhou et al., 2010] as well as anisotropic diffusion have been 
successfully applied [Metz et al., 2007]. 
Vessel Extraction: The vessel extraction techniques are roughly grouped into lumen de-
tection methods and centerline detection methods. 
Lumen Detection Based on Image Information The algorithmic approach described in the 
next section uses an adapted region growing approach and was one of the first dedicated to 
the problem [Hennemuth et al., 2005]. Further developments based on the presented con-
cept tried to improve the segmentation depth and avoid leakage by controlling the growth 
fronts separately [Bock et al., 2008, Metz et al., 2007]. Closely related to this approach are 
wave-front propagation methods which correspond to a segmentation with a lens-shaped 
growth front. Lorenz et al. apply Fast Marching with uniform Euclidean speed and binary 
inclusion criterion to detect the coronary arteries [Lorenz et al., 2003]. 
The application of active contour methods, especially level-set-based approaches, have been 
proven to be applicable for the segmentation of small vessels [Lorigo et al., 2001, Vasilevskiy 
and Siddiqi, 2002, Nain et al., 2004, Holtzman-Gazit et al., 2006], and few authors published 
the application of 2D and 3D level set segmentation to the coronary arteries and calcified 
plaque [Toumoulin et al., 2003, Mueller and Maeder, 2008]. All previously described meth-
ods aim at the detection of the vessel lumen. The vessel centerline is then derived in a post-
processing step. 
Centerline Detection Based on Image Information This class of methods is dedicated to the 
68
4.1 Coronary Tree Analysis in CT and MR Angiograms
direct extraction of the artery centerlines. Minimal path approaches determine an optimal 
path between two initialization points with respect to certain quality features such as image 
intensities, path length, curvature, vesselness, etc.. To this end, graph-based path search 
methods like the Dijkstra algorithm [Dijkstra, 1959] as well as the faster A*-algorithm have 
been applied to find a discrete optimal path [Olabarriaga et al., 2003, Wink et al., 2000]. Due 
to the discretization, the accuracy of these graph-based algorithms is limited by the image 
resolution. Better results can be achieved with the Fast Marching approach, which can be 
used to determine centerlines with subvoxel accuracy [Yang et al., 2004]. 
In contrast to path search algorithms, which require the input of start and destination, cen-
terline tracking methods can be used to build trees a starting point. Centerline tracking is 
an iterative process. One step consists of a path prediction based on model assumptions or 
image features and a re-centering based on local optimizations. Woerz et al. apply a cylin-
drical intensity model with Kalman filtering to segment the arteries in MRA images [Gong 
et al., 2003, Wörz and Rohr, 2007]. A moment-based approach for centerline detection is 
proposed in Larralde et al. [2003]. Features used to recenter the inital centerline points 
are determined on cross sections [Wesarg and Firle, 2004] or derived from three dimen-
sional models [Friman et al., 2010, Zambal et al., 2008]. Due to the incorporation of model 
assumptions, tracking methods are more robust to noise and image artifacts than region-
based methods or shortest-path approaches. On the other hand, these methods are sensi-
tive to derivations from the underlying model such as different intensity distributions. 
Recent approaches proposed stochastic modeling to enhance the robustness of the vessel 
detection. Particle filters and recursive Bayesian estimation schemes are used to model the 
centerline detection as a recursive estimation problem. The parameter sets and models, 
which are predicted using this approach, concern the shape of crossections [Florin et al., 
2005] or a medial-based geometric model [Lesage et al., 2009a]. Friman et al. achieved 
a high accuracy and robustness with a 3D template and multiple hypothesis tracking in 
the Coronary Artery Tracking Challenge (http://coronary.bigr.nl/) described below [Friman 
et al., 2010]. This approach has also been successfully applied to MR coronary angiography 
data [Velut et al., 2010]. 
Post-processing: Few approaches directly combine centerline and lumen surface detec-
tion [Li and Yezzi, 2006, Benmansour and Cohen, 2009]. In all other approaches, a post-
processing step is applied to derive either the tree skeleton or the vessel lumen, respectively. 
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Skeletonization Voxel masks such as provided by the region growing or wave front propaga-
tion methods are most often processed with homotopic thinning [Palagyi and Kuba, 1998]. 
This means that the created skeleton is topologically equivalent to the mask it was based on 
and thus inherits connectivity properties. The basic thinning approach is combined with 
distance transformations [Metz et al., 2007] and pruning strategies [Boskamp et al., 2004]. 
These methods solely work on the segmentation result. 
Lumen Detection based on Centerlines The extraction of the vessel lumen based on the pre-
vious centerline detection however requires the analysis of the centerline surrounding in 
the image. Simpler approaches perform ray casting or construct the 3D surface from cross 
sectional 2D segmentations. Recent 3D approaches apply deformable models and graph 
cuts [Mille and Cohen, 2009, Schaap et al., 2009b]. 
Graph Construction Other important post-processing steps are concerned with the gener-
ation of plausible vascular trees from the initial analysis results. Jomier et al. propose the 
usage of the Mahalanobis distance with criteria like distance, radius ratio and ridgeness to 
derive minimum spanning trees from segmented tubular structures [Jomier et al., 2005], 
whereas Szymczak et al. use heuristics on segment lengths and branching angles to clean 
up and restructure the vessel graph [Szymczak et al., 2005, Szymczak, 2008]. 
Schaap et al. have developed a framework for training and evaluation of coronary artery 
centerline detection [Schaap et al., 2009a]. This framework offers a training set of contrast 
enhanced low-dose CT datasets from 64-slice scanners with centerlines derived from the 
manual input of four experts by applying the Mean Shift algorithm for open curves. The 
evaluation framework provides three overlap measures, namely the total overlap as given 
by the Dice coefficient, the overlap until the first error occurs, and the overlap with the clin-
ically relevant part of the vessel. The accuracy of the centerline is measured via the distance 
from the observer input. This framework is provided via the internet and allows the compar-
ison of different algorithms. These are grouped into fully automatic methods, methods with 
manual initialization, and interactive approaches. The highest accuracy so far was achieved 
by interactive approaches. The Multiple Hypothesis Tracking as well as the related Bayesian 
Maximum Path approach provided the best results regarding coverage as well as local dis-
tance when compared with expert reference delineations [Friman et al., 2010, Lesage et al., 
2009a]. Another successful approach was the Tracer method that builds a tree from can-
didate points that are determined on the 2D slices [Szymczak, 2008]. The automatic ap-
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proaches could not provide the same level of accuracy so far [Zambal et al., 2008, Tek et al., 
2008, Kitslaar et al., 2008]. 
There are many quality criteria for choosing a suitable algorithm in clinical applications. 
If the coronary artery extraction is simply used as a pre-processing step for the visual inspec-
tion of the coronary artery branches and image quality is good, the automatic algorithms 
by Zambal, Tek and Kitslaar are well suited. If on the other hand a wide applicability in-
dependent of field of view and anatomical anomalies is required, most algorithms, which 
are based on anatomical models will fail. In this case, interactive centerline tracking ap-
proaches or lumen segmentation methods might be a good solution, because they can be 
applied to arbitrary vessel branches. The same accounts for the image intensity distribution. 
Segmentation methods, which are based on assumptions about the intensity distribution in 
the surrounding of the coronary arteries might not work on other modalities or in datasets 
acquired with different parameters. There is generally a tradeoff between automatization 
and computation time and accuracy. 
For a quantitative assessment of stenoses it is highly desirable to provide a segmentation of 
the vessel lumen. It is well known, that voxel-based approaches are not suitable for this task, 
because the provided segmentation is too coarse, but it is difficult to assess the performance 
of the more advanced approaches. There will hopefully be a challenge for the quantification 
of the vessel lumen in the future. 
4.1.2 Coronary Artery Segmentation in CT and MR Angiograms 
When this work started, there existed only few publications on the analysis of the coro-
nary arteries in volumetric CT and MR angiographies [Lorenz et al., 2003, Larralde et al., 
2003]. That was, because the scanner technology had just started to make volumetric car-
diac CT and MR imaging applicable to CAD patients. The presented work was developed 
with data from 16-slice CT scanners and later adapted for volumetric MRI and low dose 
CT data from 64-slice scanners. The highlighted boxes in Figure 4.2 show the implemented 
components. The pre-processing and initialization are new developments, whereas the seg-
mentation and tree analysis are established with adapted algorithms by Boskamp et al. and 
Siemens SCR [Boskamp et al., 2004]. 
The pre-segmentation and initialization is based on assumptions concerning shape and 
size of aorta and coronary arteries on CT and MR image data. First, the cross-section of the 
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aorta is considered to be nearly elliptic. According to recent studies the aortic lumen diam-
eter is between 27 and 50 mm for adult people [Mao et al., 2008]. The second assumption 
is, that the coronary arteries arise more or less radially from the aorta. These assumptions 
are independent from actual intensity distributions and were thus applicable to CT and MRI 
images. 
The proposed algorithm works in three steps. In the initialization step, the region of interest, 
aorta and the orifices of the coronary arteries are detected. The following artery segmenta-
tion step applies a region growing algorithm with automatic threshold control and forms 
the basis for the centerline detection in the final step. 
4.1.2.1 Initialization of the Coronary Tree Detection 
The image intensities in the vessel regions of the CTCA datasets depend strongly on the con-
trast agent dose, application and the timing of the image acquisition [Ramos-Duran et al., 
2010]. Figures 4.3 and 4.4 show histograms of CT scans from four different clinical sites, 
which depict the variability of the intensity distributions. Furthermore, the field of view and 
the reconstruction kernel, which determines the smoothness of the reconstructed image 
may be different. The initially applied assumptions about image data and anatomy in CT 
and MR coronary angiographic images are: 
1. The image coordinate system is oriented in such a way that the x y-plane corresponds 
to an axial slice. 
2. The blood filled vessel lumen exhibits high intensity values. 
3. On axially oriented image slices, ascending and descending aorta appear as circular 
regions with diameters between 24 and 45 mm. 
4. The length of the ascending aorta amounts up to 6 cm. 
These assumptions are applied to find a region of interest, that allows a visualization of 
the heart without blanketing structures. Furthermore, the seed points for the initialization 
of the actual vessel segmentation are detected in this step. The ascending and descending 
aorta are determined using the Hough transformation for circular objects with an approach 
related to the method proposed by Kovacs et al. [2006]. The original Hough transform per-
forms a projection of possible border points Pb into the Hough space where all possible cir-
cle center points Pbc for these points are accumulated. Detecting all circular objects is thus 
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Figure 4.3: Examples for datasets with quality class 1: Reconstruction was performed with a 
smooth kernel, images display good contrast, clear histogram peaks and almost no artifacts. 
very memory- and time-consuming. The determination of appropriate markers for the de-
scending and ascending aorta is therefore only performed on axial slices si with a distance 
di between two successive slices in an image volume with resolution (r x, r y,r z): 
 si (x, y) = I di , i = 1,2, . . . (4.1) x,y,zmax−i · r z 
To speed up the calculation the Hough transform in ITK allows to consider the gradient 
direction at a border point and limit the accumulation of possible circle centers to the points 
on this line. By incorporating the a-priori knowledge of the aortic diameter, the method can 
be written as presented in Algorithm 5. Figure 4.5 shows an example with an input image I , 
∂Ithe gradient directions (x, y), ∂I (x, y) , the accumulator image Ia and the detected circle ∂x ∂y 
centers (xc0, yc0) and (xc1, yc1). 
Following the assumption, that the blood filled vessel lumen appears bright, the thresh-
olds tl and tu are chosen in such a way that the interval [tl , tu ] includes the upper 80% of the 
image intensity range. 
The Hough transform on the selected slice si results in circle center points (xcl , ycl ), 
which are located either in the ascending aorta, the descending aorta, the pulmonary artery 
or the spine. To differentiate these regions, the detected points X are grouped into clus-
ters C according to their distance from the regression line m defined by the current cluster 
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Figure 4.4: Examples for datasets with different coverage, reconstruction kernels and scanner 
types. 
Upper row/quality class 2: The left dataset is noisy (medium-smooth kernel) and has some ar-
tifacts from contrast agent inflow. The right dataset covers a bigger volume in order to inspect 
bypasses. It has streaky artifacts in the aorta. 
Lower row/quality class 3: The image on the left shows low contrasted vessels, noise and a step 
artifact. It’s histogram has fewer peaks than observed for images in higher quality categories. 
The image on the right is strongly disturbed by artifacts which cause unusually high intensity 
values in the image. 
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Algorithm 5 Initial detection of the ascending aorta candidates
for all x, y : do 
{Select image voxels in intensity interval of interest} 
if si (x, y) ∈ [tl , tu ] then 
{Update accumulator image values of within the given radius interval [rmin, rmax] 
along gradient direction} 
for α∈ [rmin, rmax]: do   
∂si ∂si ∂si ∂siIa x +α (x, y), y +α (x, y) := Ia x +α (x, y), y +α (x, y) +1∂x ∂y ∂x ∂y 
end for 
end if 
end for 
{Select coordinates of voxels with highest intensities in accumulator image}  
(xcl , ycl ) := (x, y) : maxl Ia (xl , yl ) 
Algorithm 6 Seed point clustering
for all x ∈ X do 
{Add seedpoint x to cluster C if the distance to the main axis mC is below the threshold 
tC } 
for all C ∈Ω do 
if |mC ×(x−x¯C )| < tC then|mC |
XC := XC ∪ {x}
mC :=main axis(XC )
end if
end for
{Create new cluster, if x could not be added to an existing cluster} 
if x ∉ XC then
Cnew := {{x},main axis ({x})}
Ω :=Ω∪Cnew
end if 
end for 
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Figure 4.5: Application of the Hough transform for the detection of the aorta. Left: Original im-
age data with canditate markers for the aorta. Middle: Gradient directions. Right: The resulting 
accumulator image with the detected aorta center canditate markers. 
points XC with a threshold tC as explained in Algorithm 6. The main axis mC of a cluster C 
is initially set to the slice stacking direction. In case of two points, it is defined by the differ-
ence vector. For sets with more points, the cluster’s main axis is calculated with the singu-
lar value decomposition (SVD) provided within the numpy library [Hugunin and Oliphant, 
2010]. The SVD calculates a factorization of the m ×3-matrix MC :  
xC 1 − x¯C  MC = (4.2). . .
xC n − x¯C
MC = U ΣV T (4.3) 
MC
T MC = V ΣT U T U ΣV T (4.4)  T V T (4.5)V Σ Σ=
U and V T are unitary matrices with dimension m ×m and 3 ×3 respectively. The right sin-
gular vectors, which are the columns of V are eigenvectors of M T MC and thus represent C 
the main axes of the cluster C . Clusters with more than one circle center point are usually 
detected for the ascending and descending aorta as well as for the spine. The cluster closest 
to the origin of the voxel coordinate system is chosen to initialize the segmentation of the 
ascending aorta. 
The seed points in the ascending aorta are used to determine a 3D surrounding from 
which the threshold interval for the initial region growing is computed. To segment the 
aorta, a slice-by-slice region growing algorithm is performed, which uses statistical infor-
mation about the gray value distribution in a predefined neighborhood. This means, that 
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the neighborhood information is stored in an accumulator image Ia that represents the 
image region Na (xc , yc ) = x∈[xc −2ρmax,xc +2ρmax],y∈[yc −2ρmax,yc +2ρmax](x, y) around the current 
seed point (xc , yc ). The size ρmax of the neighborhood to consider is an input parameter, 
which is chosen in such a way that it is smaller than the coronary ostia diameter but bigger 
than small noisy structures or artifacts, which could cause a leakage of the segmentation. 
In the segmentation step, a 2D region growing is performed on the accumulator array Ia 
3starting with the seed point (xc , yc ) and applying a threshold ta = 4 vn based on the actual 
number of voxels vn in the defined neighborhood region N8(2D)(x, y) to determine the voxel 
set Sz on the current slice z (Eq. 4.6). 
N (S) = N8(2D)(x, y) \ S (4.6) 
(xi ,yi )∈S 
(xc , yc ), i = 0 
Si =  (4.7)z Si −1 ∪ (x, y), i > 0z (x,y)∈N (Si −1)∧Ia (x,y)>taz 
The segmentation is propagated to the next slice via the center of the fitted ellipse. As the 
aorta cross-section is assumed to be nearly elliptic, a moment based shape analysis is per-
formed on Sz , which corresponds to fitting an ellipse to the segmented region. The normal-
ized central moments µ11, µ20, µ02 are used to determine the eccentricity η, the radii α,β, 
the orientation φ and the area A of the fitted ellipse (Eq. 4.8). 
1    j
µi j = (xl − x¯)i yl − y¯ , i + j = 2 (4.8) n (xl ,yl )∈Sz 
µ20 −µ02 +4 µ11 
η = p (4.9) 
µ20 +µ02    p 
α/β = 1,05 2 µ20 +µ02 1 ± η (4.10)  0, µ11 = 0 ∧µ20 ≥µ02
π
φ =  2 ,   µ11 = 0 ∧µ20 <µ02 (4.11)  1 µ20−µ02 
2 arctan ± π4 , µ11 ̸= 0 µ11 
A = παβ (4.12) 
The center of the ellipse as well as the size and compactness of the segmented region are 
used to recognize leakage or the start of the left ventricle. The segmentation of the aorta 
stops if the center coordinates differ significantly between two slices, the ellipse fit does not 
correspond well with the segmented region, or if the volume increases rapidly (Eq. 4.13).   Sz \ Az Az−1(xc z−1, ycz−1) − (xcz , ycz )> dmax ∨ > cmax ∨ < amin (4.13)
Az Az 
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The parameters dmax, cmax and amin that control these conditions are chosen according to 
heuristics derived from example datasets. To enable the detection of coronary arteries in 
regions located closely to the ventricle, the growth of the segmented region is controlled 
with two thresholds for amin. If the relation between the segmented region in the preceding 
slice and the actual segmentation falls below amin1, only the intersection of the ellipse on 
the preceding slice and the segmented region of the current slice is considered as part of the 
aorta. If this relation falls below amin 2, the algorithm stops. 
Figure 4.6: Segmentation with shape control. The left image shows the result of the initial region 
growing. In the right image the ellipse fits for the aorta and the potential ostium are overlaid on 
the original image slice. 
The coronary arteries are detected via an examination of those voxels, which have been 
segmented by the region growing step but do not belong to the aorta. For this purpose 
connected regions are detected and a moment-based analysis is performed for these voxel 
clusters (Fig. 4.6). Considering the size, the center of gravity, the eccentricity and the orien-
tation, the algorithm then chooses the clusters that meet best the conditions derived from 
the model assumptions (eq. 4.14).  
cos(φ)x¯d + sin(φ)y¯d π
η< 0,2 ∨arccos  < (4.14) 
x¯d + y¯d 4 
This means that longish voxel clusters outside the aorta ellipse are only accepted, if they 
point away from the aorta. 
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4.1.2.2 Segmentation of Coronary Arteries 
The selected clusters are used as seed points for a subsequent 3D-region-growing-based 
on the algorithm described by Selle and Boskamp [Selle et al., 2002, Boskamp et al., 2005]. 
This method uses a progressive approach that organizes the segmented voxels according to 
the threshold ts applied to reach them. In an iterative process, this threshold is decreased 
until the volume of the segmented region increases rapidly as displayed in Figure 4.7. The 
Figure 4.7: Detection of the lower threshold for the coronary artery segmentation. The last value 
before the volume leaps is chosen as the final threshold t . 
presented approach is not capable of detecting the full course of heavily stenosed vessels, 
because it depends on the direct neighborhood of voxels belonging to the segmented re-
gion. However, it is possible to place additional seed points interactively to add missing 
vessel segments. The region growing algorithm results in a binary image that forms the 
basis for the derivation of the vessel centerlines. As described by Selle [1999], homotopic 
thinning is performed to determine the vessel skeleton. This method computes a skele-
ton for each connected component of the segmentation mask. Therefore, vessel branches 
with stenoses, which are segmented using different seed points may not be recognized as 
one vessel branch. To enable the visualization of complete vessel branches in curved and 
stretched CPR views as shown in Figure 4.8, vessel segments are joined with a path search 
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approach.
Figure 4.8: Vessel centerline detection for the generation of CPR views. The leftmost image 
depicts the segmentation result. The LAD is not segmented completely. The second image from 
the left shows the skeleton with distance dilation, which is used for the path search. The images 
on the right present the detected centerline and the stretched CPR of the LAD. 
4.1.3 Evaluation 
The described methods have been tested with datasets from CT and MRI. To evaluate the 
quantitative measurements, a software phantom as well as a physical phantom have been 
provided by Siemens Healthcare. The evaluated patient datasets stem from clinical routine 
and are selected in order to cover a wide range of different scanners, reconstruction kernels 
and anatomical variation. The subsequent paragraphs give an overview of the method’s 
performance with regard to the automatic detection of aorta, ostia and bypasses. 
4.1.3.1 Software Phantom 
The software phantom consists of two volumes representing the enddiastolic and endsys-
tolic contraction phases of the heart. Figure 4.9 shows volume renderings as well as orthogo-
nal cuts through these volumes. The image intensities correspond to the typical Hounsfield 
values of the simulated anatomical structures. The volumes represent a simplified heart 
with two ventricles and atriae as well as the ascending aorta and three coronary arteries. The 
coronary arteries exhibit typical abnormalities caused by coronary artery disease and the 
corresponding therapies. There are darker regions at the vessel wall, which represent soft 
plaque as well as very bright spots that simulate calcifications. Stents, which have very high 
80
81 4.1 Coronary Tree Analysis in CT andMR Angiograms
Algorithm 7 Path detection on skeleton/distance image
{Initialize end points}  
endpoints := endpoints ∪ p1, p2 
{Explore neighborhood of start point p1 until endpoint p2 is reached} 
cost(p1) := 1,priorityqueue = p1 
while ∥priorityqueue∥ > 0 do  
pos := top(priorityqueue),priorityqueue = priorityqueue\ pos 
if pos ∈ endpoints: then  
reachedEndpoints := reachedEndpoints ∪ pos
if ∥reachedEndpoints∥ = 2 then
break
end if
end if
for all v ∈N (pos) do
if di st (v, skeleton) < t then
1, v ∈ skeleton
penalty :=
1 + 1 , v ∉ skeletondist(v,skeleton)
newCost(v) := cost(pos) +∥v −pos∥ ·penalty
max(cost(v),newCost(v)), v ∈ priorityqueue 
cost(v) :=
newCost(v), v ∉ priorityqueue 
if v ∉ priorityqueue: then 
priorityqueue := priorityqueue ∪ {v} 
end if 
end if 
end for 
end while 
{Backtracking to determine minimal cost path} 
pos := p2 
while pos ̸= p1 do 
path := path ∪pos
for all v ∈N (pos) do
if cost(v) < cost(pos) then
pos := v
end if 
end for 
end while 
{Smooth path} 
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Figure 4.9: Software phantom for the evaluation of the coronary artery detection. The upper 
row shows volume renderings of the simulated endsystolic and enddiastolic heart phase apply-
ing a typical lookup table. The middle row displays orthogonal cut planes through the endsys-
tolic volume, whereas the corresponding views of the enddiastolic volume are presented in the 
lower row. 
82
4.1 Coronary Tree Analysis in CT and MR Angiograms
intensities in CT images, are also simulated. The simplified heart is surrounded by a simpli-
fied ribcage model consisting of spine, sternum, ribs, collar bones and scapulae. These sim-
ulated volumes have an extent of 512 ×512 ×301 and the voxelsize is 0.49 ×0.49 ×1.00 mm3. 
The coronary artery tree lumen has a volume of 34.28 ml, 2.61 ml in the left coronary artery 
and 2.07 ml in the right coronary artery. 
Results The described method was applied with the standard parameterization for CT 
datasets. The automatic detection found the aorta and coronary arteries correctly in both 
volumes. The volumes of the respective segmented arteries were determined through the 
multiplication of the number of the corresponding voxels with the voxel volume. The seg-
mentation resulted in a volume of 2.61 ml for the left coronary artery and 2.07 ml for the 
right coronary artery. Figure 4.10 shows the the surface rendering of the segmentation re-
sult of the enddiastolic time point. 
Figure 4.10: Result of the automatic coronary tree segmentation in the simulated dataset of the 
enddiastolic heart phase. The volume rendering shows the original image. The aorta is depicted 
as a yellow surface rendering, whereas the coronary artery segmentation is represented by the 
red surface. 
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4.1.3.2 Physical Phantom 
The physical phantom is based on the anthropomorphic thorax phantom provided by QRM 
(www.qrm.de). This phantom allows the insertion of cylinders for different calibration and 
evaluation purposes (Fig. 4.11). For the evaluation of the coronary artery segmentation, a 
Figure 4.11: Basic thorax phantom. The bore hole allows the insertion of different cylinders. 
custom made insert has been developed which contains a simulated coronary tree. The 
physical phantom has been scanned with a Siemens Sensation 64 and reconstructed with 
different slice thickness and reconstruction kernels as described in Table 4.1. The resulting 
Index Extent Voxel Size Reconstruction Kernel 
1 
2 
3 
4 
512 ×512 ×301 
512 ×512 ×241 
512 ×512 ×241 
512 ×512 ×41 
0.391 ×0.391 ×0.400 
0.391 ×0.391 ×0.500 
0, 391 ×0.391 ×0.500 
0.391 ×0.391 ×3.000 
B25f 
B25f 
B30f 
B30f 
Table 4.1: Parameters of physical phantom scans 
image datasets are presented in Figure 4.12. It is clearly visible that the signal to noise ratio 
is worse than in typical cardiac CT datasets. 
Results The aorta was detected correctly in all four datasets, but as shown in Fig. 4.13, the 
right coronary artery was detected in none of the provided volumes. In dataset 1, which 
has an almost isotropic voxelsize of 0.4 mm3, the artery segmentation stopped earlier than 
in dataset 2 and 3, which have a slice thickness of 0.5 mm. The very thick 3 mm-slices of 
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Figure 4.12: Image datasets of the physical phantom for different slice thickness and recon-
struction kernel settings. The volume rendering is performed with a typical lookup table for 
contrast-enhanced cardiac CT datasets. 
dataset 4 resulted in a segmentation of the aorta only. Dataset 2 and 3 were reconstructed 
with kernels of different smoothness. The segmentation achieved a better coverage of the 
coronary tree in the dataset 2, for which the smoother kernel had been applied. 
4.1.3.3 CT Coronary Angiography 
To evaluate the performance in clinical practice, 160 CT coronary angiographies of patients 
with proven or suspected coronary artery disease have been analyzed. In these datasets, 
soft and calcified plaque as well as stents and bypasses occur at different localizations. 138 
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Figure 4.13: Result of the automatic tree detection in the image volumes acquired for the physi-
cal phantom. The markers represent the positions of detected circles and are colored according 
to the cluster they are assigned to. The aorta is shown as a yellow surface rendering whereas the 
coronary arteries are colored red. The indices in the images correspond to the dataset descrip-
tion in table 4.1. The aorta was detected in all datasets. The detection of the coronary arteries 
worked best on the image data with 0.5 mm slice thickness and the smooth B25f reconstruction 
kernel. This indicates that besides a resolution below the coronary artery diameter the signal-
to-noise ratio is an important factor for the algorithm’s success. 
image data sets stem from different clinics, who participated in research projects and are 
thus acquired with different scanners and different parameterizations. 22 datasets have 
been provided by the organizers of the vessel tracking challenge at MICCAI 2008. Tables A.3 
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to A.5 give an overview of the evaluated datasets with scanner, size, resolution, reconstruc-
tion kernel and data quality. The reconstruction kernel applied for coronary angiograms 
often depends on the purpose of the examination. The inspection of the vessel anatomy is 
easier in images reconstructed with smoother kernels (B20f to B35f on Siemens scanners), 
but the analysis of small high intensity structures like stents requires the application of a 
sharper reconstruction kernel like for example B46f. This results in a higher noise level and 
the enhancement of ray artifacts in the image. For the 138 datasets, which were received di-
rectly from clinical partners, the quality assessment was done in cooperation with a medical 
technical assistant according to the grading proposed in [Hennemuth et al., 2005]: 
Category I: Good image quality and easily segmentable arteries (89) 
Category II: Image artifacts, inhomogeneous contrast or abnormal anatomy (61) 
Category III: Vessels even manually very difficult to segment (10) 
Examples for datasets of these quality categories are presented in Figures 4.3 and 4.4 on 
page 73. The datasets from the coronary artery centerline extraction challenge were deliv-
ered in MetaImage format, which is used within ITK and VTK [Chandra and Ibanez, 2001], 
and do thus not contain detailed DICOM information. As described by Schaap et al. [2009a] 
these data were acquired with the Siemens Sensation 64 and the Siemens Definition Scan-
ner. The enddiastolic phase was reconstructed with a sharp (B46f) kernel in three cases 
and a medium-to-smooth (B30f) kernel for all other cases. The datasets were graded fol-
lowing the proposed scheme. Figures 4.3 and 4.4 show examples for the three quality types 
rated here. Altogether, 89 datasets have been categorized as high quality datasets, 61 image 
volumes are in category 2 and only 10 datasets were graded as very difficult. Bypasses oc-
cured in 8 datasets. As shown in Table A.3 to A.5, resolution, size and thereby coverage differ 
strongly between datasets. Some volumes contain the carotid arteries and the whole thorax, 
whereas in other images, only the heart and a short section of the aorta are visible. 
Results Figures A.1 to A.3 present the results of the automatic coronary tree detection for 
all 160 datasets. The ascending aorta was detected correctly in 158 (99%) cases and the 
ostium the left coronary artery was found in 148 (93%) datasets. The orifice of the right 
coronary artery was detected in 149 (93%) datasets. However, as clearly visible in the result 
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images of dataset 132 and 133, the segmentation stopped early in many cases. The algo-
rithm was more successful in the images graded with better quality. In category 1 91% of the 
left coronary arteries (LCA) and 98% of the right coronary arteries (RCA) were detected. In 
category 2 the detected ostiae amounted to 95% for the LCA and 90% for the RCA whereas 
in category 3 the detection rate was 90% for the LCA and 70% for the RCA orifice. 
Regarding the reconstruction kernels, the algorithm was most successful in the datasets 
with the sharp reconstruction kernel (B46f). The detection rate was 96% for the LCA and 
100% for the RCA. Most datasets were reconstructed with the medium smooth (B30f) and 
smooth kernels (B25f, B26f). Here, 94% of the LCA and 91% of the RCA ostia were detected. 
Few datasets were reconstructed with a very smooth kernel (B20f). In these volumes, 88% 
of the LCA and 75% of the RCA were found automatically. Dataset 88 and 89 are reconstruc-
tions of the same acquisition, the first one applying a smooth and the second one using a 
sharp kernel. Ostia were detected at the same locations, but the segmentation results differ. 
Datasets 11, 14, 24, 48, 88, 89, 128, 136 contain bypasses, which are affixed to the aorta 
above the coronary ostia. Ten of the twelve bypasses in these datasets were found automat-
ically. 
4.1.3.4 MR Coronary Angiography 
The whole-heart volume datasets for the inspection of the coronary arteries were acquired 
with a navigator-gated 3D SSFP sequence with T2 preparation on 1.5T scanners. The pa-
rameters are describe in Table 4.2. The acquisition of the slice stack takes around 5 minutes 
Table 4.2: Sequence parameters used for the MR image acquisition. 
Whole-heart Volume 
Repetition / Echo Time [ms] 4/1.71 
Flip Angle 90◦
Matrix 256x173 
Field of View [mm2] 320x240 
Bandwith [Hz/Pixel] 601 
Slice Thickness [mm] ca. 1.1 
and the image data consist of axial slices with about 1.2 mm thickness and a resolution of up 
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to 0.6 mm ×0.6 mm in plane. Extracellular gadolinium-based contrast agent was applied in 
10 cases. An overview of the processed datasets is presented in Table A.6. 
Discussion The presented results demonstrate the strengths and weaknesses of the pre-
sented method very clearly. The basic assumptions on the coverage of the image volume 
and the anatomic features resulted in very good overall detection rates for the aorta and the 
coronary ostia. However, there were also cases, where these assumptions did not apply. In 
datasets, which cover a very big volume up to the neck, the algorithm detected the truncus 
brachiocephalicus, which fits the basic assumptions on size and orientation of the aorta. 
Figure 4.14 also shows a slice of dataset 84 with an aorta diameter of 59 mm. With the ini-
tial parameterization, which was searching vessels with a diameter of 25 mm to 45 mm, the 
aorta could not be detected in this dataset, but with adapted settings this case was also suc-
cessfully segmented. Another problem is presented in Figure 4.15, where the ostium of the 
Figure 4.14: Cases, which require an adapted parameterization. In the image on the left (dataset 
3) the normal parameterization results in the detection of the truncus brachiocephalicus. The 
dataset on the right depicts an unusually wide aorta that is not detected with the standard pa-
rameters. 
left coronary artery points upward and is thus not detected by the slice-wise region grow-
ing. For this type of cases, the approach of Zheng et al., which uses steerable features to 
detect ostia at probable locations might be more appropriate [Zheng et al., 2010a]. One ma-
jor problem for the ostia detection in the physical phantom were the construction artifacts 
depicted in Fig. 4.16. These result in contrast barriers, which do not occur in the model the 
algorithm is based on, and thus hinder the segmentation of the artery tubes. 
The detection of 10 out of 12 bypasses was successful. Bypasses were not or only indirectly 
detected, if they were attached to the aortic arch as shown in dataset 3. This occured in 
two of the processed datasets (3 and 136). Figure 4.17 shows the positions of the additional 
ostia in dataset 3. The bypass attached to the ascending aorta is detected automatically 
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Figure 4.15: Dataset 84. The ostium is not detected by the algorithm because its orientation is 
upward instead of sideward. 
Figure 4.16: Coronary ostia in the physical phantom. The tubes that represent the coronary 
arteries reach into the aorta tube and thereby and create contrast barriers in the image. 
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(Fig. A.1), whereas the vessel attached to the carotid artery is only found via the region grow-
ing. In unusual cases like this one, other model-based ostia detection algorithms like the 
one by Zheng et al. [2010a] or the method by Wang and Smedby [2008] would also fail, be-
cause ostia are only searched for in the ascending aorta. 
Figure 4.17: Volume rendering of dataset 3. The arrows indicate the positions of the additional 
ostia. While the bypass graft attached to the ascending aorta is detected automatically, the os-
tium attached to the coronary artery is missed. 
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The main weakness of the presented method is the inaccuracy of the artery extraction, 
which is inherent in the voxel-based approaches. The high noise level in the phantom im-
ages also poses a problem for the presented method, because the segmentation is based 
on neighborhood and threshold information. In very noisy data, this results in frayed seg-
mentations or an early termination of the region growing. Bock et al. tried to improve the 
peripheral segmentation through locally adaptive thresholds and the blockage of detected 
leakages [Bock et al., 2008], but the initial segmentation is still not reproducible for differ-
ent images of the same patient. In the phantom data as well as in dataset 88 and 89, one 
clearly recognizes that the results differ for different scans and reconstructions of the same 
subject. Thus, the initial segmentation is only used for a first overview and the generation 
of the vessel centerlines. For an accurate vessel analysis it could be beneficial to combine 
this initial segmentation with a centerline detection method as proposed by Friman et al. 
[2010]. for the segmentation of the liver arteries. Because the multiple hypothesis tracking 
was also very successful in the detection of the coronary artery centerlines, this approach 
appears very promising. 
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4.2 Necrotic Tissue Detection in Late Enhanced CT and MR Images 
As described in Section 2.3, the contrast agents applied in cardiac CT and MRI accumulate 
in necrotic and fibrous tissue. Thus, these regions can be identified in CT and MR images, 
which are acquired 5 to 30 minutes after contrast agent administration. This section ad-
dresses the automatic detection and quantification of defective myocardial tissue in these 
so-called late enhancement image data. 
4.2.1 State of the Art in Late Enhancement Detection 
Viability assessment with MR imaging has become a gold standard for the detection of 
necrotic and fibrotic myocardial tissue. For the segmentation and quantification of my-
ocardial regions, which exhibit late enhancement, commercially available tools offer basic 
methods such as thresholding two or three standard deviations above the average intensity 
value of a healthy myocardial region [Kim et al., 1999]. An extension of this method, which 
applies a combination of both thresholds, is used to further classify infarctions into core and 
peri-infarct regions [Yan et al., 2006]. 
There exist different approaches to compute a threshold automatically [Breeuwer et al., 
2003, Kolipaka et al., 2005], apply clustering methods [Positano et al., 2005], or classify my-
ocardial voxels based on support vector machines [O’Donnell et al., 2003]. 
The arterial vessels supplying the myocardium run from the epicardial surface inward. A 
shortening of blood supply is strongest at the vessel endings close to the endocardial sur-
face. Therefore, in coronary artery disease infarctions start subendocardially and grow from 
the inner to the outer part of the myocardium. This fact has been considered in the ap-
proach of Hsu et al. [2006], who perform a feature analysis after the initial thresholding. In 
addition to checking the subendocardial distance, a 3D connectivity analysis is applied to 
remove false positive segmentations. 
For therapy decisions, it is important to know the transmurality, the degree of penetration 
of myocardium with infarction from endocardium to the outer surface [Choi et al., 2001]. 
For this purpose, many approaches simply determine the portion of segmented voxels per 
radial segment [Noble et al., 2004, Positano et al., 2003a]. This method does not consider 
the position of the segmented voxels relative to epi- and endocardium. 
Newer approaches combine simple thresholding with the proposed assumptions about the 
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typical scar shape and location [Tao et al., 2010]. Elagouni et al. combine the proposed mix-
ture model approach with a so-called Fast Region Competition [Elagouni et al., 2010]. This 
corresponds closely to an automatic seed detection with a subsequent region growing ap-
plying the threshold model derived from the mixture model. 
The segmentation of microvascular obstructions, which occur in scans acquired in the early 
late enhancement phase are only covered by few approaches. Hsu et al. include microvascu-
lar obstructions into the late enhancement segmentation via the assumption that they must 
be included in the outmost contour of the segmentation [Hsu et al., 2006]. Saering et al. add 
the assumption of an intensity below two standard deviations of healthy myocardium [Saer-
ing et al., 2006]. 
For the analysis of delayed enhancement in CT data, no special approaches have been 
published so far. Previous clinical studies applied thresholds derived from the standard de-
viation as proposed by Kim et al. [1999],[Mahnken et al., 2009a]. 
4.2.2 Late Enhancement Detection with a Mixture Model and Shape Constraints 
In contrast to most approaches described in Section 4.2, we do not only want to measure 
the portion of infarcted tissue in a predefined tissue region, but also to locate the surface of 
the infarcted region. This information is used to visualize location, shape and transmurality 
of the infarction, and to compare it with the hypoperfused tissue regions derived from the 
perfusion images. The algorithm proposed to this end combines a histogram analysis with 
a constrained watershed segmentation [Hennemuth et al., 2008c, Hahn and Peitgen, 2003]. 
The method is based on four fundamental assumptions about the processed images and the 
characteristics of myocardial infarctions: 
1. The intensity values of the myocardium in MR images are distributed according to 
the Rician distribution. The intensity value distribution of CT images can be approxi-
mated by Gaussian distributions. 
2. Late enhancement is most likely to appear subendocardially. 
3. Relevant late enhancement regions are compact crescent-shaped areas of a certain 
size. 
4. Dark regions surrounded by late enhanced tissue are no-reflow-areas and thus belong 
to the infarct. 
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Considering these assumptions, the algorithm consists of two major steps, the analysis of 
the myocardial intensity distribution and the following segmentation. 
Analysis of the Myocardial Intensity Distribution in CT and MR Late Enhancement Datasets 
The first step in late enhancement detection is the segmentation of the myocardium. This is 
accomplished semi-interactively with a Live-Wire-algorithm [Schenk et al., 2000]. Segmen-
tations can be interpolated between slices and optimized using a predefined cost function. 
Once the myocardium has been segmented, the intensity distribution is analyzed by fitting 
a mixture model of two probability distributions. 
The intensity distributions in CT image data result from weighted linear combinations of 
different X-ray projections. The noise in these projections is known to follow a Poisson pro-
cess, because the intensities correspond to the number of photons captured during a de-
fined time interval. For the CT image intensities, which result from a combination of a mul-
titude of projections, the central limit theorem applies [Gravel et al., 2004]. This theorem 
indicates that the mean of a sufficiently large number of independent random variables, 
each with finite mean and variance, tends to be close to a Gaussian distribution. Thus, CT 
image intensities are assumed to be Gaussian-distributed [Lei and Sewchand, 1992]. 
In MRI, acquired image data are intrinsically complex-valued. In conventional acquisitions, 
the noise in these data can be described by complex Gaussians. The actual data consid-
ered for late enhancement assessment shows the magnitudes Ai of the complex values  
iφici = Ai cos φi + sinφi i = Ai e as image intensities. Thus, the frequency of an intensity 
Ai in the late enhancement image is the sum of the frequencies of all complex values ci 
with magnitude Ai and arbitrary angles φ. If the probability density function (PDF) in the 
iφµacquired complex data is a complex Gaussian with µ = Aµe the PDF in the correspond-
ing magnitude image is thus a Rician distribution (Eq. 4.15) [Gudbjartsson and Patz, 1995, 
Hahn, 2005].  2π A2 +A2−2AµA cosφA −p(A|µ, σ) = e µ 2σ2 d φ (4.15) 
2πσ2 0 
A2 +A2A µ

AµA 

−p(A|µ, σ) = e 2σ2 I0 with (4.16) 
σ2 σ2  2π1 x cosαdαI0(x) = e (4.17) 
2π 0 
I0 is the modified zeroth order Bessel function the first kind. For Aµ = 0, corresponding with 
low intensities in the magnitude image, the Rician function takes the simpler form of the 
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Rayleigh function (Eq. 4.18). 
A − A2 p(A|σ) = e 2σ2 (4.18) 
σ2 
For large x the asymptotic form of the Bessel function is [Abramowitz and Stegun, 1965]: x 1 1 ·9 1 ·9 ·25e
I0(x) ≈ p 1 + + + +·· · (4.19) 
2πx 8x 2!(8x)2 3!(8x)3 
Thus, for large values of µP (A|µ, σ) approximates a Gaussian (Eq. 4.20). 

A − A
2 
µ+A2 e
AµA 
1 1 ·9 1 ·9 ·25σ2 
p(A|µ, σ) ≈ 1 +2σ2  + + +e  2  3 · · ·σ2 AµA AµA AµAAµA 8 2! 8 3! 82π σ2 σ2 σ2σ2  
−→0 

(A−Aµ)21 − A , withA ≈ Aµ2σ2≈ p e
2πσ Aµ
(A−Aµ)21 − (4.20)2σ2≈ p e 
2πσ
Generally, the mixture model fit can be formulated as the task of maximizing the like-
lihood of a given set of observations X = {x1, ..., xN } with frequencies h(x) by optimizing 
the parameters of the applied mixture model. Assuming that we have a set of two classes 
C = {cm yo , cLE } with a corresponding parameter set Ω = {θmyo , θLE } that defines the fitted 
distributions, the likelihood to optimize is: 
p(x,C |Ω)h(x)L(Ω|X ,C ) = ln 
x∈X 
and the expected log-likelihood can be formulated as follows:
  
p(x,C |Ω)h(x)Ec [ln(L)] = Ec ln x
x∈X 
 
Ec h(x) ln p(x,C |Ω) 
x∈X 
x=   
= h(x)Ec ln p(x,C |Ω) ] x∈X = h(x) p(c|x, Ω) ln(p(x|c, Ω)p(c|Ω)) 
x∈X c∈C 
Figure 4.18 shows two example datasets from CT and MRI. It is clearly visible that the his-
togram patterns are different and following assumption 1 on page 94 the CT histogram is 
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Figure 4.18: Intensity distributions in late enhancement images. The upper row presents a 
CT late enhancement image with the corresponding myocardial histogram and a fitted mixture 
model. The row below shows such a histogram analysis for a MR image. 
 
described as a mixture of two Gaussians with class probabilities p(c|Ω) ∈ αmyo , αLE . For 
MR image data, this model consists of a Rayleigh distribution representing low intensities 
and a Gaussian distribution for the bright late enhanced regions (Eq. 4.21): 
2  2xx − 1 − 1 x−µ
myo 2 σLE h(x) = αmyo e 2σ2 +αLE p e (4.21) 
σmyo 2πσLE      
Rayleigh distribution Gaussian distribution 
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The expectation values can then be formulated as follows. 
   2 1 1 x−µmyo 
EC T = h(x) p(cm yo |x, Ω) ln αmyo p e 2 σmyo +c 
x∈X 2πσmyo   2 1 1 x−µLE 
p(cLE |x, Ω) ln αLE p e 2 σLE 
2πσLE   
2xx 
E MR 
 −
2σ2 myo 
c = h(x) p(cm yo |x, Ω) ln αmyo e +
x∈X σmyo   2 1 1 x−µLE 
p(cLE |x, Ω) ln αLE p e 2 σLE 
2πσLE 
To maximize Ec [ln(L(Ω|X ,C ))] the partial derivatives are calculated with respect to the 
variables µmyo (only CT), σmyo , µLE , σLE , αmyo , αLE assuming αmyo +αLE = 1: 
∂ 1   
Ec
C T = h(x)p(cm yo |x, Ω) µmyo −x 
∂µmyo σmyo x∈X  2 ∂ 1  x −µmyo 
EC T = h(x)p(cm yo |x, Ω) −1c∂σmyo σmyo x∈X σmyo  2 ∂ 1  x 
Ec
MR = h(x)p(cm yo |x, Ω) −2 
∂σmyo σmyo x∈X σmyo 
∂ 1   
Ec = h(x)p(cLE |x, Ω) µLE −x 
∂µLE σLE x∈X  2 ∂ 1  x −µLE 
Ec = h(x)p(cLE |x, Ω) −1 
∂σLE σLE x∈X σLE 
∂ 1  1 
Ec = h(x)p(ci |x,Ω) − h(x)p(c j |x, Ω),
∂αi αi 1 −αix∈X x∈X 
i , j ∈ {myo,LE }, i ̸= j 
The formulae for the Maximization-step are deduced by setting these partial derivatives
98
4.2 Necrotic Tissue Detection in Late Enhanced CT and MR Images
to 0. For the application to MR data, this results in the following formulae: 
h(x)p(cm yo |x, Ω j ) 
j +1 x∈X 
α = myo h(x) 
x∈X  2h(x)p(cm yo |x, Ω j )x
2j +1 x∈X 
σ = myo 2 h(x)p(cm yo |x, Ω j ) 
x∈X 
h(x)p(cLE |x, Ω j ) 
j +1 x∈X 
αLE =  h(x) 
x∈X 
h(x)p(cLE |x, Ω j )x 
j +1 x∈X 
µ = LE h(x)p(cm yo |x, Ω j ) 
x∈X  j +1h(x)p(cLE |x, Ω j )(x −µ )2 LE 2j +1 x∈X 
σ = LE 
x∈X h(x)p(cm yo |x, Ω j ) 
The values for p(ci |x, Ω j ), x ∈ X are calculated in the Expectation-step as follows: 
 2 
x 
x − 21 σmyo αmyo σ2 e myo 
p(cm yo |x,Ω j ) =  2  2 − 1 x − 1 x−µLE x 12 σmyo 2 σLE αmyo σ2 e +αLE p e myo 2πσLE 
pmyo (x) =
pmyo (x) +pLE (x)  2 − 1 x−µLE 1 2p e σLE αLE 2πσLE p(cLE |x,Ω j ) =  2  2 − 1 x − 1 x−µLE 2 σmyo 2αmyo σ2 x e +αLE p 1 e σLE myo 2πσLE 
pLE (x) =
pmyo (x) +pLE (x) 
Other than the Gaussian distribution, which can be centered around arbitrary points de-
fined through µLE , the offset of the Rician distribution is fixed at the origin and the param-
eter σmyo defines the shape (Fig. 4.19). The myocardial tissue intensity values are normally 
higher than 0 and thus we introduce an offset xs for the mixture model: 
xs = argmaxh(x)<0.05hmax x 
The algorithm can then be implemented as described on page 100. 
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Algorithm 8 Mixture Model Fitting with Expectiation Maximization
{Parameter Initialization} 
xs 
0σmyo 
0αmyo 
0 µLE 
0σLE 
0αLE 
repeat 
{Expectation-Step} 
p(cm yo |x, Ω j ) =
p(cLE |x, Ω j ) =
{Maximization-Step} 
j +1
α =myo 
2j +1
σ =myo 
j +1
α =LE 
j +1 
µ =LE 
2j +1
σ =LE 
until convergence 
= argmax x 
x∈{xi |h(xi )<0.05hmax } 
= argmax h(x −xs ) 
x∈X 
= max h(x) 
x∈X 
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 2 x− 1 x 2Figure 4.19: Examples for the Rayleigh distribution αmyo e σmyo σ2 myo with parameters 
σmyo = 2, 3,5,10. 
Figure 4.21 presents the example of a myocardial intensity distribution and the adapted 
mixture model. The thresholds tM and tD define the locations of the distribution of normal 
and enhanced myocardium, and tS defines the intersection between these densities in the 
adapted model. Based on this mixture model, all myocardium voxels are assigned an es-
timated portion p(x) of late enhanced tissue according to their intensity value x. A linear 
partial volume model is assumed: 
p(x) =

0 if x ≤ tM , 
x−tM if tM < x ≤ tD , (4.22)tD −tM 
1 if tD < x. 
Late Enhancement Segmentation with Assumptions on Shape and Location The actual 
segmentation of the tissue regions that exhibit late enhancement uses the partial volume 
model derived in the previous section. It is combined with a watershed-based segmen-
tation approach that is derived from the assumptions 2 to 4 on page 94. A final closing 
step includes tissue, which shows no enhancement due to microvascular obstruction. Fig-
ure 4.20 displays the typical progression of myocardial infarction due to CAD. Necrotic tissue 
regions, which are visible in late enhancement images, are usually attached to the suben-
docardial border and form compact crescent shaped regions [Hunold et al., 2006]. Taking 
this into account, in a first step seed voxels v with an intensity value x higher than the de-
termined threshold tD are determined in the subendocardial layer of the myocardium. For 
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Figure 4.20: Progression of myocardial infarctions. Due to the location of the arteries on the 
outer border of the myocardium, infarctions are normally located subendocardially and grow 
towards the epicardium. The core infarct zone is surrounded by the periinfarct zone, which still 
partially consists of viable tissue. The outer undersupplied tissue is at risk but still healthy and 
does not exhibit late enhancement. 
these voxels the distance d from the endocardial wall (endo) is shorter than that from the 
epicardial wall (epi ):  
d(v, endo)  ≤ 0.5 ∧ p(x) = 1 (4.23) 
d(epi , endo) 
In the special case where the intersection tS of the two fitted distributions is not located be-
tween the maxima tM and tD we apply tS := tD . The seed voxels v are used to define the 
basins included into the initial segmentation mask. 
In an ensuing connected-component analysis, small noisy structures are identified and re-
moved from the segmentation result. The resulting mask is used to visualize the extent of 
the infarcted tissue (Fig. 4.21). 
Microvascular obstructions are not included in the initial segmentation. To add these 
so-called no-reflow-areas, I is divided into the sets IS , IB , and IH . IS = SW T ∪ SBP is the 
combination of the initial segmentation mask SW T delivered by the watershed transform 
and the bloodpool mask SBP . IB contains the voxels not included in IS with a path to the 
image border that does not contain voxels of IS , whereas IH = (I \ IS ) \ IB contains those 
voxels of I \ IS without such a path. The final segmentation IR (v) can then be described as 
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Figure 4.21: Late enhancement segmentation procedure. The thresholds tM , tD and tS that are 
derived from the initial histogram analysis are used to control the watershed segmentation and 
to determine a function for the potential portion of hyperenhanced tissue p(x) for an intensity 
value x. This function is applied for the detection of the initial seed voxels v (white markers) 
as well as for the final quantification. tS defines the threshold for the 3-D surface generation. 
The red circles show locations where the original watershed segmentation was changed by the 
subsequent connected-component analysis and the closing of gaps. 
follows: 
IR (v) =

1, (v ∈ SW T ∪ IH ) ∧ (d(v, IB ) > 3) 
p(x), (v ∈ SW T ∪ IH ) ∧ (d(v, IB ) ≤ 3) , d (v, IB ) = min d(v, vi ) (4.24) 
vi ∈IB 
0, v ∉ SW T ∪ IH 
d (v, IB ) calculates the minimal voxel distance of the v to the outer voxel set IB . This method 
results in the filling of holes in the segmentation. Furthermore, the function p(x) calcu-
lates wrong values for the late enhancement portion of the voxel at the transition from late 
enhancment to no-reflow-areas. IR corrects these values as well. Figure 4.22 presents the 
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application of this method to an MRI dataset with severe microvascular obstructions.
Figure 4.22: Inclusion of microvascular obstructions into the late enhancement segmentation.
The left column shows an original image slice and the resulting segmentation, which contains
holes at the locations of the microvascular obstruction. The next columns depict the partition
into the voxel sets IB , IS , IH and the calculation of the distances d(v, IB ) for the voxels of SW T ∪
IH . The resulting segmentation IR (v ) is displayed in the rightmost image.
4.2.3 Evaluation 
The described methods have been applied to laboratory datasets with known artificial in-
farctions in order to evaluate the reliability and accuracy in the detection of infarctions. The 
applicability to datasets of patients with coronary artery disease has then been tested with 
image data from clinical practice and compared to expert annotations. 
Laboratory Datasets The analysis was performed on datasets of seven domestic pigs (55.2±7.3 kg), 
which had been acquired for another study by Mahnken et al. [2009a]. After the prepa-
ration with anesthesia and mechanical ventilation, acute reperfused myocardial infarction 
had been induced in these pigs. To this end, a coronary artery was occluded with a balloon 
catheter for 60 minutes. Imaging started 60 minutes after the removal of this catheter. 10 
minutes after the injection of a gadolinium-based contrast agent (Magnevist, Bayer-Schering) 
MR image acquisition was performed with a clinical 1.5 T whole body MR scanner (Gyroscan 
Intera, Philips Medical Systems, Best, the Netherlands), resulting in image volumes with a 
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256×256-matrix and a reconstructed voxel size of 1.48×1.48×6 mm3.
CT imaging was performed with a 64-slice DSCT scanner (SOMATOM Definition, Siemens).
Ten minutes after the injection of the contrast agent, the late enhancement scan was ac-
quired. Double-oblique, 6-mm-short-axis images without intersection gap were reconstructed
with a field of view of 150×150 mm2, a 512×512-matrix, and a smooth convolution kernel
(B20f).
All subjects were killed after the imaging procedure and the hearts were sectioned into 6 mm
thick short-axis slices, which were stained with 2% 2,3,5-triphenyltetrazolin-chloride (TTC)
solution and photographed after 15 minutes.
Figure 4.23: Comparison of corresponding slices of the aligned MRI and CT datasets. The left-
most column shows the raw images, whereas the middle column displays the segmentation 
results as overlays. The photo on the right depicts the TTC-stained slice of the heart muscle, 
which best corresponds to the image slices on the left. 
Image analysis was based on the segmentation of the myocardium, which was per-
formed semi-interactively with a live wire method by a clinical expert. Based on this ini-
tialization, the late enhancement region was detected automatically in both, CT and MRI 
datasets. If the automatic segmentation was considered insufficient by the expert, missing 
regions were added via the interactive watershed transformation. 
To enable also a visual comparison of the segmentation results from CT and MRI, the CT 
volumes were aligned with corresponding MRI datasets by interactive rigid registration. The 
segment-based analysis was then performed with the same orientation point, and 3D visu-
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alizations were created to examine the correspondence of the segmented regions’ shape. 
Results The inflicted infarctions were detected automatically at the correct locations. 
Figure 4.23 presents the comparison of the segmentation results for case 5 with the photo-
graph of the myocardium slice that best matches the depicted image slice. 3D visualizations 
as well as the volume portions of the AHA segments are depicted in Figure 4.24 for two cases 
with different locations of the inflicted infarction. Results for all cases can be inspected in 
Figures A.5 to A.7 on page 164 in the appendix. 
Table 4.3 presents the quantitative results of this segmentation. In three datasets, the 
initial late enhancement segmentation was extended interactively. The volumes of the de-
tected regions differed between 0.08 and 2.58 ml between the CT and MRI datasets. The 
average difference was 1.3 ml. 
Case Interactive 
Extension 
Vo
CT 
lume[ml] 
MRI Diff 
1 
2 
3 
4 
5 
6 
7 
X 
X 
X 
18.40 
11.52 
15.44 
9.51 
12.46 
5.16 
9.48 
20.98 
11.30 
16.05 
11.41 
12.54 
3.86 
11.86 
2.58 
0.22 
0.61 
1.91 
0.08 
1.30 
2.38 
Table 4.3: Late Enhancement Volumes in CT an MRI datasets of pigs with inflicted infarctions. 
MRI Datasets of CAD Patients To evaluate the applicability of the algorithm for the as-
sessment of datasets from patients with coronary artery disease, the described method was 
compared with expert segmentation as well as with the commonly used threshold method. 
Datasets from 21 patients with known or suspected CAD were inspected. The image data 
were acquired with the settings listed in Table 4.4. The segmentation was performed au-
tomatically with the methods described in the previous section. The experts were then al-
lowed to change the segmentation manually. Furthermore, the experts drew regions into 
myocardial tissue that they assumed to be healthy. These were analyzed to determine a 
threshold three standard deviations (3σ) above the average. 
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Figure 4.24: Late enhancement segmentation results for case 2 and 7. The leftmost column 
shows the segmented region as an overlay with the original image data. The myocardial his-
togram with the fitted mixture model is presented in the next column. The second column 
from right depicts the segmentation result in 3D. The late enhancement region is colored blue 
whereas the surface color of the myocardium corresponds to the distance from the infarction to 
indicate the transmurality. The rightmost column shows the late enhancement volume portions 
according to the AHA segment model. 
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Table 4.4: Sequence parameters used for the image acquisition. 
Late Enhancement 
Repetition / Echo Time [ms] 11.04/4.4 
Flip angle 30◦
Matrix 192x256 
Field of View [mm2] 293x360 
Bandwith [Hz/Pixel] 140 
Slice Thickness [mm] 5 - 8 
Results Figure 4.26 presents the comparison of the determined late enhancement vol-
ume portions per AHA-segment with all performed segmentations using Bland-Altman and 
scatter plots. The correlation between the manual and the automatic segmentations pro-
posed here was better than between the manual and the 3σ-method segmentation. Fur-
thermore, the 95% confidence interval is significantly smaller for the comparison of auto-
matic and manual segmentations than for the inter-observer comparison of the 3σ-method. 
The correlation between the applied segmentations is shown in Table 4.5. The observers 
agreed on the non-existence of late enhancement in five cases. As depicted in Figure 4.25, 
the automatic segmentation method detected false-positive late enhancement regions in 
two of these cases. For the other three cases the automatic segmentation agreed with the 
observers’ segmentations. For cases 5, 6, 7 and 16, observer 1 determined bright regions, 
which could possibly represent late enhancement. These regions were neither detected by 
the automatic method nor considered relevant by observer 2. 
Table 4.5: Correlation of late enhancement segmentation results 
Observer Manual 3σ-Method 
Observer 1 2 1 2 
Automatic 0.95 0.94 0.69 0.78 
Manual 1 0.93 0.70 0.80 
2 0.67 0.76 
3σ-Method 1 0.89 
The Dice similarity coefficient (Eq. 4.25) was computed to determine the mutual overlap 
between the results obtained by the mixture model segmentation with manual segmenta-
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Figure 4.25: Left column: False-positive late enhancement segmentation for patient 9 (upper 
row) and 10 (lower row). The results of the histogram analyses are shown on the left, whereas 
the corresponding segmentation results are represented by the gray contours in the images on 
the right. 
Right column: Correct results for patient 3, 8 and 17. No late enhancement regions are detected 
by the automatic histogram-based method. 
tion being defined as the standard of reference. It calculates the overlap between two sets 
of voxels and provides values between 0 (when there are no mutual voxels) and 1 (when the 
segmented voxel sets fully match) [Dice, 1945]. 
2 |Vman ∩Vauto|
D = (4.25) |Vman|+ |Vauto|
Table 4.6 presents the Dice coefficient as well as the average surface distance and its stan-
dard deviation for the 16 cases, where both observers detected late enhancement. 
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Automatic 
Manual(1) 
Manual(2)
3σ(1) 
3σ(2) 
Figure 4.26: Comparison of the portion of segmented tissue per AHA segment for automatic 
and expert segmentation. The upper triangular matrix shows scatter plots corresponding to the 
results achieved with the methods stated in the corresponding diagonal elements. The opposite 
elements in the lower triangular matrix present these results in Bland-Altman plots. (1) and (2), 
respectively, indicate which expert did the segmentation. 
110
4.2 Necrotic Tissue Detection in Late Enhanced CT and MR Images
Pat Dice Coeff. Surface Distance 
Average Std. Dev. 
1 0.90 1.52 0.16 
2 0.95 1.65 0.55 
3 0.79 1.55 0.28 
5 1.00 - -
6 0.97 1.74 0.83 
7 0.94 2.66 2.40 
8 0.00 - -
9 0.98 1.50 0.00 
10 0.97 4.50 4.07 
11 0.75 4.26 4.07 
12 0.97 2.58 2.85 
13 1.00 - -
14 0.96 1.99 0.77 
15 0.73 1.85 1.24 
16 0.74 3.25 2.19 
Table 4.6: Overlap measurement between manual and mixture model segmentation using Dice 
coefficient and surface distances. 
CT Datasets of CAD Patients The described method was also applied to CT datasets from 6 
patients with chronic myocardial infarction, who were scheduled for revascularization ther-
apy. The data were acquired with a 64-slice Dual Source CT scanner system (SOMATOM Def-
inition, release VA20, Siemens, Forchheim, Germany) at end-inspiratory breath hold with 
the standardized acquisition protocol, which had also been applied for the examination of 
the laboratory pigs [Mahnken et al., 2010a]. 120 ml Iopromide 300 (Ultravist 300, Bayer-
Schering Pharma AG, Berlin, Germany) were injected at a flow rate of 6.2 ml/s followed by a 
50 ml saline chaser bolus at the same flow rate, and after six minutes the late enhancement 
data were acquired. The scan range varied between 9.6 to 11.9 cm, resulting in an average CT 
data acquisition duration scan time of 5.4±1.4 s. Data were reconstructed in double-oblique 
6 mm short-axis slices at 70% of the RR interval with a field of view of 180 ×180 mm2, a 512 
×512 reconstruction matrix and a smooth convolution kernel (B20f). 
Results Similar to the analysis of the MRI datasets, the detection of regions that exhibit 
delayed contrast enhancement was performed by a clinical expert both manually using de-
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lineation and automatically with the 3σ threshold method and the proposed mixture model 
approach. The Dice coefficient was calculated for both, the mixture model and the 3σ-
method. Figure 4.27 shows a visualization of the segmentation results and their overlap for 
patient 2. 
Figure 4.27: Comparison of late enhancement segmentation methods for the analysis of the 
CT dataset of patient 2. The overlap between the mixture model segmentation and the manual 
segmentation is much better than that between the 3σ threshold segmentation and the expert 
delineation. 
Discussion The late enhancement segmentation delivered promising results in almost all 
applications. In the laboratory datasets, all inflicted infarctions were detected at the cor-
rect locations in the MRI as well as the CT datasets. False-positive results occured however 
in two MRI patient datasets as displayed in Figure 4.25. In these cases, the intensity of the 
falsely detected myocardium is slightly increased. This can partly be explained by partial 
volume effects at the border to the myocardium. The region thus fulfills the criteria for late 
enhancement. Segmentation errors like this one could probably be avoided through the 
introduction of a minimal difference between the peaks of the fitted myocardium and late 
enhancement intensity curves or an improvement of the myocardium segmentation. 
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Considering the identification of affected AHA-segments, the proposed method delivered
Figure 4.28: Histogram and fitted Rayleigh distribution (red curve) for patient 8. Although there 
is no late enhancement, the red curve does not perfectly describe the histogram. This might be 
due to partial volume effects at the myocardial borders. 
much clearer results than the 3σ threshold method for both, MRI and CT datasets. The 
examination of the detected regions resulted in a good agreement between the differently 
acquired datasets of the laboratory pigs. However, the comparison of these segmentations 
is problematic for the myocardium close to the valves. As depicted in Figure 4.24, the orien-
tation and coverage of the CT and MRI datasets do not fully correspond. Thus, the segmen-
tation and the AHA segment quantification disagree most in the basal segments. 
In the patient datasets the Dice coefficient revealed a very good agreement of the automat-
ically detected regions with the expert segmentations. The inspection of the difference vox-
elsets indicates that deviations mainly occur at the cuspidal ends of crescent-shaped clus-
ters. Outliers occur in apical regions (mainly segments 12-16), where data are distorted by 
artifacts. These segments are more strongly affected by myocardial motion than the basal 
segments, and the segmentation accuracy for these regions could probably be improved 
through the inclusion of long-axis slices into the analysis. 
The inclusion of the microvascular obstructions resulted in a very good agreement of the 
segmentations in the laboratory datasets from MRI and CT. Due to the early acquisition 
and the large contrast agent molecules, the CT images exhibit larger regions of microvas-
cular obstruction than the corresponding MRI images. Figure 4.29 presents corresponding 
slices from CT and MRI for laboratory pig number 5. Though the no-reflow-effect makes the 
infarct region appear differently, the segmentation results correspond well as shown in Fig-
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ure A.6. Unenhanced regions like this would be missed by most standard techniques [Tao 
et al., 2010, Elagouni et al., 2010]. 
Figure 4.29: Microvascular obstruction in CT dataset. The screenshots represent corresponding
image slices from CT and MRI for laboratory pig 5. On the CT image, the infarct consists of a
dark region surrounded by a zone, which exhibits late enhancement. On the MRI image, the
whole infarct region displays late enhancement.
The major contribution of the presented method are the mixture-model approach for 
the intensity distribution and the consideration of the shape characteristics of myocardial 
infarctions for the segmentation. Both ideas have been adapted by newer approaches [Elagouni 
et al., 2010, Tao et al., 2010]. Furthermore, there currently exists no other approach for the 
late enhancement detection in CT datasets. 
4.3 Analysis of Myocardial Perfusion Defects in CE-MRI Sequences 
The inspection of the myocardial perfusion is based on the analysis of the time-intensity-
curves of image regions or single voxels (cf. Fig. 4.30). Parameters computed from these 
curves are used to assess the local perfusion. These parameters can be so-called semi-
quantitative descriptive curve parameters or quantitative parameters. Descriptive param-
eters used for semi-quantitative perfusion analysis are Peak Enhancement (PE), Up-Slope, 
Contrast Agent Arrival, Time to Peak (TTP) and Area Under Curve (AUC) (Fig. 4.30) [Al Saadi 
et al., 2001, Keijer et al., 1995, Klocke et al., 2001]. Quantitative parameters such as the re-
gional myocardial blood flow (MBF), the regional myocardial blood volume (MBV ) and the 
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Figure 4.30: Typical time-intensity-curve and its descriptive curve parameters 
mean transit time (MTT ) are usually calculated based on a model that describes a phar-
macological process using assumptions about the imaged tissue compartments [Schwitter, 
2006, Ritter et al., 2006]. Typically, two compartments, namely arteries and myocardial tis-
sue are considered [Larsson et al., 1994]. The assumed underlying relationship between the 
image intensity values I (t ) and the contrast agent concentration Ct (t ) in tissue for the cal-
culation of these parameters based on T1-weighted MRI image sequences is: 
I (t ) = I0 +kC (t ) +ε (4.26) 
k denotes a constant, and ε is the noise parameter. The relation of the myocardial contrast 
agent concentration Ct (t ) and the concentration in the supplying artery Ca (t ) is described 
as a convolution with the impulse response function h(t ) and the constants describing the 
tissues flow properties : 
hemcap 
Ct (t ) =Ca (t ) ⊗ MBFh(t ) (4.27) 
hemart   
h(t ) 
hemcap and hemart are estimates for the hematocrit values in the bloodpool and the capil-
laries. The published approaches differ regarding the constraints and methods applied for 
the calculation of h(t ). Physiologically-derived tracer kinetic models are often applied to 
make sure that a sensible solution for h(t ) is calculated in the deconvolution process. Most 
recent publications are based on a model-free approach as proposed by Jerosch-Herold 
et al. [2002]. They differ mainly regarding the formulation of the constraints for h(t ) and 
the technique applied to calculate the deconvolution. The method comparison by Neyran 
et al. [2002]. demonstrated that results achieved with different model-based approaches 
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and algebraic methods using ARMA or singular value decomposition (SVD) do not differ 
significantly. 
4.3.1 Existing Methods for the Analysis of Myocardial Perfusion MRI 
To reduce the influence of noise on the parameter calculation, many approaches fit model 
curves of pharmacokinetic processes like the so-called gamma variate before parameters 
are calculated from the given curves [Schmitt et al., 2002, Sainsbury and Ashley, 1986, Thomp-
son et al., 1964]. To assess the effect of a stenosis on the myocardial perfusion, sequences 
acquired at rest are compared with sequences acquired under pharmacologically induced 
stress [Al Saadi et al., 2002]. The ratio of curve parameters derived for spatially correspond-
ing regions from the different image sequences is used to assess the ability to increase perfu-
sion under stress. Studies have demonstrated that Up-Slope is the most appropriate param-
eter for this computation [Al Saadi et al., 2001], and the myocardial perfusion reserve index 
(MPRI) has been proven suitable for locating hypo-supplied myocardial regions [Positano 
et al., 2006]. As the resolution in myocardial perfusion images is very low and distortions 
from motion and acquisition artifacts are likely to be present, myocardial perfusion param-
eters are often calculated for image regions rather than for single voxels to achieve more 
stability through averaging [Positano et al., 2003b, Breeuwer et al., 2003]. However, more ac-
curate information about location, size and degree of a hypoperfusion are of clinical inter-
est, and there are some approaches to segment suspicious regions based on the inspection 
of voxel intensity curves. These use different classification approaches like factor analysis, 
fuzzy K-means [Di Bella and Sitek, 2001] and support vector machines [Hansen et al., 2007], 
but they do not incorporate spatial constraints given for the location of infarctions relative 
to the myocardial surface (see Section 4.2). 
4.3.2 Parameter-based Analysis of Myocardial Perfusion MRI 
The purpose of the perfusion analysis is to objectively determine hypoperfused tissue. As 
the range of intensity values and the point of intensity saturation vary with the particular 
acquisition settings of the individual examinations, it is difficult to define an objective mea-
sure for the degree of a hypoperfusion. Some publications have listed ranges for quantitative 
myocardial perfusion parameters in animals and humans [Muehling et al., 2003, Jerosch-
Herold et al., 2002, Ritter et al., 2006]. However, the relationship between measured inten-
sities and contrast agent concentration is non-linear and depends strongly on the contrast 
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agent, local contrast agent concentration, field inhomogeneites, etc. [Jerosch-Herold, 2010]. 
Thus, there are no standardized values, which could be used for a threshold-based detec-
tion of perfusion defects using quantitative parameters, and the proposed segmentation ap-
proach uses a histogram analysis to determine suitable thresholds. The developed method 
allows the usage of the descriptive parameters Peak Enhancement (PE), Up-Slope, and Time 
to Peak (TTP) [Hennemuth et al., 2007] as well as the quantitative parameters regional my-
ocardial bloodflow (MBF) and regional myocardial bloodvolume (MBF). These are calculated 
as basis for the detection of suspicious regions. Both parameter calculation methods de-
pend on initial parameter estimates. Therefore, the first processing step is the detection of 
a region in the left ventricular bloodpool as well as a myocardial tissue region. To this end 
the left ventricle ROI is detected through an analysis of the local intensity variation as de-
scribed in the algorithm on page 41. The inner myocardial boundary is then defined as the 
convex hull of this ROI. The outer myocardial contour is defined semi-automatically with a 
live wire contouring method applied to the temporal maximum intensity projection (MIPt ) 
of the intensity sequence [Schenk et al., 2000]. Averaged intensity curves are extracted for 
both regions. 
For the calculation of the descriptive parameters, the initial estimates for the start of the 
upslope, the timepoint of maximum enhancement and the end of the relevant time course 
are derived from the average myocardial intensity course. Parameter images are then calcu-
lated with existing MeVisLab modules. 
For the calculation of the quantitative parameters with the singular value decomposition 
(SVD) implementation by Kohlmann et al. as proposed by Ostergaard et al. [1996], the so-
called arterial input function (AIF) is required. In the given application, this is set to the 
contrast agents first pass through the left ventricle, which is represented by the gamma vari-
ate fit to the time intensity curve of the left ventricular bloodpool. The deconvolution is 
calculated with a block-circulant deconvolution matrix as suggested by Wu et al. [2003]. 
The concept of the perfusion defect detection is based on similar assumptions as those ap-
plied for the segmentation of necrotic of fibrotic tissue from late enhancement MRI de-
scribed in Section 4.2.2 (cf. Fig. 4.20). The segmentation is based on the myocardium de-
lineation determined in the preceeding step. Suitable seedpoints are detected in the suben-
docardial part of the myocardium applying a threshold one standard deviation below the 
average intensity in the myocardium. These seedpoints are then used as input for the wa-
tershed transform by Hahn and Peitgen [2003]. The preflooding height is constrained by the 
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initial threshold and the segmentation threshold is initially chosen as the mean intensity of 
the myocardium. This restricts the expansion of the segmentation in inhomogeneous re-
gions. The threshold constraining the segmentation can be manipulated interactively. The 
resulting masks are filtered in such a way that only those regions with a minimum contour 
length are kept. 
4.3.3 Evaluation 
The presented method was evaluated towards the following quality criteria: 
1. Plausibility of the detected region with regard to findings from other examinations. 
2. Increase of information compared to the AHA-segment-based analysis. 
To this end, a subset of ten datasets (3, 7, 20, 28, 32, 34, 36, 38, 44, 50) from the image 
sequences described in Table A.1 on page 154 have been processed. The datasets were 
acquired with the 1.5T Philips Intera scanner after an intravenous injection of gadobutrol 
(Gadovist 1.0; Bayer Schering Pharma, Berlin, Germany). Contrast media was dosed at 
0.1 mmol/kg of body weight at an injection rate of 5 ml/s, followed by a 40 ml saline flush. 
K-t sensitivity encoding perfusion CMR imaging was combined with a saturation recovery 
gradient-echo pulse sequence. Three to four slices were acquired sequentially per R-R inter-
val with 10 mm slice thickness, and a reconstructed in-plane resolution of 1.25 × 1.25 mm2. 
Perfusion sequences were acquired after Gadolinium contrast agent bolus injection over 40 
to 65 consecutive heartbeats, and they illustrate the contrast agent’s first pass through the 
myocardium. For all patients, findings from coronary artery inspection as well as late en-
hancement MRI were available based on the AHA segment model. 
Results For all image sequences, parameter maps were calculated with the deconvolu-
tion method after motion correction with the Morphon method described in Section 3.2.2.4. 
The segmentation was performed automatically on these images. Sequences 32, 36, 38 had 
known infarctions proven by late enhancement MRI. In these images, seedpoints were de-
tected automatically in all regions where late enhancement had been detected as shown in 
Figure 4.31. For those regions associated with stenosed arteries but not with late enhance-
ment, defects were detected in sequence 28, 36, 38, and 34. Figure 4.32 shows the results 
for case 34. The combination with the coronary artery tree enables the inspection of the 
perfusion state downstream of diseased vessel segments. Figure 4.33 presents the segmen-
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Figure 4.31: Comparison of automatic segmentation in perfusion parameter images with find-
ings from coronary artery inspection and late enhancement MRI for sequence 32. For LAD and 
LCX stenoses ≥ 75% were reported, the RCA stenosis is ≥ 50%. The results clearly display that 
seedpoints (red markers) were detected in those regions with tissue defects proven by late en-
hancement. Compared with the AHA segment analysis, more accurate information about the 
defect’s extent (yellow contours) is presented. The 3D visualization at the top shows a volume 
rendering of the coronary artery tree. The late enhancement segmentation is colored black, and 
the perfusion segmentation result represented by the blue surface. This visualization allows the 
assignment of the defective tissue regions to the supplying artery branches. Shape and location 
of the perfusion defect indicate that the LAD and LCX stenoses are relevant whereas the RCA 
stenosis does not cause a strong perfusion deficit. 
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Figure 4.32: Comparison of automatic segmentation in perfusion parameter images with find-
ings from coronary artery inspection and late enhancement MRI for sequence 34. LAD and RCA 
of this patient are known to have stenoses ≥ 75%. Model-based as well as segmentation-based 
analysis indicate perfusion defects. Based on the AHA model the defect is assigned to LAD and 
LCX. The direct 3D visualization at the top shows however, that the defect could also be caused 
by the RCA stenosis. 
4.3 Analysis of Myocardial Perfusion Defects in CE-MRI Sequences
tation results for sequences 28 and 36. These segmentation enable the assessment of the 
real transmurality of the perfusion defect. 
Figure 4.33: Segmentation results for sequences 36 and 38. The presented contours display 
clear outline and transmurality information. 
Discussion The presented combination of perfusion parameter calculation and the de-
tection of suspicious regions have been successfully tested with ten datasets from clinical 
practice. The comparison with findings from other modalities showed that all results were 
plausible. The clear delineation of the underperfused region is very promising and indicates 
the potential for a region detection, which allows a better inspection of extent and transmu-
rality of perfusion defects. In combination with the coronary artery tree, the detection of the 
coronary arteries provide a promising non-invasive means for the assessment of coronary 
stenosis relevance. However, the significance of the presented evaluation is limited, be-
cause of the high uncertainty in the underlying data. The calculation of the parameter maps 
strongly depends on the preceeding motion correction. Furthermore, the reference infor-
mation from the coronary artery inspection can not directly be compared with the perfu-
sion analysis. On the one hand, there is patient-specific variation in the anatomy [Pereztol-
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Valdes et al., 2005] that limits the accuracy of the assumption on spatial relations between 
arterial branches and corresponding supply territories. On the other hand, it is known that 
the degree of stenosis in a vessel is not directly related with its relevance [Tonino et al., 2009]. 
Thus, the detection of an underperfused region as well as no region detection are plausible 
in myocardium associated with a stenosed vessel and no infarction. Therefore, the segmen-
tation of perfusion defects, which are not related to late enhancement regions is difficult to 
assess. 
In the context of studies that are concerned with the clinical impact of cardiac MRI, such 
as MR-INFORM [Hussain et al., 2012], perfusion MRI will be compared with pressure wire 
measurements. These are assumed as the gold standard for stenosis relevance measure-
ments. Besides the assessment of the MR measurement methods, it will hopefully also be 
possible to evaluate perfusion analysis postprocessing methods based on these data. 
4.4 Discussion 
This chapter has been concerned with the extraction of the relevant structures for the as-
sessment of the coronary artery tree and the myocardial viability based on contrast-enhanced 
cardiac CT and MRI. This included the development of methods for 
1. The segmentation of the coronary artery tree and the extraction of the arterial branches 
centerlines in CT and MR coronary angiography datasets. 
2. The automatic delineation and quantification of myocardial regions which exhibit 
late contrast enhancement in late phase CT and MRI datasets. 
3. The automatic detection and delineation of perfusion defects based on motion cor-
rected perfusion MRI sequences. 
The basic idea in the development of these methods was to separately model geometri-
cal knowledge about shape and location of the structures of interest and modality-specific 
knowledge about their appearance in the examined image data. 
For the extraction of the coronary arteries, an automatic detection of aorta and coronary 
ostia was developed based on the description of the aorta as a tubular structure with a given 
range of plausible diameters. The coronary ostia are assumed to be thin structures pointing 
away from the aorta center. This concept has been combined with an automatic threshold 
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range detection, which allows the application to CT and MRI data. To finally extract the 
coronary arteries the existing methods by Selle, Boskamp and Rasch for vessel segmenta-
tion and centerline extraction have been integrated. 
The evaluation of the automatic coronary tree detection with datasets from different hos-
pitals and scanners as well as varying levels of quality revealed good results for the datasets 
with medium to good quality regarding the tree detection and provided computation results 
very quickly. Because it was amongst the first approaches concerned with this problem, the 
implemented approach have been adapted and improved by other authors, e.g., Wang and 
Smedby [2008]. Compared to current state-of-the-art methods, the major drawback is the 
lower accuracy in the calculation of the coronary centerline, which is derived from the seg-
mentation mask. 
The shape assumptions applied for the late enhancement and perfusion defect detec-
tion are based on the knowledge about the progression of ischemia in coronary artery dis-
ease. The models applied to the intensity analysis are derived from the principles of contrast 
agent distribution in blood and different tissue types as well as modality-specific noise char-
acteristics. The implementation of these concepts is partly based on existing methods such 
as the watershed method by Hahn and Peitgen [2003] and the deconvolution methods for 
the calculation of quantitative perfusion parameters by Kohlmann et al.. 
The automatic late enhancement detection was compared to histological findings from lab-
oratory animals as well as expert delineations. The methods performed better on MRI data, 
which provides higher contrast-to-noise in the regions of interest, but was successful on CT 
data as well. The idea of the description of the myocardial intensity distribution through a 
Rayleigh-Gaussian mixture model has been adapted in other approaches for the same prob-
lem [Elagouni et al., 2010] as well as for the generation of phantom datasets [Tobon-Gomez 
et al., 2010]. The major advantages over other state-of-the-art methods are the success-
ful inclusion of microvascular obstructions as well as the applicability to CT datasets [Hen-
nemuth et al., 2008a, 2012a]. 
For the automatic delineation of perfusion defects, which is implemented as a segmenta-
tion on the automatically determined parameter maps, a limited evaluation has been per-
formed. The comparison of the results with findings from coronary angiography and late 
enhancement MRI revealed promising results towards the accurate segmentation of my-
ocardial perfusion defects, the assignment to the supplying artery and the non-invasive as-
sessment of stenosis relevance. 
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The major contribution of this chapter is the development of suitable methods for the 
fast extraction of the structures of interest. The approaches for the segmentation of coro-
nary tree and delayed enhancement have inspired other authors and are used in products 
and clinical studies respectively. Future work should focus on the automatic detection of the 
myocardium, which would enable a completely automatic viability analysis. Furthermore, 
within current studies such as INFORM [Hussain et al., 2012] data is acquired, which will 
allow to compare the results of MR perfusion analysis with catheter-based measurements 
of the fractional flow reserve (FFR). These are currently considered to be the gold standard 
in the quantitative assessment of stenosis relevance, and the comparison will hopefully pro-
vide the means to better assess the suitability of the provided perfusion analysis techniques 
for the detection and segmentation of relevant perfusion defects. 
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Software Application and Clinical 
Evaluation 
The combination of the described methods to a software application, which provides a 
benefit for clinical practice is a non-trivial task. On the one hand the applicability of the 
provided methods depends strongly on their integration into a suitable workflow concept. 
On the other hand, it is necessary to support the interpretation of provided results through 
meaningful visualizations and exploration methods. 
5.1 Software for Integrated Cardiac Image Analysis 
There exist many commercially available software packages for the analysis of cardiac CT 
and MRI image data. Most software packages perform modality-specific tasks separately. 
Myocardium-related findings are stored by means of the AHA segment model and com-
bined in a report, which shows the bulls-eye-plots with results from different examinations 
side by side. Some commercial as well as freely available research tools like SEGMENT or 
OsiriX allow the fusion of arbitrary images without supporting any disease specific analy-
sis [Heiberg et al., 2010, Rosset et al., 2006]. In these tools, images are either overlaid on 
each other in 2D views or volume renderings with different transfer functions are fused. 
For hybrid imaging systems such as PET/CT or SPECT/CT there exist software for com-
bined inspections. These provide overlays of the color-coded parameter maps from the 
nuclear imaging modality on the CT images and 3D volume renderings of the CT image 
data with colored parameter maps mapped on the heart surface. Clinical studies showed 
that these visualizations provide additional meaningful information for the assessment of 
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correspondences between vascular pathologies and myocardial perfusion defects [Nakaura 
et al., 2005, Gaemperli et al., 2007, Fricke et al., 2009]. 
There are few scientific research projects concerned with advanced concepts for the visu-
alization and exploration of cardiac image data and derived results. An overview of recent 
approaches is given in Gupta et al. [2012]. The works by Oeltze, Termeer, Kuehnel and Kirisli 
are all concerned with the visualization of results derived from MR or CT coronary angiog-
raphy and myocardial examinations [Oeltze et al., 2006, Kuehnel et al., 2008, Termeer et al., 
2007, Kirisli et al., 2011]. Oeltze et al. proposed to use the bulls-eye plot as an active element 
of the graphical user interface. In their prototype, the selection of AHA segments triggered a 
3D animation, which rotated the corresponding 3D region into the user focus. The concept 
Figure 5.1: Combined inspection of CT coronary angiography and myocardial perfusion as pro-
posed in Oeltze et al. [2006]. The 2D parameter map and the 3D visualization are automatically 
chosen such that the region corresponding with the segment selected in the bulls-eye-plot is 
shown. 
of a synchronized 2D/3D exploration of an abstract result presentation is also used in the 
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CoViCAD software for the comprehensive visualization of coronary artery disease [Termeer 
et al., 2007]. Termeer developed an advanced concept for user-individual bulls-eye-plots as 
an abstract map of the myocardium. Like proposed in many commercial products, parame-
ters as well as the coronary arteries are projected directly into the bulls-eye-plot. To provide 
additional information on transmurality, the bulls-eye plot is transformed into a 3D object. 
The user can then navigate through selecting the focus point in either the 3D visualization 
or the 2D bulls-eye-plot map. 
These approaches use the coronary angiography volume data to provide information on 
Figure 5.2: The SMARTVis software by Kirisli et al. couples a idealized 2D and 3D visualizations 
with an inspection of the original image data for the interactive result exploration. 
the anatomical relations in 3D. The interaction is based on the analysis results derived from 
the myocardial examinations. The concept we provided in Kuehnel, Hennemuth, Oeltze, 
Boskamp, and Peitgen [2008] also includes vessel-related measurements. It is an extension 
of the approach by Oeltze et al. and based on the concept of results provided as findings. 
These findings are measurement results based on myocardial defect or coronary stenosis 
inspections. Thus they contain information on the position of the detected pathology. Fur-
thermore, the information about the AHA correspondences can be used, and a multiple 
viewer concept provides the combined inspection of findings from myocardial and angio-
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graphic examinations on different levels of abstraction. Thus, if data is aligned, combined
views are provided whereas otherwise corresponding regions according to the AHA relations
are shown in side-by-side views (see Figure 5.3). Similarly, Kirisli et al. provide an extension
Figure 5.3: CardioExplorer by Kuehnel, Hennemuth, Oeltze, Boskamp, and Peitgen [2008]. 
Findings related to coronary arteries or myocardium can be selected from the menu on the 
left, and the visualization is parameterized by selecting the 3D viewing and 2D overlay compo-
nents. The viewers on the left show a coronary tree and the wallthickness analysis derived from 
the CT data. On the right side the results of the MR late enhancement analysis are presented. 
The region corresponding to the selected stenosis measurement according to the AHA model is 
highlighted. 
of CoViCAD, which also shows the detected stenoses from the CTCA analysis after aligning 
CTCA and MRI data [Kirisli et al., 2011] (Fig. 5.2). They provide a MeVisLab-based software 
prototype, which supports the complete workflow of the data analysis and the combined 
inspection. 
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5.2 Software Prototype 
The aim of the presented software design is to provide analysis functionality for both modal-
ities and to support fused visualizations in order to clarify correspondences between arterial 
segments and perfusion defects. The developed image analysis components support the fu-
sion of different types of image data, the analysis of MRCA, MR late enhancement and MR 
perfusion data as well as the analysis of CTCA and CT late enhancement data. It is very 
difficult to organize these tasks in a universally applicable workflow. In clinical routine ac-
tual MR datasets might be combined with previous CT data. Most conventional evaluations 
only use either MR or CT data, and not all MR examinations provide both late enhancement 
and perfusion data. Furthermore the time pressure in clinical routine has to be considered. 
Thus, the major goals in the software design were 
1. the integration of the fused exploration into the image analysis workflow 
2. the development of an adaptable workflow concept 
To address the first goal, the data representation used in this approach is based on 
the image description and finding concept we proposed in Kuehnel, Hennemuth, Oeltze, 
Boskamp, and Peitgen [2008], and results are stored in such a way that they can be used 
within the CardioExplorer. The processed data is organized as shown in Figure 5.4. 
Figure 5.4: Major datastructures for analysis and exploration of CT and MR examinations of 
CAD patients. 
Image data and results provide different visualizations, which are typically selected ac-
cording to the spatial density of the available data as shown in Figure 5.5. This results from 
informal interviews with different radiologists, who preferred data representations close to 
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the image data such as volume renderings over abstract visualizations. Although the rejec-
tion of advanced visualizations like the continuous 3D bulls-eye-plot or glyph-based rep-
resentations proposed by Oeltze et al. [2008] might simply be based on the lack of training 
in the interpretation of these visualizations, it was accepted here. As an extension of the 
Figure 5.5: Scheme for the selection of the 3D representation of image data and segmentation 
results. 
result fusion construct proposed in previous applications, the concept of the proposed im-
plementation is to provide as much information as possible in all analysis steps. The idea 
behind this is to support a focussed analysis and shorten the analysis time. 
The prototype is implemented within an extension of the MeVis Application Frame de-
veloped by Rexilius et al. [2006]. This allows the definition of workflow modules with pre-
conditions regarding the type and processing status of available image data. These modules 
can be configured to workflows via XML-descriptions to define the processing order and the 
parameterization of the workflow steps. The following workflow modules have been imple-
mented for the developed software prototype: 
Alignment Module Functionality for the alignment of the coordinate systems of data from 
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different acquisitions 
Motion Correction Alignment of MRI slice images with a reference image and the motion 
correction within perfusion sequences 
Myocardium Segmentation Interactive segmentation of the myocardium 
Late Enhancement Analysis Segmentation and quantification of regions showing late en-
hancement and microvascular obstructions 
Perfusion Analysis Calculation of parameter maps and segmentation of suspicious regions 
Rest/Stress Perfusion Analysis Comparison of perfusion parameters from rest/stress per-
fusion sequences 
Coronary Artery Analysis Segmentation and interactive inspection of the coronary arteries 
5.2.1 Pre-processing 
In the developed application pre-processing means alignment and motion compensation. 
These tasks are implemented as interactive workflow steps here. 
Initial Alignment of Coordinate Systems The initial alignment uses rigid registration ini-
tialized via three landmarks and thus consists of three panels. The first panel is dedicated 
to define corresponding viewing directions. To this end, the user defines the viewing axis, 
along which the image data is reformatted for the landmark definition. This is typically the 
long-axis, and images are compared in short-axis orientation. The next panel allows the po-
sitioning of the landmarks in the reformatted views as shown in Figure 5.6. The last panel 
uses the MeVisLab ManualRegistration macro module to let the user correct of the initial 
alignment through moving and rotating the images interactively in overlay views. 
Late Enhancement Slice Alignment There are no pre-conditions for these modules. The 
functionality can be used to align arbitrary images. The result of this module is a transfor-
mation matrix, which is stored within the XML-description of the case the processed data 
belongs to. 
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Figure 5.6: Interactive initial alignment of images from different acquisitions. The upper im-
age shows the panel for the landmark definition whereas the lower panel shows the following 
refinement step. 
Motion Correction The motion correction module provides the functionality for the non-
rigid registration between or within images, which have already aligned coordinate systems. 
Thus, slice alignment to correct for patient and breathing motion as well as the correction 
of perfusion sequences can be performed. After selecting, which image to use, the user 
determines the spatiotemporal subimage to register and use in further processing steps. 
The next step is the selection of a reference image in case the slices should be aligned with 
another image as described in section 3.2.2.2. The correction process consists of 
1. matching the slices of the image to correct with the reference image 
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Figure 5.7: Motion correction modules. The images show the user interfaces for the alignment 
and motion correction of MR late enhancement and perfusion images. 
2. matching the time frames of the image sequence onto the corrected reference time 
frame 
Both steps can be performed separately and thus the module can be used to 
• align MR late enhancement slices with a CT or MR coronary angiography 
• align MR perfusion data with CT or MR coronary angiography or MR late enhance-
ment 
• perform a motion correction in a perfusion sequence, which is or is not pre-aligned 
with a reference image 
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Through adding pre-conditions regarding the allowed image types for reference image and 
the image to correct, this module can be adapted to one specific task like, e.g., aligning late 
enhancement slices with a coronary angiography volume. 
Myocardium Segmentation The AHA segmentation as the analysis of intensity or param-
eter distributions for the detection of suspicious myocardial regions require a preceding 
segmentation of the myocardium. This is done interactively with the live wire algorithm 
by Schenk et al. [2000]. 
5.2.2 Analysis 
The workflow modules for the analysis of late enhancement, perfusion and angiography are 
implemented in such a way that they can be applied to both CT and MRI datasets. 
Late Enhancement Segmentation The late enhancement module offers the functionality 
to perform a segmentation with 
1. interactive delineation 
2. the conventional 3σ threshold method 
3. the proposed mixture model approach 
Figure 5.8 shows the user interface of this module. The applied segmentation method is 
chosen from the selection in the upper row. The segmentation result is then shown in 2D, 
3D and in the AHA segment model. The 2D view allows a direct comparison with the under-
lying image data and provides methods for the interactive manipulation of the result based 
on the placement of markers or editing contours. Because of the sparseness of the late en-
hancement images, the 3D visualization uses surface rendering. The segmented defective 
myocardium is shown in dark blue to indicate, that it is not vivid. The myocardial surface is 
colored red, where there is no late enhancement. Close to infarcted regions, the surface is 
colored according to the distance from the late enhancement region to show the transmu-
rality of the infarct. The transparency is also adapted to this distance. If a segmented artery 
tree is available for the inspected case, this can be added as a volume rendering to allow a 
visual exploration of correspondences between stenoses and infarct regions. 
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Figure 5.8: Late enhancement analysis with the mixture model approach. The diagram shows 
the myocardial histogram with the fitted mixture model. The overlay on the left shows the seg-
mentation result with a colorcoding according to the portion of late enhancement in the regard-
ing voxel. General overviews of the result are shown in the lower row. 
Perfusion Analysis The perfusion analysis module derives descriptive or quantitative pa-
rameters from the input perfusion sequence and allows to display these as color-coded over-
lays as shown in Figure 5.9. Similar to the late enhancement analysis, perfusion parameters 
are analyzed according to the AHA parameter model or through deriving segmentations 
from the parameter images. Because of the images’ sparseness, the 3D visualization of the 
segmented regions is visualized as a combination of a contour set and the corresponding 
surfaces as shown in Figure 5.9. These surfaces are rendered transparent to ensure the vis-
ibility of late enhancement segmentation results, which are expected to be located within 
underperfused regions. 
Coronary Artery Analysis For the detailed inspection of the coronary arteries and the 
supplied myocardium, an overview visualization is combined with interaction components 
that allow the inspection of suspicious myocardial regions. The first overview visualization 
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Figure 5.9: Perfusion analysis module. The 2D viewers in the upper row show a subtraction im-
age as well as a color-coded parameter image derived from the perfusion sequence. The lower 
row shows the analysis results. The curves depict the intensity courses of the AHA segments 
or the segmented myocardial regions. The upper image shows the parameter analysis for the 
AHA segment model. The lower image depicts the result of a segmentation performed on the 
parameter image. 
shows a joint volume rendering of the coronary angiography dataset and the fused late en-
hancement and/or perfusion segmentation. To avoid concealment through surrounding 
structures, the heart ROI is segmented in the CA dataset for visualization. After the coro-
nary tree segmentation, the artery inspection is performed in reformatted views. The fused 
myocardial defect segmentations can be overlaid in all 2D and MPR views. Especially, the 
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Figure 5.10: Coronary artery inspection. The analysis starts with an overview visualization (up-
per image). After the segmentation of the coronary artery tree, vessel branches are inspected in 
reformatted views as shown on the right side (lower image). 
curved and cross MPR views provide detailed informations about vessel pathologies and the 
state of the surrounding myocardium. 
5.3 Clinical Evaluation 
The problem of the standard AHA segment model providing wrong correspondence infor-
mation about the supply territories of coronary artery branches in about 23% of patients has 
been shown in several studies [Ortiz-Perez et al., 2008, Pereztol-Valdes et al., 2005]. Anatom-
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ical variation as well as pathological alterations and surgical interventions cause deviations 
from this standard model. Thus, the introduction of methods to overcome this limitation 
is of interest in clinical practice. The benefit provided through the developed software has 
been evaluated in three clinical studies, which were dedicated to the combined analysis of 
angiographic datasets and examinations of the myocardium. These studies were carried out 
by different institutions and focussed on different types of data. The combinations, which 
were evaluated in the different studies were: 
1. MR angiography and MR late enhancement 
2. CT angiography and CT late enhancement 
3. CT angiography, MR perfusion data and MR late enhancement 
All studies were carried out with adapted configurations of the software components de-
scribed above. 
5.3.1 Combination of MR Angiography and MR Late Enhancement 
The study by Seeger et al. [2011] was dedicated to the evaluation of feasibility and added 
diagnostic value of the fused analysis of MR coronary angiography and late enhancement 
with regard to assignment of myocardial infarction areas and supplying coronary artery 
branches. 25 consecutive patients (20 males, 5 females, mean age 59.9±10.1 years, range 
42 to 82 years) with known or suspected CAD were examined with a 1.5T MR scanner. The 
acquired data included a free-breathing, navigator and ECG-gated T2-prepared 3D whole 
heart MRCA sequence in axial slice orientation as well as a late enhancement dataset ac-
quired ten minutes after the injection of a gadobutrol bolus with an inversion recovery 
turbo FLASH 2D sequence. 20 patients also underwent conventional coronary angiogra-
phy, which served as the standard of reference. Datasets were processed by two observers. 
First, conventional late enhancement quantification was performed and the AHA segment 
model was used to provide the standardized assignment of diseased segments to the culprit 
coronary branches. 
The MRCA and MR late enhancement datasets were also processed with the workflow con-
figuration shown in Figure 5.11. The segmentation of the coronary tree was possible in all 
but three cases, although stents and stenoses regularly impaired the region growing method. 
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Figure 5.11: Image analysis workflow for the combined analysis of MR coronary angiography 
and MR late enhancement 
Through blurring artifacts there were branches, which could not be detected, in three pa-
tients. The vessel segmentation result was graded according to Figure 5.12 depending on 
the coverage and consistence of the detected branches. For the twenty patients, the ob-
Figure 5.12: Assessment of the coronary artery segmentation quality. The presented branches 
are examples for a proper segmentation including distal vessel parts (score 1), small gaps in the 
vessel course (score 2) and a partial segmentation. A score of 4 means that the branch of interest 
could not be detected. 
servers performed an assignment of the corresponding coronary branch based on the fused 
visualization. To this end, combined tagged volume renderings were produced as shown in 
Figure 5.13. The MRCA dataset is rendered with a typical lookup table for cardiac datasets, 
whereas the coronary tree segmentation and the myocardial infarction are shown in red and 
green respectively. In the three cases, where blurring artifacts impaired the coronary artery 
segmentation, no assignment was possible. The identified culprit artery branch matched 
the result of the conventional coronary angiography in all other cases. In four cases, where 
patients suffered from multivessel disease, the infarction could correctly be assigned to one 
of the involved vessel branches. No false-positive results were produced. The segmental 
analysis on the other hand resulted in false-positive results in 6 of the 17 patients, because 
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Figure 5.13: Fused visualization of MR coronary angiography and MR late enhancement using 
tagged volume rendering. The segmented coronary tree is shown in red, whereas the segmented 
infarction is shown in green. 
the late enhancement segmentation expanded into neighboring segments. Thus, the com-
bined approach provided additional information and improved the specificity and the pos-
itive predictive value of the assignment of myocardial infarctions to the major coronary ar-
teries. 
5.3.2 Combined Analysis of CT Angiography and CT Late Enhancement 
Mahnken et al. performed a study to evaluate the benefit of the provided algorithms for 
the identification of late enhancement as well as for the assignment of the culprit lesion to 
detected infarct regions. The evaluation was based on animal datasets as well as patient 
datasets acquired with CT. 
Six examined domestic pigs (61.3±6.9 kg) were induced acute reperfused myocardial infarc-
tion through the temporal occlusion of the left circumflex or left anterior descending artery 
with a balloon catheter. Two hours after reperfusion the animals underwent CT imaging. 
The six consecutive patients (73±12 years; 84±7 kg) had been diagnosed with chronic my-
ocardial infarction and were scheduled for revascularization therapy. 
CT imaging was performed with a 64-slice dual source CT system (Siemens SOMATOM Def-
inition), and the examination protocol consisted of an arterial-phase scan and the late en-
hancement scan. The arterial phase scan was performed after the administration of 120 ml 
iopromide 300 (Ultravist 300) using a bolus tracking technique. Image volumes with axial 
140
5.3 Clinical Evaluation
orientation and an effective slice thickness of 0.75 mm were reconstructed at 70% of the RR 
interval. A field of view of 180 mm2, a 512 × 212 reconstruction matrix, and a medium-
smooth convolution kernel (B26f) were applied. 
The late enhancement images were acquired six minutes after the injection of the contrast 
agent with a lower dosage. These data were reconstructed as short-axis images with 6mm 
slice thickness from the raw data with a smooth convolution kernel (B20f). The workflow 
configured for this study consisted of an automatic alignment of the datasets to correct for 
patient or breathing motion, followed by the interactive late enhancement analysis and the 
final combined inspection of the coronary arteries and the detected late enhancement (Fig-
ure 5.14). To assess the methods performance regarding the accuracy of the late enhance-
Figure 5.14: Prototype configuration for the combined analysis of CTCA and CT late enhance-
ment 
ment segmentation in the CT datasets, late enhancement was also determined with the 3σ-
method and manual delineation. The correspondence between coronary artery lesions and 
regions exhibiting late enhancement was assessed in tagged volume rendering views as well 
as curved and cross MPRs with overlaid infarction information as shown in Figure 5.15. 
The late enhancement segmentation showed a good agreement between mixture-model-
based analysis and manual delineation. The comparison of the culprit artery branch matched 
the position of the balloon catheter during infarct generation in all pigs. In the patient 
datasets all myocardial infarction territories could be assigned to coronary lesions. These 
lesions were confirmed by conventional coronary angiography as shown in Figure 5.15. The 
mismatch between the AHA-segment-based assignment and the result of the fused analysis 
was 10.4%. From these results it was concluded that the provided method set was suitable 
for the assessment of coronary lesions and myocardial defects beyond the limitations of the 
AHA segment model. First, it provides a means for the clear localization of the defective 
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Figure 5.15: Fused volume rendering and corresponding MPR views of the CTCA dataset and 
the segmentated artery tree and late enhancement. The original data is shown with a typical 
cardiac lookup table, whereas the artery tree is rendered in red and the late enhancment seg-
mentation is presented in blue. The image on the right shows the conventional angiography of 
the selected vessel. The arrow marks the position corresponding to the cross MPR . 
myocardial tissue, and second it allows an accurate analysis of the correspondence based 
on dedicated visualizations. 
5.3.3 Combination of CT Angiography, MR Perfusion Data and MR Late Enhance-
ment 
The study organized by Alkadhi et al. aimed at the evaluation of the added diagnostic value 
of the fusion of CTCA with MR perfusion and late enhancement data for the assessment 
of hemodynamically relevant coronary artery diseases. In a first study with five CAD pa-
tients the feasibility of the image fusion with the provided methods was demonstrated and 
a subsequent evaluation of 27 patient datasets assessed the clinical benefit through this fu-
sion [Stolzmann et al., 2010, Donati et al., 2011]. The image fusion and analysis workflow for 
this study is shown in Figure 5.16. The coronary artery segmentation in the CTCA datasets 
was performed with the extended algorithm by Bock et al. to achieve a segmentation of as 
many peripheral branches as possible [Bock et al., 2008]. 
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Figure 5.16: Application module workflow for the combined analysis of CTCA, MR late en-
hancement and MR perfusion 
Feasibility Study Five consecutive patients (2 women, 3 men; age 63±12 years; range 52-
77) with known CAD were enrolled in this study. All patients underwent low-dose CTCA 
and CMR on the same day and conventional coronary angiography within 8±5 days. Image 
alignment as well as the analysis of the coronary tree, late enhancement and perfusion was 
performed with the proposed software configuration shown in Figure 5.16. For visualization 
of the data and to show the relation between the coronary artery tree segmented from low-
dose CTCA and the myocardium from CMR, the following visualizations were provided: 
1. Surface visualization of the segmented coronary artery tree as well as the ventricle and 
the infarct segmentation from the MR late enhancement image 
2. Tagged volume renderings of the CTCA dataset fused with the segmented hypoper-
fused and late enhancement regions 
Examples for both types of visualizations are shown in Figure 5.17. The relation between 
the perfusion or LGE defects and a coronary artery branch showing significant stenosis was 
evaluated visually and classified as match or mismatch in consensus by two radiologists. 
Data from all five cases could be fused and evaluated with the proposed methods. The 
comprehensive three-dimensional visualisation of volume-rendered images fused with sur-
face representations of hypo-perfused or scar areas accurately demonstrated the relation-
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Figure 5.17: Fused CT and MRI visualizations. The left image shows the coronary tree segmen-
tation from CTCA and the left ventricle extracted from the MR late enhancement as surface ren-
derings. The colors of the ventricle surface indicates the distance from the infarction and thus 
its transmurality. The right image shows a tagged volume rendering of the fused CTCA dataset 
and the segmented underperfusion. The CTCA is shown with a typical look-up-table whereas 
the perfusion defect is shown in blue. 
5.3 Clinical Evaluation
ship between coronary artery stenoses and perfusion deficits or late enhancement in all five 
patients. Thus, these early results were considered promising and another study was initi-
ated to evaluate both the potential clinical benefit of CTCA/CMR image fusion compared 
with side-by-side analysis and its impact on clinical decision-making. 
Clinical Benefit This study focussed on the added diagnostic value of three-dimensional 
image fusion of computed tomography coronary angiography (CTCA) and functional car-
diac magnetic resonance (CMR) for assessing hemodynamically relevant coronary artery 
disease (CAD). 27 patients with significant coronary artery stenoses proven by catheter an-
giography underwent low-dose CTCA and CMR as described by Donati et al. [2011]. The 
accuracy of the image fusion was determined based on the bloodpool segmentations as de-
scribed in section 3.2.1. The surface distance was 4.1±1.3 mm and the Dice coefficient was 
0.78±0.08 mm, which was within the range of one to three perfusion voxels and thus con-
sidered accurate enough. 
The culprit artery branches and the corresponding lesions were assigned through side-by-
side comparison of the CT and MRI datasets as well as based on the above described 3D 
visualizations. These assignments were carried out by two blinded readers. 
In six cases, the side-by-side analysis did not allow to determine a clear correspondence 
between a diseased artery branch and a perfusion defect. In three of these cases, the 3D 
visualization provided additional information. In two cases the 3D visualization resulted in 
a reassignment. 
These results showed a clear benefit through the fused 3D visualization in 18% of the 
inspected cases and indicates, that the presented methods could deliver helpful information 
for clinical applications such as planning of surgical or interventional procedures in patients 
having a high prevalence of CAD and for improved topographic assignment of coronary 
stenoses to corresponding myocardial perfusion defects. 
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5.4 Discussion 
This chapter described the available data and the requirements for the assessment of the 
correspondences between coronary artery pathologies and myocardial defects based on 
contrast-enhanced cardiac CT and MRI. The proposed approach consists of a set of soft-
ware modules, which encapsulate methods for the alignment and the analysis of coronary 
arteries, myocardial perfusion and late enhancement. These modules can be combined to 
different workflows. 
The clinical evaluation covered three different configurations of image data. The study 
by Mahnken et al. [2010a] was concerned with CT coronary angiography and CT late en-
hancement. Seeger et al. examined the combination of late enhancement and coronary an-
giography from MRI [Seeger et al., 2011]. The study by Donati et al. [2011] included CT coro-
nary angiographies and myocardial examinations from MRI. For all three configurations, 
suitable workflows could be composed from the developed software components. The pro-
vided visualization and interaction concept tries to integrate new types of data combina-
tions in representations, that are closely related to well established exploration concepts. 
As proposed in several previous publications, corresponding 2D and 3D representations are 
provided to enable a quick intuitive data exploration. The users learned very quickly, how to 
explore and interpret the presented data. The concept produced meaningful visualizations 
for the determination of correspondences between myocardial defects and culprit vessels 
in all three application settings. Additional information was provided compared to the ap-
plication of the AHA model and the side-by-side analysis of the complementary datasets. 
There is high interest in the inspection of so-called vulnerable plaques, which do often not 
cause relevant stenoses but can result in total vessel blockage in case of rupture. Thus, first 
steps have been taken towards visualization and analysis concepts for the inspection of the 
vessel wall in CTCA and MRA data [Glasser, Oeltze, Hennemuth, Kubisch, Mahnken, Wil-
helmsen, and Preim, 2010],[Hennemuth et al., 2009]. An integration of these techniques 
into the inspection of the coronary artery analysis could be a helpful extension towards the 
assessment of the risk of infarctions. 
A clear advantage of the provided method package compared to related approaches is the 
combination of all necessary steps and the integration of available results from one exam-
ination into other analysis steps. This allows to focus the examination in the regions cor-
responding to known pathologies. In the presented studies data processing could be per-
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formed with a single application in reasonable processing time, and no additional software 
was required. On the other hand, it is highly desirable to combine the provided analysis 
methods with an inspection of the regional myocardial function. Therefore, future devel-
opments should extend the software towards interfaces that allow an easy integration with 
other complementary software packages as well as PACS systems. 
Additional improvements could be achieved through an integration with simulation meth-
ods as, e.g., proposed by Termeer et al. [2008]. This would not only enable the determination 
of the coronary supply territories but also support therapy planning through simulating the 
expected effect. 
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Summary and Outlook
The presented work is dedicated to the integrated analysis of vascular pathologies and cor-
responding changes of the viability in the supplied heart muscle tissue in patients with coro-
nary artery disease. This information is crucial for the assessment of disease progression 
and therapy planning. The current gold standard for the examination of stenosis relevance 
is the inspection with a catheter. The major drawbacks of this method are the invasiveness 
and limitations regarding the estimation of the benefit that can be achieved with a vascular 
intervention. 
The approach proposed in this thesis is based on non-invasively scanned 3D and 4D 
CT and MRI image data. The different types of image data that can be acquired with these 
modalities have the potential to provide information about the coronary arteries as well as 
the viability state of myocardial tissue. 
Chapter 2 presents a short introduction to the anatomy of the heart and the pathological 
changes associated with coronary artery disease. A summary of state-of-the-art CT and MRI 
imaging techniques for coronary artery disease diagnosis is given and limitations regarding 
image quality are discussed. 
Chapter 3 is concerned with the problems that result from the misalignment of image 
data acquired at different time points and with different modalities. The first step in the fu-
sion of datasets from different modalities is the alignment of the coordinate systems. This 
has been implemented as an interactive landmark-based registration to allow the applica-
tion to datasets with arbitrary coverage and orientation. The next task arises from breathing 
motion during the acquisition of late enhancement MRI data that is often acquired slice-
wise. Breathing causes movement of the diaphragm and thus a change of the heart position. 
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Therefore, an alignment is required before spatial relations of anatomical structures imaged 
at different time points can be assessed. 
The proposed solution uses the 3D angiographic dataset as reference and aligns the 
sparse late enhancement and perfusion MRI data slice-wise with the dense volumetric im-
ages using rigid transformations. The evaluation of this concept with clinical CT and MRI 
data has shown that the major limitations emerge from the dependency on user input and 
a mismatch of the heart phases the different images were acquired in. In order to pre-
serve the volume information of defects in the perfusion and late enhancement images, 
the alignment transformation was restricted to translations. Thus, the deformation occur-
ring between contraction phases is not considered. This type of problem will probably be 
overcome soon through progress in MR imaging technology. 3D late enhancement imaging 
sequences already allow the acquisition of motion corrected data, which will hopefully pro-
vide a comparable signal-to-noise ratio as conventional 2D-imaging techniques in the near 
future [Nguyen et al., 2008, Peukert et al., 2007]. Furthermore, with state-of-the-art acqui-
sition techniques, it is possible to reconstruct different heart phases from the acquired raw 
data, and an adapted reconstruction would be a promising approach to achieve a higher 
accuracy. 
The goal in myocardial perfusion MRI is the analysis of a contrast agent’s first pass 
through the heart muscle tissue. This requires a rapid acquisition with high temporal res-
olution, and thus navigator gating is not possible. Correction of breathing and contractile 
motion must be performed on the acquired image sequences. Two deformable registra-
tion approaches are suggested for this task: an NMI-based motion correction with B-Spline 
transformations and an implementation of the Morphon algorithm by Knutsson and An-
dersson [2005]. Both methods use a floating reference image and performed almost equally 
in the evaluation with clinical image datasets. The comparison with previous publications 
had to be based on the segmentation of the myocardium in several time frames, because 
these publications used the segmentation overlap and contour distance to assess the qual-
ity of the motion compensation. The results achieved here showed a strong improvement 
of the overlap of the segmentations from different time frames after motion correction. On 
the other hand, the average gravity center distance of 1.76 mm after registration was even 
higher than published for rigid registration approaches [Bracoud et al., 2003]. However, the 
intraobserver variability of the user-defined myocardial contours was three times this dis-
tance, and thus this measure is questionable. The quality measures proposed in this thesis 
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address the distinguishability of the myocardium in the corrected sequence, and the plau-
sibility of the resulting voxel time intensity curves in the myocardium. This is assessed via 
a comparison with an indicator dilution model that can be performed without user input 
when combined with an myocardium segmentation. In addition to these measures, derived 
parameters have been compared with findings from other examinations, such as X-ray an-
giography and late enhancement MRI. Better correspondences were found after the motion 
correction with both floating reference methods. Therefore, it can be assumed that the pro-
vided methods improve the interpretability of myocardial perfusion MRI. 
Chapter 4 describes new approaches for the extraction of the relevant structures for 
coronary artery disease assessment, namely the coronary artery tree, necrotic myocardial 
tissue, and underperfused tissue regions. The proposed approach for the coronary tree de-
tection is based on a region growing method, which is combined with an initial aorta recog-
nition and shape assumptions that enable the automatic detection of the coronary ostia. 
The evaluation with CTCA and MRCA datasets of coronary artery disease patients proved 
the suitability of the method as a first step in the vessel analysis process. Further improve-
ments are expected from a combination with advanced centerline extraction and lumen 
quantification methods. 
The detection of necrotic and fibrotic tissue, which is important to estimate the achiev-
able benefit through therapy, is based on late enhancement CT and MRI. It is approached 
with a mixture model that is fitted to the intensity distribution of the myocardium in such a 
way that one curve represents the healthy tissue intensities and the other one describes the 
intensity values of the regions showing late enhancement. In addition to the intensity distri-
bution model, assumptions on plausible infarct locations and the appearance of microvas-
cular obstructions have been applied. The method evaluation on laboratory pig datasets 
and images from clinical routine proved the advantages regarding quantification as well 
as visualization compared to conventional thresholding techniques, motivating other re-
searchers to take over or adapt the proposed ideas. Furthermore, the algorithms have the 
potential for an application to other types of cardiac images such as edema images that de-
pict the enhanced water content in damaged tissue [Huellebrand et al., 2012] or left atrial 
late enhancement images after ablation [Hennemuth et al., 2012b]. 
The proposed processing pipeline for the detection of perfusion defects consists of a 
motion correction step followed by a calculation of perfusion parameters. The perfusion 
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parameter maps are then considered for a segmentation that is based on similar assump-
tions as the late enhancement detection. In case of a relevant stenosis, dependent tissue 
is not either unperfused or normally perfused. Tissue is undersupplied to a certain degree 
depending on the distance to the diseased supplying vessel, and thus a two class mixture 
model as suggested for the late enhancement images is not suitable here. The determina-
tion of candidate voxels for the underperfusion are therefore determined with a threshold 
based on the standard deviation of the parameter distribution. The segmentation step is 
then performed with the same method as for the late enhancement detection. The eval-
uation of this method is difficult, because the available reference data does not allow the 
assessment of false-positive segmentations. However, all results were plausible when com-
pared with findings from angiography and late enhancement MRI. The generation of suit-
able reference data for the evaluation of perfusion analysis methods is an important future 
task here. Furthermore, it is highly desirable to achieve the standardization of imaging pro-
tocols in such a way that the calculation of the quantitative parameters enables the compar-
ison of different datasets. This will hopefully also enable the definition of standard values 
for these parameters. 
The major goal in this work was the support of an integrated analysis of the different 
types of data to enable an inspection of the correspondences between disease-related ves-
sel pathologies and myocardial viability. Therefore, Chapter 5 is dedicated to the integration 
of the presented image processing methods as well as the development of suitable visu-
alization and interaction concepts. For all types of image data and results, 2D as well as 
3D representations are provided. The modular implementation of the different processing 
and analysis steps enabled the composition of dedicated workflows for three different clin-
ical studies, which were concerned with the value of fused visualizations. All three studies 
proved the benefit provided by the concept when compared with the conventional assess-
ment methods. Current projects such as the SMARTVis software use similar methods for the 
integrated cardiac image analysis. 
Concludingly, this work has presented a new approach for an integrated analysis of 
coronary pathologies and myocardial viability based on different types of non-invasively 
acquired image data from CT and MRI. The clinical evaluation of the presented methods 
with an integrated software application has shown the advantages in comparison to con-
ventional analysis methods and the potential for the assessment of stenosis relevance with-
out invasive catheter examinations. 
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Appendix A 
Datasets and Processing Results 
The following sections present the detailed tables and screenshots describing the processed 
datasets and the corresponding results. The interpretation of the listed results is provided 
in the corresponding chapters on alignment problems and image analysis. 
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A. DATASETS AND PROCESSING RESULTS
A.1 MR Perfusion Motion Correction 
♯ Scanner Dimensions Resolution[mm2] Motion OP Motion IP Quality
1 Intera (288,288,3,65) 1.32 X X 4
2 Intera (288,288,3,65) 1.32 X X 4
3 Intera (256,256,4,45) 1.30 X 4
4 Intera (256,256,4,45) 1.30 X 3
5 Intera (256,256,4,60) 1.37 X X 4
6 Intera (256,256,4,60) 1.37 X X 3
7 Intera (288,288,4,50) 1.32 X 3
8 Intera (256,256,4,50) 1.37 X X 3
9 Intera (256,256,4,65) 1.37 X 4
Intera (256,256,4,65) 1.37 X 4
11 Intera (256,256,4,60) 1.37 X 4
12 Intera (320,320,4,20) 1.30 X 4
13 Intera (320,320,4,20) 1,30 X 3
14 Intera (240,240,4,30) 1.31 X 4
15 Intera (240,240,4,30) 1,31 X 4
16 Intera (256,256,4,30) 1.35 X 4
17 Intera (256,256,4,20) 1.35 X 4
18 Intera (320,320,4,40) 1.25 4
19 Intera (320,320,4,40) 1.25 4
Intera (320,320,4,40) 1.25 X 3
21 Intera (320,320,4,40) 1.25 X X 3
22 Intera (320,320,4,40) 1.25 X X 2
23 Intera (320,320,4,40) 1.25 X X 2
24 Intera (320,320,4,40) 1.25 X 4
25 Intera (320,320,4,40) 1.25 X X 3
26 Intera (288,288,4,30) 1.33 X 4
27 Intera (288,288,4,30) 1,33 X X 4
28 Intera (240,240,4,40) 1.36 X 4
29 Intera (240,240,4,40) 1.36 X 3
Intera (320,320,4,40) 1.29 4
31 Intera (320,320,4,40) 1.29 X X 4
32 Intera (320,320,4,40) 1.25 X 3
33 Intera (320,320,4,40) 1.25 X 3
34 Intera (320,320,4,40) 1.25 X 3
35 Intera (320,320,4,40) 1.25 X 3
36 Intera (320,320,4,40) 1.25 X 3
37 Intera (320,320,4,40) 1.25 X 3
38 Intera (320,320,4,40) 1.25 X 4
39 Intera (320,320,4,40) 1.25 X 4
Intera (320,320,4,40) 1.25 X 4
41 Intera (320,320,4,40) 1.25 X 3
42 Intera (320,320,4,40) 1.25 X 4
43 Intera (320,320,4,40) 1.25 X 4
44 Intera (320,320,4,40) 1.25 X X 3
45 Intera (320,320,4,40) 1.25 X X 2
46 Intera (320,320,4,40) 1.25 X 4
47 Intera (320,320,4,40) 1.25 X 4
48 Intera (320,320,4,40) 1.25 X X 4
49 Intera (320,320,4,40) 1.25 X 3
Intera (320,320,4,40) 1.25 X X 4
51 Intera (320,320,4,40) 1.25 X X 4
52 Intera (320,320,4,40) 1.25 X 3
53 Intera (320,320,4,40) 1.25 X X 3
54 Sonata (160,192,3,40) 1.56 X 3
55 Sonata (160,192,3,40) 1.56 X 4
56 Avanto (144,192,4,40) 1.98 X X 3
57 SonataVision (256,192,3,40) 1.25 X X 3
58 Sonata (150,150,4,50) 1.41 X X 3
59 Sonata (208,256,4,35) 1.45 X X 4
Sonata (240,256,4,34) 1.45 X X 3
Table A.1: MR Perfusion Sequences. OP: out-of-plane motion, IP: in-plane motion, Quality 
levels 0: non-diagnostic via 1: poor to 4: excellent 
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155 A.1 MR Perfusion Motion Correction
Original Fixed Reference Floating Reference Morphon 
♯ Vol Err[%] Vol Err[%] Diff Vol Err[%] Diff Vol Err[%] Diff 
1 1632 9.31 1731 2.83 -0.50 1495 3.00 -0.23 1617 2.84 -0.36 
2 1998 3.20 1953 6.44 -1.10 1552 6.61 -0.27 1933 6.01 -1.32 
3 1853 2.83 1666 2.80 -0.63 2014 3.31 -0.36 2227 3.39 -0.23 
4 2052 4.36 1721 1.99 -0.52 1713 1.88 -0.56 2135 2.15 -0.91 
5 1872 5.94 1688 4.46 -1.93 2676 5.28 -1.25 2368 4.47 -1.99 
6 1828 5.28 1241 4.59 -2.95 2925 5.07 -1.02 2363 4.65 -1.47 
7 1340 7.39 2136 4.10 -2.13 2700 4.21 -2.15 2402 4.63 -1.77 
8 1229 6.17 1991 4.79 -0.35 2356 5.94 0.95 1772 6.31 1.16 
9 3590 5.73 3379 6.25 -0.01 3535 6.07 -0.01 3382 6.26 -0.06 
2154 6.35 3296 5.05 -1.78 3981 5.19 -1.67 3741 5.66 -1.00 
11 3273 2.02 2221 8.15 -0.23 2310 7.51 -0.64 2257 7.93 -0.30 
12 3285 1.78 3019 1.45 -0.35 3512 1.41 -0.44 3273 1.52 -0.33 
13 3547 1.65 3817 2.12 -0.23 3716 1.81 -0.62 4079 1.85 -0.43 
14 3232 1.91 3458 1.77 -0.21 3431 1.70 -0.44 3616 1.69 -0.31 
15 2531 1.95 3513 1.84 -0.03 3429 1.68 -0.18 3518 1.84 -0.05 
16 2531 1.46 3332 1.18 -0.25 3011 1.17 -0.26 2814 1.23 -0.20 
17 2174 1.32 2589 1.15 -0.18 2678 1.10 -0.20 2568 1.19 -0.15 
18 3765 3.32 3848 3.01 -0.37 4641 2.75 -0.42 4028 3.19 0.00 
19 3580 3.47 4043 2.98 -0.53 4341 3.12 -0.25 4043 3.33 -0.18 
2573 3.87 2949 3.54 -0.48 2998 3.34 -0.57 3297 3.44 -0.47 
21 3390 5.11 2522 5.50 0.17 3119 4.70 -0.73 3639 4.60 -0.82 
22 2173 6.97 3342 7.12 -0.63 3381 7.63 -0.13 3816 7.74 -0.60 
23 2029 3.74 3307 5.04 1.20 3735 3.77 -0.17 3902 4.04 -0.09 
24 3029 4.47 2639 4.13 -0.53 2303 3.77 -0.64 2399 4.28 -0.32 
25 1542 3.91 3264 3.36 -1.25 3335 3.41 -1.04 4194 3.51 -1.00 
26 2386 1.73 2516 1.58 -0.09 2917 1.49 -0.31 2642 1.52 -0.08 
27 2245 1.92 3123 1.64 -0.19 3106 1.55 -0.56 3576 1.65 -0.27 
28 2151 2.36 2079 1.93 -0.31 2598 1.95 -0.44 2354 1.94 -0.32 
29 2312 3.37 2113 2.33 -0.96 2633 2.71 -0.76 2498 2.35 -0.98 
2520 2.07 3038 1.85 -0.31 3245 1.79 -0.34 2539 1.81 -0.27 
31 2023 2.54 3454 2.37 -0.46 3284 2.34 -0.35 3305 2.47 -0.17 
32 3419 2.68 3640 2.32 -0.44 3788 2.31 -0.47 3499 2.24 -0.56 
33 2819 3.24 3564 3.34 -0.30 4587 2.69 -0.84 4406 2.87 -0.59 
34 2380 4.10 2749 3.57 -0.23 2734 3.25 -0.40 2515 3.48 -0.38 
35 2406 2.75 3024 2.41 -0.35 3095 2.40 -0.35 3160 2.44 -0.25 
36 972 3.09 3541 3.57 -0.60 2904 2.84 -0.74 2664 2.69 -0.73 
37 2747 4.31 2819 4.35 -0.23 3428 3.88 -0.60 3225 4.06 -0.42 
38 1348 2.39 1758 2.13 -0.43 1431 2.04 -0.36 2070 2.15 -0.24 
39 1149 3.54 1871 3.25 -0.30 1791 3.07 -0.46 2169 3.24 -0.32 
4061 2.66 3979 2.43 -0.20 4934 2.29 -0.31 4623 2.40 -0.24 
41 4281 3.00 3779 2.90 -0.16 5266 2.71 -0.36 4883 2.88 -0.18 
42 2424 2.07 2805 1.81 -0.38 3167 1.85 -0.46 3182 1.92 -0.32 
43 1526 3.97 3073 3.62 -0.41 3160 3.57 -0.49 3229 3.75 -0.63 
44 1213 3.13 2135 2.70 -1.10 2491 2.56 -1.38 2408 2.77 -1.01 
45 1354 2.95 1664 2.83 -0.44 2376 2.83 -0.43 2329 2.81 -0.60 
46 979 3.64 1943 2.79 -1.80 2133 3.05 -1.32 1976 2.78 -1.50 
47 1878 3.14 1948 3.42 -0.08 2113 2.61 -0.94 2388 2.80 -1.41 
48 3335 3.36 5291 2.84 -0.67 5318 2.88 -0.72 4855 2.88 -0.61 
49 4433 2.74 4664 2.38 -0.35 5695 2.26 -0.51 5383 2.45 -0.34 
741 4.47 1616 3.52 -0.77 1627 3.36 -0.90 1768 3.65 -0.72 
51 1466 3.31 1792 3.77 0.14 2638 2.98 -0.69 2259 2.88 -0.53 
52 3119 4.68 3752 4.34 -0.28 4063 4.26 -0.32 4639 4.45 -0.28 
53 335 4.15 4194 4.33 -0.11 3883 3.79 -0.36 4390 3.96 -0.28 
54 1993 0.04 1888 3.01 -1.10 2066 2.73 -1.33 2182 3.40 -0.72 
55 1824 0.04 1890 3.15 0.27 1813 2.99 -1.23 1971 3.47 -0.69 
56 1421 0.02 1383 1.75 -1.04 1833 1.59 -0.90 1802 1.82 -0.68 
57 2101 0.01 1518 0.77 -0.11 2403 0.76 -0.33 2940 0.69 -0.60 
58 1666 0.02 2355 1.78 -0.20 2892 1.75 -0.22 3282 1.81 -0.19 
59 2238 0.01 2846 0.68 -0.08 3204 0.74 0.01 3348 0.50 -0.28 
1898 0.01 1862 0.52 0.00 3100 0.44 -0.12 3200 0.40 -0.15 
Avg 2290 3.18 2739 3.13 -0.50 3043 3.03 -0.56 3051 3.12 -0.51 
Stddev 1.92 1.55 0.63 1.57 0.46 1.59 0.49 
Table A.2: Improvement of detectable myocardial volume and intensity curves through motion 
correction. The table shows the volume of the myocardium segmented in the temporal MIPs 
and the average error of the gamma variate fit in percentage of the images’ intensity range. For 
the corrected sequences, the change of error in the segmented myocardium is also shown. 
A. DATASETS AND PROCESSING RESULTS
A.2 Coronary Tree Segmentation
Dataset Scanner Resolution Dimensions Kernel Quality 
1 Sensation 64 (0.328125 0.328125 0.8) (512,512,168) B20f 1 
2 Sensation 64 (0.349609375 0.349609375 0.8) (512,512,161) B20f 2 
3 Sensation 64 (0.43359375 0.43359375 0.5) (512,512,396) B20f 2 
4 Sensation 64 (0.435546875 0.435546875 0.8) (512,512,151) B30f 2 
5 Sensation 64 (0.37890625 0.37890625 0.8) (512,512,169) B30f 2 
6 Sensation 64 (0.373046875 0.373046875 0.8) (512,512,154) B30f 2 
7 Sensation 64 (0.390625 0.390625 0.5) (512,512,244) B25f 2 
8 Sensation 64 (0.388671875 0.388671875 0.5) (512,512,262) B25f 2 
9 Sensation 64 (0.34375 0.34375 0.7) (512,512,186) B25f 2 
10 Sensation 64 (0.306640625 0.306640625 0.4) (512,512,362) B25f 2 
11 Sensation 64 (0.318359375 0.318359375 0.5) (512,512,465) B20f 2 
12 Sensation 64 (0.33203125 0.33203125 0.4) (512,512,278) B46f 1 
13 Sensation 64 (0.3046875 0.3046875 0.5) (512,512,254) B25f 1 
14 Sensation 64 (0.36328125 0.36328125 0.4) (512,512,367) B36f 1 
15 Sensation 64 (0.318359375 0.318359375 0.4) (512,512,381) B25f 1 
16 Sensation 64 (0.322265625 0.322265625 0.4) (512,512,309) B25f 1 
17 Sensation 64 (0.353515625 0.353515625 0.4) (512,512,334) B25f 2 
18 Sensation 64 (0.310546875 0.310546875 0.4) (512,512,329) B46f 1 
19 Sensation 64 (0.2734375 0.2734375 0.4) (512,512,283) B25f 1 
20 Sensation 64 (0.248046875 0.248046875 0.6) (512,512,276) B30f 1 
21 Sensation 64 (0.390625 0.390625 0.4) (512,512,337) B25f 1 
22 Sensation 64 (0.51171875 0.51171875 0.4) (512,512,333) B25f 2 
23 Sensation 64 (0.287109375 0.287109375 0.6) (512,512,213) B30f 2 
24 Sensation 64 (0.414063006639481 0.414063006639481 0.4) (512,512,419) B25f 1 
25 Sensation 64 (0.3203125 0.3203125 0.6) (512,512,242) B30f 1 
26 Sensation 64 (0.37109375 0.37109375 0.8) (512,512,167) B30f 1 
27 Definition (0.396484375 0.396484375 0.5) (512,512,373) B46f 1 
28 Sensation 64 (0.28515625 0.28515625 0.6) (512,512,243) B30f 1 
29 Definition (0.4375 0.4375 0.4) (512,512,317) B26f 1 
30 Sensation 16 (0.3515625 0.3515625 1) (512,512,137) B30f 3 
31 Sensation 64 (0.283203125 0.283203125 0.4) (512,512,299) B25f 1 
32 Sensation 16 (0.7421875 0.7421875 0.8) (512,512,151) B30f 2 
33 Definition (0.42578125 0.42578125 0.4) (512,512,354) B26f 1 
34 Definition (0.38671875 0.38671875 0.4) (512,512,362) B26f 1 
35 Definition (0.53125 0.53125 0.4) (512,512,354) B26f 2 
36 Definition (0.390625 0.390625 0.5) (512,512,271) B46f 2 
37 Definition (0.390625 0.390625 0.5) (512,512,305) B46f 2 
38 Definition (0.423828125 0.423828125 0.5) (512,512,293) B46f 2 
39 Sensation Cardiac (0.375 0.375 0.5) (512,512,269) B30f 2 
40 Sensation Cardiac 64 (0.30859375 0.30859375 0.4) (512,512,343) B25f 1 
41 Sensation 64 (0.302734375 0.302734375 0.4) (512,512,338) B30f 1 
42 Sensation 64 (0.310546875 0.310546875 0.4) (512,512,304) B30f 1 
43 Sensation 64 (0.240234375 0.240234375 0.5) (512,512,202) B20f 2 
44 Sensation 64 (0.37890625 0.37890625 0.5) (512,512,239) B30f 1 
45 Sensation Cardiac 64 (0.3359375 0.3359375 0.6) (512,512,225) B25f 1 
46 Sensation Cardiac 64 (0.263671875 0.263671875 0.6) (512,512,237) B25f 1 
47 Sensation Cardiac 64 (0.40234375 0.40234375 0.6) (512,512,208) B25f 1 
48 Sensation Cardiac 64 (0.40234375 0.40234375 0.6) (512,512,432) B25f 1 
49 Sensation 64 (0.41015625 0.41015625 0.4) (512,512,394) B25f 2 
50 Sensation 64 (0.32421875 0.32421875 0.4) (512,512,270) B30f 3 
51 Sensation 16 (0.3984375 0.3984375 0.5) (512,512,233) B20f 1 
52 Sensation Cardiac 64 (0.39453125 0.39453125 0.7) (512,512,163) B20f 3 
53 Sensation 16 (0.3984375 0.3984375 0.5) (512,512,281) B30f 2 
54 Sensation 16 (0.3515625 0.3515625 0.6) (512,512,206) B30f 2 
Table A.3: CT Coronary Angiography Datasets 1-54 
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Dataset Scanner Resolution Dimensions Kernel Quality 
55 Sensation 16 (0.330078125 0.330078125 0.5) (512,512,299) B30f 1 
56 Sensation 16 (0.388671875 0.388671875 0.5) (512,512,100) B30f 1 
57 Sensation 64 (0.390625 0.390625 0.4) (512,512,368) B25f 2 
58 Sensation 64 (0.29296875 0.29296875 0.5) (512,512,330) B30f 1 
59 Sensation 16 (0.29296875 0.29296875 0.6) (512,512,154) B30f 2 
60 Sensation 64 (0.390625 0.390625 0.4) (512,512,396) B25f 1 
61 Sensation 64 (0.46484375 0.46484375 0.4) (512,512,332) B25f 1 
62 Sensation 64 (0.390625 0.390625 0.4) (512,512,333) B25f 1 
63 Definition (0.3828125 0.3828125 0.5) (512,512,237) B46f 2 
64 Definition (0.44921875 0.44921875 0.5) (512,512,261) B46f 1 
65 Definition (0.390625 0.390625 0.5) (512,512,373) B46f 1 
66 Definition (0.349609375 0.349609375 0.5) (512,512,237) B46f 2 
67 Definition (0.4375 0.4375 0.5) (512,512,237) B46f 2 
68 Definition (0.439453125 0.439453125 0.5) (512,512,271) B46f 2 
69 Definition (0.482421875 0.482421875 0.5) (512,512,237) B46f 2 
70 Definition (0.48046875 0.48046875 0.5) (512,512,305) B46f 1 
71 Definition (0.41796875 0.41796875 0.5) (512,512,357) B46f 1 
72 Definition (0.390625 0.390625 0.5) (512,512,305) B46f 2 
73 Definition (0.41796875 0.41796875 0.5) (512,512,339) B46f 1 
74 Definition (0.359375 0.359375 0.5) (512,512,271) B46f 1 
74 Definition (0.388671875 0.388671875 0.5) (512,512,251) B46f 2 
76 Definition (0.390625 0.390625 0.5) (512,512,271) B46f 2 
77 Definition (0.416015625 0.416015625 0.5) (512,512,255) B46f 1 
78 Definition (0.435546875 0.435546875 0.4) (512,512,323) B26f 2 
79 Sensation 64 (0.3828125 0.3828125 0.4) (512,512,301) B30f 2 
80 Sensation 64 (0.390625 0.390625 0.4) (512,512,366) B25f 1 
81 Sensation 64 (0.3515625 0.3515625 0.4) (512,512,392) B25f 1 
82 Sensation 64 (0.390625 0.390625 0.4) (512,512,358) B25f 1 
83 Definition (0.30859375 0.30859375 0.5) (512,512,261) B26f 1 
84 Sensation 64 (0.3515625 0.3515625 0.7) (512,512,230) B25f 1 
85 Sensation 16 (0.283203125 0.283203125 0.5) (512,512,356) B30f 1 
86 Definition (0.37304699420929 0.37304699420929 0.4) (512,512,267) B26f 2 
87 Sensation 64 (0.33203125 0.33203125 0.4) (512,512,278) B25f 1 
88 Definition (0.3515625 0.3515625 0.5) (512,512,421) B26f 1 
89 Definition (0.3515625 0.3515625 0.5) (512,512,421) B46f 1 
90 Sensation Cardiac 64 (0.279296875 0.279296875 0.4) (512,512,326) B25f 1 
91 Definition (0.37109375 0.37109375 0.5) (512,512,267) B26f 2 
92 Definition (0.296875 0.296875 0.5) (512,512,287) B26f 1 
93 Sensation 64 (0.453125 0.453125 0.5) (512,512,255) B25f 2 
94 Definition (0.34375 0.34375 0.5) (512,512,353) B26f 1 
96 Definition (0,267578125 0.267578125 0.5) (512,512,243) B26f 1 
96 Definition (0.333984375 0.333984375 0.5) (512,512,271) B26f 1 
97 Definition (0.421875 0.421875 0.5) (512,512,227) B26f 2 
98 Definition (0.30859375 0.30859375 0.5) (512,512,280) B26f 1 
99 Definition (0.380859375 0.380859375 0.5) (512,512,265) B26f 1 
100 Definition (0.359375 0.359375 0.3) (512,512,487) B26f 1 
101 Definition (0.380859375 0.380859375 0.3) (512,512,462) B26f 2 
102 Definition (0.371093988418579 0.371093988418579 0.4) (512,512,293) B46f 2 
103 Sensation 64 (0.3828125 0.3828125 0.4) (512,512,397) B25f 2 
104 SOMATOM Definition (0.3515625 0.3515625 0.4) (512,512,422) B26f 1 
105 Definition (0.4375 0.4375 0.5) (512,512,237) B46f 2 
106 Definition (0.390625 0.390625 0.5) (512,512,237) B26f 1 
107 Sensation 64 (0.390625 0.390625 0.5) (512,512,290) B25f 2 
Table A.4: CT Coronary Angiography Datasets 55-107 
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Dataset Scanner Resolution Dimensions Kernel Quality 
108 Sensation 64 (0.390625 0.390625 0.5) (512,512,281) B25f 2
109 Sensation 64 (0.390625 0.390625 0.5) (512,512,256) B25f 1
110 Sensation 64 (0.353515625 0.353515625 1) (512,512,132) B30f 1
111 Sensation 64 (0.419921875 0.419921875 0.5) (512,512,274) B25f 1
112 Sensation 64 (0.357421875 0.357421875 0.5) (512,484,284) B25f 1
113 Sensation 64 (0.3828125 0.3828125 0.5) (512,512,337) B25f 3
114 Sensation 64 (0.369140625 0.369140625 0.5) (512,512,228) B25f 3
115 Sensation 64 (0.482421875 0.482421875 0.5) (512,512,284) B25f 1
116 Sensation 64 (0.5 0.5 0.8) (512,512,158) B20f 1
117 Sensation 64 (0.3515625 0.3515625 0.4) (512,512,427) B25f 2
118 Aquilion (0.375 0.375 0.5) (512,512,231) FC03 2
119 Aquilion (0.361000001430511 0.361000001430511 0.5) (512,512,235) FC03 1
120 Aquilion (0.312000006437302 0.312000006437302 0.5) (512,512,219) FC03 3
121 Aquilion (0.351000010967255 0.351000010967255 0.5) (512,512,221) FC03 2
122 Aquilion (0.5 0.5 0.5) (512,512,239) FC03 1
123 Aquilion (0.305000007152557 0.305000007152557 0.5) (512,512,200) FC03 1
124 Aquilion (0.354000002145767 0.354000002145767 0.5) (512,512,206) FC03 2
125 Aquilion (0.337000012397766 0.337000012397766 0.5) (512,512,210) FC03 2
126 Aquilion (0.352999985218048 0.352999985218048 0.5) (512,512,204) FC03 2
127 Aquilion (0.345999985933304 0.345999985933304 0.5) (512,512,229) FC03 2
128 Definition (0.390625 0.390625 0.3) (512,512,511) B26f 3
129 Definition (0.390625 0.390625 0.3) (512,512,541) B26f 3
130 Definition (0.369140625 0.369140625 0.3) (512,512,471) B26f 2
131 Definition (0.427734375 0.427734375 0.3) (512,512,444) B26f 2
132 Definition (0.44921875 0.44921875 0.3) (512,512,477) B26f 3
133 Definition (0.458984375 0.458984375 0.3) (512,512,491) B26f 3
134 Definition (0.396484375 0.396484375 0.3) (512,512,447) B26f 2
135 Definition (0.421875 0.421875 0.3) (512,512,471) B26f 1
136 Definition (0.408203125 0.408203125 0.3) (512,512,591) B26f 2
137 Definition (0.349609375 0.349609375 0.3) (512,512,471) B26f 2
138 (0.726562023162842 0.726562023162842 0.8) (256,256,136) 1
139 (0.726562023162842 0.726562023162842 0.8) (256,256,169) 1
140 (0.667967975139618 0.667967975139618 0.8) (256,256,144) 1
141 (0.742187976837158 0.742187976837158 0.8) (256,256,138) 1
142 (0.632812023162842 0.632812023162842 0.8) (256,256,137) 1
143 (0.644532024860382 0.644532024860382 0.8) (256,256,137) 2
144 (0.640626013278961 0.640626013278961 0.8) (256,256,134) 1
145 (0.574217975139618 0.574217975139618 0.8) (256,256,152) 2
146 (0.664062023162842 0.664062023162842 0.8) (256,256,156) 1
147 (0.605467975139618 0.605467975139618 0.8) (256,256,152) 1
148 (0.546876013278961 0.546876013278961 0.8) (256,256,115) 1
149 (0.578126013278961 0.578126013278961 0.8) (256,256,151) 1
150 (0.703126013278961 0.703126013278961 0.8) (256,256,173) 1
151 (0.683593988418579 0.683593988418579 0.8) (256,256,167) 1
152 (0.667967975139618 0.667967975139618 0.8) (256,256,127) 1
153 (0.683593988418579 0.683593988418579 0.8) (256,256,156) 1
154 (0.609376013278961 0.609376013278961 0.8) (256,256,157) 1
155 (0.707032024860382 0.707032024860382 0.8) (256,256,136) 2
156 (0.648437976837158 0.648437976837158 0.8) (256,256,151) 1
157 (0.65625 0.65625 0.8) (256,256,144) 1
158 (0.679687976837158 0.679687976837158 0.8) (256,256,148) 2
159 (0.625 0.625 0.8) (256,256,141) 1
160 (0.644532024860382 0.644532024860382 0.8) (256,256,137) 1
Table A.5: CT Coronary Angiography Datasets 108-160
159 A.2 Coronary Tree Segmentation
Figure A.1: Results of the automatic coronary tree extraction for dataset 1 to dataset 56. The 
markers represent the detected circles and are colored according to the clustering. the seg-
mented aorta is shown as a yellow surface, and the coronary branches are colored red. 
160 A. DATASETS AND PROCESSING RESULTS
Figure A.2: Results of the automatic coronary tree extraction for dataset 57 to dataset 112. The 
markers represent the detected circles and are colored according to the clustering. the seg-
mented aorta is shown as a yellow surface, and the coronary branches are colored red. 
161 A.2 Coronary Tree Segmentation
Figure A.3: Results of the automatic coronary tree extraction for dataset 113 to dataset 160. 
The markers represent the detected circles and are colored according to the clustering. the seg-
mented aorta is shown as a yellow surface, and the coronary branches are colored red. 
A. DATASETS AND PROCESSING RESULTS
MR Angiography Datasets and Segmentation Results
Dataset MR Scanner Contrast Agent Resolution Dimensions Quality 
1 Avanto Gadovist (1,1,1.3) (320,240,88) 3 
2 Avanto Magnevist (0.625,0.625,1.1) (512,368,88) 2 
3 Avanto Magnevist (0.625,0.625,1.2) (512,368,112) 2 
4 Avanto (1,1,1.1) (320,240,120) 2 
5 Avanto (1,1,1.1) (320,210,120) 3 
6 Avanto (1,1,1.1) (320,240,120) 2 
7 Avanto (1,1,1.1) (320,240,120) 3 
8 Avanto (1,1,1.1) (320,240,120) 2 
9 Avanto Magnevist (0.625,0.625,2) (512,368,57) 2 
10 Avanto (1,1,1.1) (320,240,128) 3 
11 Avanto Magnevist (0.5,0.5,1.5) (640,480,72) 2 
12 Avanto (0.8125,0.8125,1.1) (320,240,112) 3 
13 Avanto (1,1,1.1) (320,240,160) 2 
14 Avanto with contrast (1.1,1.1,1.2) (256,216,96) 2 
15 Avanto (1,1,1.1) (320,240,128) 3 
16 Avanto (1,1,1.1) (320,240,128) 2 
17 Avanto (1,1,1.1) (320,240,120) 3 
18 Avanto (1,1,1.1) (320,240,128) 2 
19 Avanto (1,1,1.1) (320,240,128) 3 
20 Avanto (1,1,1.1) (320,210,144) 2 
21 Aera (0.625,0.625,1) (512,320,128) 2 
22 Avanto Magnevist (0.664,0.664,1.3) (512,368,80) 3 
23 Avanto (0.5,0.5,1.5) (640,480,88) 2 
24 Avanto Magnevist (0.625,0.625,1.2) (512,368,96) 2 
25 Avanto Magnevist (0.625,0.625,1.1) (512,400,120) 2 
26 Avanto Magnevist (0.5,0.5,1.5) (640,480,80) 2 
Table A.6: MR coronary angiography datasets. 
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163 A.2 Coronary Tree Segmentation
Figure A.4: Automatic segmentation results for MR datasets 1 to 26. 
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A.3 Late Enhancement Segmentation
Figure A.5: Late enhancement segmentation results for case 1 and 2. The leftmost column 
shows the segmented region as an overlay with the original image data. The myocardiums’ 
histogram with the fitted mixture model is shown in the next column. The second column from 
right depicts the segmentation result in 3D. The late enhancement region is shown in blue and 
the myocardium surface is color coded according to the distance from the infarction to indi-
cate the transmurality. The rightmost column shows the late enhancement volume portions 
according to the AHA segment model. 
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165 A.3 Late Enhancement Segmentation
Figure A.6: Late enhancement segmentation results for cases 3 to 5 (see Fig. A.5 for a detailed 
description of the image content). 
166 A. DATASETS AND PROCESSING RESULTS
Figure A.7: Late enhancement segmentation results for cases 6 an 7 (see Fig. A.5 for a detailed 
description of the image content). 
A.4 Perfusion Analysis
A.4 Perfusion Analysis
Figure A.8: Comparison of automatic segmentation in perfusion parameter images with find-
ings from coronary artery inspection and late enhancement MRI for sequence 3. The patient 
suffers from stenoses > 75% in the three main coronary branches, and late enhancement was 
found in the LAD and RCA region. Perfusion defects were detected in all three supply regions. 
167
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Figure A.9: Comparison of automatic segmentation in perfusion parameter images with find-
ings from coronary artery inspection and late enhancement MRI for sequence 7. The patient 
has a LCX stenosis > 75%, LAD and RCA stenoses > 50% and no late enhancement. Perfusion 
defects were mainly detected in the LCX supply regions. 
169 A.4 Perfusion Analysis
Figure A.10: Comparison of automatic segmentation in perfusion parameter images with find-
ings from coronary artery inspection and late enhancement MRI for sequence 20. The patient 
has stenoses > 75% in all three major branches, and late enhancement in the LCX region. De-
tected perfusion defects could be assigned to the LCX and the LAD. 
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Figure A.11: Comparison of automatic segmentation in perfusion parameter images with find-
ings from coronary artery inspection and late enhancement MRI for case 28. The patient has a 
LAD stenosis > 75% and no late enhancement. Perfusion defects are detected in the LAD and 
the RCA supply region. 
171 A.4 Perfusion Analysis
Figure A.12: Comparison of automatic segmentation in perfusion parameter images with find-
ings from coronary artery inspection and late enhancement MRI for case 36. Stenoses > 75% 
were reported for RCA and LCX, late enhancement was found in the RCA region. Both regions 
are also detected based on the parameter images. 
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Figure A.13: Comparison of automatic segmentation in perfusion parameter images with find-
ings from coronary artery inspection and late enhancement MRI for case 38. The LAD shows 
a stenosis > 50%, and late enhancement was found in the RCA region. Both regions are also 
detected based on the parameter images. 
173 A.4 Perfusion Analysis
Figure A.14: Comparison of automatic segmentation in perfusion parameter images with find-
ings from coronary artery inspection and late enhancement MRI for case 44. RCA and LCX 
exhibit stenoses > 75%, the LAD stenosis is > 50% and late enhancement was found in the LCX 
region. Automatically detected perfusion defects appear in the LCX and the LAD region. 
174 A. DATASETS AND PROCESSING RESULTS
Figure A.15: Comparison of automatic segmentation in perfusion parameter images with find-
ings from coronary artery inspection and late enhancement MRI for case 50. The LCX shows 
a stenosis > 75%, and late enhancement was found in the LCX and RCA region. Automatically 
detected perfusion defects match the late enhancement region and show additional small per-
fusion defects in the LAD region. 
Glossary
Notation Description 
ACC American College of Cardiology 17 
AHA American Heart Association 1, 9 
AIF The Arterial Input Function describes the inten- 116 
sity profile in the arteries delivering blood to the 
region of interest after injection of the contrast 
agent. 
AMI Acute Myocardial Infarction caused by necrosis 10 
of myocardial tissue due to ischaemia. 
ARMA AutoRegressive-Moving Average models are 115 
based on linear equation systems. They are 
used for time series analysis under considera-
tion of noise. 
CAD Coronary Artery Disease 10 
CMR Cardiac MRI examination. 37 
CT Computed Tomography: X-ray projections are 14 
used to generate absorption profiles of body re-
gions from different directions. With the filtered 
backprojection method an image volume is cre-
ated from these profiles. 
CTCA CT Coronary Angiography: A contrast enhanced 17 
CT volume scan of the heart that is dedicated to 
the inspection of the coronary artery tree. 
DSCT Dual Source Computed Tomography 17 
ECG An ElectroCardioGram is a graph that describes 7 
the electric impulse distribution of the heart 
measured by external sensors 
EDV End-Diastolic Volume: The amount of blood 7 
that is contained in the ventricle at the end of 
the filling phase. 
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Glossary
Notation 
ESV 
Description 
End-Systolic Volume: The amount of blood in 
the ventricle at the time when all valves are 
closed. 
8 
FFR The Fractional Flow Reserve is calculated from 
the pressure drop at a stenosis, which is typ-
ically determined with a pressure wire in a 
catheter examination. It is used to assess the 
significance of a stenosis. 
1 
GRE Gradient Echo MRI sequences use low flip an-
gles that enable a fast recovery and fast acquisi-
tions. 
18 
HU Hounsfield Units: Measured attenuation co-
efficients are converted to Hounsfield units 
through a linear transformation based on the at-
tenuation of water. The Hounsfield scale for ra-
diodensity is named after Sir Godfrey Newbold 
Hounsfield. 
15 
LAD 
LCA 
LCX 
LE 
The Left Anterior Descending artery typically 
branches from the LCA and supplies 45-55% of 
the left ventricle of the heart 
The Left Coronary Artery typically arises from 
the aorta above the aortic valve and bifurcates 
into LAD and LCX. 
The Left CircumfleX artery typically branches 
from the LCA and supplies the posterolateral 
left ventricle. Depending on the individual 
anatomy between 15-50% of the left ventricle 
are supplied via the LCX 
Late Enhancement: contrast agent accumulates 
in the extracellular space in necrotic tissue. This 
effect is visible in CT and MRI images 5 to 30 
minutes after contrast agent injection. 
7 
7 
7 
17 
MBF 
MBV 
Myocardial Blood Flow 
Myocardial Blood Volume 
57 
57 
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Glossary
Notation Description 
MIP A Maximum Intensity Projection usually de- 51 
creases the image dimension by one. The inten-
sity values of the projection image are the maxi-
mum values of the original image along the rep-
resented projection ray. 
MMP Enzymes called Matrix Metalloproteinases, 10 
which modulate processes in the vessel wall. 
Morphon Registration approach based on the application 45 
of quadrature filters. 
MRI Magnetic Resonance Imaging is based on the 14 
property of nuclear magnetic resonance. Mag-
netic field gradients cause atomic nuclei to ro-
tate with a location dependent speed. The re-
laxation after removal of the magnetic field pro-
duces a radio frequency signal, which can be 
measured with a receiver coil. 
MSL Marginal Space Learning is a machine learning 67 
approach, which is organized hierarchically in 
order to narrow down the search space early and 
thereby achieve a considerable speed-up. 
NCC The Normalized Cross Correlation calculates 26 
the probability density of the difference of two 
independent random variables normalized with 
the variance. It is used as a similarity measure in 
image registration. 
NMI The Normalized Mutual Information calculates 27 
the mutual dependence of the two random vari-
ables normalized by their marginal entropies. It 
is used as a similarity measure in image registra-
tion. 
PACS A Picture Archiving and Communication Sys- 146 
tem provides storage and access tools for medi-
cal image data from different modalities. 
PDF Probability Density Function: the PDF de- 95 
scribes the relative likelihood for a random vari-
able to take on a given value. 
RCA The Right Coronary Artery originates from the 7 
aorta above the aortic valve. It supplies the right 
ventricle 25-35% of the left ventricle. 
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Glossary
Notation Description 
SCMR Society for Cardiac Magnetic Resonance. 20 
SNR The Signal to Noise Ratio µROI σROI in a region of in- 18 
terest is calculated from the average intensity 
µROI and the standard deviation σROI in this re-
gion. 
SSFP Steady State Free Precession MRI sequences use 18 
steady states of magnetization. They are based 
on a (low flip angle) gradient-echo MRI se-
quence with a short repetition time 
SVD The Singular Value Decomposition is a factor- 115 
ization of a real or complex matrix,which is of-
ten applied in least squares fittion of data. 
TTC 2,3,5-TriphenylTetrazolin-Chloride is used 104 
to differentiate between living and necrotic 
tissues in pathological examinations. It is 
enzymatically reduced to red TPF (1,3,5-
triphenylformazan) in metabolically active 
tissue regions. In necrotic tissue the white color 
of TTC remains unchanged. 
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