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Deutsch-Jozsa algorithm has been implemented via a quantum adiabatic evolution by S. Das et
al. [Phys. Rev. A 65, 062310 (2002)]. This adiabatic algorithm gives rise to a quadratic speed up
over classical algorithms. We show that a modified version of the adiabatic evolution in that paper
can improve the performance to constant time.
PACS numbers: 03.67.Lx
Quantum computation has attracted a great deal of
attention in the recent years, because some quantum al-
gorithms show that the principles of quantum mechanics
can be used to greatly enhance the efficiency of com-
putation. Quantum algorithms that have been invented
include Deutsch-Jozsa algorithm [1, 2], Shor’s algorithm
[3] and Grover’s algorithm [4]. The first one is what we
will discuss in this paper.
Assume that we have a boolean function of the form
f : {0, 1}n → {0, 1},
and it has been known that the function is either con-
stant (i.e., all outputs are identical) or balanced (i.e., has
an equal number of 0’s and 1’s as outputs). Our task is to
decide whether it is constant or not. To solve this prob-
lem, any deterministic classical algorithm needs 2n/2+1
evaluation of the function f , while Deutsch-Jozsa algo-
rithm [1, 2] shows that a quantum computer can solve
the same problem with one evaluation.
When these algorithms mentioned above were in-
vented, they were implemented using quantum circuits
involving a sequence of unitary operators. We say these
algorithms stay within the standard paradigm of quan-
tum computation. Recently, another novel paradigm
based on quantum adiabatic evolution has been proposed
for quantum computation [5]. In a quantum adiabatic al-
gorithm, the state of the quantum register evolves under
a hamiltonian that varies continuously and slowly. At the
beginning, we let the state of the system in the ground
state of the initial hamiltonian. If the hamiltonian of
the system evolves slowly enough, the quantum adiabatic
theorem guarantees that the final state of the system will
differ from the ground state of the final hamiltonian by a
negligible amount. If we encode the solution of the algo-
rithm in the ground state of the final hamiltonian, after
the quantum adiabatic evolution we can get the solution
with high probability by measuring the final state.
Some quantum algorithms have been reproduced by
adiabatic evolutions. In [6] S. Das et al. solved the
Deutsch-Jozsa problem by an adiabatic evolution. This
adiabatic evolution gives rise to a quadratic speed up over
classical algorithms. Recently, the experimental imple-
mentation of this adiabatic algorithm has been reported
by A. Mitra et al [8]. However, compared to the standard
quantum algorithm for this problem, this adiabatic algo-
rithm is not so good and needs to be improved. In this
paper, we propose a modified adiabatic evolution for the
Deutsch-Jozsa problem based on the one in [6], and we
will show that the running time of the modified adiabatic
evolution is constant. (We have noted that in [7] M. S.
Sarandy and D. A. Lidar have obtained the same result
via a different adiabatic evolution.)
For convenience of the readers, we present an overview
of adiabatic algorithms. Suppose H0 and HT are the
initial and the final Hamiltonians of the system. Suppose
|α〉, the ground state of H0, is the initial state of the
system and |β〉, the ground state of HT , is the final state
that encodes the solution. Then we let the system vary
under the following time dependent Hamiltonian:
H(t) = (1− s)H0 + sHT , (1)
where s = s(t) is a monotonic function with s(0) = 0 and
s(T ) = 1 (T is the running time of the evolution). Let
|E0, t〉 and |E1, t〉 be the ground state and the first excited
state of the Hamiltonian at time t, and let E0(t) and
E1(t) be the corresponding eigenvalues. The adiabatic
theorem [9] shows that we have
|〈E0, T |ψ(T )〉|2 ≥ 1− ε2, (2)
provided that
Dmax
g2min
≤ ε, 0 < ε≪ 1, (3)
where gmin is the minimum gap between E0(t) and E1(t)
gmin = min
0≤t≤T
[E1(t)− E0(t)], (4)
and Dmax is a measurement of the evolving rate of the
Hamiltonian
Dmax = max
0≤t≤T
|〈dH
dt
〉1,0| = max
0≤t≤T
|〈E1, t|dH
dt
|E0, t〉|.
(5)
In the adiabatic evolution of [6], the initial and the
final Hamiltonians are
H0 = I − |α〉〈α|, (6)
2HT = I − |β〉〈β|, (7)
where
|α〉 = 1√
N
N−1∑
i=0
|i〉, N = 2n, (8)
|β〉 = µ|0〉+ ν√
N − 1
N−1∑
i=1
|k〉, (9)
with
µ =
1
N
|
∑
x∈{0,1}n
(−1)f(x)|, (10)
ν = 1− µ. (11)
To solve the Deutsch-Jozsa problem, after the adiabatic
evolution ends we measure the final state of the system.
If the measurement yields |0〉, f(x) is constant and if the
measurement doesn’t yield |0〉, f(x) is balanced.
In [6], S. Das et al. showed that the running time of
the local adiabatic evolution [10] above is
T = O(
√
N). (12)
So, the performance of the adiabatic algorithm for this
problem is related to n. However, using standard quan-
tum computational techniques to solve the Deutsch-Jozsa
problem [1, 2], the quantum computer needs only one
evaluation of the function f no matter how big n is. We
may guess that the adiabatic evolution can be improved.
In fact, we can do this by modifying the adiabatic algo-
rithm as follows.
In the modified adiabatic evolution, we choose the new
final state
|β〉 = µ√
N/2
N/2−1∑
k=0
|2k〉+ ν√
N/2
N/2−1∑
i=0
|2i+ 1〉, (13)
and H0,HT ,|α〉,ν,µ ,H(s) don’t change. Furthermore, we
assume that s(t) is linear in t, s = t/T . Obviously, if the
final state of the system is |β〉, we can decide whether the
function f(x) is balanced or constant by measuring the
system after the adiabatic evolution. If the measurement
yields |i〉 and i is even, f(x) is constant. If the measure-
ment yields |i〉 and i is odd, f(x) is balanced. Now we
prove that the running time of the modified adiabatic
evolution is constant.
Firstly, it’s easy to prove that
|〈α|β〉| = 1√
2
. (14)
According to the claim 7 of [11] (see also [12]), we know
that
gmin =
1√
2
. (15)
On the other hand,
Dmax = max
0≤t≤T
|〈dH
dt
〉1,0| ≤ 1
T
max
0≤t≤T
‖ dH
ds
‖ . (16)
Substituting ‖ dHds ‖=‖ HT − H0 ‖≤ 2 into Eq.(16), we
get
Dmax ≤ 2
T
. (17)
Substituting Eqs. (15), and (17) in Eq. (3), we have
T ≥ 4
ε
. (18)
That is to say, the running time of the modified adiabatic
evolution is independent of N .
In conclusion, we have shown that a modified version of
the adiabatic evolution of [6] can solve the Deutsch-Jozsa
problem in constant time. This is consistent with the
result of standard quantum algorithm based on quantum
gates.
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