ABSTRACT Most existing approaches to anomaly detection focus on statistical features of the data. However, in many cases, users are merely interested in a subset of the statistical outliers depending on the specific domain of interest, e.g., network attacks or financial fraud. The instruction from human experts is therefore indispensable in building predictive models in such applications. However, obtaining labels from human experts is time-consuming and expensive. Obtaining labels from nonexpert labelers are relatively easy and cost-effective. However, the labeling accuracy of a nonexpert is usually difficult to assess. Therefore, it remains open to leverage both the machine intelligence and the knowledge from labelers with diverse backgrounds to construct a machine learning model for domain-specific anomaly detection. To this end, this paper proposes a framework of tripartite active learning for interactive anomaly discovery in large datasets based on crowdsourced labels. This tripartite active learning method consists of two stages. In the first stage, an unsupervised learning algorithm is employed to extract statistical outliers from the dataset. This algorithm is of low computational complexity as well as memory requirement and thus well suited for large datasets. We then develop an iterative algorithm consisting of two steps. The algorithm first evaluates and trains labelers based on gold instances provided by the expert labelers. Then, it assigns the most informative samples to its most confident labeler for relabeling and update the detector based on new labels. The capacity constraints are taken into account in the active learning approach to guarantee the fair allocation of labeling instances as well as robustness against erroneous labels. It is seen through experiments that the proposed algorithm provides an effective means for interactive anomaly detection. As far as we are aware of, this is the first work that considers designing a tripartite machine learning system for domain-specific anomaly detection.
I. INTRODUCTION
Anomaly detection finds many applications in a variety of areas, including the bank fraud detection, novelty discovery, network intrusion detection, system monitoring, etc. Traditional anomaly detection refers to the detection of patterns in a given dataset that do not comply with the majority of the data. It is becoming increasingly important in the big data era in which massive amount of data is available for processing and analyzing. A statistical anomaly detector seeks to detect unusual patterns that seem to deviate from the majority of The associate editor coordinating the review of this manuscript and approving it for publication was Raúl Lara-Cabrera. the data. Such an approach, however, may give rise to many false alarms and hence is not suitable for many applications. In practice, the knowledge from domain experts are indispensable in building an accurate predictive model. However, it is in general time-consuming and expensive to obtain labels from experts. Obtaining labels from nonexperts are usually less expensive, but the labels can be erroneous, which may severely deteriorate the performance of the anomaly detector.
Active learning is a sub-field of machine learning that interactively queries labelers to obtain human instruction. In reality, unlabeled data is available in abundance, while it is often time-consuming and labor-intensive to manually obtain labels from human experts. As a result, training an accurate model with as fewer labels as possible has attracted significant research interests. To make full use of both labeled and unlabeled data, semi-supervised learning has been widely used as an effective approach. Active learning, as one of the semi-supervised learning approaches, can achieve great performance with few labeled data for training, especially under the constraint of restricted labeling budget [1] . Traditionally, the active learning algorithm iteratively selects the most informative instances with the greatest potential to improve the model and queries their labels from an oracle. Under this setting, the labeler is assumed to be fully reliable, which is not realistic. In this paper, we present a tripartite active learning approach with gold instances from a crowdsourced dataset. A distinct feature of this learning system is that it involves three parties, namely the intelligent machine, the expert annotators, and the nonexpert annotators. The machine not only queries instructions from human experts, it also evaluates and trains the nonexpert labelers based on the golden instances collected from the expert labelers. Such a tripartite framework can leverage both the human and machine intelligence and thus can be applied to diverse domains, e.g., detecting fake news or fake photos which social media companies like Facebook have put significant efforts in. To the best of our knowledge, this is the first work that considers active learning in a three-way manner for anomaly discovery.
The proposed anomaly detection scheme consists of two stages. In the first stage, we employ an unsupervised label propagation algorithm with random sampling (LPRS) to extract statistical outliers from the dataset. This algorithm is both memory and computationally efficient and thus is particularly suitable for large datasets. More importantly, this LPRS algorithm can efficiently extract a small portion of the data as potential anomaly candidates and then feed them into the second stage of the algorithm in which human labeling are involved. Then, we develop an iterative algorithm consisting of two steps trying to refine the results obtained in the prior stage. In this stage, a number of annotators with diverse expertise from crowdsourcing platforms (e.g., Amazon Mechanical Turk) may be involved in the labeling task. We first evaluate and train labelers' performance based on gold instances. Gold instances [2] are instances with high-quality labels along with several explanations of why such labels are assigned. We categorize labelers into three groups based on their performance on these gold instances, including (1) expert labelers who can consistently provide high-quality labels, (2) apprentice labelers whose labels are of relatively low quality but can be trained to provide better labels, and (3) unqualified labelers, who keep on providing erroneous labels. Then, we assign each error-like instance with one expert labeler and let experts relabel these erroneous instances. In the end of the second stage, the detector in the last round will produce labels for the remaining unlabeled data and the detector will be retrained with labels provided by the two sources.
Extensive experiments have been conducted on a variety of datasets. It is seen in the experiments that the proposed algorithm can significantly improve the precision and recall for anomaly detection and also reduce the labeling efforts by at most 90%, compared with other state-of-the-art methods.
The rest of this paper is organized as follows: Section II is devoted to the review of prior related work. Section III presents the proposed two-stage algorithm based on active learning with gold instances for the anomaly detection. Detailed experiment results are shown in Section IV. We conclude this paper and discuss possible future research directions in Section V.
II. RELATED WORK
As for the anomaly and rare-category detection problem, mainstream approaches in the literature are based on three techniques: classification-based approaches, clustering-based approaches [3] , and nearest neighbor-based approaches [4] , [5] . The latter two approaches often make assumptions on outliers in terms of frequentness or statistical distribution, but they do not provide semantic explanations of why a particular sample is selected as an outlier. In addition, they usually require a relevant large amount of computation. Even worse, typical unsupervised learning algorithms often suffer from high false alarm rates. The former method, in contrast, relies on accurate labeled dataset which is usually difficult to obtain.
Over recent years, active learning has been the topic of a number of researches and has been well-studied because of its ability to reduce labeling efforts. Many active learning algorithms aim to design strategies for selecting the most informative and representative instances to improve the classification model [6] , [7] . There are also some literatures related to anomaly detection using active learning strategies to reduce the labeled instances and maximize the number of true anomalies [8] , [9] . One strong assumption underneath the traditional active learning algorithm is that the quality of labeled data from one perfect oracle is high. In reality, however, such assumption does not hold. On most crowdsourcing platforms, error-prone labelers exist and will deteriorate the performance of the machine learning model due to the erroneous labels.
There are many approaches for learning a model from noisy labelers. One type of such methods are proposed to collect an accurate labeled dataset from multiple noisy annotators by estimating different degrees of reliability of labelers and selecting best annotator for labeling all instances [5] , [10] , [11] , or by combining different parts of reliable datasets from multiple workers [12] . In addition to estimating reliability of labelers, there is other work [13] , [14] offering an optional ''unsure option'' when querying from labelers to somehow reduce misleading labels produced by reluctant labelers. In the other category of methods, labelers are asked to relabel previous error-like instances caused by carelessness [15] to mitigate or eliminate negative impacts brought by noise. Admittedly, these methods are helpful for collectively improving data quality under the multiplelabeler setting. However, none of the prior arts considers interactively learning in a three-way manner involving the intelligent machine, the expert, and nonexpert human operators for labeling.
III. TRIPARTITE ANOMALY DETECTION WITH GOLD INSTANCES FROM CROWDS
In this paper, we present Tripartite Active Learning with Gold Instances from Crowds for Anomaly Detection algorithm, TALC for brevity, a two-stage scheme for anomaly detection. As demonstrated in Figure 1 , the proposed algorithm consists of two stages, i.e. the initial stage and the active learning stage.
In this paper, datasets are in uppercase italics, vectors are in lowercase boldface, scalars are in lowercase italics, and matrices are in upperclass boldface. Suppose that we have already obtained a small gold instance dataset
with n G labeled instances, where y i = 1 and y i = 0 indicate for anomalies and non-anomalous data respectively, and an
with n U instances. Also, there is a set of candidate labelers A = {a l } m l=1 with m labelers involved in the algorithm. To obtain the gold instance set of relatively small size, we could ask several expert labelers at a relatively high cost, and let them label a small set of instances.
A. STAGE I: LABEL PROPAGATION WITH RANDOM SAMPLING
In the first stage, an unsupervised learning algorithm is employed to detect anomalies from the unlabeled dataset U . Because anomalies usually constitute only a small portion of the data, the unsupervised learning approach can remove most non-anomalous data and thereby facilitate the active learning with gold instances in the second stage.
Traditional unsupervised anomaly detection algorithms, such as [4] , [16] , compute local deviation of density or distance of a given sample with respect to its neighbors, which demands relatively high computational resources. In the study of the anomaly detection problem, these methods are not capable as a consequence. In this paper, we propose a novel method named Label Propagation with Random Sampling, LPRS for brevity, that can efficiently remove most non-anomalous samples and preserve potential anomaly candidates.
At first, we generate a dataset P = {x i } n P i=1 by iteratively random sampling from U . In each iteration, a total of r instances denoted by {x 1 , . . . ,x r } are sampled. Among them, the medoid instance determined by
(1) will be selected as a non-anomalous point and will be added to P. Once obtained a small dataset P containing n P nonanomalous points, we then select k nearest neighbors of instances in P as non-anomalous instances and add them into P.
Then, we generate a negative dataset N = {x i } n N i=1 consisting of n N abnormal points by building a similarity matrix W , whose entry w ij measures the distance-based similarity of x i ∈ U and x j ∈ P. After that, we compute mean similarities of non-anomalous samples in P with unlabeled instances U . Last, we select instances in U that have the minimum mean similarity and add them into U .
Once we got a small labeled dataset P N , we exert Label Propagation [17] to efficiently generate labels for all instances of dataset U . To obtain high-quality labels, we next remove instances with low confidence. To determine the appropriate threshold of confidence levels, we take these confidence values as a set and perform clustering, or segmentation, on the set. As a consequence of clustering, two clusters will be generated and labels belonging to the minor cluster will be regarded as of low quality and will be excluded. The remaining detected instances, denoted byÛ 0 = {(
where n U 0 < n U , will then be used as the input to a supervised learning algorithm to produce the initial detector θ 0 . The LPRS algorithm described above is summarized in Algorithm 1.
B. STAGE II: ACTIVE LEARNING WITH TRAINING ON GOLD INSTANCES
The pool-based active learning approach in the second stage is introduced to further refine the anomaly detector and improve the detection performance. It can be divided into two steps: (1) evaluating and training and (2) relabeling. Initially, every labeler a l ∈ A gets an identical copy G l of G as the training dataset of gold instances.
1) STEP 1: EVALUATING AND TRAINING LABELERS BASED ON GOLD INSTANCES
In the first step, at most ρ gold instances from G l will be taken to evaluate the performance of each labeler in each round. If labeler a l gives the correct label to gold instance (x i , y i ) ∈ G l , x i will be removed from G l for future evaluation. Otherwise, if the labeler falsely labels the gold instance x i , the correct label y i along with reasons why such label is chosen will be displayed. We assume that the labeler will carefully read these provided answers and thus gain a certain degree of understanding from gold instance (x i , y i ).
2) STEP 2: RELABELING AND TRAINING THE NEW DETECTOR
Considering in a crowdsourcing environment, labelers may have diverse expertise in the problem domain [18] . Therefore, we categorize labelers into three groups based on their performance on gold instances, including (1) expert labelers who can consistently provide high-quality labels, (2) apprentice labelers whose labels are of relatively low quality but can be trained to provide better labels, and (3) unqualified labelers, who keep on providing erroneous labels. All kinds of labelers will keep training on gold instances to improve their labeling accuracy and we only allow both expert labelers and apprentice labelers to give labels to unlabeled instances in the next step. In
Step 2, the algorithm will first select at most φ instances and assign each instance x j to one labeler a l in every round. Intuitively, instances selected to be relabeled from the unlabeled dataset U should have the most information. In the proposed algorithm, we evaluate the degree of information of an instance based on uncertainty estimation. The uncertainty r(x j ) under detector θ can be measured as:
Then, the confidence level of instance-labeler pair (x j , a l ) can be determined according to the performance of a l on the gold instance dataset G l in the previous step. If a l has correctly labeled more instances of the neighbors of x j in M l , it is more likely that a l will assign correct label for x j .
Formally, we have:
where N (x j , a l , t) returns a set consisting of t neighbors of x j in set G\G l for labeler a l and S(x j , x k ) measures the similarity between x j and x k . In this paper, we simply choose cosine similarity as the similarity metric:
Furthermore, to control the labeler's quality in relabeling, we require that the labeler to be selected should have labeling performance exceeding the performance of the current detector model. Let A + denote the set of such labelers, i.e. A + [a l : P(a l ) − P(θ )]. Based on previous discussions, a viable criterion for selecting the instance-labeler pair (x * , a * ) is:
where 0 < β ≤ 1 is a weight factor, P(a l ) and P(θ ) measures the performance of labeler a l and detector θ in the current round respectively. The weight factor β can be adjusted dynamically when the labelers are under training.
In the first T 1 rounds, all labelers receive few training and thus provide labels with roughly poor quality. At this time, we give preference to query labels with high confidence level of instance-labeler pairs by setting a relatively small value of β, e.g., β = 0.5. After the overall quality of all labelers is improved, we will be inclined to query instances with most informativeness by setting β to a relatively large value, e.g., β = 1. Such selection strategy ensures that every (x * , a * ) pair will generate an accurate label at different stages of training and consequently allow the detector to take this additional label to improve its performance. However, the aforementioned selection strategy does not consider capacity constraints of each labeler. And consequently, such an selection strategy may assign many instances to a few labelers for relabeling. This may leads to excessive delay of the relabeling process. In addition, the labeler may get tired of the labeling process and the labeling accuracy could deteriorate over time. As a remedy, we propose the following selection strategy that takes into account the capacity constraints of each labeler: where γ jl is an 0 − 1 indicator variable, i.e. γ jl = 1 if the j th instance is assigned to the l th labeler for relabeling. The first constraint ensures that each instance will get relabeled by one labeler. The second constraint means that the l th labeler will relabel at most m l instances. A total of no more than φ instances will be sent for relabeling, which is depicted in the third constraint. The aforementioned problem is an integer linear programming (ILP) problem that is in general NP-hard. We next prove that under mild assumptions, this specific problem can be converted into a minimum cost flow problem over layered graph and thus can be efficiently solved. (6) is equivalent to the following optimization problem:
Proposition 1: Assume the total number of instances is much larger than φ and
Proof: Since both r β (x j ) and c(x j , a l ) are non-negative, we have r β (x j ) · c(x j , a l ) ≥ 0. Assume the optimal solution to Problem (6) is γ * jl . Since the total number of instances is much larger than φ and m l > φ, we have j l γ * jl = φ. In addition, as w jl η − r β (x j )c(x j , a l ), the optimal solution that can maximize the utility function in Problem (6) can also minimize the utility function in Problem (7), which concludes the proof.
We next show that Problem (7) can be mapped to a minimum cost flow problem over a layered directed graph. As shown in Figure 2 , this graph consists of four layers, there is one node in the first layer, representing the source node and the incoming traffic is φ. The only node on the fourth layer is the destination node and the outgoing traffic amount is also φ. The j th node in the second layer represents the j th instance, and each node in the third layer models a labeler.
The capacity of the edge connecting the source node to each node in the second layer is 1 and the capacity of the edge connecting to l th node in the third layer to the destination node is m l . The cost associated with the edge connecting the j th node in the second layer and l th node in the third layer is w jl and the cost associated with all other edges are 0.
Proposition 2: The optimal solution to Problem (7) can be obtained via solving a corresponding minimum cost flow problem over layered graph.
Proof: Let ζ j and η l denote respectively the network flow from the source node to the j th node in the second layer and the flow from the l th node to the destination node. The incoming traffic for the source node is φ. Let κ jl represents the network flow from the j th node in the second layer to the l th node in the third layer. Recall that the cost associated with the edge connecting the j th node in the second layer and l th node in the third layer is w jl . And the cost associated with all other edges are zero. The minimum cost network flow problem over the directed graph is given in the sequel:
The first to third group of constraints are flow conservation constraints. The remaining constraints are capacity constraints. The above optimization is a linear optimization problem and the optimal solution could be fractional. However, since all capacity constraints are integer, the resulting node-edge incidence matrix is unimodular, which guarantees that the problem has an integral optimal solution [19] . Assume the optimal solution to the above problem is κ * jl , ζ * j , η * l . It follows from the constraints that j l κ * jl = j ζ * j = φ. Likewise l κ * jl = ζ * j ≤ 1 and j κ * jl = η l ≤ m l . Therefore, κ * jl is a feasible solution to Problem (7) . Recall γ * kl is the optimal solution to Problem (7). We have j l w jl γ * kl ≤ j l w jl κ * kl . One the other hand, it is easy to see that γ * kl is also a feasible solution to the minimum cost flow problem given in Eq. (8) . Therefore, we have j l w jl γ * kl ≥ j l w jl κ * kl . Hence it follows that j l w jl γ * kl = j l w jl κ * kl , which concludes the proof. There exist efficient algorithms, e.g., network simplex algorithm, that can optimally solve the minimum cost network flow problem in polynomial time. Once the instancelabeler pair is selected, we can also utilize the unlabeled dataset U by generating labels for them using the detector in the previous round. Following that procedure, the detector will be retrained based on a combination of data from two sources. 16 Generate labels using θ p−1 for U , with instances and labels altogether denoted byÛ p−1 ;
Algorithm 2 The TALC Algorithm

17
Train the detector θ p on G Û p−1 ;
18
Evaluate the detector θ p on the test set;
until the target performance or cost budget is reached;
The TALC algorithm is summarized in Algorithm 2. The algorithm first generates an initial detector from data produced by an unsupervised learning algorithm. Then, the algorithm evaluates and trains labelers based on the gold instance dataset. After that, it assigns some instances to one human operator and let them relabel the instance. In the end, a new detector will be updated with new labels. This algorithm will iteratively evaluate, train, query, and update, until the given cost or target performance is reached. Cost in this case can be simply counted as the number of rounds, or the accuracy of labelers' previous labeling, considering expert labelers may provide labels at a relative high cost and apprentice labelers may provide labels at a relative low cost.
IV. EXPERIMENTS
We first compare our unsupervised LPRS learning scheme with other unsupervised learning algorithms for initial anomaly detection in high-dimensional data, focusing on its computational efficiency. Then, experiments are conducted to compare the TALC algorithm with other anomaly detection algorithms, in terms of the detection accuracy, i.e. precision and recall, as well as the number of labels needed to construct the model.
A. EXPERIMENTS OF THE LPRS ALGORITHM
We first verify the effectiveness of the unsupervised learning scheme for anomaly detection in large datasets. We compare our method with several state-of-the-art unsupervised anomaly detection algorithms, including LOF [4] , ABOD [20] , HBOS [21] , Isolation Forest [22] , and LoOP [16] . For comparing these methods, we select dataset speech whose data dimension is 400, data size is 3,686, and anomaly rate is 1.65% from the widely-used ODDS repository [23] . The result of the experiments is shown in Table 1 . Note that the training time of the ABOD method exceeds 5 hours, so its performance is not reported. It is seen that for high-dimensional data, the proposed LPRS learning algorithm only requires a relatively short period of time for model training.
B. EXPERIMENTS OF THE TALC ALGORITHM 1) EXPERIMENTAL SETTINGS a: EVALUATION METRICS
We compare the performance in terms of Precision, Recall, and F1-Score under a restricted cost with several baseline algorithms. Besides, we further validate the effectiveness of our approach in terms of the number of relabeled instances needed to achieve the same performance as the ideal detector. In the experiment, we set the cost as the number of rounds.
b: BASELINE ALGORITHMS
We assume all the training data is correctly labeled, and these labels are fed into a supervised learning algorithm to obtain an ideal detector. We then compare our proposed algorithm against the following baselines, to assess different aspects of our method:
• CEAL: This algorithm [22] does not evaluate and train labelers and it aims to select a labeler-instance pair that is both costless and effective. Since our algorithm uses pool sampling, we make adaptation to its labelerinstance selection criteria and select to query labels of top-φ optimal pairs per round.
• ALTMV: The algorithm evaluates and trains labelers as our TALC algorithm. But this algorithm only actively chooses most uncertain samples, queries from all labelers, and uses the majority vote to generate labels.
• ALA: The algorithm evaluates and trains labelers as our TALC algorithm. But this algorithm does not restrict labelers' quality when deciding which instance-labeler pair to query.
For these compared methods, we use the official implementation of XGBoost [24] as the supervised-learning algorithm, and Label Spreading in scikit-learn [25] as the implementation of the label propagation algorithm. All parameters of the two algorithms are set to default. In addition, we use Google Optimization Tools to solve the minimum cost flow problem (8) .
c: DATASETS
We select three datasets including annthyroid, mnist, and http. Annthyroid and mnist are from the ODDS repository, and http is extracted from the famous KDD Cup 99 dataset. Http is the largest subset from KDD Cup 99 network intrusion data, where service feature is ''http''. We random sampled 20,000 instances from the original dataset. Annthyroid and mnist are selected because they have known clustered anomalies. Note that all three databases are artificially converted from their original classification datasets, where in http dataset, attack instances are treated as anomalies, and in annthyroid and mnist dataset, major classes formed inliers and minor classes constructed outliers.
For all datasets, instances are randomly shuffled before conducting the experiment and each categorical feature has been converted to more than one boolean features via onehot encoding. In addition, all features are standardized. The size of datasets ranges from 1,600 to 20,000, the number of dimensions ranges from 21 to 115, and the percentage of anomalies ranges from 1.6% to 9.6%.
d: PARAMETER CONFIGURATIONS
We prepare 5% of all data as gold instances and add extra reasons of why such labels are given. Besides, the remaining 75% and 20% data is chosen to be the training set and the test set, respectively. For our algorithm, we set ρ = 0.1|G| and φ = 0.008(|U | + |G|) to strike a balance between the maximum number of gold instances used per round and unlabeled instances used per round. For Eq. (5), we set T 1 to 1 4 of the number of total rounds. In this experiment, we set the total budget to 20 rounds.
e: LABELER SETTINGS
We assume that there are five labelers conducting experiments, whose initial settings are shown in Table 2 . Note that these labelers' initial accuracy are different in different datasets to verify that our algorithm can outperform other methods in both cases with and without expert labelers. Among those labelers, a 5 is always an unqualified labeler, who keeps providing erroneous labels by random guessing. Table 3 presents the final Precision, Recall, and F1-Score in different methods after 20 rounds, Figure 3 demonstrates the curves of performance indicators of three datasets when the number of rounds increases, and Table 4 presents the number of relabeled instances to reach the performance of the ideal VOLUME 7, 2019 detector in different datasets. With the number of rounds increasing, our method maintains a rapid growth rate in almost all datasets. In addition, within 20 rounds, our method achieves the same or even better performance compared to the ideal detector in all three datasets. Note that because inliers and outliers are not balanced in datasets, our method with fewer training samples in some cases is even slightly better than the ideal detector on the test set. To compare the number of needed relabeled instances, the result shows that our method only needs to relabel around 10% of the dataset as expected.
2) RESULTS AND ANALYSIS
In the traditional ATAMV method, all labelers are involved. These labelers are diverse in expertise, and in turn may provide informative instances with erroneous labels in the early stage of the training, leading to the deteriorate of the detector's performance. Note that for the http dataset, the ATAMV method achieves the same performance as the ideal detector. But this method requires majority vote among all labelers, and thus will requires much more labeling efforts. As a comparison, the proposed approach takes into account both the informativeness of instances and labelers' accuracy, and selects most reliable instance-labeler pair. The proposed algorithm reaches the same performance as the ideal detector after merely 12 iterations for the three datasets. This example shows that the TALC algorithm is well suited for interactive anomaly detection and significantly outperforms other baseline algorithms.
V. CONCLUSION AND FUTURE WORK
Active learning, as a subfield of semi-supervised learning, provides an effective means to solve domain-specific anomaly detection problem in which only limited number of training samples are available. This paper presents a tripartite active learning algorithm for interactive anomaly detection. The proposed algorithm not only considers the active selection of the instances for relabeling based on the uncertainty level, but also develops a strategy to evaluate and train multiple labelers with gold instances. Experiments demonstrate that the proposed algorithm outperforms most state-of-the-art methods for domain-specific anomaly detection.
The study of human-in-the-loop machine learning, e.g., tripartite active learning from crowds with gold instances, in general remains widely open, with various challenges and many applications in diverse areas, where robustness against the erroneous labels is crucial to the successful application of the machine learning algorithm. In our future work, we plan to investigate how to combine the proposed method with other query strategy framework, such as the variance reduction [1] .
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