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STRICHARTZ INEQUALITY FOR ORTHONORMAL
FUNCTIONS
RUPERT L. FRANK, MATHIEU LEWIN, ELLIOTT H. LIEB,
AND ROBERT SEIRINGER
Abstract. We prove a Strichartz inequality for a system of orthonor-
mal functions, with an optimal behavior of the constant in the limit
of a large number of functions. The estimate generalizes the usual
Strichartz inequality, in the same fashion as the Lieb-Thirring inequality
generalizes the Sobolev inequality. As an application, we consider the
Schro¨dinger equation in a time-dependent potential and we show the
existence of the wave operator in Schatten spaces.
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1. Introduction
In quantum mechanics, a system of N independent fermions in Rd is de-
scribed by a collection of N orthonormal functions u1, ..., uN in L
2(Rd). For
this reason, functional inequalities involving a large number of orthonor-
mal functions are very useful in the mathematical analysis of large quantum
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systems. In [24, 25], Lieb and Thirring proved the first bound of this kind:
ˆ
Rd
 N∑
j=1
|∇uj(x)|2
 dx > C ˆ
Rd
 N∑
j=1
|uj(x)|2
1+
2
d
dx (1)
where C > 0 is independent of N and of the orthonormal functions uj. The
Lieb-Thirring inequality (1) generalizes the Gagliardo-Nirenberg-Sobolev in-
equality ˆ
Rd
|∇u(x)|2 dx > C ′
ˆ
Rd
|u(x)|2+4d dx (2)
for an L2–normalized function u and it is a fundamental tool for under-
standing the stability of matter [20, 22, 23]. The orthogonality between the
functions uj is essential here to get the bound (1). Using the Sobolev in-
equality (2) and the triangle inequality, we would only obtain a constant C
that goes to 0 in the limit N → ∞. For other inequalities for systems of
orthonormal functions, see, for example, [21].
The purpose of this article is to prove a generalization of the well known
Strichartz inequality for systems of orthonormal functions. We expect that
our new inequality will play an important role in understanding dispersive
effects in large or infinite quantum systems.
2. An inequality for orthonormal functions and its dual
2.1. Strichartz inequality for orthonormal functions. We recall that,
in the case of the Schro¨dinger equation, the Strichartz inequality reads
ˆ
R
(ˆ
Rd
∣∣(eit∆u)(x)∣∣2q dx) pq dt 6 C (ˆ
Rd
|u(x)|2 dx
)p
(3)
where p, q > 1 satisfy (p, q, d) 6= (1,∞, 2) and
2
p
+
d
q
= d, (4)
see [33, 36, 12, 13, 26, 18, 7, 34]. Here eit∆u is the unique solution to the free
Schro¨dinger equation i u˙(t, x) = −∆u(t, x) such that u(0, x) = u(x). Our
main result is the following
Theorem 1 (Strichartz inequality for orthonormal functions). Assume that
p, q, d > 1 satisfy
1 < q 6 1 +
2
d
and
2
p
+
d
q
= d.
For any (possibly infinite) system (uj) of orthonormal functions in L
2(Rd)
and any coefficients (nj) ⊂ C, we have
ˆ
R
ˆ
Rd
∣∣∣∣∑
j
nj
∣∣(eit∆uj)(x)∣∣2 ∣∣∣∣q dx

p
q
dt 6 Cpd,q
∑
j
|nj|
2q
q+1

p(q+1)
2q
(5)
where Cd,q is a universal constant which only depends on d and q.
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Remark 1. For q = 1 and p =∞, we have the bound
sup
t∈R
ˆ
Rd
∣∣∣∣∑
j
nj
∣∣(eit∆uj)(x)∣∣2 ∣∣∣∣ dx
 6∑
j
|nj | (6)
which is an obvious consequence of the triangle inequality and of the fact
that eit∆ is a unitary operator on L2(Rd), for any fixed t ∈ R. Note that (6)
does not use the orthogonality of the functions uj .
The inequality (5) can be rewritten in a convenient form in terms of the
operator
γ :=
∑
j
nj|uj〉〈uj |
which acts on L2(Rd). Here we have used Dirac’s notation |u〉〈v| for the
rank-one operator f 7→ 〈v, f〉u. Because the uj form an orthonormal system,
the nj are precisely the eigenvalues of the operator γ. The evolved operator
γ(t) := eit∆γe−it∆ =
∑
j
nj|eit∆uj〉〈eit∆uj |
solves (in a weak sense) the von-Neumann Schro¨dinger equation iγ˙(t) =
[−∆, γ(t)] with γ(0) = γ. Introducing the density ργ(t) :=
∑
j nj|eit∆uj |2
we see that (5) can be reformulated as∣∣∣∣ργ(t)∣∣∣∣Lpt (R,Lqx(Rd)) 6 Cd,q ||γ||S 2qq+1 (7)
where
||γ||
S
2q
q+1
:=
∑
j
|nj |
2q
q+1

q+1
2q
is called the Schatten norm of the operator γ (see for instance [32] for ele-
mentary properties of Schatten spaces). The main advantage of the formu-
lation (7) is that we do not need to specify the functions uj and the complex
numbers nj anymore, they are now all included in the operator γ.
The coefficients nj need not be real. In practice, the operator γ is the one
particle density matrix of fermions and it must satisfy the Pauli principle
0 6 γ 6 1, which means that 0 6 nj 6 1 for all j. Of particular interest is
the case of γ being a finite-rank orthogonal projection, that is, when N of
the nj are equal to 1 and the others vanish:
ˆ
R
ˆ
Rd
( N∑
j=1
∣∣(eit∆uj)(x)∣∣2)q dx

p
q
dt 6 Cpd,qN
p(q+1)
2q . (8)
The inequality (8) has a much better scaling with respect to the number N
of functions, than the power Np which can be obtained by using the usual
Strichartz inequality (3) and the triangle inequality (as was stated before
in [6], for example). The power is decreased to p(q+1)/(2q) < p due to the
orthonormality condition.
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2.2. Optimality of the Schatten exponent. Using a semi-classical ar-
gument based on coherent states, we can prove that the power p(q+1)/(2q)
in (5) and in (8) is optimal, it cannot be decreased further. This is the
content of the following
Proposition 1 (Optimality of the Schatten exponent). Assume that d, p, q >
1 satisfy 2/p + d/q = d. Then we have
sup
γ∈Sr
∣∣∣∣ρeit∆γe−it∆∣∣∣∣Lpt (R,Lqx(Rd))
||γ||
Sr
= +∞ (9)
for all r > 2qq+1 .
We now present a heuristic computation explaining why Theorem 1 can
be thought of as a semi-classical bound. In a certain sense this is also the
idea behind the proof of Proposition 1 (given in Section 4.2 below).
We consider a system of fermions which, at time t = 0, occupy a cube
of side length L. We assume that the electron density on the cube at time
t = 0 is a constant ρ > 0 (and zero outside this cube). Thus, the total
number of particles is N ∼ ρLd.
As |t| increases the electrons disperse and, after a certain time T we
consider them as roughly having disjoint supports. For |t| > T we can
apply the ordinary Strichartz inequality and, because of the disjoint support
condition, the left side of (8) is of the order ofNp/q (by the triangle inequality
for the t-integration and the fact that p > q), which is much smaller than
what we try to prove. Thus, it remains to compute the order of magnitude
of T .
We think of T as the typical time it takes an electron to move a distance
comparable with the size of the system. Thomas–Fermi theory says that
the momentum p per particle is |p| ∼ ρ1/d. If we assume that the electrons
move ballistically, then T ∼ L/|p| ∼ Lρ−1/d.
Thus, the left side of (5), restricted to times |t| 6 T , is ∼ T (Ldρq)p/q ∼
Lρ−1/dLdp/qρp. Because of the scaling condition 2/p+d/q = d, this coincides
with the value Np(q+1)/(2q) of the right side of (8).
2.3. Dual Strichartz inequality. In this paper we will not provide a di-
rect proof of Theorem 1, but we will rather prove an inequality that is dual
to (5) and which we describe in this section. It is an interesting open prob-
lem to provide a direct proof of (5). For the Lieb-Thirring inequality (1),
this has been solved only recently by Rumin in [30].
We recall that for any (locally) trace-class operator γ and any bounded
function V of compact support,
Tr(V (x)γ) =
ˆ
Rd
V (x)ργ(x) dx,
where V (x) on the left is identified with the corresponding multiplication
operator on L2(Rd). For a time-dependent potential V (t, x) ∈ L∞c (R×Rd),
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we therefore obtain∣∣∣∣Tr(ˆ
R
e−it∆V (t, x)eit∆ dt
)
γ
∣∣∣∣ = ∣∣∣∣ˆ
R
Tr(V eit∆γe−it∆) dt
∣∣∣∣
=
∣∣∣∣ˆ
R
ˆ
Rd
V (t, x)ργ(t)(x) dx dt
∣∣∣∣
6 ||V ||
Lp
′
t (R,L
q′
x (Rd))
∣∣∣∣ργ(t)∣∣∣∣Lpt (R,Lqx(Rd))
where p′ and q′ are the exponents dual to p and q. Hence, by duality
Theorem 1 turns out to be equivalent to the following
Theorem 2 (Strichartz inequality in Schatten spaces, dual version). As-
sume that p′, q′, d > 1 satisfy
1 +
d
2
6 q′ <∞ and 2
p′
+
d
q′
= 2.
We have ∣∣∣∣∣∣∣∣ˆ
R
e−it∆V (t, x)eit∆ dt
∣∣∣∣∣∣∣∣
S2q
′
6 Cd,q ||V ||Lp′t (R,Lq′x (Rd)) (10)
where Cd,q is the same constant as in Theorem 1.
Remark 2. For q′ =∞ and p′ = 1, we have the bound∣∣∣∣∣∣∣∣ˆ
R
e−it∆V (t, x)eit∆ dt
∣∣∣∣∣∣∣∣ 6 ||V ||L1t (R,L∞x (Rd)) . (11)
The dual version of the usual Strichartz inequality (3) is∣∣∣∣∣∣∣∣ˆ
R
e−it∆V (t, x)eit∆ dt
∣∣∣∣∣∣∣∣ 6 C ||V ||Lp′t (R,Lq′x (Rd)) . (12)
The replacement of the operator norm on the left by the Schatten norm S2q
′
for q′ < ∞ is our main contribution. Of course, since the Schatten spaces
form an increasing sequence, we deduce that∣∣∣∣∣∣∣∣ˆ
R
e−it∆V (t, x)eit∆ dt
∣∣∣∣∣∣∣∣
Sr
6 C ||V ||
Lp
′
t (R,L
q′
x (Rd))
, ∀r > 2q′. (13)
Using (10), we are also able to prove an inhomogeneous inequality. Con-
sider the equation iγ˙(t) = [−∆, γ(t)] + iR(t)γ(t0) = 0 (14)
where R(t) is a self-adjoint operator on L2(Rd) which, say, is bounded for
almost every t. The solution can be written as
γ(t) =
ˆ t
t0
ei(t−s)∆R(s)ei(s−t)∆ ds. (15)
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Corollary 1 (Inhomogeneous Strichartz inequality). Assume that p, q, d > 1
satisfy
1 < q 6 1 +
2
d
and
2
p
+
d
q
= d
and let γ(t) be given by (15). Then we have∣∣∣∣ργ(t)∣∣∣∣Lpt (R,Lqx(Rd)) 6 C
∣∣∣∣∣∣∣∣ˆ
R
e−is∆|R(s)|eis∆ ds
∣∣∣∣∣∣∣∣
S
2q
q+1
(16)
for a constant C which is independent of t0.
The proof of Corollary 1 is again based on a dual argument. The idea is
to write∣∣∣∣ˆ ∞
t0
ˆ
Rd
V (t, x)ργ(t)(x) dx dt
∣∣∣∣
=
∣∣∣∣ˆ ∞
t0
Tr
(
V (t, x)γ(t)
)
dt
∣∣∣∣
=
∣∣∣∣ˆ ∞
t0
ˆ t
t0
Tr
(
e−it∆V (t, x)eit∆e−is∆R(s)eis∆
)
ds dt
∣∣∣∣
6
ˆ ∞
t0
ˆ t
t0
Tr
(
e−it∆|V (t, x)|eit∆e−is∆|R(s)|eis∆) ds dt
6 Tr
((ˆ ∞
t0
e−it∆|V (t, x)|eit∆ dt
)(ˆ ∞
t0
e−is∆|R(s)|eis∆ ds
))
.
In the first inequality we have used that |Tr(AB)| 6 Tr(|A| |B|) for all self-
adjoint operators A and B. It then remains to use Ho¨lder’s inequality for
traces and (10) for the term involving V (t, x). The argument is the same
for times t 6 t0.
2.4. The end point. We believe that our Strichartz inequality (5) is true
for all
1 6 q <
d+ 1
d− 1 (17)
but so far we are missing the result in the interval 1+2/d < q < (d+1)/(d−
1). This corresponds to the range (d + 1)/2 < q′ < 1 + d/2 for the dual
inequality (10).
We can prove that the operator
´
R
e−it∆V (t, x)eit∆ dt is never in the
Schatten space Sd+1, even when V has a fast decay in space and time.
This means that the Strichartz inequality (10) cannot hold at p′ = d+1 and
q′ = (d+ 1)/2, and that the condition (17) is necessary.
Proposition 2 (The end point). Let 0 6= V ∈ L∞c (R × Rd) be a non-
negative function with non-negative Fourier transform (in both space and
time). Then
Tr
(ˆ
R
e−it∆V (t, x)eit∆ dt
)d+1
= +∞. (18)
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We find logarithmically divergent integrals at (p′, q′) = (d+1, (d+1)/2),
which suggests that the operator
´
R
e−it∆V (t, x)eit∆ dt is in the weak Schat-
ten space Sd+1w when V ∈ Ld+1t (R, L(d+1)/2x (Rd)). If true, this would imply
the bound∣∣∣∣ργ(t)∣∣∣∣L1+1/dt (R,L(d+1)/(d−1)x (Rd)) 6 C ||γ||Sr , ∀1 6 r < 1 + 1d.
This estimate would follow from the bound (7) if it were true at the end
point (p, q) = (1 + 1/d, (d+ 1)/(d− 1)), and it is therefore weaker than (7).
3. Application: the Schro¨dinger wave operator for
time-dependent potentials
In this section we consider the wave operator for a time-dependent po-
tential V (t, x). Using our previous estimates we will be able to define it in
Schatten spaces.
Let V (t, x) ∈ Lp′t (R, Lq
′
x (Rd)) with p′ and q′ as in Theorem 2. We consider
the time-dependent Schro¨dinger equation i
∂
∂t
u(t, x) =
(−∆+ V (t, x))u(t, x)
u(t0, x) = u0(x)
(19)
and we define the associated unitary propagator UV (t, t0), which is such that i
∂
∂t
UV (t, t0) =
(−∆+ V (t, x))UV (t, t0)
UV (t0, t0) = 1.
Therefore, the unique solution to the time-dependent Schro¨dinger equa-
tion (19) can be written u(t) = UV (t, t0)u0. The proof that UV (t, t0) is
well-defined under our assumptions on V can be found for instance in [36].
The wave operator is defined by
WV (t, t0) := U0(t0, t)UV (t, t0) = ei(t0−t)∆UV (t, t0) (20)
and it solves the equation in the “interaction picture”{
i
∂
∂t
WV (t, t0) = ei(t0−t)∆V (t, x)ei(t−t0)∆ WV (t, t0)
WV (t0, t0) = 1.
(21)
The unique solution to (21) can be written in a Dyson series as
WV (t, t0) = 1 +
∑
n>1
W(n)V (t, t0), (22)
where the nth order is the operator
W(n)V (t, t0) := (−i)n
ˆ t
t0
dtn
ˆ tn
t0
dtn−1 · · ·
ˆ t2
t0
dt1 e
i(t0−tn)∆
V
(
tn, x
)
ei(tn−tn−1)∆ · · · ei(t2−t1)∆V (t1, x)ei(t1−t0)∆. (23)
Note, in particular, that the first order is
W(1)V (t, t0) := −i
ˆ t
t0
ei(t0−s)∆V
(
s, x
)
ei(s−t0)∆ ds,
8 R.L. FRANK, M. LEWIN, E.H. LIEB, AND R. SEIRINGER
which we have already estimated in Theorem 2. It admits a limit as t→ ±∞
in the Schatten space S2q
′
when V ∈ Lp′t (R, Lq
′
x (Rd)).
Taking t→ ±∞ in all the terms leads to the (formal) wave operator
WV,±(t0) = 1 +
∑
n>1
W(n)V,±(t0) (24)
with
W(n)V,±(t0) := (−i)n
ˆ ±∞
t0
dtn
ˆ tn
t0
dtn−1 · · ·
ˆ t2
t0
dt1 e
i(t0−tn)∆
V
(
tn, x
)
ei(tn−tn−1)∆ · · · ei(t2−t1)∆V (t1, x)ei(t1−t0)∆. (25)
The finite-time wave operators W(n)V (t, t0) can be recovered by taking a
potential V of compact support in time. The series (24) defining WV,± is
known to converge in the operator norm when V ∈ L1t (L∞x ), see [16, Prop.
2.2]. Simply, we have in this case∣∣∣∣∣∣W(n)V,+(t0)∣∣∣∣∣∣ 6 ˆ ∞
t0
dtn
ˆ tn
t0
dtn−1 · · ·
ˆ t2
t0
dt1
∣∣∣∣V (tn, ·)∣∣∣∣L∞x · · · ∣∣∣∣V (t1, ·)∣∣∣∣L∞x
=
1
n!
||V ||nL1(t0,∞;L∞x ) , (26)
which proves that the series (24) has an infinite radius of convergence. In
particular there is no size condition on ||V ||L1t (L∞x ). The argument is the
same for W(n)V,−(t0). The existence of the wave operators for time-dependent
potentials V ∈ Lp′t (Lq
′
x ) has been discussed in several works, including for
instance [15, 36, 37, 16, 17, 29, 10, 28, 27].
Our main result is a control of the Schatten norm of W(n)V,±(t0) in terms
of the Lp
′
t (L
q′
x ) norm of the potential V , which generalizes the operator
norm bound (26). It makes the series (22) convergent in Schatten spaces,
independently of the size of the norm of V .
Theorem 3 (Wave operator in Schatten spaces). For V ∈ Lp′t (R, Lq
′
x (Rd))
with p′ and q′ as in Theorem 2, we have∣∣∣∣∣∣W(n)V,±(t0)∣∣∣∣∣∣
S
2
⌈
q′
n
⌉ 6
Cn
(n!)
1
p′
−ε
||V ||n
Lp
′
t (R,L
q′
x (Rd))
(27)
for every ε > 0, n > 2, t0 ∈ R, and some constant C which only depends on
ε, d, q′. In particular, the map
V ∈ Lp′t (R, Lq
′
x (R
d)) 7→ WV,±(t0)− 1 ∈ S2q′
is a smooth function.
Since 2⌈q′/n⌉ 6 2q′ for all q′ > 1 + d/2 and all n > 2, it follows from
Theorems 2 and 3 that the scattering matrix
SV (t0) =WV,+(t0)WV,−(t0)∗
belongs to 1+S2q
′
, under our assumptions on the time-dependent potential
V (t, x). It is a smooth function of V in the space Lp
′
t (R, L
q′
x (Rd)).
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4. Proofs
4.1. Proof of Theorems 1 and 2: the main inequality. The duality
argument showing that Theorem 1 is equivalent to Theorem 2 has already
been sketched before and we leave the details to the reader. All the manip-
ulations can be justified by assuming first that V ∈ L∞c (R×Rd) and that γ
is finite rank.
We have to show that the operator
V ∈ Lp′t (R, Lq
′
x (R
d)) 7→
ˆ
R
e−it∆V (t, x)eit∆ dt ∈ S2q′
is bounded. By the complex interpolation method [3, Chap. 4], it is sufficient
to prove this fact at the two points (p′, q′) = (1,∞) and (p′, q′) = (1+d/2, 1+
d/2).
For (p′, q′) = (1,∞), the argument is well-known. We simply bound the
operator norm by∣∣∣∣∣∣∣∣ˆ
R
e−it∆V (t, x)eit∆ dt
∣∣∣∣∣∣∣∣ 6 ˆ
R
∣∣∣∣e−it∆V (t, x)eit∆∣∣∣∣ dt
=
ˆ
R
||V (t, ·)||L∞(Rd) dt
which is the desired estimate.
Let us turn to the case p′ = q′ = 1+ d/2. Without any loss of generality,
we may assume that V > 0. We then have e−it∆V (t, x)eit∆ > 0 as an
operator on L2(Rd), for all t ∈ R. We can also assume that V ∈ L∞c (R×Rd)
(the final estimate follows from a monotone convergence argument).
It will be useful to shorten our notation. First we recall that
e−it∆xeit∆ = x− 2it∇
where x is here identified with the multiplication operator by x, and which
can be seen by differentiating with respect to t. By the functional calculus
we deduce that
e−it∆f(x)eit∆ = f(x+ 2tp)
with p := −i∇. From this we deduce that
e−it∆V (t, x)eit∆ = V (t, x+ 2tp).
Using that V > 0, we can write the Schatten norm as∣∣∣∣∣∣∣∣ˆ
R
e−it∆V (t, x)eit∆ dt
∣∣∣∣∣∣∣∣d+2
Sd+2
= Tr
(ˆ
R
e−it∆V (t, x)eit∆ dt
)d+2
= Tr
(ˆ
R
V (t, x+ 2tp) dt
)d+2
= Tr
(ˆ
R
· · ·
ˆ
R
V (t1, x+ 2t1p) · · ·V (td+2, x+ 2td+2p)dt1 · · · dtd+2
)
.
(28)
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The first step is to exchange the trace and the integral and, in order to
justify this manipulation, we need to prove that
ˆ
R
· · ·
ˆ
R
||V (t1, x+ 2t1p) · · · V (td+2, x+ 2td+2p)||S1 dt1 · · · dtd+2 <∞ (29)
(at least for V ∈ L∞c (R×Rd), which we assume throughout here). In order
to estimate the trace norm in the integral, we make use of the following
Lemma 1. Let α, β, γ, δ ∈ R. We have
||f(αx+ βp) g(γx + δp)||
Sr
6
||f ||Lr(Rd) ||g||Lr(Rd)
(2pi)
d
r |αδ − βγ| dr
(30)
for all r > 2.
For α = δ = 1 and β = γ = 0, the estimate is just the well-known
Kato-Seiler-Simon inequality
||f(x) g(p)||
Sr
6 (2pi)−d/r ||f ||Lr(Rd) ||g||Lr(Rd) , (31)
see [31] and [32, Thm 4.1]. The generalization (30) implicitly appears in [4,
Sec. 2.1].
We postpone the proof of the lemma and go on with the proof of (29).
Using the fact that V > 0 and Ho¨lder’s inequality in Schatten spaces, we
write
||V (t1, x+ 2t1p) · · · V (td+2, x+ 2td+2p)||S1
=
∥∥∥V (t1, x+ 2t1p)√V (t2, x+ 2t2p)√V (t2, x+ 2t2p) · · ·
· · ·
√
V (td+1, x+ 2td+1p)V (td+2, x+ 2td+2p)
∥∥∥
S1
6
∣∣∣∣∣∣V (t1, x+ 2t1p)√V (t2, x+ 2t2p)∣∣∣∣∣∣
Sd+1
×
×
∣∣∣∣∣∣√V (t2, x+ 2t2p)√V (t3, x+ 2t3p)∣∣∣∣∣∣
Sd+1
× · · ·
· · · ×
∣∣∣∣∣∣√V (td+1, x+ 2td+1p)V (td+2, x+ 2td+2p)∣∣∣∣∣∣
Sd+1
.
Using now (30) and the fact that V ∈ L∞c (R× Rd), we get
||V (t1, x+ 2t1p) · · · V (td+2, x+ 2td+2p)||S1
6
||V (t1, ·)||Ld+1x ||V (t2, ·)||L d+12x
· · · ||V (td+1, ·)||
L
d+1
2
x
||V (td+2, ·)||Ld+1x
(4pi)d|t1 − t2|
d
d+1 · · · |td+1 − td+2|
d
d+1
6 C
∏d+2
j=1 1(a 6 tj 6 b)
(4pi)d|t1 − t2|
d
d+1 · · · |td+1 − td+2|
d
d+1
(32)
where (a, b) is the support of V in the time variable. At this step we use the
multilinear Hardy-Littlewood-Sobolev inequality.
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Theorem 4 (Multilinear Hardy-Littlewood-Sobolev inequality). Assume
that (βij)16i,j6N and (rk)16k6N are real-numbers such that
βii = 0, 0 6 βij = βji < 1, rk > 1,
N∑
k=1
1
rk
> 1,
N∑
i=1
βik =
2(rk − 1)
rk
.
(33)
Then there exists a constant C such that∣∣∣∣∣
ˆ
R
· · ·
ˆ
R
f1(t1) · · · fN (tN )∏
i<j |ti − tj|βij
dt1 · · · dtN
∣∣∣∣∣ 6 C
N∏
k=1
||fk||Lrk (R) (34)
for all fk ∈ Lrk(R).
The multilinear Hardy-Littlewood-Sobolev inequality can be found in [1,
Thm. 6] and, in the particular case where all the βij and the rk are identical,
in [8, Prop. 2.2]. Applying (34) with r1 = rd+2 = 2(d + 1)/(d + 2) and
r2 = · · · = rd+1 = d+1, we conclude that (29) holds. Hence we have shown
that
Tr
(ˆ
R
e−it∆V (t, x)eit∆ dt
)d+2
=
ˆ
R
· · ·
ˆ
R
Tr
(
V (t1, x+ 2t1p) · · · V (td+2, x+ 2td+2p)
)
dt1 · · · dtd+2.
By following the previous argument we will now derive a more symmetric
estimate on the trace in the integral. Simply, we use the cyclicity of the
trace and get, this time,∣∣∣Tr(V (t1, x+ 2t1p) · · ·V (td+2, x+ 2td+2p))∣∣∣
=
∣∣∣Tr(√V (t1, x+ 2t1p) · · ·V (td+2, x+ 2td+2p)√V (t1, x+ 2t1p))∣∣∣
6
∣∣∣∣∣∣√V (t1, x+ 2t1p)√V (t2, x+ 2t2p)∣∣∣∣∣∣
Sd+2
× · · ·
· · · ×
∣∣∣∣∣∣√V (td+1, x+ 2td+1p)√V (td+2, x+ 2td+2p)∣∣∣∣∣∣
Sd+2
×
×
∣∣∣∣∣∣√V (td+2, x+ 2td+2p)√V (t1, x+ 2t1p)∣∣∣∣∣∣
Sd+2
. (35)
With the aid of (30) we obtain∣∣∣Tr(V (t1, x+ 2t1p) · · · V (td+2, x+ 2td+2p))∣∣∣
6
||V (t1, ·)||L1+d/2x · · · ||V (td+2, ·)||L1+d/2x
(4pi)d|t1 − t2|
d
d+2 · · · |td+2 − t1|
d
d+2
.
Using again the multilinear Hardy-Littlewood-Sobolev inequality (34), this
time with r1 = · · · = rd+2 = 1 + d/2, we conclude that
Tr
(ˆ
R
e−it∆V (t, x)eit∆ dt
)d+2
6 C ||V ||d+2
L
1+d/2
t,x
,
as we wanted.
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Remark 3. At the end point p′ = d + 1, q′ = (d + 1)/2 we have precisely
d+ 1 functions and the above proof cannot be applied, since
∑d+1
k=1 1/rk = 1
in this case.
Remark 4. It is useful to think of the semi-classical regime, in which
Tr
(
V (t1, x+ 2t1p) · · ·V (td+2, x+ 2td+2p)
)
≃ (2pi)−d
ˆ
Rd
ˆ
Rd
V (t1, x+ 2t1p) · · ·V (td+2, x+ 2td+2p) dx dp.
The right side can be estimated by CBL
∏N
j=1 ||V (tj , ·)||L1+d/2x (Rd). The best
constant CBL in this inequality was found by Brascamp and Lieb in [5] and
it can also be controlled by |t1 − t2|−d/(d+2) · · · |td+2 − t1|−d/(d+2).
It remains to provide the
Proof of Lemma 1. For r =∞ this is obvious. For r = 2, we get
||f(αx+ βp) g(γx+ δp)||2
S2
= Tr
[|f(αx+ βp)|2 |g(γx + δp)|2]
= Tr
[
e−i
β
2α
p2 |f(αx)|2ei β2α p2e−i δ2γ p2 |g(γx)|2ei δ2γ p2
]
= Tr
[
|f(αx)|2eiβγ−αδ2αγ p2 |g(γx)|2e−iβγ−αδ2αγ p2
]
=
∣∣∣∣ αγ2pi(βγ − αδ)
∣∣∣∣d¨ |f(αx)|2e−i αγ2(βγ−αδ) |x−y|2 |g(γy)|2ei αγ2(βγ−αδ) |y−x|2 dx dy
=
1
(2pi)d|βγ − αδ|d ||f ||
2
L2(Rd) ||g||2L2(Rd) .
The inequality in Sr now follows from complex interpolation or, alterna-
tively, from the Lieb-Thirring inequality for matrices [25]. 
Remark 5. By following Cwikel’s proof (see [9] and [32, Thm. 4.2]), one
can show the weak-type bound
||f(αx+ βp) g(γx+ δp)||
Srw
6 Cd,r
||f ||Lrw(Rd) ||g||Lr(Rd)
|αδ − βγ| dr
(36)
for all 2 < r <∞.
4.2. Proof of Proposition 1: optimality of the Schatten exponent.
Our proof is based on coherent states and ideas from semi-classical analy-
sis. We will introduce a family of operators γ depending on three positive
parameters β, L and µ, which will be chosen appropriately at the end of the
proof. To define γ we use coherent states Fx,ξ, depending on parameters
x, ξ ∈ Rd,
Fx,ξ(z) = (2piβ)
−d/4e−(z−x)
2/(4β)eiξ·z .
These functions are normalized in L2(Rd) and satisfy¨
Rd×Rd
dx dξ
(2pi)d
|Fx,ξ〉〈Fx,ξ| = 1 .
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Now we define
γ =
¨
Rd×Rd
dx dξ
(2pi)d
e−x
2/L2−ξ2/µ|Fx,ξ〉〈Fx,ξ | .
The relevant parameter in our computation is
N =
ˆ
Rd
γ(z, z) dz =
¨
Rd×Rd
dx dξ
(2pi)d
e−x
2/L2−ξ2/µ = AdL
dµd/2
with an explicit constant Ad, depending only on d.
Obviously, γ > 0 and, by the Berezin–Lieb inequality [2, 19],
Trγr 6
¨
Rd×Rd
dx dξ
(2pi)d
e−rx
2/L2−rξ2/µ = r−dN
for r > 1. Therefore the denominator in (9) does not exceed r−d/rN1/r,
uniformly in β. To finish the proof we will now show that, by choosing
β,L, µ appropriately, we can bound the numerator from below by a constant
times N (q+1)/(2q). Then we choose µ and L large and we get the result in
the limit N →∞.
To carry out this strategy we compute the left side explicitly. We give
the main steps of the computation. First,
|eit∆Fx,ξ(z)| =
(
β
2pi(β2 + t2)
)d/4
e
− β
4(β2+t2)
(z−x+2tξ)2
.
Next,
ˆ
Rd
dξ e−ξ
2/µ|eit∆Fx,ξ(z)|2 =
(
βµ
2(β2 + t2 + 2βµt2)
)d/2
e
− β
2(β2+t2+2βµt2)
(x−z)2
and
ργ(t)(z) := ρeit∆γe−it∆(z)
=
¨
Rd×Rd
dx dξ
(2pi)d
e−x
2/L2−ξ2/µ|eit∆Fx,ξ(z)|2
=
(
βµL2
4pi(2β2 + βL2 + 2t2 + 4βµt2)
)d/2
e
− β
2β2+βL2+2t2+4βµt2
z2
.
We finally compute the Lpt (L
q
x) norm of this expression. We haveˆ
Rd
dz ργ(t)(z)
q
=
(
pi
q
)d/2
(4pi)−dq/2
(
µL2
)dq/2 ( β
2β2 + βL2 + 2t2 + 4βµt2
)(q−1)d/2
and, using the fact that p(q − 1)d/q = 2,
ˆ
R
dt
(ˆ
Rd
dz ργ(t)(z)
q
)p/q
= Apd,p
(
µL2
)dp/2 β√
βL2 + 2β2
√
2 + 4βµ
,
where
Apd,p =
(
pi
q
)dp/(2q)
(4pi)−dp/2
ˆ
R
ds
1 + s2
= (qpi)dp/2−12−dp .
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Thus,(ˆ
R
dt
(ˆ
Rd
dz ργ(t)(z)
q
)p/q)1/p
= Ad,p
(
µL2
)d/2 ( 1
L2 + 2β
)1/(2p) ( 1
4µ+ 2β−1
)1/(2p)
= Ad,p(µL
2)d/2−1/(2p)
(
1 +
2β
L2
)−1/(2p)(
4 +
2
βµ
)−1/(2p)
.
Since d/2 − 1/(2p) = d(q + 1)/(4q), we have shown that
(ˆ
R
dt
(ˆ
Rd
dz ργ(t)(z)
q
)p/q)1/p
=
Ad,p
A
(q+1)/(2q)
d
N (q+1)/(2q)
(
1 +
2β
L2
)−1/(2p) (
4 +
2
βµ
)−1/(2p)
.
In a parameter regime where 1/µ≪ β ≪ L2, we obtain(ˆ
R
dt
(ˆ
Rd
dz ργ(t)(z)
q
)p/q)1/p
∼ 2
−1/pAd,p
A
(q+1)/(2q)
d
N (q+1)/(2q) ,
as claimed. 
4.3. Proof of Proposition 2: the end point. Let us define the operator
BV :=
ˆ
R
e−it∆V (t, x)eit∆ dt, (37)
whose kernel in Fourier space is given by
B̂V (p, q) = (2pi)
− d
2
ˆ
R
eitp
2FxV (t, p− q)e−itq2 dt = (2pi)
1−d
2 V̂ (p2 − q2, p− q).
Here Fx is the Fourier transform with respect to the space variable x and
V̂ = FtFxV denotes the Fourier transform of V with respect to both space
and time. We deduce that
TrBd+1V =
ˆ
Rd
dp
ˆ
Rd
dp1 · · ·
ˆ
Rd
dpd B̂V (p, p1)B̂V (p1, p2) · · ·
· · · B̂V (pd−1, pd)B̂V (pd, p)
= (2pi)
1−d2
2
ˆ
Rd
dp
ˆ
Rd
dp1 · · ·
ˆ
Rd
dpd V̂ (p
2 − p21, p− p1)×
× V̂ (p21 − p22, p1 − p2) · · · V̂ (p2d−1 − p2d, pd−1 − pd)V̂ (p2d − p2, pd − p).
STRICHARTZ INEQUALITY FOR ORTHONORMAL FUNCTIONS 15
Note that the integral always makes sense in [0,∞] since V̂ > 0 by assump-
tion. We now introduce new variables as follows:
k1 = p− p1
k2 = p1 − p2
...
kd = pd−1 − pd
u = p+ pd.
A simple calculation shows that
TrBd+1V = 2
−
(d+1)2
2 pi
1−d2
2
ˆ
Rd
du
ˆ
Rd
dk1 · · ·
ˆ
Rd
dkd
V̂
(
k1 · (u+ k2 + · · ·+ kd), k1
)
V̂
(
k2 · (u− k1 + k3 + · · · + kd), k2
)× · · ·
· · ·× V̂ (kd · (u−k1−· · ·−kd−1), kd)V̂ (−u · (k1+ · · ·+kd),−k1−· · ·−kd).
We change again variables and define v := K−1u where K is the matrix
which contains k1, ..., kd on its rows. This matrix is such that (K
T )−1ki = ei,
the canonical basis. We get
TrBd+1V = 2
− (d+1)
2
2 pi
1−d2
2
ˆ
Rd
dv
ˆ
Rd
dk1 · · ·
ˆ
Rd
dkd
1
|detK|
V̂
(
v1 + k1 · (k2 + · · · + kd), k1
)
V̂
(
v2 + k2 · (−k1 + k3 + · · ·+ kd), k2
)× · · ·
· · · × V̂ (vd+ kd · (−k1− · · · − kd−1), kd)V̂ (− v1− · · · − vd,−k1− · · · − kd).
Changing again variables we get
TrBd+1V = 2
−
(d+1)2
2 pi
1−d2
2
ˆ
Rd
dw
ˆ
Rd
dk1 · · ·
ˆ
Rd
dkd
1
|detK| V̂
(
w1, k1
)×
× V̂ (w2, k2) · · · V̂ (wd, kd)V̂ (−w1 − · · · − wd,−k1 − · · · − kd).
Note that
|det(K)| = |k1| · · · |kd| |det(ω1, ..., ωd)|
with ωj = kj |kj |−1. Since V ∈ L∞c (R×Rd), we have V̂ > 0 on an open set,
and we see that our integral can only be finite if the function
(ω1, ..., ωd) ∈ (Sd−1)d 7→ |det(ω1, ..., ωd)|−1
belongs to L1(Sd−1)d. But it is well-known that this is never the case (see,
e.g., [11, 14, 35] and the references therein). For instance, in dimension
d = 3, we can compute in spherical coordinatesˆ
S2
dω1
ˆ
S2
dω2
ˆ
S2
dω3
1
|det(ω1, ω2, ω3)|
= 4pi
ˆ
S2
dω2
ˆ
S2
dω3
1
|det(e3, ω2, ω3)|
= 4pi
ˆ pi
0
sin θ dθ
ˆ 2pi
0
dϕ
ˆ pi
0
sin θ′ dθ′
ˆ 2pi
0
dϕ′
1
sin θ sin θ′| sin(ϕ− ϕ′)|
= +∞.
16 R.L. FRANK, M. LEWIN, E.H. LIEB, AND R. SEIRINGER
In the first line we have used that by rotation-invariance, the integral over
ω2 and ω3 does not depend on ω1. In the second line we have written ω2 =
(cosϕ sin θ, sinϕ sin θ, cos θ) and ω3 = (cosϕ
′ sin θ′, sinϕ′ sin θ′, cos θ′), which
gives
|det(e3, ω2, ω3)| = | cosϕ sin θ sinϕ′ sin θ′ − cosϕ′ sin θ′ sinϕ sin θ|
= sin θ sin θ′ | sin(ϕ− ϕ′)|.
The argument is similar in other dimensions. 
4.4. Proof of Theorem 3: the wave operator. We have already esti-
mated W(1)V,±(t0) in S2q
′
in Theorem 2 and the proof can be applied in the
same way to bound the Sm norm of W(n)V,±(t0), where m = 2⌈q′/n⌉ is the
smallest even integer which is > 2q′/n. We need an even integer to have
that
∣∣∣∣∣∣W(n)V,±(t0)∣∣∣∣∣∣m
Sm
= Tr
(W(n)V,±(t0)W(n)V,±(t0)∗)m/2. We only have to discuss
the large-n behavior of the constant in this estimate. To do so, we assume
n > q′ and we look at∣∣∣∣∣∣W(n)V,+(t0)∣∣∣∣∣∣2
S2
=
ˆ
t06t16···6tn
dt1 · · · dtn
ˆ
t06s16···6sn
ds1 · · · dsn
Tr
(
V
(
tn, x+ 2(tn − t0)p
) · · · · · ·V (t1, x+ 2(t1 − t0)p)×
× V (s1, x+ 2(s1 − t0)p) · · · · · ·V (sn, x+ 2(sn − t0)p)).
The argument is exactly the same for W(n)V,−. Using (30) as in the proof of
Theorem 2, we find∣∣∣∣∣∣W(n)V,+(t0)∣∣∣∣∣∣2
S2
6 (4pi)
− dn
q′
ˆ
t16···6tn
dt1 · · · dtn
ˆ
s16···6sn
ds1 · · · dsn
× v(t1) · · · v(tn) v(s1) · · · v(sn)
|t1 − t2|
d
2q′ · · · |tn − sn|
d
2q′ |sn − sn−1|
d
2q′ · · · |s1 − t1|
d
2q′
where we have denoted v(s) := ||V (s, ·)||Lq′ (Rd) 1(s > t0) for short. Now we
introduce two parameters 0 < θ < 1 and α > p′ (to be chosen later) and we
write v = vθv1−θ. By Ho¨lder’s inequality we find∣∣∣∣∣∣W(n)V,+(t0)∣∣∣∣∣∣2
S2
6 (4pi)
− dn
q′
(¨
t16···6tn
s16···6sn
v(t1)
θα · · · v(tn)θαv(s1)θα · · · v(sn)θα
) 1
α
×
¨
t16···6tn
s16···6sn
v(t1)
(1−θ)α′ · · · v(tn)(1−θ)α′ v(s1)(1−θ)α′ · · · v(sn)(1−θ)α′
|t1 − t2|
dα′
2q′ · · · |tn − sn|
dα′
2q′ |sn − sn−1|
dα′
2q′ · · · |s1 − t1|
dα′
2q′
 1α′
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with α′ = α/(α − 1). By symmetry of the integrand with respect to the
times tj and sj, we have¨
t16···6tn
s16···6sn
v(t1)
θα · · · v(tn)θαv(s1)θα · · · v(sn)θα = 1
(n!)2
(ˆ
R
v(t)θα dt
)2n
.
For the other integral, we drop the time ordering for an upper bound, and
we remark that it can then be written as a trace¨
v(t1)
(1−θ)α′ · · · v(tn)(1−θ)α′ v(s1)(1−θ)α′ · · · v(sn)(1−θ)α′
|t1 − t2|
dα′
2q′ · · · |tn − sn|
dα′
2q′ |sn − sn−1|
dα′
2q′ · · · |s1 − t1|
dα′
2q′
= (2pi)−nA2n TrL2(R)
(
1
|i∂t|
1−dα′/(2q′)
2
v(t)(1−θ)α
′ 1
|i∂t|
1−dα′/(2q′)
2
)2n
= (2pi)−nA2n
∣∣∣∣∣
∣∣∣∣∣ 1|i∂t| 1−dα′/(2q′)2 v(t)
(1−θ)α′
2
∣∣∣∣∣
∣∣∣∣∣
4n
S4n(L2(R))
.
Here
A = 2
1
2
(1−dα′/q′)
Γ
(
1−dα′/(2q′)
2
)
Γ
(
dα′
4q′
)
is the constant such that A|p|dα′/(2q′)−1 is the Fourier transform of |t|−dα′/(2q′).
Now we use Cwikel’s inequality
||g(i∂t)f(t)||Srw 6 Cr ||g||Lrw ||f ||Lr , ∀r > 2
(see [9] and [32, Thm. 4.2]) and get∣∣∣∣∣
∣∣∣∣∣ 1|i∂t| 1−dα′/(2q′)2 v(t)
(1−θ)α′
2
∣∣∣∣∣
∣∣∣∣∣
S4n
6
∣∣∣∣∣
∣∣∣∣∣ 1|i∂t| 1−dα′/(2q′)2 v(t)
(1−θ)α′
2
∣∣∣∣∣
∣∣∣∣∣
S
2
1−dα′/(2q′)
w
6 C ||v||(1−θ)α′/2
L
(1−θ)α′
1−dα′/(2q′)
,
provided that 4n > 2(1 − dα′/(2q′))−1. In conclusion we have proved the
inequality ∣∣∣∣∣∣W(n)V,+(t0)∣∣∣∣∣∣
S2
6
Cn
(n!)
1
α
||v||θnLθα ||v||(1−θ)n
L
(1−θ)α′
1−dα′/(2q′)
.
In order to get our result, we have to choose θ and α such as to satisfy the
conditions
0 6 θ 6 1, 1 < α′ <
2q′
d
, θα =
(1− θ)α′
1− dα′2q′
, 4n >
2
1− dα′2q′
.
For any fixed 1 < α′ < 2q′/d (where we recall that q′ > d + 2), we can find
θ ∈ (0, 1) satisfying the above equations. A simple calculation then shows
that θα = p′, as we want. Choosing n larger than 2−1(1 − dα′/(2q′))−1
finally gives ∣∣∣∣∣∣W(n)V,+(t0)∣∣∣∣∣∣
S2
6
Cn
(n!)
1
α
||v||nLp′ =
Cn
(n!)
1
α
||V ||n
Lp
′
t (L
q′
x )
,
as was claimed. 
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