It is shown that if f is analytic in z ∈ D = {z : |z| < 1} with f (z) = z + ∞ n=2 a n z n , and is convex in one direction, then the second Hankel determinant H 2 (2) = |a 2 a 4 − a 2 3 | 1. The inequality is sharp.
Introduction and definitions
Let S be the class of analytic normalised univalent functions f , defined for z ∈ D = {z : |z| < 1} and given by f (z) = z + ∞ n=2 a n z n .
(1.1)
Denote by S * the subset of functions g, starlike with respect to the origin, so that g ∈ S * if, and only if, for z ∈ D, Re zg (z) g(z) > 0.
Denote by K the set of close-to-convex functions, so that f ∈ K, if and only if there exists g ∈ S * such that for z ∈ D and
The qth Hankel determinant of a function f given by (1.1) is defined for q 1 and n 0 as follows,
In recent years a great deal of attention has been devoted to finding estimates of Hankel determinants whose elements are the coefficients of univalent (and p-valent) functions. For f ∈ S, growth results have been established for the general Hankel determinant H q (n), [1, 8] . The second Hankel determinant H 2 (2) = |a 2 a 4 − a 2 3 | has received more attention, with significant results being obtained for f ∈ S in [1, 7] .
For starlike functions, the sharp inequality H 2 (2) 1 was found in [2] , and many other results have been obtained for H 2 (2) for a variety of subclasses of S, most of which are subclasses of S * . The problem of finding the best possible upper bound for H 2 (2) for close-to-convex functions has evaded solution, the obvious question being to decide whether the result for starlike functions extends to close-to-convex functions.
Moving from the starlike to the close-to-convex functions is often not straightforward, since in K, the Koebe function k(z) = z/(1 − z) 2 turns out not to be the extremal function in some cases. For example the Fekete-Szegö problem, and the sharp upper bounds for coefficients of the logarithmic function log f (z) z both have different solutions in K to those in S * , and are not extremal when f (z) is the Koebe function [3, 9] .
2) gives functions convex in the positive (negative) direction of the real axis, defined by the relation
Such functions where considered in [5] , where they were also called close-toconvex functions with respect to the Koebe function. We note at this point that any domain that is convex in one direction, can be rotated so that it is convex in the direction of the imaginary axis.
We denote the class of functions satisfying (1.3) by C α R + , which is geometrically equivalent to the condition that f (D) is a domain such that {ω + t :
In [5] the solution to the Fekete-Szegö problem for f ∈ C α R + was given. This necessarily involved a complicated maximisation process involving an expression including the parameter α and the coefficients a 2 and a 3 in (1.1). The corresponding maximisation process for H 2 (2) when f ∈ C α R + involves a much more complicated expression resulting from the addition of the coefficient a 4 . For simplicity, and so as to establish our theorem concerning Hankel determinants, we will assume that α = 0, so that (1.3) becomes
We denote this class of functions by CR + .
Next let h ∈ P , the class of functions with positive real part in D and write
We shall make use the following well-known result [6] .
Lemma
If h ∈ P with coefficients c n as above, then |c n | n for n 1, and for some complex valued x with |x| 1, and some complex valued ζ with |ζ| 1
We prove the following, which shows that the result for starlike functions extends to functions convex in one direction.
Theorem
The inequality is sharp.
Proof. From (1.4) we write (1 − z) 2 f (z) = h(z) and equating coefficients from (1.1) and (1.5) obtain
We now use the lemma to express c 2 and c 3 in terms of c 1 , and since without loss in generality we may normalise the coefficient c 1 to assume that c 1 = c, where c ∈ [0, 2], we obtain after simplification where for simplicity we have written X = 4 − c 2 .
Noting that 12 − 4c − c 2 0 for c ∈ [0, 2], and |ζ| 1, we now use the triangle inequality to obtain H 2 (2) | −to be maximised is much more complicated, and the method does not appear to give a sharp estimate.
