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Introduction: The study of the random fixed point theorems in abstract spaces is initiated by 
Hans [3] and is the stochastic generalizations of the classical fixed point theorems in 
separable Banach spaces. The research along this line gained momentum after the publication 
of the paper by Bharucha – Reid [1] and since then several random fixed point theorems have 
been proved in the literature. Random operator theory is needed for the study of various 
classes of random equations. Now this theory has become the full fledged research area and 
various ideas associated with random fixed point theory are used to obtain the solution of non 
linear random system [7]. The study of the random fixed point theory has attracted much 
attention in recent years [2, 5, 6]. In this paper we construct a sequence of measurable 
functions and consider its convergence to the common unique random fixed point of four 
continuous random operators defined on a non – empty closed subset of a separable Hilbert 
space. For the purpose of obtaining the random fixed point of the four continuous random 
operators, we have used a rational inequality and the parallogram law. 
Preliminaries: 
Throughout this paper (Ω, ∑) denotes a measurable space consisting of a set Ω and sigma 
algebra ∑ of subsets of Ω. H stands for a separable Hilbert space, and C is a non – empty 
closed subset of H. 
Definition 2.1: A function f: Ω  C is said to be measurable if 𝑓−1 (B ∩ C) Є ∑ for every 
Borel subset B of H. 
Definition 2.2: A function F: Ω  C  C is said to be random operator if F (., x): Ω  C is 
measurable for every x Є C. 
Definition 2.3: A measurable function g: Ω  C is said to be random fixed point of the 
random operator F: Ω  C  C if F (t, g (t)) = g (t) for all t Є Ω. 
Definition 2.4: A random operator F: Ω  C  C is said to be continuous if for fixed t Є Ω, F 
(t,.): C  C is continuous. 
Main Result: 
Theorem 1: Let C be a non – empty closed subset of a separable Hilbert space H. Let E, F, S, 
T be four continuous random operators defined on C such that for t Є Ω, E(t, .), F(t, .), T(t, .), 
S(t, .) : C  C satisfy condition.  
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‖Ex −  Fy‖2 ≤  𝛽1  
‖y − Ty‖2 [ 1+‖x – Sx‖
2 
]
1+‖x − y‖2 
    + 𝛽2 [‖x –  Sx‖
2 
+ ‖y −  Ty‖2] 
                            +  𝛽3 
‖Sx – Ex‖
2 
[‖Ty – Fy‖
2
+‖Ex − Ty‖2
‖Sx − Ty‖2+‖Ex − Ty‖2
 + 𝛽4 
‖Ex − Ty‖2[‖Sx – Ex‖
2 
+‖Ty – Fy‖
2 
‖Sx − Ty‖2+‖Ex − Ty‖2
 
                            +𝛽5 
‖Sx – Ex‖
2 
‖Ty – Fy‖
2
‖Sx − Ty‖2
 + 𝛽6 
‖Ty – Fy‖
2 
[1+‖Sx – Ex‖
2 
]
1+‖Sx − Ty‖2
  
                            + 𝛽7 
‖Sx − Fy‖2 [‖Sx – Ex‖
2 
+‖Ty – Fy‖
2
‖Sx − Fy‖2+‖Ex − Ty‖2
                                                               (1) 
for each x, y Є C, Sx ≠ Ty and ‖Sx −  Ty‖2 + ‖Ex −  Ty‖2  ≠ 0 𝑎𝑛𝑑  𝛽1, 𝛽2 , 𝛽3, 𝛽4, 𝛽5,
𝛽6, 𝛽7  being positive real number.  Then E, F, T, S have a common unique random fixed 
point in C. 
Proof: Let the function 𝑔0: Ω → 𝐶 be arbitrary measurable function. By (1), there exists a 
function 𝑔1 : Ω → 𝐶 such that T (t, 𝑔1(𝑡)) = 𝐸(𝑡, 𝑔0(𝑡)) 𝑓𝑜𝑟 𝑡 Є Ω and for this function 
𝑔1:  Ω → 𝐶, we can choose another function 𝑔2: Ω → 𝐶 such that F(t, 𝑔1(𝑡)) = S(t, 𝑔2(t)) for 
t Є Ω, and so on. Inductively, we can define a sequence of functions for t Є Ω, {𝑦𝑛(𝑡)} such 
that 
𝑦2𝑛(𝑡) = T (t, 𝑔2𝑛+1(𝑡)) = 𝐸(𝑡, 𝑔2𝑛(𝑡)) and 𝑦2𝑛+1(𝑡) = 𝑆(𝑡, 𝑔2𝑛+2(𝑡)) = 𝐹(𝑡, 𝑔2𝑛+1(𝑡)) for 
t Є Ω and n = 0, 1, 2, 3 . . .                                                                                           (2) 
From (1). Now consider for t Є Ω 
‖𝑦2𝑛(𝑡)– 𝑦2𝑛+1(𝑡)‖
2 
= ‖𝐸(𝑡, 𝑔2𝑛(𝑡) –  𝐹(𝑡, 𝑔2𝑛+1(𝑡)‖
2    
𝛽1  
‖S(t,𝑔2𝑛(𝑡))  − E(t,𝑔2𝑛(𝑡))‖
2 [‖T(t,𝑔2𝑛+1(𝑡)) – F(t,𝑔2𝑛+1(𝑡))‖
2 
+ ‖E(t,𝑔2𝑛(𝑡)) – T(t,𝑔2𝑛+1(𝑡))‖
2 
+ ‖S(t,𝑔2𝑛(𝑡)) – F(t,𝑔2𝑛+1(𝑡))‖
2 
]
‖S(t,𝑔2𝑛(𝑡)) − T(t,𝑔2𝑛+1(𝑡))‖
2 + ‖E(t,𝑔2𝑛(𝑡)) − T(t,𝑔2𝑛+1(𝑡))‖
2           
+𝛽2   
‖E(t,𝑔2𝑛(𝑡))−T(t,𝑔2𝑛+1(𝑡))‖
2[‖S(t,𝑔2𝑛(𝑡))–E(t,𝑔2𝑛(𝑡))‖
2 
+‖E(t,𝑔2𝑛(𝑡)) – F(t,𝑔2𝑛+1(𝑡))‖
2 
+‖T(t,𝑔2𝑛+1(𝑡))–F(t,𝑔2𝑛+1(𝑡))‖
2 
]
‖S(t,𝑔2𝑛(𝑡)) − T(t,𝑔2𝑛+1(𝑡))‖
2 + ‖E(t,𝑔2𝑛(𝑡)) − T(t,𝑔2𝑛+1(𝑡))‖
2 ‖E(t,𝑔2𝑛(𝑡)) − F(t,𝑔2𝑛+1(𝑡))‖
2         
+𝛽3
‖S(t,𝑔2𝑛(𝑡))– E(t,𝑔2𝑛(𝑡))‖
2 
‖T(t,𝑔2𝑛+1(𝑡))– F(t,𝑔2𝑛+1(𝑡))‖
2 
‖S(t,𝑔2𝑛(𝑡))– T(t,𝑔2𝑛+1(𝑡))‖
2   
+𝛽4
‖T(t,𝑔2𝑛+1(𝑡)) − F(t,𝑔2𝑛+1(𝑡))‖
2 [1+ ‖S(t,𝑔2𝑛(𝑡)) – E(t,𝑔2𝑛(𝑡))‖
2 
]
1+ ‖S(t,𝑔2𝑛(𝑡)) − T(t,𝑔2𝑛+1(𝑡))‖
2 +𝛽5 
‖S(t,𝑔2𝑛(𝑡))  − E(t,𝑔2𝑛(𝑡))‖
2‖T(t,𝑔2𝑛+1(𝑡)) – F(t,𝑔2𝑛+1(𝑡))‖
2 
‖S(t,𝑔2𝑛(𝑡)) − T(t,𝑔2𝑛+1(𝑡))‖
2  
+ 𝛽6 
‖T(t,𝑔2𝑛+1(𝑡)) – F(t,𝑔2𝑛+1(𝑡))‖
2 
[1+‖S(t,𝑔2𝑛(𝑡))  − E(t,𝑔2𝑛(𝑡))‖
2]
1+‖S(t,𝑔2𝑛(𝑡)) − T(t,𝑔2𝑛+1(𝑡))‖
2  
+ 𝛽7 
‖S(t,𝑔2𝑛(𝑡)) – F(t,𝑔2𝑛+1(𝑡))‖
2 
 [‖S(t,𝑔2𝑛(𝑡)) − E(t,𝑔2𝑛(𝑡))‖
2
+‖T(t,𝑔2𝑛+1(𝑡))– F(t,𝑔2𝑛+1(𝑡))‖
2 
]
‖S(t,𝑔2𝑛(𝑡)) – F(t,𝑔2𝑛+1(𝑡))‖
2 
+ ‖E(t,𝑔2𝑛(𝑡)) – T(t,𝑔2𝑛+1(𝑡))‖
2  
‖𝑦2𝑛(𝑡)– 𝑦2𝑛+1(𝑡)‖
2 
   𝛽1  
‖𝑦2𝑛−1(𝑡)  − 𝑦2𝑛(𝑡)‖
2 [‖𝑦2𝑛(𝑡) – 𝑦2𝑛+1(𝑡)‖
2 
+ ‖𝑦2𝑛(𝑡) – 𝑦2𝑛(𝑡)‖
2 
+ ‖𝑦2𝑛−1(𝑡) – 𝑦2𝑛+1(𝑡)‖
2 
]
‖𝑦2𝑛−1(𝑡) −𝑦2𝑛(𝑡)‖
2 + ‖𝑦2𝑛(𝑡) − 𝑦2𝑛(𝑡)‖
2           
                                          +𝛽2   
‖𝑦2𝑛(𝑡)−𝑦2𝑛(𝑡)‖
2[‖𝑦2𝑛−1(𝑡)–𝑦2𝑛(𝑡)‖
2 
+‖𝑦2𝑛(𝑡) – 𝑦2𝑛+1(𝑡)‖
2 
+‖𝑦2𝑛(𝑡)–𝑦2𝑛+1(𝑡)‖
2 
]
‖𝑦2𝑛−1(𝑡) − 𝑦2𝑛(𝑡)‖
2 + ‖𝑦2𝑛(𝑡) − 𝑦2𝑛(𝑡)‖
2 ‖𝑦2𝑛(𝑡) −𝑦2𝑛+1(𝑡)‖
2         
                                          +𝛽3
‖𝑦2𝑛−1(𝑡) − 𝑦2𝑛(𝑡)‖
2 ‖𝑦2𝑛(𝑡) − 𝑦2𝑛+1(𝑡)‖
2 
‖𝑦2𝑛−1(𝑡) − 𝑦2𝑛(𝑡)‖
2  + 𝛽4
‖𝑦2𝑛(𝑡) −𝑦2𝑛+1(𝑡)‖
2 [1+ ‖𝑦2𝑛−1(𝑡) – 𝑦2𝑛(𝑡)‖
2 
]
1+ ‖𝑦2𝑛−1(𝑡) − 𝑦2𝑛(𝑡)‖
2   
                                          +𝛽5 
‖𝑦2𝑛−1(𝑡)  − 𝑦2𝑛(𝑡)‖
2‖𝑦2𝑛(𝑡) – 𝑦2𝑛+1(𝑡)‖
2 
‖𝑦2𝑛−1(𝑡) − 𝑦2𝑛(𝑡)‖
2  + 𝛽6 
‖𝑦2𝑛(𝑡) –𝑦2𝑛+1(𝑡)‖
2 
[1+‖𝑦2𝑛−1(𝑡)  −𝑦2𝑛(𝑡)‖
2]
1+‖𝑦2𝑛−1(𝑡) −𝑦2𝑛(𝑡)‖
2  
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                                        + 𝛽7 
‖𝑦2𝑛−1(𝑡) –𝑦2𝑛+1(𝑡)‖
2 
 [‖𝑦2𝑛−1(𝑡)− 𝑦2𝑛(𝑡)‖
2+‖𝑦2𝑛(𝑡)− 𝑦2𝑛+1(𝑡)‖
2 ]
‖𝑦2𝑛−1(𝑡) –𝑦2𝑛+1(𝑡)‖
2 
+ ‖𝑦2𝑛(𝑡) –𝑦2𝑛(𝑡)‖
2  
                                        =𝛽1 [‖𝑦2𝑛(𝑡)– 𝑦2𝑛+1(𝑡)‖
2 
+  ‖𝑦2𝑛−1(𝑡) – 𝑦2𝑛+1(𝑡)‖
2 
] + 𝛽3 ‖𝑦2𝑛(𝑡)– 𝑦2𝑛+1(𝑡)‖
2 
                 
                                            +𝛽
4‖𝑦2𝑛−1(𝑡) – 𝑦2𝑛(𝑡)‖
2 +𝛽
5‖𝑦2𝑛(𝑡)– 𝑦2𝑛+1(𝑡)‖
2 +𝛽6‖𝑦2𝑛(𝑡)– 𝑦2𝑛+1(𝑡)‖
2 
 
                                           +𝛽7[‖𝑦2𝑛−1(𝑡) −  𝑦2𝑛(𝑡)‖
2 + ‖𝑦2𝑛(𝑡) −  𝑦2𝑛+1(𝑡)‖
2 ]  
(1 -2 𝛽1 − 𝛽3 − 𝛽5 − 𝛽6 − 𝛽7)‖𝑦2𝑛(𝑡)– 𝑦2𝑛+1(𝑡)‖
2 
  (𝛽1+ 𝛽4+𝛽7) ‖𝑦2𝑛−1(𝑡) −  𝑦2𝑛(𝑡)‖
2 
‖𝑦2𝑛(𝑡)– 𝑦2𝑛+1(𝑡)‖
2 
 (
(𝛽1+ 𝛽4+𝛽7)
(1 −2 𝛽1−𝛽3−𝛽5−𝛽6 − 𝛽7)
) ‖𝑦2𝑛−1(𝑡) − 𝑦2𝑛(𝑡)‖
2 
‖𝑦2𝑛(𝑡)– 𝑦2𝑛+1(𝑡)‖  k ‖𝑦2𝑛−1(𝑡) − 𝑦2𝑛(𝑡)‖ where k = (
(𝛽1+ 𝛽4+𝛽7)
(1 −2 𝛽1−𝛽3−𝛽5−𝛽6 − 𝛽7)
)
1/2
. Replacing 2n by n we get 
‖𝑦𝑛(𝑡)– 𝑦𝑛+1(𝑡)‖  k ‖𝑦𝑛−1(𝑡) − 𝑦𝑛(𝑡)‖ 
on further reducing ‖𝑦𝑛(𝑡)– 𝑦𝑛+1(𝑡)‖  𝐾
𝑛‖𝑦0(𝑡) − 𝑦1(𝑡)‖ for all t Є Ω.                                                        (3) 
Now we shall prove for t Є Ω, {𝑦𝑛(𝑡)} is a Cauchy sequence. For this for every positive integer p we have, t Є 
Ω. 
‖𝑦𝑛(𝑡)– 𝑦𝑛+𝑝(𝑡)‖ = ‖𝑦𝑛(𝑡)– 𝑦𝑛+1(𝑡) + 𝑦𝑛+1(𝑡) −  𝑦𝑛+2(𝑡) + … 𝑦𝑛+𝑝−1(𝑡) − 𝑦𝑛+𝑝(𝑡)‖  
                                   ‖𝑦𝑛(𝑡)– 𝑦𝑛+1(𝑡)‖+ ‖𝑦𝑛+1(𝑡)– 𝑦𝑛+2(𝑡)‖ + . . . +‖𝑦𝑛+𝑝−1(𝑡)– 𝑦𝑛+𝑝(𝑡)‖ 
                                  [𝐾𝑛+ 𝐾𝑛+1 +  … + 𝐾𝑛+𝑝−1] ‖𝑦0(𝑡) −  𝑦1(𝑡)‖ 
                               =   𝐾𝑛[1 + 𝑘 + 𝐾2 + ⋯ +  𝐾𝑝−1]‖𝑦0(𝑡) −  𝑦1(𝑡)‖ 
                                  
𝐾𝑛
(1−𝑘)
  ‖𝑦0(𝑡) −  𝑦1(𝑡)‖ for all t Є Ω.   
‖𝑦𝑛(𝑡)– 𝑦𝑛+𝑝(𝑡)‖  0 as n  ∞ for t Є Ω.                                                                                                         (4) 
From eq (4), it follows that for t Є Ω, {𝑦𝑛(𝑡)} is a Cauchy sequence and hence is convergent in closed subset C 
of Hilbert space H.  
For t Є Ω, let {𝑦𝑛(𝑡)}  y (t) as n ∞.                                                                                                                             (5) 
Since C is closed, g is a function from C to C and consequently the subsequence{𝐸(𝑡, 𝑔2𝑛(𝑡))}, 
{𝐹(𝑡, 𝑔2𝑛+1(𝑡))}{𝑇(𝑡, 𝑔2𝑛+1(𝑡))}and {𝑆(𝑡, 𝑔2𝑛+2(𝑡))} of {𝑦𝑛(𝑡)} for t Є Ω also converges to the {𝑦(𝑡)} and 
continuity of E, F, T, S gives 
{𝐸(𝑡, 𝑆(𝑡, 𝑔𝑛(𝑡))}  𝐸(𝑡, 𝑦 (𝑡)),{𝑆(𝑡, 𝐸(𝑡, 𝑔𝑛(𝑡))}  𝑆(𝑡, 𝑦 (𝑡)), 
 {𝐹(𝑡, 𝑇(𝑡, 𝑔𝑛(𝑡))}  𝐹(𝑡, 𝑦 (𝑡)) and  {𝑇(𝑡, 𝑆(𝑡, 𝑔𝑛(𝑡))}  𝑇(𝑡, 𝑦 (𝑡)) 
𝐸(𝑡, 𝑦 (𝑡)) =  𝑆(𝑡, 𝑦 (𝑡)), 𝐹(𝑡, 𝑦 (𝑡)) =  𝑇(𝑡, 𝑦 (𝑡))𝑓𝑜𝑟 𝑡 Є Ω 𝑓𝑟𝑜𝑚 (1)                                                           (6) 
Consider for t Є Ω 
‖𝐸(𝑡, 𝑦(𝑡))–  y(𝑡)‖
2 
= ‖𝐸(𝑡, 𝑦(𝑡))– 𝑦2𝑛+1(𝑡) + 𝑦2𝑛+1(𝑡) −  y(𝑡)‖
2 
 
                                                                       2‖𝐸(𝑡, 𝑦(𝑡))– 𝑦2𝑛+1(𝑡)‖
2 
+  2‖ 𝑦2𝑛+1(𝑡) −  𝑦(𝑡)‖
2  
                                                                        2‖𝐸(𝑡, 𝑦(𝑡))–  𝐹(𝑡, 𝑔2𝑛+1(𝑡))‖
2 
+  2‖ 𝑦2𝑛+1(𝑡) −  𝑦(𝑡)‖
2 by (4) 
[By Parallelogram law ‖𝑥 + 𝑦‖2   2 ‖𝑥‖2 +  ‖𝑦‖2 ]    
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‖Ex −  Fy‖2 ≤ 2 𝛽1  
‖(t,𝑔2𝑛+1(𝑡)) − T(t,𝑔2𝑛+1(𝑡))‖
2 [ 1+‖(𝑡,𝑦(𝑡)) – S(𝑡,𝑦(𝑡))‖
2 
]
1+‖(𝑡,𝑦(𝑡)) −(t,𝑔2𝑛+1(𝑡))y‖
2      
                            +2 𝛽2 [‖(𝑡, 𝑦(𝑡)) –  S(𝑡, 𝑦(𝑡))‖
2 
+ ‖(t, 𝑔2𝑛+1(𝑡))  −  T(t, 𝑔2𝑛+1(𝑡))‖
2] 
                            + 2 𝛽3 
‖S(𝑡,𝑦(𝑡)) – E(𝑡,𝑦(𝑡))‖
2 
[‖T(t,𝑔2𝑛+1(𝑡)) – F(t,𝑔2𝑛+1(𝑡))‖
2
+‖E(𝑡,𝑦(𝑡)) − T(t,𝑔2𝑛+1(𝑡))‖
2
‖S(𝑡,𝑦(𝑡)) − T(t,𝑔2𝑛+1(𝑡))‖
2+‖E(𝑡,𝑦(𝑡)) − T(t,𝑔2𝑛+1(𝑡))‖
2   
                            +2 𝛽4 
‖E(𝑡,𝑦(𝑡)) − T(t,𝑔2𝑛+1(𝑡))‖
2[‖S(𝑡,𝑦(𝑡)) – E(𝑡,𝑦(𝑡))‖
2 
+‖T(t,𝑔2𝑛+1(𝑡)) – F(t,𝑔2𝑛+1(𝑡))‖
2 
‖S(𝑡,𝑦(𝑡)) − T(t,𝑔2𝑛+1(𝑡))‖
2+‖E(𝑡,𝑦(𝑡)) − T(t,𝑔2𝑛+1(𝑡))‖
2  
                            +2 𝛽5 
‖S(𝑡,𝑦(𝑡)) – E(𝑡,𝑦(𝑡))‖
2 
‖T(t,𝑔2𝑛+1(𝑡)) – F(t,𝑔2𝑛+1(𝑡))‖
2
‖S(𝑡,𝑦(𝑡)) − T(t,𝑔2𝑛+1(𝑡))‖
2   
                            +2 𝛽6 
‖T(t,𝑔2𝑛+1(𝑡)) – F(t,𝑔2𝑛+1(𝑡))‖
2 
[1+‖S(𝑡,𝑦(𝑡)) – E(𝑡,𝑦(𝑡))‖
2 
]
1+‖S(𝑡,𝑦(𝑡)) − T(t,𝑔2𝑛+1(𝑡))‖
2   
                            +2𝛽7
‖S(𝑡,𝑦(𝑡)) − F(t,𝑔2𝑛+1(𝑡))‖
2 [‖S(𝑡,𝑦(𝑡)) – E(𝑡,𝑦(𝑡))‖
2 
+‖T(t,𝑔2𝑛+1(𝑡)) – F(t,𝑔2𝑛+1(𝑡))‖
2
‖S(𝑡,𝑦(𝑡)) − F(t,𝑔2𝑛+1(𝑡))‖
2+‖E(𝑡,𝑦(𝑡)) − T(t,𝑔2𝑛+1(𝑡))‖
2       
                            + 2‖ 𝑦2𝑛+1(𝑡) −  𝑦(𝑡)‖
2  by (2) 
                           ≤ 2 𝛽1  
‖y(t) – y(t)‖
2
 [ 1+‖𝑦(𝑡) – S(𝑡,𝑦(𝑡))‖
2 
]
1+‖𝑦(𝑡) –y(t)‖2 
     
                            +2 𝛽2 [‖𝑦(𝑡) –  S(𝑡, 𝑦(𝑡))‖
2 
+ ‖y(t) –  y(t))‖2] 
                            + 2 𝛽3 
‖S(𝑡,𝑦(𝑡)) – E(𝑡,𝑦(𝑡))‖
2 
[‖y(t) – y(t)‖
2
+‖E(𝑡,𝑦(𝑡)) − y(𝑡))‖2
‖S(𝑡,𝑦(𝑡)) − y(𝑡))‖2+‖E(𝑡,𝑦(𝑡)) − y(𝑡))‖2
  
                            +2 𝛽4 
‖E(𝑡,𝑦(𝑡)) − y(𝑡))‖2[‖S(𝑡,𝑦(𝑡)) – E(𝑡,𝑦(𝑡))‖
2 
+‖y(𝑡)) – y(𝑡))‖
2 
‖S(𝑡,𝑦(𝑡)) − y(𝑡))‖2+‖E(𝑡,𝑦(𝑡)) −y(𝑡))‖2
 
                            +2 𝛽5 
‖S(𝑡,𝑦(𝑡)) – E(𝑡,𝑦(𝑡))‖
2 
‖y(𝑡))−y(𝑡))‖2
‖S(𝑡,𝑦(𝑡)) − y(𝑡))‖2
  
                            +2 𝛽6 
‖y(𝑡)) – y(𝑡))‖
2 
[1+‖S(𝑡,𝑦(𝑡)) – E(𝑡,𝑦(𝑡))‖
2 
]
1+‖S(𝑡,𝑦(𝑡)) −y(𝑡))‖2
  
                            +2𝛽7
‖S(𝑡,𝑦(𝑡)) − y(𝑡))‖2 [‖S(𝑡,𝑦(𝑡)) – E(𝑡,𝑦(𝑡))‖
2 
+‖y(𝑡)) – y(𝑡))‖
2
‖S(𝑡,𝑦(𝑡)) − y(𝑡))‖2+‖E(𝑡,𝑦(𝑡)) − y(𝑡))‖2
    + 2‖ y(𝑡) −  𝑦(𝑡)‖2   
  ‖𝐸(𝑡, 𝑦(𝑡))–  y(𝑡)‖
2 
 (2 𝛽2 + 2𝛽7)[‖𝑦(𝑡)–  S(𝑡, 𝑦(𝑡))‖
2
+ (2 𝛽3 + 2𝛽4) ‖E(𝑡, 𝑦(𝑡))  −  y(𝑡))‖
2       
(1 -  (2 𝛽3 + 2𝛽4)) ‖𝐸(𝑡, 𝑦(𝑡))–  y(𝑡)‖
2 
 (2 𝛽2 + 2𝛽7)‖𝑦(𝑡)–  S(𝑡, 𝑦(𝑡))‖
2
                
(1 -  2( 𝛽2 + 𝛽3 +  𝛽4 + 𝛽7)) ‖𝐸(𝑡, 𝑦(𝑡))–  y(𝑡)‖
2 
  0 
                                               ‖𝐸(𝑡, 𝑦(𝑡))–  y(𝑡)‖
2 
=   0                                                     
     2( 𝛽2 + 𝛽3 + 𝛽4 + 𝛽7) =  1               
                                   E (t, y(t)) = y(t) for t Є Ω                                                                                                    (7) 
From eq (6) and eq (7) 
E (t, y(t)) = y(t) = S(t, y(t)),                                                                                                   (8) 
In an exactly similar way we can prove for all t Є Ω. 
F(t, y(t))= y(t) = T(t, y(t))                                                                                                    (9) 
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Again, if A: Ω  C C is a continuous random operator on a non – empty subset C of a 
separable Hilbert space H then for any measurable function f : Ω  C, the function             
h(t) = A (t, f(t)) is also measurable [8]. It follows from the construction of {𝑦𝑛(𝑡)} by (4) and 
the above consideration that {𝑦𝑛(𝑡)} is a sequence of measurable functions. From (5), it 
follows that y(t) for t Є Ω is also a measurable function. This fact along with (8) and (9) 
shows that g: Ω  C is a common random fixed point of E, F, S, T. 
Uniqueness: Let h: Ω  C be another random fixed point common to E, F, T and S that is for 
t Є Ω, E(t, g(t)) = g(t), F(t, h(t)) = h(t), T(t, h(t)) = h(t), S(t, g(t)) = g(t). Then for t Є Ω. 
‖g(t) −  h(t)‖2 = ‖E(t, g(t)) − F(t, h(t))‖2  
                                          ≤  𝛽1  
‖h(t) – T(t,h(t))‖2 [ 1+‖g(t) – S(t,g(t))‖
2 
]
1+‖g(t) – h(t)‖2 
    
                                              + 𝛽2 [‖g(t) –  S(t, g(t))‖
2 
+ ‖h(t)  −  T(t, h(t))‖2] 
                                       +𝛽3 
‖S(t,g(t)) – E(t,g(t))‖
2 
[‖T(t,h(t)) – F(t,h(t))‖
2
+‖E(t,g(t)) − T(t,h(t))‖2
‖S(t,g(t)) − T(t,h(t))‖2+‖E(t,g(t)) − T(t,h(t))‖2
  
                                               + 𝛽4 
‖E(t,g(t)) − T(t,h(t))‖2[‖S(t,g(t)) – E(t,g(t))‖
2 
+‖T(t,h(t)) – F(t,h(t))‖
2 
‖S(t,g(t)) − T(t,h(t))‖2+‖E(t,g(t)) − T(t,h(t))‖2
 
                                               +𝛽5
‖S(t,g(t))– E(t,g(t))‖
2 
‖T(t,h(t))– F(t,h(t))‖
2
‖S(t,g(t))– T(t,h(t))‖
2   
                                               +𝛽6  
‖T(t,h(t)) – F(t,h(t))‖
2 
[1+‖S(t,g(t)) – E(t,g(t))‖
2 
]
1+‖S(t,g(t)) − T(t,h(t))‖2
  
                                               + 𝛽7 
‖S(t,g(t)) − F(t,h(t))‖2 [‖S(t,g(t)) – E(t,g(t))‖
2 
+‖T(t,h(t)) – F(t,h(t))‖
2
‖S(t,g(t)) − F(t,h(t))‖2+‖E(t,g(t)) − T(t,h(t))‖2
 
                   ‖g(t) −  h(t)‖2  ≤  𝛽1  
‖h(t) – h(t)‖2 [ 1+‖g(t) –g(t))‖
2 
]
1+‖g(t) – h(t)‖2 
    + 𝛽2 [‖g(t) –  g(t)‖
2 
+ ‖h(t)  − h(t))‖2] 
                                         +𝛽3
‖g(t) – g(t)‖
2 
[‖ h(t) –  h(t))‖
2
+‖g(t) − h(t)‖2
‖g(t) − h(t)‖2+‖g(t) − h(t)‖2
  
                                                +𝛽4 
‖g(t) −  h(t)‖2[‖g(t) –g(t))‖
2 
+‖ h(t) –  h(t)‖
2 
‖g(t) −  h(t)‖2+‖g(t) −  h(t)‖2
 
                                               +𝛽5
‖g(t)–g(t)‖
2 
‖ h(t) –  h(t)‖
2
‖g(t) − h(t)‖2
 + 𝛽6 
‖ h(t) –  h(t)‖
2 
[1+‖g(t) – g(t)‖
2 
]
1+‖g(t) −  h(t)‖2
  
                                               + 𝛽7 
‖g(t) −  h(t)‖2 [‖g(t) – g(t)‖
2 
+‖ h(t) – h(t)‖
2
‖g(t) −  h(t))‖2+‖g(t) −  h(t)‖2
 
‖g(t) −  h(t)‖2  ≤ 0 
⇒ g(t) = h(t) for all t Є Ω. 
References: 
[1] Bharucha – Reid, A. T., Fixed Point Theorems in Probabilistic analysis, Bull. Amer. Math. 
Soc., 82, 611 – 645 (1996). 
[2] Choudhary, B.: A common unique fixed point theorem for two random operators in 
Hilbert space. IJMMS, 32(3), 177 – 182 (2002).  
[3] Hans, P. : Random fixed point theorems, Transactions of the Prague Conference on 
Information Theory, Statistical Decision Functions, Random Process, pp. 105 – 125, (1957). 
Mathematical Theory and Modeling                                                                                                                                                  www.iiste.org 
ISSN 2224-5804 (Paper)    ISSN 2225-0522 (Online) 
Vol.5, No.6, 2015 
 
142 
[4]Himmelberg, C. J. Measurable relations, Fund Math, 87, 53 – 72,(1975). 
[5] Nair, S. and shrivastava, S. : Fixed point theorem for Hilbert spac, Jour. Pure Math. 22, 33 
– 37, (2005). 
[6]Nashin, H.: Existence of common random fixed point and random best approximation for 
non – commuting random operators, Bulletin if the Institute of Mathematics vol. 5 No. 1, pp 
25 – 40, (2010). 
[7]Regan, D. O.: Fixed Points and Random Fixed Points for Weakly inward Approximable 
Maps. Proceeding of the American and Mathematical Society 126 No. 10, 3045 – 3053, 
(1998). 
  
 
 
 
 
 
The IISTE is a pioneer in the Open-Access hosting service and academic event management.  
The aim of the firm is Accelerating Global Knowledge Sharing. 
 
More information about the firm can be found on the homepage:  
http://www.iiste.org 
 
CALL FOR JOURNAL PAPERS 
There are more than 30 peer-reviewed academic journals hosted under the hosting platform.   
Prospective authors of journals can find the submission instruction on the following 
page: http://www.iiste.org/journals/  All the journals articles are available online to the 
readers all over the world without financial, legal, or technical barriers other than those 
inseparable from gaining access to the internet itself.  Paper version of the journals is also 
available upon request of readers and authors.  
 
MORE RESOURCES 
Book publication information: http://www.iiste.org/book/ 
Academic conference: http://www.iiste.org/conference/upcoming-conferences-call-for-paper/  
 
IISTE Knowledge Sharing Partners 
EBSCO, Index Copernicus, Ulrich's Periodicals Directory, JournalTOCS, PKP Open 
Archives Harvester, Bielefeld Academic Search Engine, Elektronische Zeitschriftenbibliothek 
EZB, Open J-Gate, OCLC WorldCat, Universe Digtial Library , NewJour, Google Scholar 
 
 
