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Abstract
We consider stochastic multi-armed bandit problems with
graph feedback, where the decision maker is allowed to ob-
serve the neighboring actions of the chosen action. We allow
the graph structure to vary with time and consider both de-
terministic and Erdo˝s-Re´nyi random graph models. For such
a graph feedback model, we first present a novel analysis of
Thompson sampling that leads to tighter performance bound
than existing work. Next, we propose new Information Di-
rected Sampling based policies that are graph-aware in their
decision making. Under the deterministic graph case, we es-
tablish a Bayesian regret bound for the proposed policies that
scales with the clique cover number of the graph instead of
the number of actions. Under the random graph case, we pro-
vide a Bayesian regret bound for the proposed policies that
scales with the ratio of the number of actions over the ex-
pected number of observations per iteration. To the best of
our knowledge, this is the first analytical result for stochastic
bandits with random graph feedback. Finally, using numeri-
cal evaluations, we demonstrate that our proposed IDS poli-
cies outperform existing approaches, including adaptions of
upper confidence bound, -greedy and Exp3 algorithms.
1 Introduction
Multi-Armed Bandits (MAB) have been used as quintessen-
tial models for sequential decision making. In the classical
MAB setting, at each time, a decision maker must choose
an action from a set of K actions with unknown probability
distributions. Choosing an action i at time t reveals a ran-
dom reward Xi(t) drawn from the probability distribution
of action i. The goal is to find policies that minimize the
expected loss due to uncertainty about actions’ distributions
over a given time horizon.
In this work, we consider an important MAB setting,
called the graph-structured feedback or the side-observation
model (Mannor and Shamir 2011; Caron et al. 2012; Bucca-
patnam, Eryilmaz, and Shroff 2014; Tossou, Dimitrakakis,
and Dubhashi 2017), where choosing an action i not only
generates a reward from action i, but also reveals observa-
tions for a subset of the remaining actions.
Such a scenario occurs in social networks, sensors net-
works, and advertising. For example, a decision maker must
Copyright c© 2018, Association for the Advancement of Artificial
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choose one user at each time in an online social network
(e.g., Facebook) to offer a promotion (Caron et al. 2012;
Carpentier and Valko 2016). Each time the decision maker
offers a promotion to a user, he also has an opportunity to
survey the user’s neighbors in the network regarding their
potential interest in a similar offer.1 Users are found to be
more responsive to such surveys using social network infor-
mation compared to generic surveys (Ugander et al. 2011),
and this effect can be leveraged to construct side observa-
tions.
Consider another example, when the actions are adver-
tisements (Mannor and Shamir 2011) - the decision maker
constructs a graph of different vacation places (Hawaii,
Caribbean, Paris, etc.), where links capture similarities be-
tween different places. When a customer shows interest in
one of the places, he is also asked to provide his opinion
about the neighboring places in the graph.
Side-observation models are also applicable to sensor net-
works that monitor events, where an agent must choose one
(or a few) sensor to sample at each time. The reward ob-
tained from choosing a sensor is related to its accuracy of
monitoring the event. Neighboring sensors can communi-
cate their observations to each other and this data aggre-
gation has the desired affect of obtaining side-observations
from neighboring sensors on determining which sensor(s) to
select.
In (Caron et al. 2012; Buccapatnam, Eryilmaz, and Shroff
2014; Buccapatnam et al. 2017; Tossou, Dimitrakakis, and
Dubhashi 2017), the authors propose new policies for the
side observation model in the stochastic bandit setting that
exploit the graph structure to accelerate learning. In (Caron
et al. 2012; Buccapatnam, Eryilmaz, and Shroff 2014),
the authors propose extensions to upper confidence bound
based policies, originally proposed for the classical MAB
setting in (Auer, Cesa-Bianchi, and Fischer 2002). Poli-
cies proposed in (Buccapatnam, Eryilmaz, and Shroff 2014;
Buccapatnam et al. 2017), namely t-greedy-LP and UCB-
LP, are shown to be asymptotically optimal, both in terms
of the network structure and time. In (Tossou, Dimitrakakis,
1This is possible when the online network has an additional sur-
vey feature that generates “side observations”. For example, when
user i is offered a promotion, her neighbors may be queried as fol-
lows: “User i was recently offered a promotion. Would you also be
interested in the offer?”.
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and Dubhashi 2017), the authors analyze the Bayesian regret
performance of another well known classical bandit policy
called Thompson Sampling (TS) (Thompson 1933) for the
side-observation model. We make the following important
contributions to this existing literature on graphical bandits:
• For the graph structured MAB feedback model we al-
low the side observation graph to vary with time. We fo-
cus on developing a problem-independent Bayesian re-
gret bound. We provide a tighter bound for Thompson
sampling, given in terms of the clique cover number
of the side-observation graph than the bound presented
in (Tossou, Dimitrakakis, and Dubhashi 2017).
• We also propose three algorithms, all of which are based
on the approach of Information Directed Sampling (IDS)
developed in (Russo and Van Roy 2014). We show that
these algorithms enjoy the same theoretical bounds as
Thompson Sampling in terms of the clique cover num-
ber of the graph. However, using numerical evaluations,
we show in Section 7, that IDS based policies outperform
existing policies in (Buccapatnam, Eryilmaz, and Shroff
2014), that are provably asymptotically optimal both in
terms of network structure and time. Hence, this raises the
open question of how to determine better Bayesian regret
bounds for our IDS based policies in terms of the network
structure.
• In contrast with existing works, we also consider the
novel setting of a time variant random graph feedback
model, where side observations from neighboring actions
are obtained with a probability rt in time t.2 We provide
Bayesian regret bounds for Thompson Sampling and our
proposed IDS based policies for this probabilistic model
as well. We believe that our work provides the first result
for stochastic bandits with random graph feedback.
2 Related Work
Our work is related to (Russo and Van Roy 2014), the au-
thors of which propose a novel approach called IDS. IDS
samples each action in a manner that minimizes the ratio
between the squared expected single-period regret and the
mutual information between optimal action and the next ob-
servation. It has been shown in (Russo and Van Roy 2014)
using numerical simulations that IDS outperforms TS and
Upper Confidence Bound (UCB) (Auer, Cesa-Bianchi, and
Fischer 2002) in the classical bandit setting. This motivated
us to investigate extensions of IDS policy for the stochastic
bandits with graph feedback and compare with adaptions of
TS and UCB policies, which have been studied by (Caron et
al. 2012; Buccapatnam, Eryilmaz, and Shroff 2014; Tossou,
Dimitrakakis, and Dubhashi 2017).
The Thompson Sampling algorithm as analyzed
in (Tossou, Dimitrakakis, and Dubhashi 2017) does not
explicitly use the graph structure in each step for its opera-
tion (similar to UCB-N algorithm proposed in (Caron et al.
2012)). This is attractive when such graphical information
2This models the scenario of sensor networks where errors due
to channel conditions can cause side observations to be randomly
erased.
is difficult to obtain, a case also studied in (Cohen, Hazan,
and Koren 2016). However, in many cases such as the
problem of promotions in online social networks and sensor
networks, the graph structure is revealed or can be learned
a priori. When such knowledge is available, (Buccapatnam,
Eryilmaz, and Shroff 2014) show that using graphical
information to make choices in each time helps in obtaining
the optimal regret both in terms of network structure and
time asymptotically. This work motivated us to investigate
extensions of IDS policies that exploit the knowledge of
network structure in our work. Using numerical evaluations,
we find that IDS policies outperform asymptotically optimal
policies presented in (Buccapatnam, Eryilmaz, and Shroff
2014).
Non-stochastic bandits with graph feedback have been
studied by a line of work (Mannor and Shamir 2011;
Alon et al. 2013; Koca´k et al. 2014; Alon et al. 2014;
2015). Other related partial feedback models include label
efficient bandit in (Audibert and Bubeck 2010) and predic-
tion with limited advice in (Seldin et al. 2014), where side
observations are limited by a budget. A summary of the ban-
dits on graphs can be found in (Valko 2016).
3 Problem Formulation
3.1 Stochastic Bandit Model
We consider a Bayesian formulation of the stochastic K-
armed bandit problem in which uncertainties are modeled
as random variables. At each time t ∈ N, a decision
maker chooses an action At from a finite action set K =
{1, . . . ,K} and receives the corresponding random reward
Yt,At . Without loss of generality, we assume the space of
possible rewards Y = [0, 1]. Note that the results in this
work can be extended to the case where reward distributions
are sub-Gaussian. There is a random variable Yt,a ∈ Y as-
sociated with each action a ∈ K and t ∈ N. We assume
that {Yt,a,∀a ∈ K} are independent for each time t. Let
Y t , (Yt,a)a∈K be the vector of random variables at time
t ∈ N. The true reward distribution p∗ is a distribution over
YK , which is randomly drawn from the family of distribu-
tions P and unknown to the decision maker. Conditioned on
p∗, (Y t)t∈N is an independent and identically distributed se-
quence with each element Y t sampled from the distribution
p∗.
Let A∗ ∈ arg maxa∈K E[Yt,a|p∗] be the true optimal ac-
tion conditioned on p∗. Then the T period regret of the de-
cision maker is the expected difference between the total re-
wards obtained by an oracle that always chooses the optimal
action and the accumulated rewards up to time horizon T .
Formally, we study the expected regret
E[R(T )] = E
[
T∑
t=1
Yt,A∗ − Yt,At
]
, (1)
where the expectation is taken over the randomness in the
action sequence (A1, . . . , AT ) and the outcomes (Y t)t∈N
and over the prior distribution over p∗. This notion of regret
is also known as Bayesian regret or Bayes risk.
3.2 Graph Feedback Model
In this problem, we assume the existence of side observa-
tions, which is described by a graph Gt = (K, Et) over the
action set for each time t. The graph Gt may be directed
or undirected and can be dependent on time t. At each time
t, the decision maker observes the reward Yt,At for play-
ing action At as well as the outcome Yt,a for each action
a ∈ {a ∈ K|(At, a) ∈ Et}. Note that it becomes the classi-
cal bandit feedback setting when the graph is empty (i.e., no
edge exists) and it becomes the full-information (expert) set-
ting when the graph is complete for all time t. In this work,
we study two types of graph feedback models: deterministic
graph and Erdo˝s-Re´nyi random graph.
Deterministic graph. In the deterministic graph feedback
model, we assume that the graph Gt is fixed before the de-
cision is made at each time t. Let Gt ∈ RK×K be the adja-
cent matrix that represents the deterministic graph feedback
structure Gt. LetGt(i, j) be the element at the i-th row and
j-th column of the matrix. Then Gt(i, j) = 1 if there exists
an edge (i, j) ∈ Et and Gt(i, j) = 0 otherwise. Note that
we assumeGt(i, i) = 1 for any i ∈ K.
Definition 1. (Clique cover number) A Clique of a graph
G = (K, E) is a subset S ⊆ K such that the sub-graph
formed by S and E is a complete graph. A Clique cover of a
graphG = (K, E) is a partition ofK, denoted by C, such that
S is a clique for each S ∈ C. The cardinality of the small-
est clique cover is called the clique cover number, which is
denoted by χ(G).
In this work, we slightly abuse the notation of clique cover
number and use χ(Gt) and χ(Gt) interchangeably sinceGt
fully characterizes the graph structure Gt.
Erdo˝s-Re´nyi Random Graph. In the Erdo˝s-Re´nyi ran-
dom graph feedback model, we assume that the graph Gt is
generated from an Erdo˝s-Re´nyi model with time-dependent
parameter rt after the decision is made at each time t. In
other words, the decision maker can reveal the outcome Yt,a
with probability rt for each action a 6= At at time t. This
feedback model is also known as probabilistically triggered
arms (Chen et al. 2016).
We generalize the adjacent matrix representation of a de-
terministic graph feedback model to a random graph feed-
back model, such that each (i, j)-th element of the matrix is
the probability of observing action j via playing action i. For
each time t, the adjacent matrix is denoted byGt to unify the
representation of our algorithms and analysis. Then, we have
that Gt(i, i) = 1 for any i ∈ K and Gt(i, j) = rt for any
i 6= j. Note that parameter rt fully characterizes the random
graph feedback model.
3.3 Randomized Policies
We define all random variables with respect to a probability
space (Ω,F ,P). Consider the filtration (Ft)t∈N such that
Ft ⊆ F is the σ-algebra generated by the observation his-
toryOt−1. The observation historyOt includes all decisions,
rewards and side observations from time 1 to time t. For
each time t, the decision maker chooses an action based on
the historyOt−1 and possibly some randomness. Any policy
of the decision maker can be viewed as a randomized policy
pi, which is an Ft-adapted sequence (pit)t∈N. For each time
t, the decision maker chooses an action randomly according
to pit(·) = P(At = ·|Ft), which is a probability distribu-
tion over K. Let E[R(T,pi)] be the Bayesian regret defined
by (1) when the decisions (A1, . . . , AT ) are chosen accord-
ing to pi.
Uncertainty about p∗ induces uncertainty about the true
optimal action A∗, which is described by a prior distribution
α1 of A∗. Let αt be the posterior distribution of A∗ given
the history Ot−1, i.e., αt(·) = P(A∗ = ·|Ft). Then, αt+1
can be updated by Bayes rule given αt, decision At, reward
Yt,At and side observations. The Shannon entropy of αt is
defined as H(αt) , −
∑
i∈Kαt(i) log(αt(i)). We slightly
abuse the notion of pit andαt such that they represent distri-
butions (or functions) over finite set K as well as vectors in
a simplex S ⊂ RK . Note that S = {pi ∈ RK |∑Ki=1 pi(i) =
1,pi(i) ≥ 0,∀i ∈ K}.
Let ∆t be the instantaneous regret vector such that the i-
th coordinate, ∆t(i) , E[Yt,A∗ − Yt,i|Ft], is the expected
regret of playing action i at time t. Let gt be the infor-
mation gain vector such that the i-th coordinate, gt(i) =
E[H(αt)−H(αt+1)|Ft, At = i], is the expected informa-
tion gain of playing action i at time t. Note that the infor-
mation gain of playing action i consists of that of observing
the reward Yt,i and possibly some side observations. We de-
fine the information gain of observing action a (i.e., Yt,a)
as ht(a) , It(A∗;Yt,a), which is the mutual information
under the posterior distribution between random variables
A∗ and Yt,a. Let D(·||·) be the Kullback-Leibler divergence
between two distributions3. By the definition of mutual in-
formation, we have that It(A∗;Yt,a) ,
D(P((A∗, Yt,a) ∈ ·|Ft)||P(A∗ ∈ ·|Ft)P(Yt,a ∈ ·|Ft)).
(2)
The following proposition reveals the relationship between
vector gt and ht.
Proposition 1. Under the (deterministic or random) graph
feedbackGt, we have gt ≥ Gtht.
Intuitively, Proposition 1 shows that the information gain
of observing the reward and some side observations is at
least the sum of the information gain of each individual ob-
servation. A formal proof is provided in Appendix A.1 in the
supplemental material.
At each time t, a randomized policy updates αt, ∆t and
ht and makes a decision according to a sampling distribution
pit.
4 Algorithms
For any randomized policy, we define the information ratio
of sampling distribution pit at time t as
Ψt(pit) , (piTt ∆t)2/(piTt gt). (3)
3If P is absolutely continuous with respect to Q, then
D(P ||Q) = ∫ log ( dPdQ) dP , where dPdQ is the Radon-Nikodym
derivative of P w.r.t. Q.
Algorithm 1 Meta-algorithm for Information Directed Sam-
pling with Graph Feedback
Input: Time horizon T and feedback graph model (Gt)t≤T
for t from 1 to T do
Updating statistics: compute αt, ∆t and ht accord-
ingly.
Generating policy: generate pit as a function of (αt,
∆t, ht,Gt). (To be determined)
Sampling: sample At according to pit, play action At
and receive reward Yt,At .
Observations: observe Yt,a if (At, a) ∈ Et, where
Gt = (K, Et) is the graph generated byGt.
end for
Note that piTt ∆t is the expected instantaneous regret of the
sampling distribution pit, and piTt gt is the expected infor-
mation gain of the sampling distribution pit. So the infor-
mation ratio Ψt(pit) measures the “energy” cost (which is
the square of the expected instantaneous regret) per bit of
information acquired.
The key idea of the IDS based policy is keeping the in-
formation ratio bounded in order to balance between having
low expected instantaneous regret (a.k.a. exploitation) and
obtaining knowledge about the optimal action (a.k.a. explo-
ration). In other words, if the information ratio is bounded,
then the expected regret is bounded in terms of the maxi-
mum amount of information one could expect to acquire,
which is at most the entropy of the prior distribution of A∗,
i.e., H(α1). As we show in Section 5, we can find upper
bounds for the information ratios of the policies we provide
here.
In practice, the information gain vector gt is quite com-
plicated to compute even assuming a Bernoulli distribution
model for each action. However, computing the information
gain of observing each individual action, i.e., ht, is much
easier since it is only the mutual information of two ran-
dom variables. By Proposition 1, we have that Ψt(pit) ≤
(piTt ∆t)
2/(piTt Gtht). So we can design our IDS based poli-
cies according to ht and Gt instead of gt. We provide a
meta-algorithm for IDS based policies in Algorithm 1. What
remains is to design pit as a function of αt, ∆t, ht and Gt.
Note that one can replace Gtht by gt in the IDS based al-
gorithms and the regret results in Section 5 still hold.
TS-N policy is a natural adaption of Thompson Sampling
under the graph feedback. It replaces the generating policy
step in Algorithm 1 by
piTS-Nt = αt. (4)
The TS-N policy ignores the graph structure informationGt,
and sample the action according to the posterior distribution
of A∗.
IDS-N policy replaces the generating policy step in Al-
gorithm 1 by piIDS-Nt , which is the solution of the following
optimization problem P1.
P1 : min
pit∈S
(piTt ∆t)
2/(piTt Gtht). (5)
The IDS-N policy greedily minimizes the information ratio
(upper bound) at each time.
IDSN-LP policy replaces the generating policy step in
Algorithm 1 by piIDSN-LPt , which is the solution of the fol-
lowing linear programming problem P2.
P2 : min
pit∈S
piTt ∆t s.t. pi
T
t Gtht ≥ αTt Gtht. (6)
The IDSN-LP policy greedily minimizes the expected in-
stantaneous regret at each time with the constraint that the
information gain is at least the one obtained by TS-N policy.
IDS-LP policy replaces the generating policy step in Al-
gorithm 1 by piIDS-LPt , which is the solution of the following
linear programming problem P3.
P3 : min
pit∈S
piTt ∆t s.t. pi
T
t Gtht ≥ αTt ht. (7)
The IDS-LP policy greedily minimizes the expected instan-
taneous regret at each time with the constraint that the infor-
mation gain is at least the one obtained by TS policy without
graph feedback. IDS-LP policy reduces the extent of explo-
ration compared to IDSN-LP policy. Intuitively, it greedily
exploits the current knowledge of the optimal action with
controlled exploration. Though we can not find better regret
bound for IDS-LP than IDSN-LP, IDS-N and TS-N, IDS-
LP outperforms the others in numerical results as shown in
Section 7.
5 Regret Analysis
In this section, we first present a known general bound for
any randomized policy and provide the regret upper bound
results of the proposed policies for the deterministic and ran-
dom graph feedback. The regret analysis relies on the fol-
lowing bound, which is shown in (Russo and Roy 2014).
Lemma 1. (General Bound from (Russo and Roy 2014))
For any policy pi = (pi1,pi2,pi3, . . .) and time horizon T ∈
N,
E[R(T,pi)] ≤
√√√√ T∑
t=1
Epi[Ψt(pit)]H(α1). (8)
Lemma 1 shows that we only need to bound expected in-
formation ratio Epi[Ψt(pit)] to obtain an upper bound for
a randomized policy. The next result follows from the fact
that the information ratio of IDS-LP policy can be bounded
by K/2.
Theorem 1. For any (deterministic or random) graph feed-
back, the Bayesian regret of IDS-LP is
E[R(T,piIDS-LP)] ≤
√
K
2
TH(α1). (9)
The key idea of the proof is comparing the information
ratio of IDS-LP to that of TS with bandit feedback. The de-
tailed proof of Theorem 1 can be found in Appendix A.3.
The next proposition shows a general bound for information
ratios of TS-N, IDS-N and IDSN-LP policies.
Proposition 2. For any (deterministic or random) graph
feedback Gt, we have that Ψt(piTS-Nt ), Ψt(pi
IDS-N
t ) and
Ψt(pi
IDSN-LP
t ) are upper-bounded by ψt ,
(∆Tt αt)
2
(Gtht)Tαt
.
The proof of Proposition 2 can be found in Appendix A.2.
Combining this result with Lemma 1, we can obtain unified
regret result for TS-N, IDS-N and IDSN-LP by bounding the
ratio ψt. Now, we are ready to present the regret results sep-
arately for the deterministic and the random graph feedback.
5.1 Deterministic Graph
The following result shows the unified regret upper bound
of TS-N, IDS-N and IDSN-LP under the deterministic graph
feedback. The detailed proof is presented in Apendix A.4.
Theorem 2. For any deterministic graph feedback
(G1,G2,G3, . . .), the Bayesian regrets of TS-N, IDS-N and
IDSN-LP are upper-bounded by√√√√ T∑
t=1
χ(Gt)
2
H(α1). (10)
Recently, a similar result for TS-N has been shown to
be
√
maxt
χ(Gt)
2 TH(α1) in (Tossou, Dimitrakakis, and
Dubhashi 2017). Apparently, Theorem 2 provides a tighter
bound. We have the following result when the graph is also
time-invariant.
Corollary 1. For any time-invariant and deterministic
graph feedback G (i.e., Gt = G ∀t ∈ N), the Bayesian
regrets of TS-N, IDS-N and IDSN-LP are upper-bounded by√
χ(G)
2
TH(α1). (11)
Corollary 1 shows that TS-N, IDS-N and IDSN-LP can
benefit from the side observations. In other words, the above
problem-independent regret upper bound scales with the
clique cover number of the graph instead of the number of
actions (it is known that the regret bound of TS without side
observations is (9)). A similar result has been disclosed by
Caron et al. (Caron et al. 2012) in the form of problem-
dependent upper bound. They show that UCB-N scales with
the clique cover number compared to UCB without side ob-
servations.
An information theoretic lower bound on the problem-
independent regret has been shown in (Mannor and Shamir
2011) to scale with the independence number4. In general,
the independence number is less than or equal to the clique
cover number. However, the equality holds for a large class
of graphs, such as star graphs and perfect graphs. In other
words, our policies are order-optimal for a large class of
graphs.
5.2 Erdo˝s-Re´nyi Random Graph
The following result shows the unified regret upper bound of
TS-N, IDS-N and IDSN-LP under the Erdo˝s-Re´nyi random
graph feedback. The detailed proof is presented in Apendix
A.5.
4Independence number is the largest number of nodes without
edges between them.
Theorem 3. For any random graph feedback
(r1, r2, r3, . . .), the Bayesian regrets of TS-N, IDS-N
and IDSN-LP are upper-bounded by√√√√ T∑
t=1
K
2(Krt + 1− rt)H(α1). (12)
As far as we know, this is the first result for stochas-
tic bandit with random graph feedback. An analogous re-
sult has been shown for the non-stochastic bandit, for which
Koca´k et al. (Koca´k, Neu, and Valko 2016) proposed Exp3-
Res5 policy with guarantee of O
(√∑T
t=1
1
rt
logK
)
if
rt ≥ log T2K−2 holds for all t. Theorem 3 recovers the same
guarantee without restriction on rt since H(α1) ≤ logK.
We have the following result when rt is time-invariant.
Corollary 2. For any time-invariant and random graph
feedback r (i.e., rt = r ∀t ∈ N), the Bayesian regrets of
TS-N, IDS-N and IDSN-LP are upper-bounded by√
K
2(Kr + 1− r)TH(α1). (13)
Corollary 2 shows that the benefit from side observations
can be measured by the expected number of observations per
time step, i.e., (K−1)r+1. In other words, the above regret
upper bound scales with the ratio of the number of actions
and the expected number of observations. When r = 1, this
ratio equals to 1, which yields the regret result for stochas-
tic bandit with full information (Russo and Van Roy 2016).
When r = 0, this ratio equals to K, which yields the regret
result for stochastic bandit with bandit feedback (Russo and
Van Roy 2016). An analogous result can be found as Corol-
lary 3 in (Alon et al. 2013) for the non-stochastic bandits.
6 Computation
In this section, we provide computational methods for up-
dating statistics and discuss the complexity issues of the al-
gorithms.
6.1 Computational Methods for Updating
Statistics
Algorithm 1 offers an abstract design principle with the
availability of the statistics (i.e., αt, ht and ∆t). However,
additional work is required to design efficient computational
methods to update these statistics for specific problems. In
general, the challenge of updating statistics is to compute
and represent a posterior distribution given observations,
which is also faced with Thompson Sampling. When the
posterior distribution is complex, one can often generate
samples from this distribution using Markov Chain Monte
Carlo (MCMC) algorithms, enabling efficient implementa-
tion of IDS. A detailed discussion of applying MCMC meth-
ods for implementing randomized policy can be found in
5Note that they assume that rt is not available to Exp3-Res.
However, it is still reasonable to compare since TS-N is not aware
of rt as well.
(Scott 2010). However, when the posterior distribution has a
closed form or the conjugate prior is well studied, the pos-
terior distributions can be efficiently computed and stored,
as are the cases of Beta-Bernoulli bandits and Gaussian ban-
dits (Wu, Gyo¨rgy, and Szepesva´ri 2015).
In the numerical experiment, we implement Algorithm 2
in (Russo and Van Roy 2014) to represent the posterior dis-
tribution and compute the statistics6 for Beta-Bernoulli ban-
dits. The key idea is that the Beta distribution is a conju-
gate prior for the Bernoulli distribution. Specifically, given
the prior that the expectation θi is drawn from Beta(β1i , β
2
i ),
the posterior distribution of observing Yi ∼ Bernoulli(θi)
is Beta(β1i + Yi, β
2
i + 1 − Yi). So the posterior distribution
can be updated and represented easily. Then what remains
is to calculate the statistics αt, ht and ∆t given the pos-
terior distributions. More details of the calculations can be
found in (Russo and Van Roy 2014). As stated in (Russo and
Van Roy 2014), practical implementation of updating statis-
tics involves integrals, which can be evaluated at a discrete
grid of points within interval [0, 1]. The computational cost
of updating statistics is O(K2n) where n is the number of
points used in the discretization of [0, 1].
6.2 Complexity of Optimization Problems
involved in IDS based Policies
The following result shows that problem P1 is a convex opti-
mization problem and has a structure in the optimal solution.
Proposition 3. The function Ψt : pit →
(piTt ∆t)
2/(piTt Gtht) is convex on {pit ∈ S|piTt Gtht > 0}.
Moreover, there is an optimal solution pi∗t to problem P1
such that |{i : pi∗t (i) > 0}| ≤ 2.
The proof is an adaption of the proof of Proposition 1 in
(Russo and Van Roy 2014) by replacing gt byGtht. Propo-
sition 3 shows that problem P1 is a convex optimization
problem, which can be solved by a standard convex opti-
mization solver. What’s more, there exists an optimal so-
lution with support size of at most 2. One can search all
the pairs of actions and find the optimal solution by brute
force. For each pair, it remains to solve a convex optimiza-
tion problem with one parameter by closed form. So the
computational complexity is O(K2).
Problems P2 and P3 are linear programming problems,
which can be solved efficiently in polynomial time by stan-
dard methods. Moreover, the following result shows that
they can be solved much faster. The proof is presented in
Appendix A.6
Proposition 4. The optimization problems P2 and P3 can
be solved in O(K) iterations.
In sum, the computational complexity of the proposed
IDS based policies (including TS-N) is O(K2n) per itera-
tion, where n is the number of points used in the discretiza-
tion of [0, 1]. Note that the complexity of UCB based poli-
cies isO(K). IDS based policies can improve the regret per-
formance with reasonable computation cost.
6Note that the vector g calculated in (Russo and Van Roy 2014)
is the vector h in stochastic bandits with graph feedback.
7 Numerical Results
This section presents numerical results from experiments
that evaluate the effectiveness of IDS based policies in com-
parison to alternative algorithms. We consider the classi-
cal Beta-Bernoulli bandit problem with independent actions.
The reward of each action i is a Bernoulli(θi) random vari-
able and θi is independently drawn from Beta(1, 1). In the
experiment, we set K = 5 and T = 1000. All the regret
results are averaged over 1000 trials.
Figure 1 presents the cumulative regret results under the
deterministic graph feedback. For the time-invariant case,
we use a graph with 2 cliques, presented in Appendix B. For
the time-variant case, the sequence of graphs is generated by
the Erdo˝s-Re´nyi model7. We compare our policies to three
other algorithms that are proposed for the stochastic bandit
with deterministic graph feedback. Caron et al. (Caron et al.
2012) proposed UCB-N and UCB-maxN that closely follow
the UCB policy and use side observations for better reward
estimates (UCB-N) or choose one of the neighboring nodes
with a better empirical estimate (UCB-maxN). It has been
shown that the regret of UCB-N and UCB-maxN scale with
the clique cover number in the time-invariant case. Buccap-
atnam et al. (Buccapatnam, Eryilmaz, and Shroff 2014) im-
proved the results in (Caron et al. 2012) with LP-based algo-
rithms (t-greedy-LP and UCB-LP8) and guarantees scaling
with the domination number9 in the time-invariant case. We
find that TS-N policy outperforms these three algorithms,
which is consistent with the empirical observation in the
bandit feedback setting (Chapelle and Li 2011). In addition,
IDS-N, IDSN-LP and IDS-LP outperform TS-N policy in
both cases. These improvements stem from the exploitation
of graph structure in IDS based policies, which raises an
open question of determining better regret bounds for our
IDS based policies in terms of graph structure.
Figure 2 presents the cumulative regret results under the
Erdo˝s-Re´nyi random graph feedback. For the time-invariant
case, we fix the parameter r = 0.25. For the time-variant
case, the parameter rt is independently drawn from the uni-
form distribution over the interval [0, 1]. We compare our
policies to UCB-N10 and two other algorithms (Exp3-SET
of (Alon et al. 2013) and Exp3-Res) designed for the non-
stochastic bandit with random graph feedback. The average
regrets of Exp3-SET and Exp3-Res are dramatically larger
than that of IDS based policies. For this reason, parts of
Exp3-SET and Exp3-Res are omitted from Figure 2. Al-
though, Exp3-SET and Exp3-Res have similar problem-
independent upper bounds of regret, our policies utilize the
7It is different from the Erdo˝s-Re´nyi random graph feedback
since the graph is revealed to the decision maker before the decision
making
8The result of UCB-LP is omitted from Figure 1 because it can
not be adapted to the time-variant case. Its regret result is similar
to that of t-greedy-LP in the time-invariant case.
9Domination number is the smallest cardinality of a dominating
set, such that any node not in this set is adjacent to at least a member
of this set.
10UCB-N is unaware of the graph structure. So it works under
the random graph feedback while UCB-maxN and t-greedy-LP
do not.
Time
0 200 400 600 800 1000
R
eg
re
t
0
2
4
6
8
10
12
14
16
18
20
UCB-N
UCB-maxN
ǫt-greedy-LP
TS-N
IDS-N
IDSN-LP
IDS-LP
(a) Time-invariant graphs
Time
0 200 400 600 800 1000
R
eg
re
t
0
2
4
6
8
10
12
14
16
18
20
UCB-N
UCB-maxN
ǫt-greedy-LP
TS-N
IDS-N
IDSN-LP
IDS-LP
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Figure 1: Regrets under the deterministic graph feedback
stochastic model and outperform these counterparts. In ad-
dition, our IDS based policies outperform TS-N and UCB-
N as well. It is interesting that IDS-LP policy performs
well in both experiments though it has an upper bound that
scales with the number of actions. The reason is that IDS-LP
is greedy in minimizing the expected instantaneous regret,
however, with guaranteed extent of exploration.
8 Conclusion
We have proposed Information Directed Sampling based
policies and presented Thompson Sampling for stochas-
tic multi-armed bandits with both deterministic and ran-
dom graph feedback. We establish a unified Bayesian regret
bound, that scales with the clique cover number of the graph,
for TS-N, IDS-N and IDSN-LP policies under the determin-
istic graph case. We also present the first known theoretical
guarantee, that scales with the ratio of number of actions
over the expected number of observations per iteration, for
TS-N, IDS-N and IDSN-LP policies under the random graph
case. These results allow us to uncover the gain of partial
feedback between the bandit feedback and full information
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Figure 2: Regrets under the Erdo˝s-Re´nyi random graph feed-
back
feedback. Finally, we demonstrate state of art performance
in numerical experiments.
This work raises the following open questions. It would
be interesting to find a problem-independent regret bound
that scales with the independence number of the graph in-
stead of the clique cover number for IDS-N and IDSN-LP
policies under the deterministic graph case. We believe that
such improvement against TS-N can be established by ex-
ploiting the graph structure in IDS-N and IDSN-LP policies,
as shown in Figure 1. Another interesting problem is to find
a tighter bound for IDS-LP policy. Intuitively, IDS-LP pol-
icy can have low regret due to its greedy nature. Further, it
would be an interesting extension to our work to consider
a preferential attachment random graph and other growing
graphs with time to model the growth process in social net-
works with time.
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A Proof
We first present two facts and prove three useful lemmas. Then we provide the proofs of previous results. The following fact is
well known in information theory and is shown as Fact 6 in (Russo and Van Roy 2016).
Fact 1. (KL divergence form of mutual information) For a discrete random variable A over finite set K and random variable
Y , the mutual information
I(A;Y ) , D(P((A, Y ) ∈ ·)||P(A ∈ ·)P(Y ∈ ·)) (14)
= EA[D(P(Y ∈ ·|A)||P(Y ∈ ·))] (15)
=
∑
a∈K
P(A = a)D(P(Y ∈ ·|A = a)||P(Y ∈ ·)). (16)
The following fact, which is Fact 3 in (Russo and Van Roy 2016), shows that the mutual information between X and Y is
the expected reduction in the entropy of X due to observing Y .
Fact 2. (Entropy form of mutual information)
I(X;Y ) = H(X)−H(X|Y ) = H(Y )−H(Y |X) = H(X) +H(Y )−H(X,Y ). (17)
Lemma 2. For any time t, we have that (∆
T
t αt)
2
hTt αt
≤ K2 almost surely.
Proof. By the definition of the instantaneous regret, we have that
∆Tt αt =
∑
a∈K
αt(a)E[Yt,A∗ − Yt,a|Ft] (18)
(a)
=
∑
a∈K
αt(a) (E[Yt,A∗ |Ft]− E[Yt,a|Ft]) (19)
= E[Yt,A∗ |Ft]−
∑
a∈K
αt(a)E[Yt,a|Ft] (20)
(b)
=
∑
a∈K
αt(a) (E[Yt,a|Ft, A∗ = a]− E[Yt,a|Ft]) , (21)
where (a) follows from the linearity of expectation, (b) uses the law of total probability.
By the definition of the information gain of observing an action, we have that
hTt αt =
∑
a∈K
αt(a)It(A
∗;Yt,a) (22)
(c)
=
∑
a∈K
αt(a)
(∑
a∗∈K
P(A∗ = a∗|Ft)D(P(Yt,a ∈ ·|Ft, A∗ = a∗)||P(Yt,a ∈ ·|Ft))
)
(23)
=
∑
a∈K
∑
a∗∈K
αt(a)αt(a
∗)D(P(Yt,a ∈ ·|Ft, A∗ = a∗)||P(Yt,a ∈ ·|Ft)), (24)
where (c) follows from Fact 1. Now, we are ready to bound the ratio.
(
∆Tt αt
)2 (d)
=
(∑
a∈K
αt(a) (E[Yt,a|Ft, A∗ = a]− E[Yt,a|Ft])
)2
(25)
(e)
≤
(∑
a∈K
12
)(∑
a∈K
αt(a)
2 (E[Yt,a|Ft, A∗ = a]− E[Yt,a|Ft])2
)
(26)
(f)
≤ K
2
∑
a∈K
αt(a)
2D (P(Yt,a ∈ ·|Ft, A∗ = a)||P(Yt,a ∈ ·|Ft)) (27)
(g)
≤ K
2
∑
a∈K
αt(a)
(∑
a∗∈K
αt(a
∗)D(P(Yt,a ∈ ·|Ft, A∗ = a∗)||P(Yt,a ∈ ·|Ft))
)
(28)
(h)
=
K
2
hTt αt, (29)
where (d) follows from (21), (e) uses Cauchy-Schwartz inequality, (f) follows from Pinsker’s inequality, (g) follows by adding
some nonnegative terms and (h) follows from (24).
Lemma 3. For any time t, we have that (∆
T
t αt)
2
hTt 1
≤ 12 almost surely, where 1 = (1, . . . , 1)T ∈ RK .
Proof. By the definition of the information gain of observing an action, we have that
hTt 1 =
∑
a∈K
It(A
∗;Yt,a) (30)
(a)
=
∑
a∈K
(∑
a∗∈K
P(A∗ = a∗|Ft)D(P(Yt,a ∈ ·|Ft, A∗ = a∗)||P(Yt,a ∈ ·|Ft))
)
(31)
=
∑
a∈K
∑
a∗∈K
αt(a
∗)D(P(Yt,a ∈ ·|Ft, A∗ = a∗)||P(Yt,a ∈ ·|Ft)), (32)
where (a) follows from the Fact 1. Now, we are ready to bound the ratio.
∆Tt αt
(b)
=
∑
a∈K
αt(a) (E[Yt,a|Ft, A∗ = a]− E[Yt,a|Ft]) (33)
(c)
≤
∑
a∈K
αt(a)
√
1
2
D (P(Yt,a ∈ ·|Ft, A∗ = a)||P(Yt,a ∈ ·|Ft)) (34)
(d)
≤
√
1
2
∑
a∈K
αt(a)D (P(Yt,a ∈ ·|Ft, A∗ = a)||P(Yt,a ∈ ·|Ft)) (35)
(e)
≤
√
1
2
∑
a∈K
∑
a∗∈K
αt(a∗)D(P(Yt,a ∈ ·|Ft, A∗ = a∗)||P(Yt,a ∈ ·|Ft)) (36)
(f)
=
√
1
2
hTt 1, (37)
where (b) follows from (21), (c) follows from Pinsker’s inequality, (d) follows from Jensen’s inequality, (e) follows from
adding some nonnegative terms and (f) follows from (32).
Lemma 4. For any random variable A and integer n, if X1, . . . , Xn are mutually independent, then the mutual information
I(A;X1, . . . , Xn) ≥
n∑
i=1
I(A;Xi). (38)
Proof. First, we consider the case where n = 2. By Fact 2, we have that
I(A;X1) + I(A;X2)− I(A;X1, X2) (39)
=H(X1)−H(X1|A) +H(X2)−H(X2|A)− (H(X1, X2)−H(X1, X2|A)) (40)
=H(X1) +H(X2)−H(X1, X2)− (H(X1|A) +H(X2|A)−H(X1, X2|A)) (41)
=I(X1;X2)− I(X1;X2|A) (42)
(a)
= − I(X1;X2|A) (43)
(b)
≤0, (44)
where (a) follows from I(X1;X2) = 0 since X1 and X2 are independent and (b) uses that mutual information is nonnegative.
The result follows from iteratively applying the above result for n− 1 times.
A.1 Proof of Proposition 1
Proof. Note that gt ≥ Gtht is equivalent to gt(i) ≥
∑
a∈KGt(i, a)ht(a), ∀i ∈ K. Now, fix any i ∈ K. Recall that Gt =
(K, Et) is the (deterministic or random) feedback graph. Let Nt(i) = {a ∈ K|(i, a) ∈ Et} be the set of actions that can be
observed when playing action i. The intuition behind the proof is that the entropy reduction by playing action i is equivalent to
the mutual information between A∗ and all observations (Yt,a)a∈Nt(i). Formally, by the definition of gt(i) we have that
gt(i) = E[H(αt)−H(αt+1)|Ft, At = i] (45)
(a)
= It(A
∗; (Yt,a)a∈Nt(i)) (46)
(b)
≥
∑
a∈Nt(i)
It(A
∗;Yt,a) (47)
(c)
=
∑
a∈Nt(i)
ht(a), (48)
where (a) follows from Fact 2, (b) follows from Lemma 4 and that all actions are mutually independent and (c) follows from
the definition of ht(a).
Under the deterministic graph, we have that
∑
a∈Nt(i) ht(a) =
∑
a∈KGt(i, a)ht(a) by the definition of Nt(i). By (48) we
have gt(i) ≥
∑
a∈KGt(i, a)ht(a) under the deterministic graph.
Under the random graph, (48) holds given the graph Gt. By the law of total expectation and (48), we have that gt(i) ≥∑
a∈K P ((i, a) ∈ Et)ht(a) =
∑
a∈KGt(i, a)ht(a).
In sum, we show that gt(i) ≥
∑
a∈KGt(i, a)ht(a) for any i ∈ K under any type of graph. The result follows.
A.2 Proof of Proposition 2
Proof. First, we bound the information ratio Ψt(piTS-Nt ) by Proposition 1
Ψt(pi
TS-N
t ) =
(
∆Tt pi
TS-N
t
)2
gTt pi
TS-N
t
≤
(
∆Tt pi
TS-N
t
)2
(Gtht)Tpi
TS-N
t
=
(
∆Tt αt
)2
(Gtht)Tαt
= ψt (49)
Second, we bound the information ratio Ψt(piIDS-Nt ) by Proposition 1
Ψt(pi
IDS-N
t ) =
(
∆Tt pi
IDS-N
t
)2
gTt pi
IDS-N
t
≤
(
∆Tt pi
IDS-N
t
)2
(Gtht)Tpi
IDS-N
t
(a)
≤
(
∆Tt αt
)2
(Gtht)Tαt
= ψt, (50)
where (a) uses that αt is feasible for the problem P1.
Now, we are ready to bound the information ratio Ψt(piIDSN-LPt ). By the definition and Proposition 1, we have that
Ψt(pi
IDSN-LP
t ) ≤
(
∆Tt pi
IDSN-LP
t
)2
(Gtht)Tpi
IDSN-LP
t
(b)
≤
(
∆Tt pi
IDSN-LP
t
)2
(Gtht)Tαt
(c)
≤
(
∆Tt αt
)2
(Gtht)Tαt
= ψt, (51)
where (b) follows from the constraint of the problem P2 and (c) uses that αt is feasible for the problem P2.
A.3 Proof of Theorem 1
Proof. By the general bound result in Lemma 1, what remains is to bound the information ratio Ψt(piIDS-LPt ). By the definition
and Proposition 1, we have that
Ψt(pi
IDS-LP
t ) =
(
∆Tt pi
IDS-LP
t
)2
gTt pi
IDS-LP
t
≤
(
∆Tt pi
IDS-LP
t
)2
(Gtht)Tpi
IDS-LP
t
(a)
≤
(
∆Tt pi
IDS-LP
t
)2
hTt αt
(b)
≤
(
∆Tt αt
)2
hTt αt
(c)
≤ K
2
, (52)
where (a) follows from the constraint of problem P3, (b) uses the fact that αt is feasible for problem P3 and (c) follows from
Lemma 2. Note that the result holds almost surely for any t. The regret result follows.
A.4 Proof of Theorem 2
A similar result has been shown in (Tossou, Dimitrakakis, and Dubhashi 2017), where they extend the concept of an action to
an equivalence class (i.e., clique). However, the expectation, KL divergence and mutual information after the extension are lack
of careful definition, which makes the proof hard to follow. Here, we provide an alternative proof with details.
Proof. By the general bound result in Lemma 1, it remains to bound the information ratio for each algorithm. By Proposition
2, we can simply bound the ratio ψt and obtain a unified result. Fix a smallest clique cover, Ct, of the graph Gt such that
|Ct| = χ(Gt). Let c¯ be a clique element of Ct. As shorthand, we let αt(c¯) =
∑
a∈c¯αt(a). We have that
(Gtht)
Tαt =
∑
a∈K
αt(a)
∑
a′∈K
Gt(a, a
′)It(A∗;Yt,a′) (53)
(a)
=
∑
c¯∈Ct
∑
a∈c¯
αt(a)
∑
a′∈K
Gt(a, a
′)It(A∗;Yt,a′) (54)
(b)
≥
∑
c¯∈Ct
∑
a∈c¯
αt(a)
∑
a′∈c¯
It(A
∗;Yt,a′) (55)
=
∑
c¯∈Ct
αt(c¯)
∑
a∈c¯
It(A
∗;Yt,a) (56)
(c)
=
∑
c¯∈Ct
αt(c¯)
∑
a∈c¯
∑
a∗∈K
αt(a
∗)D(P(Yt,a ∈ ·|Ft, A∗ = a∗)||P(Yt,a ∈ ·|Ft)), (57)
where (a) uses that Ct is a clique cover, (b) follows from the fact that mutual information are nonnegative and (c) follows from
the Fact 1. After bounding the expected information gain, we show an useful result that will be used in bounding the expected
instantaneous regret. ∑
a∈c¯
αt(a)
αt(c¯)
(E[Yt,a|Ft, A∗ = a]− E[Yt,a|Ft]) (58)
(d)
≤
∑
a∈c¯
αt(a)
αt(c¯)
√
1
2
D (P(Yt,a ∈ ·|Ft, A∗ = a)||P(Yt,a ∈ ·|Ft)) (59)
(e)
≤
√
1
2
∑
a∈c¯
αt(a)
αt(c¯)
D (P(Yt,a ∈ ·|Ft, A∗ = a)||P(Yt,a ∈ ·|Ft)), (60)
where (d) follows from Pinsker’s inequality and (e) follows from Jensen’s inequality. Then we have that
∆Tt αt
(f)
=
∑
a∈K
αt(a) (E[Yt,a|Ft, A∗ = a]− E[Yt,a|Ft]) (61)
(g)
=
∑
c¯∈Ct
αt(c¯)
∑
a∈c¯
αt(a)
αt(c¯)
(E[Yt,a|Ft, A∗ = a]− E[Yt,a|Ft]) (62)
(h)
≤
√√√√√(∑
c¯∈Ct
12
)∑
c¯∈Ct
αt(c¯)2
(∑
a∈c¯
αt(a)
αt(c¯)
(E[Yt,a|Ft, A∗ = a]− E[Yt,a|Ft])
)2 (63)
(i)
≤
√√√√ |Ct|
2
∑
c¯∈Ct
αt(c¯)2
∑
a∈c¯
αt(a)
αt(c¯)
D (P(Yt,a ∈ ·|Ft, A∗ = a)||P(Yt,a ∈ ·|Ft)) (64)
=
√√√√ |Ct|
2
∑
c¯∈Ct
αt(c¯)
∑
a∈c¯
αt(a)D (P(Yt,a ∈ ·|Ft, A∗ = a)||P(Yt,a ∈ ·|Ft)) (65)
(j)
≤
√√√√ |Ct|
2
∑
c¯∈Ct
αt(c¯)
∑
a∈c¯
∑
a∗∈K
αt(a∗)D (P(Yt,a ∈ ·|Ft, A∗ = a∗)||P(Yt,a ∈ ·|Ft)) (66)
(k)
≤
√
|Ct|
2
(Gtht)Tαt, (67)
where (f) follows from (21), (g) uses that Ct is a clique cover, (h) follows from Cauchy-Schwartz inequality, (i) follows from
(60), (j) follows by adding some nonnegative terms and (k) follows from (57). Then we bound the ratio by
ψt =
(
∆Tt αt
)2
(Gtht)Tαt
≤ |Ct|
2
=
χ(Gt)
2
. (68)
Hence, the result follows from Lemma 1 and Proposition 2.
A.5 Proof of Theorem 3
Proof. By the general bound result in Lemma 1, what remains is to bound the information ratio for each algorithm. By Propo-
sition 2, we can simply bound the ratio ψt and obtain a unified result. Recall that Gt(i, i) = 1 for any i ∈ K andGt(i, j) = rt
for any i 6= j under the Erdo˝s-Re´nyi random graph. Then we have that
GTt αt = (1− rt)αt + rt1. (69)
Then, we have that
ψt =
(
∆Tt αt
)2
(Gtht)Tαt
(a)
=
(
∆Tt αt
)2
hTt ((1− rt)αt + rt1)
(70)
(b)
≤
(
∆Tt αt
)2
(1− rt) 2K
(
∆Tt αt
)2
+ 2rt
(
∆Tt αt
)2 = K2(Krt + 1− rt) , (71)
where (a) follows from (69) and (b) follows from Lemma 2 and 3.
Hence, the result follows from Lemma 1 and Proposition 2.
A.6 Proof of Proposition 4
Proof. Note that αt is a feasible solution for both P2 and P3. The objective function piTt ∆t is bounded since each coordinate
is bounded by 1. So the optimal value is attained on the vertices of the polyhedra defined by the constraints. Note that the
constraints consist of probability simplex and a closed half-space. So the polyhedra has at most K + 1 vertices. Then the linear
program can be solved by visiting all the vertices in O(K) iterations.
B Graph Structure for the Numerical Experiment
Figure 3 represents the graph structure we use for the time-invariant and deterministic case. It is clear that the clique cover
number is 2 and the independence number is 2 and the domination number is 1. By Theorem 2, the regrets of TS-N, IDS-N and
IDSN-LP scale with 2 instead of 5. Note that for the t-greed-LP algorithm of (Buccapatnam, Eryilmaz, and Shroff 2014), it
will play action 3 for exploration since the dominating set is {3}.
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Figure 3: Graph structure for the experiment under time-invariant and deterministic graph
