The two main features of the Aharonov-Bohm effect are the topological dependence of accumulated phase on the winding number around the magnetic fluxon, and nonlocality -local observations at any intermediate point along the trajectories are not affected by the fluxon. The latter property is usually regarded as exclusive to quantum mechanics. Here we show that both the topological and nonlocal features of the Aharonov-Bohm effect can be manifested in a classical model that incorporates random noise. The model also suggests new types of multiparticle topological nonlocal effects which have no quantum analog. 
The two main features of the Aharonov-Bohm effect are the topological dependence of accumulated phase on the winding number around the magnetic fluxon, and nonlocality -local observations at any intermediate point along the trajectories are not affected by the fluxon. The latter property is usually regarded as exclusive to quantum mechanics. Here we show that both the topological and nonlocal features of the Aharonov-Bohm effect can be manifested in a classical model that incorporates random noise. The model also suggests new types of multiparticle topological nonlocal effects which have no quantum analog. DOI In the Aharonov-Bohm (AB) effect [1] , a phase
is accumulated by a charge q upon circulating a solenoid enclosing a magnetic flux. This phase (mod 2) can be observed in an interference experiment in which the wave function of the charge is split into two wave packets which encircle the solenoid and then interfere when they meet together. The phase is topological because it is determined by the number of windings the charge carries out around the solenoid, and is independent of the details of the trajectory. The phase is also nonlocal: while the magnetic flux in the solenoid clearly affects the resulting interference pattern, it has no local observable consequences along any point on the trajectory. There is no experiment that one can perform anywhere along the trajectory which can tell whether or not there is a magnetic flux inside the solenoid. (In particular, there is no force acting on the charge due to the solenoid.) Various topological analogs of the AB effect have been suggested utilizing light in an optical medium [2] , superfluids [3] , and particles in a gravitational background [4] . However, unlike the AB effect, in these analogs one can observe how the global topological effect builds up locally. Hence these models do not reproduce the nonlocal aspect of the AB effect. (The gravitation analog is an exceptional case. However, it requires a nontrivial spacetime structure, which is locally flat but globally not equivalent to a Minkowski space-time.)
The above analogs suggest that quantum systems differ fundamentally from classical systems as far as nonlocality is concerned. In this Letter, however, we show that a classical nonlocal effect may be constructed without employing a nontrivial space-time structure. The new ingredient which allows for this is the inclusion of a random bath of particles, which ''masks'' local effects, but does not ''screen'' the net topological effect.
The classical nonlocal effect we are constructing now is a classical analog of the Aharonov-Casher (AC) effect [5] . To begin with, consider a particle that is described by the canonical coordinatesR R andP P , and is carrying a magnetic moment . Let this particle (henceforth referred to as the fluxon) interact with the electric fieldẼ E generated by a homogeneously charged straight wire positioned along theẑ z axis. The nonrelativistic Hamiltonian describing this system is the one employed in the study of the Aharonov-Casher effect
For simplicity, in the following we confine the motion of the fluxon to a two dimensional plane orthogonal to the wire and effectively reduce the system to be planar. We denote byR R,P P the two dimensional position and momentum, respectively. We assume that a time dependent scalar potential is applied to the fluxon to make it move along a desired trajectory in the plane, and that this potential does not interact with the magnetic moment. For brevity we do write this potential below, as it does not affect our considerations. Using polar coordinates, the electric field can be written asẼ ER 2jr r R jR R, where is the linear charge density andr r R is the gradient with respect toR R andR R is the unit vector alongR R. If is aligned in theẑ z direction, the Hamiltonian becomes two dimensional [6] 
Classically, the forces on the particle vanish. However, the magnetic field experienced by the fluxon in its rest frame,B B ṽ vẼ E c is nonvanishing. Therefore one expects a nonzero torque, B B, and consequently an ''internal'' precession of the magnetic moment. This latter effect is present both in the quantum and the classical cases [7, 8] . The precession is not described by the above Hamiltonian because was taken as fixed vector, rather than a degree of freedom. To incorporate the internal precession we next introduce an internal angular momentum variableL L z zL, with a conjugate internal angular coordinate '. We further assume that / L (indeed the magnetic moment of a neutron, for example, N ÿ3:7 e 2mc s, is proportional to its spin s). Replacing in Eq. (3) by L we have
where is the resulting net charge/magnetic-moment coupling constant. While L (and the magnitude of ) are constants of motion, the internal angle ', conjugate to L, varies in time and satisfies the equation of motion
Consequently ' is entirely determined by the polar angle of the fluxon relative to the x axis emanating from the position of the charged line [9] . Once we fix the initial value ' 0 for a given 0 , the internal coordinate ' at a later time is given by
Hence as the fluxon moves along a closed loop enclosing the charge, and changes by 2, the internal angle changes by 2. Below we refer to the case where is interger as ''trivial,'' as it leads to an angle winding of a multiple of 2, and to the case of noninteger as ''nontrivial.'' This situation is similar to the experimentally observed Aharonov-Casher effect in a Josephson junction array [10] . Up to now we have constructed a model which exhibits a classical analog of a topological effect. However, since we can locally observe how the internal angle changes at intermediate points of the trajectory, this model does not capture the nonlocal feature of an AB-like effect.
As we now turn to show, an effectively nonlocal behavior emerges if we add to the above system two new ingredients. First, we employ two fluxons. Second, we consider the interaction of these fluxons with a nontrivial charged particle situated at the origin (i.e., a particle with noninteger ), and a bath of randomly positioned, moving, charged particles, all leading to trivial angle windings of the fluxon (i.e., particles with integer ). As each fluxon encircles the origin, the particles of the bath randomize its angle. These particles do not, however, randomize the angle difference between the two fluxons when they coincide in position.
Let us denote the coordinates of the two fluxons bỹ R R k ;P P k , and internal coordinates by ' k and L k . The coupling constants with the particles of the bath are taken to be be ''trivial,'' i.e., 1i 2i 1. We denote the coordinates of the bath particles byr r i x ix x y iŷ y and their momenta byp p i (with i 1 . . . N). The Hamiltonian of the system becomes
The first term above represents two fluxons, which interact with the charged particle at the origin and with the bath. The second term represents this ''bath.'' Notice that the kinetic term for the charged particles of the bath includes a vector potential, too [11] . The presence of the bath exerts additional vector-potential terms
where ik arctany i ÿ Y k =x i ÿ X k , is the angle betweenr r i ÿR R k and the x axis.
As we have seen above [Eq. (5)] the internal angle changes according to the relative angle between the fluxon and the charged particle. Indeed, the equation of motion for the internal angle is
Clearly, for a sufficiently large number of randomly distributed particles, the effect of the bath on the internal angle becomes chaotic. The time dependence of the 't becomes unpredictable.
Consider now, however, the following experiment. We start with the two fluxons situated at the same point. Then one of the fluxons stays fixed while the other moves in a path around the nontrivial charge and returns to its initial point. As noted above, the internal angles of each fluxon change randomly. But consider the the relative internal angle between the fluxons,
We first note that when the two fluxons are located at precisely the same point,R R 1 R R 2 we have i1 t i2 t:
Therefore the random changes induced by the bath in the internal angles of the fluxons are identical, and as long as the fluxons coincide t const : Once the fluxons move apart, the random time dependence of ' 1 t differs from that of ' 2 t, and t, the relative internal angle, becomes random.
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Finally, however, when the moving fluxon returns to its original point, after n windings around the origin, and the two fluxons coincide again, final ÿ initial 2n 2N:
The first term is the shift caused by the charge at the origin. The second term is due to the bath and N is an integer random number which counts the number of windings of bath particles. The particles of the bath can wind around only one of the fluxons while the fluxons are apart. However, when the fluxons coincide, the final relative winding number N is a random integer. More importantly, final ÿ initial mod2 is unaffected by the bath particles, in sharp contrast to the values of ' 1 ; ' 2 ; along the trajectory. Thus, upon closing a loop, the random effects due to the bath particles cancel and final ÿ initial mod2 depends only on the nontrivial charge. In other words, although during the experiment the internal angles change randomly, upon closing a loop and measuring the change of the internal angle of one fluxon with the respect to the other fluxon (which acts as a reference system) we are able to recover information about the nontrivial charge. The effect is topological, because it depends only on the winding numbers and not on the details of the loop. Furthermore, and most importantly, the effect is nonlocal because no useful information can be extracted on a local basis (i.e., by monitoring the changes only on parts of the loop); only the closed loop yields information.
More generally, we can allow both fluxons to move, starting from the same point and meeting later at some different point, so that the trajectories of the two fluxons form together a closed loop. The nontrivial charge can move as well. In this case
where n is the winding number of the loop around the nontrivial charge while N represents the winding number of the loop around the bath particles. The result above contains the essence of our effect. We will give a number of generalizations later, but first let us make some comments.
The key element in our effect is the addition of the random bath of trivial charges. When there are no trivial charges present, the effect is purely localmonitoring the changes of the internal angle we can tell about the presence of the nontrivial charge. The vector potential generated by the nontrivial charge, Lr r R is ''gauge invariant'' and observable. As we add more and more trivial charges at random positions and having random motion, the vector potential generated by the nontrivial charge becomes unobservable. The only gauge invariant quantity becomes the ''loop integral,'' i.e., the change in the relative internal angle over the closed loop. One can see a certain analogy between the observability and nonobservability in this case and the gauge independence of the vector potential and its loop interal.
The two particle topological effect considered here is, up to a point, analogous to an interference experiment with a single quantum particle such as the AB experiment. The relative phase accumulated along two trajectories in the quantum interference effect is hence analogous to the relative internal angle in our case. There are, however, significant differences. The first, and obvious difference, is that in the AB effect there is a single particle (whose wave function is split in two wave packets), while in the classical analog we have two particles, each following a well-defined classical trajectory. A more subtle difference is the following. In quantum interference one is always sensitive to the relative phase of two wave packets, since the measured quantity is the square of the wave function. In the classical case, in contrast, we are able to generalize our model to a situation where there are three particles, with three internal angles, and where the only observable quantity involves the internal angles of all three particles.
To illustrate this, we consider three fluxonlike particles which interact with a single nontrivial source with a coupling strength located at the origin, and with three different trivial random background charges denoted by A, B, and C. The first fluxon sees particles of type A as positive charges and particles of type B is negative charges. The second fluxon sees type B as a positive charge and type C as negative charge, and the third fluxon sees type C as positive charges and type A as negative charges.
The Hamiltonian of the system is then
Let be the sum of the three internal angles ' 1 ' 2 ' 3 . The change in the sum of the internal angles which in the present model is ''shared'' by all three particles is given by
We note that the contribution of the last three sums over i; j, and k is random. However, when the three fluxons start initially from the same point, and end at the same final point, the random contributions exactly cancel (modulo 2) and we are left with
Unlike the previous example, here the change in yields the sum of the winding numbers of each fluxon n 1 n 2 n 3 .
The effects presented above are classical nonlocal analogs of quantum vector-potential effects, such as the magnetic AB effect and the AC effect. Along the same lines we now present an analog to the scalar AB effect. This is implemented by the interaction Hamiltonian
In regions where the potential Vx is constant, this interaction does not generate any force. Indeed, the force due to this interaction term is equal to F ÿL dV dx and it is zero where the potential is constant. On the other hand, the internal angle ' is affected: due to the interaction it suffers an additional change of VT, where T is the time spent in the potential V.
Again, in the absence of the randomizing charges background, the change of the internal angle due to the potential is observable. However, the randomizing background makes the change in the internal angle unobservable. An observable effect can be seen only in a ''closed loop'' experiment similar to that in the magnetic case.
In conclusion, we have described a classical nonlocal effect, analog to the quantum Aharonov-Bohm and Aharonov-Casher effects. Although many classical analogs to the AB and AC effects are known, they exhibit only the topological character of the AB and AC effects but are local-by local measurements one can see how the topological phase builds up gradually. As far as we know, this is the first classical nonlocal model which does not involve general relativity and nontrivial spacetime structures. In our model, although one can measure at any time the internal angle of a ''fluxon,'' the measurement yields no information about a nontrivial charge. Information can be obtained only in experiments in which a loop is closed. The key ingredient which allows us to transform a local topological effect into a nonlocal being fully determined by . Employing a Lagrangian analysis necessitates an addition of a kinetic term L 2 z =2I, which removes the constraint of ' to and leads to the well-defined Lagrangian
for every finite I. Our results are reproduced when the limit I ! 1 is taken. We note that unlike the usualṽ v Ã A coupling, the Lagrangian we obtain has also a quadratic term of v A. [11] There should be, of course, a kinetic term for the nontrivial charge as well. The term is absent here because, for simplicity, we took this charge to be fixed at the origin, i.e., to have infinite mass.
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