Introduction
A generalized version of the classical Martin theorem says that any positive solution of a second order linear elliptic equation in a domain of a Riemannian manifold is represented uniquely by an integral of the Martin kernel over the Martin boundary with respect to a finite positive Borel measure which is zero at the non-minimal Martin boundary (for a precise statement, see [22, 16, 34, 29, 10] and references therein, or Theorem 1.10 below). Therefore constructing explicitly the Martin boundary and Martin kernel is crucial in the study of positive solutions of an elliptic equation.
This paper is concerned with positive solutions of a second order elliptic equation in a domain of a non-compact Riemannian manifold, where g=tet(gij) with (go) being the Riemannian metric, (a ij ) is positive definite and locally bounded, (b 1 } and (d l ) are locally p-th integrable for some p>n, and c is locally max(/>/2, l)-th integrable.
The aim of this paper is to establish two methods (decomposition methods) to construct the Martin boundary and Martin kernel for such an equation as (0.1), and to explicitly construct Martin boundaries and Martin kernels for equations in unbounded domains of R n by applying the decomposition methods to the equations. The first method (tensor product decomposition method) is concerned with decomposition of an operator and a domain into a sum of tensor products of operators and a direct product of domains; and the second one (direct sum decomposition method) is concerned with decomposition of a domain into the union of a finite number of ends and a relatively compact set.
The problem of determining the Martin boundary and Martin kernel for a second order elliptic equation in a domain of a non-compact Riemannian manifold intrigued many mathematicians. In the case where the closure of a domain is compact in the manifold, many analysts gave sufficient conditions for the corresponding Martin boundary to be equal to the relative boundary of the domain (see [11, 12, 9, 39, 38, 17, 7, 35] ). As for the case where the closure of a domain is not compact, however, only recently has much attention been paid to the problem. Caffarelli-Littman [8] gave an elementary proof of the fact that the minimal Martin boundary for the Helmholtz operator -A+l on R n is the unit sphere S n~l of R n and the corresponding Martin kernel for co in S 71 ' 1 is equal to exp(%o>) (for more general results, see [18] ); which implies that any positive solution u of (-A+l)w=0 in R n is represented uniquely as . Agmon [2] gave an analogous result for a second order elliptic operator with periodic coefficients on R n and its extension to Riemannian covering spaces, by exploiting the translation invariance of the operator and invoking the Krein-Milman theorem. Nakai [26] showed that the Martin boundary over zero for a stationary Schrodinger equation with radial potential in a punctured disk of R 2 is either one point or a unit circle (see also [14] , [28] and [24] ). By closely investigating Green's functions, Murata [23 and 25] explicitly constructed minimal Martin boundaries and Martin kernels for stationary Schrodinger operators -A+V on R n with potentials V which are principally radial or non-radial in an extreme way. Landis-Nadirashvili [19] showed that a positive solution to a uniformly elliptic equation in a cone of R n which vanishes at the boundary is unique up to a constant multiple (for such uniqueness theorems, see also [13, 23, 24, 30, 36] ). Aikawa [3] gave a representation formula like (0.2) for positive harmonic functions in strips and semi-strips of R n . Its extension to an elliptic operator with periodic coefficients and a representation formula for the operator in a convex cone in R n have been given recently by Pinchover [31] . On the other hand, Anderson-Shoen [6] established that the geometric boundary of a complete manifold of negative curvature is homeomorphic to its Martin boundary (see also [5] ). Li-Tam [20] showed that any positive harmonic function on a complete manifold with nonnegative sectional curvature outside a compact set is a positive linear combination of a finite number of specified harmonic functions.
The rest of this paper is divided into four parts. First we introduce fundamental notions concerning positive solutions of the equation (0.1) and give relevant basic results. In Subsection 1.1 we show that a so called boundary Harnack principle holds for positive solutions of (0.1) vanishing at the boundary; the principle plays a crucial role in our study. In Subsections 1.2 and 1.3 we introduce such notions as <5-positivity, minimal growth, criticality, subcriticality and minimal Green's function; and generalize some results given in [1] and [23, Section 21 . In Section 2 we show that the relative boundary of a Lipshitz domain is imbedded into the minimal Martin boundary for (0.1); which generalizes corresponding results in [16] , [7] and [35] .
In the second part we study positive solutions of an elliptic equation Section 4 is devoted to the proof of Theorem 3.5. A main idea of the proof is to study the asymptotic behavior of the quotient The results to be given in Sections 5 and 6 essentially include those given in [8, 26, 14, 36, 3] and [23, Sections 3 and 6] .
In the third part we establish the direct sum decomposition method. In particular, we show in Section 7 that the Martin boundary over infinity is decomposed according decomposition of a domain near infinity : Let Q and Qj
This implies that the Martin boundary over infinity is stable under compact perturbation in a sense. The results to be given in Section 7 are inspired by [20] and [23, Section 2] .
Finally we give in Appendix a sufficient condition for an equation (0.1) in R n or a cone of R n to have a unique (up to constant multiple) positive solution vanishing at the boundary. § 1. Preliminaries
In this section we prepare basic notions and theorems concerning positive solutions of a second order elliptic equation. The section is divided into four subsections. In Section 1.1 we shall give a comparison theorem (boundary Harnack principle) for positive solutions vanishing at boundary. In Section 1.2, on the basis of ideas in [1] , we give sufficient conditions for a positive solution to exist. In Section 1.3 we shall give criteria for the criticality and subcriticality, extending results of [23, Section 2] (for related results, see also [4] and [32] ). Finally, in Section 1.4 we recall the Martin theory concerning representation of positive solutions.
Let M be a non-compact connected orientable Riemannian manifold of dimension n and class C 2 . Let (g lj ) be the Riemannian metric of M, g=dQt(g lJ ) J and dv the volume element of M. We consider a second order elliptic differ- [33] ). In what follows, Q and dQ stand for the closure and boundary of Q in M.
Comparison Theorem
In order to state a comparison theorem (boundary Harnack principle) and Harnack's inequality we define quantitatively a class of operators. Let The following theorem follows from a result of [33] . I^UO-^y^rSmU'-/] for any %', (cf. [7] ). By definition, a domain without boundary is also a Lipshitz domain. We denote by B(r, z) a ball of radius r centered at z. The following theorem is an extension of Theorem 1.4 of [7] , where uniformly elliptic operators of divergence form on R n were treated (see also [9] and [39] Q. E. D. Now, let Q be a domain of M whose closure Q may not be compact. Let
Here Dc=M means that D is a subdomain of M whose closure is compact in M. We note that (1. Proof. By employing the argument in the proof of Theorem 3.1 in [1] with minor modification, we get the equivalence of (i), (ii) and (iii) and that of (iv) and (v). Since (iv) clearly implies (iii), it suffices to show that Q. E.D.
Criticality 5 Subcriticality, and Minima! Growth
Let Q be a domain of M, and L the operator (1.1). Assume that F(L, Q} 2^0. Choose an increasing sequence of domains {Q k }™ =l such that Q k^M , dQ k r\Q^<l>, Q k^@ , and \J% =1 Q k =Q. Let G k be the Green's function associated with L3 A . By Theorem 1.5 and Harnack's inequality, the sequence G k (-, y} is increasing as &-»oo and either it converges to an LI. i oc (fi)-f unction G(-, y) or it diverges to infinity. In the first case, G(-, y) is positive in Q and clearly satisfies LG(-, y)=d y ('), where d y (-) is Dirac's measure concentrated at y^Q. We call G(-, y) the minimal Green's function for L in Q. Obviously, whether a minimal Green's function exists or not is independent of the choice of an exhaustion {Q k } of Q. We call (L, Q) subcritical in the first case, and critical in the second case (cf. [23] 
Let dQ be the boundary of a compactification fl" of Q, and 7 a subset of dQ. Suggested by Agmon [1] we call u a solution of minimal growth at T if u has the following properties (i) and (ii):
(i) u is a solution of the equation Lu=0 in the intersection of Q and a neighborhood of T in Q~ (which we call a ^-neighborhood of 7).
(ii) For any positive solution v of Lv=Q in a ^-neighborhood of T there exists a positive constant C such that |w|^Cz; in another ^-neighborhood.
From the proof of Theorems 5.2 and 5.4 in [1] and the definition of criticality we have the following theorem. 
The following theorem is an extension of Theorem 2.6 in [23] . 
We close this subsection with the following theorem, an extension of the formula (2.8) in [23] . 
Thus u^v k in fl* for any k, which implies that u^v in Q with v being the right hand side of (1.10). We have that Lv=r(u-v)^Q. By Theorem 1.6, v-Cu for some C>0; and so Q=Lv=r(u-v). Hence v=u.
Q. E. D.
Martin Boundary
Suppose that (L, Q) is subcritical, and let G be the associated minimal Green's function. Then we see that Martin's representation theorem of positive harmonic functions can be extended to positive solutions of the equation (1.2) (cf. [22, 34, 16, 10] ; see also [29] ). For completeness, we explain briefly the representation theorem. Fix a point x 0 in Q. For x and y in Q, put 
2) is equal to a constant multiple of K(-, co) for some CD in a.
(ii) a is a countable intersection of open subsets of 2. 
0(x)--x for x^Q and 0(z)=(o z for z^S gives a homeomorphism of Q-}-S as a subspace of M onto Q-r{o) z ; z^S} as a subspace of Q L .
We prepare a lemma for the proof of Theorem 2.1.
Lemma 2.2. Let 3 be a non-empty family of continuous functions on Q having the following properties ( i )~(iii) : ( i ) Any u in EF satisfies

Lu=Q and u>0 in Q ,
where X Q is a fixed point in Q.
(ii) // u, v<^3 and u>v in Q, then 
Then 3 consists of only one element.
Remark. Conversely, if a family 2" satisfying (i) consists of one point, then (ii) and (iii) are clearly satisfied.
Proof. Let u and v be elements in 3. By (2.1), we get
for any k.
Thus u^C z v in Q. Put e 0 =sup{e>0; eu<v in Q] and w=v-£ 0 u. Then, either iu=Q or w>Q in Q. Suppose that w>Q in Q. By (i), w(x)/w(x 0 ) belongs to £F. Thus the same argument as above shows that w>du in Q for some <5>0, which contradicts the maximality of e 0 -Hence w=Q, and so V=S Q U.
Q.E.D. Q. E. D.
The following theorem, an immediate consequence of Theorem 2.1, is worthy to mention. Q.E.D.
Remark. In the special case where M=R n and L is an operator of divergence form (i.e., b i =d i =Q and c=0), Theorem 2.3 was proved in [7] (see also [12, 9, 39, 17, 38, 35 
]). § 3. Tensor Product Decomposition
In this section we study the structure of positive solutions of a second order elliptic equation Pu=Q in a product domain, where P is a sum of tensor products of operators. A main theorem of this section is Theorem 3.5, which will be proved in Section 4.
Let P be an elliptic operator of the form
where L is an elliptic operator (1.1) on M satisfying (i)~(iii), / is the identity operator on a connected orientable Riemannian manifold N of dimension m and class C 2 , W is a multiplication by a positive measurable function W(x) such that W(x) and W(x}~1 are both locally bounded, A is formally self-adjoint elliptic differential operator on N given by m m
where G=det(Gij) with G tj being the Riemannian metric on N, the operators A and P satisfy the conditions (i)~(iii) below (1.1) with obvious modifications. Here L®/ denotes the tensor product of L and /. Let Q be a domain of M, and D a relatively compact Lipshitz domain of N with nonempty boundary or a compact domain without boundary. We shall investigate the structure of positive solutions of the equation We begin with the following criterion for the existence of a positive solution of (3. (Q k ). The same argument as in the proof of (3.6) shows that In what follows, A+B will stand for the disjoint union of two sets A and B. 
Theorem 3.5. Suppose that (L+ZoW, Q) is subcritical. Assume the following conditions (P. IMP. III). (P. I) For each /-I, 2, ••• and f in 2 Q , there exists the limit (which is denoted by Kj(x,
£
Then the following conclusions (i)~(iv) hold. (i) With d being an ideal point outside of D,
Z=QxdD+Z Qoo xD+S OQ X{d}.
(ii.O) For each (£, d) in I 00 X{d}, a subset U of QxD p is a neighborhood of (£, d) if and only if there exists a neighborhood V of £ in Q° such that (ii.oo) For each (£, rj) in S Qoo xD, a subset U of QxD p is a neighborhood of (£, if) if and only if U~DVxW for a neighborhood V of f in Q° and a neighborhood W of f] in D.
(iii.O) For each This section is devoted to the proof of Theorem 3.5. The theorem yields, among others, a method of constructing the Martin boundary for a second order elliptic operator which can be expressed as a sum of tensor products like (3.1) in a product of domains. 
u(y, t}/v(y, 0 is Holder continuous on D 8 x[-5/2, 8/2], Since u(y, Q)=<f>±(y) and v(y, Q)= <p$(y), this proves the lemma.
Q. E. D. 
Recall that K(x, x r , y } y')=-G(x, x', y, y')/G(x
This implies (i) and (iii).
In view of (3.12), QxD+2 is compact with respect to the topology r induced by neighborhood systems described in (ii). Thus, in order to prove (ii), it suffices to show that the identity map from (QxD+I, r) onto QxD p is continuous. But this follows from the assumption (P. I )~(P. ffl) and the formula Choose an exhaustion {fl ft }"=i of Q such that Qk^Qk+i^Q for any &, and put [26] and [14] ). But we shall state the results without excluding those for the special case, which will be used in the next section.
We see that (5. We conclude this section with a remark concerning relevant results.
Remark 5.7. The results of this section considerably extend those in [23, Section 6] , where the half space case was treated (see also [36] ). In the case where P=-A and E is a cone with nonempty boundary, the solution g Q of the initial value problem (5.5) 0 and (5.6) 0 is given by g Q (r)--r a° with a 0 >0; and so (5.7) and (5.14) hold. Thus Theorem 5.4 implies that there exists a unique positive solution of -Au=Q in E with u- § on dE and u(l, a) 0 )=l. This kind of uniqueness theorem for uniformly elliptic equations of divergence form was given in [19] . We shall show in Apoendix an extension of it as an application of the comparison theorem (Theorem 1.3 in Section 1) and a criterion of uniqueness (Lemma 2.
in Section 2). § 6. Equations in the Product of a Cone and a Bounded Domain
In this section we study positive solutions of an elliptic equation in the product of a cone in R n and a bounded Lipshitz domain in R m by applying the results in Sections 3 and 5.
Let P be an elliptic operator on R™xR™ (n^2 and m^l) of the form Let F be a bounded Lipshitz domain in R m . In this section we investigate positive solutions of the equation
With L=-A X +V and A=-A V +U, Pis rewritten as P=L(g)/+W<8)A; and L is also rewritten as (5.2). Let {Jt^JLo and {^}"= 0 be the eigenvalues and eigenfunctions of -AD, respectively, as in We write p=g Q0 . (6.8) Proof. Theorems 3.4 and 5.3 yield the theorem. Q. E. D.
Let R n +{oo} be the one point compactification of R n , and R n +ooS n -1 the compactification of R n obtained by attaching the unit sphere at infinity. Denote by I, a, ExF p and K the Martin boundary, minimal Martin boundary, Martin compactification of ExF, and Martin kernel for (P, ExF) with reference point Oo, 3> 0 ) in DxF, respectively. Put Q. E. D.
We conclude this section with several remarks. In this section we give a method to construct the Martin boundary for a domain by decomposing it into a finite union of domains which are disjoint outside a compact set.
In order to states a main result of this section we need some preparation. Let L be a second order elliptic differential operator ( We claim that W=w -B k w=Q in Q k . Since W-Q on dQ k and W is of minimal growth at F k , we see that W is a nonnegative solution of Lw-^ in Q k which is of minimal growth at S*-Thus Theorem 1.6 implies that W=Q in Q k , which shows that (TSv) k~vk for any k. In order to complete the proof of ( i ) it suffices to show that T is one to one. Suppose that Tu = Tv for u and v in H+. Since (u-v) J =B J (u-v') for any /=!, ••• , v and M-u=0 on dQ, v/e obtain that for any s>0, where 3; is a fixed point in Q. Thus M^V in fi. Similarly, v<u. Hence u=v, which proves that T is one to one.
(ii) We have that
which implies that
Suppose that {^-}~=i is a sequence in Q k such that limj^y^^^F in Q L . Then, by (7.8) , there exists a unique g k in F k such that yj-*£ k in Q% as ;-^co ? K(x, &-B k K(x, f)>0 in fl», and
Since K(x, y 3 \ />!, are positive solutions of Lu=Q in Qi(l^k} which are of minimal growth at F t and uniformly bounded on each compact subset of Q tl we further obtain that
The equalities (7.9) and (7.10) show that if a sequence {3^}°^ in Q converges to £ in F, then there exists a unique pair (k, £ *) with £* in /% such that 3/ ; -> £* as /-»co in ^f 1 . If we define 0 by $(£)=£*, we get (ii). (iii) Since 5 and T are order preserving, (iii) follows from (7.9). (iv) follows from ( i ) and (7.9).
A direct but interesting consequence of Theorem 7.1 is the following theorem which asserts, for example, that the Martin boundary over infinity is stable under compact perturbation in a sense. Proof. (7.11) follows from the Harnack inequality, the comparison theorem, and (7.6).
Remark. In the special case where v=l and dQ^Ql^Q', results relevant to Theorem 7.2 were given in [23, Section 2] , [24] , [21] , [27] and [37] (see also [32] ).
We conclude this section with a remark and examples illustrating the scope of Theorem 7.1. Systematic applications of Theorem 7.1 are left to the reader. 
Appendix. A Uniqueness Theorem
In this appendix we give a uniqueness theorem for positive solutions of an elliptic equation in a cone or R n .
Let L be an elliptic operator (1.1) on M=R n , n^2, satisfying ( i )~(iii), and the following condition :
There Proof. By virtue of Theorem 7.2, it suffices to show the theorem in the case where E=R n or a cone generated by D (i. e., F=$). We treat only the cone case, since the other case can be treated similarly and more easily. Let X Q be a fixed point in E with \x 0 \=l. For r>l, put E r =E^{ |#|<r}. Since where ||-|| p denotes the norm of L P (G) and C is a constant independent of k. for all k and x^{x^E; 8\\x -l|<min(l-a, 0-1)}. Remark. In the case where E is a cone with nonempty boundary, Theorem A is essentially a considerable extension of Theorem 2.1 of [19] . The theorem in the special case E=R n includes Theorems 5.6 and 5.7 of [23] except for the asymptotic behavior at infinity of a positive solution. Together with results of [24] , it also yields an extension of Theorem of [13] .
Remark. Theorems A and 2.1 imply that the Martin compactification of E for (L, E} is the closur of E in the one point compactification of R n .
