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SATISFIABILITY THRESHOLD FOR RANDOM REGULAR NAE-SAT
˚JIAN DING, :ALLAN SLY, AND ;NIKE SUN
Abstract. We consider the random regular k-nae-sat problem with n variables each
appearing in exactly d clauses. For all k exceeding an absolute constant k0, we establish
explicitly the satisfiability threshold d‹ ” d‹pkq. We prove that for d ă d‹ the problem
is satisfiable with high probability while for d ą d‹ the problem is unsatisfiable with high
probability. If the threshold d‹ lands exactly on an integer, we show that the problem
is satisfiable with probability bounded away from both zero and one. This is the first
result to locate the exact satisfiability threshold in a random constraint satisfaction problem
exhibiting the condensation phenomenon identified by Krzakała et al. (2007). Our proof
verifies the one-step replica symmetry breaking formalism for this model. We expect our
methods to be applicable to a broad range of random constraint satisfaction problems and
combinatorial problems on random graphs.
1. Introduction
Given a Boolean formula in conjunctive normal form (i.e., expressed as an and of ors),
a not-all-equal-sat (nae-sat) solution is an assignment x of literals to variables such that
both x and its negation  x evaluate to true. A k-nae-sat problem is one in which each
clause involves exactly k literals.
The k-nae-sat problem is a symmetrized version of k-sat. A major direction of research
has concerned the large-system limit of random problem instances, seeking to establish typical
behavior and phase transitions. In particular, much effort has been directed towards locating
the satisfiability transition: the critical density α‹ where solutions cease to exist [2].
Random k-nae-sat is perhaps the simplest of a broad universality class of sparse random
constraint satisfaction problems (csps) — including k-sat, colorings, and independent sets
on random graphs — which has been intensively studied in statistical physics, combinatorics
and theoretical computer science. Statistical physicists [13, 15, 17] have described these
problems by replica symmetry breaking (rsb): above a certain condensation threshold αc
which is strictly below α‹, the solution space is dominated by large clusters. This deep
but non-rigorous theory makes explicit predictions for the satisfiability thresholds of these
models, the one-step replica symmetry breaking solution. However, no such prediction has
been rigorously verified in a csp exhibiting condensation, with all previous satisfiability
bounds leaving a constant gap.
In this paper we consider random d-regular k-nae-sat, in which each variable is involved
in exactly d clauses, and clause literals are chosen uniformly at random. We establish the
following sharp satisfiability threshold, the first of its kind among this class of csps:
Theorem 1. For k ě k0 there is a threshold d‹ ” d‹pkq, given by the largest zero of the
explicit function (1), such that the probability for a random d-regular k-nae-sat instance
to be solvable tends to one for d ă d‹, and tends to zero for d ą d‹.
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2 J. DING, A. SLY, AND N. SUN
The threshold d‹ is given by the largest zero of the function
‹Φpdq ” log 2´ logp2´ qq´ dp1´ k´1´ d´1q logr1´ 2pq{2qks` pd´ 1q logr1´pq{2qk´1s (1)
where q “ qpdq is the unique solution in the interval r1´ 2´k, 1s of
d “ 1`
´
log 2p1´ qq2´ q
¯
{
´
log 1´ 2pq{2q
k´1
1´ pq{2qk´1
¯
.
We will find (see Propn. 3.11) that ‹Φ is decreasing with a unique zero on the interval
p2k´1 ´ 2qk log 2 ď d ď 2k´1k log 2.
As the threshold is given by the root of an equation, it is possible for d‹ to be integer-
valued, though we have no reason to believe that this ever occurs. Nevertheless, we also
address this hypothetical possibility by showing that if d “ d‹ then the probability for the
nae-sat instance to be solvable is asymptotically bounded away from both zero and one.
This completes the characterization of the satisfiability transition.
The methods developed in this paper offer a new approach to tackling other problems
in the same class and establishing exact thresholds. Indeed, in a companion paper [10]
we consider the maximum independent set problem on random regular graphs, where we
determine the explicit threshold, and furthermore show tight concentration of the maximum
independent set size about the threshold value.
Previous work on the satisfiability transition has identified sharp thresholds in models not
exhibiting condensation, e.g. xor-sat [16, 18]. The 2-sat satisfiability transition is also
much simpler, and can be identified by a branching process argument [5, 12, 11]. See also [14]
for detailed discussions of these problems. Previous work on nae-sat has centered on the
Erdős–Rényi version in which variables are included in clauses independently at random,
with a series of improving bounds on the satisfiability transition [1, 8, 7].
Shortly prior to the posting of this paper, A. Coja-Oghlan posted a paper [6] on a different
symmetrization of regular k-sat in which a 2-clause joins each consecutive pair of variables,
forcing them to take opposite literals. While not establishing a satisfiability threshold, his
paper establishes a 1rsb-type formula for the existence of solutions that satisfy all but opnq
clauses. His approach of modeling clusters of configurations is similar to our own.
1.1. Notation. Throughout this paper G denotes a pd, kq-regular bipartite graph with bi-
partition pV, F q, where V ” tv1, . . . , vnu is the set of degree-d vertices (variables), F ”
ta1, . . . , amu is the set of degree-k vertices (clauses), and every edge e P E is of form e “ pavq
with a P F , v P V (Fig. 1). A variable assignment is a configuration x P t0, 1uV , and a
literal assignment is a configuration L P t0, 1uE. Let Ba “ pv1, . . . , vkq denote the k vertices
adjacent to a, with repetition if the graph has multi-edges. The evaluation of x by clause a
is the vector
pLxqa ” pLav ‘ xvqvPBa P t0, 1uk
where ‘ indicates addition modulo two. We write  x ” x‘ 1.
Definition 1.1. A variable assignment x P t0, 1uV is a sat solution for pG,Lq if pLxqa is
not the identically-0 vector p0kq for any a P F . The assignment x is a not-all-equal-sat
(nae-sat) solution for pG,Lq if both x and  x are sat solutions for pG,Lq.
We hereafter write G ” Gn,d,k to indicate that G is chosen according to the configuration
model for uniformly random pd, kq-regular bipartite (multi-)graphs with n degree-d vertices,
with L a uniformly random literal assignment.
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V : n = 4 variables, each degree d = 6
F : m = 8 clauses, each degree k = 3
Figure 1. pd, kq-regular bipartite factor graph
1.2. Outline of proof. Our proof of Thm. 1 has two main parts which we now describe.
The first is an application of the moment method: if Zn (n ě 1) are non-negative random
variables then the Cauchy–Schwarz inequality implies pEZnq2{ErZ2ns ď PpZn ą 0q, so ifpEZnq2 — ErZ2ns then Zn ą 0 with positive probability in the limit n Ñ 8.1 On the other
hand, if the Zn are integer-valued with EZn Ñ 0, then PpZn ą 0q Ñ 0 by Markov’s inequality.
It is most natural to apply the moment method with the nae-sat partition function
Z ” ZG,L ” |ΩG,L|, ΩG,L Ď t0, 1uV the set of nae-sat solutions on pG,Lq.
We emphasize that ΩG,L is a random subset of t0, 1uV determined by pG,Lq. By symmetry,
Ppx P Ωq is constant over x P t0, 1uV , so it suffices to consider the identically-0 vector x “ 0:
EZ “ 2nPp0 P ΩG,Lq “ 2np1´ 2{2kqm “ exptnΦkpdqu
with Φkpdq ” log 2` pd{kq logp1´ 2{2kqs. (2)
For fixed k the rate function Φkpdq is clearly decreasing in d, with unique zero at
d˝ ” k log 2´ logp1´ 2{2kq “ r2
k´1 ´ 12 ´ 16¨2k ´Op4´kqs k log 2 ď 2k´1k log 2 ” dubd (3)
In §2 we will see that a rather straightforward application of the second moment method on
Z gives the following
Proposition 1.2. For k ě k0 and d ď dlbd ” dlbdpkq ” p2k´1 ´ 2qk log 2, ErZ2s —k pEZq2,
implying pG,Lq has a nae-sat solution with positive probability as nÑ8.
However the second moment method fails for small ρ: there is a regime of ρ in which both
EZ and ErZ2s{pEZq2 are exponentially large in n, giving no information on the limiting
behavior of PpZ ą 0q. In a sense, this issue characterizes this class of csps.
To determine the exact threshold, we introduce a frozen model with spins 0 and 1 together
with a third spin f (“free”), such that each configuration η P t0, 1, fuV effectively encodes
an entire cluster of (0{1-valued) nae-sat solutions. Roughly speaking, in a frozen model
configuration, the 0{1 spins indicate variables which are rigid (cannot be flipped by local
perturbations) while the f spin indicates variables which can be flipped by making local
changes. In §2 we show how to project nae-sat solutions to frozen configurations by a certain
“coarsening” algorithm, and show further that this only produces frozen configurations with a
very low density of frees. Conversely, in §7 we explain how to recover an nae-sat assignment
from such a frozen configuration. This reduces the proof of Thm. 1 to showing a sharp
threshold for the existence of frozen configurations with a low density of frees.
We establish this by the second moment method applied to the partition function Z of
the frozen configurations. In §3-5 we prove
1The event Bn is said to hold with positive probability if lim infn PpBnq ą 0.
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Theorem 2. For k ě k0 and dlbd ď d ď dubd, there is an explicit constant ‹Φ ” ‹Φkpdq
which is decreasing in d such that
EZ —k exptn ‹Φu, ErZ2s Àk pEZq2 ` nOp1q EZ.
The proof of Thm. 2 comprises a large portion of the present paper. The first moment
is addressed in §3, where we identify the exact local neighborhood profile that gives the
maximal contribution to the expectation. This is done by a Bethe variational principle
which relates stationary points of the rate function to fixed points of certain tree recursions.
A major technical difficulty is the high dimensionality of the maximization problem, and the
possibility of multiple stationary points which must be ruled out. This is done by delicate a
priori estimates which allow us to reduce the dimensionality by certain symmetry conditions.
The second moment can be understood in the same framework by regarding it as the first
moment of the pair model, but clearly the dimensionality is substantially increased. We show
in §4 that the dominant contribution comes from two local maximizers: one corresponding to
pairs whose overlap distribution looks like a product measure, and the other corresponding
to pairs which are perfectly correlated — in each case, with both marginals given by the
first moment maximizer. The results of §3 and 4 control the moments up to polynomial
prefactors, which are determined in §5 by establishing negative-definiteness of the Hessians
for the first- and second-moment rate functions at their maximizers.
Thm. 2 allows us to locate the exact threshold d‹ ” d‹pkq such that PpZ ą 0q converges to
zero for d ą d‹, and is bounded away from zero for d ą d‹. The following theorem improves
this to a sharp threshold:
Theorem 3. For k ě k0,
(a) limnÑ8 PpZ ą 0q “ 1 for dlbd ď d ă d‹; and
(b) limnÑ8 PpZ ą 0q “ 1 for d ď dlbd.
Thm. 3 is proved in §6 by a variance reduction argument. This issue occurs commonly in
applications of the second moment method, and is often dealt with by a somewhat standard
machinery known as the subgraph conditioning method (see [19, 20]) which “explains” the
variance in terms of the short cycles in the graph. Applying this method is technically
demanding, and seems to us intractable in our models due to the large number of variables.
We develop instead a novel approach of taking a certain log-transform of the partition
function, and bounding the incremental fluctuations of its Doob martingale with respect to
the edge-revealing filtration; each increment amounts to the effect of adding a clause. We
control the variance by discrete Fourier analysis applied on the spins at the boundary of a
large local neighborhood of the added clause, and we show that the main contribution comes
from the degree-two Fourier coefficients which correspond to the formation of short cycles in
the graph.
1.3. Notation. For non-negative functions fpk, d, nq and gpk, d, nq we use any of the equiv-
alent notations f “ Okpgq, g “ Ωkpfq, f Àk g, g Ák f to indicate f ď Cpkq g for a finite con-
stant Cpkq depending on k but not on d, n. (In this paper, if f ď Cpk, dq g then f ď Cpkq g
simply by taking the maximum of Cpk, dq over the finitely many integers d ď dubdpkq.) We
drop the subscript k to indicate when we can take the same constant Cpkq ” C for all k ě k0.
Acknowledgements. We thank Amir Dembo, Elchanan Mossel, Andrea Montanari, and
David Wilson for helpful conversations.
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2. Satisfying assignments
2.1. Satisfiability below critical regime. We now prove Propn. 1.2 by applying the sec-
ond moment method to the nae-sat partition function. Write binn,ppjq ”
`
n
j
˘
pjp1´ pqn´j.
Proof of Propn. 1.2. Assume throughout that d ď dlbd. By definition, ErZ2s is the sum
over pairs x1, x2 P t0, 1uV of the probability that both xi are valid nae-sat solutions. By
symmetry, the sum over x2 is the same for all x1; further, conditioned on x1 being a valid
solution, the probability that x2 is also valid depends only on the number nα of vertices in
which the xi agree. Therefore
ErZ2s “ pEZq
ÿ
α
ˆ
n
nα
˙ÿ
γ
pαγ p1´ ϑqmγ
where ϑ ” 2{p2k ´ 2q, and pαγ is the probability, given vectors x1, x2 P t0, 1uV which agree
in nα coordinates, that there are exactly mγ clauses a P F for which px1 ‘ x2qBa is not
identically 0 or identically 1. Let D1, . . . , Dn be i.i.d. Binpk, αq random variables: then
pαγ “ Pp
řm
a“1 1tDa R t0, kuu “ mγ |
řm
a“1Da “ mαkq (4)
ď Pp
řm
a“1 1tDa R t0, kuu “ mγq
Ppřma“1Da “ mαkq “ nOp1q expt´mHpγ | γ0qu,
where γ0 ” γ0pαq ” 1´ αk ´ p1´ αqk. Thus we conclude
ErZ2s ď nOp1q pEZq exptn supα,γ apα, γqu
with apα, γq ” Hpαq ` pd{kqr´Hpγ | γ0q ` γ logp1´ ϑqs.
For fixed α, a is strictly concave in γ with second derivative ´rγp1 ´ γqs´1 ď ´4, and is
uniquely maximized at γ‹pαq “ γ0p1´ ϑq{p1´ ϑγ0q with optimal value
apαq “ Hpαq ` pd{kq logp1´ γ0ϑq
“ pd{kq logp1´ ϑq `Hpαq ` pd{kq logp1` ϑ1´ϑrαk ` p1´ αqksq. (5)
The function a is symmetric in α with ap1{2q “ Φ, the first-moment exponent of (2). We
now show that α “ 1{2 is the global maximizer for d ď dlbd. Since apαq´Φ is nondecreasing
in d, it suffices to show this for d “ dlbd. Since pd{kqrϑ{p1´ ϑqs “ log 2 for d “ dlbd we find
apαq ´ Φ ď Hpαq ` r´1` αk ` p1´ αqk ´ 2{2ks log 2`Op8´kq.
It is straightforward to calculate that for k´1plog kq2 ď α ď 1´ k´1plog kq2,
paq2pαq “ H2pαq `Opk´plog kq{2q ă ´3,
so clearly α “ 1{2 is the unique maximizer on this interval. For 0 ď α ď 1{2, Hpαq is
increasing while αk ` p1´ αqk is decreasing, and we use this to bound
supk´3{2αďk´4{5rapαq ´ Φs ď Opk´4{5 log kq ´ k´1{2 log 2 ă 0.
For α ď k´3{2 we have p1´ αqk “ 1´ kα`Opk1{2αq, therefore
sup2´3k{4ďαďk´3{2rapαq ´ Φs ď αp3k{4q log 2´ αk log 2`Opk1{2αq ă 0
Lastly, recalling Hpxq ` x log c ď logp1` cq ď c gives
sup0ďαď2´3k{4rapαq ´ Φs ď ´p2{2kq log 2`Opk2{23k{2q ` supαď2´3k{4rHpαq ´ αk log 2s
ď 2´kr1´ 2 log 2s `Opk2{23k{2q ă 0.
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Therefore a is uniquely maximized at pα‹, γ‹pα‹qq “ p1{2, 1´ϑq with maximal value Φ, which
proves ErZ2s ď nOp1q pEZq2.
To remove the polynomial factor we now give a more precise calculation of the probabilities
pαγ of (4). Let D1, . . . , Dm be i.i.d. Binpk, αq as before, and for 0 ď j ď k define pjpαq ”
p1´ ϑq1tj‰0,kubink,αpjq. Then, since apαq is uniquely maximized at α “ 1{2,
ErZ2s{pEZq2 “ op1q `
ÿ
|α´1{2|ď1{3
`
n
nα
˘ř
ν 1t
ř
j jνj “ kαu
`
m
mν
˘ś
j pjpαqmνj
pEZqeOppmkq´1q{a2pimkαp1´ αq ,
where the inner sum is taken over probability measures ν on t0, . . . , ku such that mν is
integer-valued. By Stirling’s approximation,
ErZ2s{pEZq2 “ op1q `
ÿ
|α´1{2|ď1{4
ÿ
ν
1třj jνj “ kαu
Ppα, νq
exptnbpα, νqu
EZ
where bpα, νq ” Hpαq ´ pd{kqřj νj logrνj{pjpαqs is strictly concave in pα, νq, and the cor-
rection term Ppα, νq is nOp1q in general, and is —k npk`1q{2 for ν satisfying maxj 1{νj Àk 1.
It is easily seen that this is indeed satisfied by arg maxν bpα, νq for 1{4 ď α ď 3{4, so it follows
using the strict concavity of b that
ErZ2s{pEZq2 “ op1q `Okp1q
ÿ
|α´1{2|ď1{4
exptn supν bpα, νqu
n1{2 EZ
.
Of course supν bpα, νq need not be concave in α, however, since we previously took an
upper bound on pαγ , supν bpα, νq ď apαq which is strictly concave near α “ 1{2 with global
maximum ap1{2q “ Φ. This proves ErZ2s Àk pEZq2 for d ď dlbd. 
2.2. Coarsening algorithm and frozen model. In view of Propn. 1.2 we hereafter assume
unless indicated otherwise that k ě k0 large,
dlbd ď d “ p2k´1 ´ ρqk log 2 ď dubd p0 ď ρ ď 2q, so Φ “ 2´kp2ρ´ 1q log 2`Op4´kq. (6)
In this regime, we define the following algorithm to map a satisfying variable assignment
x P t0, 1uV to a coarsened configuration η ” ηpxq P t0, 1, fuV . In the coarsened model, 0
and 1 indicate variables which are “rigid” or “forced” while f indicates variables which are
“free,” as follows:
Definition 2.1. A clause–variable edge pavq is said to be η-forcing if ηBa P t0, 1uk with
Lav‘ηv “  Law‘ηw for all w P Bazv. We also say that a is η-forcing and v η-forced. Recall
that Ba “ pv1, . . . , vkq denotes the neighbors of a with multiplicity, so each clause can have at
most one η-forcing edge.2 Given ηBa P t0, 1uk, of the 2k ´ 2 valid configurations of La there
are exactly two which are paviq-forcing for each 1 ď i ď k, with the remaining 2k ´ 2 ´ 2k
configurations not forcing to any vi. A variable which is not η-forced is said to be η-free.
Coarsening algorithm.
Set η0 ” x. For t ě 0, if there exists v P V which has ηtv ‰ f but which is not ηt-forced,
then take the first3 such v and set ηt`1v “ f. Set ηt`1w “ ηtw for all w ‰ v.
Iterate until the first time t1 that no such vertex v remains.
2For example, if Ba “ pv, v, v, w, . . . , wq with ηv ‰ ηw and La “ p0kq, the clause is not considered η-forcing.
3First with respect to the ordering on V “ rns.
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Denote the terminal configuration η ” ηpxq ” ηt1 .4 Let Zěnβ denote the contribution to
Z from assignments x P t0, 1uV such that the coarsened configuration ηpxq P t0, 1, fuV has
more than nβ free variables.
Proposition 2.2. In regime (6), EZěnβ is exponentially small in n for β “ 7{2k.
Proof. By symmetry, EZěnβ “ pEZq fnβ where fnβ denotes the probability, conditioned on
x “ 0 being a valid nae-sat solution, that its coarsening η has at least nβ free variables.
We simulate the coarsening algorithm as follows: of the nd half-edges incident to variables,
choose e1, . . . , em uniformly at random (with random ordering) to be potentially forcing.
Edge ea corresponds to clause a, though here the clauses are not explicitly formed. Condi-
tioned on x being a valid solution, each clause independently has probability ϑ ” 2k{p2k ´ 2q
to be x-forcing (cf. Defn. 2.1): therefore set each ea to be initially forcing with probability
ϑ, independently over a. Then, for each t ě 0, if there exists v P V which is incident to no
(remaining) initially forcing half-edge, then take the first such v and
(i) Delete all dtv remaining potentially forcing half-edges incident to v; and
(ii) Delete the first d´ dtv potentially forcing half-edges among all those remaining.
The interpretation is that the coarsening algorithm sets v to be a free variable at stage t.
Thus the d´dtv clauses incident to v and potentially forcing to other variables can no longer
be forcing, so we remove these clauses from consideration (step (ii)).5
Say a variable v is t-free if it has no initially forcing half-edges remaining after nt iterations
of the above procedure. Since initially forcing edges are deleted in order, v must avoid the
set Et of initially forcing edges ea with index a ą ndt. If there are ě nt free variables in the
coarsened configuration η, then the above process must survive at least nt iterations. The
law of |Et| is Binpm´ ndt, ϑq, so (by a union bound)
fnt ď
`
n
nt
˘
Er`ndp1´tq|Et| ˘{` nd|Et|˘s ď `nnt˘Erp1´ tq|Et|s
“ nOp1q exptnrHptq ` dp1{k ´ tq logp1´ ϑtqsu.
If t “ C{2k with C — 1 then fnt ď nOp1q exptnpC{2kqr1 ´ logC ` Opk2{2kqsu. Then recalling
(6) we have EZěnt ď enΦ fnt exponentially small in n for C “ 7. 
Definition 2.3. We say η P t0, 1, fuV is a 0{1{f frozen model configuration on pG,Lq if
(a) No clause a P F is unsatisfied (meaning ηBa P t0, 1uk with pLηqa identically 0 or 1);
(b) Each variable v P V has ηv ‰ f if and only if there is a clause a P Bv with ηBa P t0, 1uk
and Lav ‘ ηv “  Law ‘ ηw for all w P Bazv (cf. Defn. 2.1).
Some of our computations are simplified by working with the image of the 0{1{f frozen
model under the projection t0, 1u ÞÑ r, hereafter r{f frozen model.
Let Znβ denote the frozen model partition function on pG,Lq restricted to configurations
with exactly nβ f-vertices. In view of Propn. 2.2, in regime (6) we hereafter restrict all
consideration to the truncated 0{1{f frozen model partition function
Z ” řtďβmax Znt, βmax ” 7{2k. (7)
4We could define a cluster of nae-sat solutions to be the pre-image of any η under the coarsening
algorithm.
5Step (i) does not delete any initially forcing half-edges, but step (ii) can.
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We will show in §7 that restricted frozen model solutions indeed correspond to true nae-
solutions.6
3. First moment of frozen model
In this section we identify the leading exponential order ‹Φ “ limnÑ8 n´1 logEZ of the
first moment of the (truncated) frozen model partition function (7). The random pd, kq-
regular bipartite factor graph G ” Gn,d,k converges locally weakly (in the sense of [4, 3]) to
the infinite pd, kq-regular tree Td,k — the infinite tree with levels indexed by Zě0 such that
all vertices at even integer levels are of degree d (variables) and all vertices at odd integer
levels are of degree k (clauses). Our calculation is based on a variational principle which
relates the exponent ‹Φ to a certain class of Gibbs measures for the frozen model on Td,k
which are characterized by fixed-point recursions. In fact the recursions can have multiple
solutions, and much of the work goes into identifying (via a priori estimates) the unique
fixed point which gives rise to ‹Φ. We begin by introducing the Gibbs measures which will
be relevant for the variational principle.
3.1. Frozen model tree recursions. We shall specify a Gibbs measure ν on Td,k by defining
a consistent family of finite-dimensional distributions νt on the depth-t subtrees Td,kptq. A
typical manner of specifying νt is to specify a “boundary law” on the configuration on the
depth-t vertices, and then to define νt as an appropriate finite-volume Gibbs measure on
Td,kptq conditioned on the boundary configuration.
In our setting some difficulty is imposed by the fact that the frozen model is not a factor
model (or Markov random field) in the conventional sense that η|A and η|B are condition-
ally independent given the configuration η|C on any subset C separating A from B — in
particular, given the variable spins at level 2t of Td,k, whether a variable at level 2pt ´ 1q
is permitted to take spin f depends on whether its neighboring 0’s and 1’s in level 2t are
forced by clauses in level 2t` 1.
We shall instead specify Gibbs measures for the frozen model via a message-passing system,
as follows. First sample uniformly random literals Lptq on Td,kptq. Given the literals, each
variable v will send a message σvÑa to each neighboring clause a P Bv which represents the
“state of v ignoring a”, and will receive in return a message σaÑv representing the “state of a
ignoring v.” That is, σvÑa will be a function 9md´1 of d´1 incoming messages pσbÑvqbPBvza, and
likewise σaÑv will be a function mˆav (which will involve the literals at a) of k ´ 1 incoming
messages pσwÑaqwPBazv. The actual state ηv of v is then a function 9md of all its incoming
messages 9σBvÑv ” pσuÑvquPBv; the configuration may be invalidated if any variable receives
conflicting incoming messages.
If on the boundary of Td,kptq we are given a vector ηÒ ” pσvÑwqv,w (for v at level t, w
the parent of v), then there is at most one completion of ηÒ to a (bi-directional) message
configuration on Td,kptq: iterating 9md´1, mˆav gives all the messages upwards in the direction
of the root, and once those are known we can recurse back down to determine the messages
in the opposite direction. The measure νt can then be specified by giving the law of the
boundary messages ηÒ: our choice will be to take ηÒ i.i.d. according to a law 9q (t even) or qˆ
(t odd); consistency of the family pνtqt will then amount to fixed-point relations on 9q, qˆ.
6Some truncation is indeed necessary: the identically-f vector is a valid configuration of the unrestricted
frozen model, and in fact it turns out that the dominant contribution to the partition function of the
unrestricted 0{1{f frozen model comes from configurations with much higher density of free variables (roughly
— plog kq{k) — hence not corresponding to nae-solutions.
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The message-passing rules for our frozen model are as follows:
1. Vertex message-passing rule 9mD : t0, 1, fuD Ñ t0, 1, fu: output
f if all D incoming messages are f;
0 if at least one 0 but no 1’s incoming;
1 if at least one 1 but no 0’s incoming;
unsat otherwise (i.e. both 0, 1 incoming).
2. Clause message-passing rule mˆav : σBazvÑa ÞÑ σaÑv: output
0 if Lav ‘ 0 “  Law ‘ σwÑa for all w P Bazv;
1 if Lav ‘ 1 “  Law ‘ σwÑa for all w P Bazv;
f otherwise.
We then define
Zt νtpLptq, ηptq, ηÒq “
#
9qpηÒq ”śi 9qpηÒi q, t even,
qˆpηÒq ”śi qˆpηÒi q, t odd, (8)
provided ηÒ completes leads to a valid message configuration (no unsat messages) on Td,kptq
with respect to literals Lptq. The root marginal is then given by
ν1pηo “ xq “ pqˆf ` qˆxq
d ´ pqˆfqd
pqˆf ` qˆ0qd ` pqˆf ` qˆ1qd ´ pqˆfqd for x “ 0 or 1,
with the remaining probability going to ηo “ f. The νt are consistent if and only if q ” p 9q, qˆq
satisfies the frozen model recursions
qˆ0 “ qˆ1 “ p2{2kqp 9q0 ` 9q1qk´1, 9q0 “ pqˆf ` qˆ0q
d´1 ´ pqˆfqd´1
pqˆf ` qˆ0qd´1 ` pqˆf ` qˆ1qd´1 ´ pqˆfqd´1 “ 9q1 (9)
with qˆf “ 1´ qˆ0 ´ qˆ1 and 9qf “ 1´ 9q0 ´ 9q1.
Lemma 3.1. In the regime 9qf À 2´k, the recursion (9) has a unique solution q‹, which
furthermore satisfies 2kp 9qfq‹ “ 1{2`Opk2{2kq.
Proof. Writing q ” 1´ 9qf and v ” qˆf{pqˆ0 ` qˆfq, we see that a solution of (9) corresponds to
a solution of the equations
q “ qd´1pvq ” 2´ 2v
d´1
2´ vd´1 , v “ vk´1pqq ”
1´ 2pq{2qk´1
1´ pq{2qk´1 . (10)
If 1 ´ q À 2´k then vk´1pqq “ 1 ´ 2{2k ` Opk{4kq, therefore vk´1pqqd´1 “ 2´k ` Opk2{4kq and
qd´1 ˝ vk´1pqq “ 1´ 2´k´1 `Opk2{4kq. In this regime we also calculate
v1k´1pqq “ ´ pk ´ 1qpq{2q
k´1
qr1´ pq{2qk´1s2 — k2
´k, q1d´1pvq “ ´2pd´ 1qv
d´1
vp2´ vd´1q2 — k,
thus pqd´1˝vk´1q1 — k2{2k so in this regime (10) must have the unique solution as claimed. 
Remark 3.2. Note that if ν is the Gibbs measure on Td,k corresponding to a solution q‹ of
(9), then νpσo ‰ fq is a fixed point of qd ˝ vk´1. In the regime of Lem. 3.1 the fixed points
of qd ˝ vk´1 and qd´1 ˝ vk´1 are nearly identical, so in view of Propn. 2.2 we are justified in
restricting attention to fixed points with 9qf À 2´k.
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3.2. Auxiliary model. On the tree Td,k, the frozen model configuration η can be uniquely
recovered from the configuration σ of messages on all the directed edges: each vertex spin
ηv is determined by applying 9md to the incoming messages. We refer to σ as the auxiliary
configuration, and we now observe that we can define a model on auxiliary configurations
on pd, kq-regular bipartite graphs which is in bijection with the frozen model but has the
advantage of being a factor model in a relatively simple sense.
The spins of the auxiliary model on the bipartite factor graph are the bidirectional mes-
sages σva ” σav ” pσvÑa, σaÑvq, taking values in the alphabetM ” t0, 1, fu2zt01, 10u. Write
9σv for the d-tuple of spins on the edges incident to variable v P V , and write σˆa for the pair
of spins on the edges incident to clause a P F .
In the auxiliary model, each configuration σ PM E receives the factor model weight
Ψpσq ” ΨG,Lpσq ”
ź
vPV
9ϕp 9σvq
ź
aPF
ϕˆapσˆaq (11)
where the variable factor weight 9ϕp 9σvq is simply the indicator that each outgoing message
σvÑa is determined by the message-passing rule 9md´1 from the incoming messages σbÑv,
b P Bvza; and likewise the clause factor weight ϕˆapσˆaq is the indicator that each outgoing
message σaÑv is determined by the message-passing rule mˆav from the incoming messages
σwÑa, w P Bazv. Then, with  f ” f, we have ϕˆapσˆaq “ ϕˆ˝pσˆa ‘ Laq where 9ϕ and ϕˆ˝ are
given explicitly by
9ϕp 9σq ”
$’’’’’’’’&’’’’’’’’%
1, 9σ “ pffdq,
1, 9σ P Perrpf0, 0fd´1qs,
1, 9σ P Perrpf1, 1fd´1qs,
1, 9σ P Perrp00j , 0fd´jqjě2s,
1, 9σ P Perrp11j , 1fd´jqjě2s,
0, else;
, ϕˆ˝pσˆq ”
$’’’’’’’’&’’’’’’’’%
1, σˆ P Perrp00 or f0, 1fk´1qs
1, σˆ P Perrp11 or f1, 0fk´1qs
1, σˆ P Perrp0fj , 1fk´jq2ďjďk´2s,
1, σˆ P Perrpff, 0fj , 1fk´1´jq1ďjďk´2s,
1, σˆ P Perrpffj , 0fs, 1fk´1´sqjě2s,
0, else;
(12)
with Perpσq the set of permutations of σ. We refer to this as the factor model with specifi-
cation ϕ ” p 9ϕ, ϕˆq.
Remark 3.3. The frozen model is in exact bijection with the auxiliary model. Given
an auxiliary configuration σ P M E, the corresponding frozen configuration η is given by
coordinate-wise application of 9md. The inverse mapping η ÞÑ σ can be defined as follows:
first determine the clause-to-variable messages by setting σaÑv to be ηv if pavq is η-forcing and
f otherwise, equivalently σaÑv “ mˆavpηBazvq. Then determine the variable-to-clause messages
σvÑa by applying 9md´1 (since we assumed η is a valid frozen model configuration, v cannot
receive conflicting incoming messages σaÑv “ 0 and σbÑv “ 1).
Definition 3.4. The 0{1{f auxiliary model on G is defined to be the average of the auxiliary
model (11) over all literal configurations L. The r{f auxiliary model is the image of the 0{1{f
auxiliary model under the projection Π : t0, 1u ÞÑ r, f ÞÑ f.
It is easily seen that the 0{1{f auxiliary model is again a factor model on G, with variable
factor 9ϕ as before and clause factor ϕˆpσˆq ” 2´křL ϕˆ˝pσˆ‘Lq. Further, 9ϕp 9σq and ϕˆpσˆq depend
on 9σ and σˆ only through their projections under Π, so we conclude that r{f auxiliary model
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on G is a factor model with specification
9ϕp 9σq “
$’’’&’’’%
1, 9σ “ pffdq,
2, 9σ P Perpfr, rfd´1q,
2, 9σ P Perrprrj , rfd´jqjě2s,
0, else;
ϕˆpσˆq ” 2´k
$’’’’’’&’’’’’’%
2, σˆ P Perrprr or fr, rfk´1qs,
2k ´ 2´ 2k, σˆ “ prfkq,
2k ´ 4, σˆ P Perpff, rfk´1q,
2k, σˆ P Perrpffj , rfk´jqjě2s,
0, else.
(13)
3.3. Bethe variational principle. The primary purpose of defining the auxiliary model is
that it gives us the following approach for calculating EZ. Given an auxiliary configuration
σ, consider the normalized empirical measures
9hp 9σq ” n´1 řvPV 1t 9σv “ 9σu p 9σ PM dq variable empirical measure;
hˆpσˆq ” m´1 řaPF 1tσˆa “ σˆu pσˆ PM kq clause empirical measure.
We regard h ” p 9h, hˆq as a vector indexed by suppϕ ” psupp 9ϕ, supp ϕˆq. For σ P M and
9σ P supp 9ϕ let 9Hσ, 9σ denote the number of appearances of σ in 9σ, and similarly write Hˆσ,σˆ
for the number of appearances of σ in σˆ. For h to correspond to a valid configuration σ, the
variable and clause empirical measures must give rise to the same edge marginals
h¯ “ d´1 9H 9h “ k´1Hˆhˆ, h¯pσq ” pndq´1 řpvaqPH 1tσva “ σu.
Definition 3.5. Given ϕ ” p 9ϕ, ϕˆq let ∆ denote the space of probability measures h ” p 9h, hˆq
on suppϕ (that is, 9h is a probability measure on supp 9ϕ while hˆ is a probability measure on
supp ϕˆ) such that
(i) p 9h, d
k
hˆq lies in the kernel of matrix H∆ ”
` 9H ´Hˆ˘, and
(ii) 9hp 9mdp 9σq “ fq ď βmax (cf. (7)).
Let 9s ” | supp 9ϕ|, sˆ ” | supp ϕˆ|, and s¯ ” | supp ϕˆ| “ |M |: we shall show (Lem. 6.4) that H∆
is surjective, therefore ∆ is an p 9s` sˆ´ s¯´ 1q-dimensional space.
The expected number of auxiliary configurations on Gn,d,k with empirical measure h is
EZphq “
`
n
n 9h
˘`
m
mhˆ
˘`
nd
ndh¯
˘ 9ϕn 9hϕˆmhˆ ” n!m!śσpndh¯pσqq!pndq! ź9σ 9ϕp 9σq
n 9hp 9σq
pn 9hp 9σqq!
ź
σˆ
ϕˆpσˆqmhˆpσˆq
pmhˆpσˆqq! .
Stirling’s formula gives EZphq “ nOp1q exptnΦphqu where
Φphq ”
ÿ
9σ
9hp 9σq log 9ϕp 9σq9hp 9σq `
d
k
ÿ
σˆ
hˆpσˆq log ϕˆpσˆq
hˆpσˆq ´ d
ÿ
σ
h¯pσq log 1
h¯pσq . (14)
If further minh Ák 1 as nÑ8, then
EZphq “ e
Okpn´1q
p2pinqp 9s`sˆ´s¯´1q{2
” ś
σ dh¯pσq
k
ś
9σ
9hp 9σqśσˆ p dk hˆpσˆqq
ı1{2
looooooooooooooooomooooooooooooooooon
Pphq
exptnΦphqu (15)
The first moment of frozen model configurations is EZ “ řhP∆ EZphq. The aim of this
section is to compute the exponent ‹Φ “ limn n´1 logEZ by determining the maximizer
‹h ” p‹ 9h, ‹hˆq of Φ on ∆. Observe it is clear from the functional form of Φ that ‹ 9h and ‹hˆ
must be symmetric functions on M d and M k respectively.
If ‹h lies in the interior ∆˝ of ∆ then it must be a stationary point for Φ. Such points
correspond to a generalization of the tree Gibbs measures considered in §3.1, where the
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boundary conditions are specified by a law on incoming and outgoing messages, as follows:
first sample uniformly random literals Lptq on Td,kptq as before. If σptq is a message con-
figuration on the edges of Td,kptq — including the edges Ept ´ 1, tq joining levels t ´ 1 and
t — then let ΨtpLptq, σptqq denote the product of the factor weights 9ϕp 9σvq, ϕˆapσˆaq over all
v, a P Td,kpt´ 1q. For probability measures 9h, hˆ on M we define the measures
Zt νtpLptq, σptqq “
#
ΨtpLptq, σptqqśePEpt´1,tq 9hσe , t even,
ΨtpLptq, σptqqśePEpt´1,tq hˆσe , t odd, (16)
with Zt the normalizing constant which makes νt a probability measure. This generalizes
the definition of νt in (8) by taking 9hηη1 proportional to 9qη and hˆηη1 proportional to qˆη1 , i.e.
9hηη1 “ 9qη{p2` 9qfq, hˆηη1 “ qˆη1{p2` qˆfq. (17)
The family pνtqt is consistent if and only if h ” p 9h, hˆq satisfies the Bethe recursions
9zh 9hσ “ ř 9σ :σ1“σ 9ϕp 9σqśdi“2 hˆσi , zˆh hˆσ “ řσˆ :σ1“σ ϕˆpσˆqśki“2 9hσi (18)
(with 9zh, zˆh the normalizing constants); these generalize the frozen model recursions (9), as
we shall see explicitly below. Thus a solution h of (18) specifies a Gibbs measure ν for the
auxiliary model on Td,k which generalizes the measures ν described in §3.1.
It is clear from the 0{1 symmetries of ϕˆ that any solution h of the 0{1{f Bethe recursions
must also have the 0{1 symmetry, and as a consequence must correspond to a solution g of
the r{f Bethe recursions via
hˆηη1 “ gˆΠη,Πη1{p2´ gˆffq, 9hηη1 “ 21tη“η1“fu 9gΠη,Πη1{2. (19)
The r{f Bethe recursions read explicitly as follows:
zˆg gˆrr “ zˆg gˆfr “ p2{2kqp 9grfqk´1,
zˆg gˆff “ p 9grf ` 9gffqk´1 ´ p4{2kqp 9grfqk´1,
zˆg gˆrf “ p 9grf ` 9gffqk´1 ´ p2{2kqpk ` 1qp 9grfqk´1
` p2{2kqpk ´ 1qp 9grfqk´2p 9grr ` 9gfr ´ 2 9gffq,
9zg 9gff “ pgˆffqd´1, 9zg 9gfr “ 2pgˆrfqd´1,
9zg 9grr “ 9zg 9grf “ 2rpgˆrr ` gˆrfqd´1 ´ pgˆrfqd´1s,
where 9grf was simplified using gˆrr “ gˆfr. The recursion for gˆrf then simplifies to
zˆg gˆrf “ zˆg gˆff ` p2{2kqpk ´ 1qp 9grfqk´2p 9grf ´ 2 9gffq,
so we see that 9gfr “ 2 9gff if and only if gˆrf “ gˆff, in which case the corresponding solution
h of the 0{1{f Bethe recursions satisfies the symmetries (17). A fixed point of the recursion
(10) is given by q “ 9grf{p 9grf` 9gffq and v “ gˆrf{pgˆrr` gˆrfq “ hˆff{phˆ11` hˆffq “ 4hˆff{p1` hˆffq,
using the relation 4hˆ11 ` 3hˆff “ 1. In the reverse direction, any solution q, v of (10) gives
rise to a Bethe solution via
gˆrf “ gˆff “ 2hˆff{p1` hˆffq “ v{2, gˆrr “ gˆfr “ 2hˆ11{p1` hˆffq “ p1´ vq{2,
9gfr “ 2 9gff “ 2 9hff “ 2 9qf{p2` 9qfq, 9grr “ 9grf “ 2 9h1f “ q{p2` 9qfq. (20)
This proves our claim that the measures ν generalize the measures ν of §3.1.
The connection between these Gibbs measures and the rate function Φ is given by the
following variational principle:
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Lemma 3.6. If ϕ ” p 9ϕ, ϕˆq is such that both 9H and Hˆ are surjective, then any stationary
point h of Φ belonging to ∆˝ corresponds to a Bethe fixed point solving (18) via
9zh 9hp 9σq “ 9ϕp 9σqśdi“1 hˆσi , zˆh hˆpσˆq “ ϕˆpσˆqśki“1 9hσi , z¯h h¯pσq “ 9hσhˆσ (21)
with 9zh, zˆh, z¯h normalizing constants satisfying z¯h “ 9zh{ 9zh “ zˆh{zˆh for 9zh, zˆh as in (18).
Proof. At an interior stationary point h, consider differentiating Φ in direction δ ” p 9δ, 0q
with 9H 9δ “ 0, so that h` sδ P ∆˝ for |s| small. Writing 9a ” logr 9ϕp 9σq{ 9hp 9σqs,
0 “ BsΦph` sδq|s“0 “ ř 9σ 9δp 9σq 9ap 9σq “ ř 9σ 9δp 9σq 9εp 9σq,
9εp 9σq ” 9ap 9σq `řdi“1 9λpσiq with 9λ : M Ñ R arbitrary.
We claim it is possible to choose 9λ such that 9ε has marginals ε¯ ” 0: in vector notation
9ε “ 9a` 9H t 9λ, so this amounts to solving 9H 9a` 9H 9H t 9λ “ 0, which has a unique solution 9λ by
surjectivity of 9H. Taking 9δ “ 9ε with this value of 9λ in the above derivative gives
9hp 9σq “ 9ϕp 9σqśdi“1 e 9λpσiq, likewise hˆpσˆq “ ϕˆpσˆqśki“1 eλˆpσiq. (22)
Now differentiate in the direction of general δ with 1
d
9H 9δ “ δ¯ “ 1
k
Hˆδˆ, so h ` sδ P ∆ for
small |s|. Applying (22) and simplifying gives
0 “ BsΦph` sδq|s“0 “ dřσ δ¯pσqρ¯pσq, ρ¯pσq ” log h¯pσq ´ 9λpσq ´ λˆpσq.
By surjectivity we may choose δ with δ¯pσq “ ρ¯pσq ´ |M |´1 řσ1 ρ¯pσ1q, and then substituting
into the above we find that log h¯´ 9λ´ λˆ is a constant function of σ, that is,
h¯pσq equals e 9λpσq eλˆpσq up to normalizing constant.
On the other hand, the marginal of (22) reads
h¯pσq “ e 9λpσqř 9σ:σ1“σ 9ϕp 9σqśdi“2 e 9λpσiq “ eλˆpσqřσˆ:σ1“σ ϕˆpσˆqśki“2 eλˆpσiq.
Comparing the expressions for h¯pσq shows that the probability measures 9h and hˆ on M
obtained by normalizing respectively eλˆpσq and e 9λpσq must solve the Bethe recursions (18).
Lastly (22) shows that h corresponds to h ” p 9h, hˆq via (21), concluding the proof. 
Theorem 3.7. In the 0{1{f auxiliary model, let ‹h denote the unique stationary point of Φ
which corresponds — via (21) and (17) — to the solution q‹ of the frozen model recursions
(9) which was identified in Lem. 3.1. The unique maximizer of Φ on ∆ is given by ‹h.
In view of Lem. 3.6 and our preceding discussion of Gibbs measures, Thm. 3.7 will follow
by showing
1. Any global maximizer h of Φ on ∆ must lie in the interior ∆˝, and so corresponds via
(21) to a solution h of the Bethe recursions (18). (For the required surjectivity of 9H, Hˆ
see Lem. 6.4.)
2. Any such Bethe solution h satisfies the symmetries (18), therefore reduces to a solution q
of the frozen model recursions (9). Further q is in the regime of Lem. 3.1, which uniquely
identifies h “ ‹h.
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3.4. Boundary maximizers. In this section we verify (by a priori estimates) that Φ has
no maximizers on the boundary of ∆. By Rmk. 3.3 we may work interchangeably with the
frozen and auxiliary models.
We begin with a preliminary calculation. For a vector ` P Zn let g`rpn,Eq denote the
probability, with respect to a uniformly random assignment of E forcing half-edges to n
degree-d variables, that variable i receives at least `i of the E edges for each 1 ď i ď n. If `
is the constant vector pl, . . . , lq we write g`rpn,Eq ” glrpn,Eq.
Lemma 3.8. For ζ “ yplog dq{d with y — 1 and ` upper bounded by l À 1 (uniformly in d),
g`rpn, ndζq — exptOpnd´2yplog dq2l´1qu
nź
i“1
PζpXi ě `iq.
Proof. Let X1, X1, . . . , Xn be i.i.d. Binpd, θq random variables, with joint law Pθ: then
g`rpn, ndζqśn
i“1 PζpXi ě `iq
“ Pθp
řn
i“1Xi “ ndζ |Xi ě `i @iq
Pθpřni“1Xi “ ndζq .
For any ` the conditional mean EθrX |X ě `s is increasing in θ (the derivative is the variance
of a certain random variable), thus there is a unique value θ “ r1`Opd´yplog dql´1qs ζ such
that Eθrřni“1Xi |Xi ě `i @is “ ndζ. For this value of θ, the local clt (see [9]) combined
with Stirling’s approximation gives
g`rpn, ndζqśn
i“1 PζpXi ě `iq
— exptndHpζ | θqu “ exptOpnd´2yplog dq2l´1qu,
concluding the proof. 
Lemma 3.9. For k ě k0 and dlbd ď d ď dubd, the contribution to EZ (see (7)) from all
β ď βmax with |2k`1β ´ 1| ě 2´k{8 is exponentially small in n compared with EZ. Further
eOpn{2
kq “ EZ ě EZ1{2k`1 ě exptnrΦ´ 12k`1 `Opk
Op1q
24k{3 qsu, with Φ as in (2). (23)
Proof. Recall that Znβ denotes the contribution to the frozen model partition function from
configurations with nβ free variables.
Upper bound ignoring forcing constraints.
Let Ynβ denote the partition function of 0{1{f frozen configurations with nβ frees where
we ignore the requirement that rigid variables be forced, so clearly Ynβ ě Znβ. In a given
frozen configuration let mνj (0 ď j ď k) count the number of clauses incident to exactly
j free variables; and let pβν denote the probability of empirical measure ν of clauses with
respect to a uniformly random matching between clause half-edges and variable half-edges
with density β of frees. Then
EZnβ ď EYnβ “ 2np1´βq
`
n
nβ
˘ř
ν pβν p1´ 2{2kqmν0p1´ 4{2kqmν1 .
Similarly to the calculation in the proof of Propn. 1.2, let D1, . . . , Dm „ Binpk, βq, and
calculate pβν “ Pp
ř
a 1tDa “ ju “ mνj for all 0 ď j ď k |
ř
aDa “ mkβq: since the local
clt implies PpřaDa “ mkβq “ nOp1q, we find
EYnβ “ nOp1q 2np1´βq
`
n
nβ
˘ř
ν 1t
ř
j jνj “ kβu
`
m
mν
˘ś
j p
mνj
j where
p0 ” p1´ 2{2kq bink,βp0q, p1 ” p1´ 4{2kq bink,βp1q, pj ” bink,βpjq for 2 ď j ď k.
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The above is optimized at νj “ pjuj{c where c ” řj pjuj and u is chosen such that kβ
matches
ř
j jνj “ p
ř
j jpju
jq{přj pjujq. The latter is increasing in u, and it is straight-
forward to check that it has a unique solution u “ 1 ` 2{2k ` Opk{4kq. This implies c “
1´ 2{2k `Opk2{8kq, thus
EYnβ “ nOp1q exptnypβqu with
ypβq ” p1´ βq log 2`Hpβq ` pd{kqrlog c´ kβ log us
“ ´ log 2` pd{kq logp1´ 2{2kq ´ β log 2`Hpβq ´ dβp2{2kq `Opk2{4kq
“ Φ` βrlogpe{βq ´ log 2k`1s `Opk2{4kq,
with Φ as in (2) (not depending on β).
Bounds with forcing constraints.
Suppose we condition on an assignment of edges such that every clause is satisfied, and no
f-variables are illegally forced. Each of the mν0 fully rigid clauses is forcing with probability
ϑ ” 2k{p2k ´ 2q, and mν0 is clearly sandwiched between m and m´ ” mp1´ kβq, therefore
EZnβ
#
ď EYnβřα binm,ϑpmαqgrpnp1´ βq,mαq;
ě EYnβřα binm´,ϑpm´αqgrpnp1´ βq, m´αq. (24)
For α “ r1`Op2´k{3qsϑ we have
mα
np1´ βqd “ r1`Op2
´k{3qs 2{2k “ y log d
d
with y “ 1´ log k
k log 2 `Op1{kq;
the same estimate holds with m´, y´ in place of m, y. Applying Lem. 3.8 then gives
grpnp1´ βq,mαq “ r1´ p1´ 2{2kqd exptOpk{2k{3qusnp1´βq exptOpnkOp1q{4kqu“ exptn{2kr´1`Opk{2k{3qsu “ grpnp1´ βq, m´αq.
For |1´ α{ϑ| ě 2´k{3 we have binm,ϑpmαq ď expt´n{2k{2u: consequently, in each of the two
sums on the right-hand side of (24), the total contribution from such α is an exponentially
small fraction of the sum. We therefore conclude
EZnβ “ pEYnβq exptn{2kr´1`Opk{2k{3qsu
“ exptnrΦ` βrlogpe{βq ´ log 2k`1s ´ 1{2k `Opk{24k{3qsu.
This is clearly optimized with 2k`1β « 1, and estimating the second derivative of the expo-
nent with respect to β implies the result. 
Proposition 3.10. The maximum of the 0{1{f auxiliary model exponent Φ on ∆ is not
attained on the boundary B∆.
Proof. Lem. 3.9 shows that the maximum cannot be obtained on the boundary β “ βmax, so
it remains to show that the maximizer must be a strictly positive measure on suppϕ. For
δ ” p 9δ, δˆq such that h` tδ lies in ∆ for t ě 0 small, consider
TΦph; δq ” lim
tÓ0
Φph` tδq ´Φphq
t logp1{tq “
9δrpsupp 9hqcs ` pd{kqδˆrpsupp hˆqcs ´ d h¯rpsupp h¯qcs.
To show that h P ∆ is not a maximizer it suffices to exhibit TΦph; δq ą 0 for some δ. In
particular, it follows by convexity that for any h P ∆, h ` tp‹h ´ hq P ∆˝ for t ą 0 small
and ‹h as in the statement of Thm. 3.7. Therefore, if h is a maximizer such that the edge
marginal has full support supp h¯ “ M , then necessarily supph “ suppϕ, since otherwise
TΦph; ‹h´ hq ą 0.
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Suppose h is a maximizer for Φ on ∆; recall 9h, hˆ must be symmetric functions. By
Lem. 3.9, almost all variables are rigid except for — n2´k free variables; so some but not
all edges are forcing. It is also clear that the rigid variables will be divided roughly evenly
between 0’s and 1’s, so we obtain tff, 0f, 1fu Ď supp h¯ as well as h¯ptfx, xxuq ą 0 for
x “ 0, 1.
1. Case h¯pf0q ą 0 “ h¯p00q.
By symmetry of h, pf0, 0fd´1q P supp 9h and pf0, 0fk´1q P supp hˆ.
Further p0fkq P supp hˆ, else TΦph;h1 ´ hq ą 0 for h1 ” p 9h1, hˆ1q defined by
9h1 “ 1pf0,0fd´1q, pd{kqhˆ1 “ 1pf0,0fk´1q ` pd{k ´ 1q1p0fkq.
If h¯p00q “ 0 then consider
9δ “ 1p002,0fd´2q ´ 1pf0,0fd´1q, pd{kqδˆ “ 2 ¨ 1p00,0fk´1q ´ 1pf0,0fk´1q ´ 1p0fkq;
this has marginal dδ¯ “ 2 ¨ 100 ´ 1f0 ´ 10f so we find TΦph; δq “ 1` 2´ 2 ą 0.
2. Case h¯p00q ą 0 “ h¯pf0q.
By symmetry of h, p00, 0fk´1q P supp hˆ.
Further p002, 0fd´2q P supp 9h, else TΦph;h1 ´ hq ą 0 for h1 ” p 9h1, hˆ1q defined by
9h1 “ 1p002,0fd´2q, pd{kqhˆ1 “ 2 ¨ 1p00,0fk´1q ` pd{k ´ 2q1p0fkq.
If h¯pf0q “ 0 then for δ as above we find TΦph;´δq “ 1` 1´ 1 ą 0.
Clearly the same argument applies replacing 0 with 1. In each case the conclusion contradicts
the assumption that h is a maximizer, concluding the proof.7 
3.5. Bethe recursion symmetries. Suppose h is an interior maximizer for Φ on ∆, and
so corresponds to a Bethe solution h. Let T´d,k denote Td,k with a subtree incident to the root
removed, leaving an unmatched half-edge e´ incident to o (Fig. 2). Consider defining a Gibbs
measure on T´d,k in the manner of (16), with boundary law given by the Bethe solution h.
Then the marginal law of σe´ will be 9h, and the marginal law of the tuple of spins incident to
any given vertex will be 9h if the vertex is a variable, hˆ if it is a clause. Further, the Gibbs
measure on T´d,k can be generated in Markovian fashion, starting with spin σe´ distributed
according to 9h, generating the messages on the other d´ 1 edges incident to o according to
the conditional measure 9hp 9σ |σ1 “ σe´q, and continuing iteratively down the tree.
Write σe´ ” u´υ` where u´ is the variable-to-clause message and υ` the clause-to-variable
message (in Fig. 2, u´ is directed upwards, υ` downwards). Given any valid auxiliary con-
figuration σ on the edges of T´d,k, changing υ` and passing the changed message through the
tree (via 9md´1, mˆav) produces a new auxiliary configuration σ1 (Fig. 2). The symmetries (17)
will follow by showing that for any fixed u´, the effect of changing υ` is measure-preserving
under the Gibbs measure ν corresponding to h. From our definition of the Gibbs measure
via the boundary law, the measure-preserving property will follow by showing that the effect
of changing υ` almost surely does not percolate down the tree.
Indeed, recall that we already saw directly from the Bethe recursions that hˆ00 “ hˆf0: this
came from the observation that ϕˆ does not distinguish between 00 and f0, which corresponds
to the fact that changing the message incoming to a clause along a forcing edge has no effect
on the other k ´ 1 edges. We also saw that hˆ00 “ hˆf0 implies 9h00 “ 9h0f: this corresponds to
7In our setting we have checked supp h¯ “ M in a rather ad hoc manner. A simpler argument applies
generally to any specification ϕ which is everywhere positive onM d,M k: if σ R supp h¯ then take σ´ P supp h¯,
and observe that TΦph; δq ą 0 for δ defined by 9δ “ 1pσ,σ´d´1q ´ 1pσ´dq, pd{kqδˆ “ 1pσ,σ´k´1q ´ 1pσ´kq.
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all literals 0
Figure 2. Change of message incoming down to e´ is passed down T´d,k
(ηη´:η` means message η up, message η´ down in σ, message η` down in σ1)
the fact that if u´ “ 0, changing υ` at most can change messages incoming to clauses in Bo
along forcing edges, so the effect terminates before the second level of the tree.
Proof of Thm. 3.7. By Propn. 3.10, any maximizer h for Φ on ∆ must lie in the interior
∆˝, and so corresponds to a solution h of the Bethe recursions (18). From the above
discussion it remains to show that h satisfies 9hff “ 9hf0: meaning that in the Gibbs measure
ν corresponding to h, changing υ` with u´ “ f fixed has a finite-range effect. Let g correspond
to h via (19).
The effect of changing u´υ` from ff to f0 can only propagate through clauses in which the
parent variable and exactly one descendant variable send message f, and the evaluation of the
remaining k´2 messages under the clause literals is identically 0 or 1. The vertex-preceding
edges of T´d,k whose spins will be affected by changing υ` from f to 0 form a branching process
with mean
pd´1qpk´1qp8{2kqhˆpσˆ P pff2, rfk´2q |σ1 “ ffq ď dkp8{2kq 9g
2
ff 9gk´2rf
p1´ 42k q 9gff 9gk´1rf
À k2 9gff{ 9grf, (25)
where the intermediate step follows from (21). Similarly, the effect of changing u´υ` from f0
to ff can only propagate through clauses in which exactly one descendant variable sends
message f, and the evaluation of the remaining k ´ 1 messages under the clause literals is
identically 0 or 1. This forms a branching process with mean
pd´ 1qpk´ 1qp4{2kqhˆpσˆ P prfk´1, frq |σ1 P rfq ď dkp4{2kq p2
k ´ 4q 9gff 9gk´1rf
p2k ´ 2´ 2kq 9gkrf À k
2 9gff{ 9grf. (26)
To show that both processes are subcritical, we now estimate the ratio 9u ” 9gff{ 9grf. Recall
from the proof of Lem. 3.9 that the number m hˆprfkq of fully rigid non-forcing clauses, is
mν0α “ mp1 ´ Op k2k qq (otherwise the contribution to the partition function is an exponen-
tially small fraction of the whole). Applying (21) again we have
ndβ
mν0α
“ hˆprfkq´1
ÿ
jě1
j hˆpPerpffj, rfk´jqq “
ÿ
jě1
j
ˆ
k
j
˙
9uj “ k 9up1` 9uqk´1,
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so we conclude 9u “ 9gff{ 9grf “ βr1 ` Op k2k qs À 2´k, which clearly shows that the effect
of changing υ` given u´ “ f does not percolate. Therefore h satisfies the symmetries (17),
and so corresponds to a solution 9q of the frozen model recursions (10). Further 1 ´ q “
9gff{p 9grf ` 9gffq À 2´k, so Lem. 3.1 implies 9q “ 9q‹ as claimed. 
3.6. Explicit form of first moment exponent. We conclude this section by giving the
explicit form of ‹Φ ” ‹Φkpdq.
Proposition 3.11. For k ě k0, dlbd ď d ď dubd, ‹Φ ” ‹Φkpdq is given by
‹Φ “ log 2´ logp2´ qq ´ dp1´ k´1 ´ d´1q logr1´ 2pq{2qks ` pd´ 1q logr1´ pq{2qk´1s (27)
where q is the unique solution of
d “ 1`
´
log 2p1´ qq2´ q
¯
{
´
log 1´ 2pq{2q
k´1
1´ pq{2qk´1
¯
with 0 ď 1´ q ď 12k . (28)
The function ‹Φ is strictly decreasing in d with 2krΦ´ ‹Φs “ 12`Opk
2
2k q, and so has a unique
zero dlbd ă d‹ ă dubd satisfying
d‹ “
´
2k´1 ´ 12 ´
1
4 log 2
¯
k log 2`Opk32k q “ d˝ ´
´ 1
4 log 2 ´
1
6
¯
k log 2`Opk32k q, (29)
with d˝ the first moment threshold of the original nae-sat partition function (3).
Proof. The equation (28) is a rewriting of the frozen model recursions (10), which by Lem. 3.1
has a unique solution with 0 ď 1 ´ q‹ ď 2´k. Throughout the following we write q ” q‹,
qf ” 1´ q “ 12k`1 `Opk
2
4k q, and v ” vpqq ” vk´1pqq as in (10). We also abbreviate
Q ” Qpqq ” pq{2qk´1 “ p1´ vq{v and
vr ” 1´ v “ Q{p1´Qq “ 2´kr2´ 2pk ´ 1qqf ` 4{2k `Opk2{4kqs. (30)
Clearly, Lem. 3.6 applies for both the 0{1{f and r{f auxiliary models. Substituting (21)
into (14) and rearranging gives
‹Φ “ Φp‹hq “ log 9zh ` pd{kq log zˆh ´ d log z¯h “ log 9zg ` pd{kq log zˆg ´ d log z¯g. (31)
We use (20) to calculate
9zg “ 2pgˆrr ` gˆffqd ´ pgˆffqd “ p2´ v
dq
2d “
2p1` qfvrq
2dp1` qfq ,
zˆg “ p 9grf ` 9gffqk ´ 2p 9grf{2qk “ 1p2` qfqk
1` qfvr
1` vr ,
z¯g “ p 9grr ` 9gffqpgˆrr ` gˆffq ` 9gffgˆrr “ 1` qfvr2p2` qfq .
(32)
(From the Bethe recursions (18) we see that 9zg 9gff “ pgˆffqd´1 and zˆg gˆrr “ p 9grf{2qk´1, so
we can use (20) again to express 9zg, zˆg in terms of qf, vr and confirm that the relations
z¯g “ 9zg{ 9zg “ zˆg{zˆg of Lem. 3.6 are indeed satisfied.) Then
‹Φ “ log 2´ pd{kq logp1` vrq ´ dp1´ k´1 ´ d´1q logp1` qfvrq ´ logp1` qfq
“ Φ´ pd{kq logrp1´ 22k qp1` vrqs ´ dp1´ k´1 ´ d´1q logp1` qfvrq ´ logp1` qfq
with Φ ” log 2 ` pd{kq logp1 ´ 22k q the first-moment exponent for the original nae-sat
partition function (2). From (30) we have p1´ 22k qp1` vrq “ 1´ 2pk´1q2k qf `Opk
2
8k q, therefore
‹Φ´ Φ “ dp1´ k´1qqfp 22k ´ vrq ´ logp1` qfq `Opk
2
4k q “ ´qf `Opk
2
4k q. (33)
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Let us now see that ‹Φ is strictly decreasing in d. Recalling (30) that v “ Q{p1 ´ Qq, we
find
‹Φ “ log 2` pd{kq logp1´ qQq ` pd´ 1q log 1´Q1´ qQ ´ logp2´ qq,
and rearranging gives (27). This can be expressed as a function of q alone by taking Q “ Qpqq
as in (30) and d “ dpqq as in (28). With Dq denoting differentiation in q, we calculate
DqQ “ pk ´ 1qQ
q
“ 2pk ´ 1q2k r1`Op
k
2k qs, Dqv “ ´ DqQp1´Qq2 “ ´
2pk ´ 1q
2k r1`Op
k
2k qs,
Dqd “ ´rqfp1` qfq log vs´1 ` pd´ 1qDqv´v log v “ pqfvrq
´1 `Opk22kq “ 4kr1`Opk22k qs.
The total derivative of ‹Φ ” ‹Φpdpqqq with respect to q is then straightforward to calculate:
the main contribution comes from
Dqrpd{kq logp1´ qQqs “ ´pdkQq{p1´ qQq ` k´1pDqdq logp1´ qQq
“ ´k´1QpDqdq `Opkq “ ´p2{kq2kr1`Opk3{2kqs,
while Dqrpd´ 1q logrp1´Qq{p1´ qQqs ´ logp2´ qqs “ Opk2q
Thus ‹Φ ” ‹Φk is strictly decreasing on the interval dlbd ď d ď dubd with derivative
‹Φ1pdq “ Dq‹Φ
Dqd
“ ´ 22kk r1`Op
k3
2k qs,
so it must have a unique zero dlbd ď d‹ ď dubd. We further estimate from (6), (30), and (33)
that d‹ must satisfy (29), concluding the proof. 
4. Second moment of auxiliary model
In this section we compute the exponential growth rate ‹2Φ “ limnÑ8 n´1 logErZ2s of the
second moment of the (truncated) frozen model partition function (7). This is done in the
same framework as in introduced in §3, regarding the second moment as the first moment of
the partition function of pair frozen model configurations ω ” pη1, η2q on the same underlying
graph. The corresponding model of pair auxiliary configurations τ ” pσ1, σ2q has factors
9ϕ2 ” 9ϕ b 9ϕ and ϕˆa2pτˆq ” ϕˆ˝pτˆ ‘ Lq ” ϕˆ˝pσˆ1 ‘ Lq ϕˆ˝pσˆ2 ‘ Lq, and rate function 2Φ on the
space 2∆ of empirical measures 2h with both marginals in ∆. We can again average over
literals to define the 0{1{f auxiliary model on G; note however that the pair auxiliary model
does not have a simple r{f projection as was found in (13). In this section we prove
Theorem 4.1. The rate function 2Φ on 2∆ attains its maximum only at the product measure‹
2h ” ‹h b ‹h, or at the measures x2h (x “ 0, 1) with marginals ‹h supported on pair
configurations τ “ pσ, x‘ σq.
We begin with an a priori estimate in the frozen model. As before r denotes t0, 1u.
We partition rr ” t0, 1u2 into rr“ ” t00, 11u and rr‰ ” t01, 10u, and we decompose
Z2 “ řpi Z2pi where Z2pi denotes the partition function of pair frozen configurations with
associated empirical measure pi on P ” trr“, rr‰, rf, fr, ffu. We write pif¨ ” pifr ` piff,
etc.; in view of (7) we always assume pif¨, pi¨f ď βmax. Throughout the following we write
α ” pirr“{pirr for the fraction of rr-vertices taking the same spin in both coordinates.
Lemma 4.2. With α ” pirr“{pirr, the function 2Φ can only attain its global maximum on ∆
either in the near-independent regime ‹2∆ Ď ∆ of measures with |2α´ 1| ď k{2k{2, or in the
near-identical regime ¨2¨∆ Ď ∆ of measures with α^ p1´ αq ď 2´3k{4.
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Proof. Given empirical measure pi on P, let ppiν denote the probability, with respect to a
uniformly random matching between variable and clause half-edges, that there are exactly
mν clauses which are incident to only rr“ or only rr‰ variables: such clauses have two
invalid literal assignments. Of the remaining mp1´νq clauses, all but Opmk2{4kq must have
fewer than two frees in at least one of the two coordinates, hence must have at least four
invalid literal assignments. Therefore
ErZ2pis ď 2np1´piffq
`
n
npi
˘ř
ν ppiν p1´ 2{2kqmνp1´ 4{2kqmp1´νq exptOpnk24k qu.
The typical value of ν given pi is ν ” pikrrrαk ` p1 ´ αqks; conditioning and applying the
local clt (see (4) or the proof of Lem. 3.9) gives ppiν ď nOp1q expt´mHpν | νqu. The optimal
contribution to the summation above comes from
ν
1´ ν “
ν
p1´ νqp1´ ϑq where ϑ ”
2
2k ´ 2 .
Since pif¨, pi¨f ď βmax we find 2np1´piffq
`
n
npi
˘ “ exptnrlog 2`Hpαq`Opk{2kqsu. Combining and
recalling (2), (5) gives
ErZ2pis ď exptnrΦ` apαq `Opk{2kqsu.
Recall from (23) that EZ “ eOpn{2kq; it therefore follows from the estimates done in the
proof of Propn. 1.2 that ErZ2pis{pEZq2 is exponentially small in n throughout the regime
2´3k{4 ď α^ p1´ αq ď 12p1´ k{2k{2q. 
4.1. Near-independence regime. In this subsection we complete our analysis of the near-
independent regime ‹2∆ to prove
Proposition 4.3. The unique global maximizer of the restriction of 2Φ to ‹2∆ is ‹2h.
Lemma 4.4. The contribution to ErZ2s from frozen configurations with |2α ´ 1| ď k{2k{2
and p2{3q βmax ď pif¨ _ pi¨f ď βmax is exponentially small in n compared with pEZq2.
Proof. Write pif ” 1 ´ pirr. Let mνj count the number of clauses with exactly 2j invalid
literal assignments, and let νj denote the typical value of νj given pi:
ν1 ě ppirrqkrαk ` p1´ αqks “ 2{2k `Opk2{23k{2q,
ν2 ě ppirrqkr1´ αk ´ p1´ αqks “ 1´ 2{2k ´ kpif `Opk2{23k{2q,
ν3 ě kppirf ` pifrqppirrqk´1r1´ αk´1 ´ p1´ αqk´1s “ kppirf ` pifrq `Opk{4kq,
ν4 ě kpiffppirrqk´1r1´ αk´1 ´ p1´ αqk´1s “ kpiff `Opk{4kq.
By the argument of Lem. 4.2,
ErZ2pis ď 2np1´piffq
`
n
npi
˘ř
ν ppiν
ś
jě0p1´ 2j{2kqmνj
ď exptnrp1´ piffq log 2`Hppiq ` pd{kq logp1´ 22k
ř3
j“1 jνjqsu.
Note that Hppiq is maximized at α “ 1{2, therefore
Hppiq ď ´řωPPzrr piω log piω ´ pirr log pirr ` pirr log 2
ď log 2´řωPPzrr piω log piω ` pif logpe{2q.
From the above estimates on the νj we find
1´ 22k
ř3
j“1 jνj “ p1´ 2{2kq2 ´ 2k2k ppirf ` pifr ` 2piffq `Opk2{25k{2q.
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Combining these estimates and recalling Φ “ log 2` pd{kq logp1´ 2{2kq from (2) gives
n´1 log ErZ
2
pis
e2nΦ
ď ´pirf log
´
pirf2k`1
e
¯looooooooomooooooooon
ě1{2k`1
´ pifr log
´
pifr2k`1
e
¯looooooooomooooooooon
ě1{2k`1
´ piff log
´
piff4k`1
e
¯looooooooomooooooooon
ě1{4k`1
`O
´
k2
23k{2
¯
.
Recalling (23) gives the two upper bounds
n´1 log ErZ
2
pis
pEZq2 ď O
´
kOp1q
24k{3
¯
`
#
´pirf logppirf2k`1{eq ` 3{2k`1; (a)
´piff logppiff4k`1{eq ` 2{2k. (b)
Recall (7) that βmax “ 7{2k; (a) implies that ErZ2pis{pEZq2 is exponentially small in n for
2pirf ě βmax, or symmetrically for 2pifr ě βmax. However (b) implies that ErZ2pis{pEZq2 is
exponentially small in n for piff ě 4{pk2kq, and combining gives the result. 
Proposition 4.5. Any global maximizer of 2Φ on ‹2∆ must be an interior stationary point.
Proof. Lem. 4.4 shows that the maximum cannot be obtained on the boundary where density
of frees in either coordinate is βmax, so it remains to show that the maximizer must be a
strictly positive measure on suppϕ. For this we argue similarly as in the proof of Propn. 3.10.
If 2h ” p2 9h, 2hˆq P 2∆ is defined by 2 9hp 9τq “ 9hp 9σ1q1t 9σ1 “ x‘ 9σ2u and hˆpσˆ1q1tσˆ1 “ x‘ σˆ2u
for h P ∆ and x P t0, 1u, then clearly 2Φp2hq “ Φphq, so Propn. 3.10 implies
tp 9σ, x‘ 9σq : 9σ P supp 9ϕu Ď supp 9h, tpσˆ, x‘ σˆq : σˆ P supp ϕˆu Ď supp hˆ for x “ 0, 1.
In the following we write r, s, x, y for elements of t0, 1u.
1. If supp h¯ does not contain rrfs or rrsf then Tp2Φqph; δq ą 0 for
9δ “ řx,y‰fr1tp xx xx xfd´2fy yf yfd´2 qu ´ 1tp xx2 xfd´2yy2 yfd´2 qsu,
pd{kqδˆ “ řx,y‰fr1tp xx xfk´1fy yfk´1 q, p xx xfj xfk´1´jyf yfj  yfk´1´j qu ´ 2 ¨ 1tp xx xfk´1yy yfk´1 qus with j “ tk´12 u,
dδ¯ “ řx,y‰fr1t xxfy , xxyf u ´ 2 ¨ 1t xxyy us.
2. If supp h¯ does not contain rffs or frsf then Tp2Φqph; δq ą 0 for
9δ “ řx,y‰fr1tp xf fx xfd´2fy yf yfd´2 qu ´ 1tp fx xfd´1fy yfd´1 qus,
pd{kqδˆ “ řx,y‰fr1tp  xf fx  xfk´2fy  yf  yfk´2 qu ´ 1tp fx xfk´1fy yfk´1 qus,
dδ¯ “ řx,y‰fr1t xffy , fxyf u ´ 1t fxfy , xfyf us.
3. If supp h¯ does not contain any of xfff , xxff , fxff then Tp2Φqph; δq ą 0 for
9δ “ 1tp fx xfd´1ff ffd´1 q, p xx
2 xfd´2
ff2 ffd´2 qu ´ 2 ¨ 1tp ff
d
ffd qu,
pd{kqδˆ “ 1tp fx xfk´1ff ffk´1 qu ` 2 ¨ 1tp xx xf
k´1
ff ffk´1 qu ` p2 dk ´ 3q1tp xf
k
ffk qu ´ 2 dk ¨ 1tp ff
k
ffk qu,
dδ¯ “ 1t fxff u ` 2 ¨ 1t xxff u ` p2d´ 3q1t xfff u ´ 2d ¨ 1t ffff u.
It follows by symmetry considerations that supp h¯ “M 2, hence any maximizer h of 2Φ must
be positive on suppϕ since otherwise T2Φph; ‹2h´ hq would be positive. 
Lemma 4.6. The pair frozen model tree recursions on measures q ” p 9q, qˆq have the unique
solution q “ q‹bq‹ in the regime 9qptff, rf, fruq À 2´k, p 9q00` 9q11q{p 9q01` 9q10q “ 1`Opk{2k{2q.
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Proof. The pair frozen model tree recursions are as follows. Write 9q“ ” 9q00 ` 9q11 and
9q‰ ” 9q01 ` 9q10. By assumption, 9q“ “ p1` εq 9q‰ with |ε| À k2k{2 . The clause recursions are
qˆ“ ” qˆ00 “ qˆ11 “ p2{2kq p 9q“qk´1, qˆ‰ ” qˆ01 “ qˆ10 “ p2{2kq p 9q‰qk´1,
qˆrf ” qˆ0f “ qˆ1f “ p2{2kq rp 9qr¨qk´1 ´ p 9q“qk´1 ´ p 9q‰qk´1s,
qˆfr ” qˆf0 “ qˆf1 “ p2{2kq rp 9q¨rqk´1 ´ p 9q“qk´1 ´ p 9q‰qk´1s,
qˆff “ 1´ 2rqˆ“ ` qˆ‰ ` qˆrf ` qˆfrs “ 1´ 2rqˆ00 ` qˆ01 ` qˆ0f ` qˆf0s “ 1´Op2´kq.
The variable recursions are (with 9c the normalizing constant)
9c 9qff “ qˆd´1ff ,
9c 9qf0 “ 9c 9qf1 “ pqˆff ` qˆfrqd´1 ´ qˆd´1ff , 9c 9q0f “ 9c 9q1f “ pqˆff ` qˆrfqd´1 ´ qˆd´1ff ,
9c 9q00 “ 9c 9q11 “ pqˆ“ ` qˆrf ` qˆfr ` qˆffqd´1 ´ pqˆrf ` qˆffqd´1 ´ pqˆfr ` qˆffqd´1 ` qˆd´1ff
9c 9q01 “ 9c 9q10 “ pqˆ‰ ` qˆrf ` qˆfr ` qˆffqd´1 ´ pqˆrf ` qˆffqd´1 ´ pqˆfr ` qˆffqd´1 ` qˆd´1ff .
By the assumption that |ε| À k2k{2 , the clause recursions give qˆrf “ 22k r1`Op k2k qs “ qˆfr, and
therefore from the variable recursions we must have 9qrf “ p1 ` δq 9qfr with |δ| À 2´k. But
then the clause recursions give |qˆrf ´ qˆfr| À δ k4k , consequently
9qfr
9qrf
“ 1`Opδ
dk
4k q ´ qˆd´1ff {pqˆff ` qˆrfqd´1
1´ qˆd´1ff {pqˆff ` qˆrfqd´1
“ 1`Opδ k22k q,
proving that the recursion contracts to δ “ 0, i.e. 9qrf “ 9qfr and qˆrf “ qˆfr. Similarly, the
clause recursions give qˆ“ “ qˆ‰ “ Opε k4k q, and substituting this into the variable recursions
gives 9q“{ 9q‰ “ 1`Opεk22k q, so we also have contraction to ε “ 0, 9q“ “ 9q‰ ” 12 9qrr.
It remains to show p 9qrr, 9qrf, 9qffq “ p 9q2, 9qp1´ 9qq, p1´ 9qq2q with 9q “ 9q‹. To this end write
q ” 9qrr ` 9qrf ” 4 9q00 ` 2 9q0f, q´ ” 9qrr{q ” 9q00{p2 9q00 ` 9q0fq.
Writing Q ” pq{2qk´1, Q´ ” pq´{2qk´1, and Q‹ ” p 9q‹{2qk´1, we have
1´ q “ xp0, 2,´1q,W
d´1y
xp4,´4, 1q,W d´1y , 1´ q´ “
xp0, 1,´1q,W d´1y
xp2,´3, 1q,W d´1y ,
qˆff ` 2qˆ0f ` qˆ00 “ 1´ 2Q`QQ´ ”W1,
qˆff ` qˆ0f “ 1´ 3Q` 2QQ´ ”W2,
qˆff “ 1´ 4Q` 4QQ´ ”W3.
By assumption, x ” 2kp|q ´ 9q‹| ` |q´ ´ 9q‹|q À 1, so Q ` Opx k4k q “ Q‹ “ Q´ ` Opx k4k q and
consequently W d´1r1`Opxdk4k qs “ pW ‹qd´1. It follows that
1´ q
1`Opxk22k q
“ 1´ q´1`Opxk22k q
“ xp0, 2,´1q, pW
‹qd´1y
xp4,´4, 1q, pW ‹qd´1y “ 1´ 9q
‹
implying that the recursion contracts to x “ 0, q “ q´ “ 9q‹ as claimed. 
Proof of Propn. 4.3. By Propn. 4.5 and Lem. 3.6, any maximizer h of 2Φ on ‹2∆ corresponds
to some solution h of the Bethe recursions for the pair 0{1{f auxiliary model. We now show
that h must satisfy the symmetries (17): that is, 9hpoiq “ 9hpoi1q, where o now indicates
the outgoing pair of variable-to-clause messages, and i or i1 indicates the incoming pair of
clause-to-variable messages. LetR“ ” t 0f0f , 1f1f u andR‰ ” t 0f1f , 1f0f u, and write Dj ” Rj“YRj‰
and R ” D1. Analogously to the first-moment symmetries seen directly from the Bethe
recursions, in the pair model it is easily seen that hˆp σxx q “ hˆp σfx q and 9hp σxx q “ 9hp σxf q for any
σ PM and x P t0, 1u. Further, the 0{1 symmetry in the clause factors implies hˆpτq “ hˆp τq
and 9hpτq “ 9hp τq for any τ PM 2. It remains to show that 9hp σfx q “ 9hp σff q for x P t0, 1u.
SATISFIABILITY THRESHOLD FOR RANDOM REGULAR NAE-SAT 23
Estimates on messages. The number of clauses incident to any variable which are free in
either coordinate is À m k2k , while an easy a priori estimate implies that the number of
fully-rigid clauses which are non-forcing is — m. Recalling (21) then gives
k{2k Á k hˆpt
ff
rf ,
rf
ff ,
ff
ff u,Rk´1q
hˆpRkq ě r1´Op
k
2k qs
k r 9hp ffrf q ` 9hp rfff q ` 9hp ffff qs
9hp rfrf q
, (34)
where the last inequality follows because all the ϕˆ2 factor weights involved in the application
of (21) are 1´Op k2k q.
We now estimate the ratio γ´ ” 9hp 0f0f q{ 9hp 0f1f q. Another application of (21) gives
γ ” α1´ α “
pirr“
pirr‰
“ hˆp
t00,0fu
t00,0fu qd ´ hˆp t00,0fu0f qd ´ hˆp 0ft00,0fu qd ` hˆp 0f0f qd
hˆp t00,0fut11,1fu qd ´ hˆp t00,0fu1f qd ´ hˆp 0ft11,1fu qd ` hˆp 0f1f qd
where we have used the symmetry hˆp σxx q “ hˆp σfx q noted above. The ratio γ´ is given by the
same expression with d´1 in place of d. Writing 9hb for the product measure with marginals
9h, the Bethe recursions give
zˆh hˆp 0000 q “ 22k 9hbpDk´1q, zˆh hˆp 000f q “ 22k 9hbpRk´1zDk´1q, zˆh hˆp 0f0f q “ p1´Op k2k qq 9hbpRk´1q,
where the last estimate uses (34). Thus hˆp t00,0fut00,0fu q “ r1` 22k `Op k4k qshˆp t00,0fu0f q, and so
γ´ ” 9hp
0f
0f q
9hp 0f1f q
“ eOp1{2kq hˆp
t00,0fu
t00,0fu qd´1
hˆp t00,0fut00,0fu qd´1
“ eOp1{2kqpγeOp1{2kqqpd´1q{d “ 1`Op k2k{2 q, (35)
where the last step uses the assumption that h lies in ‹2∆.
Finite-range effect of changed incoming message. We now show 9hp σfx q “ 9hp σff q for x P t0, 1u.
The effect propagates through clauses which in the second copy are as described in the proof
of Thm. 3.7: that is, in the second copy, exactly one descendant variable sends message f, and
the evaluation of all the incoming 0{1 messages (of which there are k´ 2 or k´ 1 depending
on whether the parent variable sends f or not) under the clause literals is identically 0 or 1.
The mean of the branching process is bounded as in (25) and (26) except that we must now
condition on the pair spin τ1 on the edge preceding the clause.
We now explain the rather delicate case where the clause is forcing to its parent variable
in the first coordinate. Conditioned on spin τ1 “ 00ff on the preceding edge, the probability
of having a clause as described above is (using (21) and (35))
ď
2
2k
9hp 00ff qpk ´ 1q 9hp rfff q 9hbpDk´2q
2
2k
9hp 00ff q 9hbpRk´1zDk´1q
À k2k 9hp rfff q{ 9hp rfrf q À k4k
and this is ! d´1 so the propagation through clauses started from τ1 “ 00ff is subcritical.
The calculations for the remaining cases of τ1 are similar but easier, and so are left to the
reader. We therefore see that h satisfies the symmetries (17), and so corresponds to a solution
q ” p 9q, qˆq of the pair frozen model recursions. By (34) and (35) this solution falls in the
regime of Lem. 4.6, which uniquely identifies h as ‹2h. 
4.2. A priori rigidity estimate. Recalling Lem. 4.2, let ¨2¨Z denote the contribution to
Z2 from the near-identical regime h P ¨2¨∆. In this subsection we prove
Proposition 4.7. For k ě k0, dlbd ď d ď dubd, and n ě n0pkq, Er¨2¨Zs ď nOp1q EZ.
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Lemma 4.8. Given a frozen configuration η, for 1 ď j ď k let mνj count the number of
clauses incident to exactly j η-free variables, and write νě2 ” 1´ ν0 ´ ν1. Let mf count the
number of η-forcing clauses, and let γ denote the fraction of rigid variables which are η-forced
only once. Then for k ě k0, n ě n0pkq it holds that
ErZnβ; pΩAqcs ď pEZq expt´10nk2{2ku for ΩA ” tνě2 ď k3β2u;
ErZnβ; pΩBqcs ď pEZq expt´10nk2{2k{2u for ΩB ”
" |1´mf{pm ¨ 2k{2kq| ď 2´k{8
and γ ď k2{2k{2
*
Proof. As in the proof of Lem. 3.9, let pβν0,ν1 denote the probability of ν0, ν1 with respect to a
uniformly random matching between clause half-edges and variable half-edges with density
β of frees. Conditioned on all fully-rigid clauses being satisfied, the number mf of forcing
clauses is distributed Binpmν0, ϑq with ϑ ” 2k{p2k ´ 2q. Conditioned on mf , the probability of
having γ-fraction of the rigid variables forced only once is
aβmfpγq “ Pp
řnp
i“1 1tFi “ 1u “ npγ |
řnp
i“1 Fi “ mfq, Fi „ Binpd, αq
(where 0 ă α ă 1 may be arbitrarily chosen). We therefore bound
ErZnβ; νě2,mf , γs ď 2np1´βq
`
n
nβ
˘ ÿ
ν0`ν1“1´νě2
pβν0,ν1p1´ 2{2kqmν0 binmν0,ϑpmfq aβmfpγq.
From the trivial bound ν0 ě 1´ kβ, together with our estimate (23) that EZ “ eOpn{2kq,
ErZnβ; νě2,mf , γs ď pEZq exptOpnk{2kqu
ÿ
ν0`ν1“1´νě2
pβν0,ν1 binmν0,ϑpmfq aβmfpγq.
Summing over mf , γ and simply upper bounding
ř
mf ,γ
binmν0,ϑpmfq aβmfpγq ď 1 yields the
bound on ErZnβ; pΩAqcs, recalling that the typical value of mνě2 is À mk2β2. To bound
ErZnβ; pΩBqcs, we first estimate
binmν0,ϑpmfq ď expt´n2´k{3u on the event |1´mf{pm ¨ 2k{2kq| ě 2´k{8.
On the complementary event |1´mf{pm ¨ 2k{2kq| ă 2´k{8, in the above expression for aβmfpγq
we can set α “ mf{pndpq “ p2{2kqr1`Op2´k{8qs, and apply the local clt to bound
aβmfpγq ď expt´npHpγ | γqu with γ ” dαp1´ αqd´1 “ 2´kk log 2r1`Opk2{2k{8qsď expt´nk5{2{2k{2u for γ ě k2{2k{2.
Combining these estimates gives the bound on ErZnβ; pΩBqcs. 
We now decompose Z2 “ řpi Z2rpis where Z2rpis denotes the contribution from empirical
measure pi on t0, 1, fu2. For j “ 1, 2 we write pij for the projection of pi onto the j-th
coordinate, e.g. pi1 ” ppi0¨, pi1¨, pif¨q, and we decompose Z “ řpi1 Zrpi1s.
Lemma 4.9. For any empirical measure pi on t0, 1, fu2 with pi1f _ pi2f ď βmax and with
∆ ” npipη1 ‰ η2q ď n{2k{2, it holds for k ě k0, n ě n0pkq that
ErZ2rpiss ď e´n{2k{2EZ ` nOp1q 2´∆k{10pErZrpi1ss ` ErZrpi2ssq.
Proof. Write p ” pir¨ and β ” pif¨ ” 1´ p. Given any η1 P t0, 1, fuV , the number of choices
for η2 for which |tv : η1 ‰ η2u| ď n{2k{2 is (crudely) upper bounded by exptOpnk{2k{2qu even
in absence of satisfiability constraints. Combining with Lem. 4.8 gives ErZ2rpis; pΩBqcs ď
pEZq expt´5nk2{2k{2u, so we hereafter restrict consideration to the event ΩB.
For the remainder of the proof let ω ” pη1, η2q be a fixed spin configuration with empirical
measure pi, and for ω P t0, 1, fu2 write Vω ” tv P V : ωv “ ωu. Decompose ΩB as the disjoint
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union of events ΩB,x where x ” pν0, ν1,mf , γq is defined as in the statement of Lem. 4.8 with
respect to η1. Let R ” Vr¨zVrr“ and |R| ” npε “ npirr‰ ` npirf, and write Fδ for the event
that exactly npεδ in R are η1-forced only once. We then bound
ErZ2rpis; ΩBs ď
ÿ
x
ErZrpi1s; ΩB,xs
ÿ
δ
cpi,x,δr cpif Ppη2 valid | η1 valid,ΩB,x, Fδq
where cpi,x,δr ” 2npε
ˆ
npγ
npεδ
˙ˆ
npp1´ γq
npεp1´ δq
˙
and cpif ”
ˆ
nβ
npifr
˙
ď 2nβ.
Constraints on clauses incident to trr‰, rfu-variables.
Let Qr Ě tη2 validu denote the event that the variables in R do not violate any clauses. On
the event Fδ there must be at least npεδ ` 2npεp1 ´ δq “ npεp2 ´ δq clauses η1-forcing to
R, and for Qr to occur, each such clause must be incident to at least one other R-variable.
The density of edges from R among the non-η1-forcing edges is ď ndpε{pmkν0 ´mfq ď 2ε,
so
ppi,x,δr ” PpQr | η1 valid,ΩB,x, Fδqď PpDa ą 0 @a ď npεp2´ δq | řmν0a“1 Da “ pmkν0 ´mfq2εq,
with Da independent random variables distributed as
Binpk ´ 1, 2εq for a ď mf , Binpk, 2εq for a ą mf .
Lem. 3.8 gives (crudely) that ppi,x,δr ď eOpnεq r1 ´ p1 ´ εqk´1snpεp2´δq ď eOpnεq p2kεqnpεp2´δq.
Combining with cpi,x,δr and rearranging gives
pnpq´1 logpcpi,x,δr ppi,x,δr q ď γ rHpεδ{γq ` pεδ{γq logpε{γqs ` p1´ γq rHp εp1´δq1´γ q ` εp1´δq1´γ log εs` εδ log γ ` εp1´ δq log ε
ď 2ε` ε logpε` γq,
where we have used the trivial inequality Hpxq ` x log c ď logp1 ` cq ď c. Recall ε À 2´k{2
by assumption, and γ ď k2{2k{2 by the restriction to ΩB, therefore
cpi,x,δr ppi,x,δr ď eOpnεq expt´npεpk{2q log 2r1´Op log kk qsu. (36)
Recalling cpif ď 2nβ we see that
if 10ε ě β then ErZ2rpis; ΩBs ď ErZrpi
1s; ΩBs
2nεk{3´nβ ď
ErZrpi1s; ΩBs
2npε`βqk{5 ď
ErZrpi1s; ΩBs
2∆k{5 .
Forcing of fr-variables.
Now suppose ε À β: the number of choices for η2 is then ď exptOpnk{2kqu, so combining
with Lem. 4.8 gives in this case ErZ2rpis; pΩAqcs ď pEZq expt´5nk2{2ku. Therefore we
restrict consideration hereafter to the event ΩA.
On ΩA, consider the event Qf Ě tη2 validu that every fr-variable is η2-forced, conditioned
on the preceding events tη1 validu, ΩB,x, Fδ, and Qr. A clause can be η2-forcing to an
fr-variable in only one of two ways:
1. For v P Vf¨ let rav denote the number of clauses a P Bv which are incident to no η1-free
variables besides v; note that
ř
vPVf¨ rav “ mν1 ď mkβ. A clause a P Bv of this type will
be η2-forcing to v for certain arrangements of literals and of spins rr, rr‰ among the
neighbors u P Bazv. Since v P Vf¨ the clause a is conditioned not to be η1-forcing, so
η2-forcing arrangements of a will occur with conditional probability À εk{2k.
2. In the mνě2 clauses incident to more than one η1-free variable, the conditioning so far
gives no information about the arrangement of the literals. Therefore, in each such clause
distinguish a uniformly random edge to be potentially η2-forcing. For v P Vf¨ let av
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denote the number of such edges incident to v, and write ma ” řvPVf¨ av ď mνě2. A
clause a P Bv of this type is η2-forcing to v for certain arrangements of literals and of
spins rr, fr among the neighbors u P Bazv. In particular, by definition at least one
neighbor u P Bazv is η1-free, thus η2-forcing arrangements of a will occur with conditional
probability À kpifr{p2kβq.
Crudely bounding rav ď d, there exists a uniform constant C such that
ppi,x,δf ” PpQf | η1 valid,ΩB,x, Fδ, Qr,ΩAq ď E
” ź
vPVfr
!
1´
´
1´ Cεk2k
¯d´
1´ Ckpifr2kβ
¯av)ı
.
In the above we have used the restriction to ΩA to see that the total number ma of a-edges
is ď mνě2 ď mk3β2 “ pk2βqpndβq: since this is much smaller than the total number ndβ
of half-edges leaving Vf¨, our À kpifr{p2kβq estimate on the η2-forcing probability of each
a-edge remains valid even after revealing the states of some of the other a-edges. Now apply
the local clt to bound
ppi,x,δf ď nOp1q
”
1´
´
1´ Cεk2k
¯d
E
!´
1´ Ckpifr2kβ
¯B)ınpifr
, B „ Bin
´
d,
ma
ndβ
¯
.
Recalling Erp1´ xqBinpd,pqs “ p1´ pxqd we see that
ppi,x,δf ď nOp1q
´5Cdεk
2k `
5Ckpifr
2kβ
mνě2
ndβ
¯npifr ď nOp1q r5Ck2pε` yqsnpifr with y ” kpifr2k .
Again recalling Hpxq ` x log c ď logp1` cq ď c we bound
cpi,x,δf ppi,x,δf ď
#
nOp1q exptnβrHpyq ` y logpkOp1qεqsu ď nOp1q eOpnεq if y ď ε ď 10β;
nOp1q kOpnpifrq exptnβrHpyq ` y log ysu ď nOp1q kOpnpifrq if 0 ď ε ď y.
Assume by symmetry that pifr ď pirf: then 2nε ě npε ` npifr “ ∆, and in both the above
cases we obtain cfpf ď kOpnεq. Combining with (36) then gives that
if 10ε ď β then ErZ2rpis; ΩBs ď n
Op1q ErZrpi1s; ΩBs
2nεk{3 ď
nOp1q ErZrpi1s; ΩBs
2∆k{6 ,
concluding the proof. 
Proof of Propn. 4.7. Follows from Lem. 4.9. 
Proof of Thm. 4.1. Follows by combining Propns. 4.3 and 4.7. 
5. Negative-definiteness of free energy Hessians
In this section we prove Thm. 2.
Proposition 5.1. The Hessians HΦp‹hq and H2Φp‹2hq are negative-definite.
5.1. Derivatives of the Bethe functional. Let h P ∆˝ with 9h and hˆ both symmetric,
and let δ be any signed measure on suppϕ (not necessarily symmetric) with h ` sδ P ∆˝
for sufficiently small |s|. Then
k B2sΦph` sδq|s“0 “ ´k xp 9δ{ 9hq2y 9h ´ d xpδˆ{hˆq2yhˆ ` dk xpδ¯{h¯q2yh¯
where a{b denotes the vector given by coordinate-wise division of a by b, and x¨yh denotes
integration with respect to measure h, e.g. xpδ¯{h¯q2yh¯ “
ř
σ δpσq2{h¯pσq.
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Given fixed marginals δ¯, xp 9δ{ 9hq2y 9h is minimized by 9δp 9σq “ 9hp 9σq1d
řd
i“1 9χσi with 9χ chosen
to satisfy the margin constraint — which, after a little algebra, becomes the vector equation
H¯´1δ¯ “ d´1rI ` pd´ 1q 9M s 9χ where H¯ ” diagph¯q and 9M denotes the stochastic matrix
9Mσ,σ1 ” h¯pσq´1
ÿ
9σ
9hp 9σq1tpσ1, σ2q “ pσ, σ1qu. (37)
If such 9χ exists, then the minimal value of xp 9δ{ 9hq2y 9h subject to marginals δ¯ is xδ¯, 9χy. Define
analogously the stochastic matrix Mˆ corresponding to hˆ: if both 9L ” I ` pd ´ 1q 9M and
Lˆ ” I ` pk´ 1qMˆ are non-singular, then the maximum of k B2ηΦph` ηδq|η“0 over all δ with
marginal δ¯ is given by
´dk δ¯trpH¯ 9Lq´1 ` pH¯Lˆq´1 ´ H¯´1sδ¯ “ ´dk pH¯´1{2δ¯qtF pH¯´1{2δ¯q
where F ” pH¯1{2 9LH¯´1{2q´1 ` pH¯1{2LˆH¯´1{2q´1 ´ I. It is clear from (37) that 9M and Mˆ are
h¯-reversible, therefore F is symmetric. Since
ř
σ δ¯pσq “ 0 we consider only the action F 1
of F on the space of vectors orthogonal to h¯1{2. At a global maximizer we know F 1 to be
negative-semidefinite, so if detF ‰ 0 then it is in fact negative-definite. Thus let 9M , Mˆ ,
9M2, Mˆ2 denote the Markov transition matrices corresponding (via (37)) to ‹ 9h, ‹hˆ, ‹2 9h, ‹2hˆ
respectively. In §5.2 we will prove that the matrices
9L “ I ` pd´ 1q 9M, 9L2 ” I ` pd´ 1q 9M2,
Lˆ “ I ` pk ´ 1qMˆ, Lˆ2 ” I ` pk ´ 1qMˆ2,
L ” I ´ pd´ 1qpk ´ 1q 9MMˆ, L2 ” I ´ pd´ 1qpk ´ 1q 9M2Mˆ2
(38)
are all non-singular. Propn. 5.1 then follows by noting that F “ H¯1{2 9L´1LLˆ´1H¯´1{2.
5.2. Calculation of transition matrices. Recall the notation 9q ” 9q‹, qf ” 1 ´ 9q — 2´k,
and vr ” 1´ v — 2´k. Recalling (21) that h¯‹pσq is proportional to 9h‹σhˆ‹σ, we record here that
h¯ “ r2p1` qfvrqs´1 ˆ
` 0f 00 f0 1f 11 f1 ff
9qv 9qvr 2qfvr 9qv 9qvr 2qfvr qfv
˘
(39)
Lemma 5.2. The eigenvalues of 9M counted with geometric multiplicity are
eigenp 9Mq “ p1, 1, 1, λ, λ,´λ,´λq with λ — 123k{2 .
The matrix 9M2 is given by 9M b 9M ; consequently both 9L and 9L2 are non-singular.
Proof. The transition matrix 9M P R7ˆ7 is block diagonal with blocks 9mf, 9m0, 9m1 where 9mf is
the one-dimensional identity matrix (the action of 9M on tffu), and for x “ 0, 1 the matrix
9mx P R3ˆ3 gives action of 9M on txf, xx, fxu. Recalling the definition (37), the entries of 9M
are straightforwardly calculated from (19), (20), and (21): for example,
9M00,00 “ gˆrrpgˆrr ` gˆrfq
d´2
pgˆrr ` gˆrfqd´1 ´ pgˆrfqd´1 “
vr
1´ vd´1 “ vr
1` qf
1´ qf
where the last step uses (10). We therefore find 9m0 “ 9m1 “ 9m where
9m ”
¨˝ rf rr fr
rf 1´ a ap1´ bq ab
rr 1´ a a 0
fr 1 0 0
‚˛ with "a ” vrp1` qfq{p1´ qfq — 2´k,
b ” p2vrqfq{pv 9qq — 4´k,
which has eigenp 9mq “ p1, ab1{2,´ab1{2q. Thus eigenp 9Mq “ p1, eigenp 9mq, eigenp 9mqq is as stated
above. Since ‹2h “ ‹hb ‹h, clearly 9M2 “ 9M b 9M , so the lemma is proved. 
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Lemma 5.3. There exist (explicit) irreducible h¯-reversible transition matrices Mˆ0, Mˆ1 such
that Mˆ “ 12rMˆ0 ` Mˆ1s, Mˆ2 “ 12rMˆ0 b Mˆ0 ` Mˆ1 b Mˆ1s. The eigenvalues of Mˆx counted
with geometric multiplicity are eigenpMˆxq “ p1, λ2, . . . , λ7q with 2k{2|λi| À 1 for all i ą 2;
consequently both Lˆ and Lˆ2 are non-singular.
Proof. Clearly Mˆrr,σ “ Mˆfr,σ “ 1tσ “ rfu, and it is straightforward to calculate that
Mˆff,ff “ 1´ Mˆff,rf “ δ ” qf 1` vr1´ vr — 2
´k.
The remaining entries of Mˆ are easily determined by h¯-reversibility (see (39)): writing
γ ” vr{v — 2´k and ε ” 2qf{ 9q — 2´k, we calculate
Mˆ “
¨˝ M0 M1 ff
M0 mˆ{2 mˆ{2 bˆ
M1 mˆ{2 mˆ{2 bˆ
ff aˆt{2 aˆt{2 δ
‚˛, where ˆmˆ bˆ
aˆt δ
˙
”
¨˚
˚˝
rf rr fr ff
rf 1´ δ ´ γ γ εγ δ ´ εγ
rr 1 0 0 0
fr 1 0 0 0
ff 1´ δ 0 0 δ
‹˛‹‚
(mˆ P R3ˆ3 while aˆ, bˆ P R3ˆ1). Now consider decomposing Mˆ “ 12k
ř
L MˆpLq where MˆpLq is
the transition matrix corresponding to hˆp¨ |Lq: there are only two possibilities Mˆ0, Mˆ1 for
MˆpLq, depending on whether L1 ‘ L2 “ 0, 1. Since ‹2hpτˆq “ 12k
ř
L
‹hˆpσˆ1 |Lq‹hˆpσˆ2 |Lq, we
conclude Mˆ2 “ 12rMˆ0 b Mˆ0 ` Mˆ1 b Mˆ1s.
The entries of each matrix Mˆx are easily read from Mˆ except the ones giving the transition
probabilities within t0f, 1fu. We calculate these from (12) to find that
Mˆ0 “
¨˚
˚˚˚˚
˚˝˚˚
0f 00 f0 1f 11 f1 ff
0f 1`B2 mˆrf,rf 0 0
1´B
2 mˆrf,rf γ εγ δ ´ εγ
00 0 0 0 1 0 0 0
f0 0 0 0 1 0 0 0
1f 1´B2 mˆrf,rf γ εγ
1`B
2 mˆrf,rf 0 0 δ ´ εγ
11 1 0 0 0 0 0 0
f1 1 0 0 0 0 0 0
ff 12p1´ δq 0 0 12p1´ δq 0 0 δ
‹˛‹‹‹‹‹‹‹‚
where B “ vr{p1´ qf ´ 2vr ´ qfvrq. Then Mˆ1 is defined by exchanging the roles of 0 and 1.
We see in particular that Mˆ0, Mˆ1 is h¯-reversible,8 so, writing H¯ ” diagph¯q, the matrix
H¯1{2MˆxH¯´1{2 is symmetric and hence orthogonally diagonalizable. Let u be a left eigenvector
of Mˆx with eigenvalue λ, such that u has norm 1 and is orthogonal to the constant vector
1. Suppose 2k|λ| " 1: the eigenvalue equations
λuxx “ γ u xf, λufx “ εγ u xf,
λuff “ pδ ´ εγqpu0f ` u1fq ` δuff
imply |uσ| À p2k|λ|q´1 ! 1 for all σ R rf, so by the conditions }u} “ 1, xu, 1y “ 0 we
must have |u0f| — |u1f| — 1 with |u0f ` u1f| À p2k|λ|q´1. The eigenvalue equation for u0f
then gives |λ| — |λu0f| À B ` p2k|λ|q´1; rearranging and recalling B À 2´k then gives
2k|λ|2 À |λ| ` 1 ď 2 which proves the lemma. 
Lemma 5.4. The matrices L and L2 are non-singular.
8To see this without explicit calculation of Mˆx, simply observe that (by symmetry) each hˆp¨ |Lq has
marginal h¯, and so from (37) we have h¯pσqMˆxσ,σ1 “
ř
σˆ hˆpσˆ |L1 ‘ L2 “ xq “ h¯pσ1qMˆxσ1,σ.
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Proof. For A ĎM write h¯A ” ph¯1Aq{h¯pAq, the stationary distribution h¯ conditioned on A.
The vectors
u1 ” h¯, u2 ” ph¯M0 ` h¯M1q{2´ h¯ff, u3 ” h¯M0 ´ h¯M1
are left eigenvectors of 9M with eigenvalue 1 such that pwi ” ui{h¯1{2q3i“1 forms an orthogonal
basis for the 1-eigenspace of the symmetrized matrix 9S ” H¯1{2 9MH¯´1{2. Define likewise
Sˆ ” H¯1{2MˆH¯´1{2; if w is orthogonal to this 1-eigenspace, then Lem. 5.2 implies }wt 9SSˆ} “
Op}wt 9S}q “ Op2´3k{2}w}q, so it remains to consider the action of 9SSˆ on the 1-eigenspace of
9S. Clearly ut1Mˆ “ ut1, and ut3Mˆ “ 0 by symmetry. Since h¯ff is simply the indicator of ff,
clearly }w2} — }h¯ff{h¯1{2} — h¯pffq´1{2 — 2k{2; and we calculate
ut2
9MMˆ “ ut2Mˆ “
`
1{4 0 0 1{4 0 0 0˘`Op2´kq,
therefore }wt2 9SSˆ}{}w2} “ }put2 9MMˆq{h¯1{2}{}w2} — 2´k{2. It follows that 9MMˆ (equivalently
9SSˆ) can have no eigenvalue with absolute value — 1{pdkq, hence L is non-singular.
For 1 ď i, j ď 3 let wij ” wi b wj, and note that if w is orthogonal to the span of
pw11, w12, w21q then }wt 9S2Sˆ2} “ Op2´3k{2q}w}. Next note that
wt12
9S2Sˆ2 “ pu
t
1 b ut2qrMˆ0 b Mˆ0 ` Mˆ1 b Mˆ1s
2h¯1{2 “
ut1 b put2Mˆq
h¯1{2
“ wt1 b pwt2Sˆq,
so }wt12 9S2Sˆ2}{}w12} “ }wt2Sˆ}{}w2} — 2´k{2. Since w12 9S2Sˆ2 and w21 9S2Sˆ2 are orthogonal,
}paw12 ` bw21qt 9S2Sˆ2}2
}aw12 ` bw21}2 “
|a|2}wt12 9S2Sˆ2}2 ` |b|2}wt21 9S2Sˆ2}2
p|a|2 ` |b|2q}w12}2 — 2
´k{2
for any a, b P C (not both zero). It follows that 9M2Mˆ2 (equivalently 9S2Sˆ2) can have no
eigenvalue with absolute value — 1{pdkq, proving that L2 is also non-singular. 
Proof of Propn. 5.1. As shown in §5.1 the result follows by verifying that the matrices defined
in (38) are non-singular, which is done by the lemmas of §5.2. 
Proof of Thm. 2. Recall (Defn. 3.5) that Z is the sum of Zphq over probability measures
h ” p 9h, hˆq on suppϕ such that g ” p 9g, gˆq ” pn 9h,mhˆq is integer-valued, and lies in the kernel
of matrix H∆ ”
` 9H ´Hˆ˘. Let ‹Z denote the contribution to Z from (non-normalized)
measures g within euclidean distance n1{2 log n of ‹g. Thm. 3.7 and Propn. 5.1 together
imply EZ “ r1` opn´1qsEr‹Zs. By Lem. 6.4, the integer matrix H∆ defines a surjection
L1 ” tδ P Rsuppϕ : x 9δ, 1y “ xδˆ, 1y “ 0u to tδ¯ P RM : xδ¯, 1y “ 0u,
so L ” L1 X pkerH∆q X Zsuppϕ is an p 9s ` sˆ ´ s¯ ´ 1q-dimensional lattice with spacings
—k 1. The measures g contributing to ‹Z are given by the intersection of the euclidean ball
t}g ´ ‹g} ď n1{2 log nu with an affine translation of L. The expansion (15) then shows that
Er‹Zs defines a convergent Riemann sum, therefore Er‹Zs —k exptnΦp‹hqu as claimed.
In the pair partition function Z2, let ‹2Z denote the contribution from (non-normalized)
measures 2g within euclidean distance n1{2 log n of the independent-copies local maximizer‹
2g “ ‹gb ‹g. Recall from the statement of Lem. 4.2 that ¨2¨Z denotes the contribution to Z2
from the near-identical measures ¨2¨∆. Decompose
Z2 “
´ near-independent
contribution ‹2Z
¯
`
´ near-identical
contribution ¨2¨Z
¯
` premainderq, (40)
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and note that for dlbd ď d ď dubd, Thm. 4.1 and Propn. 5.1 together imply that the expec-
tation of the remainder is a negligible fraction of ErZ2s:
ErZ2s “ r1` opn´1qs pEr‹2Zs ` Er¨¨2Zsq.
Repeating the argument above gives Er‹2Zs —k exptn p2Φp‹2hqqu —k pEZq2, and combining
with Propn. 4.7 gives the conclusion ErZ2s Àk pEZq2 ` nOp1q pEZq. 
6. From constant to high probability
As in the proof of Thm. 2, ‹Z denotes the contribution to the auxiliary model parti-
tion function on pG,Lq from configurations whose non-normalized empirical measure g ”
pn 9h,mhˆq lies within euclidean distance n1{2 log n of ‹g. The main result of this section is
the following
Proposition 6.1. For k ě k0 and dlbd ď d ă d‹, Var logp‹Z ` εEZq Àk 1` oεp1q.
The proposition easily implies the following strengthened statement of Thm. 3a:
Theorem 6.2. For k ě k0 and dlbd ď d ă d‹, limεÓ0 lim infnÑ8 Pp‹Z ą εEZq “ 1.
Proof. Write Lε ” logp‹Z ` εEZq. For dlbd ď d ă d‹, Thm. 2 gives Erp‹Zq2s —k,d pEZq2.
Therefore there exist a constant δ ” δpk, dq ą 0 for which PpZ ě δ EZq ě δ, therefore
ELε ě δ log δ ` p1 ´ δq log ε ` logEZ. On the other hand, ‹Z ď εEZ if and only if
Lε ď logp2εEZq, which for small ε ą 0 is much less than the lower bound on ELε. Applying
Chebychev’s inequality and Propn. 6.1 therefore gives
Pp‹Z ď εEZq ď Var L
ε
pELε ´ logp2εEZqq2 Àk
1` oεp1q
pδ logpδ{εq ´ log 2q2 .
Taking nÑ8 followed by ε Ó 0 proves the theorem. 
We prove Propn. 6.1 by controlling the increments of the Doob martingale of the random
variable Lε ” logp‹Z ` εEZq with respect to the edge-revealing filtration pFiq1ďiďm for the
graph Gn „ Gn,d,k. We will show that the variance of Lε has two dominant components: the
first is an “independent-copies contribution” coming from pair configurations with empirical
measure near ‹2h ” ‹h b ‹h, which we will show in this section to be Àk 1 ` oεp1q. The
other component is an “identical-copies contribution” coming from pair configurations with
empirical measure near 02h or 12h, which we will easily see to be exponentially small in n
simply by the assumption d ă d‹. In [10] we demonstrate how to control the identical-copies
contribution assuming only that the first moment is bounded below by a large constant.
6.1. Doob martingale. Consider forming the graph G by beginning with n vertices each
incident to d half-edges, and choosing, for 1 ď i ď m, a random set of k unmatched half-edges
to be joined into the i-th clause ai (every clause comes with literals). Let F ” pFiq0ďiďm
denote the associated filtration; to prove Propn. 6.1 we will control the increments of the
Doob martingale of Lε with respect to F :
Var Lε “ řmi“1 Vari Lε where
Vari Lε ” ErpErLε |Fis ´ ErLε |Fi´1sq2s.
Note the term i “ m is zero, since there is no randomness left when only two unmatched
half-edges remain. Since a maximum of k clauses will use any subset of the half-edges of size
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k, the random graph G |Fi can be coupled with G |Fi´1 such that the graphs differ only in
the placement of clauses on k2 half-edges. Therefore
Vari Lε ď pεEZq´2 maxA,A´ Er|V εi |2s with
V εi ” pεEZqEi´1rlogp‹Z ` εEZq ´ logp‹Z´ ` εEZqs, (41)
where Ei´1 is expectation conditioned on the graph G˝ with clauses a1, . . . , ai´1 (hence with
nd´kpi´ 1q unmatched variable-incident half-edges); and ‹Z ” ‹ZpAq, ‹Z´ ” ‹ZpA´q are the
partition functions for coupled completions G, G´ of G˝ to pd, kq-regular graphs: choose a
random subset K of k2^rpm´ i`1qks of the unmatched half-edges in G˝, and place on K
the clauses A for G, A´ for G´. Complete the graphs by placing random clauses W on the set
W of remaining unmatched half-edges, using the same W for both G and G´.9 By Jensen’s
inequality, the right-hand side of (41) is increasing in i for i ď m´ k, therefore we may fix
any threshold m1 ď m´ k and bound
pεEZq2 Var Lε ď m1 maxA,A´ Er|V εm1 |2s `
řm´1
i“m1`1 maxA,A´ Er|V εi |2s. (42)
The bound with m1 “ m ´ k will suffice for the proof of Thm. 6.2, but we will treat more
generally Er|V εi |2s for m´ i Àk log n, for use in [10].
Let i be fixed, and note that since pa´ bq{a ď logpa{bq ď pa´ bq{b for any a, b ą 0,
|V εi | ď |Dεi | for Dεi ” Ei´1r‹Z ´ ‹Z´s.
Consider the graph G˝, with its unmatched half-edges partitioned into disjoint subsets K
and W . We shall define a certain local neighborhood T of the half-edges in K , such that
GB ” G˝zT is a graph with unmatched half-edges in disjoint sets W (as before) and U
(leaves of T without W ); see Fig. 3.10 Then, writing Y ” U YW , we decompose
‹Z “ řσW ΨW pσW qřσU κpσU q ‹ZBrσU , σW s,‹Z´ “ řσW ΨW pσW qřσU κ´pσU q ‹ZBrσU , σW s
where ΨW is the partition function on W , ‹ZBrσY s is the partition function on GB given
boundary conditions σY , κpσU q ” κT pσU |σW q is the partition function on T Y A given
boundary conditions σY , and κ´pσU q ” κ´T pσU |σW q is the partition function on T Y A´ given
boundary conditions σY . Averaging over W and squaring gives
|Dεi |2 ď
ÿ
τY ”pσ1Y ,σ2Y q
ϕpσ1W qϕpσ2W q rκpσ1U q ´ κ´pσ1U qslooooooooomooooooooon
$pσ1U q
rκpσ2U q ´ κ´pσ2U qslooooooooomooooooooon
$pσ2U q
2Z
BrτY s
where ϕ denotes the average of ΨW over the possibilities of W , and 2ZB denotes the pair
partition function on GB. In the manner of (40) we decompose 2ZB into a near-independent
contribution ‹2ZB, a near-identical contribution ¨2¨ZB, and a remainder term which has expec-
tation opn´1qErZ2s. Substituting into the above gives the corresponding decomposition
|Dεi |2 ď
´ near-independent
contribution ‹2Dεi
¯
`
´ near-identical
contribution ¨2¨Dεi
¯
` premainderq. (43)
The remainder term has expectation opn´1qErZ2s uniformly over dlbd ď d ď dubd, and so
can be ignored. The near-identical contribution ¨2¨Dεi has expectation opn´1qErZ2s uniformly
9Though we suppress it from the notation, V εi should be regarded a function of A, A´, with Ei´1 averaging
over the possibilities of W .
10Each unmatched half-edge is incident to a variable, and does not include a clause.
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over the integers dlbd ď d ă dubd, and so can be ignored for the main result of this paper;
however we will keep track of it for use in [10].
. . .
W
W
K
T (9 disjoint trees)
G∂ (unmatched edges U , W )
A
G◦ (unmatched edges K , W )
G is G◦ with A,W
G´ is G◦ with A´,W
m∂ clauses (each degree k)
Figure 3. G˝ ” graph with clauses a1, . . . , ai´1; GB ” G˝zT (gray)
Let B ˝`pK q denote the ball of graph distance ` about K in the graph G˝; the leaves
of B ˝`pK q are half-edges incident to variables (` odd) or clauses (` even). We shall fix a
constant maximum depth 2t and set
T “ B˝2t1pK q, t1 “ t^mint` : B˝2` has fewer than |K | connected componentsu. (44)
W can only intersect T in its leaves; and we shall let U denote the leaves of T without W .
Er‹2Dεi ;T s “ PpT q
ř
τW
ϕpσ1W qϕpσ2W q
ř
τU
$pσ1U q$pσ1U qET r‹2ZBrτY ss (45)
where ET denotes expectation conditioned on T . We shall soon see (Lem. 6.3 below) that in
the graph GB the distribution of the boundary spins τU is very close to
ppτU q ” ppσ1U qppσ2U q ”
ś
uPU 9hσ1u 9hσ2u ,
so we shall bound (45) by projection onto a Fourier basis for L2pM 2U ,pq: take pb1, . . . , b|M |q
to be an orthonormal basis for L2pM , 9hq with b1 ” 1. Then the functions bspσU q ”ś
uPU bspuqpσuq (s P r|M |sU ) form an orthonormal basis for L2pMU ,pq, and the functions
bs1,s2pτU q ” bs1pσ1U qbs2pσ1U q form an orthonormal basis for L2pM 2U ,pq. By Plancherel’s
identity,
Er‹2Dεi ;T s “ PpT q
ÿ
τW
ϕpσ1W qϕpσ2W q
ÿ
s1,s2
$^s1 $
^
s2 F^s1,s2 (46)
where ^ indicates the Fourier transform with respect to the basis b, and
FpτU q ” FT pτU |τW q ” ppτU q´1 ET r‹2ZBrτU , τW ss. (47)
6.2. Expansion of partition function. On the graph GB we now analyze the partition
function ‹ZBrσY s and its marginals
‹ZBr¨, σW s ”
ř
σU
‹ZBrσU , σW s (marginal over U );
‹ZB ” řσY ‹ZBrσY s “ řσW ‹ZBr¨, σW s (marginal over Y “ U YW ). (48)
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and likewise the pair partition function ‹2ZBrτY s and its marginals. Write nB and mB for
the number of variables and clauses in GB. We assume throughout that |W | Àk log n while
|T | Àk,ε 1. The main result of this subsection is Cor. 6.7 bounding the Fourier coefficients
of the function F in (46).
It is more convenient here to work with the non-normalized tuple empirical measures
g ” p 9g, gˆq ” pn 9h,mhˆq. The associated non-normalized marginal edge counts are given by
9H 9g and Hˆgˆ where 9H, Hˆ are the marginalization matrices corresponding to 9ϕ, ϕˆ as defined
in §3.3. The pair g ” p 9g, gˆq can contribute to ‹ZBrσY s only if
x 9g, 1y “ nB, xgˆ, 1y “ mB, and 9H 9g ´ Hˆgˆ “ H¯σY
where x 9g, 1y indicates the total mass of 9g, and H¯σY denotes the non-normalized edge empir-
ical measure associated to σY . The contribution from such g is given by
Ξpgq ”
ˆx 9g, 1y
9g
˙ˆxgˆ, 1y
gˆ
˙p 9H 9gq!
pndq! 9ϕ
9gϕˆgˆ
where we adopt the shorthand 9ϕ 9δ ”ś 9σ 9ϕp 9σq 9δp 9σq, 9g! ”ś 9σ 9gp 9σq!, etc.
The following lemma estimates the contribution in expectation from ‹ZBrσY s to ‹ZB.
Lemma 6.3. Suppose there exist measures δσY (non-zero only on the support of ϕ) satisfying
HˆδˆσY “ 9H 9δσY ` H¯σY for all σY , with px 9δσY , 1y, xδˆσY , 1yq “ pν, µq constant in σY . Then
ET r‹ZBrσY ss
ppσY qET r‹ZBs “ 1`Ok
´}δ}1 logn
n1{2
¯
(49)
where }δ}1 ” ř 9σ | 9δp 9σq| `řσˆ |δˆpσˆq|.
Proof. GB has nB variables, mB clauses, and |Y | unmatched edges incident to variables,
so nBd “ mBk ` |Y |. Fix σY and abbreviate δ ” δσY ; note from the assumptions that
νd “ µk ´ |Y |. Thus n1d “ m1k for n1 ” nB ` ν and m1 ” mB ` µ, so we may compare ‹ZB
with the partition function ‹Z 1 on a full bipartite pd, kq-regular graph with n1 variables and
m1 clauses. Away from the simplex boundary, empirical measures contributing to ‹ZBrσY s
can be parametrized as g´ δ where g runs over the empirical measures contributing to ‹Z 1.
Writing paqb for the falling factorial a!{pa´ bq!, we have
Ξpg ´ δq
Ξpgq “
p 9gq 9δpgˆqδˆ{p 9H 9gq 9H 9δ
rpn1qνpm1qµ{pn1dqνds ˆ p 9ϕq 9δpϕˆqδˆ
“ 1
c
pn1qνpm1qµ{pn1dqνd
pn1qνpm1qµ{pn1dqνdlooooooooooomooooooooooon
1{rc
ˆ p 9gq 9δpgˆqδˆ{p 9H 9gq 9H 9δp‹ 9gq 9δp‹gˆqδˆ{p 9H‹ 9gq 9H 9δlooooooooooomooooooooooon
eg,δ
ˆ c ¨ p
‹ 9hq 9δp‹hˆqδˆ
ph¯‹q 9H 9δp 9ϕq 9δpϕˆqδˆloooooooomoooooooon
rg,δ
where c ” 9z
ν zˆµ
z¯νd
“
´ 9zzˆd{k
z¯d
¯ν
zˆ|Y |{k “ exptν‹Φu ¨ zˆ|Y |{k (using (31)). (50)
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The factor rc “ cr1`Okp}δ}21{nqs is a proportionality constant not depending on pg, δq. For
}g ´ ‹g} ď n1{2 log n, we find eg,δ „ 1 while rg,δ gives the main dependence on σY :
eg,δ “ 1`Ok
´}δ}1 log n
n1{2
¯
,
rg,δ “ p 9z
‹ 9h{ 9ϕq 9δpzˆ‹hˆ{ϕˆqδˆ
pz¯h¯‹q 9H 9δ “
ź
σ
9hpHˆδˆ´ 9H 9δqpσqσ “ ppσY q
(using (21) to calculate r). Recalling Propn. 5.1 we have (with δ ” δσY )
ET r‹ZBrσY ss
ET r‹Z 1s “ r1` opn
´2qs
ř
g 1t}g ´ ‹g} ď n1{2 log nuΞpg ´ δqř
g 1t}g ´ ‹g} ď n1{2 log nuΞpgq
,
from which (49) easily follows. 
Lem. 6.3 applies for any factor model with free energy attaining a local maximum at ‹g
with negative-definite Hessian. In particular, it applies to both the first- and second-moment
versions of the auxiliary model. We now show how to construct the required measures δτY
for the pair auxiliary model (the construction for the first-moment version being similar but
simpler). The construction is based on the following
Lemma 6.4. For any τ, τ 1 P M 2 there exists a signed integer measure δ “ δτ´τ 1 “ p 9δ, δˆq
with supp δ Ď suppϕ2 such that
x 9δ, 1y “ 0 “ xδˆ, 1y and 9H 9δ ´ Hˆδˆ “ 1τ ´ 1τ 1 .
Proof. We shall show that in fact one can always find δτ´τ 1 of form p0, δˆq. Define a graph
on M 2 by placing an edge between τ, τ 1 if and only if there exist τˆ , τˆ 1 P supp ϕˆ2 such that
Hˆp1τˆ ´ 1τˆ 1q “ 1τ ´ 1τ 1 ; it suffices to show this graph is connected. It is easy to check
that in the first-moment 0{1{f auxiliary model,M is connected via differences Hˆp1σˆ ´ 1σˆ1q
with σˆ, σˆ1 P supp ϕˆ. With  f ” f, if σˆ P supp ϕˆ then both pσˆ, σˆq and pσˆ, σˆq belong to
supp ϕˆ, and it follows that ∆ ” tpσ, σq, pσ, σquσPM forms a connected subset of M 2. We
will conclude by showing that any element of M 2z∆ is connected to ∆.
In a non-forcing clause we may freely set any spin τ to ffff , so it remains to consider those
spins τ PM 2z∆ which can only appear in forcing clauses:
1. Clause forcing in both coordinates. By considering a clause with literals identically 0 we
see that if σˆ1 “ p11, 0fk´1q and σˆ2 “ pf1, 0fk´1q then pσˆ1, σˆ2q P supp ϕˆ2. Comparing with
pσˆ1, σˆ1q proves that 11f1 is connected to 1111 P ∆.
2. Clause forcing in one coordinate only. For η P t1, fu and η1 P t0, 1, fu we have
p η1 0fk´4 0f3
η1f 0fk´4 1f3 q, p ff 0f
k´4 0f3
ff 0fk´4 1f3 q P supp ϕˆ
(consider a clause with literals identically 0 in the first case, and p0k´1, 1q in the second).
Taking the difference proves that η1η1f is connected to ffff P ∆.
The remaining cases follow by symmetry. 
There exist nT ,mT ě 0 bounded by the numbers of variables and clauses in T such that
n1d “ m1k for n1 “ nB ` nT , m1 “ mB `mT ` k´1|W |. (In particular, we may certainly take
n1 “ n and m1 “ m.) Fix a reference spin τp, say τp “ ffff . It is clear from Lem. 6.4 that we
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can find signed integer measures δv ” p 9δv, δˆvq and δc ” p 9δc, δˆcq with xδˆv, 1y “ 0 “ x 9δc, 1y
and d´1 9H 9δv “ 1τp “ k´1Hˆδˆc.11 Then set
δτY “ nTδv ` pmT ` k´1|W |qδc `řyPY δτy´τp ; (51)
clearly this satisfies the conditions of Lem. 6.3. Applying Lem. 6.3 with this choice of δ for
n1 “ n and m1 “ m gives
Corollary 6.5. Let T be as in (44).
(a) Recalling the notation of (48), we have
ET r‹2ZBrτY ss “ ppτY qET r‹2ZBs
´
1`Okp |W | logn
n1{2
q
¯
—k ET r‹ZBrσ1Y ss ¨ ET r‹ZBrσ2Y ss.
(b) If Ω is any T -measurable event with PpT P Ωq “ opn´1q then Er‹2Dεi ;T P Ωs is at most
opn´1qpEZq2 where Z is the partition function of a full pd, kq-regular bipartite graph with
n variables and m clauses.
Proof. (a) Write ν ” n ´ nB, µ ” m ´ mB. The calculation of Lem. 6.3 applied to the
auxiliary model gives
ET r‹ZBrσY ss “ ppτY qET r‹2ZBs
´
1`Ok
´ |Y | logn
n1{2
¯¯
„ c´1 ppσY qEZ (52)
with Z the partition function on a full bipartite pd, kq-regular graph on n variables, and
with proportionality constant c ” exptν‹Φu ¨ zˆ|Y |{k where zˆ is the normalizing constant for
‹hˆ as defined by (21). The corresponding normalizing constant for ‹2hˆ is zˆ2, so we see that
the proportionality constant corresponding to the pair auxiliary model is simply c2. Thus,
applying (52) in the pair auxiliary model gives
ET r‹2ZBrτY ss „ c´2 ppτY qEr‹2Zs —k pc´1 ppσ1Y qEZqpc´1 ppσ2Y qEZq„ ET r‹ZBrσ1Y sET r‹ZBrσ2Y s.
(b) Substituting the result of (a) into (45) gives
ET r‹2Dεi s Àk
`ř
σY
ϕpσW qpκ` κ´qpσU qET r‹ZBrσY ss
˘2
Àk,t
`ř
σU
ř
σW
ϕpσW qET r‹ZBrσU , σW ss
˘2
The inner sum over σW is simply the expected partition function on the graph G˝zT with
boundary condition σU ; applying (52) with W “ ∅ we see that the expression above must
be Àk,t pEZq2. In particular, if Ω is any event in the σ-algebra of T with PpT P Ωq “ opn´1q
then Er‹2Dεi ;T P Ωs Àk,t PpΩqpEZq2 “ opn´1qpEZq2. 
The method of Lem. 6.3 can also be applied to estimate the dependence on τU fixing τY :
Lemma 6.6. Recalling the notation of (48), we have
ET r‹2ZBrτY ss
ppτU qET r‹2ZBr¨, τW ss “ 1`Ok
´ |T | logn
n1{2
¯
(53)
11In the pair auxiliary model for nae-sat we may trivially take δv “ p1p ffd
ffd
q, 0q and δc “ p0,1p ffk
ffk
qq; but
note that for a general model the measures δv, δc can be constructed merely from the statement of Lem. 6.4.
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If T is such that k divides |U |, then there are coefficients ξ, pξjqjďC with }ξ}8 Àk n´1{2 log n,
C Àk 1 and }ξj}8 Àk n´1{2 such that
ET r‹2ZBrτY ss
ppτU qET r‹2ZBr¨, τW ss “ 1` xH¯τU , ξy `
Cÿ
j“0
xH¯τU , ξjy2 `Ok
´ plognq6
n3{2
¯
(54)
Proof. Let g denote a non-normalized empirical measure contributing to the partition func-
tion of a bipartite pd, kq-regular graph with n1 variables and m1´ k´1|W | clauses, subject to
boundary configuration τW on the unmatched half-edges W . Away from the simplex bound-
ary, empirical measures contributing to 2ZBrτY s can be parametrized as g ´ δτU where
δτU ” nTδv `mTδc `řuPU δτu´τp (cf. (51)). Comparing Ξpgq with Ξpg ´ δq gives (53).
In the special case that |U | is divisible by k, we may simply take nT “ 0 and mT “ |U |{k,
so δ can be expressed as a linear function of the U -marginal:
δτU “ řτ H¯τU pτq δτ where δτ ” p 9δτ , δˆτ q ” δτ´τp ` k´1δc.
Assume for simplicity that 9δτ “ 0 for all τ : writing aˆ ” pgˆ ´ gˆ‹q{gˆ‹, we estimate
pgˆqδˆ
pgˆ‹qδˆ “ 1` xδˆ, Aˆy `
pxδˆ, Aˆyq2
2 ´ xδˆ2, Bˆy `Ok
´ plognq6
n3{2
¯
for Aˆ ” aˆ` 12 aˆ2 ` p2gˆ‹q´1, Bˆ ” p2gˆ‹q´1.
We then simplify xδˆτU , Aˆy “ xH¯τU , ξy and δˆτU pτˆq2Bˆpτˆq “ xH¯τU , ξτˆy2 where ξpτq ” xδˆτ , Aˆy
and ξτˆ pτq ” Bˆ1{2pτˆqδˆτ pτˆq. Relabelling gives (54) in the case that 9δτ “ 0 for all τ . The
result in general follows by an easy generalization of the above calculation. 
Lem. 6.6 easily implies bounds on the Fourier coefficients of the function FpτU q of (46):
for s P r|M |sU write |s| ” |tu P U : su ‰ 1u|, and write ∅ for the identically-1 vector in
r|M |sU . For s1, s2 P r|M |sU write |s1s2| ” |tu P U : s1us2u ‰ 1u|. We then have the following
Corollary 6.7. For any realization T of (44) and FpτU q ” FT pτU |τW q as in (46),
Rs1,s2 ” RT ps1, s2|τW q ” pET r‹2ZBr¨, τW ssq´1F^s1,s2
satisfies R∅,∅ — 1 and |Rs1,s2 | Àk,t n´1{2 log n for |s1s2| ě 1, consequently
pEZq2 —k řτW ϕpσ1W qϕpσ2W qpκ∅^q2F∅^,∅. (55)
If further T is disjoint from W with |U | divisible by k, then |Rs1,s2 | Àk n´1 for |s1s2| ě 2,
and |Rs1,s2 | Àk,t n´3{2plog nq6 for |s1s2| ě 3. All estimates hold uniformly in τW .
Proof. The estimates on R follow straightforwardly from Lem. 6.6. To see (55), we calculate
pEZq2 —k E
”ÿ
τW
ϕpσ1W qϕpσ2W q
ÿ
s1,s2
κ^s1κ
^
s2F^s1,s2
ı
“
”
1`Ok,t
´ logn
n1{2
¯ı
E
”
pκ^∅q2
ÿ
τW
ϕpσ1W qϕpσ2W qF^∅,∅
ı
where the first step uses Cor. 6.5a and the second step uses (53) together with the trivial
bound |κs^ | ď }bs}8κ∅^ Àk,t κ∅^, since the orthogonality relation }bs} 9q “ 1 implies }bs}8 ď
pminσ 9hσq´|s|{2 Àk,t 1. 
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6.3. Local neighborhood Fourier coefficients. Let us recall again the definition (44) of
the local neighborhood T of the unmatched K in G˝ (equipped with random literals), with
leaves joining T to the graph GB considered in §6.2. Recall also that A, A´ are arbitrary
choices of clauses (with literals) to place on K , and we write κpσU q (resp. κ´pσU q) for the
partition function on TYA (resp. TYA´) given boundary configuration σY . In this subsection
we control the Fourier coefficients $^ “ pκ´ κ´q^ appearing in (46).
Let T denote the event that T consists of |K | tree components with T X W “ ∅. Let
C˝ denote the event that T either contains a single cycle or has a single intersection with W
(but not both), but still consists of |K | components.
Lemma 6.8. For T P T, $s^ “ 0 for all |s| ď 1; and κ∅^|T takes a constant value κ∅^, which
does not depend on the literals on T or on the clauses A. For T P C˝, $∅^ “ 0.
Proof. On the event TYC˝, the graphs T YA and T YA´ are isomorphic ignoring the literals.
If |s| ď 1 then bs depends at most on the spin of a single edge e P U . For T P T, using
the symmetry of nae-sat one can produce an involution ι : σU ÞÑ σ´U onMU which keeps
σe fixed, is measure-preserving with respect to p, and satisfies κpσU q “ κ´pσ´U q: set σ´u to be
σu or  σu depending on whether the sum of literals along the unique path joining e to u in
T Y A differs in parity from the corresponding sum in T Y A. Then
κs^ “
ř
σU
ppισU qbspισU qκpισU q “
ř
σU
ppσU qbspσU qκ´pσU q “ κ´s^ ,
proving our claim on T. A similar argument proves $∅^ “ 0 on C˝. 
Lemma 6.9. For T P T, $s^ Àk κ∅^{r4pk´4qts for all |s| “ 2.
Proof. Since |s| “ 2 we may write bspσU q “ fpσuqgpσwq for f ” bspuq and g ” bspwq. If u,w
belong in the same connected component of T , arguing as in the proof of Lem. 6.8 gives
$s^ “ 0, so assume they belong to different components. Since T P T we may define the
random measure µT pσU q ” ppσU qκpσU q{κ∅^, and similarly µ´T . Then
$^s “ κ^∅xµT ´ µ´T , fgy “ κ^∅rCovµpf, gq ´ Covµ´pf, gqs,
since Lem. 6.8 implies f has the same expectation with respect to µ or µ´ (and likewise g).
Let γu denote the (unique) path joining u to K in T , and likewise γw. Let N denote the
event that on the path γ ” γu Y γw there exists a clause a such that, among the k ´ 2
variables in pBaqzγ, there exist two variables v1, v2 with
σv1Ña “ σv2Ña “ f or Lav1 ‘ σv1Ña “  Lav2 ‘ σv2Ña.
Note that N is pT, σU ztu,wuq-measurable, and on this event Covµpf, gq “ Covµ´pf, gq “ 0. For
any fixed realization of literals on T the probability (with respect to the law p of the spins
on U ztu,wu) that N fails is À 4´pk´4qt simply by the 0{1 symmetry in p, so we find
|$s^ | À 4´pk´4qt κ∅^ maxsPr|M |s }bs}28 Àk 4´pk´4qt κ∅^,
since the relation }bs}29q “ 1 implies }bs}28 ď pminσPM 9qσq´1 Àk 1. 
Consider (46) for T P T: by Lem. 6.8 there is no contribution from terms |si| ď 1. The
number of pairs ps1, s2q with |s1| “ |s2| “ |s1s2| “ 2 is at most r|M ||K |pdkqts2 Àk pk54kqt,
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and combining Cor. 6.7 and Lem. 6.9 we see that the dominant contribution to (46) comes
from these pairs: for T P T,
Er‹2Dεi ;T s Àk 1` otp1qn
pk54kqt
16pk´4qt
pκ^∅q2
ÿ
τW
ϕpσ1W qϕpσ2W qET r‹2ZBr¨, τW ss Àk pk
64´kqt
n
pEZq2 (56)
where otp1q indicates the contribution from pairs ps1, s2q with |s1s2| ě 3, and the last bound
uses (55). Similarly, PpC˝q Àk n´1rlog n`Otp1qs, and by Lem. 6.9 the terms si “ ∅ in (46)
vanish on C˝, so combining with Cor. 6.7 gives
Er‹2Dεi ; C˝s Àk,t pEZq2 n´3{2plog nq2 (57)
(applying (55) as above).
Lastly we consider the event Ct1 that B2˝t1´2pK q has |K | components, but T “ B2˝t1pK q
has |K |´1 components (cf. (44)) and is disjoint from W . On this event we again decompose
into contributions from the different local maxima, but differently than in (43):
|V εi |2
3 pεEZq2 ď
´
Ei´1
”
log
‹Z ` εEZ
‹Z∅ ` εEZ
ı¯2 ` ´Ei´1” log ‹Z´∅ ` εEZ‹Z´ ` εEZ ı¯2 ` ´Ei´1” log ‹Z∅ ` εEZ‹Z´∅ ` εEZ ı¯2
ď
´Ei´1r‹Z ´ ‹Z∅s
εEZ
¯2 ` ´Ei´1r‹Z´ ´ ‹Z´∅s
εEZ
¯2 ` ´Ei´1” ‹Z∅ ´ ‹Z´∅‹Z∅ ^ ‹Z´∅ı¯2 (58)
where ‹Z∅ is the leading term in the Fourier expansion of ‹Z:
‹Z∅ ” řσW ΨW pσW qF∅^κ∅^ where
FpσU q ” FpσU |σU q ” ppσU q´1 ‹ZBrσU , σW s.
Then the last term in (58) simplifies to |$∅^|2{rκ∅^^κ∅^s2. We decompose the other two terms
in the manner of (40) and (43): write U εi ” Ei´1r‹Z ´ ‹Z∅s and U´ εi ” Ei´1r‹Z´ ´ ‹Z´∅s; then
for example the near-independent contribution to |U εi |2 is
‹
2U
ε
i “
ÿ
τY
ϕpσ1W qϕpσ2W q‹2ZBrτY spκpσ1U q ´ κ^∅qpκpσ2U q ´ κ^∅q.
Then in place of (43) we have
1
3 |V εi |2 ď
´
$∅^ pεEZq
κ∅^ ^ κ∅^
¯2` ‹2Vεi ` ¨¨2Vεi with
#
‹
2Vεi ” ‹2U εi ` ‹2U´ εi (near-independent),
¨
2¨Vεi ” ¨2¨U εi ` ¨2¨U´ εi (near-identical).
(59)
It follows straightforwardly from Cor. 6.7 that Er‹2U εi s Àk,t pEZq2n´1{2 log n, and taking into
account PpCt1q Àk,t n´1 gives
Er‹2Vεi ; Ct1s Àk,t ε´2n´3{2plog nq. (60)
Lemma 6.10. If T P Ct1 then κ∅^ — κ´∅^ and |$∅^| Àk 4´pk´4qt1rκ∅^ ^ κ´∅^s.
Proof. Let κ˝pσU , σK q denote the partition function on T given boundary conditions pσU , σK q,
and define the random measure
µ˝pσK q ” rpκ˝q∅^s´1
ř
σU
ppσU qκ˝pσU , σK q.
If ιpσK q is the indicator that σK is valid for clauses A (likewise ι´ for clauses A´) then
$∅^ “
ř
σU ,σK
ppσU qκ˝pσU , σK qrpι´ ι´qpσK qs “ pκ˝q∅^
ř
σK
µ˝pσK qrpι´ ι´qpσK qs.
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By definition of the event Ct1 ,
µ˝pσK q “ µ˝pσe1 , σe2q
ś
ePK zte1,e2u µ
˝pσeq
where te1, e2u is the unique pair of edges in K such that B2˝t1pe1q and B2˝t1pe2q intersect. The
graph T (without A or A1) contains no cycles, so it follows from the symmetry argument of
Lem. 6.8 that the marginal of µ˝ on each e P K does not depend on the literals on T ; further
each marginal must simply be p from the Bethe recursions. It remains to note (arguing as in
the proof of Lem. 6.9) that |µ˝pσe1 , σe2q´µ˝pσe1qµ˝pσe2q| À 4´pk´4qt1 , from which we conclude
r1`Okp4´pk´4qt1qsκ∅^ “ pκ˝q∅^
ř
σK
ppσK qιpσK q “ r1`Okp4´pk´4qt1qsκ´∅^
(where xp, ιy “ xp, ι´y again by symmetry). 
Proof of Propn. 6.1. Writing C ” Ťt1ďt Ct1 , we have
Er|V εi |2s ď Er|V εi |2; Cs ` Er|Dεi |2; Ccs
Àk n´1r1` pk64´kqt{ε2 ` otp1qspεEZq2loooooooooooooooooooooomoooooooooooooooooooooon
independent-copies contribution
`Er¨¨2Vεi ; Cs ` Er¨¨2Dεi ; Ccsloooooooooooooomoooooooooooooon
identical-copies contribution
where the leading (order-n´1) contribution comes from the bound Lem. 6.10 on the first term
in the decomposition (59) of Er|V εi |2; Cs, together with the bound (56) on Er‹2Dεi ; Ts. The
ok,tpn´1q error term combines the bounds (57) and (60) together with the result of Cor. 6.5b
which gives that the variance contribution from Ω “ pT YC˝ YCqc is ok,tpn´1q. Since we
have assumed ‹Φ ą 0 the remaining contribution, from 02h and 12h, is exponentially small in
n, so the proof is concluded by choosing t “ tpk, εq such that pk64´kqt ď ε2. 
6.4. Variance bound for general factor models. We summarize the result of this section
by abstracting a variance bound (Cor. 6.11 below) which applies to a general class of factor
specifications ϕ on pd, kq-regular graphs.
Consider forming a random pd, kq-regular graph on n variables by adding clauses randomly
one at a time, and for i ď m´k let G˝ denote the graph with the first i´1 clauses. Randomly
partition the remaining unmatched half-edges into disjoint sets K and W with |K | “ k2.
Let B ˝`pK q denote the ball of graph distance ` about K in the graph G˝; the leaves of
B ˝`pK q are half-edges incident to variables (` odd) or clauses (` even). As in (44) set
T “ B˝2t1pK q, t1 “ t^mint` : B˝2` has fewer than |K | connected componentsu.
Let U denote the leaves of T without W , and Y the disjoint union of U and W .
Let A, A´ be two arbitrary ways to form k clauses on U . Let κpσU q denote the partition
function on T Y A subject to boundary conditions σU , and let κ∅^ ”
ř
σU
ppσU qκpσU q.
Define similarly κ´pσU q and κ´∅^ with respect to A´ in place of A. Let ϕpσW q denote the
probability that σW is valid with respect to a random formation of clauses on W .
Corollary 6.11. Suppose ϕ ” p 9ϕ, ϕˆq specifies a factor model on pd, kq-regular bipartite factor
graphs such that which the following hold:
(i) (Factor support) The space M of spins is connected by measures δσ´σ1 on the support
of ϕ (in the sense of Lem. 6.4); likewise the space M 2 of pair spins is connected by
measures δτ´τ 1 on the support of the second-moment factors ϕ2.
(ii) (Moment conditions) The first-moment rate function Φ has negative-definite Hessian at
its global maximizer ‹h, and the second-moment rate function 2Φ has a local maximum
at ‹2h ” ‹hb ‹h with negative-definite Hessian.
40 J. DING, A. SLY, AND N. SUN
(iii) (Tree isomorphisms) On the event T that T consists of |K | tree components with
T X W “ ∅, or the event C˝ that T either contains a single cycle or has a single
intersection with W (but not both), κ∅^ “ κ´∅^. Further κ∅^|T takes a constant value κ∅^
not depending on A, and Covppκ ´ κ´, fq “ 0 for any function f depending only on a
single spin σe, e P U .12
(iv) (Correlation decay) The tree Gibbs measure ν corresponding to ‹h has correlation decay
at rate faster than the square root of the tree’s branching rate: for variables u, v are
separated by t clauses, |Covνpfpσuq, gpσvqq| Àk }fg}8rcpd´ 1qpk ´ 1qs´t{2 for c ą 1.
Let r ą 0 such that ‹2Φphq ă ‹2Φp‹2hq for all h ‰ ‹2h within distance 2r of ‹2h, and let¨
2¨Z
B refer to the contribution to the pair partition function on GB ” G˝zT from empirical
measures at distance more than r from ‹2h. For m´m1 Àk log n and m1 ď i ď m´ k define
vti ” E
“ř
τY
ϕpσ1W qϕpσ2W qrκpσ1U qrκpσ2U q¨2¨ZBrτY s‰, rκ ” κ` κ´` pκ` κ´q∅^.
If ‹Z denotes the contribution to the partition function from empirical measures within dis-
tance n´1{2 log n of ‹h, then for t “ tpk, εq “ 4 logcp1{εq we have
Var logp‹Z ` εEZq Àk 1` oεp1q ` pεEZq´2rm1vtm1 `
řm´k
i“m1`1 v
t
is.
In particular, if Φp‹hq ą 0 and ‹2h is the unique global maximizer of 2Φ on 2∆, then
Var logp‹Z ` εEZq Àk 1` oεp1q, hence limnÑ8 Pp‹Z ą 0q “ 1.
Proof of Thm. 3b. The original nae-sat model can also be regarded as a factor model in
the sense of Cor. 6.11, with factors 9ϕp 9σq and ϕˆapσˆaq ” ϕˆ˝pσˆa ‘ Laq where (compare (12))
9ϕp 9σq ”
#
1, 9σ “ p0dq or p1dq,
0, else;
, ϕˆ˝pσˆq ”
#
1, σˆ P Perrp0j , 1d´jq1ďjďd´1s
0, else.
For d ď dlbd, the moment condition of Cor. 6.11 holds by Propn. 1.2. The remaining
conditions are easily verified so we indeed have limnÑ8 PpZ ą 0q “ 1 as claimed. 
7. From clusters to assignments
Proof of Thm. 1. Given an auxiliary model configuration σ on the edges of pG,Lq, our aim
is to complete σ to an nae-sat solution x on pG,Lq (meaning that whenever xv agrees with
ηv ” 9mdp 9σvq whenever ηv ‰ f). Clearly, the potential issue is that setting a free variable may
cause a chain of forcings resulting in an invalid assignment. We therefore let F 7 ” F 7pG,L, σq
denote the subset of clauses a P F such that at least two variables in Ba are free, and all
rigid variables v P Ba have the same evaluation Lav ‘ ηv ” ξa.13
Let G7 ” G7pG,L, σq denote the subgraph of G induced by the free variables together with
the clauses F 7. We claim that σ has a valid completion to an nae-sat solution provided
each connected component of G7 contains at most one cycle. Indeed, in a tree component
of G7 one may choose an arbitrary root vertex and assign it an arbitrary value — this may
cause a chain of forcings, but no conflict results since there is no cycle. In a unicyclic
component C with cycle v0, a0, v1, . . . , an´1, vn (with indices taken modulo n so v0 “ vn),
setting xvi “  Laivi ‘ ξai ensures that all clauses along the cycle are satisfied. Then, by
12Note that this property is not immediate in the nae-sat setting because A and A´ may have different
literals, but in a model with non-random factors (e.g. the hard-core model) it follows immediately from the
isomorphism between T YA and T Y A´.
13If ηBa “ pfkq we also include a P F 7, and arbitrarily define ξa “ 0.
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the preceding argument for tree components, there exists a valid completion of x to the
remainder of C, proving our claim.
By Thm. 3b and Thm. 6.2 it suffices to show that for k ě k0 and dlbd ď d ă d‹, the
limit limnÑ8 PpZ ą 0 |Zphq ą 0q “ 1 holds uniformly over empirical measures h P ∆
with }pn 9h,mhˆq ´ ‹g} ď n1{2 log n. Conditioned on Zphq ą 0 we may generate pG,L, σq —
where G has the law of Gn,d,k, L is uniformly random, and σ has empirical measure h —
as follows: start with a set V of n variables each incident to d half-edges and a set F of m
clauses each incident to k half-edges, and place spins on half-edges according to 9h and hˆ.
Then construct the graph by randomly matching clause and variable half-edges in breadth-
first search manner started from an initial variable o, and respecting the given spins σ. It
is clear from this construction that up to the time that the process has explored say n1{3
vertices, the evolution of the spins σ on the leaves of the exploration tree is very close to the
Markovian evolution of the Gibbs measure ν described in §3.5. In particular, starting from
any free variable v, the exploration of its connected component Tv in G7 is dominated by a
Galton–Watson branching process with offspring numbers distributed as a random variable
0 ď Y ď dk with
EY À dk ‹hˆpF 7 |σ1 “ ffq “
dk
řk
j“2
`
k´1
j´1
˘ 9hjffr 9hk´j0f ` 9hk´j1f s
zˆh¯pffq À k
3{2k.
By a standard argument the total size of the Galton–Watson tree has an exponential tail,14
so we may take C ” Cpkq such that Pp|Tv| ě C log nq ď n´10. The probability of seeing more
than one cycle in Tv is then crudely ď n´3{2. Taking a union bound over all free variables
shows that w.h.p. no component of G7 contains more than a single cycle, so σ corresponds
to a true nae-sat solution as claimed. 
The above analysis completes the analysis of the sat–unsat transition in the case that
the critical threshold d‹ (see Propn. 3.11) is non-integer. We conclude by briefly sketching
a proof that if d‹ P Z, then at d “ d‹ the probability that a random nae-sat instance
pGn,d,k, Lq is solvable is asymptotically bounded away from zero and one.
Proof for case of d‹ integer (sketch). That the probability of solvability is bounded away
from zero follows by carrying out a somewhat more careful second moment argument to
remove the nOp1q factor appearing in Thm. 2. To see that the probability is bounded away
from one, it suffices to show that ErZ |ΩCs ă 1 for an event ΩC of asymptotically positive
probability. We shall take ΩC to be the event that there is a large (but constant) number
of disjoint triangles in the graph. We show below that each additional triangle decreases
the expected partition function by a constant factor, so that ErZ |ΩCs ă 1 for a sufficiently
large (but constant) number of cycles. It is well-known that the number of triangles is
asymptotically a non-degenerate Poisson random variable, so ΩC has asymptotically positive
probability as required.
We define recursively a sequence of graphs pGp`qq`ě0 by the so-called “switching method.”
Start from Gp0q ” Gn,d,k (d “ d‹). For ` ě 1, let v, v1 be a random pair of vertices at distance
14Suppose Y is a non-negative integer random variable with Λpλq ” logEeλY ă 8 for some λ ą 0,
and Λ1p0q “ EY ă 1. Let pYjqjě1 be a sequence of i.i.d. random variables distributed as Y , and Zn ”
1 `řnj“1pYj ´ 1q. Then the total size of a Galton–Watson tree with offspring distribution Y has the same
law as τ ” inftn : Zn “ 0u, and it is clear that the distribution of τ has exponential decay: Ppτ ą jq ď
PpZj ě 1q ď e´tEetZj “ ejrΛptq´ts, and since Λ1p0q “ EY ă 1, by considering t ą 0 sufficiently small we can
find a constant c ą 0 such that Ppτ ą jq ď e´cj .
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u v w v′ u′
b b′ a′a
(a) Local neighborhood in Gp`´1q
u v w v′ u′
b b′ a′a
(b) Switched neighborhood in Gp`q
Figure 4. Switching argument for case of integer-valued d‹
two in the hypergraph Gp`´1q, with common neighbor w. Say v is joined to w by clause b,
and let u ‰ w be another neighbor of v via a different clause a ‰ b. Likewise say v1 is
joined to w1 by clause b1, and let u1 ‰ w1 be another neighbor of v1 via a different clause
a1 ‰ b1 (Fig. 4a). Let Gp`q be defined by making the switching shown in Fig. 4b. The result
will follow by showing that for ` bounded by a large constant, this switching decreases the
expected partition function by a constant factor.
b b′ a′a
u v u′v′w
Figure 5. Local neighborhood in graph G‹p`q with a, a1 removed
Note that with high probability all previous switchings occur at distance at least say
plog nq1{2 away, so it suffices to prove the claim with ` “ 1. Consider the graph G‹ with the
clauses a and a1 removed, leaving unmatched half-edges incident to variables (Fig. 5). Write
P‹ for the marginal law, with respect to the auxiliary model on G‹, for the spins σu, σv, σu1 , σv1
on the unmatched half-edges incident to u, v, u1, v1; and write each σ as io where i is the
clause-to-variable message while o is the variable-to-clause message. (For example, ou will
correspond to σuÑa in the original graph versus σuÑa1 in the switched graph.) We shall
compare the probability for a and a1 to be satisfied within the original graph versus the
switched graph: with r ” t0, 1u as above, we claim
P‹pov P r,ov1 P rq r1` op1qs ě P‹pov P r,ou P rq ` 2´5k, (61)
P‹pou P r,ou1 P rq r1` op1qs ě P‹pov1 P r,ou1 P rq. (62)
(In the above, the first display concerns clause a while the second concerns a1; in both
displays the left-hand side is relevant to the switched graph while the right is relevant to the
original graph.) Recalling Lem. 6.3, P‹ is the same up to 1` op1q factors as the measure P
induced on the local neighborhood by taking boundary conditions given by p (on the edges
cut by the dashed line in Fig. 5, without regard to the structure of G‹). Under P, clearly
ou, ou1 , and ov1 are mutually independent. Since v1 has only d ´ 2 neighbors coming from
the rest of the graph, it is slightly biased towards f, which proves (62).
To prove (61) we need to take two effects into account: first, ov and ov1 are correlated
while ov and ou are independent; and secondly, as noted in the proof of (62), marginally ov1
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is slightly more likely than ou to be f due to the different structure of the local neighborhood.
The correlation goes in our favor while the marginal bias goes against, and we argue that
the former dominates. Indeed, as we have seen in the proof of Lem. 6.9, there is an event of
probability γ — 2´2k such that on this event ov and ov1 must be both rigid (with probability z)
or both free (with probability z), but given the complementary event they are conditionally
independent with probability x for ov to be rigid and probability y for ov1 to be rigid.
Thus Ppov P rq “ γz ` p1´ γqx which implies xf ” 1´ x — 2´k; likewise and Ppov1 P rq “
γz`p1´γqy which implies yf ” 1´y — 2´k. Combining, Ppov,ov1 P rq´Ppov P rqPpov1 P rq
is quadratic in z, and it is straightforward to compute the derivative and see that it is — γ
(hence positive) for 0 ď z ď 1. Evaluating at z “ 1 gives
Ppov,ov1 P rq ´Ppov P rqPpov1 P rq ě γp1´ γqp1´ xqp1´ yq — 2´4k.
As for the marginal bias, note that the increased chance for ov1 to be free compared with
ou comes from the fact that v receives only d ´ 2 incoming messages from the rest of the
graph: thus σvÑb is slightly biased towards f, and this effect can percolate through the chain
σbÑw, σwÑb1 , σb1Ñv1 to affect ov1 . However the initial bias on σvÑb is À 4´k, and the effect
decreases by a factor 2k passing through each step in the chain, so the overall bias is À 2´6k.
Combining these estimates proves (61).
The result follows from (61) and (62) by noting that in a clause with k random incoming
messages which are mutually independent except for possible correlation among the first
two, the probability for the clause to be satisfied decreases if the probability for the first two
messages to be both rigid increases. 
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