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PRINCIPAL MODULI AND CLASS FIELDS
DAVID COX, JOHN McKAY, AND PETER STEVENHAGEN
Abstract. We study the values taken by Γ0(n)-modular func-
tions at elliptic points of order 2 for the Fricke group Γ0(n)
† that lie
outside Γ0(n). In the case of a principal modulus (‘Hauptmodul’)
for Γ0(n) or Γ0(n)
†, we determine the class fields generated by
these values.
1. Introduction
The Fricke group Γ0(n)
† of level n > 1 is the subgroup of PSL2(R)
generated by the congruence subgroup Γ0(n) ⊂ PSL2(Z) and the Fricke
involution wn =
√
n
(
0 − 1
n
1 0
)
, which acts on the upper half plane h by
wn(τ) =
−1
nτ
. As explained in [2, Section 4], Γ0(n)
† is a subgroup of finite
index of the full normalizer Γ0(n)
+ of Γ0(n) in PSL2(R), and equal to
it if n is prime. The subgroup Γ0(n) has index 2 in Γ0(n)
†, and the
elements of the coset Γ0(n)
†\Γ0(n) are the matrices
√
n
(
A B
n
C D
)
(mod±
1) with A,B,C,D ∈ Z satisfying nAD − BC = 1. Such a matrix is
elliptic of order 2 if and only if it has trace 0, i.e., if it is represented
by
(1.1) α =
√
n
(
A B
n
C −A
)
∈ SL2(R)
with nA2+BC = −1. We always pick α in (1.1) in such a way that we
have B < 0 and C > 0. Then the fixed point of α in h is the element
(1.2) τα =
nA +
√−n
nC
∈ h,
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which is a zero of the polynomial
(1.3) fα = nCX
2 − 2nAX −B ∈ Z[X ]
of discriminant 4n(nA2 + BC) = −4n. As B is coprime to nA, the
polynomial fα is irreducible in Z[X ] unless B and C are both even.
In the latter case we have n = (−1 − BC) 1
A2
≡ 3 mod 4, and 1
2
fα is
irreducible in Z[X ] of discriminant −n. It follows (cf. [3, Thm. 7.7 and
Prop. 7.4]) that the complex lattice
(1.4) Iα = [τα, 1] =
1
nC
[nA +
√−n, nC] ⊂ C
corresponding to the fixed point of α is an invertible ideal for the qua-
dratic order Oα = {λ ∈ C : λIα ⊂ Iα}, which has discriminant −n if B
and C are both even, and discriminant −4n otherwise. More explicitly,
we have
(1.5) Oα =
Z[
−n+√−n
2
] for n ≡ 3 mod 4, B and C even
Z[
√−n] otherwise.
The goal of this paper is to study the Galois theoretic properties of the
values f(τα) over Q(τα) when f is a Γ0(n)-modular function and α is
an elliptic element of order 2 in Γ0(n)
† \ Γ0(n). If f is modular for the
full modular group PSL2(Z) and has rational q-expansion, i.e., if f is
an element of the field Q(j) of modular functions of level 1, then the
classical theory of complex multiplication tells us that if f(τα) is finite,
then it is contained in the ring class field of the order Oα. This class
field is an abelian extension of Q(τα) = Q(
√−n), and its Galois group
over Q(τα) is canonically isomorphic under the Artin isomorphism to
the ideal class group C(Oα) of the order Oα. We will write σα for the
automorphism corresponding to the ideal class [Iα] ∈ C(Oα).
For f ∈ Q(j) of level 1 as above, a classical result [3, Cor. 11.37] on
the Galois theoretic properties of the values of j at imaginary quadratic
arguments implies that we have σβ
(
f(τα)
)
= f(τγ) when α, β and γ
are elliptic elements as in (1.1) satisfying Oα = Oβ = Oγ and [IαI−1β ] =
[Iγ] ∈ C(Oα).
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Our main result below shows that Γ0(n)-modular functions behave
like level 1 functions when evaluated at the elliptic points of order 2
of the Fricke group Γ0(n)
† that lie outside Γ0(n). The proof given in
Section 3 uses the Shimura reciprocity law [12, Thm. 6.31] as explained
in [5, 13].
Theorem 1.1. Fix n > 1 and let f be a Γ0(n)-modular function with
rational q-expansion at ∞. Also let α be an elliptic element of order 2
in Γ0(n)
† \Γ0(n) as in (1.1), and assume that f is defined at τα. Then:
(1) f(τα) lies in the ring class field of Oα.
(2) Let β, γ be elliptic elements as in (1.1) with Oα = Oβ = Oγ,
and suppose [IαI
−1
β ] = [Iγ] ∈ C(Oα). Then we have
σβ
(
f(τα)
)
= f(τγ).
Our motivation for proving Theorem 1.1 goes back to the special case
where f is a principal modulus (‘Hauptmodul’) of the kind that arises
in the moonshine conjectures for the monster group [2] and its general-
izations to replicable functions [4]. These principal moduli are known
to correspond to genus zero subgroups of PSL2(R) that lie between
Γ0(n) and its normalizer Γ0(n)
+ for some n. In Section 4 we apply
Theorem 1.1 to this situation, and explain how our results relate to
those of Chen and Yui [1]. The main corollary, which is proved in
Section 4, is the following.
Corollary 1.2. Fix n > 0 and let f be a principal modulus with rational
q-expansion at ∞ for either Γ0(n) or Γ0(n)†. Suppose that f is defined
at the fixed point τα from (1.2). Then Q(τα, f(τα)) is the ring class
field of the order Oα.
2. Ideals, Quadratic Forms, and Conjugacy Classes
This section collects what we need about the ideals Iα arising in (1.4)
and their classes in C(Oα). While part of this material is well known
(see [7, 9]), we include the details for the convenience of the reader.
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In (1.3), we denoted by fα the quadratic polynomial in Z[X ] having
the fixed point τα of the elliptic element α as one of its zeroes. Its
homogeneous form
(2.1) Fα(x, y) = nCx
2 − 2nAxy − By2 ∈ Z[x, y]
is a binary quadratic form of discriminant −4n. Since we take B < 0
and C > 0, the form Fα is positive definite. Depending on the case we
are in in (1.5), either Fα or
1
2
Fα is primitive of discriminant disc(Oα) ∈
{−n,−4n}. Under the standard bijection [3, Thm. 7.7] between the set
of SL2(Z)-orbits of primitive positive definite binary quadratic forms of
discriminant disc(Oα) and the class group C(Oα), this primitive form
corresponds to the ideal class [Iα] ∈ C(Oα).
Lemma 2.1. Let α and α′ be as in (1.1). Then the quadratic forms
Fα and Fα′ are SL2(Z)-equivalent if and only if α and α
′ are conjugate
in Γ0(n)
†. If α and α′ are conjugate in Γ0(n)†, there exists δ ∈ Γ0(n)
with δ−1αδ = α′.
Proof. Let Mα denote the matrix representing the form α from (2.1):
Mα =
(
nC −nA
−nA −B
)
=
√
n
(
0 1
−1 0
)
α.
Since every δ ∈ SL2(Z) satisfies(
0 −1
1 0
)
δt
(
0 1
−1 0
)
= δ−1,
we have
δtMαδ = Mα′ ⇐⇒ δ−1αδ = α′.
When Fα and Fα′ are equivalent via δ ∈ SL2(Z), reduction modulo n
gives
δt
(
0 0
0 −B
)
δ ≡
(
0 0
0 −B′
)
mod n.
If δ = ( a bc d ), this easily implies
−Bc2 ≡ −Bcd ≡ 0 mod n.
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Since gcd(B, n) = gcd(c, d) = 1 (because det(α) = det(δ) = 1), we
see that c ≡ 0 mod n, so that δ ∈ Γ0(n). Then the above equivalence
implies that α and α′ represent conjugate elements in Γ0(n)†.
Conversely, suppose we have α′ = ±δ−1αδ (remember that conju-
gacy classes are computed in Γ0(n)
† ⊂ PSL2(R)). If δ represents an
element of Γ0(n), then the above equivalence shows that Fα and ±Fα′
are properly equivalent, and the sign must be + since Fα and Fα′ are
positive definite. The final statement of the lemma says that this is
the only case we need to consider. Indeed, if δ represents an element
of Γ0(n)
† \Γ0(n), then α−1δ represents an element of Γ0(n) since Γ0(n)
has index 2 in Γ0(n)
†, and we may replace δ by α−1δ:
α′ = ±δ−1αδ = ±(α−1δ)−1α(α−1δ).
This completes the proof of the lemma. 
It follows from Lemma 2.1 that Γ0(n)-modular functions have a well-
defined value on the Γ0(n)
†-orbits of the fixed points in (1.2), and that
elliptic elements α, β in (1.1) with Oα = Oβ are conjugate in Γ0(n)† if
and only if σα and σβ coincide on the ring class field of Oα.
Our main result (Theorem 1.1) gives a Galois action in terms of
Artin automorphisms σα corresponding to the ideal classes [Iα]. It is
therefore useful to know that every ideal class in C(Oα) is of this form.
Lemma 2.2. Let n be a positive integer and fix O to be either Z[√−n]
or Z[n+
√−n
2
], where in the latter case we assume n ≡ 3 mod 4. Then
the ideals Iα =
1
nC
[nA +
√−n, nC] from(1.4) with Oα = O represent
all ideal classes in the ideal class group C(O).
Proof. It suffices to show that a primitive positive definite quadratic
form G of discriminant D = −4n, or D = −n with n ≡ 3 mod 4, is
properly equivalent to Fα or
1
2
Fα respectively. By [3, Lemmas 2.3 and
2.25], we may assume that G(x, y) = ax2+bxy+cy2 has gcd(c,D) = 1.
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First suppose that D = −4n. Since b is even in this case, we can
find an integer k such that
ck ≡ −b/2 mod n.
Using this k to replace G(x, y) with the equivalent form
(2.2) G(x, y + kx) = (a+ bk + ck2)x2 + (b+ 2kc)xy + cy2,
we may assume that b is divisible by 2n. Then −4n = b2 − 4ac and
gcd(c,−4n) = 1 imply that a is divisible by n. It follows that G is of
the form Fα, as desired.
Next assume D = −n and n ≡ 3 mod 4. Then we can find k such
that
2ck ≡ −b mod n.
Using this k and (2.2), we may assume that b is divisible by n. Since
n is odd, −n = b2 − 4ac and gcd(c,−n) = 1 imply that a is divisible
by n. Then G = 1
2
Fα follows easily. 
ForO = Z[√−n], the form Fα = nx2+y2 corresponding to the principal
ideal generated by τ = −1√−n is in the unit class in C(O). For O =
Z[−n+
√−n
2
], we can start from G(x, y) = n+1
4
x2 + xy + y2 in the unit
class and apply the proof of (2.2) (with k = n−1
2
) to obtain the element
Fα(x, y) =
n(n+1)
4
x2 + nxy + y2 in the unit class. It corresponds to the
principal ideal generated by τ = −2n+2
√−n
n(n+1)
. Note that in both cases,
τO is the lattice [τ, 1].
3. Proof of the Main Theorem
We now prove Theorem 1.1 using the method explained in [13].
Let f be a modular function for Γ0(n) with rational q-expansion and
assume that f is defined at the fixed point τα from (1.2). Our first task
is to show that f(τα) lies in the ring class field of Oα. We first do this
when the corresponding ideal Iα is in the unit class in C(Oα). This
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leads to the following special choice for τ = τα and in each of the two
cases for O = Oα provided by (1.5).
n α τ O
Case 1 arbitrary
√
n
(
0 − 1
n
1 0
)
−1√−n Z[nτ ]
Case 2 n ≡ 3 mod 4 √n
(
1 − 2
n
n+1
2
−1
)
−2n+2√−n
n(n+1)
Z[n(n+1)
4
τ ]
Standard results in complex multiplication imply that f(τ) lies in the
maximal Abelian extension Kab of K = Q(τ) = Q(
√−n). Class field
theory describes the absolute abelian Galois group Gal(Kab/K) as the
surjective image under the Artin map of the group K̂∗ = (K ⊗Z Ẑ)∗
of finite K-ideles. (We generally write Â to denote the tensor product
over Z of a ring A with the profinite completion Ẑ =
∏
p Ẑp of Z.) In
order to show that f(τ) lies in the ring class field HO of O, it suffices to
show that every automorphism of Kab over HO leaves f(τ) invariant.
As Gal(Kab/HO) is the image under the Artin map of the subgroup
Ô∗ = (O ⊗Z Ẑ)∗ ⊂ K̂∗, we need to show that the Artin symbol of any
idele x ∈ Ô∗ leaves f(τ) invariant.
Shimura’s reciprocity law tells us how (the Artin symbol of) the idele
x ∈ Ô∗ acts on f(τ): we have
(3.1) f(τ)x = f gτ (x
−1)(τ),
where gτ : Ô∗ → GL2(Ẑ) is the map that sends x ∈ Ô∗ to the transpose
of the matrix of multiplication by x on the free Ẑ-module Ẑτ + Ẑ with
respect to the basis {τ, 1}. One often writes gτ (x)
(
τ
1
)
=
(
xτ
x
)
. Note
that GL2(Ẑ) acts in a natural way on the field of modular functions
over Q (see [8, §2 of Ch. 7]). For modular functions of level N , the
action factors via the quotient GL2(Z/NZ) (see [8, §3 of Ch. 6]).
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From the irreducible polynomial of τ in Z[X ] one easily computes gτ
as in [13, (3.3)] to be
(3.2) gτ (x) = gτ (a + bnτ) =
(
a −b
nb a
)
for the order O = Z[nτ ] in Case 1, and
(3.3) gτ
(
a+ bn(n+1)
4
τ
)
=
(
a− nb −b
n(n+1)
4
b a
)
for the order O = Z[n(n+1)
4
τ ] in Case 2. In both cases, the matrix gτ (x)
is upper triangular modulo n for every choice of x ∈ Ô∗. This means
that modulo n, it is a product
M1M2 =
(
1 0
0 d
)
M2 ∈ GL2(Z/nZ),
where M2 is the reduction modulo n of a matrix from Γ0(n). But M2
acts trivially on f since f is a modular function for Γ0(n), and M1,
which acts on f via its Fourier coefficients, also acts trivially since the
q-expansion is rational. It follows that f is invariant under Ô∗, so that
f(τ) lies in the desired ring class field HO. In particular, the class group
C(O), which is naturally isomorphic to the Galois group Gal(HO/K)
under the Artin map, now acts on f(τ).
Our next task is to show that for elliptic elements β and γ satisfying
Oβ = Oγ = O and [I−1β ] = [Iγ] ∈ C(O), the Galois action of σβ on f(τ)
is in each of the two cases given by
(3.4) σβ(f(τ)) = f(τγ).
This shows that we have σγ(f(τγ)) = f(τ) for all f(τγ) with γ as in
(1.1) having Oγ = O. In particular, all these values f(τγ) are conjugate
over K as soon as one of them is known to be finite, and one easily
derives the second statement in (1.1) from (3.4). We may therefore
finish the proof of (1.1) by proving (3.4).
To prove (3.4), we apply (3.1) once more, with x ∈ K̂∗ an Ô-
generator of Îγ = Iγ ⊗Z Ẑ and gτ : K̂∗ → GL2(Q̂) the natural Q-linear
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extension of the map gτ : Ô∗ → GL2(Ẑ) we had before. As in [13,
Section 6], we let M ∈ GL+2 (Q) be the transpose of a matrix mapping
the lattice [τ, 1] = τO to the lattice τIγ . Write Iγ = 1nC [nA+
√−n, nC]
as in (1.4). In Case 1 we have τ
√−n = −1, so
τIγ = τ [
nA+
√−n
nC
, 1] = [nAτ−1
nC
, τ ],
and we can take M ∈ GL+2 (Q) to be
M =
(
A/C −1/nC
1 0
)
=
(
1/C A/C
0 1
)(
0 −1/n
1 0
)
.
In Case 2 our element τ satisfies τ(n+
√−n) = −2, so we have
τIγ = τ [
nA+
√−n
nC
, 1] = [n(A−1)τ−2
nC
, τ ]
and we can take the matrix M ∈ GL+2 (Q) to be
M =
(
(A− 1)/C −2/nC
1 0
)
=
(
2/C (A− 1)/C
0 1
)(
0 −1/n
1 0
)
.
By construction, we have M(τ) = τγ in both cases. Note that at
this point we use the fact that the lattice [τ, 1] is a principal O-ideal.
FurtherM and gτ(x) are transposes of matrices mapping the Ẑ-module
Ẑτ + Ẑ ⊂ K̂ onto Îγ , so the matrix gτ (x)M−1 is in GL2(Ẑ) as its
transpose fixes Ẑτ + Ẑ. We can now compute
(3.5) σβ(f(τ)) = f
gτ (x)(τ) = f gτ (x)M
−1
(M(τ)) = f gτ (x)M
−1
(τγ)
by evaluating gτ (x)M
−1 ∈ GL2(Ẑ) modulo the level n of f . All we need
to know for this are the p-components xp of a generator x ∈ K̂∗ of Îγ
for the primes p dividing n. Finding a generator xp of the (O ⊗Z Zp)-
ideal Iγ ⊗Z Zp is easy at primes p|n, since for these p the identity
BC = −1− nA2 implies that C is a unit in Zp. This yields
(3.6)
Iγ ⊗Z Zp = nA+
√−n
nC
Zp + Zp = (A− 1√−n)Zp + Zp
= −1√−nZp + Zp =
−1√−nZp[
√−n].
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In Case 1 we have O⊗ZZp = Zp[
√−n] and we can choose xp = −1√−n = τ
for all p|n. Applying (3.2) then yields
gτ (xp) =
(
0 −1/n
1 0
)
∈ GL2(Qp)
at all p|n, so gτ(x)M−1 has upper triangular reduction(
1/C A/C
0 1
)−1
=
(
C −A
0 1
)
modulo n. It therefore leaves f invariant, and (3.5) reduces to (3.4).
In Case 2 only odd primes can divide n, so again we have O⊗ZZp =
Zp[
√−n] for p dividing n, and we may take xp = n+14 τ = 1+
√−n
2
−1√−n
since 1+
√−n
2
is a p-adic unit if p divides n. Applying (3.3) now yields
gτ (xp) =
(
−1 −1/n
n+1
4
0
)
=
(
1 −1
0 n+1
4
)(
0 −1/n
1 0
)
∈ GL2(Qp)
at all p|n, so gτ(x)M−1 has upper triangular reduction(
1 −1
0 n+1
4
)(
2/C (A− 1)/C
0 1
)−1
modulo n. As in Case 1, we find that gτ (x)M
−1 leaves f invariant.
This finishes the proof of Theorem (1.1).
By Lemma 2.2, Theorem 1.1 furnishes a complete description of the
Galois theoretic properties of f(τα) over Q(τα). This will be partic-
ularly useful in the cases in the next section, where we know exactly
which elements in PSL2(R) fix f .
4. Principal moduli
A modular function f for a discrete group G ⊂ PSL2(R) commensu-
rable with PSL2(Z) is a principal modulus (in German: Hauptmodul)
if it generates the field of all modular functions for G. This implies
G\h∗ ≃ P1 via f . In particular, G has genus 0.
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Corollary 1.2, which we will prove now, states that if the modular
function f in Theorem 1.1 is a principal modulus for Γ0(n) or Γ0(n)
†,
then we get a primitive element of the ring class field.
Proof of Corollary 1.2. The case n = 1 is obvious, so we may assume
n > 1. Lemma 2.2 shows that the ideals Iα represent all ideal classes in
C(Oα). Then Lemma 2.1 and the correspondence between ideals and
quadratic forms imply that we get |C(Oα)| different Γ0(n)†-inequivalent
points of the form τα. If f is a principal modulus for Γ0(n)
†, it follows
that the complex numbers f(τα) have |C(Oα)| distinct values as we
vary α, and the same is true if f is a principal modulus for Γ0(n) since
Γ0(n)
†-inequivalent points are automatically Γ0(n)-inequivalent. Thus
the minimal polynomial of f(τα) over Q(τα) has degree |C(Oα)| by
Theorem 1.1. The theorem follows since this is the degree of the ring
class field over Q(τα). 
It is well known that Γ0(n) has genus 0 for the 15 numbers
(4.1) n = 1–10, 12, 13, 16, 18, 25.
Turning to Γ0(n)
†, Ogg [11] showed that Γ0(n)† has genus 0 for the
following 37 values of n > 1 (we exclude n = 1 since Γ0(1)
† = Γ0(1)):
(4.2) n = 2–21, 23–27, 29, 31, 32, 35, 36, 39, 41, 47, 49, 50, 59, 71.
However, in order to use Corollary 1.2 for either Γ0(n) or Γ0(n)
†, we also
need to know that the group has a principal modulus with a rational
q-expansion. As we are dealing with a finite list of groups, one can
simply check the tables in [2], which give explicit formulas for principal
moduli in all cases when Γ0(n) or Γ0(n)
† has genus 0. These all have
rational q-expansions. Alternatively, as S. Norton pointed out to us,
Theorem 1 of [10] easily implies the existence of a principal modulus
with rational q-expansion whenever Γ0(n) or Γ0(n)
† has genus 0. It
follows that Corollary 1.2 applies to all values of n in (4.1) for Γ0(n)
and (4.2) for Γ0(n)
†.
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The primitive elements for the ring class fields obtained from prin-
cipal moduli are often much smaller than those provided by the j-
function. For example, take f to be the function listed as 71A in [2,
p. 337], which is a principal modulus for the Fricke group Γ0(71)
†.
There are 14 elliptic fixed points of order 2 for Γ0(71)
†, of which seven
are of discriminant −71 and seven are of discriminant −4 · 71 = −284.
This is in accordance with the fact that the two quadratic orders having
these discriminants have class number 7. In both cases the correspond-
ing ring class field is the Hilbert class field H of Q(
√−71).
When n = 71, the two special elliptic points of order 2 used in the
proof of Theorem 1.1 are
τ−284 =
−1√−71 and τ−71 =
−71 +√−71
71 · 36 .
corresponding to the orders of discriminant −284 and −71 respectively.
One can compute that the minimal polynomial of f(τ−284) is
h−284 = x
7 − 7x5 − 11x4 + 5x3 + 18x2 + 4x− 11,
while the minimal polynomial of f(τ−71) is
h−71 = x
7 + 4x6 + 5x5 + x4 − 3x3 − 2x2 + 1.
Each of these polynomials is a small generating polynomial for H over
Q(
√−71) and compares favorably with the polynomial
w−71 = x
7 − 2x6 − x5 + x4 + x3 + x2 − x− 1
found by Weber [14, Vol. III, p. 723] (this is the minimal polynomial
of f(
√−71)/√2, where f is the Weber function defined on page 114 of
[14, Vol. III]). If β is a root of w−71, then an easy calculation shows
that
β2 − 1− β−1 is a root of h−284
−β6 + 3β5 − 2β4 + 1 is a root of h−71.
Note that the values f(τ−71) and f(τ−284) are in this case integral,
a general phenomenon for which we currently do not have a proof.
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For the importance of h−284 and h−71 for the Schwarzian differential
equation satisfied by f , see [6].
As we mentioned in the introduction, the moonshine conjectures for
the monster group provide us with principal moduli for genus zero sub-
groups of PSL2(R) in the form of so-called McKay-Thompson series.
Their singular values have been studied by Chen and Yui in [1]. They
restrict to fundamental McKay-Thompson series, i.e., the series Tg asso-
ciated to a conjugacy class g of the monster group that is the principal
modulus for a subgroup of PSL2(R) whose level n equals the order
of g. If Tg is fundamental, τ ∈ h is a CM-point and O = Z[aτ ] is the
multiplier ring of [τ, 1], they prove the following in [1, Theorem 3.7.5]:
(1) If Tg is a principal modulus for Γ0(n), then Q(τ, Tg(τ)) is the
ring class field of the order of index n
gcd(a,n)
in O.
(2) If Tg is a principal modulus for Γ0(n)
† with n prime and coprime
to a, then Q(τ, Tg(τ)) is the ring class field of the order of
index n in O.
Applying the first part of this theorem to Tg(τα), one can prove Corol-
lary 1.2 when Tg is a principal modulus for Γ0(n). So for Tg(τα), the
Chen-Yui result covers all numbers in (4.1). On the other hand, if Tg
is a principal modulus for Γ0(n)
†, then the hypothesis gcd(a, n) = 1
means that the second part of Theorem 3.7.5 doesn’t apply to Tg(τα).
So for Tg(τα), the Chen-Yui result covers none of the numbers in (4.2).
The integrality results in [1] for the numbers Tg(τ), although interest-
ing in their own right, do not apply to the fixed points τ = τα in this
paper. Numerical computations do however suggest that Tg(τα) is an
algebraic integer, so this question deserves further study.
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