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II Artificial neural networks
The rainfall-runoff process has been described quantitatively since the nineteenth century. However, it is only in the last decade or so that ANNs have been applied to the problem. None the less, ANNs have been in existence since McCulloch and Pitts (1943) introduced the concept of the artificial neuron. Since that time neural network research has evolved in three distinct phases (Schalkoff, 1997) . The first era involved preliminary work on the development of the artificial neuron until Minsky and Papert (1969) identified several limiting factors. The second era began with the rediscovery and popularization of the backpropagation training algorithm (Rumelhart and McClelland, 1986) . Prior to this seminal work it was very difficult to train neural networks of any practical size. The third era is characterized by more rigorous assessments of network limitations and generalizations, fusion with other technologies (such as genetic algorithms and fuzzy logic) (e.g., See and Openshaw, 1999) and the implementation of ANNs using dedicated hardware.
The following sections provide an overview of ANNs, including the main structures, network types and training algorithms. In recognition of the unfamiliar terminology employed, a glossary of ANN terms is provided in the Appendix.
Applying neural networks
The effective application of ANNs requires an appreciation of the relative merits of the different networks available, as well as an understanding of the best ways to train them. Network types and training algorithms are constantly evolving and the neurohydrologist must keep abreast of such developments. For example, support vector machines are an area of current interest within the wider neural network research community (e.g., Haykin, 1999) , although these tools have yet to be applied to rainfall-runoff modelling.
When applying neural networks to rainfall-runoff modelling a number of decisions must be made. First, one must choose an appropriate neural network type. Secondly, one must choose an appropriate training algorithm, select suitable training periods and determine an appropriate network structure. Thirdly, one must decide how to pre-and post-process input-output data. While some of these operations may be automated using appropriate modifications to training algorithms, many decisions must still be made through a process of trial and error. A full discussion of these topics is beyond the scope of this article and interested readers are directed towards texts such as Bishop (1995) .
Network architectures
ANNs may be described as a network of interconnected neurons (sometimes called nodes). Figure 1 presents the structure of an individual neuron. Each neuron consists of a number of input arcs (stemming from other neurons or from outside the network; u 1 . . u n ) and a number of output arcs (which in turn lead to other neurons or to the 'outside world'). A neuron computes an output, based on the weighted sum of all its inputs (Sj), according to an activation function (f(Sj)). These activation functions may be logistic sigmoid (see Figure 1) , linear, threshold, Gaussian or hyperbolic tangent
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functions, depending on the type of network and training algorithm employed. In the majority of studies the logistic sigmoid function or hyperbolic tangent functions are used. The logistic sigmoid activation function (Equation 1) -in which x represents the weighted sum of inputs to the neuron and f(x) the neuron's output -is often used because it is continuous and relatively easy to compute (as is its derivative). It maps the outputs away from extremes, and it introduces nonlinear behaviour to the network:
In feed-forward networks the connections between neurons flow in one direction: from an input layer, through one or more hidden layers, to an output layer (see Figure 2) . While some studies direct predicted output back to the input side of a network to make further predictions (e.g., Cheng and Noguchi, 1996) , strictly speaking they are still feed forward as only one forward pass is made through the network for each prediction.
Two feed-forward network types have been widely used to model the rainfall-runoff process: the multilayer perceptron (MLP) and the radial basis function (RBF). These networks typically consist of three or four connected layers of neurons (as shown in Figure 2 ). The number of neurons in the input and output layer is specified by the problem to which the network is applied (i.e., the number of predictors and predictands, respectively). The neurohydrologist must specify the number of hidden layers and neurons in each hidden layer. If there are too few neurons in the hidden layers, the network may be unable to describe the underlying function because it has insufficient parameters (or 'degrees of freedom') to map all points in the training data. Conversely, if there are too many neurons, the network has too many free parameters and may overfit the data, losing the ability to generalize. In addition, an 'excessive' number of hidden neurons can retard the training process to such an extent that it takes an inordinate length of time for a network to learn.
It is possible to determine an 'optimum' number of neurons in the hidden layer(s) during training by pruning out extraneous hidden nodes from a complex network. Pruning algorithms, such as skeletonization and magnitude-based pruning (which 84 Hydrological modelling using artificial neural networks removes unwanted links rather than unwanted nodes), were evaluated by Abrahart et al. (1998) . An alternative approach is to add links and hidden nodes to a simple network until convergence occurs -for example, using cascade correlation (Kwok and Yeung, 1997) . Hirose et al. (1991) introduced a technique that combined these two ideas by progressively adding or removing nodes from a network during training until an optimum structure is found. However, pruning and constructive algorithms can retard training by introducing additional computations. Shamseldin (1997) claims that the best way to determine an appropriate number of neurons in the hidden layer is via trial and error and this remains one of the most popular solutions. For a more thorough discussion of 'optimum' network geometries, see Huang and Huang (1991) or Maier and Dandy (1998) .
Inputs to the network (predictors) are passed from the input layer of neurons, through the hidden layer(s) of neurons, to the output layer (see Figure 2) where they become predictands. Neurons in the input layer do no more than disperse all predictors to each neuron in the hidden layer. The network operates by applying weights to values as they pass from one layer to the next and calculating outputs for each of the neurons in all other layers.
Training
A neural network is trained by adjusting the weights that link its neurons. This is accomplished by presenting the network with a number of training samples (a calibration data set), each one of which consists of a specific input pattern and corre-C.W. Dawson and R.L. Wilby 85 sponding 'correct' output response. Depending on the nature of the training algorithm used, it may be necessary to present the network with the calibration data repeatedly (a number of epochs) until the underlying function is 'learned'. However, care must be taken to ensure that the network does not become overfamiliarized with the calibration data and thus lose its ability to generalize to problems it has not yet encountered. Various techniques may be employed to avoid over training, including regularization theory, which attempts to smooth network mappings (Bishop, 1995) , and crossvalidation using an independent test set (Braddock et al., 1998) .
The multilayer perceptron (MLP)
The MLP is the most popular neural network architecture in use today. In the majority of studies the MLP is trained using the error backpropagation algorithm. This popular algorithm works by iteratively changing a network's interconnecting weights such that the overall error (i.e., between observed values and modelled network outputs) is reduced. This is achieved by searching the network's 'weight space' or error function. The error function is an error surface in n-dimensional space corresponding to a mapping of the network's weight vector to the network's overall error. The purpose of training is to search this error surface by adjusting a network's weights, such that an acceptable error minimum is reached. Training is initiated from a randomly determined region on the error surface. The algorithm then proceeds by directing weight changes down error gradients based on the first-order derivative of the error function (following gradients on the error surface of steepest descent).
Step changes are made to weights as each training example is presented to the network (an epoch). The 'training rate' parameter affects the size of step taken through weight space at each training iteration. If the rate is too large, training can oscillate from one nonoptimal set of weights to another. If the rate is too small, training may be trapped in a local error minimum or suboptimal solution.
The error backpropagation algorithm can be adapted in two ways. First, momentum (which keeps weight changes on a faster, more even path and helps to avoid local minima) can be used in an attempt to speed convergence to an error minimum (Gallant, 1993) . Momentum is controlled using a 'momentum rate' which must be less than unity for convergence. Secondly, the training rate can be adjusted dynamically to prevent the optimization process becoming caught in a local error minimum (see Dawson, 1996; Dai and MacBeth, 1997; Magoulas et al., 1997) .
There are many alternative methods for seeking the minimum of the error function by adjusting the weight values. For example, second-order weight updates (e.g., Maier and Dandy, 2000) ; quick propagation (Fahlman, 1988; Bishop, 1995) ; line search algorithms, such as conjugate gradients (Bishop, 1995) or Newton's method (Battiti, 1992; Bishop, 1995) , a technique that identifies both weights and structure simultaneously; and linear least squares simplex (LLSSIM) (Hsu et al., 1995) , and genetic algorithms (Yang, 1997) which can be used to determine an optimum network geometry, an optimum set of weights, or both. Thirumalaiah and Deo (1998a) compared the results of an MLP rainfall-runoff model calibrated using three different training algorithms (error backpropagation, conjugate gradients and cascade correlation). Although cascade correlation produced rather poor results, little difference was found in network performance between the backpropagation and conjugate gradient training approaches.
The radial basis function (RBF)
The RBF has been used in comparatively few rainfall-runoff studies (e.g. Mason et al., 1996; Jayawardena et al., 1997; Jayawardena and Fernando, 1998; Dawson and Wilby, 1999) . While the structure of the RBF is identical to the MLP, the RBF simulates the unknown rainfall-runoff function using a network of Gaussian basis functions in the hidden layer (Equation 2) and linear activation functions in the output layer. In Equation 2, x represents the weighted sum of inputs to the neuron, σ is the sphere of influence or width of the basis function, and f(x) is the corresponding output from the neuron:
Training an RBF involves two stages. First, the basis functions are established using an algorithm to cluster data in the training set. Kohohen self-organizing maps (SOMs) or a k-means clustering algorithm are most commonly applied. Kohohen SOMs (Kohohen, 1984; 1990 ) are a form of 'self-organizing' neural network that learn to distinguish patterns within input data. A SOM will, therefore, cluster input data according to perceived patterns without having to be given a corresponding output response. Kmeans clustering involves sorting all objects into a predefined number of groups by minimizing the total squared Euclidean distance for each object with respect to its nearest cluster centre. However, other techniques, such as orthogonal least squares and MaxiMin algorithms, have also been used (Song, 1996) . Secondly, the weights linking the hidden and the output layer are calculated directly using simple matrix inversion and multiplication. The direct calculation of weights in an RBF makes it far quicker to train than an equivalent MLP.
III Data handling for ANNs
Earlier discussion identified one of the main strengths of neural networks, namely, their ability to handle incomplete, noisy and nonstationary data (Zealand et al., 1999) . However, with suitable data preparation beforehand, it is possible to improve the performance of a neural network still further (Masters, 1995) . Data preparation involves a number of processes such as data 'cleansing', determining appropriate predictors (using data reduction techniques), standardizing/normalizing the data and, finally, dividing the data into calibration and test sets.
Data 'cleansing'
Data cleansing involves identifying and removing trends and nonstationary components (in terms of the mean and variance) within a data set. Cycles and seasonal fluctuations should also be identified and removed. For example, trends can be removed by differencing the time series, and the data can be centred using rescaling
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techniques. It is also possible to filter the data to extract underlying, important sources of information and suppress troublesome noise (Masters, 1995) . To date, data cleansing techniques have not been widely applied in ANN rainfall-runoff modelling, so there is much scope for development in this area (Maier and Dandy, 1996b) .
Determining appropriate inputs/outputs
While the above techniques translate data into suitable forms for use in neural network modelling, it is still necessary to identify the most powerful inputs and outputs for the models. The majority of studies focus on predicting flow (as either discharge or stage) using antecedent or concurrent catchment conditions. In this case the ANN is attempting to model a process of the form: Minns, 1996; storm occurrence, Dawson and Wilby, 1998) . The neurohydrologist must first establish the optimal lag-interval between process and response. Autoregressive moving average (ARMA) models are often used to determine appropriate variables, lead times and the windows for averaging (Maier and Dandy, 2000) . Alternatively, correlation testing may be used to identify the strongest causal relationships from a set of possible predictor variables (as in Dawson and Wilby, 1998) . The chosen predictor variables are then applied as either individual inputs to multiple nodes (e.g., predictors are Q t-1 , Q t-2 , Q t-3 etc.) and/or as lumped averages (in which case an input node receives a moving average).
If the available data contain many input variables but few points, it is important to attempt some form of data reduction for the input data. Without this the model will have more free parameters to establish than data to constrain individual parameter values. Data reduction techniques might involve statistical manipulations, such as extracting principal components (e.g., Masters, 1995) , or reducing physical data sets, by averaging rainfall data from several rain gauges (e.g., Chang and Hwang, 1999) . Appropriate outputs must also be identified. Some authors use changes in flow rather than flow per se to reduce the likelihood of extrapolating beyond the range of the calibration data (e.g., Minns and Hall, 1997) . Others do not predict flow directly but rather the parameters of a Fourier series which is, in turn, used to model flow (e.g., Atiya et al., 1999) .
Standardization/normalization
All variables should be standardized to ensure they receive equal attention during the training process (Maier and Dandy, 2000) . This is particularly important in RBF networks where cluster centres would be dominated by high-magnitude input variables. Without standardization in MLPs, input variables measured on different scales will dominate training to a greater or lesser extent because initial weights within a network are randomized to the same finite range.
Hydrological modelling using artificial neural networks
Data standardization is also important for the efficiency of training algorithms. For example, the gradient descent algorithm (error backpropagation) used to train the MLP is particularly sensitive to the scale of data used. Due to the nature of this algorithm, large values slow training because the gradient of the sigmoid function at extreme values approximates zero (see Figure 1 ). To avoid this problem, data are rescaled using an appropriate transformation. In general, data are rescaled to the intervals [-1, 1], [0.1, 0.9] or [0, 1] (referred to as standardization). Another approach is to rescale values to a Gaussian function with a mean of 0 and unit standard deviation (referred to as normalization). The advantage of using [0.1, 0.9] for runoff modelling is that extreme (high and low) flow events, occurring outside the range of the calibration data, may be accommodated (Hsu et al., 1995) . Alternatively, changes in flow rather than absolute flows may be used to avoid the problem of saturation, but Minns and Hall (1997) reported only limited gains from this approach. Other authors advocate [0.1, 0.85] (e.g., Shamseldin, 1997), or [-0.9, 0.9] (e.g., Braddock et al., 1998) .
Model calibration and validation
Ideally, three data sets should be used for a rigorous analysis of ANN skill: a calibration set, a test set and a validation set (called cross-validation) . The calibration set is used to train a number of different ANN model configurations. The test set is used to decide when to stop training (to avoid overfitting) and also to determine which of the networks is the most accurate. Finally, the validation set is used to evaluate the chosen model against independent data. However, Lachtermacher and Fuller (1994) identify a number of problems when using three data sets. First, if there are limited data available it can be impractical to create three independent data sets. Secondly, the method of dividing the data can significantly affect the results. Thirdly, when using a test set to cease training, it is not always clear when a network is beginning to 'learn' the noise inherent to the time series.
With finite data availability it is often most prudent to use a cross-training technique. This method involves splitting the available data into S equal-sized segments. Network models are then calibrated using all the data in S-1 of these segments and validated on the remaining segment of independent data. The procedure is repeated S times so that S models are calibrated and validated for each model type and configuration. This ensures that each data segment is used only once for validation. Thus, when the validation segments are recombined one has a validation set equal to the entire data set. Typical values for S are 5 and 10 segments (Schalkoff, 1997 ). An alternative is to use the hold-one-out or jackknife method, in which S = n -1 (where n is the number of data points in the entire data set). Thus, for a data set containing n data points, one would have to create and validate n neural networks.
IV Model assessment
There is a general lack of objectivity and consistency in the way in which rainfall-runoff models are assessed or compared (Legates and McCabe, 1999) . This also applies to the more specific case of ANN model assessment and arises for several reasons. First, there C.W. Dawson and R.L. Wilby 89 are no standard error measures (although some have been more widely applied than others). Secondly, the diversity of catchments studied (in terms of area, topography, land use, climate regime, etc.) hinders direct comparisons. Thirdly, different aspects of flow may be modelled (e.g., discharge, stage, rates of change of discharge, etc.). Finally, there are broad differences between studies with respect to lead times (ranging from 0 to +24 model time steps) and the temporal granularity of forecasts (from seconds to months).
When artificial neural networks are trained using algorithms such as backpropagation they are generally optimized in such a way as to minimize their global error. While this is a useful general target, it does not necessarily lead to a network that is proficient for both low flow and flood forecasting. The squared error, which is used in many training algorithms, does provide a general measure of model performance, but it does not identify specific regions where a model is deficient. Other error measures are, therefore, employed to quantify these deficiencies (see the review of Watts, 1997) .
The most commonly employed error measures are: the mean squared error (MSE), the mean squared relative error (MSRE), the coefficient of efficiency (CE), and the coefficient of determination (r 2 ) (see Equations 3, 4, 5, 6 respectively);
where Q i are the n modelled flows, Q i are the n observed flows, Q -is the mean of the observed flows, and Q is the mean of the modelled flows.
2
According to Karunanithi et al. (1994) , squared errors (MSE) provide a good measure of the goodness of fit at high flows, whilst relative errors (MSRE) provide a more balanced perspective of the goodness of fit at moderate flows. However, these measures are strongly affected by catchment characteristics and care must be taken when comparing studies using these statistics.
CE and r 2 , on the other hand, provide useful comparisons between studies since they are independent of the scale of data used (i.e., flow, catchment, temporal granularity, etc.). They are correlation measures that measure the 'goodness of fit' of modelled data with respect to observed data. CE is referred to by some authors as the determination coefficient (e.g., Cheng and Noguchi, 1996) , the efficiency index, E (Abrahart and Kneale, 1997; Sureerattanan and Phien, 1997), F index (Minns and Hall, 1996) , and R 2 (e.g., Nash and Sutcliffe, 1970) . Care must be taken not to confuse R 2 with the coefficient of determination, r 2 , which some authors also refer to as R 2 (e.g., Lorrai and Sechi, 1995; Furundzic, 1998; Legates and McCabe, 1999) .
The CE statistic provides a measure of the ability of a model to predict flows which are different from the mean (i.e., the proportion of the initial variance accounted for by the model; Nash and Sutcliffe, 1970) , and r 2 measures the variability of observed flow that is explained by the model (see the evaluation of Legates and McCabe, 1999) . CE ranges from -∞ at the worst case to +1 for a perfect correlation; r 2 ranges from -1 (perfect negative correlation), through 0 (no correlation), to +1 (perfect positive correlation). According to Shamseldin (1997) a CE of 0.9 and above is very satisfactory, 0.8 to 0.9 represents a fairly good model, and below 0.8 is deemed unsatisfactory.
Legates and McCabe (1999) highlight a number of deficiencies with relative measures such as CE and r 2 . They note that r 2 is particularly sensitive to outliers and insensitive to additive and proportional differences between modelled and observed data. For example, a model could grossly, but consistently, overestimate the observed data values and still return an acceptable r 2 statistic. Although CE is an improvement over r 2 (in that it is more sensitive to differences in modelled and observed means and variances) it is still sensitive to extreme values. The index of agreement measure, d (Equation 7) has been proposed as a possible alternative (Legates and McCabe, 1999) but it is still sensitive to extreme values, owing to the use of squared differences. Modified versions of d and CE have also been described which are both baseline adjusted (adjusted to the time series against which the model is compared) and adapted from squared to absolute differences. The second adaptation reduces the sensitivity of these measures to outliers. The interested reader is directed towards Legates and McCabe (1999) for a more thorough discussion.
Another error measure that has been used is S4E (presented as MS4E in Equation 8) by Abrahart and See (1998) . This higher-order measure places more emphasis on peak
C.W. Dawson and R.L. Wilby 91
flows than the lower-order MSE. Alternatively, the mean absolute error (MAE, Equation 9), which computes all deviations from the original data regardless of sign, is not weighted towards high flow events:
Other measures that have been employed in only a limited number of cases include RMSE/µ (RMSE as percentage of observed mean; Jayawardena et al., 1997; Fernando and Jayawardena, 1998) ; %MF, the percent error in modelled maximum flow relative to observed data (Hsu et al., 1995; Furundzic, 1998) ; %VE, the percent error in modelled runoff volume (Hsu et al., 1995) ; and %N RMSE , the percentage of values exceeding the RMSE (Campolo et al., 1999 ). An RMS normalized error was used by Atiya et al. (1996) and is defined as the square root of the sum squared errors divided by the square root of the sum squared desired outputs. Lachtermacher and Fuller (1994) identify other measures for time series analysis such as the average relative variance (Nowlan and Hinton, 1992) and mean error (Gorr et al., 1992) . Another measure often used in time series analysis is Theil's U-statistic (Theil, 1966) , which provides a relative basis for comparing complex and naive models. However, these measures have yet to be used in the evaluation of ANN rainfall-runoff models.
Classification approaches are also used to evaluate predictive models. For example, Colman and Davy (1999) used a classification technique to evaluate seasonal weather forecasts. In this technique the observed data were assigned to one of three equiprobable sets, or terces (in this case, below-average, average and above-average temperatures). Model skill (relative to chance) is then assessed using a chi-square test of the modelled versus expected frequencies in each category. Similarly, Abrahart and See (1998) classified predictions according to % correct; % under predictions within ±5, 10, 25% of observed; and % predictions greater than ±25% of observed. This allows direct comparisons to be made between different models irrespective of the predictand and model time step.
While the above discussion relates more generally to rainfall-runoff modelling, flood forecasting systems need to employ additional error measures. For example, P-P (Dawson et al., 2000) is a measure of the error in the timing of a predicted flood peak (Chang and Hwang, 1999 , refer to this as ET p ). Abrahart and See (1998) use MAEpp and RMSEpp which measure equivalent values to MAE and RMSE for all flood events in a data set. They also employed a classification criteria which measures % early, % late and % correct occurrences of individual predicted peaks (although they do not indicate what discrepancy constitutes a 'late' peak). A further measure used for flood forecasting is total volume but this measure provides no indication of temporal accuracy (Zealand et al., 1999) .
The measures introduced above take no account of the parsimony of the models. One would expect a model with many parameters to 'fit' data better than one with fewer degrees of freedom. However, more complex models do not necessarily lead to proportionate increases in accuracy and one must question whether the additional effort is justifiable. Fortunately, several performance measures take into account the number of parameters used in a model. For example, the A information criteria (AIC) (Akaike, 1974) ; the B information criteria (BIC) (Rissanen, 1978) ; the Schwarz information criteria (SIC) (Schwarz, 1978) ; the Vapnik-Chervonenkis dimension (Abu-Mostafa, 1989); or the network information criteria (NIC) (Murata et al., 1994) . The AIC and BIC measures are defined as follows:
in which m is the number of data points and p is the number of free parameters in the model. These measures take into account the number of parameters used within a model and give credit to models that are more parsimonious. Given the wide array of performance measures, the problem then becomes deciding which (if any) are most appropriate to a particular application. For example, Figure 3 shows different types of model error produced by four hypothetical rainfall-runoff models. Model A, which is somewhat naive, predicts the shape of the hydrograph well but consistently overestimates flow and predicts the flood peak late. Model B predicts low flows accurately but returns poor estimates of the flood peak. Model C simulates flow generally well but contains a lot of 'noise', and model D reproduces flood events very well but performs poorly for low flows. Table 1 reports the error measures associated with each model. Model B may be selected in preference to model D based on the MSRE or MAE statistic. However, model D would be selected in preference to model B from the RMSE, CE, d and r 2 statistics. Model C consistently outperforms all other models based on the error statistics, but it is not as accurate as model B during low flow periods, or model D during flood events. Model A appears relatively weak when assessed using most of the error statistics, but it performs very well according to r 2 . This echoes the results of Legates and McCabe (1999) who point out the fallibility of the r 2 statistic (which does not penalize additive and proportional differences).
The results in Table 1 emphasize the importance of not relying on individual error measures to assess model performance. Thus, goodness of fit error measures (e.g., CE, d, and r 2 ) and absolute error measures (RMSE and MAE) should be used in combination (Legates and McCabe, 1999) . Scatter plots also provide a useful visual aid to assess a model's accuracy. For example, Figure 4 shows a series of scatter plots comparing observed flow in the River Mole (UK) with four models (MLP, RBF, zero-order forecast and linear regression model) calibrated using data from winter and early spring (Dawson and Wilby, 1999) . The closer the scattered points are to the line of best fit, the better the model. In this case the MLP model appears to be the most accurate. A useful outcome of this kind of plot is that any heteroscedasticity within the model (i.e., changes in variance across the range of values) is readily exposed. 
V Survey of current ANN modelling practice
As noted at the outset, ANN application to hydrological modelling is a small but rapidly expanding field of research. In order to determine the preferred modelling practices, over 50 articles were surveyed and their details summarized in Table 2 (see the Appendix for further explanation of terms). The table follows the convention of Maier and Dandy (2000) and is representative of research output since 1993. Table 2 highlights the range of approaches implemented within the relatively limited (published) field of ANN runoff modelling. While the majority of articles model flow directly, others adopt a more indirect approach (see, for example, Pankiewicz, 1997 , or Atiya et al., 1999 . Approximately half the studies (47% of the articles) attempt to predict discharge, while a quarter (23%) model stage. Others are less explicit about what is modelled and are recorded in the table as flow. In some studies, ANN rainfall-runoff models have been used to evaluate other hydrological processes. For example, Clair and Ehrman (1996) evaluate climate change impacts, and Abrahart et al. (1999) use ANNs to assess the choice of predictor variables on simulated flow. More recent studies embed ANNs within larger, hybrid systems (e.g., See and Abrahart, 1999) , or explore methods of combining ANNs using other artificial intelligence techniques (e.g., See and Openshaw, 1999) .
The chosen time steps range from seconds to years, but the preferred interval was hourly (38%). The number of lead steps vary from 0 to +24, although the most favoured lead is one step (45%). Catchment areas vary considerably and are drawn from all over the world, spanning ten orders of magnitude from small synthetic watersheds (< 27 × 10 -4 km 2 ; Hall and Minns, 1993) to the River Nile (29 × 10 6 km 2 ; Tawfik et al., 1997) .
Most studies provide no details of how the neural networks were developed, so it must be assumed that in many cases the neurohydrologists developed their own program using a high-level language. In other cases, 'off-the-shelf' packages were used. For example, the Stuttgart Neural Network Simulator was used in nine of the surveyed studies, and the BP-Simulator by IBP-Pietzsch GmbH, Ettlingen, Germany, in two others.
Most studies generally divide the data into just calibration and validation sets. Only four studies applied the more rigorous approach of training with calibration and test data before evaluation (cross-validation). Data sets varied between 100 and 9000 data points. However, there was a general lack of information on how data were obtained, analysed or divided. Only half the articles surveyed described the method of data normalization/standardization, with the majority rescaling to either [0, 1] 
The most popular ANN used for modelling the rainfall-runoff process was the MLP (89%). In the majority of cases (64%) the logistic sigmoid function was used as the neuron activation function, while the most popular second choice was the hyperbolic tangent function (13%). Of the articles presented in Table 2 , only five used the alternative RBF network and just one (Chang and Hwang, 1999 ) used a GMDH (group method of data handling) network structure. Although some authors claim to use recurrent networks, all networks reviewed were in fact feed forward (see section II). Network architectures were generally optimized using a trial and error approach (51%). Some studies select the network architecture based on experience from earlier work; others use optimization algorithms such as cascade correlation, genetic algorithms, magnitude pruning and skeletonization (e.g., Karunanithi et al., 1994; Abrahart et al., 1998) . When network architectures were configured, the majority of studies used one hidden layer (70%). Others experimented with two hidden layers and Sajikumar and Thandaveswara (1999) experimented with three. In the majority of cases (68%) training was performed using standard error backpropagation. However, relatively few articles discussed how this was implemented (32%) or included information on the learning or momentum parameters. In those studies that implemented RBF networks, four of the five used a K-means clustering algorithm to determine the basis function centres, while the remaining article (Fernando and Jayawardena, 1998) used an orthogonal least squares technique. Other variations to training involve improvements to the standard backpropagation algorithm (for example, using conjugate gradients), or alternative techniques such as quick propagation, linear least squares simplex (Hsu et al., 1995) and a temporal backpropogation algorithm (Sajikumar and Thandaveswara, 1999) . Discussion of the number of epochs performed during training and of the stopping criteria was largely absent. Those articles that reported this information generally specified the number of training cycles beforehand.
The literature survey also revealed a notable lack of contributions in which different ANN configurations were compared or, perhaps more critically, assessed relative to more conventional statistical approaches. For example, Dawson and Wilby (1999) compared the cross-validation results of two ANN models (the MLP and RBF) with a stepwise multiple linear regression model (SWMLR) and zero-order forecasts (ZOF) of river flow, given 15-minute rainfall-runoff data for the River Mole (a flood-prone tributary of the River Thames, UK). Using only antecedent rainfall and discharge measurements, the four models were used to forecast river flows with 6-hour lead time and 15-minute resolution. Figure 4 compares the observed versus forecasted flows for winter/early spring 1994, and Figure 5 shows the corresponding hydrographs for a two week subset of the same data. Overall, the MLP was more skilful than the RBF, SWMLR and ZOF models. However, according to performance measures such as the RMSE, MSRE, CE and r 2 , the RBF flow forecasts were only marginally better than those of the simpler SWMLR and ZOF models. This result suggest that ANNs should be regarded as an alternative to more traditional rainfall-runoff methods rather than a replacement (Maier and Dandy, 2000) . Clearly, many more studies of this type are required before the optimal model configurations and/or circumstances for ANN flow-forecasting can be established firmly. indicates that the information is unknown. The time step is the temporal granularity used. The number of lead steps is calculated from the most recent predictor. For example, a model using antecedent flow as a predictor, but also current rainfall, would be recorded as '0' as rainfall is the most recent predictor. [+x, +y] represents all lead steps between times x and y inclusive.
Abbreviations: BP = backpropagation; CC = cascade correlation; CG = conjugate gradient; Change = rate of change of the predictand; FC = Fourier coefficients; GMDH = group method of data handling; KM = K-means clustering algorithm; LLSSIM = linear least squares simplex; MA = moving average; MLP = multilayer perceptron; NFU = normalized flow units; OLS = orthogonal least squares; QP = quickpropagation; RBF = radial basis function network; TBP = temporal backpropagation.
VI Towards a modelling protocol and future research
Of all the studies evaluated within this survey one factor, above all others, is crucial to the implementation of an ANN rainfall-runoff model: the availability of suitable, highquality data (Smith and Eli, 1995; Tokar and Johnson, 1999) . From this point on the implementation of an effective model is largely dependent on the skill and experience of the neurohydrologist. To conclude, we propose a template for ANN model development, and then suggest several areas for future research.
Protocol for implementing ANN RR (rainfall-runoff) models
From this study it is clear that no rigorous framework exists for the application of ANNs to hydrological modelling. Figure 6 provides a conceptual framework of those stages the neurohydrologist must perform when developing ANN RR (rainfall-runoff models). In this figure, rectangles with double side bars represent sub-processes which are further divided. Solid arrows indicate the order in which activities should be performed and dashed arrows indicate processes that influence others. The following provides a brief explanation of each of these stages (more detail of the data-preprocessing stages can be found in section III).
Step 1 Gather data: Ensure sufficient data are available for a meaningful study in terms of both quantity and quality (i.e., information content is paramount) (Tokar and Johnson, 1999).
Step 2 Select predictand(s): Clearly state the proposed model application, recognizing that it may be more appropriate to model changes in flow if the data contain a large variance (and calibration data may be unrepresentative of long-term extremes). Verify that the data are suitable for such a model.
Step 3 Data preprocessing (stage 1):
3.1 Data cleansing: Remove significant underlying upward or downward trends (for example, by using first and second differences; Masters, 1995) . If necessary, remove seasonal components (for example, using moving averages; Janacek and Swift, 1993) and/or filter the data to reduce noise and emphasize the dominant signal (Masters, 1995) . 3.2 Predictors/predictands: Identify the most significant predictors for the chosen predictand. If necessary, reduce the number of predictors by means of principal components. Determine suitable lag times for each predictor and calculate appropriate moving averages for the predictors. This can be achieved through the use of neural networks (e.g., Furundzic, 1998), ARMA models (Refenes et al., 1997) or autocorrelation functions. Identify any other processes that might be significant, for example, storm sequencing (Dawson and Wilby, 1998).
Step 4 ANN selection:
4.1 Network type: Select the most appropriate network type for the application. While there is no definitive type to choose, in terms of prediction problems both MLP and RBF neural networks are an appropriate starting point. Begin with an MLP (trained using standard backpropagation) as this provides a benchmark with which to evaluate any other models. Choose appropriate activation function(s) for the neurons. For MLPs generally use either the logistic sigmoid or hyperbolic tangent functions as a starting point. For RBFs, Gaussian basis functions are most commonly used. 4.2 Training algorithm: Select a suitable training algorithm to modify weights and biases, and determine network architecture. Choose appropriate values for learning parameters (momentum and learning rate) within the range 0.01-0.9. Step 5 Data preprocessing (stage 2):
5. . With a large data set this is relatively easy as the data can be split into three representative sets. However, for smaller data sets, cross-training should be used (Schalkoff, 1997) .
Step 6 Network training:
6.1 Architecture: Specify the number of hidden layers and number of nodes in these layers. This may be unnecessary if a pruning algorithm or cascade correlation is used. Begin with one hidden layer. 6.2 Training: Train a number of networks using the calibration and test data.
Terminate the training process when results from the test data indicate overfitting to the calibration set.
Step 7 Evaluation: Select error measures (see section IV) that are appropriate to the model output and purpose. Compare results with those derived from alternative model configurations.
Future directions
From the preceding discussion it is evident that ANN construction involves many arbitrary decisions, with hitherto little guidance as to the best code of practice or choice of standard error measures. (In passing, it is conceded that the same criticisms might also be levelled at the wider discipline of hydrological modelling.) There is also an urgent need for more inter-model comparisons and rigorous assessment of ANN solutions versus traditional hydrological methods. Other common failures of existing ANN modelling practice include: the widespread usage of validation data during the training process; the arbitrary choice of model inputs, network structures and internal model parameters; and inadequate preprocessing of model inputs (Maier and Dandy, 2000) . Despite these limitations, there is little doubt (after less than 10 years application) that ANNs are well suited to the challenging tasks of rainfall-runoff and flood forecasting. However, future advances in the field will be contingent upon the refinement of objective guidelines for ANN construction and the development/use of standard measures of ANN model skill. In this respect, measures of accuracy which penalize unnecessary model complexity, would greatly enhance model intercomparisons. Furthermore, indices of catchment properties (such as the mean lag-response between rainfall and runoff) would enable the comparison of results for different catchments by acknowledging that a component of model skill is directly attributable to basin properties (e.g., underlying geology, land use, relief, etc.). Finally, there is considerable scope for the extraction of hydrological 'rules' from the connection weights of trained ANN models using sensitivity analyses or rule extraction algorithms (e.g., French et al., 1992; Andrews et al., 1995; Maier et al., 1998; Abrahart et al., 1999) . In this way, ANNs may provide insights into previously unrecognized relationships within hydrological 'black boxes'.
