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Abstract—Multiagent systems consist of agents that locally exchange information through
a physical network subject to a graph topology. Current control methods for networked mul-
tiagent systems assume the knowledge of graph topologies in order to design distributed con-
trol laws for achieving desired global system behaviors. However, this assumption may not be
valid for situations where graph topologies are subject to uncertainties either due to changes
in the physical network or the presence of modeling errors especially for multiagent systems
involving a large number of interacting agents. Motivating from this standpoint, this paper
studies distributed control of networked multiagent systems with uncertain graph topologies.
The proposed framework involves a controller architecture that has an ability to adapt its feed-
back gains in response to systemvariations. Specifically, we analytically show that the proposed
controller drives the trajectories of a networked multiagent system subject to a graph topology
with time-varying uncertainties to a close neighborhood of the trajectories of a given reference
model having a desired graph topology. As a special case, we also show that a networkedmulti-
agent system subject to a graph topology with constant uncertainties asymptotically converges
to the trajectories of a given referencemodel. Although themain result of this paper is presented
in the context of average consensus problem, the proposed framework can be used for many
other problems related to networked multiagent systems with uncertain graph topologies.
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1. Introduction
Multiagent systems consist of agents that locally exchange information through a physical
network subject to a graph topology. Current control methods for networked multiagent sys-
tems assume the knowledge of graph topologies in order to design distributed control laws for
achieving desired global system behaviors (see, for example, [1] and references therein). How-
ever, this assumptionmay not be valid for situations where graph topologies are subject to un-
certainties either due to changes in the physical network or the presence of modeling errors
especially for multiagent systems involving a large number of interacting agents.
Uncertain nature of networked multiagent systems has received a considerable attention re-
cently, including notable results [2–10]. For achieving desiredmultiagent systembehavior, [2,3]
make a specific assumption on the network connectivity other than the standard assumption
on the connectedness of networked agents. The authors of [4] excite the multiagent system in
order to detect and isolate the uncertain agents from the network topology. Like [2, 3], a com-
putationally expensive and not scalable algorithm is proposed in [5,6] based on input observers
technique, where the effect of uncertain agents on the overall multiagent system performance
is quantified. An extension of this work is also given in [7] that focuses on the detection and
isolation of uncertain agents. The authors of [8,9] use an adaptive control approach in order to
suppress the effect of uncertain agents on the overall multiagent system performance without
making specific assumptions on the fraction of misbehaving agents. A common similarity of
the approaches documented in [2–9] is that they model uncertainties in the agent dynamics as
additive perturbations that do not depend on the state of agents, where these results are not
applicable to the networked multiagent systems with graph topology uncertainties since such
uncertainties depend on the state of agents.
One relevant work to the results of this paper is recently appeared in [10], where the authors
utilize adaptive and sliding mode control methodologies in order to enforce a networked mul-
tiagent system subject to an uncertain graph topology to follow a given reference model having
a desired graph topology. However, the result in [10] may require a centralized information
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exchange among networked agents in general due to the structure of the proposed control al-
gorithm (see (8) or (18) of [10]). Other important results, which are related to this paper, are
presented in [11–13] without requiring a centralized information exchange. However, these re-
sults hold for graph topologies subject to constant uncertainties only.
In this paper, we study distributed control of networked multiagent systems with uncertain
graph topologies. The proposed framework involves a novel controller architecture that has
an ability to adapt its feedback gains in response to system variations. Specifically, we analyti-
cally show that the proposed controller drives the trajectories of a networkedmultiagent system
subject to a graph topology with time-varying uncertainties to a close neighborhood of the tra-
jectories of a given reference model having a desired graph topology. As a special case, we also
show that a networkedmultiagent system subject to a graph topology with constant uncertain-
ties asymptotically converges to the trajectories of a given reference model. Although themain
result of this paper is presented in the context of average consensus problem, the proposed
framework can be used formany other problems related to networkedmultiagent systemswith
uncertain graph topologies.
2. Notation, Definitions, and Graph-Theoretic Notions
The notation used in this paper is fairly standard. Specifically, R denotes the set of real num-
bers,Rn denotes the set ofn×1 real column vectors,Rn×m denotes the set ofn×m realmatrices,
R+ denotes the set of positive real numbers,R
n×n
+ (resp., R
n×n
+ ) denotes the set of n×n positive-
definite (resp., nonnegative-definite) real matrices, Sn×n+ (resp., S
n×n
+ ) denotes the set of n×n
symmetric positive-definite (resp., symmetric nonnegative-definite) real matrices, 0n (resp., 1n
) denotes the n×1 vector of all zeros (resp., ones), and In denotes the n×n identitymatrix. Fur-
thermore, we write (·)T for transpose, ‖ · ‖2 for the Euclidian norm, λmin(A) (resp., λmax(A)) for
theminimum (resp., maximum) eigenvalue of the Hermitianmatrix A, λi (A) for the i-th eigen-
value of A (A is symmetric and the eigenvalues are ordered from least to greatest value), diag(a)
for the diagonal matrix with the vector a on its diagonal, and [A]i j for the entry of the matrix A
on the i-th row and j -th column.
2
Next, we recall some of the basic notions from graph theory, where we refer to [1] for fur-
ther details. In the multiagent literature, graphs are broadly adopted to encode interactions in
networked systems. An undirected graph G is defined by a set VG = {1, . . . ,n} of nodes and a set
EG ⊂ VG ×VG of edges. If (i , j ) ∈ EG , then the nodes i and j are neighbors and the neighboring
relation is indicated with i ∼ j . The degree of a node is given by the number of its neighbors.
Letting di be the degree of node i , then the degree matrix of a graph G, D(G) ∈ R
n×n , is given
by D(G) , diag(d), d = [d1, . . . ,dn]
T. A path i0i1 . . . iL is a finite sequence of nodes such that
ik−1 ∼ ik , k = 1, . . . ,L, and a graph G is connected if there is a path between any pair of distinct
nodes. The adjacency matrix of a graph G,A(G) ∈Rn×n , is given by
[A(G)]i j ,
{
1, if (i , j ) ∈ EG ,
0, otherwise.
The Laplacian matrix of a graph, L(G) ∈ S
n×n
+ , playing a central role in many graph theoretic
treatments of multiagent systems, is given by L(G),D(G)−A(G), where the spectrum of the
Laplacian of a connected, undirected graph G can be ordered as
0=λ1(L(G))<λ2(L(G))≤ ·· · ≤λn(L(G)), (1)
with 1n as the eigenvector corresponding to the zero eigenvalue λ1(L(G)) andL(G)1n = 0n and
eL(G)1n = 1n .
3. Problem Formulation
Consider a multiagent system consisting of n agents that locally exchange information ac-
cording to a connected, undirected uncertain graph Gu with nodes and edges representing
agents and interagent information exchange links, respectively. We assume that the network
is static, and hence, agent evolutionwill not cause edges to appear or disappear in the network.
Specifically, let xi (t ) ∈ R denote the state of node i at time t ∈R+, whose dynamics is described
by
x˙i (t ) = −αi (t )xi (t )+
∑
i∼ j
βi j (t )x j (t )+ui (t ), xi (0)= xi0, (2)
3
0 1 2 3 4 5 6
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
1.1
Time (sec)
A
g
e
n
ts
( a)
0 1 2 3 4 5 6
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
1.1
Time (sec)
A
g
e
n
ts
(b)
0 1 2 3 4 5 6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
Time (sec)
A
g
e
n
ts
( c )
0 1 2 3 4 5 6
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
Time (sec)
A
g
e
n
ts
(d)
Figure 1: Trajectories of three agents on a line graph subject to initial conditions (x10,x20,x30 =
(0.2,0.4,1.2) for (a) (α1,α2,α3) = (1,2,1) and (β12,β21,β23,β32) = (1,1,1,1), (b)
(α1,α2,α3) = (1,1.1,1) and (β12,β21,β23,β32) = (1,0.1,1,1), (c) (α1,α2,α3) =
(1,2,1) and (β12,β21,β23,β32) = (−1,−1,1,1), and (d) (α1,α2,α3) = (1,1.5,1) and
(β12,β21,β23,β32)= (1,1,1,1).
whereαi (t ) ∈R and βi j (t ) ∈R are unknown bounded coefficients of the graphGu with bounded
time derivatives, and ui (t ) ∈R, t ∈R+, is the control input of node i . In this paper, we are inter-
ested to design a distributed control input ui (t ), t ∈ R+, such that (2) achieves average consen-
sus approximately (or asymptotically, i.e., x(t )→ (1n1
T
n/n)x0 as t →∞, x(t )= [x1(t ), . . . ,xn(t )]
T ∈
R
n) in the presence of an uncertain graph topology.
Remark 1. In the absence of proper control inputs ui (t ) ∈ R, t ∈ R+, (2) cannot necessarily
achieve average consensus. To elucidate this point, let unknown coefficients of the graph Gu be
constant, i.e., (αi (t ),βi j (t )) = (αi ,βi j ), and consider four cases given in Figure 1 that show tra-
jectories of three agents on a line graph subject to initial conditions (x10,x20,x30)= (0.2,0.4,1.2).
Since αi =
∑
i∼ j βi j and βi j = β j i in case (a), this case results in average consensus at point
(1n1
T
n/n)x0 = 0.6. Since β12 6= β21 in case (b), this case does not result in average consensus at
point 0.6. Case (c) considers amultiagent systemwith antagonistic interactions [14], and hence,
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it does not result in average consensus due to the existence of multiple equilibrium points. Fi-
nally, since αi 6=
∑
i∼ j βi j for i = 2 in case (d), this case does not result in average consensus
as well. In summary, (2) results in average consensus if αi =
∑
i∼ j βi j and βi j = β j i ∈ R+ [15].
However, this cannot be justified due to unknown coefficients of the graph Gu, and hence, one
needs to design proper control inputs ui (t ) ∈R, t ∈R+.
Next, we propose a control input ui (t ) ∈ R, t ∈ R+, to drive the trajectories of (2) to a close
neighborhood of a given reference model having a desired graph topology without requiring
a centralized information exchange among networked agents. For this purpose, consider the
reference model that locally exchange information according to a connected, undirected graph
G given by
r˙i (t ) = −
∑
i∼ j
(
ri (t )− r j (t )
)
, ri (0)= xi0, (3)
where ri (t ) ∈R, t ∈R+, denotes the state of the reference model for node i . Note that
lim
t→∞
r (t )= (1n1
T
n/n)x0, (4)
where r (t )= [r1(t ), . . . ,rn(t )]
T ∈Rn . Throughout this paper we assume that the nodes and edges
of graphs G and Gu coincide, however the graph Gu is subject to unknown coefficientsαi (t ) and
βi j (t ), as discussed earlier.
Remark 2. The reference model given by (3) can be easily extended to
r˙i (t ) = −
∑
i∼ j
ξi j
(
ri (t )− r j (t )
)
, ri (0)= xi0, (5)
without changing the following results of this paper, where ξi i =
∑
i∼ j ξi j and ξi j = ξ j i ∈R+.
Remark 3. Note that (3) can be equivalently written as
r˙i (t ) = −di ri (t )+
∑
i∼ j
r j (t ), ri (0)= xi0, (6)
where di is the degree of node i on graph G. Therefore, if one knows the coefficients αi (t ) and
βi j (t ) of 2, then the control input
ui (t ) = −
(
di −αi (t )
)
xi (t )+
∑
i∼ j
(
1−βi j (t )
)
x j (t ), (7)
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results in average consensus at point (1n1
T
n/n)x0.
Since the control input (7) given in Remark 3 is not feasible due to unknown coefficientsαi (t )
and βi j (t ), we propose the adaptive control input given by
ui (t ) = −ki
(
xi (t )− ri (t )
)
−wˆi (t )xi (t )−
∑
i∼ j
wˆi j (t )x j (t ), (8)
where ki ∈ R+ for at least one agent or a subset of agents (and ki = 0 for others), and the esti-
mates wˆi (t ) ∈R and wˆi j (t ) ∈R, t ∈R+, satisfy the update laws
˙ˆwi (t ) = γiProj
(
wˆi (t ), xi (t )
(
xi (t )− ri (t )
))
, wˆi (0)= wˆi0, (9)
˙ˆwi j (t ) = γi jProj
(
wˆi j (t ), x j (t )
(
xi (t )− ri (t )
))
, wˆi j (0)= wˆi j0, (10)
withγi ∈R+ andγi j ∈R+ being the corresponding learning rates. In the update laws given by (9)
and (10), Proj denotes the projection operator [16,17], which is used to keep the estimates wˆi (t )
and wˆi j (t ) bounded for all t ∈ R+. In the next section, we analytically show that the proposed
adaptive control input given by (8) alongwith the update laws (9) and (10) drives the trajectories
of (2) to a close neighborhood of the reference model trajectories given by (5).
4. Stability Analysis
In this section, we establish stability properties of the proposed adaptive control input given
by (8) along with the update laws (9) and (10). For this purpose, let
ei (t ), xi (t )− ri (t ), t ∈R+, (11)
denote the local error dynamics that satisfy
e˙i (t ) = −αi (t )xi (t )+
∑
i∼ j
βi j (t )x j (t )+ui (t )+di ri (t )−
∑
i∼ j
r j (t )
= −αi (t )xi (t )+
∑
i∼ j
βi j (t )x j (t )+ui (t )+di ri (t )−
∑
i∼ j
r j (t )+di xi (t )
−di xi (t )+
∑
i∼ j
x j (t )−
∑
i∼ j
x j (t )
= −di ei (t )+
∑
i∼ j
e j (t )+
(
di −αi (t )
)
xi (t )+
∑
i∼ j
(
βi j (t )−1
)
x j (t )+ui (t )
6
= −
∑
i∼ j
(
ei (t )−e j (t )
)
+wi (t )xi (t )+
∑
i∼ j
wi j (t )x j (t )+ui (t )
= −
∑
i∼ j
(
ei (t )−e j (t )
)
+wi (t )xi (t )+
∑
i∼ j
wi j (t )x j (t )−ki ei (t )
−wˆi (t )xi (t )−
∑
i∼ j
wˆi j (t )x j (t )
= −ki ei (t )−
∑
i∼ j
(
ei (t )−e j (t )
)
−w˜i (t )xi (t )−
∑
i∼ j
w˜i j (t )x j (t ), ei (0)= 0, (12)
where
w˜i (t ) , wˆi (t )−wi (t ), t ∈R+, (13)
w˜i j (t ) , wˆi j (t )−wi j (t ), t ∈R+, (14)
wi (t ), di −αi (t ), t ∈R+, and wi j (t ),βi j (t )−1, t ∈R+. In addition, it follows from (9) and (10)
that
˙˜wi (t ) = γiProj
(
wˆi (t ), xi (t )
(
xi (t )− ri (t )
))
−w˙i (t ), w˜i (0)= w˜i0, (15)
˙˜wi j (t ) = γi jProj
(
wˆi j (t ), x j (t )
(
xi (t )− ri (t )
))
−w˙i j (t ), w˜i j (0)= w˜i j0, (16)
where w˜i0 , wˆi0−wi and w˜i j0 , wˆi j0−wi j . Note that w˙i (t ) and w˙i j (t ) are bounded since it
is assumed that unknown bounded coefficients αi (t ) and βi j (t ) have bounded time derivates.
We now state the following lemma necessary for the results of this section.
Lemma 1. Let K = diag(k), k = [k1,k2, . . . ,kn]
T, ki ∈ R+, i = 1, . . . ,n, and assume that at least
one element of k is nonzero. Then, for the Laplacian of a connected, undirected graph,
F (G),L(G)+K ∈Sn×n+ , (17)
and det(F (G)) 6= 0.
Proof. Consider the decomposition K = K1+K2, where K1 , diag([0, . . . ,0,φi ,0, . . . ,0]
T) and
K2 , K −K1, where φi denotes the smallest nonzero diagonal element of K appearing on its
i-th diagonal, so that K2 ∈S
n×n
+ . From the Rayleigh’s Quotient [18], the minimumeigenvalue of
L(G)+K1 can be given by
λmin(L(G)+K1)=min
x
{xT
(
L(G)+K1
)
x |xTx = 1}, (18)
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where x is the eigenvector corresponding to this minimum eigenvalue. Note that since L(G) ∈
S
n×n
+ and K1 ∈ S
n×n
+ , and hence, L(G)+K1 is real and symmetric, x is a real eigenvector. Now,
expanding (18) as
xT (L(G)+K1)x =
∑
i∼ j
(xi −x j )
2
+φi x
2
i , (19)
and noting that the right hand side of (19) is zero only if x ≡ 0, it follows thatλmin(L(G)+K1)> 0,
and hence, L(G)+K1 ∈ S
n×n
+ . Finally, let λ be an eigenvalue of F (G) = L(G)+K1+K2. Since
λmin(L(G)+K1) > 0 and λmin(K2) = 0, it follows from Fact 5.11.3 of [19] that λmin(L(G)+K1)+
λmin(K2)≤λ, and hence, λ> 0, which implies that (17) holds and det(F (G)) 6= 0. 
The next theorem presents the first result of this section.
Theorem 1. Consider the networked multiagent system given by (2) subject to an uncertain
graph topology, the reference model given by (3), the adaptive control input given by (8), and
the update laws given by (9) and (10). Then, the solution
(
ei (t ), w˜i (t ), w˜i j (t )
)
of the closed-loop
dynamical system given by (12), (15), and (16) is bounded for all
(
0, w˜i0, w˜i j0
)
, t ∈R+, and (i , j ).
Proof. First consider the quadratic function given by
Vi (ei , w˜i , w˜i j ) =
1
2
(
e2i +γ
−1
i w˜
2
i +
∑
i∼ j
γ−1i j w˜
2
i j
)
, (20)
and note that Vi (0,0,0) = 0 and Vi (ei , w˜i , w˜i j ) ∈ R+, (ei , w˜i , w˜i j ) 6= (0,0,0). Furthermore, Vi (ei ,
w˜i , w˜i j ) is radially unbounded. Differentiating (20) along the closed-loop trajectories of (12),
(15), and (16) yields
V˙i
(
ei (t ), w˜i (t ), w˜i j (t )
)
≤ −ei (t )
∑
i∼ j
(
ei (t )−e j (t )
)
−ki e
2
i (t )+w
∗
i , (21)
where w∗
i
is an upper bound satisfying
∣∣∣∣γ−1
i
(
wˆi (t )−wi (t )
)
w˙i (t )+
∑
i∼ j γ
−1
i j
(
wˆi j (t )−wi j (t )
)
·w˙i j (t )
∣∣∣∣
2≤ w
∗
i
, t ∈ R+. Note that w
∗
i
exists since all the terms inside the norm operator are
bounded and projection operator is used for the estimates wˆi (t ) and wˆi j (t ). Now, consider the
Lyapunov function candidate given by
V (·) =
n∑
i=1
Vi (ei , w˜i , w˜i j ). (22)
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The time derivative of (22) is given using (21) as
V˙ (·) ≤ −eT(t )
(
L(G)+K
)
e(t )+w∗, w∗,
n∑
i=1
w∗i , (23)
where L(G) denotes the Laplacian matrix of (3), K , diag(k), k = [k1,k2, . . . ,kn]
T, ki ∈ R+, and
e(t ) = [e1(t ), . . . ,en(t )]
T. From the definition of the adaptive control input in (8), notice that
at least one element of k is nonzero. This implies from Lemma 1 that L(G)+K ∈ Sn×n+ and
det(L(G)+K ) 6= 0, and hence, λmin
(
L(G)+K
)
‖e(t )‖2 ≤ e
T(t )
(
L(G)+K
)
e(t ). Now, since V˙ (·) ≤ 0
when ‖e(t )‖2 ≥ w
∗/λmin
(
L(G)+K
)
, it follows that the closed-loop dynamical system given by
(12), (15), and (16) is bounded for all
(
0, w˜i0, w˜i j0
)
, t ∈R+, and (i , j ). 
Remark 4. In order to drive the trajectories of (2) to a close neighborhood of the reference
model trajectories given by (5), the perturbation term w∗ in (25) needs to be small. This holds
if the time derivative of unknown coefficients αi (t ) and βi j (t ) is small. If this is not true, then
one can increase the learning rates γi and γi j to make w
∗ small.
As a special case when the unknown coefficients are constant, i.e., (αi (t ),βi j (t )) = (αi ,βi j ),
the next theorem shows that the proposed adaptive control input given by (8) along with the
update laws (9) and (10) asymptotically drives the trajectories of (2) to the reference model tra-
jectories given by (5).
Theorem 2. Consider the networked multiagent system given by (2) subject to an uncertain
graph topology, the reference model given by (3), the adaptive control input given by (8), and
the update laws given by (9) and (10). Then, the solution
(
ei (t ), w˜i (t ), w˜i j (t )
)
of the closed-loop
dynamical system given by (12), (15), and (16) is Lyapunov stable for all
(
0, w˜i0, w˜i j0
)
, t ∈ R+,
and (i , j ), and limt→∞ ei (t )= 0 for all i . In addition, limt→∞ x(t )= (1n1
T
n/n)x0.
Proof. To show the Lyapunov stability of the closed-loop dynamical system given by (12),
(15), and (16), first consider the quadratic function given by (20). Differentiating (20) along the
closed-loop trajectories of (12), (15), and (16) yields
V˙i
(
ei (t ), w˜i (t ), w˜i j (t )
)
≤ −ei (t )
∑
i∼ j
(
ei (t )−e j (t )
)
−ki e
2
i (t ). (24)
Now, consider the Lyapunov function candidate given by (22), where the time derivative of (22)
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is given using (24) as
V˙ (·) ≤ −eT(t )
(
L(G)+K
)
e(t ), (25)
where L(G) denotes the Laplacian matrix of (3), K , diag(k), k = [k1,k2, . . . ,kn]
T, ki ∈ R+, and
e(t ) = [e1(t ), . . . ,en(t )]
T. From the definition of the adaptive control input in (8), notice that
at least one element of k is nonzero. This implies from Lemma 1 that L(G)+K ∈ Sn×n+ and
det(L(G)+K ) 6= 0. Hence, the closed-loop dynamical system given by (12), (15), and (16) is
Lyapunov stable for all
(
0, w˜i0, w˜i j0
)
, t ∈R+, and (i , j ).
Next, it follows from [20] that limt→∞ e
T(t )
(
L(G)+K
)
e(t )= 0 holds, which implies that limt→∞
e(t ) = 0 as a consequence of det(L(G)+K ) 6= 0. The result limt→∞ x(t ) = (1n1
T
n/n)x0 is now
immediate. 
Remark 5. We now revisit the example in Remark 1 and use the adaptive control input given
by (8) with the update laws given by (9) and (10). In particular, we set (k1,k2,k3) = (5,5,0) and
γi = γi j = 5 for all (i , j ), and use zero initial conditions for the update laws. Figure 2 shows that
the proposed approach achieves average consensus for all cases, i.e., limt→∞ xi (t ) = 0.6 for all
i , as expected from Theorem 2.
5. Conclusion
In order to contribute to the previous studies in networked multiagent systems, we inves-
tigated an adaptive control methodology that has an ability to drive the trajectories of an un-
certain and time-varying multiagent system to a close neighborhood of the trajectories of a
given reference model having a desired graph topology. In the context of average consensus
problem, we rigorously analyzed stability properties of this methodology using results from
nonlinear systems theory and matrix mathematics. In addition, as a special case when the un-
known coefficients of the graph are constant, we showed that the uncertain multiagent system
asymptotically converges to the given referencemodel with the proposed control methodology.
Illustrative examples indicated that the presented theory and its numerical results are compat-
ible.
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Figure 2: Trajectories of three agents on a line graph subject to initial conditions
(x10,x20,x30 = (0.2,0.4,1.2) and the proposed approach for (a) (α1,α2,α3) = (1,2,1)
and (β12,β21,β23,β32) = (1,1,1,1), (b) (α1,α2,α3) = (1,1.1,1) and (β12,β21,β23,β32) =
(1,0.1,1,1), (c) (α1,α2,α3) = (1,2,1) and (β12,β21,β23,β32) = (−1,−1,1,1), and (d)
(α1,α2,α3)= (1,1.5,1) and (β12,β21,β23,β32)= (1,1,1,1).
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