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1. INTRODUCTION 
In this paper we describe a polynomial-time algorithm for the 
following disjoint homotopic paths problem: 
( 1. 1) 2 given: - a planar graph G embedded in the plane lR ; 
find: 
- a subset I 1 , ... ,Ip of the faces of G (including the 
unbounded face) ; 
- paths c1 , .•• ,ck in G, each with end points on the 
boundary of I 1u ... vIP; 
- pairwise disjoint simple paths P1 , ..• ,Pk in G so that 
for each i=l,.,,,k: Pi is homotopic to Ci in the space 
2 
lR '(I 1v .•• VIP). 
We explain the terminology used here. By embedding we mean embedding 
without intersecting edges and with piecewise linear edges. We identify 
G with its image in lR2 . We consider edges as open curves (i.e., without 
end points), and faces as open subsets of lR2 
Two curves C,C: [o, 1J~ lR2 ' (I 1 U •.. uI ) are called homotopic in lR2 
.., p 
'\ CI 1u ... l.>I ) , in notation: CNC, if there exists a continuous function 
- p 2 
t:[o,1] y.. [o,1]~lR \.(I 1u ..• uIP) so that: 
( 1. 2) t ( 0 I x) =C ( x) I ~ ( 1 , x) =C ( x) ' ~ ( x I 0 ) =C ( 0 ) ' ~ ( x , 1 ) =C ( 1 ) 
for each x~ [0,1]. (It implies that C(O)=C(O) and C(l)='C(l) .) In this paper, 
by just homotopic we mean homotopic in lR2 ,CI 1u ... vIP). 
A path is a sequence (v0 ,e1 ,v1 , ..• ,ed,vd) of not necessarily distinct 
vertices and edges, so that e. connects v. 1 and v. (j=l, ••. ,d). It is J J- J 
simple if v 0 ,v1 , ... ,vd are all distinct. Vertices v0 and vd are called the 
end points of the paths. By identifying paths in G with curves in lR2 , 
homotopy extends to paths in G. 
Thus we prove (in Section 3) : 
THEOREM 1. The disjoint homotopic paths problem (1.1) is solvable in 
polynomial time. 
The algorithm also yields the basis of a proof of the following theorem 
(Section 5) characterizing the existence of a solution to the disjoint homo-
topic paths problem (1.1), by means of 'cut conditions' (conjectured by 
r .. Lovasz and P.D. Seymour): 
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THEOREM 2. Problem (1.1) has a solution~ if and only if: 
( 1. 3) "' tV (i) there exist pairwise disjoint simple curves c 1 , •.• ,ck in 
:n:<.2 ,(r1u ..• vr) so that c. is homotopic to C. (i=l, .•. ,k); p i i 
(ii) for each curve D: [o, 1] ~ JR2 \ cr 1u ... uIP) with D (0) ,D ( 1) 
€bd(r 1u .•. urp) one has: 
k 
cr(G,D) ~ L 
i=l 
miner (C. ,D) ; 
i 
2 (iii) for each doubly odd closed curve D:S 1--+JR 'cr1u ... urp) 
one has: 
k 
cr(G,D) > '[; 
i=l 
miner (C. ,D) . 
i 
Here bd denotes boundary. For curves C,D: [o,1)~:IR2 '-CI 1 u ••. uIP) we define: 
( 1. 4) cr(G,D) := \{yc[0,1] I D(y)E G}j, 
cr(C,D) := j{cx,y)e[o,1] x[o,1] / C(x)=D(yl}j, 
mincr(C,D) := min{ cr(C,D)} CNC, DND}. 
(We take c(G,D) := 1 if Dis a constant function with D(0)£ G.) 
A closed curve is a continuous function D:S 1-.+JR2 (where s 1 denotes 
N 2 
the unit circle in a:). Two closed curves D ,D :s 1~ JR ' (I 1v ••• uIP) are 
called freely homotopic in JR2 \ cr 1u ... oIP), or just homotopic, in notation: 
D cvb, if there exists a continuous function J :[o, ~y. s1 ~ :n:<.2 \. CI 1u ... uIP) 
so that: 
( 1. 5) ~ ( 0, z) =D ( z) I '(1 , z) =D ( z) 
for all z £S 1 • (So there is no fixed point.) Again we denote (if C: [0,1] 
2 ~ JR \ (I 1v ..• oIP) is a curve): 
( 1. 6) cr(G,D) :=I {ze.s 1 j D(z) E G1 { , 
cr(C,D) := jfcx,z) E [o,1Jir.s1 I C(x)=D(zl} j, 
mincr(C,D) := min{ cr(C,D) I CNC, DND}. 
2 If D',D":S 1-+JR are closed curves with D'(l)=D"(l), then the concatenation 
D'·D" (or just D'D") is the closed curve give(\. by: 
( 1. 7) D' ·D" {z) := D' (z 2 ) 
:= D" (z2 ) 
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if Imz~ 0, 
if Imz<O. 
Call a point p a fixed point of a curve C if each curve homotopic to C 
traverses p. (In particular, the end points of Care fixed points of C).A 
closed curve D is called doubly odd if: 
( 1. 8) ( i) D does not traverse any fixed point of any C 1 , ••. , Ck; 
(ii) D=D' ·D" for some closed curves D' ,D" with D' (l)=D" (1) 'f G 
so that: 
k 
er (G,D') + L kr (C. ,D') is odd, and 
i=l 1 
k 
cr(G,D") + L: kr (C. ,D") is odd. 
i=1 1 
Here kr(C,D) denotes the number of crossings of C and D (cf. Figure 1). 
c D c D 
D c c D 
crossing touching 
Figure 1. 
To clarify condition (1.3), we here give a proof of necessity (cf. Figure 2). 
Proof of necessity of condition (1.3). Suppose problem (1.1) has a solution 
N 
P1 , ... ,Pk. Then condition (1.3) (i) is satisfied as we can take Ci := 
i=l, .•. ,k. Condition (1.3) (ii) follows from: 
( 1. 9) 
k 
er (G,D) ~ L: 
i=l 
k 
cr(P.,D)) ~ 
1 i=l 
miner (P. ,D) 
1 
k 
~ 
i=l 
mincr(C. ,D) 
1 
P. for 
1 
(the first inequality follows from the fact that the P. are simple and disjoint). 
l. 
To see condition (1.3) (iii), note that: 
k k 
( 1.10) er (G,D') ') z er (P. ,D') ~ L: kr (P. ,D') , and 
i=l 1 i=l 1 
k k 
er (G,D".) ) L: cr(P.,D") ~ L: kr (P. ,D") . 
i=l 1 i=l 1 
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Figure 2 
Curled curves represent c 1 , ..• ,c10 and the interrupted curve 
'\110 
cr(G,D')+ui=l kr(Ci,D') represents the doubly odd closed curve D. Now 
"10 whereas cr(G,D)=13= = 6+5=11 and cr(G,D")+LJ. 1 kr(C. ,D")=7+8=15, i.= l.. 2'.,~ 0 1 mincr(C.,D). So condition (1.3) (iii) is not satisfied, and i.= l.. 
hence (1.1) has no solution. 
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Moreover, since the parity of kr(.,.) is invariant under homotopy, 
we have by (1.8) (ii): 
k k 
(1.11) er (G ,D') "'/ 2: kr (C. ,D') - ~ kr (P. ,D') 
i=l ]_ i=l ]_ 
(mod 2) , 
k k 
cr(G,D") ~ L: kr (C. ,D") - l: kr (P. ,D") 
i=l ]_ i=l ]_ 
(mod 2) • 
So we derive the following strict inequalities from (1.10): 
(1.12) 
k 
er ( G, D ' ) > 2i 
i=l 
kr (P. ,D') 
]_ 
and cr(G,D") 
k 
> 2:. 
i=l 
kr(P.,D"). 
]_ 
Concluding: 
(1.13) cr(G,D) 
k 
er ( G, D ' ) +er ( G, D") > L 
i=l 
(kr(P. ,D')+kr(P. ,D")) 
]_ ]_ 
k k k 
2: kr(P. ,D) ~ 2: mincr(P. ,D) = 2: mincr(C. ,D). 
i=l ]_ i=l ]_ i=l ]_ 
(The last inequality follows from the fact that D does not traverse any fixed 
point of any C., so that any touching of D and P. can be removed.) So we ]_ ]_ 
have the strict inequality in (1.3) (iii). D 
In Section 6 we describe a polynomial-time algorithm for the following 
disjoint homotopic trees problem, generalizing the disjoint homotopic paths 
problem (1.1): 
( 1. 14) 2 given: - a planar graph G embedded in JR ; 
- a subset I 1 ,. ,.,Ip of the faces of G (including the 
unbounded face); 
- paths c 11 , ... ,c 1t 1 , ... ,ck1 , ... ,cktk in G, each with 
end points on the boundary of I 1u ... vIP, so that for 
each i=l, ... ,k: c. 1 , ... ,c.t have the same beginning ]_ ]_ . 
]_ 
vertex; 
find: - pairwise disjoint subtrees T1 , ... ,Tk of G so that for 
each i=l,., .,k and j=l, ... ,t.: T. contains a path 
2 ]_ ]_ 
homotopic to C .. in JR '- (I 1v ... uI ) . lJ p 
THEOREM 3. The disjoint homotopic trees problem (1.14) is solvable in 
polynomial time. 
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Theorem 3 generalizes Theorem 1, since if t 1= ... =tk=l then problem 
(1.14) reduces to problem (1.1). However, for the sake of exposition 
we first restrict ourselves to studying problem (1.1). The algorithm for 
(1.14) arises from that for (1.1) by some direct modifications. 
We do not formulate a theorem characterizing the existence of a 
solution to (1.14), analogous to Theorem 2, as we found only tedious 
inattractive conditions. Obviously, the fact that (1.14) is solvable in 
polynomial time implies that it has a 'good characterization' (i.e., 
belongs to NP I\ co-NP) . 
Finally, in Section 7 we consider disjoint trees problem: 
( 1.15) given: - a graph G; 
- subsets w1 , ... ,wk of V(G); 
find: - pairwise disjoint subtrees T1 , ... ,Tk of G so that 
W.CV(T,) for i=l, ... 1 k. 
i- l 
This problem is NP-complete. Robertson and Seymour showed that for fixed 
{w1u ... uwkj, problem (1.15) is solvable in polynomial time. We derive 
from Theorem 3 that if G is planar this can be extended to: 
THEOREM 4. For each fixed p there exists a polynomial-time algorithm for 
the disjoint trees problem (1.15) when G is planar and w1v ..• vwk can be 
covered by the boundaries of p faces of G. 
The reduction to Theorem 3 is based on enumerating homotopy classes of 
trees, taking the p faces as 'holes'. 
Motivation for studying problems (1,1) / (1.14) and (1,15) comes from two 
different sources. First, in their series of papers 'Graph Minors', 
Robertson and Seymour study problem (1.1) for the case where p=1 or 2 
[6]. Moreover, they study a variant of problem (1.14) for graphs densely 
enough embedded on a compact surface [7,8]. 
A second source of motivation is the design of very large-scale 
integrated (VLSI) circuits, where one wishes to interconnect sets of 
pins by disjoint sets of wires. Pinter [s] described a topological model 
for solving so-called 'river-routing' problems. In consequence, Cole and 
Siegel [1J and Leiserson and Maley [3] proved the theorem above and gave 
a polynomial-time algorithm, respectively, for problem (1.1) in case G is 
2 
part of the rectangular grid on JR , provided that each face not surrounded 
by exactly four €dges belongs to {I 1 , ... ,rp\ (then (1.3) (iii) is superfluous). 
-7-
The algorithm for (1.1) is purely combinatorial. In [2] we described 
a polynomial-time algorithm for (1.1) based on the ellipsoid method 
(first a fractional solution to (1,1) is found with the ellipsoid method, 
next this fractional solution is 'uncrossed', from which a solution to 
(1.1) is derived.) The present algorithm extends to disjoint trees. 
Another related result was published in [9], showing the necessity 
and sufficiency of conditions analogous to (1.3) for the existence of 
circuits of prescribed homotopy in a graph embedded on a compact surface. 
With some effort one may derive from this Theorem 2 abovef by transforming 
2 . 
the space JR \(I 1u ... vIP) to a compact closed surface, by adding some 
'handles' between the 'holes' I 1 , ... ,IP and by extending the graph and 
the curves over these handles. 
Note 1.1. Analysis of our method would yield a running time bound of 
4 2 
order O(n log n), where n is the number of vertices+edges of G, added 
with the lengths of the paths in the input. We will however not derive 
this bound. In fact, in a forthcoming paper[io] we will show that a 
2 2 
sharpening of our methods gives a running time of order O(n log n). 
Note 1.2. To apply the algorithm, it is not necessary to describe the 
embedding of Gin JR2 . It suffices to specify the vertices, edges and 
faces of G abstractly, and to give with each vertex and with each face 
the edges incident with it in clockwise orientation. 
Note 1.3. If we would delete from the definition of 'doubly odd~ condition 
(1.8) (i) that D should not traverse any fixed point of any Ci, condition 
(1.3) (iii) would not be a necessary condition. This is shown by the example 
in Figure 3. 
/ 
I 
l 
\ 
' 
' 
, 
Figure 3 
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The graph in Figure 3 has four vertices: t,u,v,w, with a loop attached at 
each of them, edges connecting t and u, and v and w, and two parallel 
edges connecting u and v. Let c1 be the path from t to w following edges 
e,e' ,e". So problem (1.1) has a solution (taking k=l). Let D be the 
closed curve indicated by the interrupted curve. D traverses the fixed points 
u and v of c 1 . One easily checks that D satisfies (1.8) (ii), but not the 
strict inequality in (1.3) (iii) (since cr(G,D)=4=mincr(c1 ,D)). 
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2. THE UNIVERSAL COVERING SPACE AND SHORTEST HOMOTOPIC PATHS 
Before describing our method in Section 3, in this section we first 
discuss briefly the concept of universal covering space, and we describe 
a polynomial-time algorithm for finding a shortest path of given homotopy. 
One consequence of this algorithm is that we can check in polynomial time 
whether two given paths are homotopic. For background literature on the 
universal covering space, see Massey [4]. 
The universal covering space u of JR2 '- (I 1u ... uI ) can be defined 2 p 
set-theoretically as follows. Choose a point u €lR 'cr 1u .•• uIP). The 
underlying point set of U is the set of all homotopy classes of curves 
starting in u. A set T £ U is open if and only if for each p e T, say 
pe hom(u,w), there exists a neighbourhood N of w in JR2 ' cr 1u .. ,uIP) so that 
if P is a curve contained in N starting in w, then p·<P) e T. [Here hom(u,w) 
denotes the collection of all homotopy classes of curves from u to w, and 
<P) denotes the homotopy class containing PJ 
It is not difficult to see that the universal covering space is 
independent (up to homeomorphism) of the choice of u. With the universal 
covering space U a projection function l1:U-+lR2 '- (I 1v •• ,uIP) is given by: 
lT ( ti) : = w if t' e horn ( u, w) • 
There 
'cut open' 
is an alternative, combinatorial way of describing U. We can 
2 
lR '\(I 1u ... uIP) along p-1 pairwise non-crossing simple curves, 
connecting the 'holes' r 1 , ... ,Ip, in such a way that we obtain a simply 
connected region R. E.g. Figure 4 becomes Figure 5. 
0( 
Figure 4. 
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Figure 5 
We can deform R to a disk as in Figure 6. 
o( 
Figure 6 
If two of the I. touch each other, we can obtain a region with cut points. J 
We now take infinitely many copies of R, and glue them together along 
cuts, in such a way that we obtain a simply connected space (cf. Figure 7). 
' 
' 
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Figure 7 
• 
\ 
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2 This gives us the universal covering space U of JR \.(I 1v .•. uIP) r with 
2 
obvious projection function 11: U ~ JR '- (I 1 V ••• uI p) . 
The inverse image G' :=ir-1[G] of G is an infinite graph, embedded 
in U (assuming p~ 2 here, the case p=l being trivial). In fact G' is 
planar, and U can be identified with JR2 \. U .,.F, where t is the collection FE'!" 
of unbounded faces of G' (assuming G to be connected). 
It is a fundamental property of the universal covering space that 
for each curve C:[0,1)~JR2 \..(I 1 v •.. uIP) and each choice of vE. rr- 1 (c(O)), 
there exists a unique curve C': [o,11-+u satisfying Jro C' = C and C' (0) 
= v. Curve C' is called a lifting of c to u. Two curves c,c:[o,11 ~ 
2 JR '(r 1v ... uIP) are homotopic, if and only if some lifting of C to Uhas 
...., 2 
same end points as some lifting of C to U. A point uE:JR \.(I 1v ... vI) is 
-1 p 
a fixed point of curve c, if and only if for some u'~1T (u) and some 
the 
lifting C' of C to U, each curve in U connecting C'(O) and C' (1) traverses u'. 
( 2. 1) 
We now turn to the shortest homotopic path problem: 
2 given: - a planar graph G= (V ,E) embedded in JR ; 
- a subset {r 1 , ... ,rp\ of the faces of G (including the 
unbounded face) ; 
- a path P in G; 
- a 'length' function -l: E ~zz; ; 
+ 
find: - a path P in G homotopic to P in JR2 \ (r 1u ... vIP) 
N 
minimizing length(P). 
"' ...... Here by length(P) we mean, if P 
d 
( 2. 2) '"" length(P) 
·= 2: 
i=l 
l( e. ) . 
l 
OJ We do not require in (2.1) that P is simple. 
To solve (2.1), consider a lifting P' of P to U. So P' is a path in 
G', say from u to w. Then clearly, if Q is a shortest path in G' from u to 
w, then its projection1ToQ is a valid output for (2.1). (Taking the obvious 
length function on the edges of G' .) 
Hence, the shortest homotopic path problem in G can be reduced to the 
shortest (nonhomotopic) path problem in G'. This would give us an algorithm 
if G' were not an infinite graph. However, it is clearly not necessary 
to consider G' completely. In fact, it suffices to consider a part of G' 
of polynomially bounded size, which implies that (2.1) is solvable in poly-
nomial time. 
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To see this, we may assume that, when cutting JR2 \ (I 1v ... vIP) open to 
obtain the region R, we have done this along shortest paths in G. In fact 
we can find shortest paths Q2 , ... ,Qp in G, where Qj connects r 1 with Ij , 
so that Q2 , ... ,Qp are pairwise edge-disjoint and do not have crossings. 
(They can be found as follows. Choose vertices v 1 , ... ,vp incident with 
r 1 , ... ,Ip , respectively. With Dijkstra's algorithm, find a spanning tree 
T in G so that all simple path in T starting in v 1 are shortest paths. Let 
Qj be the simple path in T from v 1 to 
edges gives Q2 , ... ,Qp as required.) 
Now any lifting Q '. of any Q. to U 
v. (for j=2, ... ,p) . Adding parallel 
J 
J J 
is a shortest path in G'. So there 
exists a shortest path in G' from u to w not crossing any Q'. which does not 
J 
cross P'. That is, we have to consider only that part of U consisting of 
copies of R traversed by P'. This gives us a subgraph G" of G' of size poly-
nomially bounded by the size of G and the number of vertices in P'. For 
any shortest path Q in G" from u to w, the path P :='1To Q is a shortest 
path homotopic to P. 
Concluding: 
Proposition 1. The shortest homotopic path problem is solvable in poly-
nomial time. 
Proof. See above. 
A consequence is: 
"" 
0 
Proposition 2. It can be tested in polynomial time if two paths P and P in 
a planar graph are homotopic in JR2 \ (r 1u ... UIP) (where r 1 , .. ,Ip are faces). 
('./ 
Proof. Paths P and P are homotopic if and only if the shortest path homo-
..,_1 ,._i-1 
topic to path p.p has length 0 (where P denotes the path reverse to P, 
and taking length ~(e)=l for each edge e). 1J 
There is also a polynomial-time algorithm for finding a shortest path 
not homotopic to a given path. More generally, we have the following result. 
A mapping of G to a space S is a - not necessarily one-to-one - continuous 
function from G to S. Call two paths in G homotopic if their images in S 
are homotopic in S. 
The shortest nonhomotopic path problem is: 
(2.2) 
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given: - a graph G = (V,E) mapped into a space S; 
- a path P in G, connecting, say, u and w; 
- a ' length' function ~ : E ~ ~ +; 
find: - a path Q in G from u to w, so that Q is not homotopic to 
P and so that Q has minimum length. 
Proposition 3. The shortest nonhomotopic path problem is solvable in poly-
nomial time, provided we can decide in polynomial time if any given path 
Q is homotopic to P. 
r=rn fact, this last is the only thing we need to know about S and the mapping] 
Proof. First find for each vertex v of G a shortest path P from u to v UV 
and a shortest path P from v to w. Consider the following collection of 
vw 
paths in G: 
(2. 3) p ·P 
UV VW 
P ·e·P 
uv v'w 
(v€V), 
(e=vv' € E). 
Select those paths Q from (2.3) which are not homotopic to P, and choose 
among these one of minimum length. We claim that this Q is a valid output 
for (2. 2). 
To see this, let 
( 2. 4) R 
be a minimum-length path not homotopic to P. We must show length (Q) ~length (R). 
Choose the largest t so that P · (vt,e 1 , ... ,ed,vd) is not homotopic uvt t+ 
to P. Such a t exists, as R itself is not homotopic to P. If t=d, then 
P is not homotopic to P. Moreover, P 
uw uw 
hence length (Q) ~length (P ) ~length (R). uw ..... 
P ·P occurs among (2.3), and UW WW 
If t<d, by the maximality of t, path P .e ·P is not homotopic 
uvt t+l vt+lw 
to path P ·P . Hence at least one 
uvt+l vt+lw 
of them is not homotopic to P. 
So one of them has length at least length(Q). On the other hand, each of them 
has length at most length(R) (since the P and P are shortest paths). There-
uv vw 
fore, length (Q) ~length (R). 0 
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3 • THE METHOD 
We describe our method for solving the disjoint homotopic paths 
problem (1.1). Let input G,I 1 , ••. ,Ip,c1 , ... ,ck be given. The algorithm 
finds P1 , ••• ,Pk as required, if conditions (1.3) are satisfied. It 
consists of four basic steps: 
( 3. 1) I. Uncrossing c1 , ... ,Ck. 
II. Constructing a system Ax< b of linear inequalities. 
III. Solving Ax ~b in integers. 
IV. Shifting c1 , ... ,ck (using the integer solution of Ax~ b) . 
In order to facilitate the description, we make the following 
assumptions: 
(3.2) (i) each edge of G is traversed at most once by the Ci; 
(ii) the end points of each c. have degree 1 in G; 
l. 
(iii) no edge traversed by any Ci , except for the first and last 
edge of ci , is incident with any face in {I1 , ... ,Ip1· 
These conditions can be fulfilled by adding new vertices and (parallel) 
edges. It follows from (3.2) that the end points of each Ci are not traversed 
by any other c 1 , .•• ,ck. 
This step modifies c1 , ... ,ck so that they do not have (self-)crossings 
or null-homotopic parts. (A part is a subcurve.) Choose i,i'€{1 ••.• ,k1 wit.11. 
i :f i' , and let 
(3.2) 
Consider a pair ( j , j ' ) with 1 ~ j ~ m-1 and 1 ~ j ' ~ m' -1. Call ( j , j ' ) a 
crossing if v.=v'., and the edges e.,e'., ,e. 1 ,e'., 1 occur in this order J J J J J+ J + 
cyclically at vj , clockwise or anti-clockwise (cf. Figure 8). 
or 
Figure 8 
e. 
J 
e' j 
e ! I 1 J + 
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Now there is the following easy proposition: 
Proposition 4. If (1.3) (i) is satisfied and i~i', then for any crossing 
(j,j') of ci and ci, there exists another crossing (h,h') of Ci and Ci' 
so that: 
(3.3) Part (v V) Of Ci is homotopic to part (vJ'.,, .•. ,vh' ,) of cl..,. j, ... , h 
Proof. If (j,j') is a crossing of Ci and Ci, there exist liftings 
( 3. 4) 
Of Ci and Ci 1 respectively tO U SO that V j = Vj 1 and ej ,ej I ,ej+l 'ej '+l OCCUr 
- - ~ in this order cyclically at v .. By ( 1. 3) (i) there exist C. N C. and C. , ""'C. , 
rV ~ J l. ,.} ,. .. } l. 
so that c. and C., are disjoint. By considering liftings of C. and C., it l. l. l. l. 
follows that C. and c. have an even number of crossings. Hence c. and l. i' l. 
must have a second crossing, say at vh=vh,. This implies (3.3). 
-
C, I l. 
D 
By Proposition 2 we can test in polynomial time if two paths are 
homotopic. So if C. and C., have a crossing, we can find in polynomial time 
1 l. 
two distinct crossings (j,j') and (h,h') so that (3.3) holds. We now 
exchange parts (vj, .•. ,vh) of Ci and (vj 1 ,.,.,vh 1 ) of Ci,. E.g., if j~h 
and j' ~ h', we reset: 
(3.5) c. := 
1 
( v 0 , e 1 , ... , e . 1 , v . =v '. , , e ! , 1 , ... , e ' , , v ' , =vh , e 1 , . . • , e , v ) , J- J J J + h ~ · h+ m m 
C, I := l. ( v 0 , e l ' ... , e j ' -1 ' v j ' =v j , e j + 1 ' ... ' eh , v h =v h ' ' eh ' + 1 , . . . , e ~ ' , v m ' ) . 
This resetting reduces the total number of crossings of C. and c., (summing l. l. 
up over all pairs i,i' (including i=i')). Hence after a polynomial number of 
such modifications we are in the situation that no two distinct c. ,C., have 
l. l. 
crossings. 
Throughout this uncrossing process we remove null-homotopic parts of 
any Ci (they can be recognized again by Proposition 2) . Since each such 
removal strictly decreases the total number of edges used by the c., this 
l. 
again can be done in polynomial time. 
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We still have to deal with self-crossings. A self-crossing of 
(3.6) 
is a pair (j,j') with jrfj' and v.=v., so that e.,e.,,e. 1 ,e., 1 occur J J J J ]+ J + 
in this order cyclically at v., clockwise or anti-clockwise (cf. Figure 9). 
J 
e. 
J e' I J 
e. 1 J+ 
or 
Figure 9 
e. 
J 
e. 1 J+ 
(It follows that if (j,j') is a self-crossing, then (j',j) is so.) To 
remove self-crossings we can apply a similar approach as above, although 
we should be more careful: there are problems if we want to exchange 
parts (vj, .•. ,vh) and (vj,, ..• ,vh,) of ci if they 'overlap' - i.e., if 
they have at least one edge in common. The following proposition shows 
that we can avoid this situation: 
Proposition 5. If (1.3) (i) is satisfied and (j,j') is a self~crossing of 
C. with j as small as possible, then there exists another self-crossing 
l. 
(h,h') of c. so that: 
l. 
(3.6) (i) parts (vj 1 ••• ,vh) and (vj 1 , ••• ,vh,) of Ci are homotopic; 
(ii) j~h:is:j'~h' or j~h~h'~j'. 
Proof. By deforming C. slightly, we may assume that C. has no 'self-
J. l. 
touchings'. (To allow this deformation we can add a little 'space' at 
fixed points of C . ..,. this does not inyalidate the conclusion of 
l. 
N 
Proposition 5 . ) By ( 1 . 3) ( i) , there exists a simple curve C. N C . . Hence any 
l. l. 
"' two liftings of C. to the universal covering space U are disjoint and 
l. 
simple. So any two liftings of C. to U have an even number of crossings. 
l. 
Since ci has no null-homotopic parts. each lifting of ci to u is 
simple. Let us assume without loss of generality that (j 1j') is a self-
crossing where e. ,e., , e. 1 ,e,, 1 occur clockwise at v .=v., (so the J J J+ J + J J 
first configuration in Figure 9 applies). Consider a lifting 
C" i 
( 3. 7) C! 
l 
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of c .. As (j,j') is a self-crossing, there exist liftings 
l 
(3.8) C'.' = ( 11 e" v" e" v") and 1 vO' 1' 1, ... , m' m 
C"' = i 
of C. so that v" 
l j' v'. and v"' J j I v•: and so that J 
(3.9) r 11 I elf ej,ej''ej+l' j'+l 
e~,ei,,e~+1'ei•+1 
(see Figure 10). 
C"' i 
I "' v ., 1 J -
e"' j I 
occur clockwise at 
occur clockwise at 
v" =v' j I j 
v 1:1 ,=v1:. 
J J 
e'~ e" e" e" 
, and 
'+1 'I 01 +1 ... - - - - - - -___ ......... _...__ ........ __ ~ - - - - - - ----~--------.... - - - - - - _. 
v" v" v"=v"' v" v•:, 1 v" =v' v" v" O j-1 j j' j J - j' j j'+l m 
Now c~ and C'.' 
l l 
that h#j and v'=v" h h' 
'" ej'+l 
v'" 
I j'+l 
I 
I 
I 
must have 
Figure 10 
a second crossing. 
gives a crossing of C' and 
l 
e'. 
J 
v~ 1 
J J-
I 
I 
I 
I 
I 
I 
~v' 
0 
C' i 
Choose the 
C" for some 
l 
smallest h 
h I• By the 
so 
minimality of j we know h>j. Note that by the symmetry of the universal 
covering space, v"=v"' gives a crossing of C'.' and C'.". We consider two h h' l 1. 
cases. 
-
C" i 
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Case 1 . h' ~ j ' . Since, by the minimality of j , C '." cannot cross C '.' at 
J.. J.. 
v 0", ..• ,vJ•:_ 1 and cannot cross c: at v' v' it follows that C"' J.. 0 I•• •I j-1 r i 
crosses C~' in one of v•: 1 , ... ,v':,. Hence h~j', and we have (3.6). 
..... ]+ J 
Case 2. h' < j ' • If h ~ h' we have ( 3. 6) , so assume h > h' . We show that 
this is not possible. 
Since h) h' , we have the situation of Figure 11 . 
C'." 
J.. 
C! 
J.. 
• v" 0 v .-v. v" =v' v"=v"' v" =v' J ] 1 h' h h h' j' j 
Figure 11 
• v" 
m 
Here parts (v'., ... ,vh') of c: and (vh"'', ... ,v•:•,) of C'." might have more than 
J J.. J J.. 
one crossing. We know however, by the minimality of h, that part (vj 1 ••• ,vh) 
of c: does not intersect part (vh",, ... ,v•:,) of C'.' (except at the end points). 
J.. J J.. 
Hence they enclose a simply connected (closed) region R. Similarly, parts 
(v':, ... ,vh") of C'.' and (vh"'', ... ,v•:•,) of C'." enclose a simply connected (closed) 
J J.. J J.. 
region R'. Moreover, by the symmetry of u, there exists a continuous 
function f=R~R', bringing (vj 1 ••• ,vh_) to (vj, ... ,vh) and (vh 1 , ••• ,vj 1 >-
to ( vh, , ... , vj', ) and not having any fixed point. 
Furthermore, there exists a continuous function 'f:U-....R so that: 
(3.10) (i) if y € R then ~(y) = y; 
(ii) if yeR'\ R then"f'(y) belongs to the subcurve (vj, ... ,vh) 
(iii) if y belongs to subcurve (vj, ... ,vh·,) of Cj_ then ~(y)=vh. 
of C' · i' 
(This follows from the fact that C'.' divides U into two parts, and that R and R' 
J.. 
arecontained in one of these parts.) 
Now consider the function <..po~:R~R. Since R is simply connected, by 
Brouwer' s fixed point theorem there exists an x € R so that 'f (~ (x) ) = x. 
Since 'f has no fixed points, lf(x) f. x. Hence ~(x) #cr(~(x)). So by (3.10) (i) 
~(x)eR',R. Therefore, by (3.10)(ii), x =1f(~(x)) belongs to subcurve 
Cvj 1 ••• ,vh) of Cj_. So 'f(x) belongs to subcurve (vj, ... ,vh,) of Cj_. This 
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implies by (3 .10) (iii) that x = <.p (~(x)) 
~(vh) = vh ~ vh. 
Proposition 4 enables us to remove self-crossings. We choose a 
self-crossing with j as small as possible. Then with Proposition 2 we 
0 
can find in polynomial time another·self..:..crossing (h,h') satisfying (3.6), 
and we reset: 
( 3 .11) 
if j '~ h'. Similarly if j' > h'. 
After a polynomial number of such modifications we have that c 1 , •.. ,Ck 
have no (self-)crossings and no null-homotopic parts. 
For each vertex of G, each time it is traversed by some C. , we introduce 
l. 
a variable, indicating how far we should shift Ci in order to make c 1 , •.. ,Ck 
simple and pairwise disjoint. Figure 12 gives an impression. 
More precisely, let for each i=l, ••• ,k: 
( 3. 12) c. 
J. 
(v. 0 ,e. 1,v. 1 , ... ,e. ,v. ). 1 J. 1 im. im. 
J. l. 
We introduce a variable x .. , for each i=l, ... ,k and j=l, ..• ,m.-1. We will 
l.J l. 
put a number of linear constraints on the x .. in order to make sure that 
l.J 
the shifted C. are (1) homotopic to the original c., (2) pairwise disjoint 
J. l. 
and (3) simple. This divides the constraints into Classes 1, 2 and 3. It 
will turn out that the full constraint system Ax~ b has an integer solution 
if and only if problem (1.1) has a solution. 
F .. 
l.J 
e .. 
l.J 
V, . 1 1,J-
Figure 13 
We use the following notation. Let i e{l, .•• ,k} and j E:{l, ... ,mi-11, 
and consider v. . 1 , e. . , v. . as in Figure 13. 1,J- 1] l.J 
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Figure 12 
Here the bold line indicates the initial path, an~ 
the interrupted line indicates the shifted path. A 
positive number t means shifting over a distance t 
to the right, and a negative number -t means shift-
ing over a distance t to the left (right and left 
with respect to the orientation of the initial 
path). For distance between vertices v;v• of G we 
take the minimum number of faces traversed by any curve 
connecting v and v'. 
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+ Then Fij denotes the face incide~t with eij at the right hand side when 
going from v .. 1 to v .. , and F .. denotes the face at the left hand 1,J- 1] 1] 
side. 
Two faces F,F' are called freely adjacent at vertex v if v is 
incident both with F and with F', and either F=F' or, when e 1 , .•• ,es,es+l'"""'ed 
denote the edges incident with v in cyclic order as in Figure 14, 
ed el 
' \ 
\ 
I 
~ I 
I I \ 
' 
' 
e 
s 
Figure l'.'4 
then there is no curve among c 1, ... ,ck containing •.. ,ei,v,ej, ... or 
... ,e.,v,e., ... with l'°i~s and s+1:!$'j~t. So roughly speaking, we 
J 1 
can go from F to F' traversing v without crossing any c 1 , ... ,Ck. Note that 
at any vertex v, free adjacency forms an equivalence relation on the faces 
incident with v. (If a face has multiple touches at v, we must be 
careful: each touch should be considered separately.) 
We construct an auxiliary graph H, with length function on the edges, 
as follows. The vertices of Hare the pairs (v,A), where vis a vertex 
of G (not being one of the end points of c1 , ... ,ck) and where~ is an 
equivalence class of faces freely adjacent at v. If (v,~) and (w,~) are 
vertices of H, there is an edge of length 1 connecting them if A and 
µ have a fa,ce F f;{I 1 '· ... ,Ip1 in common. In fact, we have an edge eF for 
each face Fin).. n p'{I1 ,, ... ,IP}. Moreover, for each iE:{l, ... ,k} and 
j,j'Ef1, .•. ,m.-11there is an edge connecting (v .. ,(F:.)) and (v .. ,,(F:.~) 
1 } J..] 1] 1] l.J 1/ 
of length 
(3 .13) D'i,j,j' ;= min 
D 
( er ( G , D) .,.1 ) , 
where D ranges over all curves D;[o,1J~JR2 \. (I 1u .•. uIP) homotopic to 
part (v .. , .. , ,v, j,) o;f C .. (Here (F) denotes the equivalence class of 
l.] l. 1 
free adjacency at the appropriate vertex.) Similarly, there is an edge 
connecting (v .. ,(:i;: .')) and (v .. 1 ,(F~. ,)> of length v . .. , . Note that l.J l.J 1] l.J Oi,] 1] 
by Proposition i, "t,. . . , can be calculated in polynomial time. 
l.1]1] 
F of 
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2 There exist two 'canonical' mappings ~ and 'f' of H in JR \ CI 1 v .. . vIP). 
(A mapping is a continuous function, not necessarily one-to-one.) First, 
let 
(3.14) ~(v,A) := 'f (v,~) := v 
for each vertex (v,~) of H. The image, under c.p as well as underlp, of each 
edge eF is a line segment countained in F connecting v and w. For the other 
edges, the images under 'f and under l.f generally are different: the edge 
connecting (v .. ,(F: .)) and (v .. , ,<F:. ,)> has \D-image a curve D attaining 
1] 1] 1] 1] \ 
the minimum in (3.13). Its 'f-image is a curve traversing 
( 3 .15) + + + v .. , F. . + 1 , v. . + 1 IF. . +2 , •. ' , F .. I , v .. ' 
1] l.,J 1,J l.,J l.J 1J 
respectively (assuming without loss of generality j ~ j ' ) . So the 'jJ-image is, 
informally speaking, parallel to part (v .. , ••• ,v .. ,) of c. and does not cross 
+ + 1] l.J 1 
any c1, ••• ,ck (since F. and F. +l are freely adjacent at v. ). Similarly the 1r ir 1r 
imei;ges of the edges connecting (v .. ,<F~ .)) and (v .. , ,(F~. ,)> are given. 
1] l.J 1] l.J 
Each path P in H gives two curves ~·P and ~·P, which are homotopic 
to each other. So we can speak of the homotopy of a path P in H. 
We now describe the three classes of inequalities. 
Class 1. This class of inequalities is meant to avoid that any C. is shifted 
1 
over any of the faces r 1 , •.• ,Ip (as we shall see below). Thus, for each 
i=l, ... ,k and j=l, ..• ,m.-1 we require: 
1 
(3.16) (o{) x .. ~ mpin length (P) , 
1J 
-x. . !{. min length ( P) , 
1] p 
Here the minimum in (~) ranges over all paths Pin H from (v .. ,(F:.)) to 
l.J l.J 
any (w,A) so that~ contains a face in fI 1 , ... ,rp1· Similarly, the 
minimum in (~) ranges over all paths Pin H from (v .. ,(F~.)) to any (w,A) 
\ l.J l.J 
so that A contains a face in f I 1 , .•• ,I 1· p + 
It is not difficult to see that such paths always exist, as (v .. ,<F .. )) 
1] l.J 
and (v. 1 ,<F:-1')) are connected by an edge of H, and as<F:-41) contains a 1 1 l..!i 
face in {r1 , .•• ,rp1· So the right hand sides in (3,16) are finite. They 
can be calculated in polynomial time. 
Note 3.1. The right hand side in (3.16) (o() can be de.sc;r'ibe(j, equivalently as: 
(3.17) min (cr(G,D)-1), 
D 
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where D ranges over all curves D for which there exists a curve Q toJ D from 
vij to a vertex won bd(I 1u ... uIP) so that: 
( 3. 18) (i) Q does not cross any c1 , ... ,Ck; 
+ (ii) Q starts via a face freely adjacent at v .. to F .. ; l.] l.] 
{rl, ... ,Ip~· (iii) Q ends via a face freely adjacent at w to some face in 
Here we say that Q starts via face F if Q [( 0, £ l] s; F for some L > 0. Similarly, 
Q ends via F if Q[(1-£,1D <:; F for some f.}0. 
The fact that the right hand side of (3.16) (~) is equal to (3.17) can be 
seen by observing that each path Pin the range of (3.16) (~) gives a curve 
D := ~oP in the range of (3.17), with cr(G,D).,..1 = length(P), Conversely, 
for each curve D in the range of (3.17) there exists a path P in the range 
of (3.16) (~) with length(P) ~ cr(G,D)-1, 
A similar formula holds for the right hand side of (3.16) (~). 
Class 2. This class of inequalities must accomplish that two different 
C. and C., do 
l l. not intersect after shifting. Thus, for each i,i'=1
, ... ,k 
with if i', and for each k=1, ... ,rn.-1 and j'=l, ... ,rn. ,-1 we require: l. l 
(3 .19) (o() x .. + X, I• I ~ distH( (v .. ,<r~ .)l, (v.,., ,<F~,. ,)l) 
- 1 ' l] l J l.J l] l J l J 
( ~) x .. - xi'j' '$ distH( (v .. ,(F'. .)) , (v.,., ,(F~,. ,)) ) - 1' l] l.J l] l J l J ( 0) - x .. -
xi'j' $. distH( (v .. ,(F-:- .)l, (v.,., ,<F-:-,. ,)) ) - 1, l] l] l] l J l J 
where distH denotes the distance in H (with respect to the length function 
given). Again, the right hand sides in (3.19) are easily computed in 
polynomial time - they are allowed to be infinite. 
Note 3.2, The right hand side in (3.19) (o<.) can be described equivalently as: 
( 3. 20) min ( er ( G, D) .,..2 ) , 
D 
where the minimum ranges over all curves D for which there exists a curve 
QN D from v .. to V. ! , 1 not crossing any c 1 , ... ,c so that Q starts via l] l J , 
a face freely adjacent at + k V,. to F .. and ends via face freely adjacent at 
+ l.J l] 
v.' 'I to Fi' j I. Similarly for (~) and ( ¥) • l J 
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Class 3. The last class of inequalities must accomplish that each shifted 
C. is simple. Thus, for each i=l, ... ,k and j,j'=l, ... ,m.-1 we require: 
l l 
(3.21) ( r:J..) x .. + X .. I ~ min length(P) - 1 I l] l] p 
( ~) X .. - X,. I ~ min length(P} - 1 ' l] l] p ( 0} - X,. - x ... ~ min length(P) - 1. l] l]' p 
Here in (~} the minimum ranges over all paths 
+ (v .. , .<F .. ,/) which are not homotopic to part 
P in H from (v .. ,<F :j)) to 
l] l 
l] l] (v .. , ... ,v .. ,) of C .• Similarly l] l] l 
for (~} and (6). Again the right hand sides in (3.21) can be infinite. If 
j=j' we obtain bounds for+ 2x ... The right hand side in (3.21) can be 
- l] 
calculated in polynomial time by Proposition 3. 
Note 3.3. Again, the right hand side in (3.21) (ct} can be described equivalently 
as: 
(3.22) min (er ( G, D) -2 ) , 
D 
where D ranges over all curves D from v .. to v,., which are not homotopic to 
l] l] 
part (v .. , ... ,v .. , ) of C: and for which there exists a curve QN D not 
l] l] l 
any c 1 , ... ,Ck , so that Q starts via a face freely adjacent at v .. to 
crossing 
+ F .. and }-] + l] 
ends via a face freely adjacent at v .. , to F .. ,. Similarly for (A) 
l] l] \ and (~) . 
We denote the system of linear inequalities (3.16), (3.19) and (3.21) 
by Ax~b (where A is a matrix and bis a column vector). 
In general it is an NP-complete problem to solve a system of linear 
inequalities in integer variables. However, since matrix A= (aij) satisfies: 
( 3. 23) for each i=l,, .. ,m 
(where A has order mxn), it is quite easy to solve Ax~b in integers, 
viz. by "Fourier-Motzkin" elimination of variables. This recursively solves 
Axsb in integers, for any integer matrix satisfying (3.23) and any vector 
b 6 (:i:Z u{oc})m. 
Proposition 6. There is a polynomial algorithm for solving Ax :E;b in integers, 
for any integer m)<,n-matrix A satisfying (3,23) and any vector bG(Z'.; v{0o})m. 
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Proof. We may assume that all rows of A are distinct, that A does not have 
T 
any all-zero row, and that each integer row vector a with 1 ~ l\all 1 ~ 2 
occurs as a row of A. 
We decompose the inequalities in Ax" b as: 
(3.24) xl ~ o< 
2x1 ~ ~ 
xl + x. l. ~ ~i (i=2, ... ,n), 
xl - x.~ S. (i=2, ... ,n), l. l. 
-xl ~ ( 
-2x 1 ~ ~ 
-x1 - x. ~ l. ~i ( i=2 1 • • • In) 1 
-xl + xi ~ ei (i=2, .•. ,n), 
A'x' ~ b' 
where x' = (x2 , ... xn)T and where A' is a matrix with n-1 columns again 
satisfying (3.23). 
We can replace (3.24) by the following equivalent conditions: 
(3.25) max { - £, -~~, 
~ min{ o<, ~~, 
max (-2.-x.), max (-e.+x.)1~ x 1 2,i~n i 1 2'i'n 1 i 
min ( ~· -x. ) , min (E. +x. ) } , 
2~i'n l. 1 2~~n 1 1 
Now if max {-£,-~t'1>min{o<,~~}. then clearly (3.25) has no solution. Moreover, 
if -t=p and is odd, (3.25) has no integer value for x 1 . Hence we may assume: 
(3.26) maxf-£,-~~~ ~ min{c1.,~H, and if -~ =~ then ~ is even. 
Eliminating x 1 from (3.25) gives: 
(3. 27) max{-£,-~ ~, max (- ~· -x.) 1 max (-e. +x. )l..~ minf o<, ~R, min ( ~· -x.) , min ( ~. +x. )l , 2,i~n l. l. 2'i~n l. l. '..S r 2si~n l. l. 2,il!ln l. l. J 
A'x' 'b'. 
Equivalently: 
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(3.28) x. ~ ~i + £ (i=2t •.• ,n), J. 
x. ~ <Si + ~s (i=2, ..• ,n), J. 
- x. ~ J. + e (i=2, •.• ,n), J. J. 
- x. ~ ~. + ~1; (i=2, ... ,n), 
J. J. 
- x. ~Qi + <:/.. (i=2, ... ,n), J. 
- x. ~ 9i + ~~ (i=2, ..• ,n), J. 
- x. + x. 
' 
qi + ~j (i,j=2, ... ,n), J. J 
- x. - x. ~ rzi + b. (i,j=2 ....• ,n), J. J J 
x. ~ ei (i=2, ... ,n), J. 
x. ~ e. + ~~ (i=2, ..• ,n), J. J. 
x. + x. ~ e. + ij (i,j=2, •.. ,n), J. J J. 
x. - x. s e. + S. (i,j=2, •.. ,n), J. J J. J 
A'x' ~ b'. 
This is a system of linear inequalities in the variables x 2 , ... ,xn again 
satisfying (3.23). We can reduce (3.28) so that we obtain an equivalent 
system A"x'~b" where A" has no two equal rows. We next recursively solve 
A"x'~b" in integers. If it has no integer solution, then the original 
system Ax ~b has neither. If A"x'"b" has an integer solution, we can insert 
it in (3.25), and determine an integer x 1 satisfying (3.25). 
Such an integer x 1 does exist: The maximum in (3.25) is not more than 
the minimum. As both the maximum and the minimum are half-integers, an 
integer value for x 1 would not exist only if -~~ = ~~ and is not an 
integer. But this is excluded by (3.26). 
The case n=1 being trivial, this completes the description of the 
algorithm. It has polynomially bounded running time since at each iteration 
2 
we reduce the number of inequalities in (3.28) to O(n ) . So we do not have 
exponential growth of the number of constraints (which would occur in 
ordinary Fourier-Motzkin elimination) D 
In Section 4 we show that if conditions (1.3) are satisfied, 
then the system Ax~b constructed in Step II indeed has an integer solution. 
For a direct proof of the fact that if ( 1.1) has a solution then Ax~ b has 
an integer solution, see Proposition14 in Section 6. 
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Let (xij I i=1, ... ,k; j=l, ... ,mi-1) form an integer solution of Ax~b. 
These integers will determine the shifts of the Ci. We describe an iterative 
process, shifting the C. by little steps, throughout adapting the x ... 
l lJ 
If xjj=O for all i,j then c1 , ... ,Ck are pairwise disjoint and simple, 
as follows directly from the Class 2 and 3 inequalities, and from the fact 
that no C. has null-homotopic parts. 
l 
Suppose next: 
(3.29) 
First assume x. = M for some i,g. Without loss of generality, i=1, Consider ig 
elg' vlg' el,g+l and the faces and edges incident with it 'at the right hand 
side• , as in Figure 15. 
e =c: lg+l s 
F 
s 
Figure 15 
' 
' 
' 
I 
I 
/ 
\ 
\ 
I 
I 
I 
Note that F1 , ... ,Fs$fr1 , •.. ,:i:P\, by Class 1 inequa,lities, We claim that 
none of the edges E.1 , ... ,£ is used by any c For c-s-1 . . suppose c... ;::;e , 
J._ t ij 
v =v and £ =e f · { 1 !g lJ t' ij+l or some i,j and some t,t'€ 1 1 ••• ,s-1J. we may 
assume that Et" is not traversed by c 1, ... 1 ck if 1~t"<min{t 1 t•}. If t<t', 
then x 1 .-x .. ~ -1, and hence x .. ~ x 1g + 1 = M+1, contradicting (3.29). g lJ l] 
Similarly, if t>t', then x +x < 1 d h '- 1 
. lg ij ..... - , an ence -xij c; x 1 g + = M+l, 
again contradicting (3.29). 
Now let 
(3. 30) (v =w f w f w f - ) lg-1 O' 1 1 1' 2 1 21···1 ,w -v r r 1g+1 
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be the vertices and edges on the path following the outer boundary of 
F 1 , ••• ,F s (cf. Figure 16). 
Figure 16 
w 
,__..,.1,__s w17 
w19 w16 
F4 
More precisely, let E(F) denote the set of edges incident with F. We take 
for path (3.30) any simple path from vlg-l to vlg+l with edges in the 
symmetric difference: 
(3.31) E(F ) 6 E(F 2 ) 6 ... 6 E(F ) 6 {e 1 ,e 1 1}. 1 s g g+ 
Before proving the easy fact that path (3.30) thus obtained is homotopic 
to part (v 1_ .. 1 ,e 1 ,v1 ,e 1 . 1 ,v 1 l) of c1 , we show the following. Let, for g- g g g+ g+ 
each h=O, ... ,r, rh be some curve from v 1g to wh contained in one of the 
faces F 1 , ... ,Fs. Then for each h=O, ... ,r: 
(3.32) rh is unique up to homotopy. 
For suppose there exists a curve rh from v 1g to wh in one of F 1 , ... ,Fs so 
that rh is not homotopic to rh. Then we would have the contradiction 2~2x 1 g 
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~cr(G,fh·r~ 1 ) - 2 = 1, by a Class 3 inequality. 
We derive: 
Proposition 7. Path (3.30) is homotopic to part (vlg-l'elg'vlg'elg+l'vlg+l) 
of c1 . 
Proof. By (3.32), each one-edge path (wh-l'fh,wh) 
Hence (3.30) is homotopic to r~ 1 .rr , which is by 
-1 
is homotopic to rh-1.rh. 
(3.32) homotopic to 
part (vlg-1'elg'vlg'elg+1'vlg+l) of cl, D 
Let g' be the smallest index so that v lg~ = wh, for some h 1 € {o, ... ,r} 
and so that part (vlg 1 , ••• ,v1g) of c1 is homotopic to f~~· So g'~g-1. 
We can determine g' in polynomial time by Proposition 2. 
Similarly, let g" be the largest index so that vlg" = wh" for some 
h" c{ 0 t" • ,r} and SO that part (V lg',,. V lg") Of c1 is h0ffi0tOpiC to rhll, 
So g" ? g+ 1. Again g" can be determined in polynomial time. 
One easily checks that h' ~ h" (using the fact that c1 does not have 
N 
null-hornotopic parts). Now we obtain c1 from c 1 by replacing part 
(v1 , ,. .. ,v1 11 ) of c1 by part (wh' , ... ,wh 11 ) of (3.30). We add new edges g g ..., 
to G so as to keep c1 ,c2 , ... ,ck pairwise edge-disjoint and without (self-) 
crossings. 
""' Clearly, c1 is homotopic to c 1 (since (vl , , .•• ,v1 11 ) is homotopic 
r- 1 r g g "" 
to h, · h" , which is homotopic to (wh 1 , ••• ,wh")). The new c 1 ,c2 , ••• ,ck 
N give new variables x ... We set them equal to the original x .. if i of; 1, 
1] ..., 1] 
while X'1j are set equal to M-1 on the new part of c1 and equal to the 
rJ 
original values on the unchanged part of c1 . 
N N To be more precise, note that c1 passes m1 := m1-(g"-g')+(h"-h') 
edges. Let X'1 .:=x1 . if l~j~g', x1 .:=M-1 if g'<j<g'+(h"-h'), and 
N J J J ,...., 
x 1j:=xl,j+(g"-g')-(h"-h') if g'+(h"-h')~j$m1-1. Moreover, xij:=xij 
for i;o!l. 
,..., 
Prooosition 8. The x .. form an integer solution for the system of linear 
1] rv 
inequalities derived from c1,c2 , ... ,ck. 
Proof. We only have to check those inequalities in the new system in which 
~ "' variables occur corresponding to the new trajectory of c1 (i.e., x 1j with 
g' < j <g'+(h"-h')). This follows from the fact that for all other inequal-
ities the values of the x .. and the range for the minimum at the right 
1] 
hand side are unchanged ( cf. Notes 3. 1, 3. 2 and 3. 3) . 
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Denote 
( 3. 33) 
tv Consider some Class 2 inequality in the new system in which say x 1 j 
occurs (g'<( j<g'+(h"-h')), say: 
( 3. 34) ,...., ,..., + x 1j + xij' ~cr(G,D)-2, 
for some curve D in the range described in Note 3.2 (with if1). Let h 
be so that wh = ~lj (i.e., h := h'+j-g'). 
If X'1j has coefficient +1 in (3.34), then we can extend D to a 
<V 
curve D' := rh·D from v 1g to v 1 j=wh. Then cr(G,D') = cr(G,D)+1, and 
hence 
( 3. 35) x 1 + x .. , ~ cr(G,D') - 2 g lJ 
(a Class 2 inequality in the original system). Therefore 
(3.36) 'V + X, •I 
l J 
(M-1) + x .. , 
l] x 1g + xij' -1-$cr(G,D')-2-1 = cr(G,D)-2. 
So we have (3.34). 
If xlj has coefficient -1 in (3.34), the situation is slightly more 
complicated. We may assume D does not intersect edges of G. Now D is the 
f'J 
concatenation D'·D" of two curves D' and D" so that D' connects v 1 j with 
some vertex v 1f on c1 , in such a way that part (v 19 , ... ,v1f) of c 1 is 
homotopic to fh·D'. (This follows from the fact that Dis homotopic to some 
,.._, CV 
curve Q starting at the negative side of c 1 at v 1j and not crossing any 
,..., 
of c 1 ,c2 , ... ,ck.) 
Now cr(G,D')~ 2. (Otherwise, part (v1g, ... ,v1f) of c 1 would be homotopic 
to fh However, v 1 f=~lj belongs to {wh'+l' ... ,wh"-tS' contradicting the 
choice of h' and h".) Moreover, x 1 f~M and -x1f+xij' ~ cr(G,D")-2. There-
fore: 
(3.37) -~1 .+~ .. , = -M+l+x .. , <-x1f+x .. ,+1 ~cr(G,D")-1 ~ J l] l] ..... lJ 
~cr(G,D' )+cr(G,D") - 3 = cr(G,D) - 2. 
Again we have (3.34). 
Other inequalities are proved similarly. 0 
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The case x. = -M is dealt with similarly. This describes an iterative 
i.g . . t 
process of adapting paths and variables. It is easy to see that it term1na es, 
as at each iteration the number of variables x .. with jx .. \=M strictly l.] 1J 
decreases. If all lxijl=M have been removed, we can start to remove all 
lxij!=M-1, and so on. We will end up with all xij=O, i.e., the shifted 
c1, ... ,Ck finally are simple and pairwise disjoint. 
In fact, this is a polynomial-time procedure: 
Proposition 9. The number of iterations in the above algorithm is polynomially 
bounded. 
Proof. First of all, the number M is bounded by a polynomial in the size 
of the input, since for each variable xij one has xij ~ j as consequence of 
+ + Class 1 inequalities (since there is a curve D following v . . ,F .. ,v .. 1 ,F .. 1 , 1] 1J 1]- l.J-
... ,v il successively_, with cr(G,D)=j). Similarly, -xij~j. 
Moreover, the number of variables x .. at any stage of the shifting l.J 
process is bounded by (2M+1)£, where€ is the number of edges in the initial 
graph G, i.e., before adding parallel edges to G. 
To see this upper bound, consider a parallel class of edges connectinq 
say v and w. If e .. belongs to this parallel class, let z. . := x .. if l.] l.J 1] 
v = v~J· and z .. := -x .. 1 if v = v .. 1. Now choose e .. and e.,., both 
... l.J l.J- l.J- l.J 1 J 
in this parallel class, so that e .. is left of e.,., (when going from v l.J l. J 
to w), and so that no edge in between of e .. and e. , . , is traversed by any 
1] 1 J 
c1, ..• ,ck. Then one has z .. -z. , . , ~ -1 (by Class 2 and Class 3 inequalities, 1] 1 J 
since all faces in between of eij and ei'j' belong to the same free 
adjacency class at v). 
So z.,., ~ z .. +1. Since each lz .. I is at most M, it follows that there 
1 J 1] 1] 
are at most 2M+1 edges in the parallel class that are t d b c c raverse y 1 , ... , k. 
Hence the sum of the lengths of the C. is at most 
1 
(2M+l)E. Therefore, there 
are at most (2M+l)e variables, which proves the proposition. D 
This finishes the description of the algorithm. In Section 5 we show 
that if condition (1.3) is satisfied, the system Ax~b indeed has a solution. 
So if (1.3) holds, the algorithm yields a solution to the disjoint homotopic 
paths problem, thereby proving Theorems 1 and 2. 
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4. INTEGER SOLUTIONS TO SYSTEMS Ax~ b. 
We now give necessary and sufficient conditions for the existence 
of an integer solution for a general system Ax~b of linear inequalities, 
where A = (a .. ) is any integer m x n-matrix satisfying 
1-J 
n 
( 4. 1) ~ /a .. /~2 
. 1 1-] ]= 
for all i=l, ... ,m. 
In Section 5 we apply this characterization to the special system Ax~b 
constructed in Step II of the algorithm in Section 3. 
Thus let A= (a .. ) be an integer mxn-matrix satisfying (4.1), and 
m lJ 
let bE?Z . By (4.1), each row of A has at most two nonzeros. In character-
izing if Ax~ b has an integer solution, we may assume that each row of A 
has at least one nonzero. 
It is helpful to think of A as a bidirected graph: its vertices are 
the column indices and its edges are the row indices. If row i has nonzeros 
in positions j and j' with j f j', it gives an edge connecting j and j', 
and can be represented as in Figure 17 
• + i +. 
j j I • j' • 
i 
• j j I j j j I 
Figure 17 
(depending on whether (a .. , a .. , ) = ( 1 , 1) , ( 1 , -1) 1 ( -1 , 1) or ( -1 , -1 l). 
1-J 1-J 
If row i has only one nonzero a .. = +2, it is represented by a loop 
1-J -
as in Figure 18 (where a =+2 and =-2, respectively). ij 
.L J 
i i 
Q Q 
j j 
Figure 18 
Moreover, there are edges called ends, with exactly one nonzero aij 
being ±1. we represent them as in Figure 19 (where aij=+l and =-1, respectively) . 
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J J 
j j 
Figure 19 
we consider a certain type of paths in this bidirected graph A, which 
we call 'links'. A link is a sequence 
(4.2) 
(4.3) (i) i 1 is an end at j 1 and it is an end at jt-l; 
(ii) for each h=2,.,.,t-1: either jh-l~jh and ih is an edge 
connecting jh-l and jh , or jh_1=jh and ih is a loop at jh; 
(iii) for each h=l, ... ,t-1: 
Condition (4.3) (iii) means that at each vertex jh the sign flips. Examples 
of links are represented by Figure 20. 
111 
il + - i2 
-.+ i3 + - i4 + - is -.+ i6 + - i7 
111 • • • • j 1 j2 j3 j4 js j6 
il 
j 1 + i6 i2 
+ is + 
j2 :+ j4 )s=j6 
i10 
j9 
Figure 20 
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Note that (4.3) (iii) implies that for each vertex j=1, ... ,n: 
(4.4) o. 
That is, adding up the rows of A with indices i 1 , ... ,it gives all zeros. 
The length of link (4.2) is by definition 
t 
(4.5) Li 
h=1 
It follows directly from ( 4. 4) that if Ax~ b has a solution x (integer 
or not), then each link has nonnegative length, since: 
t t n n t 
(4. 6) L: b. ~ L: ~ a. ,X, 2: X, ~ a. 0. 
h=1 lh h=1 j=1 lhJ J j=1 J h=1 lhj 
We next consider cycles. A cycle is a sequence 
( 4. 7) 
(with t ~ 1) satisfying: 
( 4. 8) (il jo jt; 
(ii) for each h=1, ... ,t: either jh_ 1ijh and ih is an edge 
connecting jh-l and jh , or jh_ 1=jh and ih is a loop at jhi 
(iii) for each h=1, ... ,t (taking it+l :=i 1): 
We give an example in Figure 21 (in fact, vertices and edges may coincide). 
js=jo i1 j1 i2 j2 
+ + - + 
i3 
j7 + j3 
i7 + + i4 
- + 
j6 i6 js is j4 
Figure 21 
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Again, the length of cycle (4.7) is given by(4.5). Since (4.4) again 
holds, we know that if Ax~ b has a solution x (integer or not) , then each 
cycle has nonnegati ve length. Actually, it can be shown that Ax~ b has 
a solution x, if and only if each link and each cycle has nonnegative length. 
To characterize the existence of an integer solution, we need one further 
concept. A cycle (4. 7) is called doubly odd if there exists an s with 0 <s<t 
so that: 
(4.9) and a .. ·a .. > O; 
~1]0 lSJS 
and L b. are odd numbers. 
h=s+1 ih 
An example of a cycle satisfying (4.g) (i) is given in Figure 22. 
jg i10 j10 jl i2 j2 + + 
+ + 
i3 
i9 +j3 
l4 
+ 
+ iB + + is jB j7 js j4 
Figure 22 
Note that (4. 9) (i) implies: 
s 
(4. 10) 2: a. 0 if j =I jo, 
h=l lhj 
+2 if j = jo. 
This implies that if Ax ~b has an integer solution x, then any doubly 
odd cycle has positive length: since 
s s n n s 
(4.11) L: b. ~ 2i ~ a. . x. z; x. 2: a. ±2x . 
h=1 lh h=1 j=1 lhJ J j=1 J h=1 lhj Jo 
and since the first term in (4.11) is odd, we should have strict inequality 
in (4. 11) and hence also in (4.6). 
We show that the necessary conditions mentioned are also sufficient: 
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Proposition 10. A system Ax~b satisfying (4.1), with bEZ:'.:m, has an integer 
solution x, if and only if: 
(4. 12) (i) each link has nonnegative length; 
(ii) each cycle has nonnegative length; 
(iii) each doubly odd cycle has positive length. 
Proof. Above we showed necessity of (4.12). We show sufficiency by induction 
on n, the case n=1 being trivial. In fact, the inductive step follows from 
the algorithm (Fourier-Motzkin elimination) described in Proposition 6. To 
see this, let (4.12) be satisfied. This implies (3.26) (by applying (4.12) 
(ii) and (iii) to cycles consisting of two loops at the same vertex). More-
over, (4.12) is maintained after elimination. This follows from the fact that 
each inequality in (3.28) is a combination of inequalities in (3.24), 
in such a way that each link and each (doubly odd) cycle for (3.28) 
comes from a link or (doubly odd) cycle for (3.24) with the same length. 
The induction hypothesis gives that (3.28) has an integer solution. Hence 
also (3.24) has an integer solution. 0 
In fact we have: 
Proposition 11. Let Ax~b be a system satisfying (4.1), and b~?lm, so that 
for each j=1, ..• ,n the inequalities x. ~ o<. and -x. ~ (l.. occur among Ax~b J J J \] 
for some oC. ,~ .£Z:'.:. Then condition (4. 12) (ii) is implied by (4. 12) (i). 
J \J 
Proof. Suppose (j 0 ,i 1 ,j 1 , .•. ,it,jt) is a cycle of length -'}..<o. Without 
loss of generality, a. . < 0 and ai J' > 0. By assumption~ Xj "o( and iiJo t t o 
-xj 0 'f5;. ~ occur among Ax~ b, with finite 0( and ~. We may assume that they 
are the first two inequalities in Ax~b. Let r be a natural number with 
r > o\ +~. Consider the link 
(4. 13) Cl,jo,i1,j1, ... ,it,jt=jo,i1,j1, ... ,it'jt=jo,i1,j1, ... 
· · .it,jt=jo' 2l' 
where there are r repetitions of string j 0 ,i 1 ,j 1 , ... ,it,jt=j 0 . Link (4.13) 
has length o<-rA+~<O. This contradicts (4.12)(i). D 
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5. PROOF OF THEOREMS 1 AND 2 
We now apply the results described in Section 4 to the special system 
Ax~b of linear inequalities constructed in Step II of the algorithm. 
Proposition 12. Let Ax ~b be the system of linear inequalities given by 
(3.16), (3.19) and (3.21). If condition (1.3) is satisfied, then Ax~b 
has an integer solution x. 
Proof. Since the right hand sides in (3.16) are finite, by Propositions 
10 and 11 it suffices to show that conditions (4.12) (i) and (iii) are satis-
fied. Observe that column indices of A now are pairs (i,j), and that eachrow 
of A corresponds to a pair of curves DN-Q (cf. Notes 3.1, 3.2 and 3.3). 
I. Suppose Ax~b contains a link of negative length. By construction 
of Ax~b it means that there exist: 
( 5. 1) 
so that: 
(5.2) 
(i) 
(ii) 
(iii) 
( i) 
(ii) 
(iii) 
(iv) 
(v) 
Dh is homotopic to Qh (for h=O, ... t), 
Qo(O), Qt(l) € bd(Ilv ... UIP), 
Qh-l (1) = Qh(O) = vihjh (for h=l, ... ,t), 
Qh does not cross any c1 , ... ,ck (h=O, ... ,t), 
Q0 starts via a face freely adjacent at Q0 (0) to some face 
infI 1 , ... ,Ip1' 
(vi) Qh-l ends via a face freely adjacent at v. . to Fr . and 
1 h]h h]h 
Qh starts via a face freely adjacent at V· . to p- . 
+ - 1 h]h ihJh , 
or conversely (i.e., F: J' and F· · interchanged) (for J.;h h 1 h]h 
h=l, ... ,t), 
(vii) Qt ends via a face freely adjacent at Qt(l) to some face in 
{I 1 , •.• , IP}, 
then Qh is not homotopic to part (v .. , ... ,v .. 
l:h]h l:h]h+l 
and so that 
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t-1 
( 5. 3) (cr(G,D0 )-1) + (~ (cr(G,Dh)-2)) + (cr(G,Dt)-1) <o. 
h=l 
Note that it follows from (5.2) (vi) that the concatenati'on Q Q h-l h crosses 
ci at vi j . 
h h h 
Let D and Q be the concatenations DODl ... Dt and QoQ1···Qt , 
respectively. So D and Qare homotopic (by (5.2) (i)), and moreover: 
(5. 4) 
.cr(G,D) 
t 
1 + L, (er ( G, Dh) -1) < t 
h=O 
by (5.3). We show 
k 
(5.5) L, 
i=l 
mincr(C. ,D)~t, 
l 
thus contradicting (1.3) (ii). Since Q and D are homotopic, it is equivalent 
to show 
( 5. 6) 
k 
L: 
i=l 
miner (C. ,Q):;:: t. 
l 
To this end, consider the universal covering space U of JR2 \{I 1v ... vIP). 
Each lifting Q' of Q to u is the concatenation of liftings Q0, ... ,Q~ of 
Q0 , ... ,Qt , respectively. Now Q' connects two points on the boundary of u, 
and crosses, successively, t different liftings of c 1 , ... ,Ck (by (5.2) (viii)) 
(i.e., any two successive liftings of c 1 , ..• ,Ck met by Q' are different). 
Moreover, there are no further crossings of Q' with liftings of c 1 , ... ,Ck. 
rJ r-J rJ 
Hence, if c 1 , ... ,Ck,Q are homotopic to c 1 , ... ,Ck,Q, respectively, then any lift-
,.., ..., ~ 
ing of Q to u intersects at least t liftings of c1 , ... ,ck. This implies (5.6). 
II. It turns out that deriving condition (4.12) (iii) from (1.3) is 
less direct, due to the fact that fixed points are excluded from being 
traversed by doubly odd closed curves. To settle this, we first show a 
somewhat technical statement. Let B=B1B2 be the concatenation of two 
closed curves B 1 ,B2 :s 1~JR2 ' CI 1v ... vIP) so that B1 (1)=B2 0l $G, 
cr(G,B) is finite, and: 
k 
(5.7) (i) er (G ,B 1) ~ l'. kr (C i ,B 1) (mod 2) , 
i=l 
(ii) cr(G,B2 ) ¥ t kr (Ci ,B2 ) (mod 2). 
i=l 
We show: 
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Claim. There exists a natural number n so that for each closed curve Q 
freely homotopic to n -1 -1 n (B1B2) (Bl B2 ) with the property that each 
lifting of Q crosses each lifting of each c. at most once, one has: 
l 
( 5. 8) 
[lie re for any closed curve D and n E!!Z, Dn denotes the closed curve with 
Dn(z) :=D(zn) for all zes 1] 
Proof of the Claim. If B1Bt does not traverse any fixed point 
can take n=l: since B 1 B2 B~ B;l is doubly odd (with respect to 
-1 -1 
of any C., we 
l 
the splitting 
into B1B2B1 and B2 ), we have by (1.3) (iii): 
k k 
-1 -1 > "'"' "' cr(G,B1B2B1 B2 ) LI mincr(C. ,Q) )' L.J kr(C. ,Q). 
i=l l i=l l 
(5. 9) 
This implies (5.8). 
Suppose next that B1B2 traverses some fixed point w of some Ci. Without 
loss of generality, i=l and B1 traverses w. By condition (1.3) (ii), w cannot 
be a fixed point of any other Ci and is fixed point of c1 only once (i.e., c 1 
is homotopic to a curve traversing w exactly once). So we can shift each C. 
l 
...., 
slightly in the neighbourhood of w, so as to obtain curves C.<"C. so that 
l l 
(5 .10) IV .._, no Ci traverses w, except for c 1 traversing w exactly once. 
We can decompose B1 as the concatenation BlBl of two (nonclosed) 
curves Bi and Bl with Bl (1) = Bl(O) = w. 
Consider for n E JN the curve: 
(5.11) A B 11 ( B ) n ( 8 -1 -1) n ( B 11 ) -1 1 := 1 28 1 82 1 82 1 ' 
taken as a nonclosed curve from w to w. (Here for any curve D: [o, ~ -4 JR2 
-1 -1 [i J curve D is given by D (x) :=D(l-x) for xe 0 1 1 .) 
Let A1 be a lifting of A1 to the universal covering space u of 
JR2 \Cr 1u ... UIP). Then A1 connects liftings ~and~ of w, which are 
fixed points of liftings c1 and c1 , respectively, of c1 . Now we choose 
n so that Cl and c1 cross Al the same number of times. (Such an n exists, 
since if n is large enough, cl only crosses the beginning part (corre-
sponding to Bl(B2B1Jn) of A1 , and c1 only crosses the end part (corre-
sponding to (Bl 1B; 1)n(Bl)-l) of A1 . By the symmetry of the universal 
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covering space and of A1 , it follows that the number of crossings are 
the same.) 
Let A2 be the following curve from w to w: 
(5. 12) 
A.2 (1) , which 
-
Let A2 be the lifting of A2 t~ u with A2 (0)=~. Let~ := 
is again a lifting of w. Let c1 be the lifting of Cl which has w as 
fixed point. Schematically we have Figure 23. 
- wi ::, Al A2 I w, 
I I 
I I 
I I 
'= 
I_ i= IC 1 I Cl 
Figure 23 
N t-.J 
Let L denote the collection of all liftings of all c1 , ... ,Ck. Note 
that except for cl and cl no lifting in;/._, traverses the end points~ and w 
of Al (by (5.10)). Similarly, except for cl and ~1 no lifting in L traverses 
the end points ~ and~ of A2 . 
Define 
(5. 13) 
Then: 
(5.14) 
oi.1 :=number of L EL with kr(L,A 1) odd and L of c1 ,~ 1 
o<2 .- number of L t:L with kr(L,A2 ) odd and L f i\ ,c1 . 
k 
( i) cr(G,A1 ) ~ L: mincr(Ci,Al) ~ o\+2, 
i=l 
k 
(ii) er (G,A2 ) ~ ~ mincr(Ci,A2 ) ~ o<2+2. 
i=l 
(5.15) 
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'\ +2 = oc. 1 =: number of L €.l with kr (L ,A1 ) odd 
k 
- 'J; kr(Ci,B2 ) ;f. cr(G,B2 );; cr(G,A 1 ) 
i=l 
(mod 2) • 
So we have strict inequality in (5.14) (i).Hence: 
(5.16) n+l -1 -1 n+l cr(G, (B 1B2 ) (Bl B2 ) ) cr(G,A1 )+cr(G,A2 )-2 > 
o<1+cx2+2 > 1 +(number of LEL with kr(L,A 1A2 ) odd) 
k 
i=l 
~ kr (C. ,Q) 
l 
n+l -1 -1 n+l . for any closed curve Q freely homotopic to (B 1B2 ) (B 1 B2 ) with 
the property that any lifting of Q crosses any L cl, at most once. 
End of proof of the Claim. 
III. We now show (4. 12) (iii). Suppose to the contrary that Ax~ b has 
a doubly odd cycle of nonpositive length. Again it follows that there 
exist: 
(5.17) (i) pairs (i 1 ,j 1), (i2 ,j 2 ) , ... (it,jt), 
(ii) curves D1 , ... ,D :[0,1]--+ JR2 \ (r 1u ... vr), 
(5.18) 
t 2 p 
(iii) curves Q1 , ... ,Qt:[o,1J~JR \(r 1v ... uIP), 
(iv) an index s with O<s<t and (i ,j )=(i ,j ) , 
s s t t 
(i) Dh is homotopic to Qh (for h=O, ... ,t), 
(ii) Qh(l) (0 Qh+l ) vi J. (for h=l, ... ,t), 
h h 
(iii) Qh does not cross any c1 , ... ,Ck (h=l, ... ,t), 
(iv) Qh ends via a face freely adjacent at vi j to F: . and 
h h hJh_ 
Qh+l starts via a face freely adjacent at vi j to Fi j , 
+ - h h h h 
or conversely (i.e., Fi j and Fi · interchanged) 
h h h]h (for h=l, ... ,t), 
(v) if ih=ih+l then Qh is not homotopic to part (vi j , ... ,vi j ) 
h-1 h-1 h h 
of C· (h=l, • • • ,t) I lh 
(vi) Qs ends via a face freely adjacent at 
Qt ends via a face freely adjacent at 
+ 
Vi 
sj s to Fi sjs and 
V. to F-:-
ltjt l tjt 
or conversely, 
s t 
(vii) ~ (cr(G,Dh)-2) and L, (cr(G,Dh)-2) are odd, 
h=l h=s+l 
and so that 
(5. 19) 
t 
'}; (cr(G,Dh)-2) ~ O. 
h=1 
Define the closed curves 
(5.20) 
-43-
We can decompose R1 as RlRl , where Ri and Ri are (nonclosed) curves with 
Ri(l)=Rl(O)Ef G. Let s 1 and B2 be the closed curves given by: 
(5.21) B1 := R"R (R")-l 1 2 1 
So a1 (1)=B2 (1)=Ri Ol4° G. By (5.18) (vii) we have: 
(5.22) 
t 
1 + L (cr(G,Dh)-1) = t-s 
h=s+1 
Moreover, as each Dh crosses the Ci an even number of times: 
(mod 2). 
(5. 23) t kr(C. ,B1 )""' 2 (t kr(C. ,Rl)) + ( t :t kr(C. ,Dh))+t-s+l 
i=l 1 i=l 1 i=1 h=s+1 1 
-, t-s (mod2). 
k 
So cr(G,B 1);. L, kr(Ci,Bl) (mod 2). Similarly for B2 • Hence the Claim applies. 
i=l 
Let n have the properties described. As 
(5.24) 
-1 -l)n{ -1 -1 )n 1.t . 1 f 1 is freely homotopic to {R1R2R1 R2 R1R2 R1 T2 , is a so ree y 
homotopic to 
(5.25) 
By (5. 18) (iii), (iv) and (v), any lifting of Q does not cross any lifting 
of any C. more than once. So we have (5.8): 
1 
(5.26) 
Now 
(5.27) 
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t 
2n· I; (cr(G,Dh)-1) ~ 4nt, 
h=l 
by (5. 19). On the other hand, 
k 
( 5. 28) L: kr (C. ,Q) 
l. 
4nt, 
i=l 
contradicting (5.26). 
Proposition 12 shows the correctness of the algorithm, and proves 
Theorems 1 and 2. 
D 
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6. DISJOINT HOMOTOPIC TREES 
In this section we extend the method described in Section 3 to the 
disjoint homotopic trees problem: 
( 6. 1) given: - a planar 
- a subset 
2 graph G embedded in JR ; 
{I 1, .• , ,IP~ of the faces of G (including the 
unbounded face) ; 
- paths c11 , •.. ,c1t 1 .•. ,c , ,c in G, each with kl . . . k~ 
end points on the boundary of I 1 .•• Ip, so that for 
each i=l, ... ,k: c. 1, ... ,c. begin in the same vertex; l. it. 
find: - pairwise vertex-disjoint suBtrees T1 , ... ,Tk of G so 
that for each i=l, ... ,k and j=l, ..• ,t.: T. contains a 
2 l. l. 
path homotopic to C .. in JR '\.. (I 1u ... I.JI ) . l.J p 
THEOREM 3. The disjoint homotopic trees problem (6.1) is solvable in 
polynomial time. 
The polynomial-time algorithm for (6.1) consists of four basic steps 
similar to those for solving the disjoint homotopic paths problem: 
(6. 2) 
( 6. 3) 
I. Uncrossing c 11 , ... ,Ck~· 
II. Constructing a system Ax' b of linear inequalities; 
III. Solving Ax$ b in integers. 
IV. Shifting c 11 , ... ,ckt and deducing trees T1 , .•. ,Tk. 
k 
We make similar assumption as in Section 3 (assumptions (3.2)): 
(i) each edge of G is traversed at most once by the C .. ; 
l.J 
(ii) the beginning vertex of any C .. has degree t. ~n G, while the 
l.J 1 
(iii) 
end vertex has degree 1 in G. 
no edge traversed by any C. . , except for the first and last 
1:J 
edge of cij , is incident with a face in {I 1 , .•. ,Ip1· 
These conditions can be attained by adding new vertices and (parallel) 
edges. From (6.3) (ii) it follows that the common beginning vertex of 
c. 1 , ... ,c. is not traversed by any other c11 , .•• ,ckt_. The end vertex of 1 l. t. -k 
l. 
any cij is not traversed by any other c 11 , ••• ,ck~· 
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This step modifies c 11 , ... ,ckt so that they have no 
k 
(self-) crossings 
and no null-homotopic parts. We can proceed similarly as in the uncrossing 
step I in Section 3. We should however be a little more careful as now 
different curves can have the same beginning vertex. It means that in some 
cases we must exchange not the parts between two crossings, but the parts 
between the common beginning vertex and a crossing. 
More precisely, let 
(6.4) 
Again, if (i,j);;if(i' ,j') we call a pair (h,h') (with l~h~m-1 and 1:$'h'~ m'-1) 
a crossing if vh = vh' and eh,eh' ,eh+l'e'h'+l occur in this order cyclically 
at vh (clockwise or anti-clockwise). Then we have: 
Proposition 13. Let (6.1) have a solution, let (i,j) ;;if (i' ,j'), and let 
(h,h') be a crossing of Cij and ci'j'. Then there exists (g,g') so that 
(6. 5) 
and so that (g,g') 
Proof. Similar to 
covering space of 
(0,0) or (g,g') is a crossing.of C .. and C.,.,. 
J.] ]. J 
the proof of Proposition 4 (consider the universal 
2 
lR \ (I 1V ... uIP)). 0 
So if Cij and Ci'j' have a crossing, we can find (by Proposition 2) 
in polynomial time pairs (g,g') and (h,h') so that (6.5) holds. After 
exchanging the two parts we arrive at a situation with fewer crossings. 
Repeating this, finally no two different cij and Ci'j' have any crossing. 
Self-crossings and null-homotopic parts can be removed just as in 
Section 3 (cf. Proposition 5). So we end up with c11 , ... ,Ckt without 
(self-)crossings and null-homotopic parts. k 
Again we introduce a variable each time a curve c traverses a vertex. ij 
More precisely, let for each i=1,.,.,k and j=l,.,.,t.: 
]. 
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(6.6) 
We introduce a variable x for each i'=l k· J'=l t · h 1 1 ijh 1•••1 I f•••f i' = /•••rffiij- • 
The values of these variables are going to determine the shifts of the 
C ... Again we put linear constraints on the x. 'h in order to accomplish l.J l.J 
that the shifted C .. can be combined to trees as required. l.J 
We denote by F'..h and F~. the faces at the right hand side and at the 
l] l.Jh 
left hand side, respectively, of e. 'h 
l.J when going from v .. h 1 to v .. h. l] - lJ 
As in Section 3, the curves C .. give us the free l.J adjacency relation between 
faces at any vertex v (except at the end vertices of each c .. ). This yields l.J 
the auxiliary graph 
mappings lf and~ to 
H, with length function on the edges, and with two 
2 
JR '\. (I 1u ... VIP). 
The inequalities in Class 1 are similar to those in Section 3: 
Class 1. For each i=1, ... ,k; j=l, ... ,t.; h=l, ... ,m .. -1 we require: 
l lJ 
( 6. 7) (~) xijh ~ m~n length(P), 
(~) -xijh ~ m~n length(P). 
The minimum in (o() ranges over all paths Pin H from (v. 'h'<F'..h)l to 
lJ l.J 
any vertex (w,~) of H with A n{I 1 , ... ,rp1 f: ~. The minimum in (~) ranges 
over all paths Pin H from (v. 'h'<F~.h)l to any vertex (w,A) of H with 
l] lJ 
Class 2 falls apart into two subclasses. Class 2A will assure that 
curves c. . and C. , . , with i f: i' do not intersect: 
l] l. J 
Class 2A. For each i,i'=l, ... ,k; j=1, ... ,t.; h=1, ... ,m .. -1; j'=l, ... ,t1.,; l. l.J 
h' = 1 , ... , m. , . , -1 with i f. i ' , we require: 
l. J 
( 6. 8) (o\) X. 'h +x. r. 'h' l.J l. J 
( ~) xijh-xi'j'h' 
( ~) 
-xijh-xi'j'h' 
If · · , J. ..1. J. • then the shifted C. . and C. , . , may touch, but may l = l. ' .,.. ' l.J l. J 
not cross. This gives the Class 2B inequalities: 
h · 1 k J',J''=1, ... ,tl.. (J'f:j'); h=1, ... ,m1.J.-1; h'= Class 2B. For eac i= , ••• , ; 
1 , ..• , m. . , -1 we require: 
l.J 
6.9) 
c .. , 
l] 
(a() 
'P. \ \ \ i 
Finally, 
(possible 
.... , I : p 
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+ ;(p+ ')) 
< dist ((v. 'h'(F. 'h)),(vi.J''h'' iJ''h'/ ' 
"' H l.J l.J 
< dist ( (v. 'h'(F: .h)), (vi. J' 'h, ,<F:J. 'h)))' 
- H lJ l.J 
< di St ( ( V . . h 1 (p ~ . h)) r ( Vl.. J' 1 h 1 ;(p ~ J' I h :-; ) ) • 
- H lJ l.J 
Class 3 inequalities are intended to avoid that Cij 
j=j') intersect each other around one of the holes 
and 
1 k · ·• 1 t · h=l, ... ,m .. -1; h'=l, ... ,m .. ,-1 3. For each i= , ... , i J,J = 1 ···' i' l.J l.J 
----
we require: 
6. 10) (0() xijh+xij'h' { min length(P) 1, p 
( ~ ) xijh-xij'h' ~min length(P) - 1 , p 
( 0) 
-xijh-xij'h' < min length(P) - 1. .... p 
Here in (~) the minimum ranges over all paths P in H from (vijh'(F:jh')) 
which are not homotopic to the following part of to (v. ''h''<F'..,h;)l 
-1 1.J ' l.J 
c .. c .. , 
l J l. J 
(6 .11) 
if j=j', (6.11) is homotopic to part (v .. h , ... ,v .. h,) of C .. ). Similarly 1.J l.J l.J 
This defines the inequality system Ax£;, b. Note that the same left 
hand sides may occur among (6.9) and (6.10) - we can restrict ourselves 
to the ones with smallest right hand side. 
Since matrix A has again the property that the sum of the absolute 
values in any row is at most 2, we can solve Ax~ b in integers in the 
same way as we did in Section 3. We show here: 
Proposition 14. If (6.1) has a solution, then Ax~b has an integer solution. 
Proof. Suppose (6.1) has a solution, i.e., disjoint trees T1 , ... ,Tk as 
required exist. We describe an integer solution z for Ax~b. Let U be 
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the universal covering space of JR2 '\. (I 1u ... uI ) , 
and let G be the (infinite) graph Ti- 1[G]. Cho~se 
with projection function ir, 
i=l, .•. ,k; 
h=l, ... ,m .. -1. Let C .. be some lifting of c .. to U. Denote 
l.J l.J l.J 
(6. 12) c .. 
l.J 
(v .. 0 , ... ,v .. ), l.J l.]m .. 
l. J 
j=1, ..• ,t.; 
l. 
where v is a lifting of v. As c .. has no null-homotopic parts, C .. is a 
l.J l.J 
simple path in G. 
Let Q be the unique path in T. connecting v .. 0 and v. . So Q and l. l.J l.JID .. 
l.] 
C .. are homotopic. Hence there exists a lifting Q of Q to U so that Q is 
l.J 
a simple path from v .. 0 to v .. l.J 1.Jm .. 
l.J 
and v. . are on the boundary of U) : 
l.JID .. 
l.J 
Q splits U into two parts (as vijO 
a part to the left of Q and a part to the right of Q. We consider three 
cases. 
Case 1. vijh is on Q. Then define 
(6. 13) zijh := 0. 
Case 2. vijh is to the left of Q (cf. Figure 24). 
•v. "h Q l.J 
Figure 24 
Then define 
(6.14) zijh .- m~n cr(G,D) - 1, 
where the minimum ranges over all curves D in U connecting vijh and any 
point on· Q. 
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Case 3. vijh is to the right of Q (cf. Figure 25). 
Now define 
(6.15) 
Q 
u 
Figure 25 
z i j h : == - ( m~n er ( G, D) - 1) , 
•v. 'h 
J_ J 
where again the minimum ranges over all curves D in U connecting vijh and 
any point on Q. 
This defines the z .. h. Note that by the symmetry of the universal 
J..] 
covering surface, the values are independent of the choice of lifting C ... 
J_ J 
We show that the z. 'h form a solution to Ax!{ b. 
J..] 
Class 1 inequalities. By synunetry we need only check (6.7) (o(). If z. 'h~O 
J_ J 
the inequality is trivially satisfied. If z .. ) 0 we are in Case 2 above. 
J_ J 
Let P attain the minimum in ( 6. 7) (d.) • Then 'f o P is a curve from v .. h to 
J_ J 
the boundary of 
+ 
to F. 'h and not 
l] -
L(O) == V. 'h has 
l] 
I 1v ... vIP, starting via 
crossing any C. . . Hence 
J_ J 
a face freely adjacent at v. 'h 
l] 
the lifting L of 'f oP to U with 
its end point on the boundary of u, at the right hand 
side of C .. or on C ..• Hence L(O) is also at the right hand side of Q or on 
l] l] 
Q. So also the lifting L' of~ .,p to U with L' (0) ==:ijh has its end point 
on the boundary of U, at the right hand side of Q or on Q. So L' intersects 
Q. Therefore, by definition (6.14) of zijh 
( 6. 16) z i j h ~ er ( G, L ' ) - 1 length (P) • 
Class 2A inequalities. By symmetry we need only check (6.8) (~). Let 
P be a shortest path in H from (vijh'<F:jh)) to (vi'j'h''(F:,j'h'')). 
Consider a lifting L of woP to U, connecting liftings v. 'h and-::; 
T l.J i'j'h' 
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say, of v. ·hand vi. ,J.'h' respectively. Let C .. and C be l 0 ft 0 ngs l] l] i'j' l l 
of C. . and C , so that the h-th vertex of 'C" .. 
l] _i j' lJ 
vertex of C. , . , is ~ 
l J i'j'h 1 • 
is vijh and the h'-th 
Since ~oP starts via a face freely adjacent 
via a face freely adjacent to F+ at v i'j'h' i'j'h' 
+ 
to Fijh at vijh and ends 
and since it does not 
cross any c 1 , ..• ,Ck , we know that L runs at the right hand side of c .. l] 
and at the right hand side of c. , . , (cf. Figure 26) • 
l J 
u 
V .. 
l]m .. 
l J 
c .. 
l J 
L 
Figure 26 
V. I• t 
l J ffi. t • I 
l J 
Let Q be the simple path in T. connecting v .. 0 and v.. and let Q' be l lJ l]m .. 
l J 
the simple path in T. , connecting v. , . , 0 and v. , . , . Let Q and Q' be l l] l.Jm, 1 • 1 
liftings of Q and Q' homotopic to C .. and C.,., res~e~tively. Again l] l J 
Q' is at the right hand side of Q, and Q is at the right hand side of Q' 
(cf. Figure 27). 
v .. 
l]mi. 
A 
u 
B 
Figure 27 
V. I• I 
l J ffi. I• I 
l J 
So U is decomposed into three regions A, B and C as indicated, where we 
assume B to be open and A and C to be closed (so Q is in A and Q' is in C). 
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We consider a number of cases depending on in which of the parts A, B and 
C the points vijh and vi'j'h' are located. The following fact is trivial 
but basic: 
(6. 17) for any curve Din U connecting Q and Q' one has cr(G,D)~ 2 
(since Q and Q' are disjoint, as T. and T., are disjoint). Let L' be the 
1 1 
lifting of If o P connecting v ijh and v i, j, h, · 
Case A. vijh€A_and vi'j'h'E C. Then L' can be decomposed as o1o2o3 with 
o1 (1)=D2 (0) on Q and D2 (1)=D3 (0) on Q'. By (6.17), cr(G,D2 )~ 2, and hence: 
(6.18) zijh+zi'j'h' ~ (cr(G,D1)-1) + (cr(G,03)-1) = 
cr(G,L') - cr(G,D2) ~ cr(G,L') - 2 = length(P) - 1. 
Case B. v ijh E: B and vi, j 'h, EC. Then L' can be decomposed as o2D3 with 
D2 (1)=D 3 (0) on Q'. Let o 1 attain the minimum in (6.15). Then by (6.17), 
cr(G,o 1 o2 )~ 2, and hence 
(6 .19) 
Case C. v .. h€ C and v.,. h'€ C. Let D attain the minimum in (6.15). Then 
1) 1 J 
D can be decomposed as o1o2 with o 1 (1)=D2 (0) on Q'. Then by (6.17), 
er ( G, D 1) ~ 2 , and hence 
(6.20) z. 'h+z., ''h' ~ (-cr(G,D)+l) + (cr(G,D2L 1 )-l) 1) 1 J 
cr(G,L') - cr(G,D 1) ~ cr(G,L') - 2 = length(P) -1. 
Case D. vijh€A and vi'j'h'€B. By symmetry similar to Case B. 
Case E. vijh€A and vi'j'h'~ A. By symmetry similar to Case c. 
Case F. v .. hE BvC and v € AvB Then z ""'Q and z ""'o d h 1J i'J' 'h' · · 'h~ . , . 'h'..,. , an ence 1) 1 J 
trivially zijh+zi'j'h' ~ length(P)-1. 
This shows (6 .8) (ex) . 
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Class 2B inequalities. By syrrunetry we only consider (6.9) (oO. They can 
be checked similarly to checking (6.8) (~) above. The only difference 
is that now Q and Q' can touch. So also the liftings Q and Q' may touch. 
So instead of (6.17) we have: 
(6.21) for any curve D in U connecting Q and Q' one has er (G,D) ~ 1. 
Hence we get z .. h+z., ''h' ~length(P) instead of ~length(P)-1. 
l] l J 
Class 3 inequalities. By symmetry we only consider (6.10) (o\). Again 
checking this is similar to checking (6.8) (o<). As the path p attaining the 
minimum in (6.10) (0\) 
-1 
is not homotopic to part (v v -v • • h I • • • I • • 0- • • I 0 I • • • I l] l] lJ 
we know that the lifting L of tfo P connects disjoint V, , I h I) Of c, , C, . I 1 
l] lJ_lJ 
liftings Q and Q' • So we can proceed as for Clas~ 2A inequalities. [] 
We finally shift the Cij using the integer solution xijh to Ax~b, 
and derive from the shifted Cij the trees T 1 , .•• ,Tk. 
First assume x. 'h = 0 for all i,j,h. For each i=l, ... ,k, let T. 
J. l] 
be any spanning tree in the subgraph of G made up by the vertices and 
edges occurring in c. 1 , .. ,,c .. We show: J. it. 
J. 
Proposition 15. T1 , .. ,,Tk form a solution to the disjoint homotopic 
trees problem (6.1). 
Proof. First note that Class 2A and 3 inequalities imply that if C .. and 
l.J 
ci'j' have a vertex in common, say vijh=vi'j'h' then i=i' and 
(6.22) part (v .. 0 , ... , v .. h) of C. . is homotopic to part l] l.J l] 
(v .. , 0 , ..• ,v .. ,h,) of c .. ,. l.J l] l] 
In particular, if moreover j=j', then part (v. 'h'···~v. 'h') of C .. is l.J l] l] 
null-homotopic, and hence h=h'. 
It follows that T 1 , ... ,Tk are pairwise vertex-disjoint. Next we 
show that for each i, j the unique simple path in T. from v .. 0 to v .. l l] l]m .. 
l] 
homotopic to c ... In fact we show that for each i,j,h the unique simple 
J. J 
path pijh in Ti from vijO to vijh is homotopic to part (vij 0 , ... ,vijh) 
of c ... This is done by induction on the number of edges in Pijh 
J. J 
is 
If 
least cne 
the 
(6. 23) 
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0, the statement is trivial. If Pijh has at 
, consider the last edge e of Pijh" As it is in one of 
1 , ••• ,C. there exist j' ,h' so that 
• l. t. 
1 
e = e .. ,. , , v ... lJ n 1.Jn 
Now is shorter than P. 'hand hence by the induction hypothesis 
• -1 lJ ' 
it is homotopic to part (v .. ,,.,, .•. ,v .. ,h' 1) of c .. ,. Therefore, lJ v l.J - l.J 
Pi'J'h is homotopic to oart (v .. , 0 , ..• ,v. ''h') of c .. ,. Then by (6.22) 
. lJ lJ . 1.J 
we know that Pijh is homotopic to part (vij 0 , ... ,vijh) of Cij" [] 
Suppose next 
6.24) 
and suppose = M for some i,j,h. Like in Section 3, consider 
eijh ' vijh , eijh+l and the faces and edges incident "at the right 
hand side" (cf. Figure 28). 
(6.25) 
eijh+l=E:s 
Figure 28 
E: 
s-1 
we may assume that £1 , ... , Es are not used by c c 11' ... , k . 
tk 
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Proof of (6.25). Suppose 
(6.26) ~ =e v -v ~ g i I j I h I T i j h - i I j I h I f C.. g I =e i I j I h 1+1 
for some i', j' ,h' and g ,g' t{ 1, ... ,s-1}. We may assume that £g" is 
not traversed by c11'"""'ckt if l~g"<min{g,g'}. 
k 
Suppose first g > g •. Then 
(6.27) 
if i ~ i', or if i=i' and part (v v ) of C is not homotopic ijO' ... ' ijh ij 
to part (vij'O' ... ,vij'h') of Cij' (by Class 2A and 3 inequalities). 
However, (6.27) implies x., ''h':::;;;: -x .. h-1 = -M-1, contradicting (6.24). 
1. J 1.J 
Moreover, we have, if i=i', 
(6.28) 
if part (v .. 0 , ... ,v .. h) of c .. is homotooic to part (v .. , 0 , ... ,v. ''h') l] l] l] - l] l] 
of C .. , (by Class 2B inequalities), This however implies that either 
l] 
v.. or v .. , is in the interior of the closed curve formed by 
1.Jffi, , 1.J ffi, , I 
l] 1.J 
(v .. 0 , ... ,v .. h) and (v .. , 0 , ... ,v .. ,h 1 ). As this closed curve is null-1.J 1.J 1.J l] 
homotopic and as v. . and v .. , are on the boundary of I 1v .. . v Ip , 1.Jm. . lJ m .. , 
1.J 1.J 
this is a contradiction. 
So we know g<g'. Then xijh-xi'j'h'~O (by Class 2A, 2B and 3 inequal-
ities). Hence also x., ''h'=M. Replacing i,j,h by i' ,j' ,h' decreases the 
l. J 
'opening' (i.e., the numbers of faces at the right hand side in Figure 
28). After a finite number of such replacements we are in a situation 
as claimed in (6.25). End of proof of (6.25). 
Knowing (6.25), we can shift C .. at v. 'has in Section 3, and 
l] l] 
similarly if xijh = -M. As in Proposition 9 one shows that the number 
of iterations is polynomially bounded, and hence we have a polynomial-
time algorithm. This proves Theorem 3. 
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7. DISJOINT TREES. 
( 7. 1) 
we finally consider the disjoint trees problem: 
given: - a graph G; 
- subsets w1, ... ,Wk of V(G); 
find: - pairwise vertex-disjoint subtrees T1 , ••. ,Tk in G so that 
wi ~V(Ti) for i=l, .•• ,k. 
This problem is NP-complete. Robertson and Seymour showed that for fixed 
!w1u ... uwkj there exists a polynomial-time algorithm for (7.1). We show 
that if G is planar, it suffices to fix the number of faces necessary to 
cover w1u ..• uWk. This is derived from Theorem 3 1 essentially by enumerating 
'homotopy classes' of trees. 
To facilitate the enumeration, we describe a duality phenomenon. Let 
G be a connected planar graph, embedded on the 2-dimensional sphere s2 • 
Let ¥ denote the collection of faces of G, and let W kV (G) and Ji. t;.~. 
We call two spanning trees B1 and B2 of G (W,Jt)-equivalent if for each 
pair u,we W, the simple u-w-path in B1 is homotopic to the simple u-w-path 
in B2 , in the space s 2 'U~. This equivalence relation is preserved when 
passing from G to its surface dual graph G~, in the following sense: 
Proposition 16. Spanning trees B1 and B2 in G are (W 1 ~)-equivalent ~ 
- - * j( spanning trees B{ and Brin G are (~ ,w'1') -equivalent;. 
[Here superscript* transforms a (set of) object(s) to its dual. We consider 
a spanning tree as a set of edges, and B := E(G)' BJ 
Proof. By duality it suffices to show~. Without loss of generality 
W -:f !il and 11. r !il. Assume B~ and B; are ( ~' w*) -equivalent spanning trees 
in G-.. To show that B1 and B2 are (W,'1l-equivalent 1 choose u,wEW, and 
consider the simple u-w-paths P1 and P2 in B1 and B2 , respectively. We 
must show that P 1 and P 2 are homotopic in s2 ' Uf(,, 
We fix a drawing of G* on s2 . Let T1 and T2 be the images on s2 of 
the spanning trees i3f and i3;' in G*, respectively. 
Consider the universal covering surface U of s2' Uf(., with projection 
function 1i:U-)S2 'Ufi. Let u' be some lifting of u to u. There exist 
liftings Pi and P2 of P1 and P2 , respectively, each starting in u'. Let 
P l and P 2 end in w' and w" , respectively, which are liftings of w. Suppose 
P1 and P2 are not homotopic in s2 \ U~. Then w' =f wu. 
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Since cs 2 '\ U~) 'T 1 is simply connected, w' and w" belong to different 
components of U' (tr -l [T 11) . Hence there exists a simple curve Kl in ll'-l [T 1), 
with ends on the boundary of U, separating w' and w". Since Kl does not 
cross P l (as n[Kl] is part of B~ while rr[P iJ is part of B1), we know that 
Kl separates u' and w". So Kl crosses P 2 an odd number of times. 
The imagell'Jf<.iJ of Kl is a simple curve in T 1 connecting bd(I 1 ) and bd(I 2 ) 
for two different faces r 1 and r 2 in ~- Hence if K1 is the simple I~-I;-
path in T1 then 
( 7. 2) 
Now K1 is homotopic to a simple curve K2 in T2 , in the space s2 ,w 
(as 'B{ and 'Bi are ( t(lf,w*)-equivalent) . So K1 can be transformed to K2 by 
a shift in s2 ,w. We can lift this ·transformation to U, giving a transformation 
of Kl to some curve K2 by a shift in u,n- 1[w]. This curve K2 satisfies: 
(7.3) 
Since we did not shift over n- 1[w], we in particular did not shift over u' 
or w". Hence also K2 crosses P2 an odd number of times. This contradicts 
the fact that ir[K2] is in 132'* while P 2 is in B 2 • 0 
We next study enumerating equivalence classes of spanning trees. In 
fact, we enumerate representa·tives for these classes, i.e., we enumerate 
trees B1 , ... ,BN so that each equivalence class intersects {B1 , •.. ,BN~· 
Proposition 17. For each fixed p, we can enumerate in polynomial time 
representatives for the (W,~)-equivalence classes of spanning trees~ for 
any connected planar graph G and any choice of faces I 1, ... ,Ip, where 
~ := {I 1 , •.. ,IP~ and w := V(G) n bd(I 1u •.• vIP). 
Proof. By Proposition 16 it suffices to enumerate representatives for the 
(~~,W~)-equivalence classes of dual spanning trees. Fix a graph G~dual 
to G. 
I. We first show that for each j=2, •.. ,p, we can enumerate in poly-
nomial time Ii-I;-paths P1 , ... ,PM in G*, so that each simple I~-I;-path 
in G* is homotopic to at least one path among P 1 , •.. , PM (in the space 
s2, W). Without loss of generality, j=2. 
Consider the set E1 of edges of G on bd(I 1v ... vIP). Let E2 be an 
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inclusion-wise minimal set of edges so that E1uE2 forms a connected graph 
on the set v0 of vertices covered by E1uE2 • Note that the edges in E2 form 
a forest. 
Let v1 be the set of vertices that are not in bd(I u ..• uI ) and that 1 p 
are incidentwithatleastthreeedges in E2 . Then the graph (V0 ,E1vE2 ) is 
topologically homeomorphic to a graph H with vertex set WuV 1 and edge set 
E1 v{ q 1, ... ,qr) for some edges q 1 , ... ,qr (which come from paths in E2 ) • So 
each vertex in v1 has degree at least three in H. This implies r~2p-3. 
(To see this, contract the edges in E1 , making H to a tree with r edges. 
Let the contracted bd(I 1u ... uIP) give p' vertices. So p'~P· Then r=p'+\v1l-1. 
On the other hand. all vertices in V 1 have degree at least 3. So 2r ~ 3 \v 1 i +p' 
= 3r-2p'+3, implying r~2p'-3~2p-3.) 
Since His connected, each face of His simply connected. Note that q 1 , 
... ,q all are incident (at both sides) with only one face of H, call it F0 . r 
We enumerate representatives for the homotopy classes containing 
simple I~-I~-curves, so that each face among r 1 , ... ,IP is traversed at 
most once, and so that face F0 is traversed at most m := jE(G)j times 
(homotopy in the space s2'-.W). This clearly includes all homotopy classes 
containing a simple ~-I~-path in G*. 
To enumerate the curves, we first decide how often it crosses each 
of the edges of H. To this end, we decide for j=3, ..• ,p, whether I. is 
J 
traversed or not. If we decide I. is traversed, then we choose two edges 
J 
on bd(Ij) to be crossed by the curve. Moreover, we choose one edge on bd(I 1 ) 
and one edge on bd(I2) to be crossed. These choices can be made in O(m2P) 
ways. For each edge we decided is crossed, we consider a 'little' 
line segment crossing this edge. 
This fixes the crossings of the curves with the edges in E1 . To fix 
crossings with ql' ···,qr' we choose, for each j=l, ... ,r, a number ci(j , 
indicating how often edge qj is crossed. We take O~o<.~m. So this choice 
O(mr) J can be made in ways. For each j we consider O(j 'little' line segments 
crossing q .. 
J 
We take all 'little' line segments pairwise disjoint. Let;(, denote 
the set of all these line segments, and let R denote the set of end points 
of these line segments (so jRf =21.ll>. Let R~ and R': be the sets of end 
J J 
points of line segments crossing qj, at the two sides of qj (cf. Figure 29). 
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R' j 
• I I I I I I I • 
R" j 
Figure 29 
For j=l,2 we consider a curve in I. connecting I~ with the unique 
J J 
point in R "Ij. For j=3, ... ,p, if jRI\ Ijl =2 1 we consider a curve in Ij 
connecting the two points in R" Ij. In face F 0 we connect the points in 
R~F0 pairwise, by pairwise disjoint curves (not crossing any line segment 
in.:ll, in such a way that no two ~oints both in the same R'. or both in the 
J 
same R'~ are connected. Such a 'matching' can be chosen in 0 (m4r+4p) ways. 
J 
This bound can be seen as follows. Let 'C be the partition of Rn F 0 
with classes Ri,R1, ... ,R~,R~, together with singletons for the remaining 
points in R" F 0. Note that I e I !G- 2r+2p. For any two distinct classes ~ ,6 
in t we choose a number ~!O indicating how many points in~ are to be matched 
to points in~- We take ~~S~ m, and hence the choice can be made in O(m4r+4p) 
ways. In fact, we consider only those choices for which 
( 7. 3) 
holds for each J'ct:. Then for each ~,~ we know which points in ~are matched 
to which points in~- (This follows from the facts that F0 is simply 
connected and that two distinct curves must be disjoint.) We only 
consider those choices ~~ for which this matching yields pairwise 
non-crossing curves. 
Finally, in each face F of H with Ftf{I 11 ... ,Ip 1 F 01, we consider 
pairwise disjoint curves, pairwise connecting the points in RnF. Since 
IR,F0 \~ 4p, there is a constant number of such choices (asp is fixed). 
Now all line segments and curves chosen yield a curve C from I~ 
to I~, together with some (or none) closed curves. It is not difficult to 
replace C by a path Pin G~ homotopic to C (path P need not be simple). 
All paths P thus generated, give our enumeration. 
Clearly, each simple r*-I*-path in G* is homotopic to at least one 1 2 
of these paths. 
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f *' · all <"'*,w*) -II. We now enumerate spanning trees o G , covering 'l 
equivalence classes. By the first part of this proof, we can enumerate, 
for each j=2, ... ,p, Ir-1;-paths Pj 1 , ... ,PjM. in G°* so that each simple 
J 
I~-I;-path is homotopic to at least one of them (in s 2 ' W). 
For each choice i 2 , •.. 1 ip with l'i2 <M2 , ••• ,l~i ~M we can find 
* p p '* in polynomial time (by Theorem 3) a tree Tin G connecting I~, ... ,Ip so 
that the simple I~-I~-path in T is homotopic to P .. , for j=2, ..• ,p, 
1 J Jl. 
provided such a tree exists .. If we find T we exterld it (arbitrarily) 
to a spanning tree B in G~. 
Enumerating all such spanning trees B covers all <1#,W*)-equivalence 
D classes. 
We finally derive: 
THEOREM 4. For each fixed p there exists a polynomial-time algorithm for 
the disjoint trees problem (7.1) when G is planar and w1u ... uWk can be 
covered by the boundaries of p faces of G. 
PROOF. Let G be a planar graph, and let w1 , •.. ,Wk be subsets of V(G) so that 
w1v ... vWkfbd(I 1v ... vIP) for faces 11 , ... ,Ip of G. We may assume that the 
unbounded face is included in {r 1 , ... ,Ip1' that G is connected, and that 
w1, ... ,wk are nonempty and pairwise disjoint. Choose w1 e w1 , .•. ,wk E wk 
arbitrarily. 
We enumerate spanning trees B1 , .•• ,BN of G covering all (W,~)-equivalence 
classes, where W:= Vnbd(I 1u ... vIP) and f(:= {1 1 , ... ,rp\. By Proposition 17, 
this can be done in polynomial time. 
For each tree B. we do the following. For each i=l, ... ,k and each 
J 
weWi'{wi\, let Ciw be the simple wi-w-path in Bj. With the algorithm of 
Theorem 3 we solve the problem: 
(7 .4) find: 
- pairwise vertex-disjoint subtrees T1 , ... ,Tk of G so that 
for each i=l, ... ,k and each wEW.,fw.J, T. contains a 
~ l l 
w. -w-:path homotopic to C. (in :JR \. (I 1v .•• vI ) ) . l lW p 
If for some B., (7.4) has a solution it clearly is a solution to 
J 
(7.1). We show that conversely, if (7.1) has a solution, then (7.4) has 
a solution for at least one Bj. Let T1, ... ,Tk be a solution to (7.1). 
Extend T1u ... vTk to a spanning tree B of G. Then Bis (W,~)-equivalent to 
spanning tree Bj for at least one j. Then for this j, problem (7.4) has 
a solution (viz. T1, ... ,Tk). IJ 
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