We study the Crank-Nicolson scheme for stochastic differential equations (SDEs) driven by multidimensional fractional Brownian motion (B 1 , . . . , B m ) with Hurst parameter H ∈ ( 1 2 , 1). It is well-known that for ordinary differential equations with proper conditions on the regularity of the coefficients, the Crank-Nicolson scheme achieves a convergence rate of n −2 , regardless of the dimension. In this paper we show that, due to the interactions between the driving processes B 1 , . . . , B m , the corresponding Crank-Nicolson scheme for m-dimensional SDEs has a slower rate than for the one-dimensional SDEs. Precisely, we shall prove that when m = 1 and when the drift term is zero, the Crank-Nicolson scheme achieves the exact convergence rate n −2H , while in the case m = 1 and the drift term is non-zero, the exact rate turns out to be n
Introduction
This paper is concerned with the following stochastic differential equation (SDE) driven by fractional Brownian motion on R d γ -variation on [0, T ] for any γ < H; see e.g. [13, 22] .
As in the Brownian motion case, the explicit solution of SDEs driven by fractional Brownian motions are rarely known. Thus one has to rely on numerical methods for simulations of these equations. The simplest time-discrete numerical approximation scheme is the Euler scheme
where k = 0, 1, . . . , n − 1 and t k = kT /n. This scheme has first been considered in [16, 17] for SDEs in the one-dimensional case, and generalized in [10, 14] to the multidimensional case. The solution of (1.2) has the exact strong convergence rate of n 1−2H when H > convergence rate of the Crank-Nicolson scheme is always n −2 . Surprisingly, as we will show in this paper, the Crank-Nicolson scheme (1.4) for equation (1.1) has very different features comparing to the ODE cases. It turns out that, while the Crank-Nicolson scheme in the multidimensional case still converges to the solution X of equation (1.1) , the convergence rate is largely "throttled" due to the interactions between the driving processes B 0 , B 1 , . . . , B m . More precisely, we will prove the following result. Let X n t denote the continuous time interpolation of the Crank-Nicolson scheme defined by
) (B t − B t k ), (1.5) for t ∈ [t k , t k+1 ), k = 0, . . . , n − 1.
Theorem 1.1 Let X be the solution of equation (1.1) and let X n be the continuous time interpolation of the Crank-Nicolson scheme X n t 0 , X n t 1 , · · · , X n tn defined by (1.5) . Assume that V ∈ C 3 b . Then for any p ≥ 1 there exists a constant K = K p independent of n such that the following strong convergence result holds true for all n ∈ N:
6)
where ϑ n is defined as
when m > 1, n Note from Theorem 1.1 that if m = 1 and V 0 ≡ 0, the convergence rate of the Crank-Nicolson scheme (1.4) is n −2H . This result coincides with the case of deterministic ODEs if we formally set H = 1, and also the case of SDEs driven by a one-dimensional Brownian motion, that is, H = 1 2 (see, e.g. [15, 17] ). If m = 1 and V 0 ≡ 0, then the rate turns out to be n −H− 1 2 . In the general case when m > 1, the converges rate becomes n 1 2 −2H , which coincides with the modified Euler scheme defined in (1.3) when . Note also that this gives a positive answer to the conjecture raised in [18] under this general assumption. The slowing down of convergence rate from one-dimensional case to multidimensional cases is due to the nonvanishing Lévy area term, while in the one-dimensional case, these Lévy area type processes disappear and the convergence rate of X − X n is then dictated by the higher order terms.
The second part of the paper is motivated by the following question: Note that the different features observed between the one-dimensional and the multidimensional cases are true only if the rates are exact. To this aim, we consider the piecewise constant interpolations. Namely, we consider the processesX n andX, wherẽ
for t ∈ [t k , t k+1 ), k = 0, 1, . . . , n, and as a consequence we haveX T := X T andX n T := X n T . Recall that here X is the solution of equation (1.1) and X n is the solution of (1.4).
The following theorem provides a complete picture of the asymptotic behaviors of the CrankNicolson scheme. Theorem 1.2 LetX andX n be the processes defined in (1.7) . Suppose that V ∈ C 3 b . Denote φ jj ′ = ∂V j V j ′ − ∂V j ′ V j for j, j ′ = 0, 1, . . . , m. where W is a one-dimensional standard Brownian motion independent of B and ρ is the constant defined in (3.26) in Section 3.
(ii) Assume that m = 1 and V 0 ≡ 0. Then, we have the following convergence in L p (Ω) for all p ≥ 1 and t ∈ [0, T ]:
where the process U satisfies the following linear SDE on [0, T ]
(1.12) Theorem 1.2 shows that in the cases m > 1 or V 0 ≡ 0, one obtains the central limit theorem for the renormalized error process ϑ n (X − X n ), while in the case m = 0 and V 0 ≡ 0, one gets the convergence in L p . It is interesting to point out that the cutoff of the convergence rates observed in [10, 18] is not present in either of these cases here.
Our approach to prove Theorem 1.1 and Theorem 1.2 is based on the explicit expression of X − X n we have mentioned previously, similar to that established in [10] . A significant difficulty is the integrability of the Malliavin derivatives of the approximation X n . This is due to the fact that the Crank-Nicolson scheme (1.4) is determined by an implicit equation. This difficulty will be handled thanks to some fractional calculus techniques, see e.g. [3, 11, 26] . A special attention has to be paid also to the Lévy area type processes mentioned above. Our approach to handle these processes relies on a combination of fractional calculus and Malliavin calculus tools.
The paper is structured as follows. In Section 2, we recall some basic results on the fBms as well as some upper bound estimate results and limit theorem results on fractional integrals. In Section 3, we consider the moment estimates and the weak convergence of some Lévy area type processes. In Section 4, we prove Theorem 1.1, and then in Section 5, we prove Theorem 1.2. Some auxiliary results are stated and proved in the appendix.
Preliminaries

Fractional Brownian motions
We briefly review some basic facts about the stochastic calculus with respect to a fBm. The reader is referred to [19, 20] for further details. Let B = {B t , t ∈ [0, T ]} be a one-dimensional fBm with Hurst parameter H ∈ ( 1 2 , 1), defined on some complete probability space (Ω, F , P ). Namely, B is a mean zero Gaussian process with covariance
Let H be the Hilbert space defined as the closure of the set of step functions on [0, T ] with respect to the scalar product
It is easy to verify that
for every pair of step functions φ, ψ ∈ H. The mapping 1 [0,t] → B t can be extended to a linear isometry between H and the Gaussian space spanned by B. We denote this isometry by h → B(h). In this way, {B(h), h ∈ H} is an isonormal Gaussian process indexed by the Hilbert space H.
Let S be the set of smooth and cylindrical random variable of the form
where N ≥ 1, t 1 , . . . , t N ∈ [0, T ] and f ∈ C ∞ b (R N ), namely, f and all its partial derivatives are bounded. The derivative operator D on F is defined as the H-valued random variable
For p ≥ 1 we define the Sobolev space D
1,p
B (or simply D 1,p ) as the closure of S with respect to the norm
The above definition of the Sobolev space D 1,p can be extended to H-valued random variables (see Section 1.2 in [20] ). We denote by D
B (H) (or simply D 1,p (H)) the corresponding Sobolev space. We denote by δ the adjoint of the derivative operator D. We say u ∈ Dom δ if there is a δ(u) ∈ L 2 (Ω) such that for any F ∈ D 1,2 the following duality relationship holds
The random variable δ(u) is also called the Skorohod integral of u with respect to the fBm B, and we use the notation δ(u) = T 0 u t δB t . The following result is an example of application of the duality relationship that will be used later in the paper. 
Weighted random sums
In this subsection, we recall some estimates and limit results for Riemann-Stieltjes integrals of stochastic processes. Our main references are [3, 10, 11, 26] . Let us start with the definition of Hölder continuous functions in L p := L p (Ω). In the following · p denotes the L p -norm in the space L p , where p ≥ 1. 
We denote by f β,p the Hölder semi-norm
Our first result provides an upper-bound estimate for the L p -norm of a Riemann-Stieltjes integral. 
where K is a constant depending only on the parameters p, p ′ , q ′ , β, β ′ .
Proof:
The proof is based on the fractional integration by parts formula (see [26] ), following the arguments used in the proof of Lemma 11.1 in [10] . ✷ Given a double sequence of random variables ζ = {ζ k,n , n ∈ N, k = 0, 1, . . . , n}, for each t ∈ [0, T ] we set
where nt T denotes the integer part of nt T . We recall the following result from [11] , which provides an upper-bound estimate for weighted random sums (or the so-called discrete integrals) of the process g n . Lemma 2.4 Let p, p ′ , q ′ , β, β ′ be as in Lemma 2.3 . Let f be a Hölder continuous function of order β in L pp ′ . Let g n be as in (2.5) such that for any j, k = 0, 1, . . . , n we have
Then the following estimate holds true for i, j = 0, 1, . . . , n, i > j:
Let us now recall some limit theorems for weighted random sums. The first result says that if the "weight-free" random sum (2.5) converges weakly and if the weight process satisfies certain regularity assumption, then the weighted random sum also converges weakly. The reader is referred to [3] for further details. Proposition 2.5 Let g n be defined in (2.5) . Assume that g n satisfies the inequality Recall that a sequence of random vectors F n converges stably to a random vector F , where F is defined on an extension (Ω ′ , F ′ , P ′ ) of the original probability (Ω, F , P), if (F n , Z) → (F, Z) weakly for any F -measurable random variable Z. The reader is referred to [1, 12, 24] for further details on stable convergence.
The following result can be viewed as the L p -convergence version of Proposition 2.5; see [10] . Proposition 2.6 Take β, λ ∈ (0, 1) : (2.5) . Suppose that the following two conditions hold true:
(ii) For j, k = 0, 1, . . . , n we have the relation:
where the limit is understand as the limit in L p .
Lévy area type processes
Let B = {B t , t ≥ 0} be a one-dimensional fBm with Hurst parameter H ∈ ( 1 2 , 1), and let B = { B t , t ≥ 0} be a Hölder continuous process of order β > 1 2 . Let Π = {0 = t 0 < t 1 < · · · < t n = T } be the uniform partition on [0, T ] and take t n+1 = n+1 n T . We consider the following Lévy area type process on [0, T ]
In this section, we study the convergence rate and the asymptotic distribution of the sequence {Z n , n ∈ N}. We will mainly focus on two cases: (i) B is an independent copy of B; and (ii) B is the identity function, that is, B t = t for t ≥ 0.
Case (i)
For simplicity, we denote by µ the measure on the plane R 2 given by
For each p ∈ Z we set
The following result provides some properties of the process Z n .
Proposition 3.1 Let Z n be the process defined in (3.1) and let B be an independent copy of B.
Then, there exists a constant K depending on H and T such that for t, s ∈ Π we have
Furthermore, the finite dimensional distributions of n
a standard Brownian motion independent of (B, B), and
Remark 3. Proof of Proposition 3.1: The proof is divided into four steps.
Step 1. In this step, we show the convergence of n 4H−1 E(Z n (t) 2 ) and derive its limit as n → ∞. We first calculate the second moment of Z n (t). Note that when B is an independent copy of B we have
where δ denotes the Skorohod integral and
By the integration by parts formula (2.3) and taking into account the expression of Z n (t) in (3.4) we obtain
where D and D are the derivative operators associated with B and B, respectively. It is clear that
Therefore, we obtain the expression
By changing the variables from (u,
, and set
Then we can write
It is easy to see that e 00 = e 11 = Q(k − k ′ ) and e 01 = e 10 = R(k − k ′ ). Therefore,
Taking p = k − k ′ on the right-hand side of (3.7), we obtain
We decompose q 1 as follows,
By mean value theorem, it is easy to show that
is convergent, and that
Here a ∨ b denotes the maximum of a and b. Therefore,
In summary, from (3.9) and (3.10), we obtain
In a similar way, we can prove the following convergence for q 2
Substituting (3.11) and (3.12) into (3.8) yields 13) where recall that κ is a constant defined in (3.3).
Step 2. In this step, we show the inequality (3.2). This inequality is obvious when s = t. In the following, we consider the case when t > s. Take t ∈ Π. By the definition of q 1 we have
In the same way, we can show that
Applying these two inequalities to (3.8) we obtain
for t ∈ Π, where K is a constant depending on H, T . Take s, t ∈ Π : s < t. The inequality (3.2) then follows by replacing t in (3.14) by t − s − T n and noticing that Z n (t) − Z n (s) and Z n (t − s − T n ) are equal in distribution and thus have the same second moments.
Step 3. Take s, t ∈ [0, T ] : s < t. In this step, we derive the limit of the quantity
In both cases we have
Indeed, the identity is clear in the first case. In the second case, it can be shown with the help of (3.14) that
The identity (3.16) then follows. Substituting (3.16) into (3.15) and with the help of (3.13) we obtain
By expanding the left-hand side of (3.17) and using (3.13), we obtain
Step 4. In this step, we prove the weak convergence for the finite dimensional distributions of (n
we need to show that the random vector
as n tends to infinity, where recall that W = {W t , t ∈ [0, T ]} is a standard Brownian motion independent of (B, B). According to [23] (see also √ 2κW (r i ) and (B r j , B r j ) since W and B are independent. By the fourth moment theorem (see [21] and also Theorem 5.2.7 in [19] ) and taking into account (3.18) , to show the weak convergence of the components of Θ n L it remains to show that the limits of their fourth moments exist, and
Applying the integration by parts formula (2.3) to E[Z n (t) 4 ] and taking into account the expression of Z n (t) in (3.4), we obtain (3.20) where D and D are the differential operators associated with B and B, respectively. We expand the second derivative
Substituting the above identity into (3.20), we obtain
where
and
Substituting (3.6) into d 1 , we obtain
The term d 2 is more sophisticated. We shall prove in Section 6.1 the following fact:
The identity (3.23) and the convergence (3.24) together imply the identity (3.19) . This completes the proof. ✷
Case (ii)
In this subsection, we consider the process Z n in (3.1) under the assumption that B t = t, t ∈ [0, T ]. We denote z n := Z n in this subsection to distinguish it from the Z n in the previous subsection. For each p ∈ Z, we denote
where recall that µ(dsdt) = H(2H − 1)|s − t| 2H−2 dsdt is a measure on R 2 .
Proposition 3.3 Let z n be the process defined in (3.1) with B t = t, t ∈ [0, T ]. Then, there exists a constant K depending on H and T such that for t, s ∈ Π = { T n i : i = 0, . . . , n} we have
Moreover, the finite dimensional distributions of the process (n H+ 1 2 z n , B) converge weakly to those of ( √ 2̺T
} is a standard Brownian motion independent of B, and 
Proof of Proposition 3.3:
The proof is done in three steps.
Step 1. In this step, we calculate the second moment of z n (t). Write z n (t) as
where β k n (s) and γ t k ,s (u) are defined in (3.5). Then, applying the covariance formula (2.1), we end up with
Now by a change of variables from (u, u ′ , s, s ′ ) to
, as defined as in the previous subsection. It is easy to see thatẽ
By a change of variables from (s, s ′ ) to (k + 1 − s, k + 1 − s ′ ), we obtaiñ
where the second equation follows by exchanging the orders of the two integrals. By changing the variables from (s,
and so
In summary from (3.27), (3.28) and (3.29), we obtain
Step 2. In this step, we show the inequality (3.25). Since | Q(p) − R(p)| ∼ p 2H−3 for sufficiently large p, it is easy to see that the series p∈Z | Q(p) − R(p)| is convergent. So we have the estimates
Applying (3.31) and (3.32) to (3.30) yields
Take s, t ∈ Π. By replacing t in (3.33) by t − s − T n and noticing that z n (t) − z n (s) and z n (t − s − T n ) have the same distribution, we obtain
This completes the proof of (3.25).
Step 3. In this step, we show the convergence of the process (n
. Note that the finite dimensional distributions of (n H+ 1 2 z n , B) are Gaussian, so to show their convergences it suffices to show the convergences of their covariances. We first consider the convergence of n 2H+1 E(|z n (t)| 2 ). To this aim, we writẽ
First, it is easy to verify the following convergence:
On the other hand, since | 
The quantityq 2 can be considered in a similar way. We can show that 
On the other hand, by some elementary computation (see Section 6.2), one can show that
Therefore, combining (3.41) and (3.42), we conclude that the covariances of the finite dimensional distributions of (n 
The strong convergence
We recall that X is the solution of equation (1.1) and X n is the continuous time interpolation of the Crank-Nicolson scheme defined in (1.5). In this section we prove Theorem 1.1 and some auxiliary results.
Proof of Theorem 1.1:
The proof is divided into six steps.
Step 1: Decomposition of the error process. In this step, we derive a decomposition for the error process
For convenience we set η(t) = t k for t ∈ [t k , t k+1 ) and ǫ(t) = t k+1 for t ∈ (t k , t k+1 ]. Putting together equations (1.1) and (1.5), it is easily seen that
where we have set for t ∈ [0, T ]:
and we denote by ∂ i the partial differential operator with respect to the ith variable, that is,
In addition, the chain rule for the Young integral enable us to write
Substituting the above expression into J 1 (t), we obtain the following decomposition for J 1 (t)
where we define 4) and in the second equation of (4.4) we have used relation (1.5).
We can proceed similarly as in (4.2) to derive the corresponding decomposition for J 2 (t)
To further decompose the process J 1 and J 2 , we introduce the processes I 1 and I 2 defined on Π. Namely, for t ∈ Π \ {0} we define
and for t = 0 we set I 1 (0) = I 2 (0) = 0, where we used the notation ∂ = (∂ 1 , . . . , ∂ d ) and
Subtracting (4.7) from (4.6) we obtain the following "Lévy area term"
where we have denoted
Note that a simple application of Fubini's theorem to ζ ij s,t yields the identity ζ ij s,t = −ζ ji s,t . So expression (4.8) can be reduced to
where φ jj ′ is defined as φ jj ′ = ∂V j V j ′ − ∂V j ′ V j . In particular, when the driving process B has dimension one we are left with E 1 ≡ 0. With these calculations in hand, we can now decompose J 1 (t) + J 2 (t) for t ∈ Π as follows:
Step 2: Upper-bound for the Crank-Nicolson scheme. It follows from Lemma 8.4 in [11] that there exists a constant K such that
Furthermore, there exist constants K 0 and K ′ 0 independent of n such that for 0 ≤ s < t ≤ T and
(4.12)
Step 3: Estimates of E e , 1 ≤ e ≤ 5. Take s, t ∈ Π such that s ≤ t. In this step, we derive a L p -estimate of E e (t) − E e (s) for e = 1, . . . , 5. We first show that for e = 2, 3, 4, 5 we have
where recall that · p denotes the L p -norm. Let us start by bounding the term E 2 (t) − E 2 (s), s, t ∈ Π. Subtracting (4.6) from (4.4) we obtain
where the second equation follows by applying the chain rule to
) and taking into account equation (1.5) for X n . Take h n t k
) and f v = ∂V i j ′ (X n v ). The above expression becomes
It is easy to verify that the triple integral on the right-hand side of (4.15) is equal to
Substituting the above expression into (4.15), we obtain an expression of E 2 (t) of the form of (6.23).
One can show, with the help of the estimate of X n in (4.11), that f and h n satisfy the conditions in Lemma 6.2. So applying Lemma 6.2 to E 2 (t) we obtain the estimate (4.13) for e = 2. Estimate (4.13) still holds true for the cases when e = 3, 4, 5. The proof is based on Lemma 6.2 and is similar to the case e = 2. We omit the details. This completes the proof of (4.13). Now we consider the process E 1 (t), t ∈ Π. To this aim, we consider the decomposition
Expression (4.16) and Lemma 2.4 together suggest to consider the following "weight-free" random sum corresponding to E 11
It follows from relation (3.2) in Proposition 3.1 that g n satisfies the assumptions in Lemma 2.4. Indeed, by Proposition 3.1 the following estimate holds true for all s, t ∈ Π
Furthermore, since g n (t) − g n (s) is a random variable in the second chaos of B, by an hypercontractivity argument we can show that estimate (4.17) holds in the L p -norm for all p ≥ 1. Take
Then applying Lemma 2.4 to E 11 we obtain the estimate
(4.18)
We proceed similarly to show the estimate for E 12 . We first define the "weight-free" random sum corresponding to E 12 (t)g
Then as in (4.17), estimate (3.25) in Proposition 3.3 together with some hyper-contractivity arguments yields thatg n satisfies the conditions in Lemma 2.4 for β ′ = 1 2 and p = q ′ = 2. Taking 1 2 < β < H, q ′ = 2 and f = φ jj ′ (X n · ) as before and applying Lemma 2.4 to E 12 , we obtain the estimate
In summary of relations (4.13), (4.18) and (4.19), and taking into account the fact that E 11 = 0 when m = 1 and E 11 = E 12 = 0 when m = 1 and V 0 ≡ 0, we obtain
(4.20)
Step 4: Upper-bounds for the Jacobian. In this step, we consider some linear equations associated with X n and X. Let Λ n = Λ n,i i ′ 1≤i,i ′ ≤d be the solution of the linear equation
Here δ i i ′ is the Kronecker function, that is, δ i i ′ = 1 when i = i ′ and δ i i ′ = 0 otherwise. The d × d matrix Λ n (t) is invertible. We denote its inverse by Γ n (t). It is easy to verify that Γ n satisfies the equation
By the product rule of Young integrals, and taking into account (4.1), it is easy to verify that
Applying Lemma 3.2 (ii) in [10] and taking into account (4.12), we obtain the estimate
It follows from Fernique's lemma that for p ≥ 1 we have
be the solution of the following equation,
, and denote by Γ(t) the inverse of Λ(t). As before, we can show that Γ satisfies the equation
. It follows from Lemma 3.1 in [10] that the estimate (4.23) still holds true if we replace Λ n and Γ n in (4.23) by Λ and Γ.
Step 5: Estimates of Γ n Y . In this step, we consider the process Γ n Y . Multiplying both sides of (4.22) by Γ n t , we obtain the expression
By writing Γ n u = Γ n η(u) + (Γ n u − Γ n η(u) ) we obtain the following decomposition for s, t ∈ Π, s ≤ t
Revoking the decomposition (4.10) we get
For simplicity, we will denote the right-hand side of (4.26) as
Note, however, that equation (4.27) is only valid for s, t ∈ Π since E e , e = 1, . . . , 5 are only defined on Π. Now substituting (4.26) into (4.25) and taking into account (4.27) we get
As in (4.18), we handle the term t s Γ n η(u) dE e (u) on the right-hand side of (4.33) by Lemma 2.4. Takeĝ n (t) = ϑ n E e (t), t ∈ Π and f = Γ n , and let β, β ′ , p, p ′ , q ′ be as before. Then estimate (4.20) shows thatĝ n satisfies the conditions in Lemma 2.4. Applying Lemma 2.4 to t s Γ n η(u) dE e (u) and invoking expression (4.27) we obtain
(4.28)
We turn to the second term in (4.25) . By the definition of Γ n and J 1 we have
One can show that
has the form of (6.23). Applying Lemma 6.2 we obtain
(4.29)
for i = 1. This estimate still holds true in the case i = 2, and the proof is similar. Substituting (4.28) and (4.29) into (4.25) we obtain the estimate
It is easy to see that
Combining this estimate with (4.30) we obtain the inequality
Step 6: Conclusion. The inequality (1.6) follows by applying the Hölder inequality to (4.22) and using the estimate (4.31) and the estimate (4.23) for Λ n . ✷
In the last part of this section we will show some technical estimates that will be used in the proof of the convergence in law of the error. 
Lemma 4.1 Under the assumptions and notation of Theorem 1.1, the error process
The inequality (4.32) then follows by applying the Hölder inequality to (4.33) and by taking into account the estimates (4.23) and (4.30). This completes the proof. ✷
The following lemma is a convergence result for the processes Λ n and Γ n .
Lemma 4.2 Take β : 1 2 < β < H. Let Λ n and Λ be the solutions of equations (4.21) and (4.24) , respectively, and let Γ n and Γ be their inverses. Then we have
Proof: See Section 6.4. ✷
We end this section with the following auxiliary results. The reason we put these results here is because they are concerned with Γ. As in (4.27), for the sake of conciseness we will denote 
In the case when m = 1, we have the estimate
Take β : 
where K β is a constant depending on β.
Proof: By subtracting t s Γ n η(u) dE 11 (u) from both sides of (4.25) we obtain
Similar to the proof of the estimate (4.28), we can show that the first and second terms on the right-hand side of (4.38) are bounded by Kn +H and Kn −2H , respectively. On the other hand, we have shown in (4.29) that the third term is bounded by Kn −2H . In summary, we obtain the estimate (4.35). The estimate (4.36) can be shown in a similar way. The proof of estimate (4.37) is included in Section 6.5. ✷
Asymptotic error distribution
In this section, we prove Theorem 1.2.
Proof of Theorem 1.2:
The proof will be done in four steps.
Step 1. We first assume that m > 1 or V 0 ≡ 0. By Theorem 13.5 in [2] and taking into account inequality (4.32), to prove the weak convergence of (ϑ n (X −X n ), B) it suffices to show the convergence of its finite dimensional distributions (f.d.d.). By (4.22) we havẽ
Step 2. Assume that m > 1. Set
for t ∈ [t k , t k+1 ). It follows from the estimate (4.35) in Lemma 4.3 that the difference ϑ n S n (t) − (X t −X n t ) p is uniformly bounded by ϑ n n
−H and thus converges to zero as n → ∞. This implies that the limit of the finite dimensional distributions of (ϑ n (X −X n ), B) is equal to that of (ϑ n S n , B). Set
It is easy to see that the L p -norm of the second term in the right-hand side of (5.1) is bounded by Kn −2H . On the other hand, with the help of Lemma 4.2, one can show that
in Lemma 2.4, we see that the first term in the right-hand side of (5.1) is bounded by Kn 1−2β+1/2−2H . In summary of these two estimates, we obtain
for t ∈ Π, and thus for t ∈ [0, T ]. Therefore, the f.d.d. convergence of (ϑ n S n , B) is the same as that of (ϑ n S, B). Applying Proposition 2.5 to the process (ϑ n S, B) and taking into account the weak convergence result in Proposition 3.1, we obtain that the f.f.d. of (ϑ n S, B) converge to that of (U, B), where
The convergence (1.8) follows from the fact that {U t , t ∈ [0, T ]} solves the SDE (1.9).
Step 3. We assume m = 1 and V 0 ≡ 0. The estimate (4.36) implies that the f.d.d. convergence of (ϑ n (X −X n ), B) is equal to that of (ϑ n S n , B), where
As in the case m > 1, with the help of Lemma 4.2 we can show that the convergence of the f.d.d. of (ϑ n S n , B) is the same as that of (ϑ n S, B), where
Applying Proposition 2.5 to the above process and taking into account the weak convergence result in Proposition 3.3, we obtain that its f.d.d. converges to those of ( U , B), where
as n → ∞. The convergence (1.8) follows from the fact that { U t , t ∈ [0, T ]} solves equation (1.10).
Step 4. We consider the case when m = 1 and V 0 ≡ 0. The convergence (1.11) is clear for t = 0. In the following, we consider t > 0. The estimate (4.37) implies that the L p -convergence of n 2H (X t −X n t ) is the same as that of
As in the case m > 1, with the help of Lemma 4.2 we can show that the quantity (5.2) has the same L p -limit as
In the following, we show that the quantity in (5.3) converges to the solution of equation (1.12). Take t ∈ Π. By (4.14) we have
It is easy to show that
for t ∈ Π. Similarly, we take
then one can show that
in L p for e = 3, 4, 5. In summary from (5.4) and (5.5), we obtain
, then by applying Proposition 2.6 to (5.7) and taking into account Lemma 6.1 (ii) we obtain that
Thanks to (5.6), this convergence implies that
The convergence (1.11) follows from the fact that the processŪ solves equation (1.12) . ✷
Appendix
Proof of (3.24)
The proof will be done in seven steps.
Step 1. In this step, we derive a decomposition for d 2 . First, applying the integration by parts formula (2.3), we obtain
where the second equation follows from the fact that
Substituting the expression (6.1) into (3.21) we obtain
By changing the variables from (v, v ′ , r, r ′ , u, u ′ , s, s ′ ) to T n (v, v ′ , r, r ′ , u, u ′ , s, s ′ ) and exchanging of the orders of integrals associated with µ(dudu ′ ) and µ(drdr ′ ) we obtain 2) and recall that
where 1 [a,b] denotes the indicator function of the interval [a, b]. Now we denote
Take i, j = 1, 2, 3, 4, and denote by I ij the set of (
Denote by I c ij the complement of I ij . We can decompose I as follows. 
It is clear that
Thus to show (3.24) it suffices to show that
Step 2. In this step, we show the convergence of
we have
Applying this inequality to d 2 (M 7 ) we obtain
Note that
so the number of elements in M 7 is less than 6n. This implies that
It follows from this estimate that
. So in the same way, we can show that
Step 3. In this step, we consider
By the mean value theorem and with the help of (6.4), it is easy to see that
Applying this inequality to the right-hand side of (6.6) yields
By taking p = k 2 − k 4 , we obtain
It follows from the above estimate that n 8H−2 d 2 (M 5 ) converges to zero as n tends to infinity. The proof for the convergence n 8H−2 d 2 (M 6 ) → 0 is similar. Instead of (6.5), we have the estimate
Step 4. In this step, we derive a new expression for c(
. Substituting this identity into (6.2) we obtain
By exchanging the orders of the integrals associated with v ′ and s ′ in c 1 , we obtain
which, by switching the notations s ′ and v ′ , is equal to
Substituting the above expression of c 1 into (6.7) we obtain
where we denote
Step 5. We turn to d 2 (M 4 ). It is easy to show that
As an example, we show that
The other identities in (6.9) can be shown similarly. First, by exchanging the orders of integrals associated with µ(drdr ′ ) and µ(dsds ′ ) and integrals associated with µ(dvdv ′ ) and µ(dudu ′ ), we obtain
So we have
where the second identity follows by replacing (
The identities in (6.9) imply that to show the convergence
. Then we have |k 1 − k 4 | > 2 and |k 2 − k 4 | > 2. This allows us to apply the mean value theorem to φ to obtain the estimate
Applying (6.10) to (6.8) and taking into account (6.4) we obtain
This applied to (6.11) yields
and thus
By taking p = k 1 − k 4 , we obtain
Step 6. In this step, we consider d 2 (M 2 ) and d 2 (M 3 ). As in Step 4, it is easy to show that It is easy to see from the above estimate that n 8H−2 |d 2 (M 22 )| ≤ Kn 2H−2 , which converges to zero as n tends to infinity. The proof for the convergence n 8H−2 d 2 (M 3 ) → 0 follows the same lines.
Step 7. It remains to show that n 8H−2 d 2 (M 1 ) → 0 as n → ∞. To do this, we first derive a new expression for c(k 1 , k 2 , k 3 , k 4 ). Recall that
Substituting this identity into (6.8), we obtain c(k 1 , k 2 , k 3 , k 4 ) =c 0 −c 1 , (6.12)
As in
Step 3, by exchanging the order of the integrals associated with the variables r ′ and u ′ , and then switching the notations r ′ and u ′ , we obtaiñ
Substituting the above expression ofc 1 into (6.12), we obtain Applying Proposition 5.10 in [11] to the second and third terms on the right-hand side of (6.25), and applying Lemma 2.4 to the first term and taking into account the estimate in Lemma 6.1 (i), we obtain the inequality (6.24). ✷ It is clear that I(t k ) = I 1 (t k ) = I 2 (t k ) for k = 0, 1, . . . , n. As in (4.10), we take the decomposition J 1 (t) + J 2 (t) = (R 0 (t) − I(t)) + I(t) − R 0 (t) + R 1 (t) + R 1 (t) := E 2 (t) + E 3 (t) + E 4 (t) + E 5 (t)
for t ∈ [0, T ], where R 0 , R 1 , R 0 and R 1 are defined as before. 
