Abstract-The spatial-and-temporal correlation of interference has been well-studied in Poisson networks, where the interfering base stations (BSs) are independent of each other. However, there exists spatial interdependence including attraction and repulsion among the BSs in practical wireless networks, affecting the interference distribution and hence the network performance. In view of this, by modeling the network as a Poisson clustered process, we quantify the effects of spatial interdependence among BSs on the interference correlation and analytically prove that BS clustering increases the level of interference correlation. In particular, it is shown that the level is a monotone-increasing function of the mean number of BSs in each cluster and a monotone-decreasing function of cluster radius, but is independent of the locations of the clusters. Furthermore, we study the effects of spatial interdependence among BSs on network performance with Type-I HARQ retransmission scheme via considering heterogeneous cellular networks in which small-cell BSs exhibit a clustered topology in practice. We derive the numerically integrable expressions and their bounds for the joint success probabilities, defined as the success probability in multiple successive transmissions, for macro-cell users and small-cell users. It is shown that BS clustering improves the performance of macro-cell users. Further, the level is enhanced by the repulsion between the BSs from different tiers.
repulsion between the SBSs and MBSs is called inter-tier dependence. Such spatial interdependence including intraand inter-tier dependence in HCNs significantly affects the interference correlation and hence the network performance. Nevertheless, these effects have not been quantified in the literature as the analysis is challenging. For mathematical tractability, the BSs in HCNs are commonly modeled as a multi-tier independent Poisson network where the nodes are mutually independent [4] - [6] . Although this model provides tractability and useful design insight, it fails to account for the spatial interdependence in BSs. To overcome this drawback, we instead model HCNs using spatial clustered processes to characterize the effects of BS spatial interdependence on interference correlation and network performance.
A. Related Work
Extensive research has been conducted on analyzing the performance of HCNs using the tool of stochastic geometry based on the most popular model of multi-tier independent Poisson network [7] - [9] . In this model, the BSs in each tier are distributed as a Poisson point process (PPP) and tiers are independent and have different densities, transmission powers, and requirements on signal-to-interference-plus-noise ratios (SINRs). Based on this model, the authors in [4] studied the outage probability and average rate for HCNs and found that the outage probability is independent of BS density. It is worth noting that the result is derived under the fully loaded assumption, neglecting the traffic load. In HCNs, smaller cells naturally have fewer users resulting the interfering sources inherently spatially-correlated. In view of this, the method of conditionally thinning [10] , binary decision variables [11] , and intensity matching [12] are leveraged to characterize the more realistic network traffic in HCNs. It is shown that the fully loaded models underestimated the coverage of HCNs. The authors in [13] derived the user outage probability which is defined as the probability that a user is under outage considering both the SINR level and the user selection. In addition, spatial-temporal traffic is considered in [14] by summing up the traffic arrived at the individual users in the corresponding BS [14] . The above work based on the PPP models capture the irregular topologies of HCNs, but overlook a key feature of HCNs, namely the BS spatial interdependence.
In the area of stochastic geometry, there exists a rich family of spatial point processes which are suitable candidates for modeling the BS spatial interdependence in HCNs [15] . On one hand, Poisson hole process [16] , determinantal point process [17] , and Ginibre point process [18] feature repulsion between points that can be deployed to model inter-tier BS repulsion in HCNs. The limited analytical tractability of these point processes results in complex network performance analysis with little simple insight. On the other hand, intratier SBS clustering in HCNs can be modeled naturally using various tractable cluster point processes, such as the Poisson cluster processes grouping Matern cluster processes (MCP) and Thomas cluster processes [16] , [19] . In addition, a HCN model based on the second-order cluster processes (SOCP) captures both the inter-tier and intra-tier interdependence [20] . While the effects of BS clustering on interference distributions have been extensively studied for different types of networks (see e.g., [16] - [20] ), there exist few results on its effects on interference correlation (in both the space and time). It is important to note that the two types of results are different with the former concerning interference measured at a single location in plane but the latter relating interference measured at two separate locations or two separate time instants. This work makes contributions by deriving the latter results.
In wireless networks, spatial-and-temporal interference correlation arises the random spatial distribution of interfering BSs and the channel time-variations [21] . Ganti and Haenggi are among the first to quantify the interference correlation in terms of correlation coefficient [22] . It is shown that interference correlation coefficient in a Poisson network is proportional to random access probability and inversely proportional to the second moment of channel fading gain. Therefore, increasing randomness in the MAC [23] and channel gain [21] can effectively decrease the interference correlation. In addition, mobility induces extra randomness and weaken the correlation in interference [23] , [24] . Interference correlation makes the link outages correlated and thus affects the performance of wireless networks with retransmissions [25] - [27] and/or multiple receivers/transmitters [28] - [31] . In general, compared with the independent interference case, interference correlation reduces the diversity gain and thus degrades the network performance. Considering the closest BS association policy, the authors in [32] derived the exact expressions for interference correlation coefficient and joint coverage probability for any distance separation in Poisson cellular networks and showed that interference correlation decreases with the increase in the distance separation. In addition, existing work have studied the performance of HCNs with different schemes, such as inter-cell interference coordination and intra-cell diversity [33] , spatiotemporal cooperation [28] , and maximum-ratio combining for any number of transmissions [26] . The prior work on interference correlation focus on the Poisson networks which neglects the BS spatial interdependence. The BS spatial interdependence in HCNs may exacerbate the effects of interference correlation and thus affecting the network performance, which has not yet been fully investigated.
B. Contributions and Organization
First, we quantify the effects of interferer's interdependence on the interference correlation. Consider interference powers measured at two separate locations in the presence of an interferer field following one of three possible distributions, namely PPP, MCP and SOCP, where the conventional case of PPP serves as a benchmark. To facilitate the summary of results, let ζ P , ζ M , and ζ S denote the (spatial-and-temporal) interference correlation coefficients corresponding to the PPP, MCP and SOCP, respectively. The mean number of points and the cluster radius in the MCP and SOCP models are represented as {c M , R M } and {c S , R S }, respectively. Our key findings are summarized as follows.
1) We derive the interference-correlation coefficients ζ M and ζ S , and show that they are greater than ζ P , given identical densities. This analytically shows that the interferer clustering increases the level of interference correlation. Furthermore, ζ M and ζ S are equal if the two corresponding models have the same cluster radii and mean numbers of points per cluster (R M = R S and c M = c S ). This indicates that the interference correlation is independent of the locations of the clusters. 2) It is shown that the correlation coefficient
is a monotone-increasing function of c M (or c S ) and a monotone-decreasing function of R M (or R S ). In addition, ζ M and ζ S converge to ζ P as
vanish. Next, we analyze the effect of BS interdependence on the network performance. To this end, we consider two scenarios of downlink HCNs with different spatial interdependence between BSs, represented by two models where MBSs are distributed as a PPP for both models while SBSs as a MCP in one model, called the MCP model, and as a SOCP in the other, called the SOCP model. The MCP model captures only the intra-tier (SBSs) interdependence while the SOCP reflects both the intra-and inter-tier interdependence. Moreover, HARQ is used to enhance transmission reliability.
Based on the network models, we derive the numerically integrable expressions and their bounds for the joint success probabilities, defined as the success probability in multiple successive transmissions, for macro-cell users (MUs) and small-cell users (SUs). It is shown that the joint success probability for MUs in the SOCP model is larger than that in the MCP model, which is larger than that in the PPP model. This implies that the BS clustering improves the MU performance, and the repulsion between the BSs in different tiers further enhances the level. Thus, SBSs are suggested to clustering at the edge of MBSs. In addition, it is found that, interference correlation degrades the network performance and the degradation increases as the attraction between the BSs increases.
The remainder of the paper is organized as follows. The network models and metrics are described in Section II. The interference correlation and HCN performance are analyzed in Section III and IV, respectively. Numerical results are provided in Section V followed by conclusions in Section VI.
II. NETWORK MODELS AND METRICS
The network models and metrics are introduced in this section. The symbols used therein and their meanings are tabulated in Table I .
A. Network Models
Consider a downlink HCN consisting of MBSs and SBSs randomly distributed in the horizontal plane. MBSs are distributed as a homogeneous PPP m with density λ m . In order to characterize the intra-tier BS interdependence or both the intraand inter-tier BS interdependence, the SBSs, denoted as s with density λ s , are modeled as a cluster process distributed either as the MCP M with density λ M or as the SOCP S with density λ S . The corresponding network models are called the MCP and the SOCP models as illustrated in Fig. 1 . In the MCP and the SOCP model, each cluster represents a hotspot in practice.
For the MCP model, SBSs are distributed as a MCP (denoted as M with density λ M ) whose parent point process is an independent PPP (denoted as M o , with the density λ M o ) and the daughter points for each cluster, i.e., SBSs, are uniformly distributed in a disk region with the radius R M and centered at the corresponding parent point. The distance from a typical daughter point to the corresponding parent point has the following probability density function (PDF):
The number of daughter points in each cluster is a Poissondistributed random variable with mean c M . Thus, the density of SBSs in MCP model is given as
and c M represent the density of hotspots and mean number of SBSs in each hotspots, respectively. For the SOCP model, SBSs are distributed as a SOCP (denoted as S with density λ S ) consisting of a parent point process (denoted as S o , with the density λ S o ), a first-order cluster process, and a daughter point process. Different with the MCP model whose parent points are an independent PPP, the parent points in SOCP are consisted of the MBSs. For the first-order cluster, the points are isotropically scattered in a disk region with the radius R S and centered at the corresponding parent point. The distance from a typical firstorder cluster point to the corresponding parent point has the following reverse Gaussian distribution [20] :
where σ denotes the standard deviation of reverse Gaussian distribution. Furthermore, for the second-order cluster, the daughter points are uniformly distributed in a disk region with the radius R S and centered at the corresponding first-order cluster point. The distance from a typical daughter point to the corresponding center (first-order cluster point) has the following PDF:
The number of points in each first-order cluster and secondorder cluster are Poisson-distributed random variable with mean c S and c S , respectively. Thus, the density of SBSs in SOCP model is given as λ S = λ S o c S c S , where λ S o = λ m represents the density of MBSs in SOCP model, λ S o c S denotes the density of hotspot, and c S is the mean number of SBSs in each hotspot.
The main difference between the MCP and the SOCP models lies in the location of the clustered SBSs. Specifically, for the MCP model, SBSs are clustered as a MCP M which is independent of the locations of MBSs, and accounts for only the intra-tier BS interdependence. On the other hand, for the SOCP model, SBSs are modeled as a SOCP S which are clustered at the edge of MBSs, and hence accounts for both the intra-tier and inter-tier BS interdependence. In addition, a baseline network model, called the PPP model, is constructed by using the PPP P to model the SBSs instead of M or S .
A typical user is called a typical macro-cell user (MU), denoted as U m , or a typical small-cell user (SU), denoted as U s , depending on whether the serving BS is a MBS, X m , or a SBS, X s . Due to the intra-and inter-tier interdependence, it is difficult to calculate the exact serving distance distribution between the typical user and its serving BSs [16] . For tractability, we follow [16] in defining the association region for a particular MBS (or SBS) as the region in which all the users are associated with the MBS (or SBS) and approximating it as a circular region centered at the serving MBS (or SBS) with radius D m (or D s ). The MUs and SUs are uniformly distributed in the corresponding association regions and thus the probability density function (PDF) of the serving distance is given as
where D = D m for the typical MU and D = D s for the typical SU. Though it is based on approximation, the above model does provide a sufficiently accurate description of the stochastic distribution of the distance between a user and its serving BS. The expressions of D m and D s for MCP and SOCP models are given in Appendix A. The commonly used backlogged assumption is made in this paper, i.e., all BSs in the network are active. Note that in practice BS transmissions may be bursty [14] and studying the interference correlation given bursty traffic is an interesting direction for future investigation but outside the scope of this paper. The channel model is described as follows. MBSs and SBSs transmit at fixed power P m and P s , respectively. The power received at a user at U ∈ R 2 in time slot t due to transmission by a BS located at X ∈ R 2 , is given by
, for tractability, is the commonly used singular path-loss function g(X) = |X| −α , |X| denotes the Euclidean distance from X to the origin, α is the path-loss exponent, P is P m (or P s ) for MBSs (or SBSs), and h X,U (t) denotes the Rayleigh fading process with unit mean. For tractability, the channel fading is assumed to be temporally and spatially independent, corresponding to the environment with rich scattering and sufficiently high mobility. In practice, channel correlation in time and space may exist but modeling it makes the analysis intractable, which is thus omitted for simplicity. As a result, the interference correlation in the current model arise mostly from the correlation of BS locations. Based on the channel model, the expressions for interference power at a typical user can be obtained as follows. We assume that all BSs transmit in the same frequency band. Consequently, there exists four types of interference: 1) from MBSs to a typical MU with power
MBSs to a typical SU with power
HCNs are usually interference limited and thus noise is assumed to be negligible.
Time is slotted and transmission of a data packet span a single slot. The transmission of a packet is said to be successful if the received SIR at the typical user exceeds a fixed SIR threshold, denoted as β m for MUs and β s for SUs. Type-I HARQ is adopted to enhance the transmission reliability. Specifically, if a transmission fails, the BS will retransmit the same packet to its user until the transmission succeeds or the maximum number of transmissions N max is reached.
B. Metrics
The first part of the paper focuses on interference correlation analysis. Based on its definition, the coefficient is independent of the transmission power of interferers that is thus assumed to be unit without loss of generality. However, in the second part of the paper focusing on network-performance analysis, different transmission powers for SBSs and MBSs are considered. Let I (U, t) denote the interference power measured at the location U ∈ R 2 in slot t.
, where unit-transmission power is assumed without loss of generality. Due to singularity of the function g(X) at the origin, the first and second moments I (U, t) do not exist, which, however, are needed in quantifying the interference correlation. To overcome this difficulty, we follow the technique in [21] , [22] by defining g (X) =
. Based on the above notations, the interference correlation coefficient that quantifies the interference correlation is denoted as ζ and defined as the normalized covariance of interference power measured at the location U 1 ∈ R 2 and U 2 ∈ R 2 in slot t 1 and t 2 , respectively [21] , [22] :
where
Note that the interference power in the current scenario is only an approximation of that in the HCN due the omission of interference from MBSs and the Palm distribution (namely the conditioning on the given location of the typical user) for tractability. The second part of the paper focuses on network performance analysis. Given the Type-I HARQ transmission scheme, a suitable performance metric (see e.g., [25] ), called joint success probability is adopted. It is denoted as P (n) and defined as the probability that the typical user successfully receives the packets from its serving BS at X within n successive transmissions. Mathematically,
where SIR(X, t n ) denotes the SIR received at the typical user in slot n and β is a fixed threshold. Note that the metric can be translated into the delay-limited throughput (see e.g., [27] ) or transmission capacity measuring network spatial throughput (see e.g., [34] ).
III. ANALYSIS OF INTERFERENCE-CORRELATION COEFFICIENT
In this section, we analyze the effects of BS interdependence (clustering) on interference correlation. It is difficult to derive the correlation coefficient for the aggregate interference from both SBSs (a MCP or SOCP) and MBSs (a PPP), which can also obscure the insight into the clustering effects of the former. Two key problems should be tackled in this case, one is the exclusion zone of interference field due to the corresponding association scheme [32] . The other one is the calculation of the third-order reduced factorial moments of MCP or SOCP which is intractable [35] . In addition, the effects of PPP on interference correlation has been well investigated. Thus, for tractability and to gain simple insight of the effects of BS interdependence on interference correlation, our analysis focuses on deriving the correlation coefficient for the general scenario of a single interferer field distributed as either the MCP M or the SOCP S . It is shown that interferer clustering enhances the interference correlation and the level increases as the attraction between the BSs increases, but is independent of the cluster locations.
To this end, the first and second moments of interference power are derived as shown in the following two lemmas, according to the definition of interference correlation coefficient (see Eq. (5)). For ease of notation, define the following two functions, denoted as C( , δ) and F(c, R), which are used for stating the results in Lemmas 1 and 2:
where δ = 2/α.
for the MCP and SOCP models, respectively. Although the function F(c, R) can not be written in the closed-form expression, it can be numerical calculated with standard numeric software, such as Matlab. It should be noted that, although the function F(c, R) has 4 integrals, it only takes a few minutes to calculate it since the integrand is 0 in most cases (see expression of A R (r ) [36] ). Lemma 1: The expectations of the interference power I (U, t), called mean interference, for both the MCP and SOCP models have an identical expression given as (10) where λ = λ M for the MCP model, λ = λ S for the SOCP model, and C( , δ) is given in Eq. (7).
Proof: See Appendix B.
Remark 1 (Comparison With the PPP Model):
It is interesting to note that the expression in (10) also holds for the mean interference for the PPP model where λ is then the density of the PPP [22] . In other words, the mean interference is invariant to point clustering.
Lemma 2: The mean product between the interference power I (U 1 , t 1 ) and I (U 2 , t 2 ) for both the MCP and SOCP models is given by
and the second moment of interference power is given as
where the functions C( , δ) and F(·, ·) are given in Eq. (7) and (8) 
. This is because they are decided by the pairs of points in different clusters and the same cluster, which are independent of the locations of clusters.
Remark 3 (Comparison With the PPP Model):
Consider the PPP model, the interference mean product and the second moment are given as [22] :
Comparing these results with those in Lemma 2, both the interference mean product and second moment for the MCP and SOCP models are greater than their counterparts for the PPP model. This shows that the interferer clustering changes the interference distribution and thereby enhances the interference correlation as shown shortly. Using Lemma 1 and Lemma 2, the interference correlation coefficient is derived by substituting (10), (11) and (12) into (5), yielding the following theorem.
Theorem 1: The spatial-and-temporal interference correlation coefficient for the MCP model, namely ζ M , and that for the SOCP model, namely ζ S , can be both written as:
where (c, R) is equal to (c M , R M ) and (c S , R S ) for the MCP and SOCP models, respectively. Theorem 1 shows that the interference-correlation coefficients for the MCP and SOCP models are identical if their parameters match, namely
Note that these coefficients depend only on the first and second moments of the interference distributions, which are independent of the cluster locations (see Remark III). However, the network-performance metric, namely the joint success probability, depends not only on the moments of the interference distributions, but also on the locations of clusters, i.e., inter-tier BS interdependence. For this reason, despite the mentioned equivalence in interference correlation, the joint success probabilities for the two models differ as shown in the next section.
Remark 4 (Comparison With the PPP Model):
The interference correlation coefficient in the PPP model is given as [22] 
Comparing (ζ M , ζ S ) in Theorem 1 with ζ P , one can observe that the effect of interference clustering on the interferencecorrelation coefficient is characterized by the function F(c, R) given in (8) , which depends on the mean number of points and the radius of each cluster. The mathematical comparison between the interference-correlation coefficients is provided in the following proposition. Proposition 1: The interference-correlation coefficients for the MCP and SOCP models are greater than that for the PPP model: ζ M ≥ ζ P and ζ S ≥ ζ P , where the equalities hold when the cluster parameters satisfy F(c, R) = 0.
Proof: See Appendix D. Proposition 1 shows that BS clustering increases the level of interference temporal correlation. Next, the relations between the level of interference correlation and the cluster parameters are specified in the following proposition.
Proposition 2: The interference correlation coefficients ζ M and ζ S are monotone increasing functions of c M and c S , respectively, and monotone decreasing functions of R M and R S , respectively. Furthermore, 
A. Joint Success Probability
To derive the joint success probabilities, we first calculate the conditional joint success probabilities as shown in Lemma 3, which are conditioned on the fixed distance between the typical user and the serving BS. Then, the joint success probabilities are obtained as the expectations of the conditional probabilities with respect to the distribution of the propagation distance of the typical MU/SU.
To this end, some useful functions are defined as follows.
denotes the probability generating functional (PGF) of a general point process where the operator E is the expectation with respect to the Palm measure of and v with 0 ≤ v ≤ 1 is a bounded measurable function. Let E ! X o denote the expectation operator with respect to the reduced Palm measure of , which is the conditional expectation over \{X 0 } given a point X o ∈ being fixed [19] . Using this definition, the conditional PGF of the point process is defined as
. Based on the above notations and definitions, the conditional joint success probabilities are obtained as shown in the following lemma.
Lemma 3: Consider a HCN allowing retransmissions over n slots. Given the propagation distance r m for the typical MU and r s for the typical SU, the conditional joint success probabilities for the MU and SU, denoted as P (n) m (r m ) and P (n) s (r s ), respectively, are given as:
where the MBS process m is the PPP P and the SBS process s = M in the MCP model and s = S in the SOCP model, g(X, r ) = |X| −α 1(|X| > r ).
Proof: See Appendix F. The expressions for the PGFs and conditional PGFs in Lemma 3 for specific point processes can be found in e.g., [19] , [20] , [36] , and are provided in the following lemma.
Lemma 4: The PGFs and the conditional PGFs for a PPP, MCP and SOCP are given as follows:
• (PPP) [36] 
where x) ), Last, z Since the user is uniformly distributed in the coverage area assumed as a disk with radius D, the PDF of the distance is given in (4), where D = D m if the typical user is a MU or otherwise D = D s . Combining (4) and Lemma 3 leads to the following main result.
Theorem 2: For a HCN allowing retransmissions over n slots, the joint success probabilities for the MU and SU, denoted as P (n) m and P (n) s , respectively, are given as:
s (r ) are provided in Lemma 3. Then the specific expressions for the joint success probability corresponding to the MCP and SOCP models can be derived by substituting the results in Lemma 4 into those in Theorem 2. The results have complex expressions with multiple integrals. This reflects the theoretical challenge in characterizing the effects of SBS clustering in practice on the HCN performance. Nevertheless, the results obtained in this section can be leveraged in the next sub-section to yield simple insight.
Remark 5: The joint success probability in the MCP (or the SOCP) model is a monotone-decreasing function of c M (or c S ). The reason is that increasing the mean number of points per cluster, c M (or c S ), increases the interference power from the SBSs to MUs but does not change the signal strength. Note that the propagation distance of a data link depends on the coverage radiuses of MBSs which are independent of c M (or c S ) (see the system model).
Joint success probability provides a basic component for further calculating different practical network performance metrics, such as delay-limited throughput (see [27, Eq. (4)]) and local delay (see [25, Eq. (26) ])). Specifically, the metrics are linear functions of joint success probability and the calculation procedure is straightforward and omitted for brevity.
B. Bounds on Joint Success Probabilities
Although the expressions for the joint success probabilities are derived in the preceding sub-section, the results have complex expressions. In this sub-section, the probabilities are bounded by their PPP counterparts. The results yield useful insight into the effects on SBS clustering on the network performance.
The method of bounding the joint success probabilities relies on bounds on the PGFs for the MCP and SOCP. Throughout this section, the PGFs are considered as functions of the density, λ, of the corresponding point process while the original argument ν is identical for different point processes (see the PGF definitions in the preceding sub-section). Then the PGF and conditional PGF for the MCP can be bounded by their PPP counterparts as shown in [19] :
where the PGF and conditional PGF of the PPP P with density λ are identical and given as
These results for the MCP are extended to the SOCP as shown in the following lemma.
Lemma 5:
The PGF and the conditional PGF for the SOCP S can be bounded as
where the constant γ is defined as
Proof: See Appendix G. Next, consider the baseline PPP model. Let P (n) mP (λ s ) and P (n) sP (λ s ) denote the joint success probabilities for the typical MU and SU, respectively, which are functions of the SBS density λ s . Using Lemma 3, the probabilities conditioned on a propagation distance r for the corresponding typical users can be derived as shown in the following lemma.
Lemma 6: Consider a HCN allowing retransmissions over n slots and having SBSs distributed as PPP. Given the propagation distance r between a typical user and the serving BS, the conditional joint success probabilities for the MU and SU are given as:
where the function Q n (β) of a SIR threshold β is given as
with δ = 2/α and the constant
By taking expectation with respect to the distance distribution in (4), the joint success probabilities for the PPP model follow from Lemma 6 as shown below. Lemma 7: Consider a HCN allowing retransmissions over n slots and having SBSs distributed as a PPP. The joint success probabilities for the MUs and SUs are given as:
. (36) Proof: See Appendix H. Last, using Lemmas 5 to 7, the main results of this subsection are derived and presented in the following theorem.
Theorem 3: Consider a HCN allowing retransmissions over n slots. The joint success probabilities for the MCP and SOCP models can be bounded by their counterparts for the PPP model as follows:
• For the MCP model,
• For the SOCP model,
where P Proof: See Appendix I. Theorem 3 shows that the joint success probability for the typical MU is increasing in the order of the PPP, MCP and SOCP models. This suggests that increasing the level of BS inter-dependence improves the MU's performance.
Remark 6: Theorem 3 mathematically shows that the joint success probability in the MCP model and SOCP model converge to that in the PPP model when the mean number points in each cluster, i.e., c M , c S , c S , approximates to 0. This is because, the upper bound and lower bound converge to the joint success probability in the PPP model under the above condition.
It is inferred that, comparing with the case of independent interference, the interference correlation degrades the performance of HCNs with retransmission, and the degradation increases as the attraction between BSs increases. This is because, interference correlation reduces the diversity gain in retransmission (see [23] , [25] , [37] ) and the interference correlation increases as the attraction between BSs increases (see Proposition 2).
V. NUMERICAL RESULTS
In this section, Monte Carlo simulations are conducted to validate our analytical results and show the impact of system parameters on network performance, such as interference correlation coefficient and joint success probability.
A. Interference Correlation
In this subsection, the interference-correlation coefficients are evaluated for the PPP, MCP and SOCP models to illustrate their relation and the effects of system parameters. For fair comparison, the parameters are set as follows: λ P = λ M = λ S , c M = c S , and R M = R S . Under the above settings, the interference-correlation coefficients for the MCP model are the same with those for the SOCP model according to Theorem 1. Thus, the results for the SOCP model are omitted.
In Fig. 2 , interference-correlation coefficients under different mean number of points in each cluster, c, and the cluster radius, R, are plotted in (a) and (b), respectively. According to system model, different c indicates different interferer densities since
First of all, it is shown that the simulated results match well with the analytical curves, which validates the results in Theorem 1. Then, it is observed that the interference-correlation coefficients for the MCP model are greater than those for the PPP model, which suggests that BS clustering enlarges the interference correlation. This is because the interference in MCP model in different time slots comes from the same set of overdispersed interferers. In addition, also shown in the figures is that increasing c or decreasing R enlarges the interference correlations for the MCP model. The reason is that the attraction between the interfering BSs raises as c increases or R decreases and BS clustering enlarges the interference correlation. In particular, the interference-correlation coefficients for the MCP model approximate to those for the PPP model under large R, which matches the observation in Proposition 2. This is because, for fixed mean number of points in each cluster, the attraction between interfering BSs approximately disappears for large R. Fig. 3 shows the joint success probabilities and their corresponding bounds for MUs and SUs versus SIR threshold. The curves for the joint success probability for MUs and SUs are calculated by Theorem 2 and the corresponding bounds by Theorem 3. First of all, from Fig. 3(a) , it is found that the curves of the lower bound of the joint success probability for MUs in the MCP model and SOCP model coincide with the joint success probability for the PPP model with the identical SBS density, which is verified by Theorem 3. Next, it is also observed that the joint success probability for MUs increases in the order of the PPP, MCP, and SOCP models. This is because, compared with the PPP model, the interferers for MUs (SBSs) in the MCP model or SOCP model are clustered nearby the SUs, which are far away from the MUs. In addition, SBSs are clustered at the edge of MBSs and thus further improves the performance of MUs. Last, Fig. 3(b) shows that there is little difference in the joint success probabilities for SUs in these three models. This is because, given the serving BS, the dominant interfering BSs comes from the same cluster, which is distributed as a PPP in the MCP and SOCP model. Fig. 4 shows the joint success probability versus different mean number of points in each cluster. It is shown that the joint success probability for MUs decreases with the increase in the mean number of SBSs in each cluster due to the increasing inter-tier interference. Different with MUs, the joint success probability of SUs increases as the mean number of SBSs increases. The reason is that the increased signal is greater than the increased interference since the SBSs are clustered around SUs.
B. Joint Success Probability

VI. CONCLUSIONS
In this paper, we have studied the effects of BS spatial interdependence on interference correlation and the performance of HCNs with HARQ. First of all, it is shown that, compared with PPP model, BS clustering increases the interference correlation and the interference-correlation coefficient is a monotone-increasing function of the mean number of nodes for each cluster and monotone-decreasing function of the cluster radius, but is independent of the locations of clusters. Furthermore, we have shown that the joint success probability of macro users can be improved by BS clustering and is further enhanced by the repulsion between the BSs from different tiers.
The used methodology and achieved results in this paper provide the way to quantify the effects of BS spatial interdependence on interference correlation and network performance. This work relies on cluster processes in stochastic geometry and some simplified assumptions to get the tradeoff between the mathematical tractability and practical network deployment. To derive more elaborate insight in practical networks with spatial dependence, further investigations in practical settings are necessary by considering other network deployment, using realistic channel model with correlation, and taking account of finite mobility of users in HCNs. Furthermore, studying the effects of BS interdependence on spatial interference correlation and the network performance under multi-hop transmissions is also an interesting topic. 
APPENDIX
A. Radius of the Association Area for MBSs and SBSs
Since the average number of first-order points in each cluster is c S , the average coverage area of each cluster of SBSs is c S (λ m + c S λ S o ) . Furthermore, there are c S SBSs in each cluster on average. Then the average coverage area of each SBS is c S c S (λ m + c S λ S o ) and its coverage radius is
B. Proof of Lemma 1
Here, we only show the main steps for the mean interference in the MCP model and omit those for the SOCP model since they follow the similar steps.
The interference power measured at the location U in time slot t is consisted of two parts, one is intra-cluster interference, denoted as I a , the other is inter-cluster interference, denoted as I b :
where Z denotes the parent point of the typical cluster,
M denotes the cluster associated with parent point Z ∈ M o . The mean interference is given by
where (a) and (b) come from Campbell-Mecke Theorem,
d X is calculated as follows:
where (a) follows by converting from Cartesian to polar coordinates, and (b) comes from [38, Eq. (3.194. 3)], (c) follows by the definition of C( , δ) (see Eq. (7)). Substituting Eq. (43) into Eq. (42), we get the result in Lemma 1.
C. Proof of Lemma 2
1) MCP model:
Next, we calculate ξ 1 and ξ 2 , respectively.
where (a) comes from Campbell-Mecke Theorem and the fact that
where (a) follows from that X can be substituted by X − U 1 and Y can be substituted by Y − U 2 in the integrals, (b) comes from the second moment density of a MCP given by [36, p. 128] , F(·, ·) is given in (8) . Substituting (45) and (46) into (44) 
where (a) follows by converting from Cartesian to polar coordinates, and (b) comes from [38, Eq. (3.194. 3)], (c) follows by the definition of C( , δ) (see Eq. (7)).
2) SOCP model:
Following the similar steps, we derive the t) ] in the SOCP model as:
where ρ (2) S denotes the second moment density of the SOCP.
The key of calculating (49) and (50) is to derive ρ (2) S . According to [36, pp.127] , the second moment density of SOCP is expressed as
where ρ(X, Y | Z 0 , Z 1 ) denotes the conditional second moment density given the parent point Z 0 ∈ S o and the first cluster point
where (a) follows from the independence of the points in the same cluster, (b) comes from Campbell-Mecke Theorem, (c) comes from the definition of convolution , (d) follows from the fact that
comes from the calculation of ( f S f S ) (X − Y ) which is given in [36] and
, 0 ≤ |X − Y | ≤ 2R S . Last, the mean product (or the second moment) of the interference power are derived by substituting (51) and (52) into (49) (or (50)).
D. Proof of Proposition 1
To notational simplicity, 
Next, we show that ζ ≥ ζ P .
where (a) comes from the fact that F(c, R) ≥ 0 and θ −θ > 0 since 0 < ζ P = θ θ < 1 [22] . The equality of (53) holds when F(c, R) = 0.
E. Proof of Proposition 2
Proposition 2 is proved by the following two steps. First, we show that ζ is a monotone-increasing function of F(·, ·). To this end, we take the derivative of ζ with respect to F(·, ·) and get that ζ = θ −θ (θ +θ) 2 > 0. Therefore, ζ increases with the increase in F(·, ·) .
Next, the function F(c, R) is proved to be a monotoneincreasing function of c and monotone-decreasing function of R. Recall that 
F. Proof of Lemma 3
According to the definition of the joint success probability, we have
where ( 
follows from the independence of Rayleigh fading channels, (e)comes from the definition of the PGF of point processes.
Similarly, we get the joint success probability for the typical SU as shown in Lemma 1.
G. Proof of Lemma 5
1) The lower bound of G S (λ S ): According to (22) , the PGF of SOCP is expressed as
where According to (26) , we have
2) The upper bound of G S (λ S ):
where (a) comes from the fact that exp(−θ x)
−1 and 0 ≤ θ ≤ 1, (e) comes from the change of variables, interchanging integrals, and the fact
3) The lower bound of G ! S (λ S ): According to (23) , the conditional PGF of the SOCP is First, the lower bound of G S (λ S ) is given in (56). Next, the lower bound of T 1 is calculated as follows:
where ( Hence, we have
Next, the lower bound of T 2 is given as:
4) The upper bound of G ! S (λ S ):
where (a) comes from 0 ≤ T 1 ≤ 1 and 0 ≤ T 2 ≤ 1 and (b) follows form Lemma 5.
H. Proof of Lemma 7
According to (17) , P
mP (λ, r ) is given as: P 
I. Proof of Theorem 3
Based on the expressions of the conditional joint success probability (Lemma 3) and the bounds of PGF and the conditional PGF for MCP and SOCP (from (26) to (30)), the bounds of the conditional joint success probabilities for the MCP model and SOCP model are bounded by their counterparts for the PPP model as follows:
, r m )
, r s ),
where P (n) mP (λ, r ) and P (n) sP (λ, r ) denote the conditional joint success probability (given the serving distance r ) for the typical MU and SU in the PPP model.
By taking expectation with respect to the distance distribution in (4), the bounds of the joint success probabilities are derived as shown in Theorem 3. 
