ABSTRACT
INTRODUCTION
The developed multi module system (MMS), based on RTU (remote terminal unit) devices, enables medium voltage grid autonomous control. The system features a hybrid architecture, which means that the automation software is distributed over the master and slave modules [2] . Slave modules are responsible for local functions such as supervision, power forecast computation and control of the switching devices. The master module collects data from slave devices and provides higher level functions: network reconfiguration algorithms, forecast-based loss reduction [3] and post-fault restoration schemes. In this paper highlights and challenges concerning real hardware implementation of the algorithms are discussed and presented in detail.
LABORATORY TESTS
Before the final field test phase could be launched, all algorithms are needed to be tested in the laboratory. To achieve a high level of confidence a laboratory testbed was built up using a software-based simulation of the pilot grid and a hardware network of the original RTU devices of the equal number as installed in the field. For every RTU device PLC (programmable logic controller) software and corresponding hardware configuration have been developed. To avoid configuration problems an abstraction layer was introduced which decouples different signal setups of the laboratory and field. Also the implementation of the algorithms is independent of the 1 Acknowledgement: This work is co-funded by the European Commission under FP7, in the framework of GRID4EU project (grant agreement No ENER/FP7/268206).
concrete hardware configuration and the software is identical for all slave modules. The MMS is designed for different operation scenarios [2] . Therefore, described tests cover three relevant use cases:
Use case 1: Decentralized grid operation in MV networks to avoid over voltage and over current situations Based on the readings of the measuring modules the current network status can be detected by the MMS. When an overcurrent or an overvoltage is detected, the control algorithm reconfigures the network topology by closing and opening circuit breakers. The rearranged topology influences the load flow and resolves overloads..
Use case 2:
Failure management in MV networks as a process of grid restoration after faults If a fault occurs, the MMS limits the fault-affected range in the network, based on the information from short circuit indicators installed in secondary substations. Subsequently, the identified fault section is isolated from the rest of the network by opening corresponding switches. Finally, the restoration of the remaining unsupplied customers takes place.
Use case 3: Reduction of Grid Losses, which implies continuous network reconfiguration for optimized grid operation The volatility of decentralized energy resources and the dynamics on the costumer side continuously change the loading conditions of the network.. The state of the network can be adapted constantly to the current conditions by the MMS. As a result, the network losses are reduced, compared to the static, uncontrolled network operation.
In following, most important results are introduced and discussed in detail.
Decentralized grid operation
In [3] first results for this use case were presented. For instance, a typical switching sequence and the underlying steps were demonstrated. Appropriate switching time of few minutes for a couple of switching actions (switch closed -switch opened) was determined. Further laboratory tests show that also more complicated switching sequences succeed in viable time intervals under five minutes. In Figure 1 a sequence of six switching actions is presented. 
Failure management
In the case of a short circuit fault all secondary substations of the affected bay are de-energized due to the bay protection. So the algorithm for failure management involves three steps: failure detection, failure isolation and network restoration [4] . In the laboratory environment each phase was tested separately. One of the considered scenarios is illustrated in Figure 2 (top).
For detecting the failure location information of the short circuit indicators of all modules is analyzed (see Figure 2 , top). Applying bread-first search algorithm, the short circuit path is found. Consequently, a minimal switching section of the grid is determined. In the next step, corresponding switches are opened and the failure is isolated. Further, some still unsupplied areas of the grid have to be reconnected in such a way that state variables would not violate their limits. This restoration process requires a loading condition before the failure, which was being saved periodically.
The network reconfiguration algorithm is the same as used for the congestion management. Only the input data differs: pre-fault loading condition and post-fault topology, excluding isolated area, are considered. By applying the algorithm, a target topology for the unaffected part of the network is determined (see Figure 2 , bottom). 
Loss reduction
The operation of the MMS in the loss reduction use case was tested as a concept, involving developed algorithms and network simulation in MATLAB environment. Thus, the presented results are not achieved by hardware-in-theloop simulations.
One major benefit of the software-based simulation was the possibility to test a one year scenario considering 15 minutes data intervals. As input data real distribution generation measurements from the demnstartion grid were used for all sorts of generation. This data was scaled up to the installed capacities of particular secondary substations. Seasonal standard load curves were applied in terms of load modelling. Also load data was scaled to the specific peak load values.
The developed loss reduction algorithm is based on power flow forecast [3] . The result is a continuously updating switching actions list. In parallel two reference simulations were performed: static operation without reconfiguring network topology and an optimal switching pattern. Simulation results are presented in Table 1 . Even considering a non-optimal switching behavior of the forecast-based algorithm, significant loss reduction of 20.3% compared to the static scenario could be achieved.
FIELD TEST PHASE
During the laboratory test the focus was on testing and developing the algorithms of the MMS. Now in the field test phase the operational aspect becomes more important.
Therefore the Westnetz grid control center is involved. By manually controlling switching devices a particular initial topology is applied. This topology is chosen for enabling a scenario where the voltage profile is considered as near critical. A triggering event is specified and the MMS activates congestion treatment. As a result a new topology configuration is suggested. Grid control experts determine the quality of the proposed solution and decide about its execution.
Before this initial test could be carried out two things must be ensured:  Communication is stable,  All measurements are plausible
The communication between the modules utilizes GSM. In a rural area, like the area of the demonstration grid, issues with the signal strength are common. The lesson learnt here was not to underestimate the need of high gain antennas to get a stable communication.
To check the plausibility of the measurements seems to be a rather simple task, but due to the fact that in the measurement units the medium voltage and power is calculated from the low voltage, it is not. The clue for the calculation is, that the current on the MV-side and the voltage on LV side are measured within the same phase. This is under normal condition not an issue because usually only the sum of all three phases is considered in the control center but here it is essential for correct calculation. Unfortunately it was observed that in a few stations the wiring was not consistent.
COST-BENEFIT ANALYSIS
Furthermore the project was accompanied by a detailed cost-benefit analysis. The developed method for the costbenefit-analysis consists of 7 consecutive steps:
Step 1: Establishing the baseline scenario The selected medium voltage grid in the municipality of Reken is already equipped with a variety of decentralised energy plants. According to a study of such plants (PV, wind, biomass), a significant increase is forecasted in this region. Without appropriate measures this annex will cause that the power comes to capacity limits in some grid parts in the future. To counteract voltage problems and line overloads, the baseline scenario contains the classic network expansion.
Step 2: Definition of the Use Cases The German demonstration project submitted three use cases for the MMS (see "Laboratory Tests"). Additionally in the case of this CBA a fourth use case "Monitoring" is analysed. This underlying use case is a basic topic and gives further ideas for additional benefits.
Step 3: Identify the costs and benefits To identify the costs and benefits of an MMS, the previously defined use cases are considered separately. Table 2 shows the resulting costs and benefits of the respective use cases. Moreover, all costs and benefits that cannot be directly associated with one of the applications, but still result from the implementation of the system, are listed at the end of the table.
It is important to notice that the shown cost and benefit topics are completely focused on technical and economic aspects of the demo solution. Further indications based on additional processual or organisational changes are not included in this CBA. Step 4: Determining the switch configuration The number and positions of the switching and measurement modules have been determined even before the creation of cost-benefit analysis, based on the use cases shown in step 2. The procedure for determining the positions is described in [5] .
Step 5: Determining the application period A consideration of the -in step 2 defined -use cases of the MMS shows, that the period in which the system can be efficiently used, is mostly influenced by the use case 1. The determination of the application period of the MMS shows, that the system can use the reconfiguration for about four years. Thus, the otherwise necessary network expansion can be delayed by four years.
Step 6: Quantification and monetization of costs and benefits This step is combined with step 7 in this CBA.
Step 7: Discounting and summing up the real costs and benefits Based on the available information and the used estimations, the costs and benefits printed boldface in Table 2 were quantified.
Discussion and evaluation of the results
The comparison of costs that are necessary for the fulfilment of the actions and the costs for the investment in the system shows that the investments are considerably more expensive than the baseline scenario. However, it can be assumed that the costs for hard-and software components will decrease in the future, due to the reduction of production costs.
The operation and the maintenance of the additional intelligent components of the MMS cause additional costs of about 7% of the total maintenance costs in this particular case annually. It can be assumed, that the costs for operating and maintenance for individual modules are not to be reduced significantly in the future.
Based on the reliability parameters for the scenarios "MMS" and "baseline", it can be seen that the supply reliability parameters are reduced by about 44% in purely quantitative terms resulting in an improvement of the Qelement of about 1.3% of total maintenance costs.
By using the system, energy losses are reduced by an average of 26% annually which is the most effective benefit.
The total required time for re-supply after a supply disruption, can be reduced by the use of the MMS by about 21% in average.
In addition to troubleshooting, the switching effort for new constructions and maintenance actions is affected by the possibility of remote control of switching operations through the system resulting in a benefit of nearly 2% of total maintenance costs.
CONCLUSION
This solution is useful for middle voltage grids with a high penetration of DER and can be used to defer classic network expansion measures. The field test phase was successfully started and shows the potential of an autonomous switching multi module system. The next steps are focussed on the robustness of the implemented algorithms due to temporary faults of measurements and communication structure. The related cost-benefit-analysis gives ideas about the beneficial potential but also shows the typical effect of additional smart components.
