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Relationships Between Internal and External 
Stability 6 r  Infinite-Dimensional Systems 
with Applications to a Servo Problem 
Abstract-This paper studies the relationships among various stability 
notions for a class of infinite-dimensional systems, which contains a class 
of systems not covered by the existing method, e.g., those having 
infinitely many unstable poles. It is proved that: i) internal L*-stability 
and exponential stability are equivalent; ii) internal stability implies H"- 
stability. Several necessary and sufficient conditions for internal stability 
are derived. In particular, it is proved that, under certain conditions, a 
canonical realization is internally stable iff it is externally stable. These 
results are applied to the servo problem involving this class of systems. 
It is shown that: i) an internal model is necessary for tracking; ii) an 
internal model along with closed-loop stability implies tracking. A typical 
example, called a repetitive control system, is discussed to illustrate the 
results. 
I. INTRODUCT~ON 
ECENT advances both in theory and technology require the R solution of more and more advanced and nonclassical control 
problems. For example, there are varied practical demands to 
design a servo system which has the capability of tracking any 
periodic reference signal of a fixed period L .  A recently 
introduced control scheme called repetitive control has been 
designed to meet this requirement. The scheme has in fact proved 
to be very effective for many applications: control of a proton 
synchrotron magnet power supply [ 161, an electric servomecha- 
nism [17], and robot manipulators [13], [18] are examples of 
actual applications of this scheme. 
A typical repetitive control system takes the construction as 
shown in Fig. 1. The basic idea here is to incorporate an internal 
model I/(eLs - 1) into the system, where L is the fixed period of 
reference signals, and then stabilize the closed-loop system. It is 
easy to observe that this internal model has the ability of 
producing any periodic signal with a suitable initial function. 
Hence, in view of the well-known internal model principle [ 111, 
the output is expected to track any periodic reference signal. 
It should be, however, noted that this scheme raises several 
theoretical problems, which require a new theoretical challenge. 
First, the open-loop system becomes an infinite-dimensional 
system with infinitely many unstable poles. There exists, 
however, no servo theory for such systems at present. Indeed, 
servo systems for infinite-dimensional systems, in general, have 
not been studied extensively in the literature. The only exceptions 
are Francis [lo] and Desoer and Gustafson [8]. However, these 
studies do not fit  our requirements in the following ways. 
1) Since they are based upon the L 2  input/output stability, the 
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Fig. 1. Repetitive control system. 
exponential decay of the error, which is what we really desire, is 
not necessarily guaranteed. 
2 )  They cannot deal with systems with infinitely many unstable 
poles as is the case with repetitive control systems. 
In view of these, we need a new framework that resolves these 
problems. The following questions must be taken into account. 
1) What is the natural framework to study servo problems for 
infinite-dimensional systems containing the above class of sys- 
tems? 
2)  Does the internal model principle carry over to such a class 
of systems? If so, in what form is it possible? 
3) Should we take an external (input/output) approach or 
internal (state-space) approach to study these problems? 
4) What are the relationships between the external and internal 
points of view? In particular, what can we say about stability from 
the external and internal points of view? Are they equivalent? If 
not, what are their inter-relationships? 
Let us elaborate more upon these points. The two main 
objectives in servo theory are stability and tracking. There can be 
two approaches to attack these problems, one from the external 
(transfer function) viewpoint (e.g., [l]) and the other from the 
internal (state-space) one (e.g., [ l l]) .  Each has its own advan- 
tages. The external point of view generally leads to a more concise 
expression of the results, and its connection to the finite- 
dimensional theory is more easily accessible. Thus, the extension 
to the infinite-dimensional case is easier to formulate and 
conjecture. For example, the internal model principle given in 
Section IV can be neatly expressed in the external form, whereas 
there is no such approach in the state-space form even in the case 
of delay-differential systems. 
On the other hand, the external point of view generally presents 
a difficulty when dealing with stability. As noted above, what we 
really need in practice, especially in servo systems, is exponential 
stability rather than L 2  input/output stability. For example, one 
wants to conclude that the error e( t )  tends exponentially to zero. 
This leads us to the need to deal with internal stability rather than 
external stability, and the state-space approach becomes neces- 
sary. It also induces the question of whether or not the constructed 
scheme is irredundant, thereby not introducing an arbitrary 
element to the scheme. 
In order to handle all these problems, it is necessary to establish 
a firm link between the external and internal approaches. For 
example, it is highly desirable to have an external condition that 
guarantees internal stability. This will also require the clarifica- 
tion of the notion of irredundant (canonical) realizations. Unfor- 
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tunately , for infinite-dimensional systems, the relationship be- 
tween internal and external stability has not been clarified in a 
sufficiently general setting. 
To satisfy the above requirements, we shall make use of the 
class of pseudorational impulse responses studied in [27] and 
[28]. Roughly speaking, transfer functions in this class are of the 
form Q-'(s)P(s)  where Q(s)  and P(s )  are entire (i.e., 
holomorphic on the whole C-plane) complex functions of expo- 
nential type [27], [28] (hence, the transfer functions are always 
meromorphic), and hence are a very natural generalization of 
rational transfer matrices. Transfer functions of delay-differential 
systems are always of this type. On the contrary, the framework 
using the algebra @ by Desoer and others ([3], [6]-[8], etc.) does 
not have this property. (With regard to the relationship of our 
framework and theirs, neither contains the other properly. 
However, for the above reason, the pseudorational class is more 
appropriate for our present purposes. For a more detailed 
discussion, see Section 11.) 
Our objective in this paper is twofold. One is to clarify the 
relationship between internal and external stability, and the other 
to study the servo problem, for the class of pseudorational impulse 
response matrices. The paper is organized as follows. After 
presenting basic materials of pseudorational impulse responses in 
Section II, we give the basic results on internal and external 
stability in Section 111. There is no such theory at present in the 
context of infinite-dimensional systems, but that does not suggest 
that it is at all trivial. (Recently, Callier and Winkin [4] gave a 
frequency domain condition to guarantee exponential stability. 
However, their framework utilizes the algebra a [6] of stable 
impulse responses, and does not contain the case of infinitely 
many unstable poles.) It is proved that: 
i) internal stability implies external stability; 
ii) with additional conditions, external stability implies 
internal stability of the canonical realization. 
Section IV applies these results to the analysis of the servo 
problem in the pseudorational class in general. The internal model 
principle will be proved; that is, 
i) an internal model is necessary for tracking; 
ii) an internal model plus closed-loop stability implies 
tracking. 
As a consequence of stability results in Section 111, we can 
conclude exponential decay of the error as desired. Section V is 
devoted to the application of these results to the repetitive control 
system along with a numerical example to illustrate the theory. 
NOTATION AND CONVENTION 
In what follows, various spaces of distributions will play crucial 
roles. We here introduce those spaces along with some of their 
basic properties. For details, see [20], [22], and [26], etc. 
9 i (respectively, 9 I) : = the space of distributions on R with 
support bounded on the left (respectively, right). 
&' (R)  [respectively, &'(R-)I : = the space of distributions on 
R with compact support (respectively, compact support con- 
tained in ( - a, 01). 
All these spaces each constitute a convolution algebra with 
identity 6 (the Dirac delta distribution at the origin). The delta 
distribution at point a will be denoted by 6, and its derivative will 
be denoted by 6 ; .  Convolution will be denoted by *, as usual. 
Let 9[0, a) denote the space of C"-functions defined on ( -  
a, a) having compact support contained in [0, a), and denote 
by 9' [0, a) its dual space. By considering the dual of the 
canonical injection j ,  which embeds D[O, 00) into the space of 
C"-functions with support bounded on the right, we obtain the 
canonical projection 
(1.1) a: D; -9' [ O ,  00) 
which is an extension of the truncation T(D : = (D I 
Given a distribution a, its support is denoted by supp a. When 
a is a vector or a matrix with distribution entries, supp a is 
understood to be the union of the supports of all its entries. 
For a distribution a E 9 I, r(a)  denotes the least upper bound 
(1.2) 
Concerning r((o*#), the following identity holds which is a 
consequence of the well-known theorem of Titchmarsh on 
convolution [9, p. 2241: 
r(cp * $) = r((D) + r ($) .  (1.3) 
The space Q" : = (U,,,, L2[  - n, O])m, with the inductive limit 
topology (see [221, [25]), is called the space of inputs, and r p  
:= (L:w [0, m ) ) P ,  i.e., the p-product of the space of locally 
Lebesgue square integrable functions on [0, a), is called the 
space of outputs. For a locally square integrable function $, 
11 rl. I I [ u , b l  denotes its L2-norrn on [a ,  b]. On the other hand, 11 $ 1 1 2  
denotes the L2-norrn of # E L*[O, a). These spaces are each 
equipped with a left shift semigroup U, (denoted for convenience 
by the same symbol) defined as follows: 
of supp a: 
r ( $ )  := sup { t  E supp $}. 
(U@)(T) := O(7+t),  7 5  - t ,  0,  - t 1 7 5 0 ,  o E Q"; 
(1.4) 
In what follows, we shall often need to deal with matrices with 
distribution entries. It often makes the statement very cumber- 
some to write Q € ( & ' ( R - ) ) p X " ,  etc., in which case, we shall 
often abbreviate it as Q E & ' ( R - ) ,  meaning, of course, that each 
entry of Q belongs to &'(R- ) .  
: = y(T+ t ) ,  E rp. 
We denote by J the following subset of & ' ( R - ) :  
J : =  {(D E &'(R-); r(rp)<O}. 
In view of (1.3), J is a prime ideal of &'(R- ) ,  and hence the 
quotient ring & ' (R-)/Jis an integral domain. We denote by 5 the 
field of fractions consisting of elements of & '( R - ) / J .  
The (bilateral) Laplace transform of a distribution a will be 
denoted by 6(s) or by C[a] (s). 
As usual, H" denotes the space of holomorphic functions on 
the open right-half plane which possess nontangential limits to the 
imaginary axis almost everywhere and this boundary function is 
essentially bounded. For a matrix A over H", its H"-norm IIA \ I r n  
is the supremum of the greatest singular value of A ( ju): 
IIA Ilm : = SUP G,,(A ( j 4 .  
--<U<" 
The closed right-half plane will be denoted by C+ . 
11. PRELIMINARIES: SUMMARY OF PSEUDORATIONAL IMPULSE 
RE s PO N s E s 
In what follows we shall exclusively deal with those impulse 
response matrices having a particular type of fractional represen- 
tation. We call such impulse responses pseudorational. To 
introduce the notion of pseudorationality, we first make the 
following definition. 
Definition 2.1: Let Q be a square matrix with entries in 
& ' ( R - ) .  Q is said to be of normal type if the following 
conditions are satisfied: 
i) det Q is invertible with respect to convolution over 9 i , and 
ii) ord (det Q)-I = -ord (det Q) ,  
where ord a denotes the order of a distribution a [20]. 
A p x m matrix with entries which are (Radon) measures on 
[O ,  a) (see [25] for details) is called an impulse response matrix. 
An impulse response matrix A induces a (zero initial state) input- 
output correspondence as follows: 
f ( u ) = * ( A  * U), U E Q". (2.2) 
SUPP Q-' C [ O ,  03); 
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Here ?r is the projection defined by (l.l), U E Q m  is an input 
vector, and the output vector f ( u )  is understood to belong to the 
space r p .  Note that when the input U is given on [0, t) and if the 
entries of A are ordinary functions, then (2.2) is converted to the 
more familiar form 
f ( u ) ( t ) =  A(t--7)u(7) d7. 
The pseudorational impulse responses are now introduced as 
Definition 2.3: Let A be an impulse response matrix. A is said 
follows. 
to be pseudorational if it can be written in the form 
A = Q - ' * P  (2.4) 
for some matrices Q and P over & ' ( R  -) where the p x p matrix 
Q is of normal type. 
As pointed out in the Introduction, not all impulse responses are 
pseudorational. However, the important class of impulse re- 
sponses of delay-differential systems (retarded or neutral) are 
known to be pseudorational [27], [29]. Let us here make a few 
remarks on the comparison of our framework with the framework 
using the algebra C2 of stable impulse responses by Desoer and 
others [3], [6], [7], [24]. In these approaches, some infinite- 
dimensional servo problems have been studied from the external 
point of view [8], [IO]. The algebra a consists of those impulse 
responses having the expression f + Si ai&(? - t i ) ,  f E L'[O, 
oo), S I ai[  < 00. Because of an invertibility requirement over a, 
their framework does not admit infinitely many unstable poles [7], 
[8]. This restricts the applicability, especially to the repetitive 
control system in Section I. On the other hand, while the Laplace 
transform of a pseudorational impulse response is always mero- 
morphic as pointed out in Section I, not all L1-functions have 
Laplace transforms meromorphic on the entire complex plane, so 
that certain elements in a do not belong to our framework. Hence, 
neither framework contains the other. However, in view of the 
problem of infinitely many unstable poles and the problem of 
guaranteeing internal stability by an external condition, the 
pseudorational class is more appropriate for our present purposes. 
It is known [26], [27] that for every pseudorational impulse 
response, we can construct a standard observable realization as 
follows. 
Let A = Q- '*P be pseudorational. Let X Q  be a subspace of r p  
defined by 
(2.5) 
X Q  is easily seen to be a closed subspace of I'P. Moreover, it is 
isomorphic to a Hilbert space [26], [27]. Roughly speaking, the 
standard topologically observable realization we shall be con- 
cerned with is constructed as follows [26], [27]. 
X Q  := { x ( t )  E rp; .(Q * X ) = O }  
i) State space : = X Q .  
ii) The state (p(t, x ,  U) at time t resulting from an input U and 
the initial state x is given by 
(p(t, x, U) : = U&+ ?r(A * U+), x E X Q ,  
where (uyu) (s) := u(s + t). (This formula is obtained by 
suitably shifting the input function and using the shift-invariance.) 
iii) The output y ( t )  of the system is given by y ( t )  : = x,(O), 
x , ( - )  E X Q .  . .  , 
We denote this system by CQsp; CQ stands for  C Q J .  The 
Facts 2.6 [26/-[28/: 
a) There exists T > 0 such that X Q  is topologically isomorphic 
to its restriction XQI,,,,, to the interval [0, r ]  where the latter is 
endowed with the subspace topology induced from L2 [0, r ]  . In 
what follows, the norm of X Q  will be understood to be 11 x 11 ,, 
for one of such T > 0. 
following facts will be used in the sequel. 
b) The system CQsP is quasi-reachable (i.e., the reachable space 
is dense) if and only if the pair Q and P are approximately left 
coprime over &'(It-) [26], i.e., there exists a sequence of 
matrices R, and S, over &'(R-) of suitable sizes such that 
Q * R , + P  * S,-+61. 
Since CQsP is always topologically observable, this is equivalent to 
the canonicity of CQ,p.  
c) The spectrum u(F) of the infinitesimal generator of the shift 
semigroup {U,} is given by 
u(F)={X E C; det Q(X)=O} .  
d) X D  C X Q  if and only if Q = M*D for some matrix M with 
entries in &'(E). 
e) According to the Paley-Wiener theorem for distributions 
[20], [22], [26], the Laplace transform G(s) of a E &'(E) is an 
entire function of s satisfying the following estimate: 
\ & ( s ) l ~ C ( l + ( s \ ) ~ e x p ( a R e s ) ,  R e s r O ,  
s C ( l +  \som, Re s<O. 
Hence, the Laplace transform of each element of Q and P is an 
entire function satisfying the above estimate. 
111. INTERNAL AND EXTERNAL STABILRY 
In this section we shall establish interrelationships among 
various stability notions for the standard (topologically) observ- 
able realization CQvP introduced in the previous section. We shall 
prove that: 
i) internal L 2-stability and exponential stability are equiva- 
lent; 
ii) internal L 2-stability implies external H"-stability, 
and give necessary and sufficient conditions for internal- stability. 
Unlike the finite-dimensional case, such results are not trivial at 
all. To elaborate, consider the impulse response A ( t )  = e-' sin 
e'. This impulse response maps z inputs to L2 outputs, so that one 
may conclude that this impulse response is externally stable. 
However, it does not induce an exponentially stable canonical 
realization. To see this, consider the derivative A ' = - e-' sin e' 
+ cos e', which does not belong to L2. By choosing a suitable L 2  
input, one can produce a free response which is arbitrarily close to 
A '  L2. Since this kind of phenomenon would not occur if the 
corresponding realization were exponentially stable, one must 
conclude that the above A does not induce an internally stable 
canonical realization. 
Some necessary and sufficient conditions for internal stability 
are also derived. 
Definitions 3. I :  Let CQvP be the pseudorational system 
associated with a pseudorational impulse response A = Q-'*P. 
CQsP is said to be exponentially stable if there exist constants M ,  
0 > 0 such that 
\)u,xllIMexp(-pt)llxll, forall t r O a n d x  E X Q  
where the norm llxll is taken in the sense of Fact 2.6a). 
is said to be internally L2-stable if 
X Q  c L2[0, 03). (3.2) 
Definition 3.3: Let CQgp be as_ above. CQvP is said to be H"- 
stable if the Laplace transform A (s) of A belongs to H". 
Remark 3.4: By the definition of the space H", ?(s) is 
analytic ,on the open right-half plane, However_, since A ( s )  = 
&(s)- 'P(s )  where each entry of Q(s )  and_ P ( s )  is an entire 
function of s [Fact 2.6e)], any singularity of A (s) _must be a pole, 
and this pole cannot lie on the imaginary axis if A (s) bel_ongs to 
H". Therefore, the above condition implies that A ( s )  is 
holomorphic on the closed right-half plane C+ . 
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We first prove the equivalence of L2-internal stability and 
Theorem 3.5: Let CQ and CQrp be as above. The following 
i) C Q  is internally L2-stable; 
ii) C Q F ~  is internally L2-stable; 
iii) CQsp is exponentially stable. 
exponential stability. 
statements are equivalent: 
Proof: Since the state-space X Q  is common to all CQ.P with 
the same Q, i) and ii) are clearly equivalent. It is also obvious that 
iii) implies ii). It remains only to prove ii) * iii). We claim that, 
for every x E XQ, 
[" IIutxI12 dt<w. (3.6) 
Recall that the norm of X Q  is given by the L2-norm on some 
bounded interval [0, r ]  [Fact 2.6a)l. Since each x is an element of 
L2[0, a), the correspondence 
7 - i I~J l l2  
is a continuous function of 7 so that this is integrable on [0, r] .  
Thus, we have 
which implies, by Fubini's theorem, that 
Now according to a result due to Datko, any strongly continuous 
semigroup U, that satisfies the property (3.6) is exponentially 
stable [5, last Corollary]. Therefore, CQ is exponentially stable. 0 
Remark 3.7: In view of the equivalence ii) o iii), we may 
simply say, without ambiguity, that a system CQ*P is internally 
stable. Furthermore, by virtue of the equivalence i) e ii), we 
may speak of the internal stability of systems CQ*p, independently 
of each P. Henceforth, we may simply state that the system CQ is 
internally stable, meaning implicitly that all C Q v P  are simultane- 
ously internally stable. 
Corollary 3.8: Let A be a pseudorational impulse response 
such that it admits an approximately left coprime fractional 
representation A = Q-I*P. Then the canonical realization of 
A is exponentially stable if and only i f  C Q is internally stable. 
Proof: Obvious from the above theorem since the canonical 
0 
The following theorem asserts that the system CQvP is externally 
stable if it is internally stable. Although it appears to be trivially 
true, the proof is surprisingly involved; this is because we must 
also consider the case in which the impulse response is not a 
function but merely a measure. Such a case must be included into 
the framework to deal with systems studied in Section V. 
Theorem 3.9: Suppose that CQfP  is internally stable. Then it 
is Ha-stable. Furthermore, the statement remains valid for 
any pseudorational A I  = Q-'*PI.  In particular, det Q(s)-l 
E H". 
realization of A is CQ,p (Fact 2.6). 
Proof: See the Appendix. 0 
Corollary 3.10: Consider the scalar case, i.e., we assume 
that the number of output channels p = I .  Write q instead of 
Q and let r := ord q. Suppose that Cq is internally stable. 
Then 
(3.11) 
Proof. Observe that q - ' * { 6 ' } '  is pseudorational, since ord 
0 
The converse of the above corollary also holds. Namely, we 
q = r. Then the result follows from Theorem 3.9. 
have the following. 
Theorem 3.12: Under the same notation as in Corollary 
i) d- l ( s )  belongs to Ha, and 
3.10, the system Cq is internally stable if and only if 
(3.13) 
Proof: We need only to show the sufficiency. Since &'(s) 
belongs to H", it is of exponential type on the open right-half 
plane, and hence so is s'/Q(s). Now according to a version of the 
Phragmtn-Lindelof principle [2, Theorem 6.2.41, every function 
that is holomorphic on the right-half plane, of exponential type 
there and bounded on the imaginary axis, is bounded by C exp 
(alRe S I )  on the right-half plane for some C > 0 and a L 0. 
Therefore, we have 
I s ' I s C  exp (a IRe S I ) ,  a z o ,  Re s r O .  (3.14) 
Therefore, s'/d(s) exp (as) belongs to H". Now consider the 
I 
following function p:  
exp (ar(t+ l)), for - 1 StSO, 
otherwise 
(3.15) p(t) := 
where a : = log (112) < 0. It is easy to see that p = (6-1 - 61 
2}*{6' - a&}-', and hence $[PI = {es - 1/2}/(s - a). Its 
inverse, with respect to convolution, is then computed as 
(3.16) 
n =  1 
which acts as a first-order differential operator with respect to 
convolution. Therefore, in view of ord q = r, we see that both 
6-,*pr*q and 60* {p -1} r *q -1  are distributions of order 0, i.e., 
measures. Now put q1 : = 6-,*pr*q. Then q1 is of normal type, 
and satisfies d: [ q;  '1 E H a ,  by hypothesis. Hence, the reachable 
elements in Xq1 all belong to L2[0, 00). Showing that every 
element in Xq1 is reachable will complete the proof. Take any x in 
Xq1, and put 
U := q1 * x .  
(Here x is extended to ( - 00, 03) by setting it zero on ( - a, O).) 
Since q1 is a measure, U is a locally L 2  function. Also, its support 
is bounded on the left because q1 and x have the same property. 
Furthermore, since x belongs to XQ, r (q l*x)  = 0 by definition, 
and hence supp ql*x C ( -  a, 01. Therefore, U is a legitimate 
input function belonging to Q. It now follows that 
x=?rx=a(q;l * q1 * x ) = x ( q ; l  * U) 
00). 0 
so that every element in Xq1 is reachable, and hence XQ1 C L [0, 
For the multivariable case, the condition (3.13) gives a 
sufficient condition for internal stability. 
Theorem 3.17: The system C Q  (and hence any CQ.') is 
internally stable if the condition (3.13) is satisfied for q : = det 
Proof: Since (det Q)Z = (adj Q)*Q, the space X Q  is 
contained in Xq x Xq x * . x Xq ( p times) by Fact 2.6. Since 
the semigroup ut in Xq is exponentially stable by Theorem 3.12, 
0 
The following corollary is immediate from Theorem 3.12 and 
Fact 2.6. 
Corollary 3.18: Consider the scalar case p = 1. Let A be a 
pseudorational impulse response such that it admits an 
approximately corprime fractional representation A = 
q-'*P. Then its canonical realization is internally stable i f  and 
only i f  (3.13) holds. 
Q. 
so is U, in XQ. 
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Fig. 2. Unity feedback servo system. 
I v .  TRACKING AND THE INTERNAL MODEL PRINCIPLE 
In this section, we formulate and prove the internal model 
principle for the class of pseudorational impulse response matri- 
ces; which is a precise analog and generalization of the well- 
known finite-dimensional counterpart [ 11, [ 1 11. 
Problem Statement 
Consider the unity-feedback servo system given in Fig. 2, 
where D, Q, P are p X p matrices over E ' ( R - )  satisfying the 
conditions of pseudorationality . Find a condition under which the 
error e( t )  converges to zero for any reference signal generated by 
D-I. 
Moreover, it is assumed that D satisfies the following assump- 
Then, there exists M E E ' ( R - ) p x p  such that Q = M*D. 
Hence, stable tracking implies the necessity of an internal 
model. 
Proof: Since ( Q  + P )  (s)-lQ(s)D(s)-I belongs_to H", it 
is holomorphic on Cf. Moreover,_ sincs ( Q  + P )  (s) is 
holomorphic on C + ,  this implies that Q(s)D(s)- '  is holomorphic 
on C+ . On the other hand, jt is a p m e d  that the zeros of det D(s)  
all belong to C+.  Hence, Q(s)D(s)- '  must be an entire function 
of s. Accorging to the Paley-Wiener-Schwa- theorem Fact 
2.6e), det DJs) i_s an entire function of exponential type, and 
h_ence_so is Q(s)D(s)- '  [28, Lemma (A.l)]. Furthermore, since 
Q(s)D(s)-  is clearly inverse Laplace transformable, it follows 
from [28, Lemma (3.8)] that Q*D-' belongs to ( E ' ( R ) ) P " p ;  that 
is, the space of distributions with compact support not necessarily 
contained in ( - 03, 01. It remains only to prove that the support of 
Q*D-' is in fact contained in ( -  03, 01. 
Let i: E'(R-) + 5 be the natural embedding of E'(R-)  into 
the field 5 defined in Section I. This is clearly an algebra 
homomorphism. Since r(det D )  = 0, i ( D )  is of full rank. 
Suppose that the support of Q*D-' is not contained in ( -  03, 01. 
Define a by 
a := min {brO;  6 - b  * Q * D-' E & ' ( R - ) } .  (4.8) 
By assumption, a is positive. The identity tion. Assumption 4.1: D[or D(s)]  is purely unstable in the sense 
that all poles of det D(s)-' lie in the (closed) right-half plane C+ 
and r(det D )  = 0, i.e., D has no redundant delay part. 
Remark 4.2: This assumption is not overly restrictive in the 
following sense: stable modes are clearly irrelevant to the 
asymptotic tracking. Secondly, according to a result of [28], the 
condition r(det D )  = 0 corresvonds to the nonexistence of a small 
6-, * e=(&,  * Q * D - ' )  * D 
yields the identity 
i(&, * Q)=i(6-, * Q * D-I) * i(D) 
solution, namely' a function 'that becomes zero after a finite 
duration of time. Such functions in X D  clearly do not affect the 
asymptotic tracking property, and hence are redundant for 
discussing tracking. If r(det D )  # 0 but r(det D )  = r ( d l )  + 
+ r( d,) ( di : = ith row of D) ,  then we can easily reduce D to Do 
such that r(det Do) = 0 by left-multiplying D with a matrix 
consisting of elements of type 6-, and 0. 
The objective in this section is to clarify the relationships 
between the tracking property and the internal model under the 
assumption of (4.1) and the closed-loop stability. 
The following relationships hold among rot r, e, y:  
* 
y=r{(Q+P)-'  * P * D-'ro}; 
e=r{(Q+P)- '  * Q * D-'ro}. (4.3) 
Hence, tracking is implied either by 
C[(Q+P)-' * Q * D-'](s) belongs to H" (4.4) 
or by 
e(t)  tends exponentially to zero for any initial state 
in the reference signal generator (4.5) 
in the external or internal description sense, respectively. On the 
other hand, since the existence of an M E E ' ( R - ) P " P  satisfying 
Q = M*D implies X D  C X Q  by Fact 2.6d), which means that 
every reference signal generated by D-' must be generated by 
Q-' ,  it is reasonable to define the meaning of an internal model 
as follows. 
Definition 4.6: Q E E ' ( R - ) p X p  is said to contain D E 
& ' ( R - ) p x p  as an internal model if there exists M E E ' ( R  - ) p x p  
such that Q = M*D. 
We first prove the necessity of an internal model for stable 
tracking in the following sense. 
Theorem 4.7: Consider the unity feedback system Fig. 2. 
Suppose that 
i) (Q + P )  (s)-'Q(s)fi(s)-' belongs to H"; 
ii) D(s) is purely unstable. 
over 5, where i(S-,*Q) is clearly zero because Q E E'(R-) and 
a > 0. Furthermore, by the definition of a, i(S-,*Q*D-') must 
be nonzero, for otherwise there would be a smaller a > 0. But 
0 
The necessity of an internal model in the sense of internal 
stability can be stated as follows. 
Corollary 4.9: Suppose that: 
i) error e( t )  tends exponentially to zero in the sense of (3. I )  
for any initial state in the reference signal generator; and 
ii) D is purely unstable. Then the conclusion of Theorem 4.7 
remains valid. 
Proof: Writing D-' as (det D)-'*(adj D ) ,  we see that ( Q  + 
P)-'*Q*D-' is pseudorational. By hypothesis i), we see that the 
same argument in the proof of Theorem 3.9 applies Lo ( Q  + 
P)-'*Q*_D-' with no change, and hence ( Q ( s )  + 
P(s))- 'Q(s) f i (s)- '  must belong to H". The result then follows 
from Theorem 4.7. 0 
Let us now prove the converse of Theorem 4.7. In view of the 
preceding corollary, we state the result in the form: under the 
hypothesis of internal stability, the existence of an internal 
model is equivalent to stable tracking. 
Theorem 4.10: Consider the unity feedback system Fig. 2, 
and suppose that the closed-loop system E(Q+0vp is internally 
stable. Then the error e(t) tends exponentially to zero [in the 
sense of (3.1)] for any reference signal r generated by ED, if 
and only i f  Q = M*D for  some M E E'(R-), i.e., the 
forward-path of this system contains an internal model of ED. 
Proof: The necessity is Corollary 4.9. Now observe that 
e=(Q+P)-l * Q * r=(Q+P)-I * Q * D-' * uo 
this is a contradiction because i ( D )  is of full rank. 
=(Q+P)-' * M * uo 
where uo := D*r. Since the system E(Q+p)*p is exponentially 
stable, it follows from Theorem 3.4 that the system E(Q+O is 
exponentially stable, and hence so is C(Q+p)*M. Therefore, the 
0 
Observe that, as a result of dealing with internal stability, the 
above theorem assures exponential decay of the error e( t )  for any 
error converges exponentially to zero. 
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repetitive control system. However, it is a nontrivial problem to 
stabilize the repetitive control system, since the system under 
consideration turns out to be a delay-differential system of neutral 
type. Thus, repetitive control systems have been studied mainly 
on analysis and synthesis of stabilizing controllers [ 131-[15]. 
The remainder of this section is devoted to the stability analysis. 
For notational simplicity, only the SISO case is considered, since 
the analogous discussions carry over to the MIMO case. 
Let us now consider a repetitive control system whose open- 
loop system consists of the internal model (exp (Ls) - l)- l  and a 
finite-dimensional linear system g(s) = P(s ) /a (s ) ,  where a(s) 
= a,s" + * + Pls + Po 
have no common factors and a, # 0 (see Fig. 1) .  Let us take the 
following factorization: 
* * + alS + a, and P(s)  : = P,S" + 
Fig. 3.  Periodic signal generator and initial function. 
initial state, in contrast to the results of the existing investigations 
(e.g., [8], [lo]) given in terms of H"-external stability. Note also 
that Theorem 3.17 gives an external condition guaranteeing 
internal stability needed here. 
v. APPLICATION TO REPETITIVE CONTROL SYSTEMS 
In practice, one often encounters the situation in which the 
reference commands to be tracked andlor the disturbance to be 
rejected are periodic signals; repetitive commands or operations 
to industrial robots and NC machines, or disturbances depending 
on the frequency of the power supply are examples of such 
situations. A new control scheme named "repetitive control" is 
introduced to deal with such situations and has proved to be very 
effective [ 131, [ 161-[ 181. Highly accurate asymptotic tracking can 
be achieved by implementing a periodic signal generator into this 
scheme. It is easily verified that any periodic signal with period L 
can be generated by the linear input-free dynamical system shown 
in Fig. 3, where the waveform is specified by an initial function 
r,. In other words, the transfer function of the periodic signal 
generator of period L is given by 
B(s)-l=(exp ( L s ) - I ) - ' ,  (5.1) 
D = 6 - L - 6 .  (5 .2)  
Let us first show that D or B(s) defined by (5.2) or (5.1) 
satisfies the assumption in Theorem 4.7.  Clearly, D E &'(R-), 
and r(det D) = 0 (i.e., D is of full rank over the field 5)- since 
supp D = {0 }  U { - L }. Furthermore, the poles of det D(s)-I 
are j(27r/L)k, k = 0, k !, -I 2, e ,  and they lie entirely on the 
imaginary axis. Hence, D(s )  is purely unstable. Therefore, we 
can apply the results in the previous section to a servo problem 
with periodic exogeneous signals. It is to be noted here that the 
approach by Francis [lo], and Desqer and Gustafson [8] cannot be 
adopted to this problem, since D(s)-l = (exp (Ls) - 1)-* 
admits no pseudocoprime factorizations nor does it satisfy the 
hypotheses of [8] because of the infinitely many poles on the 
imaginary axis. 
Theorem 4.10 asserts that the model (exp (Ls) - l)-I must be 
contained in the forward path of the closed-loop system for stable 
tracking to periodic reference commands. Conversely, we know 
from Theorem 4.10 that internal stability of the closed-loop 
system together with the internal model (exp (Ls) - l)-I yields 
tracking, i.e., exponential decay of the error signal. (By abusing 
the terminology, we shall also call the transfer function of the 
model an internal model as well as its denominator.) The 
sufficiency was first pointed out by Inoue et al. [16] for SISO 
systems and by Hara et al. [13] for the MIMO case, while the 
necessity of the internal model has not been proved. The 
servo system with the internal model (exp (Ls) - l)-I is called a 
that is, 
Q(s) = (exp (LS)  - l)a(s), P(s)=  ~ ( s ) .  (5.3) 
It is then immediate from Theorems 3.12 and 4.10 that if 
d&)=(exp (JW- 1b(s)+P(s) (5.4) 
satisfies (3.13), then the error e( t )  tends exponentially to zero for 
any periodic reference signal r ( t )  with period L .  A sufficient 
condition for this is given as follows. 
Lemma 5.5: Under the assumptions above, if 
i) g (s) = f l  @)/a (s) is proper stable, and 
ii) ll1-gIlrn<1 (5.6) 
then d o ( s )  defined by (5.4) satisfies (3.13). 
Proof. Rewrite Qo(s) as 
do(s)=a(s) . lexp (W-(l--g(s)}. (5.7) 
Condition i) implies a(s)-I E H". Since I exp ( L S ) ~  2 1 for R e s  
2 0, condition ii) guarantees that {exp (Ls) - (1 - g(s))}-I 
belongs to H". Hence, condition i) in (3.13) is satisfied. Since ord 
q = n,  the proof will be complete if we show 
Since the denominator is bounded away from 0 by condition ii) in 
U 
Summarizing the above discussions, we have the following 
Theorem 5.9: Consider a repetitive control system with 
(5.6) and sup ( w n / a ( j w ) l  < m, (5.8) follows. 
theorem. 
Q(s) = (exp (LS)  - I )~ (s ) ,  P(s) = ~ ( s )  (5.3) 
in Fig. 2, where a(s) and P(s) are polynomials with no 
common factors. Ifg(s)  = P(s)/a(s) satisfies condition (5.6), 
then the error e(t) tends exponentially to zero for  any periodic 
reference signal r(t) with period L.  0 
The above result corresponds to [15, Theorem 21 and [13, 
Theorem 13 where only the convergence in the sense of L z  is 
assured in [ 131. An entirely parallel discussion can be carried out 
for the case when the internal model included is expressed as (exp 
(Ls) - l ) - l  + a(s ) ,  which has been investigated in [13] and 
[ 151. For example, in the case of a(s)  = 1 ,  we obtain 
&(s)=(exp ( L S ) -  l)a(s), P(s)=exp ( L S ) P ( S ) .  (5.10) 
Hence, under the same assumption of Theorem 5.9, if g(s) = 
P( s)/a( s) satisfies 
i) (1 +g(s))-l is proper stable, and 
ii) 11(1 + g ) - ' I l m <  1 ,  (5.11) 
then the error e(t) tends exponentially to zero. 
Note here that the second condition in (5.6) or (5.11) can be 
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satisfied only when g(s) is not strictly proper, i.e., p, # 0. We 
will now show that this condition is actually necessary for internal 
stability. According to Theorem 3.9, the closed-loop transfer 
function Q0(s)-’ must belong to H” for the internal stability. 
Suppose that p, = 0, that is, g(s)  = p(s)/a(s) is strictly proper. 
In view of ( 5 4 ,  Qo(s) = a(s).{(exp (Ls) - 1) + g ( s ) } .  Since 
g(s)  is strictly proper, g(jw) -+ 0 as I w (  -+ 03. An easy 
application of Rouchk’s theorem [ 191 then shows that (exp (Ls) - 
1) + g(s)  has zeros close to s = * 2n?rj/L, for all sufficiently 
large n, and these zeros asymptotically tend to the imaginary axis. 
Thus, Qo(s) possesses a sequence of zeros with the same property, 
and this contradicts the requirement Qo(s)-’ E H”. Hence, 0, 
must be nonzero. 
Thus, we have the following theorem on necessity which has 
not been clarified in the literature. 
Theorem 5.12: Consider the SISO unity feedback system 
Fig. 2. If the closed-loop system is internally stable and the 
error e f t )  tends exponentially to zero for any periodic signal 
r( t )  with period L, then i) (exp (Ls) - I ) - ’  must be contained 
in the forward path of the closed-loop system. Furthermore, 
under the same assumption in Theorem 5.9, ii) g(s) is 
bicausal, i.e., P, # 0. 
Once we have amved at the basic configuration as Fig. 1, it is 
also possible to discuss its stability via the stability results for 
neutral systems (see, e.g., [12]); for example, if the plant satisfies 
(5.6), then the spectrum of the closed-loop system is contained in 
the left-half plane { z; Re z < - e}  for some c > 0, hence stable. 
However, we emphasize here that the necessity of an internal 
model for this class can be first proved via the use of the present 
method and it is difficult to conceive the configuration of Fig. 1 
without the internal model principle as above (or Theorems 4.7 or 
4.10). 
Finally, a numerical example is shown to illustrate the results. 
We consider a repetitive control system consisting of a bicausal 
finite-dimensional system 
5(s2+ 3s + 3) 
g(s)=2(s + 3s+1) (5.13) 
and the internal model 
(exp (Ls)- l ) - ’+l=exp (Ls)/{exp (Ls)-l}. (5.14) 
Since g(s)  satisfies the conditions (5.11), the error e ( t )  tends 
exponentially to zero for any periodic signal with period L in this 
repetitive control system. This is shown by a simulation result 
Fig. 4, where the reference command r ( t )  has a triangular type 
waveform with period 4, and y (  t )  and U( t )  denote the controlled 
output and the output of the internal model (5.14), respectively. 
Observe that the tracking error is reduced to a very low level after 
the fifth period. 
In contrast to this satisfactory result, stable tracking cannot be 
achieved for the strictly proper plant case by Theorem 5.12, 
which is illustrated by Fig. 5, where 
15(s+ 1) 
g(s)=,(s + 3s+1) (5.15) 
and the internal model given by (5.14). Although the tracking 
error may tend to zero, the internal stability cannot be assured, 
since u ( t )  becomes larger in amplitude and contains higher 
frequency oscillations as t goes to infinity. We note that 
introduction of an approximate internal model for the periodic 
signal generator improves the stability margin and enables us to 
achieve satisfactory high accuracy tracking for strictly proper 
systems. This modification has been adopted in many practical 
applications [13], [16], [17]. An approximate internal model can 






I t  A 3rd period 
5th period 
I i  A 
-output y (  t )  
---- reference r (  t ) 
---input U(  t ) 
Fig. 4. Simulation: plant with direct path. 
where a ( s )  and gf(s )  are proper stable rational functions and 
g,(s) has low-pass and high-cut characteristics [13], [15]. The 
effect of this modification is illustrated in Fig. 6,  where g(s) is 
given by (5.15) and the approximate internal model is of the form 
(5.16)witha(s) = 1 andgf(s) = 1/(1 + 0.01s). Weseethatthe 
internal stability is assured together with the property of steady- 
state tracking error near the peaks of the reference command, 
which include much higher frequency components. 
VI. CONCLUDING REMARKS 
In this paper, we have derived various necessary and sufficient 
conditions for internal and external stability, and applied the 
results to the study of an infinite-dimensional servo problem. 
The results obtained are roughly summarized as follows. 
i) Internal L 2-stability and exponential stability are equivalent. 
ii) If the system is internally stable, then its transfer function 
matrix belongs to H”. 
iii) If the denominator of the transfer function satisfies a 
stronger condition (3.13), then the system CQ is internally stable; 
in particular, this gives a sufficient condition for the internal 
stability of the canonical realization of a pseudorational impulse 
response under the condition that its fractional representation is 
approximately left coprime. 
iv) An internal model of the exogenous signal is necessary for 
asymptotic tracking; it is also sufficient for tracking under the 
condition of the closed-loop internal stability; these results, along 
with the stability conditions obtained in Section 111, have been 
effectively utilized for the analysis of repetitive control systems. 
As a result of studying internal stability, we have naturally 
obtained exponential decay of the error e( t )  in the servo problem 
considered in Sections IV and V, in contrast to the existing results 
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20th  period 
-.- -_ 
-I 
-output y (  t )  
100th period 
- I  
' -output y (  t )  
--_- reference r( t ) - -_- reference r (  t ) 
input U(  t input u ( t )  
Fig. 5.  Simulation: plant of relative degreee one. The case without a low- Fig. 6. Simulation: plant of relative degree one. The case with a low-pass 
filter. pass filter. 
given in terms of external stability. Note also that iii) shows that, 
under suitable conditions, we can obtain an internally stable 
canonical realization if its transfer function satisfies a strong 
external stability condition (3.13). 
for some 0 > 0. This yields 
I I d A  * U)I12~C2 {so exp ( - P k T )  I I ~ l l r - T , O I ~ ~ I I ~ I I , - T , O l .  1 
(A.5) 
APPENDIX 
PROOF OF THEOREM 3.9 
Now take any U E Q", and express it as 
Since the internal stability of CQJ' implies that of C Q A ,  the 
second statement is immediate from the first. To prove the first 
statement, we claim that there exists a constant C > 0 such that 
IIA * U l l 2 ~ C l l ~ l l Z  (A. 1) 
U = i  ukTfd&, Uk E ( L 2 [ - T ,  01)". (A. 6 )  
k=O 
Then, again by the exponential stability and by (AS), we have 
for every U E (L2(  - a, a))". To this end, let us first prove that 
II * ( A  * u)llz= I IhT* (A * Uk)112 
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