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As is well known, in full rank multivariate exponential families, tests of Neyman 
structure are uniformly most powerful unbiased for one-sided problems. For the 
case of lattice distributions, the power of these tests-valuated at contiguous alter- 
natives-is approximated by asymptotic expansions up to errors of order o(n- ‘). 
Surprisingly the tests with Neyman structure are not third-order efficient in the 
class of all asymptotically similar tests unless the problem is univariate. 
1. INTRODUCTION AND SUMMARY 
So far, most applications of asymptotic expansions in parametric statistics 
are restricted to the continuous case (see [ 13, Sect. 9.4, p. 44, Sect. 14, p. 62, 
Sect. 191). Here an attempt is made to apply the method of asymptotic 
expansions to discrete models. We investigate one-sided testing problems in 
full rank exponential models with and without nuisance parameters. Consider 
first the case without nuisance parameters. Let u be a finite measure on the 
Bore1 field .58 of R with natural parameter space 
O* = 0 E R: 1. exp(#z) v(dz) < co . 
I 
Assume that O* has a nonvoid interior 0. For 6~ 0 define 
f(O) = log [ exp(8z) v(dz) 
and P, as the probability measure on .S with v-density 
z + exp(8z -f(Q), zER. 
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Fix 8, E 0. For n = 1, 2,... and t9 E 0 write P”, for the n-fold independent 
product of P,. For n = 1, 2,... consider the one-sided testing problem 
{Pi: 19< I!?,} against (P”,: 8 > 19,). (1.1) 
Fix a level a E (0, 1). For n = 1, 2 ,... let 4: be the level-a Neyman-Pearson 
test for testing problem (1.1): 
$gw, ,-*.t X”> = 1 if X,+... + xn > k(a) 
= v,(a) if X,+... +X, = k,(a) 
=o if Xi+... + x, < k,(a), 
where k,(a) E 2 and y,(a) E [0, 1) are determined by 
P&{X, + me- +X, > k,(a)} + y,(a) Pi,{X, + a.0 +X, = k,(a)) = a. (1.2) 
We denote the set of all integers by 2. For the case that u is a lattice 
distribution with minimal lattice 2 we show in Theorem 2(i) that uniformly 
for t in compact subsets of R 
P;o+I”-1,2@:: =@‘(t) + n-’ (l/2) tu-‘tW, + to)((y,(a) - l/2)* - l/6) 
+ o(n-1). (1.3) 
Here E:“‘(t) is the asymptotic expansion-up to errors of order o(n-‘)---for 
Go+,“-w& in the continuous case (see [ 13, p. 45, (9.4.2)]). c* is the 
variance of Pea a 4 and N, are the density and the lower a-quantile of the 
standard normal law, respectively. If, for some n, r,(a) can be chosen close 
to 0 or 1, then for these n the power of 4: will exceed E:“‘(t) by an amount 
of order n-i. In Theorem 2(ii) it will be shown that 
(y,(a) - l/2)* = Sf( l/2 - FZ,L + n”*aN, + (1 - Ni)p,/6) + o(n”). (1.4) 
Here ,D and ,D~ are the mean and the third central moment of Pea, respec- 
tively, and S, is the first Bernoulli polynomial defined by 
S,(x) =x - l/2, o<x< 1, S,(x)=S,(x+ 11% xE R. 
Write a, for the fractional part of -np + n”*uN,, n = 1, 2,... . If a f l/2, 
then (a,) is asymptotically uniformly distributed on [0, 1 ] (see Remark 2), 
i.e., for all 0 < a < b < 1 
limn-‘#(j<n:a<aj<b)=b-a. 
n 
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If we define 
b, = S:(1/2 - njf + n”*oNa + (1 - Ni)pu,/6), n = 1, 2,..., 
then for 0 < a < b < l/4 
limn-‘#{j<n:a<bj<b}=2(b”*--a”*). 
n 
Hence for large n, P~o+tu-,,2#pI will exceed E:“‘(t) for approximately 18 out 
of 100 sample sizes n. 
For s > 0 write q for the set of all sequences (4,) of critical functions 
#,,: R” -, [0, l] 
with the following property: Uniformly for 0 in compact subsets of 0 with 
fw e. 
P”,#, < a + o(n -“). 
The proposition in [ 13, p. 431, implies that for all s > 0, t > 0, and (4,) E 5 
Hence in the continuous case, for all t > 0 and (4,) E K2 
(1.5) 
We have seen above that relation (1.5) does not hold in the lattice case. 
The tests 4: are based on the distribution of X, + ... +X, under Pg,,. 
Replacing these distributions by their asymptotic expansions of length 2 in 
(1.2), we obtain tests 4, which are simpler than #“, and-up to errors of 
order o(n-‘)--asymptotically as good as 4: (see our proposition). 
Consider now the case with nuisance parameters. Let p be a positive 
integer and u a probability measure on the Bore1 field .5Pt’ of RPt ’ with 
natural parameter space 
H* = 1~ E Rp+‘: 1. exp(q’z) u(dz) < co 1 
with nonvoid interior H. For n E H define 
f(v) = log 1. exp(v’z) Wz) 
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and P, as the probability measure on .5YPt’ with v-density 
= + ew(+= -f(r)>, z E Rpt’. 
We shall be concerned with the case that the dominating measure v is a 
lattice distribution. For notational convenience we assume that 0 has 
minimal lattice ZPt ’ and v(Zpt ‘) = 1. 
Write 0 for the first component of the p + 1 -vector q E H. Fix B0 E R such 
that T= (z E RP: (8,, r) E H) is nonvoid. For n = 1, 2,... we consider the 
one-sided testing problem 
(Pz: q E H, 0 = 19,} against (P”,: r] E H, 0 > 8,,}. (1.6) 
For n = 1, 2,... let #“, be the uniformly most powerful similar level-a test for 
(1.6) (see [8, pp. 134, 1351). Let H&(t, 6,, s) be the asymptotic expansion 
for p~B,+ln-1~2.T~40n up t o errors of order O(K ‘) in the continuous case (see 
[ 11, p. 405, Theorem]). Write X(0,, r) for the covariance matrix of P,ec,,r,. 
Partition this matrix as follows: 
where E, ,(6’,, 5) is a (p, p)-matrix. Write M(B,, r) for the vector 
C,,(B,, 7) C,‘(8,, 5). If M(0,, 7) has at least one irrational component, then 
by Theorem 2(iv) there exists a function A”: (0, co) -+ (-co, 0) depending on 
(B,, 5) such that for all t > 0 
P” (80+tn-l/‘,r)& = H;,(t, e,, T> + n-‘AU(f, B,, 5) + o(n-‘1. (1.7) 
If the vector M(8,, 5) has rational components only, then by Theorem 2(iii) 
there exists a sequence of functions A:: (0, co) --f R, n = 1, 2,..., depending on 
(e,, r), such that 
(1.8) 
For fixed t the sequence A:(t), n = 1, 2 ,..., will not converge in general. The 
sequence of functions 
F,(x)=K’# (jQL4;(t)<x}, x E R, 
will converge pointwise to a continuous distribution function whenever 
a # l/2 (see Remark 2). 
For s > 0, let q denote the class of all test sequences (4,) with the 
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following property: For every r E T and uniformly for u E Rp, 11 u\I < 
n - I/* log n, 
P:B,,T+“)$41 < (2 + ow”‘*). (1.9) 
Write K,* for the set of all test sequences (4,) for which (1.9) holds with = 
instead of <, i.e., Kt is the class of all test sequences which are 
asymptotically similar of level a -t o(nPS’*). A sequence Ei”), n = 1, 2,..., is 
an envelope power function of order o(n-“‘*) for qY if for every t > 0 and 
rE T 
P” ~o,+,n-‘l*,r)h < E:“Yt, r) + o(n-“‘*) (1.10) 
for all sequences (4,) E 5, and 
P” ~~~+,n-~/z,~,h =Ek”)(t, r) + ~(n-~‘*) (1.11) 
for at least one sequence (4,) E c. An envelope power function E$(“), 
n = 1, 2,..., of order o(K~‘*) for K: is defined analogously. For s = 0, 1, 
envelope power functions Ei”’ and Ea’“’ are known for arbitrary, not 
necessarily exponential dominated families of probability measures, and 
these satisfy E,*‘“’ = I$“’ (see [ 13, p. 601 for s = 0, and [3, p. 262, 
Theorem 1.4(i) and (ii)] for s = 1). Up to errors of order o(n-I’*), there is no 
difference between the continuous case and the discrete case (see also 121). 
In the continuous case (i.e., if every probability measure P, satisfies 
Cramer’s condition) envelope power functions Ey’ and ET(“) of order 
o(n-‘) for +K2 and FT are known (see ] 13, pp. 5 1, 52 and Section 16.3 1). In 
general, 
lim n(Ey’ - Ef”‘)) > 0. 
n 
Note that (#I) E 8,* for arbitrary s > 0. 
For the two cases (i) that u is dominated by the Lebesgue measure and (ii) 
that a certain p-variate marginal distribution of u is a lattice distribution, 
Michel [ lo] showed that 
(1.12) 
is an envelope power function of order o(n”) for go. If u is dominated by the 
Lebesgue measure, then (1.12) is an envelope power function of order o(n ’ ) 
for Kf, and an envelope power function of order o(n-I”) for i& (see [ 11 I). 
In the lattice case considered here, (1.12) is still an envelope power 
function of order o(n -I’*) for g, (see Remark 1). As soon as we investigate 
the n-l-terms of the power functions, we observe that the continuous case 
72 C. HIPP 
and the lattice case are essentially different. So, for example, envelope power 
functions of order o(n - ‘) for 6 or ET are unknown. In particular, (1.12) is 
not an envelope power function of order o(n - ‘) for a:. 
In other words, (4:) is not third-order efficient in the class of all 
asymptotically similar tests. This phenomenon is due to the fact that 4: is 
necessarily randomized, and randomization diminishes power (see 
Remark 5). 
Our Theorem 1, Theorem 2(iii), and Remark 2 yield that-in the lattice 
case-envelope power functions of order o(n - ‘) for K’:: will contain an 
oscillating n-‘-term in general. So for many interesting sequences (#,) E “2* 
the Hodges-Lehmann deficiencies with respect to the envelope power 
function will not converge. 
The tests 4: are based on conditional distributions. These conditional 
distributions admit asymptotic expansions up to errors of order o(n - ’ ) which 
depend on the unknown nuisance parameter r (see [5 1). We replace the 
nuisance parameter by a suitable estimator for r and obtain valid asymptotic 
expansions for the conditional distributions which do not depend on r. If in 
the computation of 4: we replace the conditional distributions by these 
studentized asymptotic expansions, then we obtain simpler tests which-up 
to errors of order o(n-‘)--are asymptotically as good as 4:. 
The results apply, e.g., to the following testing problems. 
EXAMPLE 1. No nuisance parameter. Let X,, X,,... be independent 
Bernoulli trials with unknown success probability p. We want to test p < l/2 
against p > l/2. The uniformly most powerful level-a test dj: is constructed 
with the (exact) distribution of X, + . . . + X, under p = l/2. For moderate 
and large n the following test 4, is more convenient. For k E Z let 
F,(k) = 2n-“*(k - l/2 - 42) + rt-‘(N312 - 7N,/l2) 
and k,*(a) the largest integer satisfying F,,(k,*(a)) < A’, . Define 
Q,(X* v**, X,) = 1 if X,+... +X, > k:(a) 
= y,*(a) if X, + .+. +x, = k,*(a) 
=o if X,+ ... +X, < k:(a) 
with 
W,(k,*(a) + 1)) - a 
y,*(a)= @(F,(k,*(a)+ l))- @(F,(k,*(a))) 
and @ is the distribution function of the standard normal law. Then 
(4,) E g?, and the powers of 4, and $“, coincide up to errors of order o(n ‘). 
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Relation (1.4) yields the following asymptotic expansion for the power 
function of 4:: For all t > 0 
P” ,,2+tn-li2f$g = @(N, + 2t) + n-‘#(N, + 2t) t(24S:(1/2 + n/2 + n”‘NJ2) 
-N; + 2N,t + 12t2 + 3)/6 + o(b). 
EXAMPLE 2. One nuisance parameter. Let X,, X2 ,... and Y,, Y, ,... be 
independent Bernoulli trials with unknown success probabilities p and p’, 
such that the X’s and the Y’s are independent. We want to test p = p’ against 
p > p’ by the observations (X,, Y1),..., (X,, Y,). The optimal exactly similar 
level-a test is given in 18, p. 1431: Write X=X, + . . . + X,. Y = 
Y, + ..- + Y,, and 
f(m) = zm (i)(*+;l-k)ljX:ny). 
Reject the hypothesis if f(X) >, a. Reject with probability (a -f(X))/ 
(f(X - 1) -f(X)) iff(X) < CY <f(X - 1). And do not reject iff(X - 1) < a. 
Construct the test with f* instead off, where 
f*(m) = 1 - @(rii + Se2(ii3 - G’z)(3/2 - 9S’/n)), 
S2 = (2n -X - Y)(X + Y)/(8n), 
rii=F’(m+ 1/2-(X+ Y)/2). 
This test is asymptotically as good as the optimal exactly similar test-up to 
errors of order o(n-‘). The functionJ*(m) is the asymptotic expansion for 
f(m) given by [ 12, p. 1201. The power of these two tests, evaluated at 
p = l/2, p’ = l/2 - tn- li2, t > 0, has the expansion 
@(N,+t&+n-‘@(N,+t&(3t3\/2/4+N,t2/12-N&/+/24 
- It fif24 + 2t 4 S,(N, &@)) + o(n ‘), 
where S, is the second Bernoulli polynomial defined by 
S,(x) =x2/2 -x/2 + l/12, XE [O. 11 
and 
S,(x + 1) = S,(x), xE R. 
This expansion can also be derived with Theorem 4 of [ 9, p. 43 1. Write 
a,(X, Y) = a + n - 1’2s(X + Y) 4(N,) I,‘% 
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where s(z) = 1 if z E 2 is even, and s(z) = -1 otherwise. Define a third test 
as follows: Reject the hypothesis iff(X) > a,(X, Y). Reject with probability 
(a,#, Y) -f(x))/(.f(X - 1) -f(X)) if f(x) < an(X, Y) <f(Jf - 1). And do 
not reject if f(X - 1) < a,(X, Y). According to Lemma 4(i) the resulting 
sequence of tests (4,) is an element of F: for all s > 0. Let p,(1/2, t) be the 
power of $, and /30,(1/2, t) the power of the uniformly most powerful similar 
test dx, evaluated at p = l/2, p’ = l/2 - tn-I’*. Then by Lemma 5(i) 
+ n ~ ‘2t fi q+(N, + t fi)(S;(N, \/n78 + 3/4) - 1 l/48) 
t o(n-‘> 
and 
PA WY t) - Pbxw~ t> 
=n - ‘2t &(Na + t &(I/48 + 2S,(N, fl t 314) 
- S,(N, @)) t o(n-‘1. 
Assume that a # l/2. Recall that in this case the fractional parts of 
N,m, n = 1, 2 ,..., are asymptotically uniformly distributed on [0, 1 ] (see 
[ 7, p. 81). Hence there exists an increasing sequence n, , n, ,... such that the 
fractional parts of N, m, i = 1, 2,..., converge to l/4. Since 2S,(O) + 
l/48 - S,(1/2) is positive and S, is continuous, the power pn1(1/2, t) of d,i 
exceeds the power /I:i(l(2, t) of #iI by an amount of order n;’ for all 
sufficiently large i. Moreover, ST(O) = l/4 implies that /3,x1/2, t) exceeds 
H&(t, 0, l/2) by an amount of order n,’ for all sufficiently large i. Note that 
the formal envelope power functions ET’“’ and Ey’ for the continuous case 
defined in [ 13, p. 5 1, (10.2.5) and p. 52, (10.2.8)] coincide in this example. 
The test 4, is nearly nonrandomized whenever N, @ E l/4 + Z. 
EXAMPLE 3. Two nuisance parameters. Let 0 <p <p,, p2 < 1 be 
unknown and let (X, , Y1),..., (X,, Y,,) be independent bivariate random 
vectors with distribution P,,,,,,, = P defined by 
P{(l, 111 =p9 Pi(L 011 =Pl --P, P1(07 111 =P* -P3 
P{(O, 0)) = 1 -PI -p* + P. 
With (X,, YI),..., (X,,, Y,) we want to test p =p, p2 (independence of X, and 
Y,) against p > p, p2 (positive dependence of X, and Y,). Here the natural 
parameter is (0, r), where 
fJ = WP(l -PI - Pz + P)/((Pl - P)(P, -P))), 
5 = (b((P, - P)/(l -PI - P2 + P)), b(CP2 - P)l(l -PI - Pz + P))). 
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Then p =p, pz corresponds to 8 = 0, and p > p, pz to 8 > 0. Whenever p, or 
pz is irrational, the power of the uniformly most powerful similar level-o test 
d”, has a simple asymptotic expansion: Uniformly for t in compact subsets of 
R the power of #“, at the point (tn-“*, r) equals 
H:&, 0, t) - n-‘(l/24) to-‘&V, + to) + o(n-‘), 
where o* =p, pz( 1 -pl)( 1 -pJ (see Theorem 2(iv)). For every t > 0 and 
every r there exist sequences (4,) E Ff such that at (tn-I”, r) the power of 
4, exceeds the power of 4: by an amount of order n-’ for infinitely many 
sample sizes n (see Theorem 3). 
The results of the paper are formulated in Section 2. All cumbersome but 
necessary formulas are deferred to Section 3. Lemmas and proofs are 
gathered in Section 4. 
2. THE RESULTS 
In this section we consider exponential models P, / .9’+ ‘, q E H, with p- 
variate nuisance parameters. All results for exponential models P, 1.8, 
0 E 0 c R, without nuisance parameter will be obtained from results for the 
exponential model 
P, x P, 1 .,82, (e, 7) E 0 x 0 (2.1) 
with nuisance parameter, where P, x P, is the independent product of P, 
and P,. 
Let Z,, Z,,... be a sequence of independent p + l-dimensional random 
vectors with distribution P,. For n = 1, 2,... write Z, = (X,, Y,), where X, is 
univariate and Y,, is p-variate, and X=X, + . . . + X,, Y = Y, + . . . + Y,. 
We call the model P, I9’+ ‘, q E H, univariate if, under P,, X, and Y, are 
stochastically independent. The model (2.1) is univariate. If we fix 7 E Tin a 
univariate model P, 1 A?” I, q E H, then for ail sample sizes n the level-a 
Neyman-Pearson test for P;eo,,j against {P?,,,,: 13 > 19,} coincides with the 
uniformly most powerful similar level-a test 4: for (1.6). Hence in univariate 
models the power function of 4:: is an envelope power function for KS of 
order o(n -“‘) for every s > 0. 
For fixed q E H we call X and Y asymptotically independent of order 
o(n-‘I’) at v if 
sup{lP::{XEA,YEB}-P::{XEA}P~{YEB}I:AE~,BE~P} 
= o(n --1/Z). (2.2) 
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The left-hand side of (2.2) is the strong mixing coefficient of X and Y under 
PE. Define 
~2tb9 = %drt) - &,(rl) GoI) I,,* (2.3) 
If v = (0, r), then (2.2) holds iff Z,,,(q) = 0, &(f& 7)/37 = 0, and 
c?(&,,(I~, 7) Z,‘(B, 7))/i37 = 0. Relation (2.2) holds for each q E H iff the 
model is univariate. However, there exist models in which (2.2) holds for all 
q E H with 0 = 19, and which are not univariate. This can be seen in the 
following example. Define 
u{(-LO)} = v{(L 0)) = l/4, ~((-2, 1)) = ~((2, 1)) = l/16, 
u( (0, l)} = 3/8. 
Then H = R 2, and (2.2) holds for each vector (0,7) with 7 E R: EX, = 0, 
EX; = 1, EX;(Y, - EY,) = 0, EX, Y, = 0. 
If we replace independence of X and Y under Pr,O,,,-which is true for 
univariate models-by asymptotic independence of X and Y of order 
o(~i’~) at (19,, t), then the optimality of (4:) in 6 remains valid for the 
nuisance parameter 5: 
THEOREM .I. If X and Y are asymptotically independent of order 
o(n-“2) at (8,, 7), then for all sequences (4,) in 6 and t > 0 
We shall approximate the power of 4:: at (0, + tn -‘12, 7) up to an error of 
order o(n-‘). The n-i-term of our approximation depends on n in general. 
We shall obtain three different valid approximations, the first one with a 
locally uniform error term, the others with a nonuniform error but with 
simpler n - ’ -terms. To state the result we need some more notation. For 
y E 2” the conditional distribution of X, given Y = y, under P&,, , depends 
on 8 only. We denote it by Q(n, y, t9). The uniformly most powerful similar 
level-a test & is constructed as follows: Define k,( y, a) E 2 and y,( y, a) E 
[0, 1) by the relation 
&xz, ,***, z,> = 1 if X > k,(Y, a) 
= YAK a) if X = k,(Y, a) 
=o if X < k,(Y, a). 
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Let HT,, be the envelope power function for ET in the continuous case 
defined in [ 11, p. 405, Theorem]. The function H;,, is given explicitly in [ 14, 
pp. 70, 711, but for general, not necessarily exponential families. For the sake 
of completeness we give H& for exponential families in (3.1). Note that a 
large number of terms in [ 14, pp. 70, 711 vanish since for exponential 
families, e.g., the integrals I,,,,, are zero. Let ,uu,(B,,  r) and p,(@,, r) be the 
mean under PCOo,Tj of X, and Y,, respectively. For notational convenience 
we shall omit the arguments (e,, r) whenever possible. 
THEOREM 2. (i) Uniformly for I in compact subsets of R and s in 
compact subsets of T 
P:oo+rn-w,,~~~ = HZ& O,,T) + n-‘(W) to-‘W, + to) (2.4) 
x P” ceo+,,-~~~,,,(MK a) - WI2 - l/6) + o(n-‘). 
This result, applied to model (2.1), yields (1.3). In (ii)-( r E T will be 
Jixed. 
(ii) There exists a polynomial P,(x, y; d,, r) in (x, y) E Rpt ’ of degree 
two or less such that untformly for t in compact subsets of R and fixed r E T 
P&+ln-l,2.T,4~ = H%, 4,, 5) + n-‘(V) to-‘W, + to) (2.5) 
X 
( 
P$Oq,, (_ $(1/2 - np, + nMp, + n”‘uN, -MY 
+ P,W,,Y + tz,,; R,, 4) h,,(y) dy - l/6 + o(n-‘), 
where #r,, is the density of a p-variate normal random vector with mean zero 
and covariance matrix JY,, . The polynomial P,(x, y; &,, r) is given explicitly 
in (3.3). This result, applied to model (2.1), yields (1.4). 
(iii) If M = (l/m)(k, ,..., kp) # 0 with relatively prime integers 
m, k, ,..., k,, then uniformly for t in compact subsets of R 
P~o,+1n-~~~~234~ = K(t, 4,~) + n-‘(l/2) to-‘#(N, + tu) 
X 
( 
1 S:(m(1/2 - n,u, + nkfp, + n”‘uN, 
+Pl(N,,~ +t~,,;B,,r)))9,,,(y)dylm2 
- (12m2)-’ - l/12 
) 
+ o(n-‘). (2.6) 
Zf .X0, = 0 then (2.6) holds with m = 1. 
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(iv) If M has at least one irrational component, then uniformly for t in 
compact subsets of R 
P” w~+~~-v~,~)~~ =G,k So, 7) - n-‘(l/24) to-‘#(N= + to) + o(c') 
(2.7) 
Remark 1. Theorem 2 implies that uniformly for t in compact subsets of 
T and t in campact subsets of R 
P” feo+tn-~i~,,)$“, = H&,(t, &,, 7) + o(n-“2). 
Note that the envelope power function Ei”’ in [3, p. 262, r.h.s. of (1.5) J 
coincides with H;, up to terms of order n ’ and therefore uniformly for r in 
compact subsets of T and t in compact subsets of R 
I’&, 0 +,,-,,z,,,#: = E;“‘(t, t) + o(n-“‘1, 
i.e., the power function of 4:: is an envelope power function for K, of order 
-l/2 
4n 1. 
Remark 2. The n-‘-term in approximation (2.6) does not converge. If 
CI f l/2, then the fractional parts of 
-np, + nMfi, + n”*aN,, n = 1, 2,..., 
are asymptotically uniformly distributed on [0, 11. For n = 1, 2,... write 
6, = ( Sf(m( l/2 - n,u, + nh4p, + n”‘uNe 
+P,@‘,,Y + tz,,; 4,, 7>))t&,Jsv)&/m2 
Then the distribution functions 
F,(x)=n-‘#{j,<n:bj<x), xER, 
converge pointwise to the continuous distribution function 
F(x) = 1 
I 
a E [O, 11: f S:(m(a + P,(N,, y + tZ,,; B,, 7))) 
X &,,(Y) Wm2 < x I 3 
x E R. 
Remark 3. If M(B,, 7) is constant on a compact subset T, of T, then 
relations (2.6) and (2.7) hold uniformly for t in compact subsets of R and 
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r E r,. If r, is a compact subset of T with nonvoid interior and if M(B,, r) 
is not constant on open subsets of To, then 
(W4, > r): r E To 1 
has a nonvoid intefior and hence for some r E T,, the vector M(8,, r) will 
have rational components only. The set of these r E T,, has Lebesgue 
measure zero. For all other values of r E T,, the above vector will contain 
irrational components. Since for fixed IZ and t the function 
is continuous on T, relations (2.6) and (2.7) cannot hold uniformly for 
r E T,,. So (2.6) and (2.7) cannot be used to approximate the power function 
(2.8) for large finite n and fixed t E R. 
Nonuniform convergence and oscillating n-r-terms do not occur in the 
continuous case. 
Remark 4. If in the n-r-term of approximation (2.6), m tends to 
inlinity, we obtain the n-‘-term of the expansion (2.7). 
We now introduce a sequence of tests (4:) E a,* which-up to errors of 
order o(n-‘)--is asymptotically as good as (4:) and which can be 
constructed without the knowledge of the conditional distributions 
Q(n, y, I!?,), y E Z”, n = 1,2 ,..* . For x E Z, y E Zp. and r E T define 
.f(n, r) = n-“2(x - np,(8,, 5)) and ~(n,r)=n-“2(y-np,(Bo,r)). 
Corollary (2.16) in [5] implies that for every r E T there exists a polynomial 
Q,(x, y; r) in (x, y) E RPf ’ of degree two or less and a polynomial Qz(x, y; t) 
of degree five or less so that for every K > 0 uniformly for r in compact 
subsets of T, uniformly for y E Zp with 
and uniformly for x E Z with 1 ,?(n, r) - M(8,, , r) j(n, r)j < K 
Q(n, y, 0,)(x, co > = 1 - @(a- ‘(&, r>(2(n, r> - We,, ,r) 4;(ny r> 
+ n-“‘Q,(Z(n, r),F(n, r); r) 
+ n-‘Q,(f(n, r>,.F(tz(n, r); r))) + +-‘I (2.9) 
with 02(8,, r) defined in (2.3). Let IV,, = {p,(e,,, r): r E T} and B, = (y E Zp: 
n-‘-v E IV,}. For y E B, write r(y) for the unique solution of p,(B,,, r) = 
n -I Y. 
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For n = 1, 2,..., xEZ, andyEB, let 
G,(x,Y)= o-‘(&,, $y))W, 7(y)) + n-“*Q,(ftn, r(y)), 0; S(Y)> 
+ n-‘Q,(-% 7(v)), 0; 7(y))). 
The polynomials Q,(x, 0; 7) and Q2(x, 0; 7) are given explicitly in (3.4) and 
(3.5). Choose k,*(y, a) E Z with 
G,#,*(Y, a) - 1, Y) < -N, < G,(~,*(Y, a), Y) 
so that In-"*(kn*(~, a) - n,@%,, 7(y)))l is minimal. (We shall apply (2.9) 
for x = k,*(y, a) and 7 = 7(y), and this can be done only if IZ(n, r(y))/ 
remains bounded. We therefore choose k,*( y, a) such that IZ((n, s(y))1 is as 
small as possible.) 
Define 
Y,*(Y, a) = (a - 1 + @(G,(~,*(Y, a),y)))/(@(G,,(k,*(y, a>,y)) 
- @(G,W(Y~ 4 - 1,~))) 
If y @ B,, then define k,*(y, a) = y,*(y, a) = 0. Let, finally, 
(,*(X, r> = 1 if X> k,*(Y, a) 
= yZ(K a) if X= k,*(Y, a) 
=o if X < k,*(Y, a). 
PROPOSITION. Uniformly for t in compact subsets of R and r in compact 
subsets of T 
JY9,+r”-1/2.r,Vn* - $3 = oW’>. (2.10) 
In particular, (4:) E WT. 
If we construct the simple tests 4 ,* for the model (2. l), then #,* will 
depend on X only, i.e., there exists a function $z: R -+ 10, 11 so that 
4,*(X, Y) = J:(X). The simple tests 4: are-up to errors of order 
o(n-‘)--asymptotically as good as 4: in the model without nuisance 
parameter. 
THEOREM 3. Fix 7 E T. Zf M(&,, 7) @ Zp and a # l/2, then there exists a 
sequence of tests ($,) E n,,, g: such that for ail t > 0 
(2.11) 
Remark 5. The sequence (4,) which is constructed in our proof of 
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Theorem 3 depends on the nuisance parameter T. Relation (2.11) implies that 
for every t > 0 there exists a positive E and a sequence n, , n,,... such that for 
all i 
(2.12) 
The tests 4, can be written as follows: 
4°K Y) = 1 if X > u,(Y, a) 
= UK a) if X= u,(Y, a) 
=o if X < u,(Y, a), 
where S,,(Y, a) E [O, 1) and u,(Y, a) E 2. Relation (2.12) implies that for 
all i 
P;~,+,,;I/~,,,((~,~(Y, a> - WY - (rni(K a) - l/2)*) > e. 
Hence 4,,, is less randomized than #ii for all i. 
The sequence (#i) is not asymptotically admissible in a: in general: 
THEOREM 4. Assume that the functions 5 -+ M(B,, 5) and r + u2(B,, r) 
are constant on T, that A4(0,, r) & Zp, and that Ni = 1. Then there exists a 
sequence (4,)E n,,, a: such that uniformly for t in compact subsets of 
[0, co) and T in compact subsets of T 
and there exists an increasing sequence n,, n,,... of positive integers and a 
positive E so that for every positive t, for every t E T, and every i 
p"i 
~oo+rnr~~2,rhLi - #iii> > n;'WY, + tu>. 
Remark 6. The assumptions of Theorem 4 are satisfied in the following 
example. Let v I.%‘* be the probability measure defined by 
v{(-LO)} = v((l,O)} = l/16, ~((0, O)} = 3/8, 
u{(O, l)} = u((1, 1)) = l/4. 
Let a = e’/( 1 + eT). Then for r E R 
,u,(O, r> = a/2, k(O,r) = a, a&O, 7) = (1 + a( 1 - a))/4 
a,,(O, z) = a( 1 - a)/2, u,,(O,r)=a(l -a). 
Hence u,,(O, r) 0;~‘(0, r) = l/2 and ~~(0, r) = l/4 are independent of r E R. 
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Our additional assumption Ni = 1 yields that PI(N,, y; 0, r) = 
(1 - N:)(O, 0,0)/6 is independent of r, too. 
Our next result implies that (4:) is not third-order efficient in K”:: if we 
restrict ourselves to sequences of sample sizes n, , n, ,... which are not thin. 
THEOREM 5. Assume that M(f?,, t) 6G Zp forfixed t E T, and a # l/2. If 
n,, n,,... is an increasing sequence of positive integers such that for some 
t > 0 and all (4,) E FT 
then 
limn-‘#{j<n:nj<nJ=O. 
” 
Remark 7. Let a # l/2 and choose n,, n,,... such that the fractional 
parts of N, @ converge to l/2 if i tends to infinity. Then (2.13) is true in 
Example 2 for the sequence n, , n2,... and every t > 0 and for r corresponding 
to p = I/2. 
THEOREM 6. Assume that forJxed z E T the vector M(B,, z) has at least 
one irrational component. Then for every sequence (4,) E E?F we have 
uniformly for t in compact subsets of [0, a~) 
3. NOTATIONS AND FORMULAS 
We shall omit the argument v or (e,, r) whenever possible. For positive 
integers k and i,,..., i, E {O+,p} and for q = (qO ,..., qp) E H let 
‘i,....,i, = I’ fi (zcim) - 1 z(iJPJdz)) P v (dz), 
_ m=i 
A zz-’ = CAi,j)i,j=O ,..., p+ 
(i,j, k) = A ifui.j,k 3 i,j,k=O ,..., p, 
0, j, k I) = n&ui,j,k,,, i,j, k,l=O ,..., p. 
If in a bracket an index, say i, is replaced by a dot, this means multiplication 
by A&lAoi and summation over i = O,..., p. If a pair of indices i, j is replaced 
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by a pair of plus signs or asterisks, this means multiplication by /i iO’li ii and 
summation over i, j = O,..., p. Examples: 
AOiAOjAOkOi,j,k~ 
i.j,k=O 
(.. +, +) = A;o”2 AoiAjkui,,i.k. 
i,j.k=O 
We shall use the following convention: if in a product an index occurs at 
least twice, this means summation over this index starting from 0 in case of a 
Roman type index, and from 1 in case of a Greek type index. We compute 
H’f,, of [ 14, pp. 70, 711 for the special case of an exponential family. All 
bracket terms are evaluated at (13,, t). 
H;,tn(~, 00, r) = @(N, + tu) + $(N, + ta) to(n - “%I(N,, to) 
+ n - ‘B(N, ) ta)), (3.1) 
where u = A;o”2 and 
A(N,,S)=a,oNa+ao,s, 
B(N,,s)= \’ bi,j N; sj 
itj=O.2,4 
(3.2) 
with 
a 10 = 4.3 -7 .)/6, 
a 01 = -(., *’ *)/3 + (0, *, .)/Z 
boo = l/8 - 2(., a, a)*/9 - (a, a, a, .)/24 
+ (., *. *)(*, ., *)/2 - (., +, *I(*, +, *)/4, 
b,, = -l/8 + 5(., . . .)2/72 + (., . . ., .)/24 - (., . . *)(*, ., .)/8, 
b,, = l/8 + 3(., ., .)2/8 - (., ., e)(O, ., .)/3 
+ (*, -9 ., .)/8 - (0, ., e, .)/6 - (., a, *I(*, . . a) + (., ., *>(*, 0, .), 
b,, = 4(., ., e)2/9 - 5(., ., .)(O, ., .)/6 
+ 3(0, -, .)‘/8 + (., -, a, a)/8 - (0, a, ., .)/3 
+ (O,O, *1 .)/4 - (*1 ., *I(*, *. .)/2 
+ (*, -3 *I(*, 0, .> - (., 0, *I(*, 0, .)/2 + l/8 - &,~,,,,/4, 
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b.,, = 0, 
b,, = -(., ., .)2/72, 
b,, = -5(., ., .)2/72 + (., ., .)(O, a, .)/12, 
b,, = -(-, .y .j2/9 + (a, +, -)(O, ., .)/4 - (0, ., )2/8, 
b,, = -a&/2. 
The polynomial P,(x, y; 8,) 7) of Theorem 2 is given by 
P,(x,Y; 4,,7) = -x2(-, -3 *)/6 + (s, +, +)/2 - (a, -, +)/3 
+ wYq*@t -3 *l/2 - ~2YB*yy*Go, 7, *>/2, (3.3) 
where y* = C;,‘y, u = ,4 ;O”2, and Z, , , ADo, and all bracket terms are 
evaluated at (6’,, 7). With the same notation we define the polynomials 
Q,<x, (47) and Q2(x, 0,7) by 
Q,(ux, 077) = -x2(., ., .)/6 + (., +, +)/2 - (a, a, .)/3 + l/2, (3.4) 
Q,(w 0, 7) = ((-x3 - 3x)((., . . ., -1 - 3) + 6x((., ., +, +) - 3 -p))/24 
+ ((-x3 - 11x)(., ., a>’ + 6x(., -, .)(s, +, +) 
+ 9(x3 + 3x)(., ., +I(+, -3 .) - 18x(+, +, *)( *, ., .) 
- 18x(., +, *)(*, +, .))/‘72 -x(., +, +)/2 
+ (x3 + x)(., ., .)/6 + x/24. 
These formulas, applied to model (2.1), yield the well-known expansions for 
sums of iid lattice variables. The expressions (., ., ., .) - 3 and (., ., +, +) - 
3 -p correspond to the cumulant of order 4. The bracket terms (., ., .)*, 
(., .1 .)(.I +, +), c.5 *, +I(+, ‘3 a),... correspond to the square of the third 
central moment, and the terms (., +, +) and (., ., .) yield the third central 
moment. 
4. LEMMAS AND PROOFS 
In this section we consider arbitrary parameters rl E H. The notation 
introduced in Sections’ 1 and 2 for the special parameters q = (&,, 7), 7 E T, 
will now be used for arbitrary v E H. So, e.g., P,,(V), u,,,,(v), and ,u~(v), C,,(v) 
will be the mean and the variance of X, and the mean and the covariance 
matrix of Y, under P,, respectively. Similarly, for x E R, y E RP we write 
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Let 
From Theorem (2.8) in [5] we obtain that uniformly for q = (0, r) in 
compact subsets of H and y E A(n, q) 
where 
dn, x, Y, v> = n -1’2H,(X,y, q)(l + n- “2w,(x,y, rl) + n-I w,(x, Y, ~1) (4.2) 
with polynomials W, and W, in (x, y) E Rp+ I and 
Ho(X,Yv rl) = Ov) 4(o-‘(rt)(x - ~o,(V)Wrt>Y)). 
The polynomials are given explicitly in [S, (3.1), (3.2)]. For q E H there 
exist polynomials Q,(x, y; v) and Q2(x,y; q) in (x, y) E Rpt ’ with the 
following property: For fixed K > 0 we have uniformly for q = (8, r) in 
compact subsets of H, y E A(n, v), and x E Z with ]f(n, q)l < K 
where 
Q(n,y, rl){w > x) = 1 - @(g,(x,y; rl)) + 4n-‘>, (4.3) 
g,(x,Y;11)=u-‘(?)(x’(n,II)-Co,(rt)C,’(?)~(n,rl) 
+ n -“2Q,(.f(n, rl), y’h rl); rl) + n -‘QA-% v),.J@, rl); q)). 
(4.4) 
The polynomials can be found in [5, (2.17), (2.18)]. For a E (0, I), q E H, 
and n = 1,2,... define 
ZJ = -4~) N, + Co,@> G’k9.W rl). (4.5) 
Assume that for y E Zp, n = 1, 2 ,..., q E H, and a E (0, 1) an integer u and a 
real number 6 in [0, l), both depending on y, n, q, and (r, are chosen such 
that uniformly for q = (8, t) in compact subsets of H, a in compact subsets 
of(O, 11, andyEA(n,rl) 
Q(GY, e){w > u) + hQ(n,y, e)(u) = a + 4n-‘). (4.6) 
Then uniformly for q in compact subsets of H, a in compact subsets of 
(0, 11, and YE A@, rl) 
iqn, r,7) = u + o(nO). (4.7) 
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Relation (4.3) yields that uniformly for q in compact subsets of H, a in 
compact subsets of (0, l), and y E A(n, q) 
1 - @(g,(u,.Y; b-1) + q@(g,(u,Y; rl)) - @(g,(u - 17.K VI)) = a + 40. 
(4.8) 
We obtain that uniformly for v in compact subsets of H, a in compact 
subsets of (0, l), and y E A(n, q) 
c = n”2(qn, q) - 0) = o(KF). (4.9) 
Expanding (4.8) yields that uniformly for v in compact subsets of H, a in 
compact subsets of (0, l), and y E A(n, q) 
-c + 6 - l/2 - R ,(u, J@, q), q) = o(n”) (4.10) 
with 
For q E H, t E R, and n = 1, 2 ,... write 
qnr = (19 + tn - I”, r), v = (835) 
and for x E R, y E RP let x(n, n, t) = Z(n, v,,), j(n, q, t) = y(n, v,,,). We 
compute asymptotic expressions for the conditional powers 
&(y, t, rj)= Q(n,y, 8+ tn-“2){w > u) + 6Q(n,y, 0 t tn-“2)(u}. 
LEMMA 1. For n = 1, 2,..., rEH,yEZP,andaE(O,l)de~nesERby 
Then uniform& for q in compact subsets of H, a in compact subsets of 
(0, l), t in compact subsets of R, and y E A(n, q) f? A(n, ?,I,,,) 
P,b 6 rl) = Jr,, s(n, 0, rl, t),Y(n, v, t), rlnr) dx 
+ n-‘a-‘(l/2) t&N, + to)((d- l/2)* - l/6) + o(n-I). (4.12) 
ProoJ In this proof all error terms hold uniformly for Y] in compact 
subsets of H, a in compact subsets of (0, l), t in compact subsets of R, and 
y E A(n, q) n A(n, nnr). For notational convenience we define for x E R 
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Relations (4.3), (4.6), and (4.11) imply that 
Yl(fb, r)) = Y,Mn, q)) - n-‘/*(8 - l/2) Y;(u’(n, II)) 
+ n-‘(l/12) Y:(zz(n, v)) + o(n-‘) 
and hence 
@I, q) = 6(n, r/) - n-“‘(6 - l/2) f n-‘(l/2)(@ - l/2)’ - l/6) 
x ~-'(rl>(u"(n~ rl) - &l(rl) wa>.x~~ v)) + an-'>. 
The last equation and the relations 
imply that 
F(n, q, t) = ti(n, q, t) - ~“~(8 - l/2) + n-‘((6 - l/2)* - l/6) 
x ~-2(v)wn3 % t> -Co,(v) ~,'(VM~~ rlq t) 
t m'(q)) t o(n-'). 
So we obtain 
&(y, t, q) = 1 - Y*(ti(n, v, t)) t C”*(g - l/2) Y#(% V? Q) 
-n-1(1/12) Y;(u(n, v, t)) t o(n-‘) 
= 1 - Y2(u(n, q, t) - ~“~(6 - l/2) + n-*(1/2)(@ - l/2)’ - l/6) 
x ~-‘(v)@(n, v, l) - &,wG(rl).i% % 0)) t 40 
= 1 - Y,(F((~, rj, t) - n-‘(l/2)(@ - l/2)* - 1/6)t) + o(n-‘) 
= 1 - Y2(f((n, q, t)) + n-‘(l/2)(@ - l/2)* - l/6) tY;(f(n, 11, t)) 
+ o(n-I). 
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Finally, 
=(i -wl) 4(-N, - WI>) + 4n”>. 
The fact that # is even implies the assertion. 
Note that Lemma 1 applies also to the case where a depends on y E Zp as 
long as CI lies in a compact subset of (0, 1). 
Proof of Theorem 2. We apply Lemma 1 for the case that Q does not 
depend on y E Zp. Then the function 
is a smooth function of y E RP. We can apply a uniform version of 
Theorem (3.6) in [4] and obtain that uniformly for v in compact subsets of 
H, a in compact subsets of (0, l), and t in compact subsets of R 
P~“,B’(~-“*(y- WzEl1(V”1))) = p’(Y) W*,(Y) dY + OW’>? 
where t,uzn is the Lebesgue density of the formal Edgeworth expansion of 
length 2 for the distribution of n-“*(Y-n,~,(q,,)) under Pz,,. The 
expression 
b’(Y) V,“(Y) dY 
is-up to errors of order o(n- ‘)-the asymptotic expansion for the power of 
4: in the smooth case considered in [ 111. In [ 11, p. 405, Theorem] it is 
shown that the power of #I: is-up to errors of order o(n-‘)--given by H;,,. 
Since uniformly for q in compact subsets of H and f in compact subsets of R 
P::(Y~A(n,rt)nA(n,rl,f)}=o(n-‘), (4.13) 
we obtain with Lemma 1 the assertion of Theorem 2(i). Note that y,(y, a) E 
(0, l), and therefore 
(Y,(Y, a> - W2 = W,(Y, a>). 
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Since S: is continuous, (4.10), (4.13), and 
c = k,(y, a) - n/lo + nM/l, + n’%N, - My 
imply that uniformly for r in compact subsets of T and t in compact subsets 
of R 
qJy,( Y, a) - l/2)2 = x s;( l/2 - n&j + nMp, + n’%N, (4.14) 
YEZP 
where v = (~9,, r) and the argument (f?, , r) is omitted whenever possible. 
Recall that 
is a polynomial in ~7(n, q) of degree two or less. 
For the proof of Theorem 2(ii) 9 = (e,, r) will be fixed. The expansion in 
Theorem 2(ii) is not valid in genera1 with an error term of order o(n-‘) 
which is uniform for r varying in arbitrary compact subsets of T. We show 
that under P:,,, the random vectors Y and n- “*(Y - np,) are asymptotically 
independent in the following sense: For all s,, s2 E RP and uniformly for t in 
compact subsets of R 
P”,,,exp(isrY+isrn-“*(Y-no,)) 
= Pz exp(isrY) Pati, exp(is~C”*(Y - nP,)> + O(n”). (4.16) 
Here p, is evaluated at v = (e,, r). To prove (4.16) consider first the case 
that 
IPt exp(isrY)I = 1. 
Then exp(isrY) is constant P”,-almost everywhere and therefore P”,,,;almost 
everywhere as well, and (4.16) is obvious. If 
(P: exp(isrY)I < 1, 
then the right-hand side of (4.16) is of order o(n”) uniformly for t in compact 
subsets of R. The left-hand side of (4.16) equals 
(p%, exp(isrY, + ism-“‘(Y, -p,)))“. 
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Fix a compact subset K of R. Then the relation 
Iim sup{lPV,, exp(isrY, + is,Tn-“‘(Y, -p,))l: t E K) 
n 
= lim sup{lPq,, exp(isTY,)I: t E K] = IP, exp(isrY,)I < 1 
n 
implies (4.16). Theorem 2(ii) follows from (4.14)-(4.16) and the fact that, 
under P:,,, n -“*(Y - npl) is asymptotically normal with mean tZ,,(v) and 
covariance matrix Z, r(q). The error of this normal approximation is of order 
o(n”) uniformly for t in compact subsets of R (see [ 1. p. 173, 
Theorem 17.81). 
To prove Theorem 2(iii) we assume that 0 #M= (l/m)(k, ,..., k,,) with 
relatively prime integers m, k, ,..., k,. For j, ,..., j, E (0 ,..., m - 1 } define 
A(j , ,...J,> = {(a, ,...’ up) E Zp: ai = j,(m) for i = l,...,p}. 
With Euler’s multivariate summation formula (see 11, p. 258, 
Theorem A.4.3 1) and the fact that uniformly for 4’ E Zp 
P;{ Y=y) = n -p’2q&&@, q)) + O(n-‘2p+“‘4) 
we obtain that uniformly for t in compact subsets of R and j, ,..., jp E 
P,..., m- 1) 
P;s;(l/2 - np, + nMp, + n”*uN, -MY 
+ pl(Na,Y + tLIO; eO, ?)I lACj,,...,jp)(y> 
= (l/m”)S~(1/2-n~o+nM~, +n”*aN,- (k,j, + ..a +k,j,)/m 
+P,(N,,y+tC,,;8,,r))+o(n0). (4.17) 
For i = O,..., m - 1 there exist mp-’ solutions (j, ,..., jp) in {O ,..., m - 1 Ip of 
k, j, + e.. + k, jp E i(m). 
Since for all x E R 
m-1 
V Si(x + i/m) = (Si(mx) - 1/12)/m + m/12, 
ZO 
summation of (4.17) over (j, ,..., jJ E { 0 ,..., m - 1 }” yields that uniformly for 
t in compact subsets of R 
PzS:( l/2 - npo + nMp, + n l’*uN --Y+P,(N,,y+tC,,;e,,s)) 
= (I/m’)(S:(m( l/2 - quo + Lfpl + n”*aZVa 
+ P,(N,,y + a,,; B,, r)) - l/12) + l/12 + o(n”>. 
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If C,, = 0, then (2.5) implies that (2.6) holds with m = 1. This proves 
Theorem 2(iii). 
Assume now that M has at least one irrational component. Then 
uniformly for r E R and for fixed integer k # 0 
Pi exp(2nik(MY + r)) = o(n”). 
We can approximate S:(X) by its Fourier series uniformly for x E R. Hence 
uniformly for r E R 
Pf&(MY + r) = l/12 + o(nO). 
This proves (2.6). 
Proof of Remark 2. If a = -,uo + M,u, is irrational, then the sequence 
(a,) of fractional parts of 
--na t n “‘UN,, n = 1, 2,..., 
is asymptotically uniformly distributed on [0, 1 ] by [7, p. 28, Theorem 3.31. 
Assume now that a = k/m is rational, and that a # l/2. For i = O,..., m - 1 
the sequence (anm+i)n=l,2,... is asymptotically uniformly distributed on [O, 1 ] 
by Fejer’s Theorem [7, p. 14, Corollary 2.11. Then (a,) is asymptotically 
uniformly distributed on [0, 1 ] according to [7, p. 89, Theorem 1.1; p. 115, 
Theorem 2.61. 
We fix a E (0, 1) and consider v = (8,, T) with arbitrary t E T. 
Asymptotic expressions for the power function will be derived for tests 4, of 
the following kind: Assume that for every y E Zp and n = 1, 2,... a number 
a,(y) E (0, 1) is given. Define k,(y) E Z and y,(y) E [O, 1) by 
Q~Y, QoNw, > k,(y)1 + Y,(Y) Q&Y, ~o)k,(y)J = a,(y) 
and let 
#n= 1 if X > k,,(Y) 
= Y,(Y) if X= k,(Y) 
=o if X < k,,(Y). 
For fixed y E Zp, the test $,,, evaluated at Y = y, is the level-a,(y) Neyman- 
Pearson test for Q(n, y, 0,) against {Q(n, y, 0): 0 > 13,). The numbers a,(y) 
are the conditional levels of d,, given Y = y. The level of 4, at (0,, r) is 
given by 
683/13/l 7 
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LEMMA 2. Assume that uniformly for z in compact subsets of T and 
Y EAtn, rt) 
a,(y) - a = o(n - ‘j3). (4.18) 
Then uniformly for z in compact subsets of T and t in compact subsets of R 
P~,,t$, - #II> = z,K, + 1, + otn-‘1, 
where 
I, = P:,,(aJY) - a)(1 - n-l/*( l/2) tu*(N, + to) r&I, ., e)), 
r. is the Pth component of the vector Z,‘n -‘I*( Y - ryl,(q,,,)), 
K,=(l +n -‘/*((A’; - 1 - t*u*) tu(., ., .)/6 
+ (l/2) t2u2(Na + tu)((-, *, .I - (09 *9 *)))I 4v, + t~)/w,)~ 
I, = n-71/2) tu-‘$qN, + tu)P;,,(s:(Vn(Y) + W”(Y)) 
- wuy)) - cxm 
W,,(y) = -My + l/2 - np, + nMp, + n”*uNa + P, (N, , T(n, ~1); BO, 7), 
V,(Y) = n”*ta,ty) - a)ulW,). 
Proof: Fix compact subsets C and B of T and R, respectively. All error 
terms in this proof hold uniformly for t E C, t E B, and y E A(n, q) fI 
A(n, qJ. Let n, be chosen so that for n > n,, a,,(y) is bounded away from 0 
and 1 uniformly for 7 E C and y E A(n, a) n A(n, q,J. With Lemma 1 and 
(4.10) we obtain asymptotic expressions for the conditional powers 
plp’( y, t, q) and py)(y, t, q) of 4: and #,, respectively. Define Y, and Yz as 
in the proof of Lemma 1 and let so, s, be determined by 
Yy,(so) = 1 - a, 
Then 
a - a,(v) = Yyl(s,) - Y,(s,) 
= Y(SO)(SI -SO) + (l/2) Yl’(so)(s, -so)* + o(n-‘) 
and therefore 
sI -so = (a - a,tv)>lK(so) - (WI Ws,)(a - a,(y>)21Y(so)3 + otn-‘). 
For i=O, 1 detinefi=si-n ‘~‘~o(~,,) -,~~(q)). Lemma 1, (4.10) and (4.15) 
imply 
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PIp’(Y, 6 q) = 1 - Y&J + n-‘a-‘(l/2) @(NO + to) 
X @:P’,(Y)) - l/6) + dn-‘) 
and 
S’,“(Y, t, q) = 1 - Y*(s;) + n - ‘(I- ‘f((Nano,) + fU)/2 
x (~:w”tY) + n”*~N,Jy) - n”*uN,) - l/6) + o(n-‘). 
Using 
N U,(Yl = N* + o(nO), 
n ‘/*UN ascy) - n”*uN, = V,,(Y) + dn”>, 
we obtain 
= Y2(S,) - Y2(fo) t n-‘u-‘(l/2) f#(N, + to) 
x cwK(YN - w%(Y) + V,(Y))) t OW’> 
To prove Lemma 2 it suffkes to show that 
Y2(S,) - !P2(Fo) = -K&,(y) - a)(1 t n-“*fu2(N, t tu) r&t ., a)) 
t n-‘(1/2)tu-‘#(N, t tu) V;(y) t o(n-‘), (4.19) 
where rO is the Pth component of the vector Z;“J(n, q, t). We have 
Y,(S,) - ul,(FJ = Y;(qJ(s’ -so) + (l/2) Y;(s,)(s, -so)* + o(n-‘) 
= K(fo)(@ - a,(Y)>l~Yl(so) 
- G/2) K(so)(a - %(Y)>*/Y(s,>“) 
+ (l/2) K(so)(a - a,(y))‘lY(s,)* + o(n-‘) 
= WoNa - a,(y)P’l(so) 
t n-‘(1/2)tu-‘#(N, + ru) V;(y) + o(w’). 
Define 
Then 
v = -UN, t Mj+, s), U = -aNa + Mj+z, r,~, I) - tu*. 
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and 
so-v=-rl - “*RI (v, Y(n, q), ~7) + o(n - 2’3). 
This yields 
and 
w&l,> = %(v; Jw II, t), 4%>(1 + n - “*w,(u; m, 49 f), ZI) 
- (N, + tu)(a-‘R,(v,j+z, a), q) + t*o*(O, 0, .)/2)) + o(n-*“). 
We use 
u-‘(?fnt) = u-‘(I - n-“*tu(o, ., .)/2) + o(n-2”), 
v-~~,,(~“,)c,‘(~,,)~(n,s,t)=-N,-tu+n-”2r~~,O,~)+o(n-2’“) 
and 
W,(v; Ph II, 0, a) - W,(v, Yb, 01, v) - tR l(v, An, v), rl) 
= tu((., .) .)/6 - (0, ., .)/2) -t (A’, + tu)(t’u’((., ., .)/3 - (0, . . .) 
+ (070, *)/2) - f+j((P, ., *)/2 - co, 0, *>) 
+ N, tu((*, *, .),‘6 - (0, ., .)/2)) + o(n - I”) 
and obtain 
wTJ)/q(s,) = g)(N, + tu)(l + n-I!‘(-(l/2) tu*r&l, *, *)(N, + tu) 
+ N; t2u2((., ., *j/2 - (0, . . .)/2)))/qqN,) + o(n-2’3)a 
This proves (4.19), and so the proof of Lemma 2 is complete. 
COROLLARY. Let the assumptions of Lemma 2 be satisfied. If in addition 
uniformly for z in compact subsets of T 
P~~,,,,a,(Y) = a + o(n - ‘) 
then uniformly for 5 in compact subsets of T and t in compact subsets of R 
J%,+tn-1bh4 - &I =I2 + oW’> 
where I2 is defined in Lemma 2. 
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Proof Fix compact subsets C and B of T and R, respectively. For r E T 
write q = (t9,, r). All error terms in this proof hold uniformly for 7 E C, 
t E B, and y E A(n, q). Assume that z 1 .YSp is a finite signed measure with 
mean zero, n(RP) = 1, compact support, and covariance matrix 
~%y)5,y=1,..., p  ‘YOY, WY) 0 . 4,y= I.....P 
For m E Rp, r E C, t E B, and s E Rp write 
qs = q(n, m, 7, t, s) = (&, 7 - n -“*tz;,‘(?&&) + n-3’4s + n-‘m) 
which is an element of H for all sufficiently large n. For n large enough 
define a finite signed measure Q’,l’, 1 9’n(p “) by 
By assumption 
Note first that 
Q~,,a,,(Y) = a + o(n-‘). (4.20) 
and that 
Q(,l),{YC4(n,v)]=o(n-‘) (4.21) 
with 
Q’,l’,(Y=y}=(l +n-“*G(~)+o(~-*‘~))P;,,{Y=~} (4.22) 
G(y) = m,mP& v*) - q3pBy(rl)/2 + n/&h r*>?yh rl*)/2 
+ (3to((., t, +> - (., ., -1) - 3m3r5ry@ Y, a) 
+ t2a3r5(3@, ., a)- W3,0, .)))/6, 
where u* = (e,, 7 - n-‘%;,‘(q) C,,(V)> and r = Z;,‘(rl)Y(n, II, r). If rcgp and 
m can be chosen such that 
G(y) = -(l/2) ta2(N, + ta) r@, ., .) + ~(n-“~), 
then (4.20) implies that the term I, in Lemma 2 is of order o(n-‘). The 
proper choice for rrqy and m is 
mD= - t2a'(.Z;l')o,((r, a, a) - (y,O, a)) 
- WV ~~*NJz,‘),,(Y~ .¶ a), p= l,...,p 
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where zli and the brackets are evaluated at 17. Note that nBY and m 
correspond to the signed least favorable prior distribution used in the 
continuous case (see [ 13, pp. 50, 5 1 I). The vector m and the signed measure 
71 depend on r E C and t E B. So we must check whether (4.20)-(4.22) hold 
uniformly for n and m depending on r E C and t E B. This is true if m varies 
in a compact subset of Rp and the signed measures rc can be chosen such 
that the support of rr is contained in a fixed compact subset of RP for all 
r E C, t E B, and if the variational norm of II remains bounded for r E C, 
t E Bi These conditions are satisfied if 71 is constructed as follows: The 
matrix A = (~QJ~,~= ,,..., p is symmetric. Let 4, ,..., #p be an orthonormal 
system of eigenvectors for A with eigenvalues A, ,..., A,, and define the 
discrete measure n by 
n{+j} = n(#j} = nj/2v j= I,..., 4, 7r(O} = l-1, - ..* -A,, 
Then n has mean zero, n(Rp) = 1, (~~y,n(dy) = 7r,,?, p, y = l,...,p, and the 
variational norm of 7~ is bounded by (2~ + I)(1 +p [[A II). The support of K is 
contained in the unit ball ( y E RP: 11 y[I < 1). 
Proof of Theorem 1. Let 4, be the level-a Neyman-Pearson test for 
PbO,Tj against P&+rn-1~2.T,. It suffices to show that the power functions of 4, 
and 4: coincide up to errors of order o(n-‘), i.e., uniformly for t in compact 
subsets of R 
p;fa,+rn-‘/2,r)(hl - sit> = oW’)* (4.23) 
Note that 4, depends on 2, ,..., -Zn only through X, i.e., there exists a function 
$“: Z + [0, 1 ] such that 4, = 4,,(X). Write v= (19,, t). Assumption (2.1) is 
equivalent to C,,(q) = 0 and W,(x, II, y) G W,(x, v, 0). We have uniformly 
foryEA(n,v) 
Hence there exists a sequence of real numbers a, such that uniformly for 
YEA@,V) 
a,(y) = (_ &(x) Q(n, y, 4J)(dx) = a, + o(n - “2). 
THIRD-ORDER EFFICIENCY OF CONDITIONAL TESTS 97 
The relation P”,$n = a implies a, = a + o(n- 1’2). For the proof of (4.23) we 
use Lemma 2. We have seen above that uniformly for y E A(n, r]) 
V,(Y) = 4n”). 
Note that C,,(n) = 0 and W,(x,y, r) E W,(x, 0, q) imply (p. y, .) = 
(p, ., ,) = 0, /I, y = l,..., p, and K, = 1. Hence 
P”,,,(h - 4X> = P”,,,(a,(Y) - a) + OW’). 
From (4.22) we obtain that uniformly for t in compact subsets of R and 
YE Ah? VI 
P”,,,{Y=y}=P”,(Y=y}(l +o(K”2)). 
This yields 
P”,“,(a,(Y) - a) = o(n-‘) 
and proves (4.23). 
Proof of the proposition. It suffices to show that uniformly for r in 
compact subsets of T and y in A(n, (e,, 5)) 
a,(y)=a+o(n-‘), (4.24) 
where a,(y) is the conditional level of #,, given Y = y, under P;B,,,Tj. Fix a 
compact subset C of T. Since W, is an open neighborhood of (~,(0,, r): 
r E C), there exists no > 0 such that y E B, for all n 2 no, 7 E C and 
Y E A (n, (80 7 5)). 
Let C, be a compact neighborhood of C. Then there exists n, > 0 such 
that r(y)EC, for all 7EC, n>n,, andyEA(n,(B,,r)). 
If there exists A4 > 0 such that for all r E C, n > no + n,, and 
Y E Ah (603 5)) 
I n-“20W34 a) - wo(fJo, Cv)))l GM (4.25) 
then (4.24) follows from (4.3). Relation (4.25) is satisfied since k,*(y, a) is 
chosen such that the left-hand side of (4.25) is as small as possible. 
For the sake of simple reference we state a result on the characteristic 
function of noncentral chi-square distributions. 
LEMMA 3. Let U be a p-variate normal random vector with mean m and 
covariance matrix C. If F: RP + R is a polynomial of degree two or less, then 
F(U) has a never vanishing characteristic function, i.e., for all t E R 
E exp(itF( U)) # 0. 
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ProoJ We may assume w.1.g. that m = 0 and C = I, the (p,p)-identity 
matrix. Write 
F(y)= c UikY.jYk + - ” bi y,/ + C, 
.i.k= 1 .i= 1 
where A = (ajk)j.k=l,...,p can be assumed to be symmetric. Note that for 
arbitrary orthogonal matrices L the vector LU has the same distribution as 
U. Hence we may assume that A is diagonal, and then 
F(y) = T’ (aj yj f b,jyj + c/p). 
JZ 
The random variables vj = aj qf + bj uj + c/p, j = l,...,p, are independent. 
Hence it suffices to show that for j = l,..., p the random variable vi has a 
never vanishing characteristic function. If a,j = 0, then Vi is a normal random 
variable which has a never vanishing characteristic function, and if a,j # 0, 
then for some constant d E R the random variable yj + d has a noncentral 
chi-square distribution with one degree of freedom and noncentrality 
parameter u = bj/(2a,j) which has characteristic function 
t + (1 - 2iajt)- “* exp(vkzjt/( 1 - 2iait)) 
(see [6, p. 1341). This proves Lemma 3. 
LEMMA 4. Let .i7 be the set of all trigonometric polynomials 
h(x) = CT (uk cos 2xkx + b, sin 2nkx), XER, K=l,2 ,... (4.26) 
k=O 
For fixed p-variate row vector r let .d(r) be defined as follows: 
(a) rf r = (l/m)@, ,..., k,) with relatively prime integers m, k, ,..., k,, 
then h E .7(r) IT, in (4.26), ak = 0 whenever m divides k. 
(b) If r has at least one irrational component, then h E .T(r) iff in 
(4.26) a, = 0. 
Choose h E .T(r), and for n = 1, 2 ,... and y E Zp write 
a,,(y) = a + n “‘h(r?/). 
Define u,(y) E Z and 6,(y) E 10, 1) by the relation 
Q(n,u, ~,)(w > u,(y)1 + h,(v) Q(n,y, ~,)(u,(Y)\ = S(Y). 
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Let 
tin= 1 if x > u,(Y) 
= ~no-3 if x = u,,(Y) 
=o if x < u,(Y). 
Then (4,) is asymptotically unbiased level a of arbitrary order in the 
following sense: For all s > 0 we have unlyormly for 9 in compact subsets of 
H 
pr14n $ I I 
a + o(KS”) if e 
/ I/! 
$ e,. (4.27) 
In particular, (4,) E OS,, K:. 
Proof: Recall that for n = 1, 2,... and y E Zp the function 
is increasing. Hence (4.27) is true if uniformly for q in compact subsets of H 
P:a,( Y) = a + o(t~-~“). 
The last relation follows from the two facts that 
(i) for k E Z with ak # 0 
PC exp(2nikrY) = (P, exp(2zikrY,))” 
converges to zero exponentially fast, and 
(ii) for all k E Z 
1 P, exp(27rikrY,)I = 1 implies P, exp(2nikrY,) = 1 
(note that Y, has a lattice distribution with minimal lattice Zp). 
In our next result we obtain approximations for the power function of the 
tests introduced in Lemma 4. Write Qp for the set of all p-vectors having 
rational components only. We distinguish five cases. 
Case I. r = (l/m)(k, ,..., kp) with relatively prime integers m, k, ,..., k,, 
and M = (l/m,)(ky,..., k;) with relatively prime integers m,, ky ,..., ki. 
Case II. r = (l/m)(k, ,..., k,) with relatively prime integers m, k, ,..., k,, 
and A4 @G Qp. 
Case ZZZ. r @J Qp, and A4 = (l/m,)(ky ,..., ki) with relatively prime 
integers m,, ky ,..., ki. 
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Case IV. r, M G? Qp, and there exists a rational number il such that 
r - Al4 = (l/m)(k, ,..., k,) with relatively prime integers m, k, ,..., k,. 
Case Y. r, M G? Qp, and r + AM & Qp for all rational numbers A. 
LEMMA 5. We have uniformly for t in compact subsets of R 
P:~o+~n-v~.zdn = H;n@, 00, r) 
+ n-71/2) tu-‘)(A’, + tu)B,(t, z, h) + o(n-‘). 
B,(t, r, h) is defined as follows. Write 
lb) = h(x)~/WJ xER 
K(x) = 1. Sf (x + l/2 - np, + nMp, + n’%N, 
Then in case I 
m-l Q-I 
B,(t, z, h) = x 1 pijK(-j/f?20 + &i/m)) 
i=O j=O 
m-l 
- (l/m) x i*(i/m) - l/6. 
i=O 
Here for i = 0 ,..., m - 1, j = 0 ,..., m, - 1 
pij=(mmo)-P# {(j ,,..., j,)E {O ,..., mm,- 1)‘: 
j, k, + .I. + jpkp = i(m) andj, ky + *se + j,ki - j(m,)) 
In case II, 
m-1 
B,(t, r, h) = -l/12 - (l/m) K’ h*(i/m). 
,TO 
In cases III and V, 
B,(t, 5, h) = -l/12 - 1’ k*(x) dx. 
-0 
In case IV, 
m--l .1 
B,(t, r, h) = (l/m> x ! K(-x + K(l.x + i/m)) dx 
i=O 0 
- j’ /i*(x) dx - l/6. 
-0 
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Proof: Combining Lemmas 2 and 4, the corollary, and (4.16) yields that 
uniformly for t in compact subsets of R 
p;@,+tn-1/2,r)#n = ffgt, 8,,r) + n-V/2) to-‘#(N, + ta). 
(f%, .*, K(-MY + &rY)) - P$0,,,&2(Y) - l/6) + o(n-‘). 
We shall show that 
p;f30,,,(~:(x + h(Y) -MI? - I*) 
converges uniformly for x E R. Note that 4 and S, are l-periodic. Conse- 
quently we have to investigate the asymptotic behaviour of 
p;*“.*, exp(2k(x, rY + x,MY)), x,,x,EZ 
for n tending to infinity. This expression equals 
(P (oa.T) expP(x, ry, + x2MYJ))” 
and converges to zero whenever 
(x1 r + x,M) Y, 65 Z, P,,O+,,-almost everywhere. 
(4.28) 
Since Gio.7, has minimal lattice Zp, the sequence (4.28) converges to zero 
whenever 
(x1 r + x2hQT @ Zp. 
If (x, r + xzkQT E Zp, then the sequence (4.28) is constant equal to one. 
Therefore uniformly for x E R 
P&,&(x + WI + MYI - ~*(yN 
= P&(x + i(U) + V) - F(U)) + o(n”). 
Here P is a probability measure, and U and V are random variables which 
satisfy 0 < U, V < I and 
P exp(2rci(x, U + x2 V)) = 
In case I, (4.29) implies that for j = 0 ,..., m - 1, k = 0 ,..., m, - 1 
(4.29) 
P(U=j and V= k} =pjk. 
In case II, U and V are independent, U is uniformly distributed on (0, l/m,..., 
(m - 1)/m}, V is uniformly distributed on [0, 11. In case III, U and V are 
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independent, U is uniformly distributed on [0, 11, V is uniformly distributed 
on (0, l/m,,..., (m,, - l)/mO). In case IV, U - AI’ and U are independent, V 
is uniformly distributed on [0, 11, U - AV is uniformly distributed on 
(0, l/m,..., cm - 1)/m)* 
In case V, U and I’ are independent and uniformly distributed on [0, I]. 
This proves the lemma. 
Proof of Theorem 3. For h E X(M) construct the corresponding 
sequence of tests (4,) as in Lemma 4. Then, according to Lemma 4, (4,) E 
f-h,, ai+. 
(a) Assume that M = (l/m)(k, ,..., k,) with relatively prime integers 
m, k, ,..., k,, m > 1. Then, according to Lemma 5, case I, uniformly for t in 
compact subsets of R 
( 
m-1 
X (l/m) 1 S:(ii(i/m) - i/m + H(n) 
i=O 
m-i 
+ F(Y)) h,,(Y) & - (l/m> x k2(i/m) - l/6 
i=O 
+ o(n-'), 
where 
H(n) = l/2 - npo + ni’@, + n”‘oN, and F(y) = P,(N,,y + tZ,=,,; Bo, z). 
With Theorem 2(iii) we obtain that uniformly for t in compact subsets of R 
P” w~+~~-w,~~(#~ - 43 = n-‘(lP) ta-‘Q)W, + to)(llm> 
m-1 
XT 
[YO 0 
- (S:(h(i/m) - i/m + H(n) + F(y)) 
- SW/m + fW + W)N 4&9 & 
- K2(i/m) + o(n-I). 
) 
Write c, for the fractional part of Z-Z(n), n = 1, 2,... . If a # l/2, then (c,) is 
asymptotically uniformly distributed on [0, 11. Hence the set of 
accumulation points of (c,) is [0, I]. Assume that (2.11) does not hold. Then 
for every h E <F(M) and a E [ 0, 1 ] 
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m-1 
I (j’(S:(&i/m)-i/m+a+F(y)) \’ 
j=o . 
- sit-i/m + a + F(Y))) &,,(Y) 4~ - i’(i/m)) ,< 0. 
Apply this relation to h = s/z0 with fixed but arbitrary h, EST(M) and 
positive E, and let E converge to zero. Then we obtain that for Lebesgue- 
almost all a E [0, 1 ] and every h, E F(M) 
m-1 
x hD(i/m)j. s,(-i/m + a + F(Y)) &,,(Y) 4 G 0. (4.30) 
i=O 
Hence for Lebesgue-almost all a E [O, 1 ] 
1 (~,(a + F(y)) - .S,(l/m + a + F(Y))) hj,(~) dv = O. (4.3 1) 
This is possible only if F is not constant. If F is not constant, a continuity 
argument yields that (4.31) holds for all a E [0, 11. Now Lemma 3 implies a 
contradiction (see [ 151). 
(b) Assume that M has at least one irrational component. Then 
according to Lemma 5, case IV, 
p;e,+,,-l/z,,,~, = fG,(t, 80, t) + n-w/q ta-‘$qN, + to) 
i 
.I 
x j. 1 S:(h(x) - x + H(n) + F(Y)) 4x,,(~) 4) dx 
- (’ i2(x) dx - l/6 + o(n-‘). 
.O 
With Theorem 2(iv) we obtain 
P” (oo+ln-li*.T,@, - $0 = ~-VP) fo-w, + to> 
( 
.I 
x j, j (S:(b) -x + H(n) + F(Y)) 
- Sit-x + H(n) + F(Y))) 41, ,(Y> 4~ dx 
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We proceed as in part (a). Assume that (2.11) does not hold. Then for all 
h E R(M) and Lebesgue-almost all a E [0, 1 ] 
.I . _ 
1 1 0) S,(-x + a + F(Y)) h,,(Y) 4 t-lx = 0. O- 
This implies that there exists a constant c such that for Lebesgue-almost ail 
a E [O, 11 
( S,(a + F(Y)) h,,(Y) dY = c* (4.32) 
This is possible only if F is not constant. If F is not constant, then a 
continuity argument yields that (4.32) holds for all a E [0, I]. According to 
Lemma 3 this is contradictory. 
Proof of Theorem 4. The assumptions of Theorem 4 imply 
P,(N,,y + E,,; e,, 5) = 0. 
For h E Y(M) to be determined later construct the corresponding sequence 
of tests ($A) as indicated in Lemma 4. According to Lemma 4 
With Lemma 2 and our corollary we obtain that uniformly for r in compact 
subsets of T and t in compact subsets of R 
P” (~o+tn-w,,d~:, - 42) = ~-v/2) tow, + to) 
x P?o,+tn-‘lb, (s:(q y> - MY + H(n)) 
- S:(--MY + H(n)) - h2( Y)) + o(n - 1). 
Case A. M has at least one irrational component. 
For 0 # k E Z we have uniformly for r in compact subsets of T and t in 
compact subsets of R 
P&,+1.-1,2,73 exp(2nikMY) = o(n”). 
Hence uniformly for r in compact subsets of T and t in compact subsets of R 
P” ce,+rn-w,,(dil - 4;) = ~-Ym tew, + to) 
x J 0’ (s:(li(x) -x + H(n)) - s;<-x + H(n)) 
- h2(x)) dx + o(n - ‘). 
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As in the proof of Theorem 3 we can find a real number a E [0, 1 ] and 
h, E X(M) such that 
I ’ (S;(Ko(x) -x + a) - S;(-x + a) - l;(x)) dx > 0. 0 
Let n,, n,,... be a sequence such that the fractional parts of H(n,), i = 1,2,... 
converge to a. Note that H(n) does not depend on t since 
Construct the sequence of tests (&,) with ho and define the sequence of tests 
(4,) by 
4, = 4: if n 6G {n,, n2,...} 
= 4’ “r if n=n,. 
The sequence of tests (4,) and the sequence of integers n,, n,,... have the 
properties asserted in Theorem 4. 
Case B. M = (l/m)(k, ,..., k,) with relatively prime integers m, k, ,..., k,, 
m 2 2, Co, f 0. 
Then for k E Z and uniformly for t in compact subsets of T, t in compact 
subsets of R 
%,+rn-w exp(2nikMY) = 1 + o(n”) if m divides k 
= o(nO) otherwise. 
Hence uniformly for r in compact subsets of T and t in compact subsets of R 
x ,To (WWm) -j/m + W)) 
- S:(-j/m + H(n)) - F(j/m)) + o(n-‘). 
As in the proof of Theorem 3 we find ho E X(M) and a E [0, 1 ] so that 
m-l 
7‘ 
,jO 
(S@o(j/m) -j/m + a) - Sf(-j/m + a) - &j/m)) > 0. 
Now the proof proceeds as in case A. 
Proof of Theorem 5. Let us return to the proof of Theorem 3. We use the 
notation introduced there. Let S be the set of accumulation points of c,,:, 
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i = 1, 2,... . Then (4.31) or (4.32) hold for Lebesgue-almost all a E S. If F is 
constant, then S is a closed Lebesgue null set. If F is not constant, then 
x+ I‘W+F(YMJYWY 
is analytic and not constant on R. Hence also in this case S is a closed 
Lebesgue null set. The sequence (c,) is asymptotically uniformly distributed 
on [0, l]. For E > 0 let S, be the set of all points x in [0, l] for which there 
exists x, E S with /x - x0 ] < E. We have for all positive E 
limsupn-‘#(j:nj<n}<limsupn-‘#(j<n:cjES,}=I(S,). 
” II 
The measure A(S,) can be made arbitrarily small. This proves Theorem 5. 
Proof of Theorem 6 and Remark I. Let Qyl, be the least favorable 
mixture introduced in the proof of our corollary, and write 9; for the level-a 
Neyman-Pearson test for Qg,, against P~Ba+ln-j,Z,r~. Then for y E Z there 
exist 6,(y) E [0, I ] and k,(y) E Z such that 
qtp, Y) = 1 if X > k,(Y) 
= &sY) if X= k,,(Y) 
=o if X < k,(Y). 
Write o,(y) for the conditional level of 4;) given Y = y. Then (4.18) holds. 
We apply Lemma 2; use I, = o(n-‘), and obtain that uniformly for t in 
compact subsets of R 
where 
V,(Y) = n “‘(%(Y> - a)~lfw,). 
We have uniformly for y E ~(n, (~9,, r)) 
C(Y) = (UY) - Y,(Y, a))’ + @“I 
C(Y) 2 (1 + Y”(Y, a) - UYN2 + o(n”) 
C(Y) > (1 + UY) - Y,(Y, a)>’ + 4n”) 
if k,(y) = k,,(y, a), 
if k,(y) > k,(y, a>, 
if k,(y) < k,(x a). 
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This yields that uniformly for y E A (n, (0,) r)) 
(Y”(YY a) - v7-)2 - WY) - w2 + mv) 
2 2(Y,(Y, a) - l/2)* - Iy,(y, a) - l/2/ + o(n”). 
With (4.13) we obtain that uniformly for t in compact subsets of R 
P” (,“+,,-i~z,,,(9on - 4;) > n-‘(1/2) tow, + to) 
x P” wo+,n-lw.T,(- IYAY~ a> - l/2/ 
+ 2(y,(Y, a) - 1/2)2) + o(n-‘). 
For arbitrary (4,) E P-F we have QE,,$, = a + o(n ‘), and this implies 
P%,+tn-~q,,(h - cl) G ow ‘1. 
We thus obtain an upper bound for the power functions of asymptotically 
similar tests: For every (4,) E r’:: we have uniformly for t in compact 
subsets of [0, oo) and for r E T 
p&o+tn-li’.r)(4n - 63 G n-V/2) ew, + to) 
x P” (8,+rn-~ll?.r,(lYn(Y~ 4 - l/2/ 
- 2(y,( Y, a) - 1/2)2) + o(n- ‘). (4.33) 
If M(0,, r) has at least one irrational component, then under P;oo+,,, ,,+,, 
y,( Y, a) is asymptotically uniformly distributed on [0, 1 ] (see the proof of 
Theorem 2(iv)). Consequently, 
1” Ix - l/2] dx - 1” (x - 1/2)2 dx = l/6 
.o -0 
implies the assertion of Theorem 6. Recall that uniformly for 
Y E A (n, (&j, 5)) 
(y,(y, a) - l/2)* = S:(1/2 - npo + nk+, + n”‘uiV, 
- MY + PIW, 3 .C@, (e,, 5)); e,, 5)) + o(n”). 
Consider Example 2 with r corresponding to p = l/2. Then --n,~, + nk@, = 0, 
Pl(x, y; 0, r) = 0, and CO,Z;l’ = l/2. Hence uniformly for y E ~(n, (e,, r)) 
(Y,(Y, a> - 1/2J2 = SX1/2 + N, \/n/8) + o(n”) if y is even. 
(Y,(Y, a> - @I2 = SW, $3) + o(n”> if y is odd. 
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Now we consider n E (n, , n, ,... }. Then uniformly for Y E A (n, (0,) 5)) 
(Y,(Y, a> - l/2)* = l/4 + 4n”> if y is even, 
Y,(Y, a) = l/2 + o(n”) if y is odd. 
Hence (4.33) implies (2.13). 
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