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Abstract 
Seawater intrusion (SWI) is a widespread environmental problem, particularly in 
arid and semi-arid coastal areas. Unplanned prolonged over-pumping of 
groundwater is the most important factor in SWI that could result in severe 
deterioration of groundwater quality. Therefore, appropriate management strategies 
should be implemented in coastal aquifers to control SWI with acceptable limits of 
economic and environmental costs. This PhD project presents the development 
and application of a simulation-optimization (S/O) model to assess different 
management methods of controlling saltwater intrusion while satisfying water 
demands, and with acceptable limits of economic and environmental costs, in 
confined and unconfined coastal aquifers. The first S/O model (FE-GA) is 
developed by direct linking of an FE simulation model with a multi-objective Genetic 
Algorithm (GA) to optimize the efficiency of a wide range of SWI management 
scenarios. However, in this S/O framework, several multiple calls of the simulation 
model by the population-based optimization model, evaluating best individual 
candidate solutions resulted in a considerable computational burden. To solve this 
problem the numerical simulation model is replaced by an Evolutionary Polynomial 
Regression (EPR)-based surrogate model in the next S/O model (EPR-GA).  
Through these S/O approaches (FE-GA and EPR-GA) the optimal coordinates and 
rates of the both abstraction and recharge barriers are determined in the studied 
management scenarios. As a result, a new combined methodology, so far called 
ADRTWW, is proposed to control SWI. The ADRTWW model consists of deep 
Abstraction of saline water near the coast followed by Desalination of the 
abstracted water to a potable level for public uses and simultaneously Recharging 
the aquifer using a more economic source of water such as treated wastewater 
(TWW). In accordance to the available recharge options (injection through well or 
infiltration from surface pond), the general performance of ADRTWW is evaluated 
in different hydro-geological settings of the aquifers indicating that it offers the least 
cost and least salinity in comparison with other scenarios.  
The great capabilities of both developed S/O models in identification of the best 
management solutions and the optimal coordinates and rates of the abstraction 
well and recharge well/pond are discussed. Both FE-GA and EPR-GA can be 
successfully employed by a robust decision support system. In the next phase of 
the study, the general impacts of sea level rise (SLR), associated with its 
transgression nature along the coastline surface on the saltwater intrusion 
mechanism are investigated in different hypothetical and real case studies of 
coastal aquifer systems. The results show that the rate and the amount of SWI are 
considerably greater in aquifers with flat shoreline slopes compared with those with 
steep slopes. The SWI process is followed by a significant depletion in quantity of 
freshwater resources at the end of the century. The situation is exacerbated with 
combined action of SLR and groundwater withdrawals. This finding is also 
confirmed by 3D simulation of SWI in a regional coastal aquifer (Wadi Ham aquifer) 
in the UAE subjected to the coupled actions of SLR and pumping.  
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1 Chapter One:         
Introduction 
 
1.1 Overview 
In the last century, the use of surface water as a desirable and cost-effective 
source of water has been increased in different domestic, industrial and 
agricultural sectors. This is primarily because of its lower cost and easier 
accessibility. However, the gradual population growth, land use changes and 
heavy urbanization have increased the pressure on this traditional source of 
water to the extent that the extraction of the groundwater has become an 
essential alternative to surface water (Narayan et al., 2007). According to the 
hydrologic cycle, all groundwater originates from precipitation and surface water 
including percolating of rainwater and melting snow and ice. In the large scale, 
99% of all the available freshwater on earth is groundwater; but freshwater 
makes only 2.5% of the earth’s water. In addition the majority of these 
freshwater sources are available in polar ice caps and in the form of ground 
moisture, ice and snow, atmosphere, etc., which are not readily accessible for 
human use  (Leap, 2007). There is a continuous interaction between this 
subsurface water and surface-water bodies (e.g. lakes, streams, seas, and 
oceans). In humid climates these surface sources often act as discharge points 
(outflow boundaries) for groundwater. However, in arid areas and/or in the 
systems under pumping, during heavy precipitation event the water generally 
moves from the surface-water body to the groundwater (Pinder and Celia, 
2006). Therefore, the contamination level of these surface water bodies will 
dominate the quality of the stored groundwater. In coastal regions, the 
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groundwater, as a primary or sole source of freshwater, is continuously, and in 
greater volumes than other areas, threatened from this surface-subsurface 
interaction. This is particularly by salinization due to lateral intrusion of seawater 
into the aquifer. Figure ‎1.1 shows the simplified water cycle in coastal zone 
manifesting the role of seawater intrusion (SWI) in this combination. 
 
Figure ‎1.1: Schematic of saltwater-freshwater interaction in hydrologic cycle (Mulligan 
and Charette, 2009, 2010). 
1.2 Problem statements 
The groundwater as main source of freshwater is continuously threatened by 
saltwater intrusion. Saltwater intrusion is a common contamination problem in 
developed and urbanized coastal areas especially in arid and semi-arid global 
regions of the world. There are several factors driven by natural and human 
activities that continuously increase the threat of SWI. Overexploitation of 
groundwater to meet domestic and irrigation demands of increasing population 
and climate changes are amongst the most important of these factors. In critical 
cases SWI is followed by abandonment of production wells of freshwater, 
human health problems, damage to natural ecosystem and damage to 
agricultural farms by reducing yields and killing crops (Sherif and Singh, 1996). 
The first reported SWI problem in the world literature was by Braithwaite (1855) 
in England and it was due to the uncontrolled extraction of the groundwater. In 
the context of that article, the degradation of water quality in a set of available 
pumping wells in London and Liverpool cities were ascribed to be caused by the 
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lowering of the groundwater levels due to extensive abstraction of groundwater 
in these regions. In parallel, it is generally understood that the rate of climate 
change is increasing rapidly due to human activities. The increase in the global 
temperature will warm the land surface, oceans and seas and melt the ice caps, 
mountain glaciers and polar (Greenland and Antarctic) ice sheets which will in 
turn lead to increase in water levels in the oceans and seas (Oude Essink, 
1996). Sea Level Rise (SLR) has negative impacts on the hydrodynamic 
equilibrium of the costal aquifer systems enforcing further encroachment of 
saline water from sea into the land. Therefore, in the face of SWI problem, 
remedial measures have to be taken to control further degradation of the water 
quality and its growing scarcity in coastal aquifers.  
The remediation of the brackish and/or saline groundwater using biological, 
chemical and physical techniques is a very costly process. The other possible 
options to control SWI and moving toward the sustainable management of 
coastal aquifers are to use different arrangements of hydraulic and physical 
barriers such as sheet piling, artificial recharge of good quality water, 
abstraction of intruded saltwater and etc. In the same way, each of these 
hydraulic and physical approaches has its own limitations in terms of practical 
operation and controlling of SWI as detailed in Chapter ‎2.  
In first instance, it would be necessary to predict the future sustainability of 
aquifer and the movement of the saltwater front using an efficient and accurate 
density-dependent simulation model. Such models should solve the 
groundwater flow and solute transport equations simultaneously under certain 
spatial and temporal discretization. It would then be possible to evaluate the 
sustainability of the SWI control plan by measuring the response of the aquifer 
under the applied engineering interventions (hydraulic or physical barrier). 
Effective and efficient control of SWI should be considered as an important task 
to protect the groundwater resources from depletion as an environmental cost 
issue. Therefore, a decision model is required in order to define the optimum 
patterns of the management scenario (e.g. location, depth and rates of 
abstraction/recharge wells) correctly and also to achieve a reasonable efficiency 
in terms of the controlling SWI. In addition, optimal strategies should also take 
into account the available limitations on the economic cost and the water 
demands of growing population in the coastal regions. In order to capture these 
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optimal solutions the simulation model should be linked to a robust optimization 
tool in order to seek the optimal solutions in a wide search space of design 
variables. Simultaneous assessment of the management options based on 
these two conflicting objectives has been ignored in the vast majority of the 
previous studies. In fact, many of the previous optimization studies available in 
the literature have focused on the optimal rates of pumping from the abstraction 
wells (water demand) only, formulated accordingly as single objective (SO) 
optimization problem while limiting the encroachment of salt wedge at certain 
distance from the coastline. 
Over the last decade, several Evolutionary Algorithms (EAs) have been 
developed for optimization of such multi-objective (MO) problems. Compared to 
the traditional linear and nonlinear programming optimization models and even 
single objective EAs (SOEAs), these new multi-objective EAs (MOEAs) have 
shown their great effectiveness as a powerful paradigm for capturing a wide 
range of optimal solutions and the corresponding trade-off curve of each 
specific problem. In an attempt to overcome most (if not all) of the limitations of 
previous SWI management methodologies, in this thesis a new methodology is 
introduced to control SWI. Also a new MO simulation-optimization (S/O) 
framework is developed to evaluate the economic and environmental 
effectiveness of the proposed control methodology.  
 
1.3 The proposed new methodology to control saltwater intrusion 
Following the combined ADR (Abstraction, Desalination and Recharge) 
methodology which was proposed by Javadi et al. (2012) to control SWI, in this 
thesis a new extension of their work is proposed (that is called ADRTWW;  
Abstraction, Desalination and Recharge by Treated WasteWater) as a new 
management approach. In the ADR methodology, the aquifer is continuously 
subjected to pumping of brackish water from saltwater wedge near the shoreline 
and then the abstracted water is desalinated using an appropriate desalination 
technique such as reverse osmosis. The excess of the produced desalinated 
water is then utilized as a source of water to recharge the aquifer while the rest 
of the desalinated water is used to meet part of the water demand (Javadi et al., 
2012). In ADR, the desalinated water is injected into the deep aquifer by 
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recharge wells. In contrast, the current methodology (ADRTWW) concerns the 
use of more economic sources of water such as treated wastewater (TWW) and 
even from other sources of surface water such as collected rainwater as well as 
transferring good quality water from nearby rivers, canals, lakes and ponds. In 
modern coastal urban areas, the TWW can be easily accessible for long periods 
of time. Consequently, in ADRTWW the abstracted brackish water near the 
coastline is desalinated and totally used in public sectors and the TWW is used 
for artificial recharge. Two schemes of the ADRTWW are presented in this 
research (Figure ‎1.2). In the first scheme the artificial recharge of reclaimed 
water is implemented using injection wells, while in the second approach 
surface spreading basins (ponds) are used. The injection well system can be 
used in both confined and unconfined aquifers while the pond system is only 
applicable in unconfined aquifers. 
 
Figure ‎1.2: The schemes of the proposed control methodology (ADRTWW): (a) 
recharge by injection wells, (b) recharge by surface ponds. 
 
The fundamental differences between ADRTWW and ADR methodologies are: 
i. In ADR the excess of the desalinated water is used to recharge the 
aquifer while in ADRTWW the whole desalinated water is directly used 
for public uses. In ADRTWW good quality reclaimed water is utilized for 
recharge purposes, which has a lower economic cost compared to 
desalinated water. 
ii. In the ADR approach the aquifer is recharged through deep injection 
wells, however, and in addition to this recharge option, in ADRTWW 
recharge through surface infiltration basin (with lower energy 
consumption) is also offered for unconfined aquifers. 
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1.4 Original contributions of the thesis  
1.4.1 Optimal management of saltwater intrusion 
Javadi et al. (2012) assessed the efficiency of the ADR method in controlling of 
SWI in terms of minimization of both the total economic cost of the management 
model and total salinity content of the aquifer by means of linking the simulation 
model with a simple genetic algorithm. In order to handle this MO optimization 
in simple GA the objective functions are usually aggregated into one scalar 
objective function using the weighted sum method. Selection of the most 
appropriate weights requires the pre-specification of the relative importance of 
each objective function and/or further repetitive trails. In addition, this technique 
gives only one optimal solution at the end of the process and thus it does not 
have the capability to capture all feasible solutions of the management problem. 
In the present study the principle of MOEA is used to explore such complex 
problems and to capture the related trade-off curve (set of optimal solutions) 
between the conflicting objective functions.  
The economic cost function used by Javadi et al. (2012) has been reformulated 
in the current work as the net cost by inclusion of the monetary value of the 
desalinated water as a benefit. By the same token, the effect of the recovery 
ratio of the desalination plant is also considered in the new formulation of the 
cost function, which has been also ignored in their formulations and also in the 
majority of the previous studies. Depending on the quality of the feed water, 
typical recovery ratios vary from 50 to 80% for brackish water (and 20 to 40% 
for seawater) using standard reverse osmosis plants (Singh, 2013). 
In the second ADRTWW model (Figure ‎1.2b) proposed for unconfined aquifers, 
the collected TWW is allowed to percolate through the unsaturated zone toward 
the underlying layers using a surface recharge pond. To the author’s best 
knowledge, the effects of the unsaturated zone on the general response of the 
aquifer systems have not been considered in previous studies of the 
assessment of SWI management within S/O procedures. This may be due to 
the additional computational complexity resulting from the numerical simulation 
of the unsaturated zone simultaneously with the underlying saturated layers. 
This complexity is even more paramount within the S/O process in terms of 
computational time requirements. Nevertheless, an ignorance of the 
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unsaturated properties of vadose zone leads to the ignorance of the important 
component of moisture flow (i.e. infiltration and evaporation) in soils followed by 
unrealistic results for the aquifer. More recently, Mahmoodzadeh et al. (2014) 
suggested that for multi-layer systems, due to the related layering properties in 
the saturated and unsaturated zones of the aquifer, the consideration of the 
effects of unsaturated zone is more important than a single layer aquifer. 
Consequently, the current research also aims to tackle this gap in the research 
by considering the effects of unsaturated flow in the simulation model that will 
be integrated with an optimization tool. The efficiency of the ADRTWW is 
assessed within the developed S/O frameworks and the results are compared 
with other possible SWI management approaches (i) recharge only, (ii) 
abstraction only and (iii) combined abstraction and recharge and in different 
schemes. 
Two different S/O models are developed in this work. In the first model (FE-GA) 
the finite element (FE) based numerical model SUTRA (Voss  and Provost, 
2010) is integrated with a popular MO optimization tool called NSGA-II (Deb et 
al., 2002). However, in the second model (EPR-GA), in an attempt to reduce the 
computational complexity that is induced by the FE-GA, a new pattern of 
recognition tool known as Evolutionary Polynomial Regression (EPR) is 
integrated, as a surrogate model, with NSGA-II. Prior to its linking, the 
developed surrogate (EPR) model is trained and tested externally on the 
inputs/outputs of the SUTRA model describing the response of the aquifer 
system. The current work is the first to utilize the EPR for prediction of the 
aquifer response or even to use it with S/O procedures. 
 
1.4.2 Effects of sea level rise on saltwater intrusion 
Assigning of SLR boundary condition along the vertical face of the shoreline is a 
common approach that has been implemented in the literature without 
considering the inundation effects. The inundation of the shoreline surface 
occurs by transgression of the seawater on the land surface in the systems with 
sloped shoreline. The available literature on the inundation effects of SLR on 
SWI is limited to some hypothetical case studies or small real island flow 
systems that have been studied mainly during the last few years (e.g. Terry and 
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Chui, 2012, Ataie-Ashtiani et al., 2013, Laattoe et al., 2013, Hussain et al., 
2014, Ketabchi et al., 2014, Mahmoodzadeh et al., 2014, Sefelnasr and Sherif, 
2014, Yang et al., 2015a, 2015b).  
In this research the response of a set of hypothetical unconfined aquifers (with 
different shoreline slopes) to different SLR scenarios is studied considering the 
effects of the unsaturated (vadose) zone. For the SLR scenarios, the effects of 
the gradual and instantaneous rising of sea level are investigated. Meanwhile, 
the effects of different boundary conditions and the roles of different hydro-
physical parameters of coastal aquifer systems on the inland encroachment of 
the saltwater are investigated through a sensitivity analysis, considering the 
effect of SLR. It is notable that allowing the time-dependent variations of SLR 
and defining the unsaturated properties of soil involved a modification to the 
SUTRA code. 
In the last part of this PhD project, the research is oriented toward the 3D 
simulation of saltwater intrusion in the Wadi Ham aquifer, located in the Fujairah 
Emirate in the UAE. Declination of the groundwater levels and deterioration of 
water quality owing to unplanned and uncontrolled groundwater withdrawal from 
this aquifer have been studied by Sherif et al., (2012, 2013) using 2D areal 
simulations. In the present study, the efficiency of some SWI management 
scenarios is examined in this real-world aquifer. Finally, the effects of gradual 
SLR simultaneously with abstraction from available production wells in two 
different schemes: with or without inundation of the shore line are studied in the 
Wadi Ham aquifer.  
 
1.5 Research objectives 
In general, vulnerability to SWI is usually interpreted as reduction in freshwater 
budget of the aquifer system, thereby putting the coastal inhabitants and 
ecosystems under stressed conditions. In order to successfully assess this 
vulnerability and to optimally mitigate the impacts of SWI in coastal regions, the 
current research is intended to meet the following specific objectives: 
 to simulate the extent and pattern of saltwater intrusion in real and 
hypothetical aquifers under coupled hydrological conditions. 
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 to develop a simulation-optimization model by coupling of the numerical 
model with the MO genetic algorithm (FE-GA) and use the model to 
examine the efficiency and cost-effectiveness of different SWI 
management strategies. Abstraction of brackish water near the coast, 
recharge of freshwater and combination of abstraction and recharge are 
the main management options that are assessed in different schemes 
using the developed S/O model. This is followed by determining the 
optimal design patterns of the abstraction and recharge systems (e.g. 
depth, location and abstraction/recharge rates for the wells and location 
of the recharge pond). 
 to develop a new surrogate based S/O tool (EPR-GA) to identify the 
optimal solutions of the aquifer systems under SWI pressure.  
 to propose a new socio-economic and environmentally friendly 
management methodology (ADRTWW) to control SWI in both confined 
and unconfined aquifers implemented under two different recharge 
schemes. 
 to highlight the importance of thicknesses of saturated/unsaturated layers 
of the unconfined aquifer, recovery ratios of the desalination plant and 
types of the local existing sources of the recharge water on the optimal 
solutions using the developed S/O frameworks. 
 to study the effects of both gradual and instantaneous SLR on SWI 
considering the inundation effects of shoreline in both real (Wadi Ham 
aquifer) and hypothetical aquifer systems. Using a set of hypothetical 
aquifers, the effects of different shoreline slopes, different boundary 
conditions and also the sensitivity of the flow and solute transport 
process to the main aquifer parameters (including molecular diffusion of 
solute, dispersion, hydraulic conductivity and porosity) are investigated. 
 to simulate and study the vulnerability of the Wadi Ham aquifer to SWI 
under the coupled actions of both SLR and pumping conditions in 3D and 
to examine the mitigation of SWI of this aquifer by different management 
options. 
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1.6 Organization of the thesis 
The thesis is organized in seven chapters: 
Chapter ‎1 provides a brief introduction, the objectives and the main areas of the 
current research. 
Chapter ‎2 outlines a comprehensive literature on the saltwater intrusion 
problem. Definition of saltwater intrusion problem, its mechanism and the 
available approaches for its mathematical simulations are presented. The 
widespread impacts of natural and anthropogenic factors on intensifying the 
SWI problem and the common methods which are adopted to control SWI are 
detailed. The concepts of the proposed new methodology (ADRTWW) and its 
advantages and limitations are introduced. The history of the S/O approaches 
aiming at optimal management of SWI is presented in the last section of the 
chapter. 
Chapter ‎3 covers the details of the tools and methodology used to achieve the 
objectives of the research.  A review of the physical and mathematical bases of 
the used numerical model (SUTRA) and its formulation for flow and solute 
transport governing equations is first presented. By providing the theoretical 
background of the NSGA-II as an optimization tool and the EPR as a surrogate 
model, the chapter describes the steps to develop the both S/O frameworks 
(FE-GA and EPR-GA models). 
In Chapter ‎4 the applications of the developed FE-GA model on both confined 
(benchmark) and unconfined (assumed) aquifer systems are presented. By 
utilization of the recharge using deep wells for confined aquifers and through 
the surface pond system in unconfined aquifers, the efficiency of each 
corresponding ADRTWW scenario is evaluated and compared with other 
hydraulic management options and the results are reported. The S/O process 
aims to find the optimal solutions for each management option. The objectives 
of the optimization process include minimizing the total net construction and 
operation costs of the management scenarios and minimizing the total mass of 
salt in the aquifer, by identifying the optimal locations and depths of 
recharge/abstraction wells, location of the recharge pond and rates of 
abstraction/recharge for each control methodology. Through an extensive study, 
the effects of different thicknesses of both saturated and unsaturated layers on 
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the optimal solutions are evaluated and discussed. Finally, the application of 
EPR as a pattern recognition system, to predict the behaviour of nonlinear and 
computationally complex aquifer systems subjected to SWI is presented. Then, 
the incorporation of EPR models within the S/O framework (EPR-GA) is 
investigated and the results are compared with the results achieved from the 
FE-GA model. The effects of desalination plant recovery ratio and cost of 
supplying recharge water from different external sources on the trade-off curves 
of EPR-GA are also outlined.  
Chapter ‎5 presents the effect of gradual and instantaneous SLR, associated 
with climate changes, on the SWI process in coastal aquifer systems with 
different levels of land surface inundation. The effects of the different boundary 
conditions, the impacts of the combined action of SLR and over-abstraction, 
and finally the sensitivity of the flow and solute transport process to the main 
aquifer parameters (including molecular diffusion of solute, dispersion, hydraulic 
conductivity and porosity) are investigated in set of hypothetical aquifers under 
saturated-unsaturated conditions. 
In chapter ‎6, 3D simulation of the Wadi Ham aquifer as real-world case study is 
presented and its future sustainability to SWI under different scenarios of 
pumping and SLR is investigated considering the inundation effects. The 
geometry of the model, calibration results and the applied initial and boundary 
conditions are detailed within the chapter. Also, the response of the Wadi Ham 
aquifer to some management options is evaluated. 
Finally, chapter ‎7 summarizes the key outcomes of this research and 
recommendations and challenges for further research.  
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2 Chapter Two:     
Literature Review 
 
2.1 Introduction   
Groundwater is the vital and stable component of the global water cycle. The 
term “stable” accounts for the relatively small variations of groundwater levels 
during the climate changes compared with sources of surface water (Bear and 
Cheng, 2010b). In the coastal areas, the sustainability of these natural 
resources undergoes a different situation; particularly due to natural mixing of 
freshwater with intruded saltwater from sea or ocean. The typical total dissolve 
solid (TDS) content of seawater is 35000 mg/l, which is 70 times higher than the 
standard for drinking water (<500 mg/l). According to Bruington (1972), one part 
of seawater containing, e.g., 35,000 mg/l of dissolved salts can degrade 33.5 
parts of freshwater from 500 mg/l to 1,500 mg/l (i.e., from acceptable to non-
acceptable level of salinity). Mixing of 2-3% salinity would render the fresh 
groundwater resources unsuitable for human consumption and slightly higher 
levels of mixing (≥5%) is enough to make the aquifer unsuitable for agriculture 
and irrigation (Custodio and Bruggeman, 1987, Sherif and Singh, 1996, 
Gambolati et al., 1999). At the same time, the rate and the amount of seawater 
intrusion (SWI) are in direct relation with variations in the hydrological cycle 
components and the quality and quantity of the system inflows and outflows. 
The natural factors associated with the climate change and anthropogenic 
factors due to coastal urbanization and human activities are the main 
components that are exacerbating the SWI problem. Sea level rise and 
groundwater pumping are understood to be the primary examples and causes 
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of this exacerbation. Therefore, remedial measures have to be taken in order to 
optimally control further degradation of the water quality in coastal aquifers by 
SWI.  
In this chapter a general review of the mechanism of saltwater intrusion problem 
and available hydraulic approaches that are commonly used to simulate its 
consequences are presented. Also, the well-known natural and man-made 
factors that affect SWI process are briefly explained in the next sections. By 
highlighting the advantages and disadvantages of the available management 
strategies used to reduce and control this geo-environmental problem, the 
concepts and requirements of the new proposed methodology are then 
explained in detail. In the final section, the general history of the application of 
simulation–optimization methods in management of SWI is presented. It 
includes a review of the traditional techniques that have been applied using 
linear and nonlinear optimization tools in earlier studies, followed by more 
recent studies that have focused on evolutionary algorithms (EAs) as the 
optimization tools. 
 
2.2 Density driven mechanism of seawater intrusion 
Saltwater intrusion is one of the most challenging environmental problems that 
threatens the quality and availability of freshwater in coastal aquifers, especially 
in arid and semi-arid areas of the world. Under natural conditions, the 
replacement of freshwater in coastal aquifers by the seawater due to density-
dependent landward movement of saline water body is known as SWI (Adeoti et 
al., 2010). So, it is considered as the final outcome of density-dependent 
interaction between freshwater and saltwater and is responsible for dynamic 
equilibrium of groundwater movement. Although there is a relatively small 
hydraulic gradient of flow toward sea, the small density gradient between the 
seawater (with density of 1025kg/m3) and freshwater (with density of 1000 
kg/m3) plays an important role in natural progression of SWI.  
Sherif and Singh (2002) described the mechanism of SWI in which the seawater 
with higher density displaces the deep inland freshwater and moves along the 
floor of the bed. In order to maintain the dynamic equilibrium in the system, the 
displaced freshwater with lower density moves to upper regions and leaves the 
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aquifer as submarine groundwater discharge through a cyclic pattern. Therefore 
the general pattern of flow in the system near the coast is cyclic (even under  
steady state condition) where some of saline water is entrained within the 
overlying freshwater and returned to the sea,  causing  further intrusion of 
seawater (Bobba, 1993, Sherif and Singh, 2002, Barlow, 2003). In addition, the 
hydrodynamic dispersion which is the combination of mechanical dispersion 
and physico-chemical dispersion (molecular diffusion) controls the spreading of 
solute and the mixing process. This process forms a mixing zone (or a transition 
zone) between the two fluids across which the density of the water varies from 
that of freshwater to saltwater (Bear and Cheng, 2010b, Sherif et al., 1990b, 
Bear and Zhou, 2007). This zone always exists between freshwater and saline 
water in coastal systems and it is considered as the main flow path for the 
available cyclic movement of saltwater receding back to the sea (Bear et al., 
1985). The boundary surface between the bodies of these two fluids is known 
as the saltwater/freshwater interface and the created distinct zone of saline 
water in the freshwater body is known as the regional saltwater wedge. The 
saltwater wedge is therefore deliberated to be the source of contamination that 
degrades the quality and quantity of aquifer water (Figure ‎2.1). Any coastal 
aquifer with this problem ideally consists of three distinct zones: saltwater zone, 
mixing/transition zone and freshwater zone as illustrated in Figure ‎2.1. (Cooper, 
1959, Kohout, 1960).  
 
Figure ‎2.1: Mechanism of saltwater intrusion in an idealized coastal aquifer. 
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2.3 Hydraulic approaches for modelling of seawater intrusion 
The salinity levels of an aquifer at certain points, the depth of the saltwater 
wedge and its toe location can be investigated using several geo-physical, geo-
chemical and also physical experiments. However, these methods are generally 
costly and time-demanding. Furthermore, the results and the developed 
empirical models of those strategies cannot be easily generalized to other 
different aquifers/areas as the geometry and chemical/physical properties will 
be different. Therefore, there is an increasing inclination to use mathematical 
models as they offer the easiest option to simulate and study the current and 
future impacts of SWI problem.  
The mixing zone between freshwater and saline water is also known as zone of 
dispersion or diffusive interface. It is controlled by transport process 
components including, among others, density gradients, diffusion, dispersion, 
and kinetic mass transfer (Lu et al., 2009, Werner et al., 2013). In the dispersion 
process, the hydro-geological heterogeneities of aquifer and dynamic forces of 
natural and manmade factors will cause the diffusion zone to move seaward or 
landward. However, Das and Datta (1999a) and Kacimov and Sherif (2006) 
deduced that due to dominantly laminar pattern of groundwater flow in aquifers, 
where the width of mixing zone is relatively smaller than the aquifer thickness, 
the boundary can be delineated as a sharp interface with a slope, where the two 
liquids may be considered as two immiscible fluids. Under this condition and 
due to pressure balance on both sides, it can generally be assumed that this 
sharp interface is static and there is no flow across it (Dogan and Fares, 2008).  
In general, the theories dealing with the thickness of mixing zone between 
freshwater and saltwater in the SWI process can be mathematically 
conceptualized by two hydraulic approaches: the sharp interface and the 
dispersive interface approaches. In the last few decades, several methods have 
been proposed to simulate the SWI process with different analytical, numerical 
and physical techniques using the above two approaches. 
 
 Sharp interface approach 2.3.1
In sharp interface theory the effects of mixing zone is not taken into account 
compared to the aquifer thickness and the saline water and freshwater bodies 
are assumed to be immiscible in the liquid phase, separated by a sharp 
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interface. It is the main theory used as a foundation in the analytical solutions 
(Werner et al., 2013). However, the applications of analytical solutions to real 
problems are limited to regular and simple geometries handled by contribution 
of several simplifying assumptions. The assumptions of the Ghyben–Herzberg 
theory were used in the majority of analytical solutions. This theory was 
independently developed by Badon-Ghyben (1988) and Herzberg (1901). The 
Ghyben–Herzberg theory is the first analytical formulation of SWI that allows a 
quick estimation of the equilibrium location of freshwater/seawater interface 
below the water table. This theory postulates that under the equilibrium 
condition of pressures, in the tube shown in Figure ‎2.2, the depth of interface 
below the mean seawater level is given by: 

 


f
w f
s f
z h  (2.1) 
where 
wZ  is the depth of the interface below the mean sea level; f  and s are 
the freshwater and seawater densities respectively and 
fh is the height of the 
potentiometric surface above the mean sea level. For 31000kg/mf  and
31025kg/ms  , 40w fZ h . 
The theory was based on the assumptions that: i) the system has a very low 
hydraulic gradient of the flow, ii) the flow system is under steady state condition 
with hydrostatic distribution of pressure, and iii) the two liquids are separated by 
a sharp interface. In the first assumption the situation can be interpreted that the 
flow is substantially horizontal in the system (Dupuit assumption). However, this 
condition seldom occurs. Accordingly, in areas close the coastline (outflow 
zone), the increasing of the hydraulic gradient of groundwater creates a vertical 
components of flow (that leaves the system as submarine groundwater 
discharge), which causes the theory to be not valid (van der Veer, 1977). In the 
second assumption the mixing by hydrodynamic dispersion between freshwater 
and saltwater is totally ignored, which is far from reality. Therefore, Dogan and 
Fares (2008) claimed that the formula generally underestimates the calculated 
depth of interface. Hubbert (1940) suggested Equation (2.2) to describe the 
approximate location of the sharp interface. Steady state conditions of the 
groundwater flow were assumed in both freshwater and saline water zones. 
Hubbert’s equation provides a better estimation of the depth than the Ghyben-
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Herzberg approximation. This is because the calculations were based on the 
observed values of  the hydraulic heads in both freshwater and saline water 
zones measured approximately at the same horizontal location (Xun and Ying, 
2009). 

   
 
 
sf
w f s
s f s f
z h h  (2.2) 
where 
fh is the height of the freshwater (water table) above the mean sea level 
at a point on the interface in the freshwater zone and sh is the height of the 
saline water above the mean sea level for the same point A  in the saltwater 
zone in the same vertical line (Figure ‎2.2). 
 
Figure ‎2.2: The Ghyben–Herzberg and Hubbert approximations for 
freshwater/saltwater interface. 
Glover (1959, 1964) and van der Veer (1977) considered the seaward flow of 
fresh groundwater in their proposed analytical model. van Dam (1983) proposed 
sets of analytical formulations for prediction of the freshwater-saline water 
interface in unconfined, confined and semi-confined aquifers. A combination of 
Darcy’s law, continuity equation and Ghyben–Herzberg equation was used in 
the derivation of the governing equations. In the same way, Strack (1976), 
Cheng and Ouazar (1999) and Cheng et al. (2000), also, developed a different 
set of mathematical expressions to predict the interface location in systems 
under abstraction from one well, two wells and multiple wells. Other analytical 
models were also suggested by Dagan and Zeitoun (1998), Naji et al. (1998) 
 
f
s
fh
wZ
sh
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and Kacimov and Sherif (2006) that can be  characterized as new advancement 
in this approach of SWI modelling. 
Simplicity and lower computational burden in the estimation of the equilibrium 
location of interface are the factors that have encouraged some researches to 
use the sharp interface approach through numerical modelling (e.g. Shamir and 
Dagan, 1971, Bear, 1979, 1999, Mercer et al., 1980, Essaid, 1986, 1990a, 
1990b, Emch and Yeh, 1998). Bear (1979, 1999) defined the mass balance 
equations of freshwater and saltwater zones by the following differential 
equations:  
    

. 0 (for freshwater)ff f f
h
S Q
t
q  (2.3) 
    

. 0 (for saltwater)ss s s
h
S Q
t
q  (2.4) 
 
where S is the specific storage (specific storativity) of the aquifer [L–1]; Q   is the 
source or sink term [T–1]; q  is the Darcy flux for constant density condition of 
the flow (i.e. . h  q K ); K  is the saturated hydraulic conductivity [LT-1] and is 
divergence vector. By solving these two equations simultaneously for 
fh and sh  
using the relevant initial and boundary conditions on both sides, the head 
distribution map for the respective subdomains of both fluids can be obtained, 
which can then be used in Equation (2.2) to estimate the corresponding location 
of the interface (Bear, 1979, 1999, Dogan and Fares, 2008). 
The inability of the sharp interface theory in analysis of the brackish water flow 
through the transition zone and simulation of the solute transport through 
advection process only are the major limitations of this approach. Alternatively, 
and in order to simulate the mechanism correctly by considering both advection 
and hydrodynamic dispersion of solute as the essential components of SWI 
analysis, some studies have been oriented toward numerical methods to solve 
the complex equations of variable density groundwater flow with solute 
transport. In addition, due to the rapid developments of computer technology 
and numerical and computational methods, the variable density (i.e. dispersive 
interface) theory has been used successfully in numerical simulation of the SWI 
process. 
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 Dispersive interface (variable density) approach 2.3.2
In the dispersive interface theory the hydrodynamic dispersion controls the 
mixing process between freshwater and saltwater. The created contact zone 
between these two fluids takes the form of a transition zone, which is more 
realistic and closer to the actual physical behaviour of the flow and solute 
transport in the system than the sharp interface theory (Sherif et al., 1990b, 
Bear and Zhou, 2007). The overestimation in the results yielded by the sharp 
interface approach has been reported by Dausman et al. (2010). In the sharp 
interface approach, the simulated interface tends to penetrate further inland in 
comparison with the variable density approach under the same hydrological 
condition. Volker and Rushton (1982) compared steady state solutions of both 
dispersed and sharp interface approaches and showed that under the steady 
state condition the two solutions are converged by decreasing of the coefficient 
of hydrodynamic dispersion. Dispersion is a velocity dependent mechanism that 
has maximum values in the direction of flow (direction of the maximum 
permeability) than the lateral directions (e.g. Ogata, 1970, Voss, 1984). 
Simulation of SWI using the dispersive interface approach is a highly nonlinear 
process. Spatial and temporal simulation of this process requires the use of 
numerical methods to solve the nonlinear governing equations of flow and 
solute transport through porous media. The partial differential equation of the 
flow (flow equation) consists of flux equation for the water of variable density 
combined with mass balance equation of the water. Similarly by combining the 
flux equation of the solute with its mass balance equation the generic mass 
balance equation of the dissolved salts (transport equation or advection–
dispersion equation) is obtained. The numerical solution of SWI is completed by 
coupling and solving these two governing equations of fluid flow and solute 
transport simultaneously using appropriate boundary and initial conditions 
(Dogan and Fares, 2008, Bear, 1999). Consequently, a quantitative framework 
for analysing the monitored data and assessing the responses of the coastal 
aquifer systems to the external stresses can be provided. 
The first numerical solution of SWI considering the dispersion process was 
presented by Pinder and Cooper (1970). They simulated two dimensional 
transient advance of SWI in one of the benchmark aquifers known as Henry’s 
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problem using the method of characteristics. This benchmark aquifer was 
originally investigated by Henry (1964) who solved the steady-state SWI 
problem in a confined aquifer using a semi-analytical method considering the 
dispersion. Since then it has been widely used for benchmarking flow models. 
Lee and Cheng (1974) used the finite element (FE) method to simulate SWI in 
two benchmark problems (Henry’s confined aquifer and Biscayne unconfined 
aquifer) in 2D. Segol et al. (1975) and Segol and Pinder (1976) developed a FE 
model to solve the transient position of the saltwater front in a 2D coastal 
aquifer. Frind (1982) proposed a computationally efficient FE model for 
simulating the transient encroachment of saltwater in aquifers. He used the 
equivalent freshwater head in the governing equations instead of pressure, to 
account for the density gradient effects. A FE model was developed by Voss 
(1984) to simulate 2D saturated-unsaturated, variable density groundwater flow 
with solute or energy transport. The model has seen several updates over the 
years and its latest version has the ability to simulate 2D/3D aquifer systems 
(Voss  and Provost, 2010). Moreover, Huyakorn et al. (1987) developed a 3D 
FE model to solve SWI in confined and unconfined aquifers. Generally, in 
recent years, several numerical codes and software were developed and used 
successfully to solve the nonlinear flow and solute transport equations under 
steady state and transient conditions and in both 2D and 3D. SUTRA (Voss, 
1984, Voss  and Provost, 2010), MOCDENSE (Sanford and Konikow, 1985), 
FEFLOW (Diersch, 1988),  DSTRAM (Huyakorn et al., 1987, 1994), SWICHA 
(Lester, 1991 based on Huyakorn et al., 1987), CODESA-3D (Galeati et al., 
1992, Gambolati et al., 1999), 3DFEMFAT (Yeh et al., 1994),  FEMWATER (Lin 
et al., 1997) and SEAWAT (Guo and Langevin, 2002) are among the most 
widely used models. A general overview of the available computer models for 
simulation of SWI is given by Sorek and Pinder (1999), Bear and Cheng 
(2010b), Simmons (2010) and Werner et al. (2013). Likewise, the challenges for 
studying and simulation of variable density approach are summarized by 
Simmons et al. (2001), Diersch and Kolditz (2002), Simmons, (2005, 2010) and 
Werner et al. (2013). In the current research, the numerical simulations have 
been conducted using the SUTRA code. The detailed governing equations of 
flow and solute transport are explained in Chapter ‎3.  
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2.4 Factor controlling the transition zone 
In practice, concentrations of total dissolved solids ranging from about 1000 to 
35000 mg/l and of chloride ranging from about 250 to 19000 mg/l are common 
indicators of the transition or mixing zone (Patel and Shah, 2008). The transition 
zone could range in thickness from few meters  in undeveloped sandy aquifers 
to more than several kilometres in over-pumped aquifers (Todd, 1974, Abd-
Elhamid, 2010). The shape of the mixing zone between the fresh and saline 
water bodies has been studied by many researchers. The horizontal width and 
vertical thickness of this zone vary depending on the aquifer geometry and 
hydraulic parameters. The  effects of the main hydro-physical parameters such 
as hydraulic conductivity, dispersion, molecular diffusion and freshwater flux on 
the mixing process were studied by Abarca et al. (2007) through a parametric 
study that was conducted on a modified version of the Henry’s hypothetical 
aquifer. The original version of this benchmark problem is a pure diffusive 
model where the solute transport is controlled only by advection. Therefore, in 
order to highlight the dispersion effects, the first modification was adopted by 
considering the velocity-dependent dispersion for Henry’s model that was 
solved with the SUTRA code. In the second modification, the system was 
converted to one with anisotropic permeability field. The study found that by 
increasing both dispersion and diffusion, the total imported flux of seawater was 
increased; however this intrusion resulted in broadening of the mixing zone; 
whilst the horizontal penetration of the saltwater wedge toe was generally 
receded by increasing these two main transport parameters. Among the two 
components of the dispersion process, the role of the transverse dispersivity on 
this widening of the mixing zone was more than longitudinal dispersivity. Due to 
the reduction of the freshwater flux from the inland boundary and increasing of 
the permeability, the inland penetration of the saltwater wedge toe were 
uniformly exaggerated in horizontal direction without a significant effects on the 
thickness of the mixing zone. 
 Lu et al. (2009) concluded that inland penetration of the SWI will be enhanced 
and a wider mixing zone will be created by coupling of the kinetic mass transfer 
with the dynamic forces compared to the models without kinetic mass transfer. 
In their numerical investigation the dynamic forces were imposed by periodic 
fluctuations of both sea level (as a tidal motion) in coastal and freshwater level 
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in inland boundaries. Kinetic mass transfer attributes to the mass exchange 
process between the mobile and immobile pore water zones of the dual-domain 
contaminant transport model. A mobile zone refers to a region of the porous 
medium where the solute is transported by an advection-dispersion process. 
The early arrival of solute (with the preferential flow of water in larger channels 
of the wetted pore space) represents the role of advection as the major 
parameter of this process. Conversely, immobile regions are occupied by 
stagnant water within the available dead-end pores and/or low-permeability 
zones (Bear, 1979, Mousavi Nezhad et al., 2011). This water contributes to 
solute transport through a kinetic mass transfer and it exchanges the solute with 
the mobile region through the rate-limited diffusion process only. Therefore, the 
kinetic mass transfer process depends on the geometry of the diffusion path 
(Parker, 1997). Todd (1974) and Bobba (2007) showed that the thickness of the 
mixing zone is reduced during steady condition of flows, but due to dynamic 
forces imposed by variables such as groundwater pumping and tides the 
thickness is increased. The effects of some of these natural or human-induced 
dynamic stresses on SWI are discussed in the following sections. 
 
2.5 Modes of seawater intrusion 
Generally, the encroachment of saltwater occurs in four specific modes i) lateral 
density driven (dispersion), ii) upconing, iii) tidal plume and iv) vertical 
salinization. These modes of salinization, resulting from the main natural and 
manmade activates, are schematically illustrated in Figure ‎2.3. 
The lateral density driven intrusion of saltwater and its circulation and mixing 
through hydrodynamic dispersion process is the primary mode of saltwater 
intrusion. The risk assessment of this type of intrusion in accordance with the 
depletion of subsurface water budget has encouraged the vast majority of the 
researchers to use it as the general term to refer to the overall seawater 
intrusion process. Acceleration of lateral intrusion of saltwater and upconing of 
saltwater are the two types of SWI driven from continuous abstraction of 
freshwater. 
Upconing is the vertical rise of saltwater toward the production pumping wells 
located in freshwater zone and specifically above the mixing zone (Bear and 
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Zhou, 2007). In this case the saltwater underlies the freshwater zone at the 
location of wells. The created cone below the well may become balanced and 
stable under continuous and unchanged rate of pumping approaching to the 
steady state condition of the aquifer system (Werner et al., 2013).  
In the third mode of SWI, tidal variations of sea level generate fluctuations in 
groundwater level that would be followed by oscillation of the 
saltwater/freshwater interface and creation of an upper saline plume of 
recirculating seawater (Robinson et al., 2007, Kuan et al., 2012).  
Finally, the vertical downward salinity occurs during the rapid rising of sea level 
in two different schemes. The first scheme occurs during the high tide and also 
tsunami events, where the seawater spills-over into the lakes, rivers and canals 
located in short distance from coastline, and as a result the salinity level of their 
ambient water is increased and then infiltrated into subsurface layers as a 
contamination source and over large distances (Oude Essink, 2001). The rising 
of sea level in aquifers with very low topographical slope (inundation surface) 
may cause another scheme of vertical salinization and this time in the form of 
convective instabilities of density driven flow associated with the downward 
fingering of salt that may couple with the original intruded saltwater wedge (Kooi 
et al., 2000, Laattoe et al., 2013). The last three modes of intrusion work on 
intensifying the negative impacts caused by the first mode.  
 
Figure ‎2.3: Illustration of saltwater intrusion modes in unconfined coastal aquifer. 
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2.6 Factors affecting seawater intrusion 
Oude Essink (2001) and Patel and Shah (2008) summarized the most common 
factors that are escalating the SWI problem by disturbing the natural hydraulic 
equilibrium state in coastal aquifer systems, due to both natural or human 
activities (Figure ‎2.4). The general outcome of these factors is increasing the 
total salinization of aquifers with serious consequences on the quality of the 
groundwater resources and the natural ecosystem. Some of these factors have 
short-term effects (e.g. tidal), some are periodic (e.g. seasonal changes in 
natural groundwater flow) and others are long term (e.g. climate change and 
majority of human activities). Geology and geometry of the aquifer and the 
hydro-physical properties of the groundwater and the solute, and their 
interaction and mixing are the other natural factors that continuously affect the 
progress of SWI besides the barometric pressure, seismic waves and seasonal 
changes in natural groundwater flow impacts (Oude Essink, 2001, Sherif et al., 
1990a). 
 
Figure ‎2.4: Common influence factors on saltwater intrusion. 
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 Natural Factors 2.6.1
Unexpected sharp rise in world temperatures (global warming in its modern 
definition) and variability of the regional climate regimes have been proven to 
pose negative effects on the groundwater budget and the freshwater/saltwater 
distribution (Werner et al., 2013). Dropping of the aquifer groundwater level due 
to reduction of the recharge and infiltration rates from natural and artificial 
resources accelerates the depletion of the freshwater by SWI (Mahesha and 
Nagaraja, 1996, Narayan et al., 2007). The fluctuations of the sea level in the 
form of tidal variations and also inevitable rising of sea level are the other 
factors, (which are also related to the global warming and the affiliated climate 
changes), that intensify the salinization of the entire systems (Ataie-Ashtiani et 
al., 1999, 2001, Chen et al., 2014). To keep this chapter focused on the primary 
purposes of the research and on the most important factors, a brief review of 
the literature on the vulnerability of freshwater system to sea level rise (SLR) is 
reported in this section. 
SLR has been highlighted in the literature as one of the main factors that is 
caused by natural-anthropogenic interaction. It is negatively correlated with the 
hydrodynamic balance condition of aquifers in line with other natural factors 
(e.g. tides) and human made factors (e.g. over pumping) (Werner et al., 2013, 
Uddameri et al., 2014). SLR could cause problems such as impeded drainage, 
wetland loss (and change), erosion, inundation of the land-surface and also 
saltwater intrusion (FitzGerald et al., 2008, Bricker, 2009, Nicholls, 2010, 2015). 
Similarly, in coastal areas with estuaries, the created backwater effects of SLR 
on the river mouth as the flooding event, would have the same negative impacts 
on the native water bodies of the aquifer. SLR was introduced by Oude Essink 
(2001) as equivalent measure to the lowering of the land surface and the 
phreatic groundwater level. These changes in ecosystem properties and 
processes have several direct socio-economic impacts on a wide range of 
sectors and issues (Nicholls, 2015, Sušnik et al., 2015). 
During SLR, the imposed hydraulic head on the saline water body in coastal 
boundaries is increased. This is followed by acceleration of the lateral intrusion 
of seawater. According to the Ghyben-Herzberg analytical relationship, the 
effects of 1m SLR is followed by 40m reduction of freshwater thickness. Sherif 
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and Singh (1999)  showed that rising of sea level by 0.5 m in the Mediterranean 
sea would increase the lateral intrusion of seawater by further 9 km in the Nile 
delta aquifer under steady condition. This finding was confirmed by Werner and 
Simmons (2009) by calculating 5 km of inland penetration of saline toe for the 
same aquifer using the sharp interface theory. In the same way, about 0.4 km 
intrusion has been predicted by Yechieli et al. (2010) for the Israeli 
Mediterranean coastal aquifer under the effects of 1.0 m SLR in the same sea.  
Overexploitation of the groundwater coupled with the SLR has been reported as 
a dominant factor resulting in extended zone of intruded seawater in unconfined 
aquifers (e.g. Bobba, 2002, Yechieli et al., 2010, Loáiciga et al., 2012, Carretero 
et al., 2013, Rasmussen et al., 2013, Sefelnasr and Sherif, 2014, Uddameri et 
al., 2014).  On the contrary, in the case of confined aquifers, an  insignificant 
progress of SWI has been reported by Shrivastava (1998) and Abd-Elhamid 
and Javadi (2011b). This contradictory behaviour of SWI in confined and 
unconfined aquifers due to SLR has been discussed by Chang et al. (2011) in 
detail. They argue that the lifting process of groundwater table associated with 
SLR is the key factor in this mechanism. Under these circumstances, the lifting 
of sea level in unconfined systems is followed by increasing the thickness of the 
saturated zone (or transmissivity) of the aquifer, which allows the saltwater 
wedge to penetrate further. However, the analysis of transient progress of 
seawater in confined aquifers  has shown that there is  a landward movement of 
the toe in the beginning followed by the reversal process until it reaches to its 
original condition (Chang et al., 2011). Due to the lag in the full response of the 
groundwater level and thus groundwater head on inland boundary to the 
imposed SLR, the seawater follows this initial penetration trend , but with time, 
due to the balancing of the water head on both inland and sea boundaries, the 
SWI starts to reverse back toward its original position (Chang et al., 2011).  In 
other words, in confined aquifers the lifting process of groundwater would offset 
the impacts of instantaneous SLR; and thus SLR would not show any significant 
effects on the long term progress of the SWI. This “forward-backward” 
mechanism is the common trend in the results reported by Chang et al. (2011) 
which are simulated under unrealistic and higher than usual rates of SLR. 
Watson et al. (2010) studied unconfined aquifers and introduced this “forward-
backward” pattern of toe movement as “overshooting” mechanism which was 
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also observed during the high rates of gradual (and instantaneous) rising of sea 
level. This generally contradicts the common opinion that considers the steady 
state condition of SWI as the critical or worse case.  
Werner and Simmons (2009) and Webb and Howard (2011) assessed the 
sensitivity of SWI to different hydro-physical parameters and boundary 
conditions during the SLR. Chang et al. (2011) carried out a sensitivity analysis 
of a confined system to different parameters and showed that the system could 
experience a shorter response time in cases with the large values of inland 
freshwater flux, with small hydraulic conductivity and also in cases with high 
rates of SLR. Transient response time of different quantitative indicators of 
aquifer systems due to changes in sea level has been studied by a number of 
researchers. The response time represents the time required for each of these 
indictors to reach steady state condition. Kiro et al. (2008) studied the transient 
response time of the water table and transition zone to instantaneous and 
continuous drop in sea levels (SLD). Following the same principle, Watson et al. 
(2010) evaluated the effects of transient response time of other indicators such 
as submarine discharge, toe location, total mass of salt, to 1 m instantaneous 
rise in sea level. The results concluded that the response time varies depending 
on the type of the indicators considered. For example in cases where the toe 
location is the main indicator, the response time could vary from decades to 
centuries while the approximate time for the water table response is about 1 
decade.  
The transgression effects of SLR on land surfaces of shallow hypothetical 
aquifers (total depths of 10 and 12 m) with very low sloped shore line was 
numerically investigated by Kooi et al. (2000) and Laattoe et al. (2013). 
Accordingly, it was suggested that, under high rates of SLR, low permeability, 
and also low topographical slope of land, the rate of coastal transgression is 
faster than the lateral intrusion of saltwater. Under these circumstances the free 
convective density driven flow with vertical fingering of salt may occur along the 
inundated surface that will increase the overall consequences of saltwater 
intrusion (Kooi et al., 2000, Laattoe et al., 2013). The role of inundation surface 
on worsening of saltwater intrusion has attracted significant interest from a 
group of researchers such as Terry and Chui (2012), Ataie-Ashtiani et al. 
(2013), Laattoe et al. (2013), Hussain et al. (2014), Ketabchi et al. (2014), 
 28 
 
Mahmoodzadeh et al. (2014), Sefelnasr and Sherif (2014) and Yang et al. 
(2015a, 2015b). In focus of the majority of these studies have been on 
vulnerability assessment of fresh groundwater lenses of the islands to SLR. 
 
 Anthropogenic Factors 2.6.2
Extensive urbanization along coastline is the main factor that prevents the 
natural recharging process of aquifer with the surface run-off water threatening 
the natural state of the aquifer against SWI problem. At the same time, the 
extraction of natural resources such as water, gas and oil; the irrigation of 
agricultural landscapes with poor quality water (brackish water); the infiltration 
of the solute from other artificial (or natural) surface features (e.g. pond, 
channel, lake, river,) are the other human activities in coastal regions that 
increase the risks driven by SWI (Oude Essink, 2001). Moreover, natural and 
manmade activities such as sea level rise, flooding, soil excavation, removal of 
vegetation and other land-use change activities along the coastal boundaries 
can cause erosion of the coast and shoreline retreat and thus a larger area of 
the coast would be pressurized by SWI.  
The prolonged over pumping of groundwater can disturb the natural hydrostatic 
equilibrium state between freshwater and saline water (Sherif et al., 1990a). 
Groundwater withdrawals for domestic, agricultural and industry needs create a 
new hydraulic gradient; wherein the water level could be lowered to the extent 
that the piezometric head of freshwater body becomes less than that of the 
adjacent saline water body. This change in hydraulic gradient of aquifer 
accelerates the progressive landward invasion of the seawater toward the 
abstraction wells and consequently results in degradation of the chemical 
quality of abstracted water and surrounding groundwater followed by other 
problems such as decrease of freshwater availability, human health problems 
and ecosystem damage (Howard, 1987, Patel and Shah, 2008). Over pumping 
simultaneously with other natural/anthropogenic sources of hydraulic stress in 
coastal aquifer systems will exacerbate the quality deterioration effects of SWI 
on the freshwater resources. Considering all of these factors, a set of 
countermeasure actions have been proposed in parallel to control the SWI 
problem. However, the majority of these management strategies have been 
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assessed from theoretical point of view and their practical application will 
require further attention including field testing. 
 
2.7 Control of SWI 
Groundwater can be considered as a valuable resource for upholding the 
communities and economies of coastal areas as most densely populated areas 
in the world. Groundwater provides one-third of the world's freshwater demand 
(Bear and Cheng, 1999). Howard (1987) discussed the degradation effects of 
SWI resulting from over-abstraction of the groundwater. Under controlled rates 
of groundwater withdrawal, the initial reduction in freshwater can be 
compensated by the natural replenishment of storage. However, the problem 
(SWI) arises only under excessive and unplanned exploitation of the fresh 
groundwater coupled with significant decrease in recharge which result in public 
health, socio-economic and environmental issues. For these reasons, 
remediation measures have to be taken to avoid further degradation of the 
water quality in coastal aquifers. However, remediation of groundwater could be 
very costly and could take a long time depending on the source and level of 
salinity. Therefore, sustainable water resources management in coastal areas 
can be facilitated through the use of different arrangements and rates of 
external sources/sinks of water. The management of coastal aquifers is the 
identification of an acceptable ultimate landward extent of the saline water and 
the estimation of the appropriate discharge of freshwater that is required to 
maintain the interface of saltwater wedge in seacoast position. 
To control saline intrusion, a seaward hydraulic gradient should be maintained 
and so a proportion of the freshwater should be allowed to flow into the sea. 
This seaward hydraulic gradient provides a hydraulic barrier against the SWI 
(van Dam, 1999, Tsanis and Song, 2001, Todd and Mays, 2005). Banks and 
Richter (1953), Bruington (1972), Todd (1974), van Dam (1999), Sherif and 
Hamza (2001), Pool and Carrera (2010) and Kallioras et al. (2013) listed 
different methodologies that have been attempted  to control SWI. These 
include reduction of pumping rates, relocation of pumping wells, use of physical 
surface/subsurface barriers, natural/ artificial recharge (pressure or positive 
barriers), pumping of saline water along the seacoast (abstraction or negative 
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barriers) and combination techniques (mixed barriers). Some of these methods 
with high rates of saline water pumping, require the disposal of the abstracted 
salts to reduce environmental problems (Bruington, 1972). 
 
 Reduction and rescheduling of pumping  2.7.1
Reduction of abstraction from pumping wells can be the most simple and cost-
effective measure to maintain the groundwater balance in aquifers and control 
SWI.  However, the possibilities for reducing the abstraction could be restricted 
in some regions in terms of water demand requirement and of course a 
supplemental source of water should be provided to substitute for the imposed 
reduction on pumping plan (Bruington, 1972). Increasing the general public 
awareness in terms of reducing the water losses in water consumption and 
supply network system in different residential, agricultural and industrial sectors 
and encouraging them to use renewable or recycling resources (e.g. reclaimed 
treated wastewater and desalinated water) can essentially help the success of 
the scenario. However, the cost of supplying good quality water from these 
resources and making it available in vulnerable areas is another issue that 
makes this method only a temporary measure for protecting the aquifers. This is 
particularly the case for areas with high population growth and thus increasing 
trends in demand that cannot achieve the intended objectives (Abd-Elhamid 
and Javadi, 2008, Vandenbohede et al., 2009). The possibility of combining this 
temporary management approach with other control measures was proposed 
by Sugio et al. (1987) to control the critical conditions of SWI problem. Reichard 
and Johnson (2005) showed that the application of this methodology could help 
to reduce the amount (and cost) of in-lieu delivery of surface water for general 
consumption of local residents and /or to feed the aquifer against SWI. Based 
on a sensitivity analysis of SWI to pumping rate using numerical simulation of 
the Burdekin Delta  aquifer in Australia (using SUTRA), Narayan et al. (2003) 
concluded that reducing groundwater abstraction can effectively control SWI. 
The methodology was also suggested by Tsanis and Song (2001) and Don et 
al. (2006). Sherif et al. (2013) showed that 50% reduction of pumping in the 
Wadi Ham aquifer in the UAE could guarantee a considerable amount of 
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freshwater for year 2020 that will allow significant retardation of the mixing zone 
of the order of a few kilometers.  
Sherif (1999) showed that redistribution of pumping plan by reducing or 
switching off the wellfields that are less susceptible to intrusion could help to 
mitigate the SWI in the Nile delta aquifer. The redistribution of the pumping 
rates in available wells was also investigated by Zhou et al. (2000) in a coastal 
aquifer in Beihai city in China. It was concluded that the elimination of the wells 
nearby the coastline and/or across the intruded zone simultaneously with 
reduction of the pumping in wells far from the coast could protect the aquifer. In 
terms of rescheduling of pumping, Rejani et al. (2008) recommended that 
increasing of the pumping rates from upstream and reducing the rates in 
downstream zones could help to retreat SWI problem in Balasore coastal 
groundwater basin in India, especially in the dry years. Reduction of the total 
withdrawals  from the Akrotiri aquifer in Cyprus  during the wet years was one of 
the possible solutions that has been proposed by Koussis et al. (2010b) to 
manage SWI.  
 
 Relocation of pumping wells 2.7.2
In this approach the pumping wells are commonly relocated further inland away 
from the coast to provide a stronger seaward hydraulic gradient by keeping the 
groundwater levels above the sea level and reducing the excessive losses of 
fresh groundwater by outflow (van Dam, 1999, Tsanis and Song, 2001, Todd 
and Mays, 2005). This approach could also be limited in some cases due to the 
unavailability of land or conflicts with other strategic projects in public sector or 
even with private infrastructures that will terminate the process. In some cases 
and under high levels of contamination, the size (length) of the aquifer to 
accommodate the new locations of wells far from the intruded saltwater wedge 
is another obstacle to manage SWI. Moreover, the cost associated with the 
transportation and in-lieu delivery of water from the new pumping wells (far 
enough from the coastline) to the pre-developed areas near the seashore 
(susceptible zones) could be another constraint in this approach. Therefore this 
technique also is a temporary solution and does not prevent the intrusion of 
saline water into the aquifer (Abd-Elhamid, 2010).  
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The spatial distribution of the new pumping wells in the system should be 
carefully selected in order to control the problem rather than worsening it. Datta 
et al. (2009) studied the effects of spatial variations of pumping from a set of 
five wells and in three different locations in a real study area in India. The 
locations of this set of wells in two different pumping zones along the coastline 
showed better results in terms of controlling the intruded salinization than their 
locations in middle area that also had the potential to reduce the negative 
impacts. Planning of the pumping in the middle of the Nile delta aquifer 
(simulated in 2D aerial using SUTRA ) was suggested by Sherif and Al-Rashed 
(2001) to ensure the future sustainability. The management plan of a coastal 
aquifer by installation of a new well system away from the coastal area was also 
highlighted by Maimone and Fitzgerald (2001) as a reliable technique compared 
to another approach that assumed a deeper drilling plan for the old-existing well 
fields along the coast. The old wells in the system abstracted brackish water 
that was used (after desalination) for domestic purposes. It is worth mentioning 
that finding the optimal pumping patterns (locations and rates of abstraction 
from new wells) while controlling SWI has been mainly studied in the literature 
within the simulation-optimization (S/O) process. Detailed discussion of this 
approach is outside of the scope of this section and will be presented in the last 
section of this chapter (i.e. section ‎2.8). 
 
 Physical barriers 2.7.3
 Physical subsurface barriers 2.7.3.1
In physical subsurface barriers concrete, grout, bentonite, slurry walls and sheet 
piles are commonly designed in front of seawater along the coast (Figure ‎2.5). 
The efficiency of injecting of cement grout was examined by Sugio et al. (1987) 
in Okinawa-Jima Island in Japan following some experimental and numerical 
simulations through experimental sand box tests and the finite difference 
models. Moreover, the positive role of these barriers in controlling and delaying 
the seawater intrusion was reported by Galeati et al. (1992) through 2D 
simulation of a case study in southern Italy using implicit Eulerian Lagrangian 
FE model (codesea3D), by Basri (2001) with simulation of a 2D vertical section 
of a hypothetical aquifer using SUTRA, and by Nishikawa et al. (2009) using 
simulation of a 2D vertical section of Dominguez Gap coastal area of Los 
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Angeles, California, simulated by SUTRA. The Komesu underground concrete 
dam (cut-off wall) in Japan with dimensions of 2320m×0.54m and the depth of 
70m below MSL can be considered as a good example of physical barriers 
successfully developed in large scale to protect the aquifer from saltwater 
intrusion (Nawa and Miyazaki, 2009). Through experimental and numerical 
simulations Luyun et al. (2011) showed that the application of deep physical 
barriers located closer to the coast and in front of the toe location are more 
effective. 
Numerical models and approximate analytical solutions have been used by  
Kaleris and Ziogas (2013) to study the influence of cut-off wall on progress of 
SWI in both cases of with and without groundwater extraction. The analytical 
approximations are based on the inputs/outputs of the SUTRA model. In the 
absence of abstraction the physical barrier showed its great protective potential 
when it was located in larger depths and much closer to the coast. In the 
second scheme, the ability of this cut-off wall to retard the saline wedge was 
illustrated in systems with limited number of wells, and in cases where pumping 
is carried out at smaller distance from the shoreline and relatively larger depth. 
Under this pumping action and in the aquifer systems where the inland 
boundary is specified with a lower inflow velocity than the intruded velocity of 
saline water and also in cases with high anisotropy, the design of physical 
barrier control has been proven to be of immense benefit in protecting the 
aquifer.  
 
 
Figure ‎2.5: An illustration of a physical subsurface barrier. 
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Although, the development of such barriers has a high initial installation and 
material cost, still they have been suggested by Allow (2012) to be the most 
cost-effective strategy since they will not require maintenance and repair 
activities over a life time. The claim was based on the comparison of the results 
obtained from two different management options: physical barriers and injection 
wells where the need to provide the essential source of recharge water and the 
potentially high future repair costs of the injection process reduced the 
functionality of the second management option. The scenarios were applied on 
Damsarkho coastal aquifer in Syria simulated in 3D using the SEAWAT code.  
Generally, the application of physical subsurface barrier is an expensive 
process in deep aquifers (Oude Essink, 2001). Another issue that has been 
highlighted by Nawa and Miyazaki (2009) and  Allow (2012) is the stagnant 
condition of the intruded saline water that remains behind of the barrier at the 
time of its construction (Figure ‎2.5). According to Nawa and Miyazaki (2009), in 
cases with steep seaward hydraulic gradient, the flow of freshwater can force 
this residual saltwater to diffuse through the barrier and also to intrude below its 
foundation toward the sea and so increasing the total volume of freshwater. 
However under extensive pumping and low hydraulic gradient of the flow 
system, the reverse diffusion of seawater through the barrier and beneath its 
base and hence mixing with this plume of stagnant saltwater can cause some 
sort of deficiency of the process.  
In a totally different and new technique James et al. (2001) introduced a 
biological barrier to work against SWI. The methodology was based on the 
injection of bacteria and/or nutrient solutions to reduce the hydraulic 
conductivity of sub surface layers and hence to reduce the risk of SWI. During 
the subsequent growth of the bacterial biofilms with time, extracellular polymeric 
substances (EPS) were produced that tend to clog the pores of the 
porous matrix and reduce its permeability. It has been projected that the 
application of biofilm barriers would save about 24% of the economic cost 
compared with the more traditional deep physical barriers such as injection of 
recharge water. 
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 Physical surface barriers (Land reclamation) 2.7.3.2
Coastal land reclamation involves the artificial extension of the coast towards 
the sea. In this technique, the new land is introduced by artificial filling of the 
appropriate type of soil at the desired geometry and slope (Figure ‎2.6). It is 
mainly constructed to provide the land area required to meet growing 
urbanization and population increase. However, from hydraulic point of view, 
coastal reclamation creates a foreland that may develop a new zone for 
freshwater body helping to delay the advancement of SWI (Oude Essink, 2001). 
In this framework, and in order to maintain the hydraulic equilibrium of the 
system, the freshwater body starts to penetrate into the newly reclaimed soil 
and hence it delays in the inflow rates of saline water. Increasing the distance 
between the inland production well and the coastline and also providing a larger 
area to deal with the natural rainfall are the other beneficial terms of reclamation 
against SWI (Chen and Jiao, 2007, Guo and Jiao, 2007, 2009). 
 
Figure ‎2.6: An illustration of coastal land reclamation. 
The hydro-geochemical properties of subsurface water of a coastal aquifer in 
Shenzhen city in China during the rapid urbanization period have been studied 
by Chen and Jiao (2007). The city has undergone massive and large scale land 
reclamation during the last decades due to its rapid urbanization. In their study, 
the reduction in the ionic ratios of  3 4/ ‏r Ca r HCO r SO  and the enrichment of 
sodium (Na+) relative to chloride (Cl-) were considered as two indicators to claim 
that the system has experienced a significant retardation of SWI over the 
urbanization period and coastal reclamation. In the first term r  stands for 
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concentration. Accordingly, the monitoring results of the observed groundwater 
levels in another aquifer located in the same (Shenzhen) city in China showed 
that during the land reclamation the groundwater level raised (Hu and Jiao, 
2010). Furthermore, their conducted numerical study using FEFLOW 
emphasised that increasing of the seaward recharge (submarine ground 
discharge) to the newly reclaimed zones of the flow system could offset the 
impacts of SWI. Uplifting of the groundwater level and the seaward movement 
of SWI have been also proven  analytically by Guo and Jiao (2007, 2009) using 
steady state simulation of the freshwater/saltwater interface movement under 
the land reclamation condition. 
The cost of equipment and materials for designing such a surface barrier in 
large scale is the main limitation to this process; besides the land subsidence 
that may occur due to the new overburden pressure imposed by the mass of the 
reclaimed material in the areas that are underlined by soft layers of old soil. 
Also the engineering properties of the filling soil should be reasonably well 
defined. 
 
 Artificial recharge 2.7.4
Within the positive or pressure barriers the aquifer is artificially recharged by 
high-quality water (e.g. surface water, rainwater, extracted groundwater, treated 
wastewater or desalinated water) to maintain the seaward gradient in the 
system by raisings the inland piezometric heads. Generally, the artificial 
recharge of water aims at reducing flood flows, storing the water in aquifer, 
raising groundwater levels, relieving over-pumping and finally improving water 
quality and suppressing the saline water (Lahr, 1982, Todd, 1974). The 
methodology is among the most popular techniques that are widely suggested 
and assessed in the literature. However, under an extensive pumping the 
application of artificial recharge could be ineffective (Narayan et al., 2007). A 
summary of the more recent works is presented in this section.  
Mahesha and Nagaraja (1996) and Narayan et al., (2003, 2007) concluded, 
through a parametric study, that uniform natural rainfall can succeed in 
repulsion of introduced saline wedge. Mahesha (1996b, 1996c) suggested that 
artificial recharge through injection wells is a suitable method for retardation of 
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SWI in any geological condition of confined or unconfined aquifer with single or 
multiple layers (Figure ‎2.7). This positive potential of the deep recharge barrier 
in repulsion of SWI has been analysed by Luyun et al. (2011) through 
experimental, analytical and numerical modelling. They concluded that the 
effectiveness of the recharge system is reduced if it is implemented farther and 
higher from the toe of saltwater wedge. The methodology has been numerically 
assessed by Paniconi et al., (2001b, 2001a), Papadopoulou et al. (2005), 
Narayan et al. (2007) and Allow (2012) for a range of global real-world case 
studies. 
The beneficial role of freshwater reinjection through a deep well system located 
between the interface toe and the production well was analytically affirmed by 
Lu et al. (2013) introducing a parallel injection-extraction system to control SWI. 
The study highlighted that by re-injecting part of freshwater into the coastal 
aquifer the net extraction rate of freshwater from the production well can be 
increased by up to 50% compared with the cases without the injection well 
(single extraction well system) while protecting the aquifer against SWI. Sun 
and Semprich (2013) compared the efficiency of freshwater injection to that of 
air injection to mitigate the SWI risks. However, in spite of the lower 
effectiveness of the deep air injection in providing an efficient pressure gradient 
against the intruded saltwater wedge, they concluded that relying on the air 
injection can be a good option (as it readily available) in areas where access to 
freshwater is limited. 
 
Figure ‎2.7: A generalized sketch of recharge well system. 
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Surface reservoirs, lakes, canals and other spreading recharge basins can also 
be used as recharge systems to feed (only) the unconfined aquifer systems 
through infiltration of collected water. Abdalla and Al-Rawahi (2013) studied the 
effects of the largest dam (AlKhod dam) in the Sultanate of Oman on repulsion 
of SWI. The dam was purposely constructed to mitigate the depletion of 
subsurface water during the over pumping and to collect the Wadi flows during 
the intensive rainfall and runoff events. The monitoring of the piezometric head 
and measuring of the electrical conductivity indicated that the recharge dam 
was an effective measure to replenish and protect the coastal aquifer. 
Yuansheng and Zhaohui (2009) introduced the artificial recharge of water as an 
efficient measure to control SWI and increase the groundwater levels. By 
transporting of river water to inner lakes through a pre-constructed canal, they 
developed an integrated methodology for future sustainability of the flow system 
in the coastal city of Haihou in China. 
The cost of providing high quality water (e.g. desalinated water) and its in-lieu 
delivery for recharging purpose is among the main limitations to the recharge 
barriers. In addition, unavailability of such water locally, especially in dry years 
or in regions that suffer from scarcity of water, could be another major restriction 
(Abd-Elhamid and Javadi, 2011a). Therefore in recent years more emphasis 
has been placed on renewable sources of water, such as treated wastewater, 
as the source of recharge against seawater intrusion (e.g. Reichard and 
Johnson, 2005, Shammas, 2008, Vandenbohede et al., 2009, Koussis et al., 
2010a, 2010b, Kourakos and Mantoglou, 2011, 2013, Hussain et al., 2015a, 
Javadi et al., 2015). Application of reclaimed water for common utility sectors 
and/or artificial storage in subsurface layers can help to satisfy part of the water 
demand, resist flooding and drought and also protect the system against SWI. 
 
 Abstraction barrier 2.7.5
In negative barriers, the brackish and saline water is continuously pumped 
through deep abstraction wells located near the coast (Figure ‎2.8). The 
extracted water can be directly disposed to sea or it may be used to feed 
desalination plants. Also, it can be used in industrial activities e.g., for cooling 
purposes, to develop green lands in the coastal areas and for irrigation of 
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certain types of crops (van Dam, 1999, Sherif and Hamza, 2001). The direct 
disposal of large quantities of extracted saline water (and/or its waste after 
industrial use and desalination process) into the sea could bring other 
environmental problems that affect the marine life, fishing and tourism activities 
in these areas (van Dam, 1999, Abd-Elhamid and Javadi, 2008). 
 
Figure ‎2.8: A generalized sketch of abstraction barrier. 
The abstraction of brackish water from dispersion zone as a measure of SWI 
control in leaky aquifers was evaluated  by Sherif and Hamza (2001) using a 2D 
FE model. Their results showed a significant reduction of width of the mixing 
zone owing to the pumping of brackish water. The quality of the pumped water 
was generally improved in cases that the barriers were screened away from the 
sea or in upper horizons of the mixing zone/ aquifer system. But, this was 
associated with the reduction and loss of a portion of freshwater and was 
indicated as the major drawback of the technique. The same principle of 
pumping brackish and saline water near the coast was assessed by Mahesha 
(1996a) and Kacimov et al. (2009) using the sharp interface theory and by 
Sherif and Kacimov (2008) and Kacimov et al. (2009) using the SUTRA code 
and in 2D vertical section of a hypothetical confined aquifer. Park et al. (2011) 
used the multidimensional hybrid Lagrangian-Eulerian finite element model 
3DFEMFAT (Yeh et al., 1994) to study the effects of different parameters on the 
quality of the water pumped from another production well. The rate of pumping 
from the barrier well, the horizontal distance of this barrier from the cost and 
from the production well, the depth of the barrier in the aquifer system and 
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finally the number of these barriers were the parameters investigated in different 
cases of sensitivity analysis on a hypothetical model. 
In an attempt to reduce the upconing problem that occur under the freshwater 
production well, van Dam (1999) proposed application of the Scavenger wells 
technique in thick aquifers. The new set of installed (Scavenger) wells were 
screened next to or nearby the production well and at some depth below the 
freshwater/saltwater interface to extract the saline water only and thus reducing 
the rising up of the interface toward the production well (upconing). The 
protection of the inland wells (for withdrawal of freshwater) using a series of 
negative barriers was studied numerically in several research papers within 
simulation-optimization frameworks (e.g Das and Datta, 1999b, 2000, 2001, 
Bhattacharjya and Datta, 2009, Datta et al., 2009, Dhar and Datta, 2009, 
Sreekanth and Datta, 2010, 2011a, 2011b, 2011c, Hussain et al., 2015a, Javadi 
et al., 2015). 
In general, the extraction barrier causes the drop of piezometric head near the 
coast, which intensifies the seaward hydraulic gradient of freshwater and 
protects the aquifer. However, due to this seaward gradient, the process often 
ends up with abstraction of much more freshwater than saline water that causes 
a reduction in the freshwater storage capacity of aquifer. Therefore, with 
controlled rates of pumping, the method can be applied as a temporary 
management strategy in cases where the intrusion is far from advanced (i.e. 
saline water body is far from the pumping wellfield); and also to control salinity 
in the system before applying other methods (Tsanis and Song, 2001). To 
overcome this problem, Pool and Carrera (2010) proposed a new method using 
double negative barriers in cases of urban aquifers where other options are not 
viable due to space limitation. One of the barriers abstracted the saline water 
near the coast while the other pumped freshwater further inland. The idea 
behind this methodology was that a low velocity zone will be created between 
the two abstraction zones with almost horizontal hydraulic gradient that will help 
to protect and increase the productivity of the inland freshwater well. They 
showed that this model will have a high efficiency in shallow aquifers, and its 
efficiency would be even increased in the cases where the seawater well 
pumped the saline water and at the higher rate in the zone closer to the sea. 
Correspondingly, it was shown that screening of the inland freshwater well at 
 41 
 
the top and the seawater well at the bottom will increase the overall 
performance of the proposed control measure. 
 
 Combined barriers 2.7.6
Combination of some of the aforementioned strategies can help to better control 
saltwater intrusion by combining the merits of the individual strategies. For 
instance, combination of reduction in pumping rates and recharge barrier 
(Johnson et al., 2001) and controlling the pumping rate with artificial recharge 
(Paniconi et al., 2001a) have been reported in the literature as possible 
solutions for SWI. Cherubini and Pastore (2011) proposed a solution based on 
reduction of well density (number of pumping wells per unit area) coupled with 
artificial recharge, for a regional aquifer in Italy. Another possible scheme of this 
approach is the combination of positive and negative barriers known as mixed 
barrier (Figure ‎2.9). The methodology concerns the specification of both 
abstraction and recharge. This mixed barrier (which is the main focus of this 
section) uses the concepts of a) the application of repeated cycles of recharge 
and abstraction through the same well system; and b) the injection of freshwater 
while abstracting saline water. Some variants of the latter scheme have been 
suggested by a number of researches as the most effective method among 
other types of barriers (e.g. Troisi et al., 1994, Mahesha, 1996a, Tsanis and 
Song, 2001, Rastogi et al., 2004, Abd-Elhamid, 2010, Koussis et al., 2010a, 
2010b, Kourakos and Mantoglou, 2013, Hussain et al., 2015a, Javadi et al., 
2015). 
 
Figure ‎2.9: A generalized sketch of abstraction-recharge barrier system. 
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 Aquifer Storage and Recovery (ASR) 2.7.6.1
Aquifer Storage and Recovery (ASR) is a technique introduced by Cederstrom 
(1947) and has been widely used in developed countries for management of 
water resources as an alternative to surface storage of water such as dams and 
reservoirs (Hussain et al., 2015b). The methodology involves continuous 
storage of excess water by deep injection through recharge wells into deep 
aquifer or other water-bearing formations, when water is available or during the 
wet and low demand season of the year (Figure ‎2.10). The stored water is then 
recovered when needed using the same wells to meet the water demand of the 
community and during the next dry or high demand season of the year (Pyne 
and David, 1995). Depending on quality and level of contamination of the native 
groundwater in the aquifer and also the quality of the recharge water, the 
recovered water may be required to pass a short treatment process before use.  
The ASR process is repeated continuously during the years depending on the 
levels of water scarcity. These repeated cycles of recharge and abstraction also 
contribute to improvement of water quality (Barlow and Reichard, 2010, Sherif 
and Shetty, 2013). Typically, the volume of the extracted water is less than 
injected water and a buffer zone with marginal quality water is created that 
helps in controlling the inland advancement of saltwater wedge (Misut and 
Voss, 2007). The buffer zone basically holds the recoverable fraction of water. 
Therefore, ASR can be considered as one of management options to control 
seawater intrusion besides its other positive role in water production/demand 
issues and maintaining the seasonal fluctuation in groundwater storage (Lu et 
al., 2011, Chen, 2014). Misut and Voss (2007) investigated the beneficial 
aspects of ASR in controlling seawater intrusion by defining a series of ASR 
wells in different confined/unconfined aquifers of a regional case study in USA 
simulated using SUTRA in 3D. 
The recovery efficiency in the ASR process is defined as the total volume of 
recovered water as percentage of volume stored in each of the operating cycles 
while satisfying a target water quality criterion in the abstracted water (Pyne and 
David, 1995). The impacts of different hydrological factors on recovery 
efficiency have been assessed by Lowry and Anderson (2006) through a set of 
parametric studies. The enhancement of ASR efficiency with multiple ASR 
cycles has been reported by Lu et al. (2011) and Sherif and Shetty (2013) using 
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a numerical approach. ASR, like any other deep management strategy, has 
some economic cost and quality limitations and its implementation needs further 
attention. For instance, the high rates of mixing of injected water with a poor 
quality native groundwater tend to reduce the total recoverable volume of 
freshwater (recovery efficiency). In addition to this water-water interaction, the 
quality of the injected water can also be threatened by water-rock hydro-
chemical interaction (Hussain et al., 2015b). 
 
Figure ‎2.10: Schematic sketch of ASR system. 
 Abstraction, Desalination and Recharge (ADR) 2.7.6.2
Abd-Elhamid and Javadi (2011a) and Javadi et al. (2012) proposed a combined 
methodology known as ADR (Abstraction, Desalination and Recharge) to 
control SWI. ADR was based on continuous abstraction of brackish water near 
the coast, desalination of the abstracted brackish water (e.g., using reverse 
osmosis) and using the excess of the desalinated water as a source of artificial 
recharge through injection wells while the rest of the desalinated water is used 
to meet part of the demand for water (Figure ‎2.11). They showed that this 
method is an effective and economic method for controlling SWI. Lower energy 
consumption, lower cost and lower environmental impact have been 
characterised as major advantages of this methodology in controlling of SWI. 
The methodology also led to increase the total available freshwater that is 
produced by desalination of the extracted saline water. In arid or semi-arid 
regions where the total amount of desalinated water and abstracted freshwater 
does not satisfy the demand, it would not be possible to use desalinated water 
to recharge the aquifer. In addition desalinated water is a relatively expansive 
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source of water that is produced through an energy-intensive process. In order 
to address this problem, low-cost effluents reclaimed from municipal wastewater 
treatment plants can be used for recharging of the aquifer. This guides the 
current project to propose a new extension of the work of Javadi et al. (2012) 
and as a new methodology (ADRTWW) to control SWI in coastal systems, 
which is detailed in the following section. 
 
  Figure ‎2.11: Schematic sketch of ADR system. 
 Proposed methodology (ADRTWW) 2.7.6.3
This work presents an extension of the ADR methodology. The proposed 
methodology concerns the use of more economic sources of water such as 
biologically treated wastewater (TWW), collected rainwater, transferring of good 
quality water from rivers, canals, lakes and ponds that exist in short distance 
from the coastal aquifer. Treated waste water (TWW) can provide a continuous 
and long-term supply of water in developed urban areas. However, the 
availability of the other sources is dependent upon the pre-existing 
hydrological features and hydro-environmental formations of the coastal site. 
Therefore, TWW is primarily focused on in the proposed method, ADRTWW 
(abstraction, desalination and recharge by TWW), that is schematically shown 
in Figure ‎2.12. Low economic and environmental costs are the two factors that 
allow the ADRTWW to offer greater potential in controlling of SWI than ADR 
and conventional barriers (isolated or combined). These positive features of the 
ADRTWW method will be underpinned by the results of the developed 
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simulation-optimization model in the current research that will be detailed in 
Chapter ‎4. 
 
Figure ‎2.12: Schematic sketch of ADRTWW using recharge well system. 
2.7.6.3.1 Procedures of ADRTWW 
The ADRTWW methodology consists of three steps: a) Abstraction of brackish 
water from the saline wedge using deep negative barriers (abstraction wells); b) 
Desalination of the extracted brackish water using small-scale reverse osmosis 
(RO) plant and use of the desalinated water as supplement for urban water 
supply system and finally c) Recharge of the aquifer using an external source of 
TWW (Hussain et al., 2015a, Javadi et al., 2015). The application of the 
ADRTWW technique will guarantee all the beneficial aspects of ADR in each of 
its accomplished steps. In the first stage by continuous abstraction of brackish 
water, in long term the volume of encroaching contamination is continuously 
reduced. The use of brackish water in desalination plant would reduce the cost 
of desalination (compared with desalination of seawater). The goal of the 
desalination stage is to use as much of the recovered brackish water as 
possible. Based on the appropriate water quality standard, the desalinated 
water can be used to satisfy a part of the water demand of an urban population 
especially in the areas where freshwater is scarce. Finally recharging of the 
aquifer with TWW has several benefits including: increasing the volume of fresh 
groundwater, improvement of water quality in aquifer, restoration of 
groundwater levels, balancing of the seasonal variations in water supply by 
water banking and control of saline water intrusion (Li et al., 2006). The other 
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inherent difference between ADRTWW and ADR is the total volume of the water 
that will be offered for population use. In ADR, a part of the desalinated water is 
used for recharge purposes and the rest is offered for urban uses. However, in 
ADRTWW the whole desalinated water is directly served for different sectors of 
the developed urban area since the recharge is dependent on reclaimed water 
(Hussain et al., 2015a, Javadi et al., 2015). 
 
2.7.6.3.2 Schemes of ADRTWW 
In this project the ADRTWW methodology is presented in two different 
schemes. In the first scheme the artificial recharge of reclaimed water is carried 
out through injection wells (Figure ‎2.12); while in the second approach surface 
spreading basins (ponds) are used (Figure ‎2.13). One of the main limitations of 
any hydraulic scenario with deep injection (recharge) wells (such as ADR and 
the first scheme of ADRTWW) is the high cost and energy burdens of the water 
injection process. Therefore, especially for unconfined aquifers, recharge using 
ponded water can be a good alternative. In this methodology the collected 
TWW is allowed to percolate through the unsaturated zone to the underlying 
aquifer. Although this TWW contains a greater salinity than desalinated water, it 
helps to retard the saline water by increasing the seaward gradient of water 
heads (Hussain et al., 2015a). The initial costs of various schemes of artificial 
recharge in an alluvial area in India have been reported to be 551, 8 and 1 
$/1000 m3 of recharge structure for recharge wells, spreading channel and 
percolation tank (pond) respectively. Also the running costs of the recharge 
through the same structures were 21, 20 and 1 $/1000 m3/year respectively 
manifesting the great economic advantage of the surface recharge ponds 
(UNEP, 1998, Sakthivadivel, 2007, Misra, 2014). 
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Figure ‎2.13: Schematic sketch of ADRTWW using recharge pond system. 
2.7.6.3.3 Specification of TWW for aquifer recharge 
Wastewater (sewage) is water that has been used before, containing organic 
materials, pathogenic bacteria, nutrients and toxic compounds. Typical 
composition of the raw wastewater resulted from the domestic sources is shown 
in Figure ‎2.14 (Tebbutt, 1998). The biodegradable organic matter of wastewater 
is typically measured as biochemical oxygen demand (BOD) or chemical 
oxygen demand and total suspended solid (TSS) is used for measuring its 
suspended solids content. The flush/rinse down water in domestic drains and 
returned water from commercial and industrial areas are the common sources 
of the urban wastewater. Similarly, the run-off rain water that is mixed with 
different chemicals and dissolved pollutants is also categorized into this class. It 
is well known that the main advantage of any wastewater management is to 
reduce environmental and public health hazards. In this context, the choice of 
using the wastewater in different sectors of modern urban cities or discharging it 
into another body of water (disposal) is a key task in water resources 
management. In order to prevent further pollution and address scarcity of the 
freshwater sources, the reclaimed wastewater must be appropriately treated 
before use or disposal. The treated wastewater is then released back to rivers, 
lakes, or ponds that would subsequently feed the water supplies downstream. 
The collected water from these surface resources should meet potable water 
standard handled through the water treatment plant facilities. The consumption 
of the produced cleaned water will create a new source of sewerage water that 
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needs to pass through a new wastewater treatment mechanism and thus the 
whole process will be repeated again in cycles (Figure ‎2.15). The treatment 
process of the domestic and storm water is usually easier than of the industrial 
wastewater. If the wastewater contains toxic substances, high percentages of 
organic materials or solids, the treatment process will be more complex and 
costly.  
 
Figure ‎2.14: Typical composition of raw wastewater (after Tebbutt, 1998). 
 
 
Figure ‎2.15: Cyclic use of treated wastewater. 
In wastewater treatment plants, all the microbial pathogens, suspended solids, 
oxygen-depleting organic matters and nutrients (i.e., nitrogen and phosphorus) 
can be significantly reduced through the combined mechanical, biological and 
chemical treatment stages. In the mechanical stage the sewage is passed 
through preliminary and primary processes of the treatments; whereas the 
secondary and the tertiary treatment processes are responsible for biological 
and chemical removal respectively. Figure ‎2.16 shows a typical flow diagram of 
a wastewater treatment plant. The reader is referred to the Cheremisinoff 
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(2002), Spellman (2004, 2013) and Templeton and Butler (2011) for detailed 
information about these treatment stages. 
Typically, in the primary treatment process about 90 to 95 % of settleable solids, 
40 to 60% of total suspended solids (TSS) and 25 to 35% of BOD are removed. 
In the secondary treatment 85 and 95% of BOD and total suspended solids 
(TSS) are removed from raw sanitary wastewater and only 30 mg/l or less of 
BOD and TSS are released untreated. And finally in the tertiary wastewater 
treatment more than 99% of the pollutants are removed from the raw 
wastewater releasing almost a potable (drinkable) effluent or treated 
wastewater (Spellman, 2004, Spellman, 2013). Minimum nitrogen and 
phosphorus removal of tertiary treatment process is about 70% and 80% 
respectively (OECD, 2013, Kauffmann, 2011). 
 
Figure ‎2.16: Typical flow diagram of a wastewater treatment plant. 
All the positive aspects of TWW make it suitable as recharging water in coastal 
areas around the world. The quality of treated effluents produced from sewage 
treatment plant should reach the standards of tertiary level (without chlorination) 
prior to its use for recharging of aquifers  (Shammas, 2008). Shammas (2008) 
used a three-dimensional flow and solute advection transport model to assess 
the future effectiveness of the deep injection of treated water in the Salalah 
aquifer in Oman. The recharge system was already established and was 
followed in the studied area. The treated waste water returned from the 
available central sewage treatment plant with TDS of 1000 mg/l was injected 
into wells in a line parallel to the coast. The enhancement of the piezometeric 
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water levels (around the recharge well) and reduction of inland flow of saline 
water from the coast were the main outcomes of their applied measure. 
Vandenbohede et al. (2009) used an artificial recharge system using two 
recharge ponds to feed the dunes of the western Belgian coastal plain and to 
develop a safe and sustainable water extraction system against seawater 
intrusion. Tertiary treated waste water effluent produced from the combination 
of ultra-filtration and reverse osmosis (TDS=500mg/l) was used in these ponds 
for the recharge. Also, the beneficial aspects of secondary treated wastewater 
passed through a multi-media filtration system (final TDS = 755 mg/l), in 
recharging of the aquifer using surface recharge system has been shown by 
Bekele et al. (2011). Monitoring of the water quality of the percolated TWW in 
vadose zone highlighted that significant reduction in amounts of several 
constituents (30% reduction for phosphorous, 66% for fluoride, 62% for iron and 
51% for total organic carbon) of the recycled water was achieved implying the 
general enhancement of the water quality  obtained by recharging the TWW. As 
a consequence, it can be reaffirmed that the TWW can be used as a reliable 
source for subsurface storage of the water. 
 
2.8 History of simulation-optimization modelling for management of SWI 
In parallel with raising awareness of the concerns on management of coastal 
groundwater resources, there has been a growing need to find optimal solutions 
for SWI management. In the early stages of this advancement, different 
linear/nonlinear programing optimization tools were incorporated with the 
simulation models. The problematic feature of the linear programming and 
nonlinear programming optimization techniques in attaining the correct optimal 
solutions and their inabilities in handling of nonlinear and nonconvex problems 
have triggered the demand for innovation and use of other types of optimization 
tools such as evolutionary algorithms (EAs). However, the accurate 
representation of the aquifer system by the simulation model is the first priority 
to guarantee the success of management model; the optimization and the 
management objectives sit in the next ranks. According to the literature, a) the 
response matrix approach b) the embedding approach and c) the combined 
simulation-optimization approach are the three most popular strategies that 
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have been widely used to represent the SWI simulation models within the 
context of the optimization process. An extensive review of S/O models is 
presented in the following sections that are purposely categorized based on the 
aforementioned three strategies of simulation.  
 
 Response matrix approach 2.8.1
In the response matrix approach, hydraulic response of the coastal aquifer (e.g. 
discharge of flow and drawdown of aquifer head) under the action of a particular 
feature or imposed disturbance (e.g. groundwater extraction) is first obtained 
from external multi-runs of the problem using an appropriate simulator. Then by 
application of the superposition principles (Bear, 1979) the obtained response 
matrix is integrated with the required optimization model. The application of 
response matrix methodology is only limited to linear or relatively nonlinear 
hydraulic responses of aquifer systems. The presence of the nonlinear variables 
(such as salinity) is the major source of problem in the quality of the results 
obtained by the response matrix approach and consequently their application 
has not been very common.  
The methodology has been applied by several researchers. Hallaji and Yazicigil 
(1996) obtained the hydraulic response functions of the Erzin plain in Southern 
Turkey using the density-dependent SUTRA code in areal section. The 
developed model was then linked to both linear and quadratic (Modular In-core 
Nonlinear Optimization System, MINOS) optimization models individually to 
assess three different scenarios with single objective (SO) functions. 
Maximization of total pumping, minimization of total drawdown of pumping well 
and minimization of the total pumping cost were the three individual objective 
functions that were evaluated in three management schemes in order to obtain 
an efficient strategy to cover the water demand and also to maintain the 
groundwater levels that help to protect the system from SWI. 
Nishikawa (1998) developed a S/O model that uses the linear programing 
optimization tool and the response matrix approach. The MODFLOW finite 
difference code (Mcdonald and Harbaugh, 1988) was used to compute the 
hydraulic head responses of the aquifer based on the equivalent freshwater 
head principle and without considering solute transport. This approximate 
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simulation model estimated the head values under any specific pumping 
pattern. The developed S/O tool was used in the optimization of the water 
management strategies for the coastal city of Santa Barbara. Minimization of 
the total cost of water supply (from surface/subsurface water sources) was the 
main objective function, subjected to some constraints on head, water demand 
and on the rates of both extracted and delivered surface water. Using multiple 
runs of the SUTRA code, Gordu et al. (2001) found the response variations of 
drawdown (hydraulic head) and chloride concentration levels of the Goksu Delta 
aquifer in Turkey (located on the Mediterranean Sea) to different rates of 
abstraction. The response of the aquifer in 2D vertical sections was linked to the 
linear optimization model GAMS (General Algebraic Modelling System). The 
goal of the optimization process was to maximize the total pumping rates from 
the available wells. 
 Reichard and Johnson (2005) developed a MO optimization model to search 
for the least cost solutions to control seawater intrusion in the West Coast Basin 
of coastal Los Angeles. The improving and rising of the groundwater levels was 
used as the only indicator for controlling the seawater intrusion throughout the 
model. The suggested management strategies for enhancement of such water 
levels were either increasing the injection into barrier wells or in lieu delivery of 
surface water to replace pumping and thus reducing the current groundwater 
withdrawal in the existing wells. The simultaneous minimization of the total 
economic cost of both recharge and in lieu delivery processes was the defined 
objective. A quasi-three-dimensional FE model was developed by Zhou et al. 
(2003) to simulate the spatial and temporal distribution of groundwater levels in 
the layered aquifer in Leizhou Peninsula in Southern China. The obtained 
hydraulic response coefficients of the aquifer system to pumping were then 
integrated with the classical linear programming optimization tool (simplex 
method), in order to maximize the total abstracted water while controlling the 
saltwater intrusion along the coastline. The objective function of the optimization 
problem was exclusively examined through allocation of pumping wells in the 
confined aquifers only. 
 Similarly, the linear response of a 3D model of a coastal aquifer in Refugio 
County, Texas was conducted by Uddameri and Kuchanur (2007) through 
multiple runs of the MODFLOW code under different pumping rates specified at 
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each of the individual management wells (50 wells distributed over the area). 
The aquifer response was correlated to the drawdown behaviour of the 
monitored wells and then it was linked to a linear programing optimization tool. 
The maximization of the total withdrawal water without SWI was the only 
objective function used in their study. The results showed that considerable 
amount of water can be extracted without violation of the constraints. In 
addition, they concluded that the rate of water exploitation along the coast could 
be even increased. However under uncontrolled pumping conditions near the 
coast, the amount of submarine ground discharge into sea bodies will reduce 
and the resulted reversal gradients of water level will amplify the problem of 
SWI. Under this condition the extracted water may not be of high quality and 
can be used only in limited sectors unless it is treated. 
 
 Embedding approach 2.8.2
In the embedding approach the discretized governing equations are considered 
as the equality constraints of the optimization formulation that leads to increase 
in the computational complexity of the whole process especially in the large 
scale, heterogonous and/or highly nonlinear conditions of flow (e.g. simulation 
under density variations and/or transient conditions). Therefore, the applications 
of this technique have been limited to few hypothetical cases only.  Shamir et al. 
(1984) developed a multi-cell model for a regional case study in Israel. The 
finite difference based continuity equations of the multi‐cell model were 
embedded within the MO linear programming to seek the optimal operational 
policy of groundwater management, while protecting the system against 
saltwater intrusion. A linearized approximation was used to represent the 
location of SWI interface. Their study can be considered as the first attempt for 
application of the MO optimization process to coastal groundwater systems.  In 
this study, 1) minimizing the total difference between the desired and predicted 
groundwater levels (in order to approach to a given groundwater map), 2) 
minimizing the total difference between the desired and predicted locations of 
the freshwater/saltwater interface toe, 3) minimizing the total chloride 
concentrations in the system and 4) minimizing the total consumed energy on 
recharge and abstraction were the four objective functions considered. The 
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study concerned both the quality and quantity of the water in the aquifer. 
Furthermore, the amounts of pumping and/or recharge at each cell were the 
decision variables used in the model. 
Das and Datta (1999a, 1999b, 2000) used the embedding technique to solve 
the finite-difference forms of the flow and solute transport equations using a 
classical nonlinear optimization method (MINOS). The developed optimization 
based simulation model was directly used by Das and Datta (1999a) to evaluate 
the efficiency of two MO management scenarios. These equations were 
embedded within the constraints of the SWI management model aimed to 
create a set of non-inferior solutions. In the first strategy the maximization of 
total pumping from the available production wells to cover the water demand 
was traded-off with the minimization of total pumping from abstraction barrier 
wells that were located close to the coastline. In the second management plan 
the minimization of the total abstracted salts was also added to the first two 
objectives as the new and third objective function. Different arrangements of 
these objective functions were also examined by Das and Datta (1999b) and 
Bhattacharjya and Datta (2009) within the framework of the embedding 
technique and using three different management scenarios that were applied on 
3D hypothetical aquifer systems. Also, Das and Datta (2000) and Bhattacharjya 
and Datta (2005) optimized SO management problems using this approach. 
 
 Combined simulation – optimization 2.8.3
In this approach a simulation model of the physical problem is directly (i.e. 
numerical model itself) or indirectly (i.e. through a surrogate model) linked with 
the optimization model. The application of such approach provides a tool to 
explore the optimal solutions in a wider search space of the design variables 
and even in the systems with complex and nonlinear characteristics. Simulation 
of an unconfined aquifer under density-dependent flow and solute transport can 
be considered as a good example of such complex systems. Based on the 
predefined configurations of the two main hydraulic approaches for SWI 
modelling (section ‎2.3‎0), in this section the available literature on the combined 
scheme of S/O is categorized into two main groups. In the first category a 
review of the earlier works that have focused on linking of the sharp interface-
 55 
 
based simulation models with optimization tools is presented. The detailed 
review of the other works that have been developed based the linking of 
density-dependent simulation models and optimization algorithms are then 
presented in the second category. 
 
 S/O models based on the sharp interface approach 2.8.3.1
The majority of the earlier studies on the optimal management of SWI were 
based on simulation using the sharp interface theory (e.g. Emch and Yeh, 1998, 
Rao et al., 2003, Cheng et al., 2000, 2001, Mantoglou, 2003, Mantoglou et al., 
2004, Park and Aral, 2004, Rao et al., 2004a, Ferreira da Silva and Haie, 2007, 
Karterakis et al., 2007, Mantoglou and Papantoniou, 2008, Papadopoulou et al., 
2010, Ataie-Ashtiani and Ketabchi, 2011, Ketabchi and Ataie-Ashtiani, 2015a).  
The optimal control of seawater intrusion in the Yun Lin groundwater basin in 
Taiwan was investigated by Willis and Finney (1988) using i) the response 
matrix approach and the quadratic programming and ii) reduced-gradient/quasi-
Newton method offered by MINOS. Finite difference method was used to 
simulate the aquifer and to approximate the hydraulic response equations of the 
system to the management strategies employing a sharp interface theory. 
Minimization of pumping, recharge costs and amount of seawater intrusion were 
the three objective functions considered simultaneously. These three functions 
were combined as a single (weighted) objective function.Finney et al. (1992) 
studied the SWI management in the Jakarta Basin, Indonesia by considering 
minimization of the total volume of seawater in each unit of the aquifer system 
as the goal function while satisfying the local water demand. The finite 
difference code (SHARP), which was developed by Essaid (1990a) and 
formulated based on sharp interface assumptions, was used to develop a quasi 
3D model of the simulated basin with multiple aquifer units. In the vertical 
direction the interchangeable flow between the aquifer units was hydraulically 
coupled via the recharge (leakage) terms in the governing equation. The model 
was incorporated with two different nonlinear programming optimization tools 
separately. Initially, the model was linked to the MINOS code; however its 
inability to differentiate between stationary points and local solutions (non-
convex optimization problems) encouraged the researchers to use another 
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nonlinear programming tool called Box's algorithm. The results showed that 
using the obtained optimized policy involving the applications of both artificial 
recharge and redistribution of the existing pumping wells, significantly reduced 
the SWI. MO optimal solutions of a hypothetical case study were investigated 
by Emch and Yeh (1998). The conjunctive minimization of both the total 
economic cost of supplying water and the total volume of saltwater intrusion 
were the considered objectivities. The model was applied to the real case study 
of Waialae aquifer in southeastern Oahu in Hawaii. The quasi 3D finite 
difference model (SHARP) was directly linked to the MINOS optimization tool. In 
this study, incorporation of different algorithms with better optimization 
potentialities of dealing with nonlinear and non-convex problems was 
recommended.  
Mantoglou et al. (2004) solved the sharp interface based Strack (1976)’s 
equations numerically using MODFLOW. In order to seek the best strategy to 
maximize the total withdrawal rates from an unconfined coastal aquifer in the 
Greek island of Kalymnos, the numerical model was linked with the Sequential 
Quadratic Programming (SQP) and also the EA tools in both separate and 
combined forms. The optimization problem was subjected to constraints that 
protect the system from SWI. For the SQP algorithm, the differential form of the 
objective function with respect to the decision variables should be provided. In 
the different schemes of their optimization process, generally, the EA provided 
better optimal solutions than SQP. However, even better solutions were 
obtained in the combined scheme. In this combined framework the optimum 
solutions obtained by EA were facilitated for initialization of the nonlinear SQP 
optimization tool. For the same case study, Mantoglou (2003) coupled the 
numerical model with the SQP tool only. Mantoglou and Papantoniou (2008) 
studied the optimal design of a pumping network for the management of the 
aquifer in two different schemes of optimization. The GA was used in one of the 
schemes to optimize both the pumping rate and locations of wells 
simultaneously, whereas in the second scheme the combination of GA and 
SQP was utilized in two stages. The GA was first used to identify the optimal 
well locations at any generation and then SQP was applied to calculate the 
optimal pumping rates for the new specified well locations. The superior 
performance of GA in identification of better optimal solutions than SQP was 
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highlighted in their results. Arvanitidou et al. (2010) used the integration of a 
numerical model with a simple GA for the same case study (in the Greek island 
of Kalymnos) to evaluate two SO management scenarios. Maximization of the 
total pumping under the action of the available production wells was assessed 
in the first scenario, but the effect of a recharge canal was also added to the 
decision variables in the second scenario.  
Benhachmi et al., (2001, 2003) performed a S/O analysis through the 
integration of a simple GA with the analytical formulations of Strack (1976) to 
obtain the best pumping strategy from the located wells in both hypothetical and 
real (Miami unconfined aquifer in the northeast of Spain) aquifers. The 
maximization of the net benefit of the total withdrawal water was the only 
objective function considered for these two unconfined aquifers.   
Cheng et al. (2000, 2001) used the combination of the single-potential 
formulation of Strack for multiple wells and a GA to find the maximum rate of 
withdrawal without causing SWI at the location of wells. Accordingly, Park and 
Aral (2004) utilized the iterative sub-domain principle within the progressive GA 
where, the GA attempted to ignore a considerable amount of unnecessary runs 
of simulation at each step of the iterative solution (perturbation) and 
subsequently a new sub-domain search space was identified and the process 
continued until the solutions path approached to the global optimal solution.  
Park and Aral (2004) also applied both SO and MO experiments on different 
hypothetical aquifers. The results of the SO cases under fixed locations of the 
wells were compared with the results obtained by Cheng et al. (2000). For the 
MO analysis, the minimization of the distance between the stagnation point of 
the wells and reference location of the coastline was considered together with 
the maximization of the total pumping.  
In order to handle the large computational requirements of the simulation-
optimization, Park et al. (2003) and Hong et al. (2004) used the parallel 
programing to link the numerical simulation of the models with the chosen GA. 
Moreover, some works have also been intended to link surrogate models such 
as Artificial Neural Network (ANN)s with the optimization algorithms. Rao et al. 
(2003) and Rao et al. (2004a) integrated trained ANN models with Simulated 
Annealing (SA). Papadopoulou et al. (2010) linked an ANN model with the 
Differential Evolutionary Algorithm (DE); and compared the results with others 
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that invoked the real model directly with the simplex linear programming and DE 
without surrogate model learning. The results showed that in terms of quality of 
the optimal solution, the ANN model coupled with DE outperformed the other 
two methods. In terms of the computational time, the faster convergence of the 
simplex optimization procedure than the other two DE-based approaches (i.e. 
with and without ANN) was reported.  
In some S/O studies the coastal aquifer system is simulated by considering only 
the hydraulics of the flow without actual accounting of the density-dependent 
nature of flow and/or solute transport of SWI problem. The MODFLOW code 
has been used by Uddameri and Kuchanur (2007), Guan et al. (2008), Sedki 
and Ouazar (2011) and Elçi and Ayvaz (2014) within S/O frameworks to assess 
the response of flow systems to pumping subject to some side constraints on 
the  drawdown of water head at the well locations or other control points along 
the coastline to ensure protection of the systems against saltwater intrusion. 
Following the same principle and without considering the density effects and 
solute transport, the SUTRA code was used by Hallaji and Yazicigil (1996) 
directly and indirectly (using response matrix technique) in S/O processes for 
the hydraulic optimization of a real-world case study in  Southern Turkey. In 
order to account for density effects of seawater in MODFLOW (with constant 
density) the full thickness of the aquifer on the coastal boundary was specified 
with equivalent freshwater heads by Reichard and Johnson (2005) and 
Nishikawa (1998). In comprehensive review of SWI problem, Ataie-Ashtiani and 
Ketabchi (2011) and Singh (2014) categorized this kind of simulation also within 
the sharp interface models. In general, simulation under constant density in 
both approaches does not give any insight into the SWI in terms of the shape 
and thickness of the transition zone between freshwater and saltwater and 
salinity at the interface (Dogan and Fares, 2008).  
 
 S/O based on the variable density approach 2.8.3.2
The linking of sharp interface models to optimization tools is easier because 
they have less complexity (Sreekanth and Datta, 2010). However, in the last 
decades, some 2D and 3D variable-density models have been developed and 
combined with optimization tools to optimally identify and assess different SWI 
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management approaches. Qahman et al., (2005, 2009) and Alnahhal et al. 
(2010) linked density-dependent solute transport model (CODESA-3D) to a 
simple GA to assess different SO and MO scenarios of controlling SWI in some 
hypothetical case studies and also the well-known Gaza aquifer. The two SO 
problems defined in Qahman et al. (2005) considered the maximum volume of 
abstracted water and maximum economic profit of selling water constrained by 
the salinity levels. Also in their MO problem on the same hypothetical model, 
the maximization of the total volume of water pumped and minimization the salt 
concentration of the pumped water were the two conflicting objective functions. 
The same MO considerations were used for the Gaza aquifer by both Qahman 
et al. (2009) and Alnahhal et al. (2010). Bray and Yeh (2008) used the 
numerical model (FEMWATER) with a GA, facilitated through a parallel 
processing technique. The developed tool was used to investigate the optimal 
locations of the new recharge wells in the calibrated model of the Alamitos 
Barrier Project in Los Angeles. In another particular case of their management 
control, after fixing the location of the injection wells, the model was linked with 
the MINOS code in order to find the optimal operation scheduling of the 
available injection wells aiming at minimization of the total injected water, 
subject to different side constraints on hydraulic head and concentrations at 
target locations. Optimal extraction from a confined unit of a multi-layered 
hypothetical aquifer was studied by Lin et al. (2009) using the direct 
incorporation of a 3D model in the SEAWAT code with a simple GA. The 
optimal solutions were restricted through definition of the preconditioned 
specific levels of the salinity in the inland area of the model along a known 
abscissa from the coast. Following the same approach, the same aquifer was 
re-optimized by Yun et al. (2012) using a new hybrid MOEA called NPTSGA 
(Niched Pareto Tabu Search (NPTS) combined with the GA). The efficiency of 
this algorithm in capturing the Pareto front of optimal solution is highlighted in 
their research. 
Different MO management scenarios to control SWI were assessed by Abd-
Elhamid and Javadi (2011a) and Javadi et al. (2012) by integration of a density-
dependent FE model with a simple GA. The examined scenarios included 
different combinations of abstraction, desalination and recharge. The main 
objectives of the S/O models were to minimize both the total (capital and 
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operational) costs of the management scenario and the salt concentrations in 
the aquifer. Their results showed that the ADR (Abstraction, Desalination and 
Recharge) management option (detailed in sub-section ‎2.7.6) performed 
significantly better (i.e. gave the least cost and least salinity in the aquifer) than 
using abstraction or recharge scenarios alone. A study by Kourakos and 
Mantoglou (2011) involved investigation of the optimal management of SWI in a 
2D case study of Santorini island in Aegean Sea, Greece. They linked a 
density–dependent model (SEAWAT code) with NSGA-II, aiming to minimize 
total amount of abstracted solute and minimize total cost of management 
process. The studied management option comprised of combination of artificial 
recharge and abstraction.  
The numerical simulation of variable density hydro-geological systems (e.g., 
coastal aquifers under saltwater intrusion) is computationally demanding, 
especially in systems with complex geometries and with large scale dimensions 
(Pulido-Velazquez et al., 2007). Multiple runs of the simulation model during the 
optimization process will further increase this computational complexity 
(Hussain et al., 2015a). For instance, Dhar and Datta (2009) reported a 30-day 
run time for simulation-optimization (S/O) of a typical small 3D aquifer which 
was simulated under saturated conditions. This problem has persuaded some 
researchers to apply artificial intelligence-based techniques as an alternative to 
the simulation model. Artificial neural network (ANN), Modular Neural Network 
(MNN) and Genetic Programming (GP) are the common meta models used in 
this category of studies. The main idea behind meta models is that they learn 
systemically from experience and extract different appropriate discriminants 
(Faramarzi et al., 2013). Bhattacharjya et al. (2007) and Banerjee et al. (2011) 
developed ANN models trained on inputs/outputs of a numerical model and a 
set of field data, to predict the salinity levels of specified observation locations. 
In terms of S/O, Rao et al. (2004b) applied an ANN model (trained on SEAWAT 
inputs/outputs) to represent the 3D simulation of a hypothetical aquifer. The 
Simulated Annealing Algorithm (SAA) was chosen to examine the optimal 
efficiency of a series of barrier pumping wells near the coast within the MO 
optimization process. Minimization of the pumping in the extraction barrier wells 
near the coast and maximization of the total pumping in the production wells 
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were the two objective functions of the model, subject to the bounds and 
constraints on the pumping rates, groundwater heads and concentration levels. 
The developed ANN models by Bhattacharjya and Datta (2005) for SO 
optimization and Bhattacharjya and Datta (2009) for MO optimization purposes 
were initially trained on the optimization-based simulation model proposed by 
Das and Datta (2000) that offered modelling of a 3D transient density-
dependent flow and transport. The trained ANN models were then directly 
linked with a simple GA in Bhattacharjya and Datta (2005) and with a Non-
Dominated Sorting Gentic Algorithm (NSGA-II) in Bhattacharjya and Datta 
(2009) to detect the optimal solution(s) for the studied scenarios in hypothetical 
coastal aquifer systems, while maintaining salt concentration of the pumped 
water under specified permissible limit. In both studies the results of ANN-GA 
were compared with optimal results found by the embedding techniques. 
Dhar and Datta (2009) and Sreekanth and Datta, (2010, 2011b, 2011c, 2014) 
used NSGA-II to minimize the rate of flow of barrier wells located near to coast 
and to maximize the total abstraction rates in production wells located inland. 
The optimization tool was incorporated into the simulation models in three 
different schemes. In the first scheme the linking was done directly with the 
FEMWATER numerical model, and in the other two a fully trained ANN and a 
partially trained ANN were integrated with NSGA-II. The results showed that, 
despite its lower training CPU time, the quality of the addressed solutions by the 
partially trained ANN model was reasonable. Sreekanth and Datta (2010) used 
both Genetic Programming (GP) and Modular Neural Network (MNN) as meta 
models linked with NSGA-II. These surrogate models were adaptively trained 
on the input/output patterns of pumping and the numerically calculated salinity 
levels (using FEMWATER numerical model). The adaptive training was 
conducted in two stages, first the meta model was partially trained on a limited 
number of uniformly sampled input/output dataset and then it was linked to 
NSGA-II to find the optimal values of the pumping. The corresponding values of 
the ANN-calculated salinity were regularly cross checked by FEMWATER 
during the progress. Thereafter, in the second step if the termination and 
correlation criteria were not satisfied the surrogate model was retrained. 
However this time it was more likely that the solution was closer to the aimed 
optimal solutions as it would be dealing with a more confined search space. The 
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GP and ANN were utilized independently by Sreekanth and Datta, (2011b, 
2014) and Sreekanth and Datta (2011c) respectively. A significant reduction in 
computational time, less uncertainty and also being better suited to the 
simulation/optimization framework using adaptive search space have been 
reported as the positive potentials of GP (Sreekanth and Datta, 2010, 2011a). 
The adaptive training of MNN surrogate models within the S/O framework has 
been also used in studies by Kourakos and Mantoglou, (2009, 2013) on an 
aquifer in the Greek island of Santorini. In both cases the SEAWAT code was 
used as the simulation model. In the SO management scenario considered by 
Kourakos and Mantoglou (2009), the Evolutionary Annealing Simplex Scheme 
(EASS) optimization algorithm was employed. However for the MO study of 
Kourakos and Mantoglou (2013) the Multi-Objective Surrogate Assisted 
(MOSA) algorithm was used. The evaluation of the optimal solutions for the 
considered combined management scenario (involving the abstraction and 
artificial recharge actions together) was based on the minimization of both the 
economic cost and total extracted salt. Using the same approach that was 
followed by Sreekanth and Datta (2010) for the training process, and in order to 
increase the overall performance of the final trained MNNs, the fitness of 
individual sub-networks was evaluated at each stage of the process. This was 
done by comparing the predicted outputs of the surrogate model with the 
corresponding set of the numerically calculated values and the modules with 
greater discrepancies were then subjected to retraining process. The results of 
the S/O analysis were compared with the results acquired by Kourakos and 
Mantoglou (2011) from direct integration of the SEAWAT with the NSGA-II. The 
results showed that the MOSA (MNN) surrogate model required only 5% of the 
computational time depleted by SEAWAT- NSGA-II to converge.  
Ataie-Ashtiani et al. (2014) presented an ANN model that was trained on the 
inputs/outputs of the SUTRA code. The Kish Island of the Persian Gulf, Iran 
was the regional flow system chosen for this study. To this end, the randomly 
generated net recharge rates and the calculated salinity concentrations were 
used as the input and output dataset. The integration of the developed ANN 
with a simple GA was then used to examine the best MO scenario to manage 
the groundwater lenses in this island. For this purpose, minimizations of the 
total net recharge (interpreted as maximization of the withdrawal) and also 
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minimization of the overall salinity were considered as the two conflicting 
objectives for the optimization process. The study concluded that the application 
of the surrogate model to solve complex field scale optimization problems will 
be more efficient for groundwater management problems. More recently, the 
general enhancement of the optimization solutions for coastal groundwater 
management problems owing to the application of new and efficient EAs has 
been highlighted by Ketabchi and Ataie-Ashtiani (2015a). The work was carried 
out through the efficiency assessment of eight different EAs 1) artificial bee 
colony optimization, ABC; 2) Continuous Ant Colony Optimization, CACO; 3) 
Differential Evolution, DE; 3) Genetic Algorithm, GA; 4) Harmony Search, HS; 5) 
Particle Swarm Optimization, PSO; 6) Shuffled Complex Evolution, SCE and 8) 
Simplex Simulated Annealing, SIMPSA. Each of these EAs was linked with both 
numerical and analytical models implemented for the optimization of four 
different benchmark problems with SO functions. Maximization of the pumping 
rate and minimization of the operating cost were the main independent objective 
functions in these problems. These SO functions were mathematically 
constrained with the groundwater levels, SWI toe location and salinity that 
helped to identify the optimal well locations. The quality of the optimal results 
and the required computational time were the two factors considered in the 
evaluation of these algorithms. Finally, PSO and CACO were recommended by 
the authors for management of complex coastal systems. The best performance 
of each of these two algorithms was also highlighted by Ketabchi and Ataie-
Ashtiani (2015b), but this time in combination with ANN on the basis of the 
parallel processing strategy. The developed ANN model was trained on multiple 
runs of SUTRA inputs/outputs closely simulating the management of the 
freshwater lens of the Kish Island in the Persian Gulf, Iran. Minimization of the 
total salinity in the aquifer at the end of a 50-year planning period was the only 
objective function considered. Likewise, the bounded values of the decision 
variables and the satisfaction of the water demands were the exerted as side 
constraints. The results highlighted that the parallelization of the robust EA and 
meta model within the S/O platform can increase the general performance by 
speeding up the whole process leading to considerable reduction in the 
computational time. A review of the research efforts related to the application of 
S/O modelling in management of SWI in coastal aquifers has been presented in 
Ketabchi and Ataie-Ashtiani (2015a, 2015b) and Singh (2014, 2015).  
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2.9 Summary and conclusion 
The chapter reviewed the general mechanism of SWI problem, its 
consequences, and potential solutions to control SWI in coastal aquifers. A 
detailed review was presented on the effective control of SWI using different 
simulation–optimization tools. In the S/O process the numerical simulation 
model is linked with a chosen optimization tool. In cases with computational 
complexity some works have also been intended to link surrogate models with 
the optimization algorithms. According to the available literature, the following 
points need further research that will make the basis and main layout of this 
research project: 
 - In order to simulate SWI problem correctly, the coupled flow and solute 
transport model should be solved numerically in 2D (vertical section) or 3D 
scales of the aquifer. The correct selection of both simulation/surrogate and 
optimization models will guarantee the reliability of the best solution(s) captured 
by the S/O process. For example, it is no longer acceptable to ignore general 
effects of flow under unsaturated zone of unconfined aquifers that were usually 
not considered in the majority of the previous S/O process. 
- The application of hydraulic barriers has gained more popularity to control SWI 
than other management strategies. Recharge, abstraction and combined 
abstraction/recharge are the three main types of hydraulic barriers. However, 
depending on quality of recharge and abstraction each of this control 
approaches can be arranged in different management scenarios. During the 
evaluation of these management scenarios using S/O, the limitations on both 
environmental and economic costs and also water demands of growing 
population in the coastal regions should be taken into account and under 
different hydrogeological settings of the flow regimes. This can help to identify 
the most cost-effective management measure to control SWI in coastal 
aquifers.  
-Groundwater pumping and sea level rise are the main factors have pointed in 
the literature to intensify SWI problem. The coupled action of these factors and 
also the corresponding inundation effects during the SLR events are the 
parameters that should be considered for a realistic simulation of the flow 
system.  
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3 Chapter Three:          
Research Methodology and Tools 
 
3.1 Introduction 
In this chapter and Appendix A, the detailed physical and mathematical basis 
and the rationale behind the used numerical simulation model are presented. 
Saturated-Unsaturated TRAansport (SUTRA) code is the numerical model that 
is used in this work to simulate all the studied flow systems in both confined and 
unconfined hydrogeological settings. In the next sections of this chapter, details 
of both the optimization and surrogate models that are used in this project are 
explained. The non-dominated sorting genetic algorithm (NSGA-II) is used for 
multi-objective optimization. The cost-effectiveness of different SWI 
management scenarios is assessed in confined and unconfined coastal 
aquifers. Two different schemes are developed for simulation-optimization (S/O) 
modelling. In the first scheme the S/O platform is developed by linking the 
SUTRA code with NSGA-II. In the second scheme, and in order to reduce the 
computational burden resulting from the direct linking of SUTRA with the NSGA-
II, the study introduces the application of Evolutionary Polynomial Regression 
(EPR) as the proposed meta model (and as alternative to SUTRA) in the 
developed S/O framework. In each SWI management scenario studied, the 
EPR as a pattern recognition tool, is trained and tested on limited number of 
SUTRA’s input/outputs. The obtained EPR symbolic equation explains the 
response of the aquifer system, which can be easily linked to the optimization 
tool. This is the first application of the EPR in such comprehensive S/O 
platforms and more specifically in SWI management problems. 
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3.2 Simulation model (SUTRA) 
In this project, the all case studies are simulated using the finite element (FE)-
based flow and solute transport model SUTRA. It has the capability to simulate 
saturated-unsaturated, variable density flow with transport of either energy or 
dissolved solute in subsurface layers of hydrological systems. The original 
version of the SUTRA code was developed by Voss (1984) to simulate 2D 
problems only. However, the model has seen several updates over the years 
and its latest version has the ability to simulate 2D/3D aquifer systems (Voss  
and Provost, 2010). SUTRA employs hybrid FE and integrated finite difference 
methods to solve the governing equations of flow and transport processes of 
either solute or energy in aquifer systems.  
The code was developed based on a modular style, where each routine was 
written to handle a special function. This increases the functionality of the code 
by allowing the users to modify it based on any required complexity faced in 
studied problems. Simulation of variable density flow systems with non-reactive 
transport of solute is the most appropriate feature of SUTRA that was intended 
to pave the way for its application in the modelling of SWI problems with either 
dispersed or relatively sharp interface approaches. It is among the most robust 
codes available for simulation of such flow systems (with SWI). The remarkable 
accuracy and the capability of the SUTRA code to simulate unsaturated flow 
systems and/or solve the spatial and temporal flow and transport partial 
differential equations in irregular domains has increased its popularity. 
Moreover, the flexibility of the code in assigning the time-dependent sources 
and boundary conditions and also offering different direct and iterative matrix 
solvers to avoid the convergence difficulties are the other good features of the 
SUTRA. The background information about the SUTRA code and its physical 
and mathematical fundamentals are summarized in Appendix A. Also the 
readers are referred to the user manual of the code (Voss  and Provost, 2010) 
for more detailed information. 
 
3.3 Optimization model: Non-Dominated Sorting GA (NSGA-II) 
Evolutionary algorithms (EAs) mimic the main principles of the evolutionary 
theory to embrace their optimization layout. For instance, implementation of the 
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“survival of the fittest” theory of the biological evolution, where the strongest 
offspring in a generation are more likely to survive and reproduce, is the 
fundamental principle followed by most of these EAs to describe the mechanism 
of natural selection (Coello Coello et al., 2007). The simple Genetic Algorithm 
(GA) is the famous EA which consists of several procedures that search for 
optimal solution of a problem. Similar to the other early developed EAs, GA was 
entirely constructed to solve only SO problems. However in order to use them 
for MO purposes, the objective functions are usually aggregated into one, (e.g. 
Park and Aral, 2004, Qahman et al., 2005, Javadi et al., 2012 and etc.) using 
the weighted sum method. In this method different individual solutions can be 
considered as optimal by changing penalty factors (weights). Thus, selection of 
the most appropriate weights requires further repetitive trails. In addition, it 
requires a clear forethought about the relative importance of the associated 
objectives in the beginning. The final captured single solution may also not be 
feasible in problems with non-convex search space (Ngatchou et al., 2005). 
Also, S/O with these classical EAs is computationally time demanding. 
Therefore the use of multi-objective evolutionary algorithm (MOEA) would be 
preferable. The recent EAs have found the capability to deal with a set of 
objectives providing the scope to explore complex problems as well. Various 
MOEAs have been introduced during the last decades, which have great 
potential in solving MO decision problems.  
The management of water resources, as an example of the MO decision 
problems, requires consideration of MO optimization operation. The 
optimization process aims to find the trade-off relationship between the 
conflicting multiple objectives. For any complex problem solved by MOEAs, 
usually there is a set of optimal solutions (Pareto-optimal front) and not only a 
single optimum solution (Figure ‎3.1). The Pareto-optimal solutions trade 
different objectives against each other and no improvement in any objective 
function is possible without sacrificing the other objective functions (Gen and 
Cheng, 1996).  In common MOGA technique, the obtained relationship is 
generated as a set of non-dominated solutions (Pareto front) that are more 
close to the real optimal solutions (Deb, 2001). The Pareto front helps the 
decision makers to choose the most preferred solutions. A set of non-dominated 
Pareto fronts 1PF , 2PF  and 3PF are schematically illustrated in Figure ‎3.1. For 
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the entire range of design variable for any certain problem, these solutions on 
the Pareto front perform better on all objectives and so they are not-dominated 
by any other solutions found. For example, the available solutions on the 
1PF  
are not dominating each other but they dominate members of 
2PF  and 3PF  and 
all the others population of the objective functions space. Amongst the 
remaining points in the case of absence of 1PF , the points on 2PF  are also non-
dominated by the 3PF  solutions and so on.  
 
 
Figure ‎3.1: Example of search space for multi-objective problem (after Deb, 2001). 
Generally, the common objective functions which have been used in previous 
studies (detailed in section 2.8) include the maximization of pumping rates; 
minimization of the total amount of extracted salt, total volume of saltwater 
entering the flow system, total injected water, the amount of pumping from the 
barriers wells near the coastline and also minimization the total economic cost 
of the management process. These objectives have also been subjected to 
some hydro-physical constraints to bound the rate of recharge and pumping 
patterns, location of new wells, controlling of drawdown limits, total salinity 
entering the flow system and the quality of the extracted water. Overall, the 
studies reviewed so far indicate that, in comparison with traditional optimization 
methods, EAs can efficiently address the optimal solution of nonlinear and 
complex optimization problems and in a wider search space of design variables. 
Also it seemed that among the more advanced EAs that have been recently 
developed to solve MO problems the Non-Dominated Sorting GA (NSGA-II) has 
the highest popularity in the studies discussed above and also other fields of 
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water resources management. This is one of the reasons for selecting this 
algorithm in the developed S/O frameworks in the current project.  
NSGA-II was developed by Deb et al. (2002) and it is a popular, fast and elitist 
MOGA that is characterized by three significant features (i) using the non-
dominated sorting algorithm that reduces the computational complexity, (ii) 
using the elitism preserving process for capturing the Pareto fronts, and (iii) 
preserving the diversity of the solutions using crowding-distance operator (Fu et 
al., 2008). The term elitist means that it keeps the best solutions during the 
evolution process. The NSGA-II starts by generating an initial set of individual 
solutions (population) PP  of size N . The population is ranked and sorted into 
different non-domination fronts. A binary tournament selection (through 
a fitness-based process) is performed between any two solutions that are 
randomly selected. In each pair, the better individual with lower rank is selected 
as parent and placed in mating pool. Therefore, the non-dominated front with 
the lesser rank has the better candidate individuals to be selected for the next 
generation. The offspring population QQ  of size N is then generated by 
applying recombination (crossover) and mutation operators. In order to explain 
the regular process involved in NSGA-II the flow diagram shown in Figure ‎3.2 is 
applied for all the next generations until the termination criteria are satisfied. A 
summary of this procedure according to Deb et al. (2002) is as follows:  
Step 1: The elitism process is started by combining both the parent and 
offspring populations ( tPP  and tQQ ) and the temporary population tRR  of size 
2N  is created (t  denotes the size of current generation). All members of tRR
are then sorted according to non-domination criteria and different non-
dominated fronts 1PF , 2PF , 3PF , etc are created. The solutions in the  1PF  have 
the highest fitness value than the rest of the solutions.  
Step 2: The new parent population 1tPP   of size N  is then created by adding 
the solutions from the non-dominated fronts sequentially starting from the best 
one ( 1PF ) and continuing until the size exceeds N .  In order to maintain or 
enhance the diversity in the population, the solutions in the last accepted front 
(that led to the exceeding of the N ) are sorted using the crowding distance 
metric. The solutions with higher crowding distance (regions of the same Pareto 
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surface with lesser number of solutions or less crowded area) are selected and 
then added to the 1tPP  . For example, if the assumed population size is 20 (
20N  ), all the members of the Pareto fronts 1PF  and 2PF  shown in Figure ‎3.1 
will be included in the 1tPP   and two more solutions will need to be chosen from 
3PF , based on highest crowding distance, to fill up this new parent population (
1tPP  ). The crowding distance estimates the density of solutions surrounding 
any particular solution i  and it is used in selection of new population. It is equal 
to half of the perimeter of the imaginary rectangle (or cuboid) that its vertices 
are located on two adjacent solutions -1i and 1i   (Figure ‎3.1). In order to 
calculate this distance, the available set of solutions (L ) on the corresponding 
Pareto front PFn are sorted according to every available objective function mf (
1,2, ,m M ) and in the front wise (worse order) denoted by the sorted indices 
vector mI . In addition, the initial crowding distance id  for each solution i  is set 
to zero ( 0id  ) where i  correspond to the i -th individual in front PFn ( 1,2, ,i L
). Finally the crowded distance is estimated as follows: 
For boundary solutions 1i   and i L an infinite or an arbitrarily large distance 
value is assigned: 
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The term m
j
I  simply denotes the solution index of the j -th member in the list 
that is sorted based on the objective function m . In summary, once the 
candidate solutions are sorted based on non-domination and with crowding 
distance assigned, the parent population ( 1tPP  ) are selected using the binary 
tournament selection based on the rank and the crowding distance. 
Step 3: Replace the parent population tPP  with the new 1tPP   that contains the 
better solutions. 
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Step 4:  The new child population of size N  is then created by implementation 
of the crossover and mutation operators on the new created population of 
parents. Then the elitism procedure described above is repeated for the rest of 
the next generations. 
 
 
Figure ‎3.2: A descriptive diagram of NSGA-II procedure (after Deb et al., 2002). 
 
3.4 Surrogate model: Evolutionary Polynomial Regression (EPR) 
Genetic programming (GP) and artificial neural networks (ANNs) are the two 
popular pattern recognition algorithms that have been widely used in different 
fields of science and engineering. In these traditional data driven techniques, 
an output Υ of a physical system can be presented as an m-dimensional 
function F of Χ  as a set of m input parameters and θ  as a set of constants.  
 
( , )FY X θ
 
(3.3) 
 
GP generates a population of expressions for F coded in tree structures of 
variable size and performs a global search of the best-fit expression for F . 
However, the values of the vector θ  are generated as non-adjustable constants 
and do not necessarily represent optimal values as in numerical regression 
methods and in consequence good structures of F can be missed in the search 
process (Giustolisi and Savic, 2006, Rezania et al., 2008). On the other hand, 
the ANN aims at mapping F rather than finding a feasible structure for it. 
Furthermore, the large complexity of the network structure is the main 
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disadvantage of the neural network-based models as the network represents 
the knowledge in terms of a weight matrix that is not easily accessible to the 
user (Rezania et al., 2008).  
Introduced by Koza (1992) GP is a relatively new data mining method that 
solves problems in a systematic and domain-independent method. The 
symbolic regression was studied by Koza (1992) as one of the earliest 
applications of the GP. In the symbolic regression and by following the 
principles of the evolutionary computation, GP learns to discover the 
appropriate mathematical models to fit a set of points. In contrast to the 
traditional numerical regression methods, GP or more precisely symbolic 
regression does not need pre-specification of the regression structure by the 
users, where both the form of expression and its parameter values are found 
automatically. The nature of this automatic approach permits global exploration 
of expressions and allows the user to have an insight into the relationship 
between the input and output data. Despite the advantages, GP also suffers 
from a number of limitations, as it tends to produce functions that grow in length 
over time (Davidson et al., 1999). In an attempt to overcome these limitations, 
Davidson et al. (1999) introduced a new regression method for creating 
polynomial models based on both numerical and symbolic terms. The structure 
of the polynomial regression models and the values for the constants in the 
expressions are simultaneously captured by a GA and the least squares 
optimization respectively. Following the same principle and by considering 
drawbacks of GP and ANN, Giustolisi and Savic (2006) developed Evolutionary 
Polynomial Regression EPR as a hybrid data driven method that integrates the 
best features of the conventional numerical regression with the effectiveness of 
GP. In EPR, the created models are presented in the form of mathematical 
expressions which are easily accessible to the user. This important feature, 
however, is not available in other black box data driven methods such as ANNs. 
El-Baroudy et al. (2010) compared different data-mining techniques and 
concluded that EPR showed a comparable performance to GP and ANN 
models while highlighting the additional advantages of EPR. A typical 
formulation of EPR models according to Giustolisi and Savic (2006) can be 
expressed as: 
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where y is the estimated output of the system; ja is a constant value; F is a 
function constructed by the process; Χ  is the matrix of input variables; f is a 
function defined by the user; and m  is the number of terms of the expression 
excluding bias 0a . In this algorithm, to determine the symbolic model, first the 
functional structure of the model represented by ( , ( ), )jF f aΧ Χ  is identified and 
then the constant coefficients and exponents are calculated (parameter 
estimation). The most feasible structure of the model is captured using the 
standard GA search which is then followed by implementing the least square 
technique to find the appropriate constant values ( ja ) for the developed 
structures of the models. Before starting the EPR process, some parameters 
must be adjusted to control the structure development process. These 
parameters can control the type of the optimization technique (i.e. single-
objective or multi-objective) to be used, the maximum desired number of terms 
of the mathematical expressions (models), range of exponents, mathematical 
structures and also the type of the functions to be utilized in constructing the 
models. Using the defined parameters EPR seeks the best symbolic model(s) of 
the system being studied using the optimization process implemented. The 
identification of the model structure is carried out by transferring Equation (3.4) 
into the following vector form, which is considered as the start point of the EPR 
process. 
 1 1 0 1 1( , )
Tj T
N N N m m N d da a a         Y θ Z I Z Z θ
 
(3.5) 
 
where 1( , )NY θ Z  represents the least square estimated vector with N  target 
values ; 1 dθ is the vector of 1d m   parameters ja and 0a  (T  is the transpose 
operation of a matrix, and 1:j m ); N dZ  is a matrix formed by I  (unity vector) 
for 0a , and m vectors of variables 
jZ  that, for a fixed j , are a product of the 
independent predictor vectors of variables/inputs, 2 3  1X X X X X . 
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The main process of the EPR, which is the search for the best structure of the 
function, is started by combination of vectors of independent inputs (variables), 
2 3, , , 1X X X X . The allocated inputs matrix is: 
 
11 12 13 1
21 22 23 2
2 331 32 33 3
1 2 3N N N N




   
   
   
   
 
 
 
  
 
 
 
 
1X X X X X
 
(3.6) 
 
where the  -th column of matrix Χ  represents the candidate variable for the j -
th term of Equation (3.5). So, this j -th term of Equation (3.5) can be formulated 
as: 
       
( ,1) ( ,2) ( ,3) ( , )
1 1 2 3
j j j jj
N


     
 
ES ES ES ES
Z X X X X
 
(3.7) 
 
where, jZ  is the j -th column vector whose elements are products of candidate 
inputs (variables) and ES is a matrix of exponents. Finding of the ES matrix with
m   size is the next task of the process. The elements of the ES  matrix can 
assume values within the bounded range defined by the user. For example, if a 
vector of candidate exponents for columns (inputs) in X  is chosen to be [-2,-1, 
0, 1], and the number of mathematical terms excluding bias (m ) is 4, and the 
number of independent variables/inputs (  ) is 3, then polynomial regression 
problem is to search a matrix of exponents 4 3ES . An example of such ES matrix 
can be in the following form: 
4 3
1 0 1
0 1 2
1 0 0
2 1 0

 
 
  
 
 
 
ES
 
(3.8) 
 
Substitution of Equation (3.8) into Equation (3.7) yields the following set of 
mathematical expressions: 
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1 0 1 1
1 1 2 3 1 3
0 1 2 1 2
2 1 2 3 2 3
1 0 0
3 1 2 3 1
2 1 0 2
4 1 2 3 1 2
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
 
   
 
    
    
   
    
Z X X X X X
Z X X X X X
Z X X X X
Z X X X X X
 
(3.9) 
 
Therefore, the general form of the Equation (3.5) can be now obtained in terms 
of the given components of the ES  matrix in Equation (3.8) and the 
corresponding expressions in Equation (3.9): 
0 1 1 2 2 3 3 4 4
1 1 2 2
0 1 1 3 2 2 3 3 1 4 1 2
a a a a a
a a a a a   
        
           
Y Z Z Z Z
X X X X X X X
 
(3.10) 
 
Each row of the ES  matrix in Equation (3.8) gives the exponents of the 
candidate variable of the j -th term in Equations (3.4) and (3.5). This allows the 
transformation of the symbolic regression problem into the one of finding the 
best ES  that is the best structure of the EPR equation. The adjustable 
parameters ja , can now be evaluated by means of the linear least squares 
method based on minimization of the sum of squared errors (SSE) as the cost 
function. Mathematically, calculation of ja  in Equation (3.10) is an inverse 
problem that corresponds to solving an over-determined linear system as a 
least squares problem. The Gaussian elimination method can be effectively 
used for solving this problem. 
The complexity (including number of terms) and fitness of EPR expressions are 
the main objective functions of this optimization process. EPR can work both in 
single- as well as multi-objective configurations. In the single-objective 
optimization strategy the fitness of the models is controlled by not allowing 
unnecessary complexities to enter in the models. In the case of multi-objective 
strategy more than one objective function can be introduced in the optimization 
process. For instance, one objective could be set to control the fitness of the 
models whilst, at the same time, a second objective function could be 
responsible for managing the complexity of the models being created. 
If the model fitness is not acceptable or the other termination criteria (in terms of 
maximum number of generations and maximum number of terms) are not 
satisfied, the current model goes through another evolution in order to obtain a 
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better model. The formulation of SSE function that is used to guide the search 
process of every proposed EPR model towards the best fit model is formulated 
as follows: 
2 2
EPR
1
( ( , ) ) ( )
SSE
N
i i a
i N
y y y y
N N

 
 
 θ Z
 
(3.11) 
 
where 
iy are the target values in the training data set and ( , )iy θ Z  are the model 
predictions computed by the obtained EPR expression. For simplicity these 
actual and EPR computed values are represented by ay  and EPRy  terms 
respectively. Moreover, in order to avoid the problem of large numbers of digits 
of the calculated SSE values, the users can easily check the accuracy of each 
proposed EPR models using the coefficient of determination (COD) term which 
has the same meaning of the SSE: 
EPR
2 2
COD SSE
( )) ( ))
2
a
N
a a a a
N N
(y - y )
N
= 1 - = 1 -
(y - avg y (y - avg y


 
 
(3.12) 
 
In summary, more than one model is normally provided by EPR for complex 
phenomena/systems ranked based on their SSE (or COD) values. A typical flow 
diagram for the EPR procedure is illustrated in Figure ‎3.3. In recent years, the 
algorithm has been applied in a number of different fields of civil engineering by 
a number of researchers (e.g. Giustolisi et al., 2007, Giustolisi et al., 2008, 
Ahangar-Asr et al., 2010, 2012, Rezania et al., 2011, Faramarzi et al., 2013, 
2014). Detailed explanation of the EPR methodology can be found in Giustolisi 
and Savic (2006). 
 
3.5 Developed simulation–optimization frameworks 
In the first scheme of the study (FE-GA), the numerical (FE) model (SUTRA) is 
linked with NSGA-II to identify the optimal solutions for the proposed SWI 
management scenarios. In the developed S/O framework, the numerical model 
is repeatedly called by NSGA-II to calculate state variables (pressures and 
concentrations) in response to each set of generated design variables. The 
process starts by creating a random population of decision variables of size N 
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and computing their state variables in the numerical model. After evaluating the 
fitness of the objective functions and sorting based on non-domination criteria, 
the main processes (selection, crossover, and mutation) of genetic algorithm 
are performed to generate offspring population of decision variables. As a 
consequence, the corresponding state variables and the objective functions are 
evaluated. Then, the elitism process is commenced by combining the 
populations of parents and children (mating pool) followed by ranking and 
selecting the individuals based on the non-dominated sorting principles. All the 
individual members of the non-dominated front of parents and children are 
copied to the new parent population rank by rank. The process of adding in the 
rank is stopped when the size of the parent population exceeds the population 
size N. However, If in the last accepted rank there are more individuals in the 
nondominated front than the available space, the crowded distance-based 
niching strategy is used to choose which individuals of that front to enter into the 
next population that  helps to maintain  diversity in the population. In this way 
the new parent population with size N is created and it generates offspring for 
the next generation. The new values of decision variables are then returned to 
SUTRA and the selection, crossover and mutation, and elitism processes are 
repeated until optimality criteria are satisfied or the defined maximum number of 
generations is reached and finally the trade-off curve of optimal solutions is 
captured. The generalized flow chart of the developed S/O algorithm is shown 
in Figure ‎3.4.  
In the second scheme (EPR-GA), the efficiency of the each management 
scenario is assessed by integration of the corresponding EPR model (instead of 
SUTRA) with NSGA-II following the same procedure illustrated in Figure ‎3.4. To 
create the EPR model itself, in each management scenario, a limited number of 
the corresponding input (decision) variables are randomly generated with 
uniform probability distribution. Next the corresponding set of the outputs are 
evaluated using the SUTRA code. The created sets of input and outputs are 
then divided to training and testing subsets in order to develop the relevant EPR 
equation (model). An EPR model is trained and tested externally to find the best 
models describing the response of the aquifer system. The developed EPR 
model is then used through the whole S/O model as substitute of the real 
numerical model. 
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Figure ‎3.3: Simplified flow chart of the main processes in the EPR algorithm (after 
Giustolisi et al., 2008). 
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3.6 Summary and conclusion 
This chapter covered a detailed review of the tools and methodology used in 
this research project to simulate SWI and to evaluate its control scenarios. The 
chosen FE based numerical model was the SUTRA code that has the capability 
to simulate SWI in both 2D/3D. In order to assess the cost-effectiveness of 
different SWI management scenarios, two new S/O models were developed. 
The great effectiveness of multi-objective EAs for capturing a wide range of 
optimal solutions encouraged the research to use NSGA-II (most popular EA) 
as the optimization model in both S/O models. NSGAII was integrated with the 
SUTRA model in the first developed S/O model (FE-GA); and it was integrated 
with EPR as a surrogate model in the second S/O model (EPR-GA). By 
describing the theoretical background of the both optimization and surrogate 
models and their better performance than the traditional tools and methods, the 
detailed steps to develop both S/O frameworks were described in the chapter 
before showing their applications in the next chapter (Chapter ‎4).   
 
 
Figure ‎3.4: Simplified flow diagram of the developed simulation-optimization tool. 
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4 Chapter Four:            
Optimal Management of Saltwater 
Intrusion in Coastal Aquifers 
 
4.1 Introduction   
This Chapter presents the development and application of simulation-
optimization (S/O) models to assess different management methods (hydraulic 
barriers) for controlling saltwater intrusion. Two different S/O models are 
developed. In the first model, a FE simulation model (SUTRA) is directly linked 
with a multi-objective genetic algorithm (NSGA-II) and in the second one, a 
trained surrogate model (EPR) is linked to the same optimization algorithm. For 
simplicity, the first S/O model is denoted by FE-GA and the second model by 
EPR-GA. These models are applied on the following examples of confined and 
unconfined aquifers: 
 Problem 1: Confined Aquifer (Henry's problem) using FE-GA 
 Problem 2: Unconfined aquifer with a thick unsaturated zone using FE-GA 
 Problem 3: Unconfined aquifer with a thin unsaturated zone (effects of 
        unsaturated zone thickness on optimal solutions) using FE-GA 
 Problem 4: Small unconfined aquifer (effects of saturated zone thickness 
        on optimal solutions) using both FE-GA and EPR-GA 
Three different management scenarios are applied to control the SWI in these 
confined/unconfined aquifers including (i) use of abstraction (of brackish water) 
only, (ii) use of recharge only, and (iii) combination of abstraction and recharge. 
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The efficiencies of these scenarios are investigated, by FE-GA and EPR-GA, in 
terms of water quality and capital and maintenance costs through different 
schemes. The recharge of the confined aquifer is accomplished using deep 
injection through a well system; but for the unconfined aquifer cases the 
recharge is implemented using a surface infiltration basin (pond) considering 
the flow through an unsaturated zone. At the end of S/O procedures the optimal 
arrangements of abstraction and recharge (locations and depths of abstraction 
and recharge systems (well/pond) and optimal rates of abstraction and 
recharge) are identified in each management scenario.  
Through these evaluations, in this research, a new modified version of the ADR 
management methodology (Abd-Elhamid and Javadi, 2011a, Javadi et al., 
2012) is proposed that is called ADRTWW. The proposed ADRTWW 
methodology consists of three steps; abstraction of brackish water from the 
saltwater wedge, desalination of the abstracted brackish water to meet a part of 
the projected water demand, and artificial recharge of the aquifer using TWW to 
ensure the sustainability of the aquifer (Hussain et al., 2015a, Javadi et al., 
2015). Also, the study attempts to evaluate the effects of simulation types 
(saturate-unsaturated or fully saturated simulation), thicknesses of the 
unsaturated and saturated layers and recovery ratios of the water treatment 
plant on the optimal results of the management methods.  
 
4.2 Applied management models 
Following to the above-listed applications, the confined/unconfined aquifer 
systems are subjected to three different management scenarios: recharge only, 
abstraction only and combination of abstraction and recharge. The efficiency of 
each scenario in term of controlling saline water encroachment is investigated 
and compared in different schemes: 
 
i. Management mode I: Recharge only 
a) Recharge by desalinated water. 
b) Recharge by treated wastewater (TWW). 
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ii. Management model II: Abstraction only 
a) Abstraction of brackish water followed by desalination and use. 
b) Abstraction of brackish water followed by its direct disposal to sea. 
 
iii. Management model III: Abstraction + Recharge  
a) Abstraction of saline water followed by Desalination to use and 
Recharging of the aquifer with the excess of the desalinated water 
(ADR). 
b) Abstraction of saline water followed by Desalination to use and 
Recharging of the aquifer with TWW (ADRTWW). 
c) Abstraction of saline water and direct disposal in the sea followed by 
Recharging of the aquifer with TWW (ADsRTWW). 
 
 Management model I (recharge scenarios): 4.2.1
This management model is designed to maintain (and increase) the seaward 
hydraulic gradient of water using artificial recharge to control SWI. Luyun et al. 
(2011) argued that artificial recharge develops a “freshwater ridge” in order to 
reduce, stop or even reverse the lowered levels of water and protect the system 
against SWI. Desalinated seawater, desalinated brackish water and TWW are 
three possible sources of water to recharge the aquifer. However, desalination 
of seawater is expensive relative to the other two. The majority of the cost of 
seawater desalination is attributed to the high energy consumption (Figure ‎4.1). 
According to Miller (2003) the total cost and  energy consumption of brackish 
water is less than 50% of desalination of  seawater. The contribution of energy 
(electric power) to the unit cost of seawater desalination is fourfold higher than 
that of brackish water (Miller, 2003). Therefore, the desalted brackish water and 
TWW are two reasonable options for aquifer recharge. Accordingly, in current 
research, two different scenarios are considered in the management model I. In 
the first one, the aquifer is recharged by the excess of desalinated brackish 
water, while in the second one it is recharged by TWW. The total dissolved 
solids considered for desalinated water is 250 mg/l and for TWW it is 1300 mg/l. 
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Figure ‎4.1: Cost breakdown for reverse osmosis desalination of a) brackish water and 
b) seawater (after Miller, 2003). 
 Management model II (abstraction scenarios) 4.2.2
In this model, the brackish water is continuously abstracted from the saline 
zone. This results in lowering of water levels near the coastal boundary, 
improving the seaward gradient of groundwater, and reducing the total amount 
of saline intrusion in the aquifer. This model is also assessed through two 
different scenarios, (i) abstraction followed by desalination and (ii) abstraction 
followed by direct disposal to the sea. In the first scenario, the abstracted water 
is desalinated to provide an additional source of water to meet part of the 
demand. And, the second scenario involves the process of abstraction of 
brackish water from the saline wedge and its direct disposal in the sea. This 
process can locally restrict the encroachment of seawater in the coastal 
boundary.  
 Management model III (combined scenarios) 4.2.3
This management model combines the efficiencies of management models I 
and II in controlling SWI. The three different scenarios considered for this model 
are i) abstraction of saline water followed by desalination and recharging of the 
aquifer with the excess of the desalinated water (ADR), ii) abstraction of saline 
water followed by desalination and recharging of the aquifer with TWW 
(ADRTWW), and iii) abstraction of saline water and direct disposal in the sea 
followed by recharging of the aquifer with TWW (ADsRTWW). ADR was 
proposed by Javadi et al. (2012) as an effective method for controlling the 
encroachment of seawater and for enhancing the total productivity of coastal 
aquifer systems. The methodology is based on the continuous pumping of 
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brackish water near the shoreline and desalination of the abstracted water using 
an appropriate desalination model such as reverse osmosis. The excess of the 
produced desalinated water can then be utilized as a source of water to 
recharge the aquifer while the rest of the treated water is used to meet part of 
the water demand (Javadi et al., 2012). The second scenario of management 
model III is the ADRTWW methodology where the abstracted brackish water is 
desalinated and used, while reclaimed (treated) wastewater is utilized for 
artificial recharge. Although this TWW contains a greater salinity than 
desalinated water, it helps to retard the saline water by increasing the seaward 
gradient of water heads. Finally, in the third scenario (ADsRTWW) the 
abstracted water is directly disposed to the sea and an external source of 
reclaimed wastewater (TWW) is used for groundwater recharge.  
The efficiencies of the above SWI barriers are evaluated based on minimization 
of the two conflicting objective functions: total mass of solute present in the 
aquifer (
1f ) and the total operational (i.e. abstraction/recharge, treatment and 
supply costs) and construction costs (i.e. installation and drilling costs) of the 
management process (
2f ) subject to several side constraints. The general 
forms of the objective functions and constraints for the aquifers can be 
expressed mathematically as follows:  
1
1
min Total massof solute
NN
i i
i
f CV

   (4.1)  
 
2 , , , ,min Managment Cost ( , , , , , , , , )r a t d p pm DW TWWf f Qr Qa Da Dr r t          
 
(4.2) 
 
Subject to: 
 
min ma
3
x, ( )mQ Qa Q ayr Qd   (4.3) 
min max, ( )L La Lr m L   (4.4) 
min max, ( )D Da Dr m D   (4.5) 
max total C total Cc  (4.6) 
 
where 1 2andf f  are management objective functions, NN is the total number of 
nodes in the finite element mesh,
iC is the concentration of the solute at node i ,
iv  is the volume of finite element cell at node i , Qa  and Qr are abstraction and 
recharge rates (m3/day), La  and Lr are the horizontal distances (m) of the 
abstraction well and recharge system (well/pond) from the sea boundary, and 
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Da and Dr are the depth (m) of the abstraction and recharge wells respectively.
, ,r a t   ,and d are the unit costs of artificial recharge ($/m
3), abstraction ($/m3), 
treatment ($/m3), and installation/drilling of the well ($/m) respectively. p  
is the 
cost of the construction of the pond ($), pm is the cost of cleaning and 
maintenance of the pond ($), and 
DW and TWW are market prices ($/m
3) of 
desalinated water and reclaimed TWW, respectively. r  is the recovery ratio of 
the desalination plant and t  is the duration of the application of the 
management strategy. In the present work, the SUTRA code is modified to 
calculate total mass of salt in the aquifer ( 1f ) by accumulative multiplication of 
the total solute concentration at each node by the volume of each FE cell at that 
node. 
 
4.3 Developed FE-GA model 
The optimal pattern of each aquifer management strategy can be approximately 
identified through trial-and-error adjustment. In this process the response of the 
simulated aquifer to different range of the considered parameters of the applied 
control approach is calculated. Then, by comparison of the results, the best 
solution is selected. Due to the simplicity of its principle the method has been 
widely used. However, using this approach, only a limited number of design 
options of management methods could be examined and it cannot guarantee 
that the optimum solution will be correctly identified.  Thus, it is necessary to 
use an integration of an optimization tool and the simulation model to search for 
optimal solutions in a wide search space of design variables. The NSGA-II is 
one of the popular multi-objective genetic algorithms that allows to search for 
optimal solutions that meet the design objectives and constraints. In the 
developed S/O model (FE-GA), the FE based simulation model (SUTRA) is 
linked with NSGA-II to identify the optimal solutions for the competing 
management methods. In the developed S/O framework, the numerical model is 
repeatedly called by NSGA-II to calculate state variables (pressures and 
concentrations) in response to each set of generated design variables. After 
evaluating the corresponding fitness of the objective functions and passing 
through multiple elitism and evolutionary processes detailed in chapter 3, the 
trade-off curve of optimal solutions is captured. The developed FE-GA model is 
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used to examine the efficiency of different arrangements of hydraulic barriers 
(outlined in previous section) aiming at impeding saltwater intrusion in both 
confined and unconfined aquifers. 
 
4.4 Applications of the FE-GA model 
 Problem (1): confined aquifer (Henry's problem) 4.4.1
In this section, the optimal responses of one of the most popular benchmark 
problems of saltwater intrusion (Henry's problem) to different management 
strategies are studied using the developed FE-GA framework. This case study 
involves diffusive state of SWI in a confined aquifer, subject to three different 
boundary conditions: constant recharge flux of freshwater on the left boundary, 
hydrostatic seawater pressure on the right boundary and impermeable 
boundaries along the top and bottom boundaries of aquifer. The idealized 
aquifer for the Henry’s problem is shown in Figure ‎4.2. A summary of the 
parameters is presented in Table ‎4.1 according to Hughes and Sanford (2004). 
The domain, 200 m in length and 100 m in height, is discretized using 1250 
elements (each of size 4 m×4 m) and 1326 nodes. Freshwater concentration (
C =0) and natural steady-state pressures are initially set everywhere in the 
aquifer. The natural initial pressure values are obtained through an extra initial 
simulation that calculates steady pressures with the boundary conditions 
described above. The system essentially reaches a steady state after 400 time 
steps, with a time step of 100 minutes. Figure ‎4.3 illustrates the steady state 
variations of concentration and hydraulic head throughout the system. 
 
Figure ‎4.2: Boundary conditions of Henry’s problem. 
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Table ‎4.1: The parameters used in Henry’s problem. 
 
 
 
 
Figure ‎4.3: Variation of a) salinity (%) and b) hydraulic head (m) throughout the 
confined aquifer in steady state condition. 
 
Formulation of optimization models: The model is subjected to the historical 
management scenarios described in the section ‎4.2. Based on available 
parameters in each scenario the corresponding cost objective functions can be 
represented mathematically by the following equations: 
 
Parameter Description Value 
mD  : coefficient of water molecular diffusion [m
2 /s]                     18.86×10-4 
inQ  : inland fresh water flux [ m
3/s] 6.60×10-3 
k  : permeability [m
2] 1.02 ×10-9 
C   : change of fluid density with concentration [kg/m3] 700 
  : porosity  [dimensionless] 0.35 
g  : gravitational acceleration [m /s2] 9.8 
seaC  :  solute mass fraction of seawater [ kg(dissolved 
solids)/kg(seawater)] 
0.0357 
sea  : density of sea water [kg/m
3] 1025 
  : density of fresh water [kg/m3] 1000 
  : fluid viscosity [kg/(m.s)] 0.001 
L , T  : transverse and longitudinal dispersivity [m]  0.0 
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Management model I (Recharge scenarios): 
- Recharge by desalinated water  
2min ( )d r DWf Dr Qr t          (4.7) 
- Recharge by treated wastewater 
2min ( )d r TWWf Dr Qr t          (4.8) 
 
Management model II (Abstraction scenario): 
- Abstraction and desalination 
2min ( )d a t DWf Da Qa t Qa t               (4.9) 
- Abstraction and disposal in the sea 
2min d af Da Qa t        (4.10) 
 
Management model III (Abstraction + Recharge scenarios): 
- ADR 
2min ( )
( )
d r d a t
DW
f Dr Qr t Da Qa t
Qa Qr t
    

             
   
 (4.11) 
- ADRTWW 
2min ( ) ( )d r TWW d a t
DW
f Dr Qr t Da Qa t
Qa t
     

              
  
 (4.12) 
- ADsRTWW 
2min ( )d r TWW d af Dr Qr t Da Qa t                  (4.13) 
 
The artificial recharge process is implemented through deep injection well that 
is the preferable methodology in confined aquifer. The first and second 
management models have mainly three decision variables: location, depth and 
rate of flow for recharge and abstraction wells and the state variables are fluid 
pressure and solute concentration that are calculated by numerical model at 
every node in the domain. The third management model has six parameters as 
combination of all abstraction and recharge parameters, as illustrated in 
Figure ‎4.4. The upper and lower limits of these decision variables shown in 
Equations (4.3)-(4.6) are presented in Table ‎4.2.  
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The value for the maximum permissible level of total salinity in Equation (4.6) is 
106 tons ( maxCc =106 tons) representing the total calculated mass of solute in 
the aquifer under no-management condition. In NSGA-II this equation is defined 
as a constraint equation while the other constraints (Equations (4.3)-(4.5)) can 
be easily delineated by bounding the population space of the design variables 
to be within the given limits in Table ‎4.2. The recovery ratio ( r ) and duration of 
the management model ( t ) are assumed to be 1 and 10 years respectively. 
The values of the constant cost data used in this problem (according to Chen et 
al., 2003, Asano and Bahri, 2010, Javadi et al., 2012) are given in Table ‎4.3. 
 
   
Figure ‎4.4: Schematic sketch for available decision variables in S/O of the confined 
aquifer. 
 
 Table ‎4.2: The upper and lower bounds of side constraints used in the confined 
aquifer of problem 1. 
Parameter Value Unit 
minQ  0.0 m
3/day 
maxQ  432.0 m
3/day 
minL  0.0 m 
maxL  200.0 m 
minD  0.0 m 
maxD  100.0 m 
maxtotal Cc  106.0 tons 
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 Table ‎4.3: The values of the constant cost parameters used. 
Parameter Value Unit 
a  0.42
a $/m3 
r  0.48
a $/m3 
t  0.60
a,b $/m3 
d  500
c $/m 
DW  1.50
a,d $/m3 
TWW  0.25
e,f
 $/m
3
 
 a
Abd-Elhamid and Javadi (2011a) and Javadi et al. (2012);
b
Zhou and Tol (2005);  
           
 c
 assumed; 
d
Isaka (2012); 
e
Chen et al. (2003) and 
f
Abazza (2012)  
 
In the developed evolutionary simulation-optimization approach, the optimal 
solutions are obtained by genetic algorithm using 100 generations and a 
population size of 100. Also, the values of 0.9 and 0.0025 are used for 
probabilities of crossover and mutation respectively. The computational time of 
the analysis for each scenario is about 3 hours on an Intel(R) Core(TM) i7-2600 
CPU @ 3.40GHz (8 CPUs) with 16 GB RAM. The Pareto fronts of the optimal 
solutions obtained from this process and for all management scenarios are 
illustrated in Figures ‎4.5, ‎4.6 and ‎4.7. 
 
Management model I: The results for the recharge scenario show that 
recharge by TWW with 1300 mg/l solute concentration has better efficiency than 
recharge by desalinated water with lower TDS of 250 mg/l (Figure ‎4.5). This is 
due to the lower market value of TWW as compared with desalinated water. In 
both schemes of this scenario, the seaward location of recharge well is 
recommended (by the framework) as the most environmentally friendly and 
economical policy. In the majority of the optimal solutions along the Pareto front 
Lr =32 m and Dr =96 m are the optimal location and depth of the recharge 
wells. This finding confirms the experimental, analytical and numerical results 
presented by Luyun et al. (2011) suggesting the importance of deep recharging 
of the aquifer in front of the saltwater wedge to increase the effectiveness of the 
injection system against SWI. In terms of optimal rate of recharge, both 
schemes follow the same trend. Generally, the system incorporating TWW 
recharge requires greater quantity of water than the other system involving 
recharge by desalinated water to control the total mass of solute at the same 
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level. This is attributed to lower levels of concentration in desalinated water as 
compared to TWW. The points on the optimal curves with higher salinity 
levels/lower cost values corresponded to the conditions where the recharge rate 
is relatively low or it is implemented at locations further and higher from the toe 
of saltwater wedge. 
 
Figure ‎4.5: Optimal trade-off curves of recharge scenarios in problem 1. 
Management model II: Within this management model, desalination of the 
abstracted brackish water for public use is the first scenario; and the direct 
disposal of the abstracted water to sea is the second competing scenario. The 
optimal trade-off curves of these scenarios are illustrated in Figure ‎4.6 revealing 
the greater success of the first scenario compared with the second scenario in 
terms of both management cost and aquifer salinity control. In the first scenario, 
the negative values of cost function represent the total net benefit obtained 
which is resulted from the monetary value of the desalinated water. The 
locations (La ) ranging from 16 to 24 m, depths (Da ) from 88 to 96 m and 
pumping rate (Qa ) with almost maximum value (372 to 432 m
3/day) are the 
optimal pumping pattern determined by S/O to identify the trade-off curve of this 
scenario. In the second scenario the optimal location and depth of pumping well 
are 20-24 m and 96 m respectively along the line of best solutions. 
Furthermore, the optimal rates of pumping along this trade off shows a gradual 
increase as total mass of solute is reduced. Overall, both scenarios control SWI 
with lower costs than the recharge scenarios. However, in the abstraction 
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scenario there is no significant reduction in the total concentration in the aquifer 
compared with both recharge scenarios. 
 
Figure ‎4.6: Optimal trade-off curves of abstraction scenarios in problem 1. 
Management model III: The ADR, ADRTWW and ADsRTWW are the three 
competing scenarios in the management model III. The evidence from this 
scenario, as shown in Figure ‎4.7, indicates that although the ADR could be 
effective in controlling SWI, it is outperformed by ADRTWW. The ADRTWW 
which involves continuous pumping of saline water, desalination of the 
abstracted water for domestic and irrigation purposes and recharge of the 
aquifer with TWW, offers significantly higher efficiency in terms of minimizing 
total cost and salt concentration than all other strategies within the management 
models I,II and III.  
Looking at the optimized design variables of each scenario for the points 
constructing the Pareto-optimal fronts illustrated in Figure ‎4.7, the optimal 
arrangements of the recharge and pumping wells in terms of locations, depths 
and rates are Lr = 20 to 44m , Dr = 28 to 96 m and Qr = 0 to 432 m
3/day, La = 
4 to 16 m, Da = 40 to 96 m and Qa = 418 to 432 m
3/day in ADR; Lr = 28 to 128 
m, Dr = 6 to 96 m and Qr = 0 to 432 m
3/day, La = 4 to 24 m, Da =76 to 96 m 
and Qa =428 to 432 m
3/day in ADRTWW ; and Lr = 20 to 148m ,Dr = 16 to 96 
m and Qr = 7 to 216 m
3/day,La = 4 to 16 m, Da = 40 to 96m  and Qa = 7 to 396 
m3/day in ADsRTWW. Generally the higher rates of both recharge and 
abstraction correspond to the points with higher economic and lower 
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environmental costs on each trade off curve. In contrast, the recharging of the 
aquifer at low-depth positions, far from the coastline and at the low rates are the 
controlling patterns approaching to the optimal solutions with relatively low 
environmental efficiency ranks.  
In order to evaluate the capabilities of the ADRTWW methodology, the changes 
in heads and concentrations in this scenario are evaluated at the chosen 
optimal solutions S1, S2,…S5 which are marked in Figure ‎4.7 and selected 
based on engineering judgment in terms of objective functions. The final steady 
state distributions of salinity and the total hydraulic heads throughout the 
system for these solutions are illustrated in Figures ‎4.8 and ‎4.9 respectively.  
The results show the seaward advancement of hydraulic head and thus the 
retardation of the saline wedge in the aquifer as compared with the no-
management scenario. The general enhancement of the water heads in 
solutions S1 associated with injection of significant amount of water shows a 
better environmental effectiveness than the other solutions but with higher 
economic cost. On the other hand, the pattern in the other solution along the 
Pareto is reversed by moving in direction toward the solutions S5.  The results 
obtained for these five solutions of ADRTWW in terms of the optimal flow rates, 
depths and locations of the abstraction/recharge wells with the corresponding 
total costs are summarized in Table ‎4.4. 
In the solution S1 the deep location of the recharge well near the coastline and 
injection of a large quantity of water (402.2 m3/day) is identified to optimally 
control SWI with cost of $410,700 leaving 34.3 tons of total salinity in the 
aquifer. The optimum location of the recharge well in solution S5 is far enough 
from the coastline and it is screened at low-depth wherein it requires only 7.3 
m3/day of recharge to control SWI, and with $673,400 total benefit, while 92.3 
tons of salinity will still be left in the aquifer.  
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Figure ‎4.7: Optimal trade-off of combined scenarios in problem 1. 
 
 
 
 
 
 
 
Figure ‎4.8 continued 
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Figure ‎4.8: Steady state variation of solute concentration (%) in the confined system 
for selected solutions of ADRTWW. 
 
 
Figure 4.9 Continued 
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Figure ‎4.9: Steady state variation of hydraulic head (m) in the confined system of 
problem 1 for selected solutions of ADRTWW. 
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Table ‎4.4: Summary of the optimal results obtained in the selected solutions of the 
ADRTWW methodology applied on the confined aquifer of problem 1. 
Model 
L  
(m) 
D  
(m) 
Q  
(m3/day) 
Total C  
(tons) 
Cost 
×1000 
($)* 
No Management - - - 106.0 - 
S1 
A 4 96 432.0 
34.3 410.7 
R 28 96 402.2 
S2 
A 8 96 432.0 
68.8 -328.1 
R 28 96 124.9 
S3 
A 16 92 430.8 
81.9 -506.7 
R 40 96 57.8 
S4 
A 12 96 431.9 
87.8 -571.7 
R 40 92 34.2 
S5 
A 24 96 431.9 
92.3 -673.4 
R 124 32 7.3 
     *-ve value represents the benefit 
 
In solution S1 the economic cost to supply a large quantity of recharge water 
and in solution S5 the environmental cost are still the main concerns. With an 
intermediate level of control, for instance solution S2 controls the inland 
penetration of the saltwater wedge at reasonable economic and environmental 
costs. The main aspect of efficiency of this model is about minimization of total 
concentration of solute in the aquifer as it reduced the total mass of solute by 
more than 35%. This optimal arrangement justifies all the cost spent on the 
system by saving more than $328000 from selling the desalinated water. The 
total required amount of the recharge water in this solution (S2) of the 
ADRTWW is about 29% of the abstracted water. Unlike ADR, ADRTWW uses 
all the abstracted brackish water after its desalination to meet the water 
demands in various sectors. This finding is thought to be an important 
contribution of the ADRTWW. Figure ‎4.10 shows the general performance of 
these solutions in controlling SWI compared with no-management scenario in 
the form of 50% isochlor lines. 
In summary, the results confirm that the proposed method, ADRTWW, provides 
the least cost and least salt concentration in the aquifer and in the meantime, 
maximizes the retardation of freshwater/saline water interface. So, the 
movement of seawater body is significantly reversed back to the seaside. In 
addition, this method requires less volumes of recharge water for optimal 
control of SWI. Considering the cost of desalination, it would be preferable 
(more cost-effective) to recharge the aquifer using the TWW in real case studies 
and to use the desalinated water to meet the domestic demands. 
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Figure ‎4.10: Comparison of the 50% isochlors for the chosen optimal solutions in 
ADRTWW scenario and no-management scenario of problem 1. 
 Problem (2): unconfined aquifer with deep unsaturated zone 4.4.2
In this section, the application of the FE-GA model on a hypothetical case study 
of an unconfined aquifer is studied subjected to the same management models 
I, II and III involving artificial recharge, abstraction of brackish water, and 
combined abstraction and recharge respectively. However in this case the 
recharge is implemented using a surface pond system instead of deep injection. 
In addition, by considering the unsaturated flow in the vadose zone, different 
scenarios are examined for each management model. Particular emphasis is 
placed on TWW as a reliable and economic source of water for artificial 
recharge of aquifers. The inherent benefits associated with the use of this 
reclaimed source of water in artificial recharge include substantial recovery of 
groundwater levels, offsetting the seasonal variations in water supply, 
improvement of aquifer water quality, and control of SWI (Li et al., 2006). During 
the S/O process, the optimal location and depth of abstraction well and location 
of recharge pond and rates of abstraction/recharge in each method are 
assessed. 
To simulate the unconfined flow system more realistically, by accounting for the 
impacts of the infiltration of the recharged surface water through the vadose 
zone, saturated-unsaturated simulation of flow condition should be considered. 
This is because the water pressure distribution and the recharge rate of the 
ponded water towards the underneath layers are controlled by the hydro-
geological properties of the vadose zone.  In majority of the previous studies 
this factor has been generally ignored during the simulation of unconfined 
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aquifers. This is thought to avoid computational burden caused by simulation of 
the unsaturated flow. In this section the flow is simulated under saturated-
unsaturated condition even during S/O procedure. To this end, van Genuchten’s 
model for describing the water retention characteristics of soil is used to 
simulate the unsaturated flow in the vadose zone. 
 
Figure ‎4.11: Model geometry and boundary conditions in problem 2. 
Model description: An unconfined aquifer with dimensions 200 m by 100 m is 
evaluated as a 2D hypothetical case study using the developed S/O framework 
(Figure ‎4.11).The model is discretized using 2600 quadrilateral elements and 
2706 nodes. Freshwater and seawater pressure boundaries of the aquifer are 
specified by assigning hydrostatic water heads for the left and right boundaries 
of the model. In the model an unsaturated layer overlies a saturated layer. The 
bottom boundary of the aquifer is assumed to be impermeable to water and 
solute. Table ‎4.5 describes the main input data used for the simulation model. 
A fine spatial discretization is used for the unsaturated layer. Also, in order to 
converge and limit the oscillatory results  of the numerical calculations, the 
system is discretized with a time step of 0.05 days (Voss  and Provost, 2010). 
To obtain the natural initial values of pressure within the domain, first a steady 
state solution is obtained through an extra simulation with 20000 time steps. 
Figure ‎4.12 illustrates the result of salinity distribution through the system in 
steady state condition and under the above mentioned boundary conditions. 
The total calculated mass of solute entering the aquifer is 92 tons at steady 
state condition. Moreover, to simulate a plan for future demand, a production 
well pumping fresh water with a constant rate of 26 m3/day at a location 40 m 
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from the inland boundary and a depth of 70 m is incorporated into the model. 
The location of the production well and the corresponding steady state salinity 
distribution of the model under this pumping condition is shown in Figure ‎4.13. 
The results in Figure ‎4.13 show that the aquifer and the planned production well 
are threatened by seawater intrusion. In order to alleviate this problem, a 
management action is required to be taken to comply with the planned demand 
for water supply while protecting the aquifer against SWI. 
Table ‎4.5: Values of parameters used in simulation of problem 2. 
*required parameters in van Genuchten (1980) model for unsaturated flow 
 
 
Figure ‎4.12: Natural variation of concentration through the unconfined system of 
problem 2 in steady state condition (%). 
 
Parameter Description Value 
mD   : coefficient of water molecular diffusion [m
2/s]                      1.0×10-9 
C   : change of fluid density with concentration  [kg/m3]  700 
g  : gravitational acceleration [m/s2] 9.8 
seaC  
: solute mass fraction of seawater  
[kg(dissolved)/kg(seawater)] 
0.0357 
sea  : density of sea water [ kg/m
3] 1025 
  : fluid viscosity [kg/(m.s)] 0.001 
L  : transverse and longitudinal dispersivity [m]  5.0 
T  : transverse dispersivity [m] 0.5 
k  
: permeability of saturated zone [m2] 5.0 ×10-11 
: permeability of unsaturated zone[ m2] 2.5 ×10-13 
  : porosity of saturated zone[ dimensionless ] 0.3 
resS * : residual saturation at immobile state of flow 0.23 
 * : curve-fitting parameters [(m.s2)/kg] 2×10-4 
n * : curve-fitting parameters 1.3 
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Figure ‎4.13: Steady state distribution of salinity due to 26 m3/day pumping from 
production in problem 2. 
 
 
Figure ‎4.14: Schematic sketch for the decision variables used in S/O of the 
problem 2. 
Formulation of optimization models: To restrict the damage caused by the 
saline intrusion wedge during pumping of freshwater from the production well, 
the efficiency of different arrangements of hydraulic barriers in terms of 
environmental and economic costs is examined in this unconfined aquifer. 
Different scenarios of artificial recharge through surface basin (management 
model I), abstraction of brackish water (management model II) and a combined 
system of abstraction and recharge (management model III) are the control 
models evaluated. The general design variables considered in the S/O of this 
new model are summarized in Figure ‎4.14. 
Following the general forms of the objective functions 1f and 2f in Equations (4.1)  
and (4.2), p  and pm  are the two new cost terms that should be introduced in 
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the formulation of the cost function. p  is the cost of the construction of the 
pond ($), pm is the cost of cleaning and maintenance of the pond ($), which are 
specifically related to the new surface recharge system defined in management 
scenarios. p for a pond with dimensions 15 m x 2 m x 1m is assumed to be 
$350 that includes only the cost of soil excavation ($10/m3) and removal ($12/ 
truck load, assuming the volume of truck bucket is 8m3). The pm is assumed to 
be 10% of the construction cost. The cost of artificial recharge by the pond 
r is 
also assumed to be 0.12  $/m3 , which is equivalent to 25% of the recharge cost 
by deep injection  (0.48 $/m3 in problem 1). This ratio could be even lower in 
local areas depending on the volume of water and the horizontal distance from 
the surface source (Zhou and Tol, 2005). 
A different cost factor is assumed for installation/drilling of the well in unconfined 
aquifer ( d = $200/m), but the other cost parameters used are same as 
described in Table ‎4.3 for Henry’s problem. The two conflicting objective 
functions, minimization of the total solute mass in this unconfined aquifer ( 1f ) 
and the total operational and construction cost of the management process ( 2f ) 
are subject to the following new side constraints: 
 Table ‎4.6: The upper and lower bounds of side constraints used in the 
unconfined aquifer of problem 2. 
Parameter Value Unit 
minQ  0.0 m
3/day 
maxQ  52.0 m
3/day 
minL  0.0 m 
maxL  200.0 m 
minD  30.0 m 
maxD  100.0 m 
maxtotal Cc  92 tons 
 
In Table ‎4.6 the lower and upper limits of the applied range forDa represent the 
approximate thickness of the saturated zone of the aquifer which is the capture 
zone of pumping well. The used value for the maximum permissible level of 
total salinity ( maxCc ) in Equation (4.6) is 92 tons that represents the total 
calculated mass of solute in the aquifer under no- management condition prior 
to the pumping. The cost objective function ( 2f ) with for these management 
models can be expressed as: 
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Management model I (recharge scenarios): 
1- Recharge by excess of desalinated water  
2min ( )p pm r DWf Qr t           (4.14) 
2- Recharge by treated wastewater 
2min ( )p pm r TWWf Qr t           (4.15) 
 
Management model II (abstraction scenarios): 
1- Abstraction and desalination  
2min ( )d a t DWf Da Qa t Qa r t                (4.16) 
2- Abstraction and disposal in the sea 
2min d af Da Qa t        (4.17) 
 
Management model III (combined scenarios): 
1- ADR 
2min ( )
( )
p pm r d a t
DW
f Qr t Da Qa t
r Qa Qr t
     

             
    
 (4.18) 
2- ADRTWW 
2min ( ) ( )p pm r TWW d a t
DW
f Qr t Da Qa t
Qa r t
      

             
    
 (4.19) 
3- ADsRTWW 
2min ( )p pm r TWW d af Qr t Da Qa t                   (4.20) 
 
The optimal results in these SWI control models are derived by employing the 
FE-GA procedure for a management period of 10 years. To account for the 
freshwater demands in the area (i.e. 26 m3/day), these management scenarios 
involve continuous abstraction of freshwater from the production well with a 
constant rate of 26 m3/day. A recovery ratio ( r ) of 60% is assumed for 
desalination of brackish water. The following parameters are used by NSGA-II: 
total number of generations is 100, population size is 50, and probabilities of 
crossover and mutation are 0.9 and 0.0025, respectively. 
 
Management model I (recharge scenarios): Artificial replenishment of 
groundwater with desalinated and TWW are the two scenarios accomplished in 
this management model. The recharge is implemented by designing a surface 
percolation pond 15 m long and 2 m deep. The average rate of recharge 
calculated by SUTRA directly under the pond is 0.35 m/day. It is manifested 
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from this constant rate of recharge (and as shown in Equations (4.14) and 
(4.15)) that the cost functions (
2f ) in each of these two scenarios will have a 
fixed value. Therefore, the number of objective functions of the recharge 
scenarios is reduced to one. Accordingly, in these scenarios the horizontal 
location of the artificial infiltration basin (Lr ) is the only decision variable; 
therefore, the optimal value of the total solute mass in the system (
1f ) can be 
evaluated by changing Lr along the length of the domain and numerically 
calculating the corresponding values of 
1f  instead of S/O optimization 
(Figure ‎4.15). The optimal location of the pond (Lr ) is found to be between 65 
m and 100 m from the shoreline.  
The results for the recharge scenario show that the cost of recharge by 
reclaimed wastewater is $7386, which is about a quarter of the cost of the 
recharge by desalinated water ($31040) owing to the lower market value of 
reclaimed wastewater compared with desalinated water. The artificial 
groundwater recharge by desalinated water, which contains a lower content of 
total dissolved solids results in better control on saltwater intrusion and further 
repulsion of the saline water wedge than recharge by reclaimed TWW. Both 
scenarios generally fail to control the total mass of solute in the aquifer below 
the indicated maxCc value (92 tons for natural steady state condition).  
   
Figure ‎4.15: Variations of total concentration in the system with the pond location in 
the recharge scenarios of problem 2.  
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Management model II (abstraction scenarios): To support the argument that 
the continuous and controlled extraction of saltwater from the saline wedge can 
locally restrict the encroachment of saline water, in this management model the 
pumping of the brackish water near the coastline should be served by S/O as 
an optimal search space satisfying the objective functions and side constraints 
of the management problem. The cost function has a direct relationship with the 
optimal rate of pumping and the location and depth of the abstraction well. 
Therefore, as shown in Figure ‎4.14, La , Da , and Qa  are the decision variables 
of this scenario.  
Equations (4.16) and (4.17) are the net cost objective functions for (i) 
abstraction followed by desalination and use, and (ii) abstraction followed by 
direct disposal in the sea; the two competing scenarios in the management 
model II. In the first scenario, the cost of desalination and the benefit gained 
from the value of this desalinated water are included in the cost function. 
However, by considering the recovery ratio of desalination plants, considerable 
amounts of abstracted water which feed the desalination plant will be rejected 
and leave the system as concentrated brine. Depending on the feed water 
quality, typical recovery ratios vary from 50 to 80% for brackish water (and 20 to 
40% for seawater) using standard reverse osmosis plants (Singh, 2013). For 
this reason, the ratio is also accounted in the cost function of the first scenario.  
The trade-off curves obtained for this management model are shown in 
Figure ‎4.16. Both scenarios successfully control SWI. However, the abstraction 
of brackish water followed by desalination is more efficient compared with the 
cases of direct disposal of the withdrawn saline water in the sea. According to 
the trade-off curves, the range of optimal location and depth of pumping well 
and rate of pumping  are 20-65 m, 92-96 m, and 6.5-45 m3/day, respectively, for 
the first scenario and 15-65 m, 92-98 m, and 6.5-52 m3/day for the second  
scenario. Also, along the Pareto front of the best solutions, the optimal pumping 
rates follow an increasing trend with the seaward movement of the abstraction 
well. The inclusion of the monetary value of the desalinated water as a benefit 
in the management process is a key factor in the success of the first scenario. 
 
Management model III (combined scenarios): By combining the coupled 
action of the first and the second management models within the three different 
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arrangements ADR, ADRTWW and ADsRTWW, the scenarios of management 
model III are introduced and studied using the FE-GA model. In original ADR 
methodology proposed by Javadi et al. (2012), the desalinated water is injected 
into the deep aquifer by recharge wells. However, here surface pond is used to 
collect the excess of desalinated water and recharge the aquifer. The cost 
function for the ADR scenario is represented by Equation (4.18). By including 
the recovery ratio ( r ) and market price of desalinated water (
DW ) in the 
function, the net benefit from the value of the desalinated water is calculated 
and included in the equation. As the ADRTWW is principally based upon the 
application of TWW for recharge purposes, the cost of this new source of 
recharge is included in the relevant Equation (4.19) as the 
TWW  term. Finally, 
Equation (4.20) is the net cost objective function of the ADsRTWW scenario 
that relies on continues extraction of brackish water and its direct disposal to 
sea without treatment and application of TWW for groundwater recharge.  
From the optimal results obtained for the location of the pond in the 
management model I (Figure ‎4.15), the location of the recharge basin (Lr ) in 
these combined scenarios is fixed at a distance of  80 m from the sea boundary 
in order to guarantee the maximum efficiency of the recharge system. 
Therefore, in this management model three decision variables La ,Da and Qa of 
the barrier well are considered. All three scenarios proposed in this 
management model show their capability to optimally control SWI (Figure ‎4.17). 
Along the trade-off lines, the optimal  ranges for La , Da , and Qa are 20-50 m, 
84-98 m and 9-41 m3/day, respectively, for the ADR scenario; 15-50 m, 84-96 
m, and 9-52 m3/day for ADRTWW; and 20-65 m, 94-98 m, and 5-41 m3/day for 
the combined scenario ADsRTWW. In terms of minimizing the total cost and 
salinity concentration, the results indicate that the second scenario (ADRTWW) 
offers a significantly greater efficiency than the other scenarios. 
In contrast, taking all the results together, it is found that the first scenario of 
management model II (abstraction + desalination) has the best performance 
among all the three control models. Accordingly, Figure ‎4.18 compares the 
Pareto fronts of optimal solutions for this scenario of abstraction only model with 
ADRTWW demonstrating this fact. So, in an attempt to cover a wide range of 
tasks and to justify this behaviour of combined scenarios, which is suspected to 
be related to the functionality of the surface recharge system and thickness of 
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saturated and unsaturated layers, the following new comprehensive analyses 
are outlined by modifying the geometry of the aquifer in problem 3 and 4.  
 
 
Figure ‎4.16: Optimal trade-off curves of abstraction scenarios in problem 2. 
 
 
Figure ‎4.17: Optimal trade-off curves of combined scenarios in problem 2. 
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Figure ‎4.18: Comparison of the optimal Pareto fronts of the ADRTWW and abstraction 
only scenarios addressed in problem 2. 
 
 Problem (3): unconfined aquifer with shallow unsaturated zone 4.4.3
(effects of unsaturated zone thickness on optimal solutions) 
In order to study the effect of the depth of the vadose zone (dz ), the aquifer is 
modified to include a thin layer of unsaturated zone. The new model has a total 
thickness of 80 m. All the other boundary conditions and simulation parameters 
remain the same as before, subjected to same rate of abstraction from the 
production well. The Pareto fronts of this new model with a thin layer of 
unsaturated zone (dz  10 m) are determined for the first scenario of model II 
and ADRTWW and the results are compared with those of an aquifer in the 
previous example with a thicker vadose zone (dz   30 m), as illustrated in 
Figure ‎4.19. Despite the positive effects of the new system (aquifer with dz  10 
m) on the optimal results in both management cases, the ADRTWW again fails 
to surpass the efficiency of the first scenario of the abstraction scenario. For this 
reason it is pointed out that utilization of recharge by the surface pond only and 
in combined scenarios should not be recommended for aquifers with a thicker 
unsaturated zone unless the number of the recharging ponds is increased. 
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This zone is in direct contact with the saline water body which can result in 
Total C (tons)
30 40 50 60 70 80 90 100
C
o
s
t 
($
) 
 x
 1
0
0
0
15
20
25
30
35
40
45
50
55
Abstraction+Desalination
ADRTWW
 109 
 
greater penetration at the saltwater/freshwater interface. Therefore, the 
illustrated recharge system does not have the capability to repel this large 
quantity of intruded saline water even if the thickness of the unsaturated zone is 
small. This paves the way for further research to investigate the efficiencies of 
the developed management processes in unconfined aquifers with thinner 
saturated layers (Problem 4).  
 
Figure ‎4.19: Effects of thickness of unsaturated layer on Pareto fronts of abstraction 
only and ADRTWW scenarios. 
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boundary conditions as for the reference model (problem 2). The location of this 
production well is fixed at 40m-horizontal distance from inland boundary and 
30m-depth below ground surface. Figure ‎4.20 shows the location of this 
production well and the resulting steady state distribution of salinity in the 
aquifer before and after the pumping. The 50% iso-concentration lines are used 
to represent the levels of salinity. The system reached steady state after 15,000 
time steps each with the duration of 0.05 day. The total calculated mass of 
intruded solute in the system is 27 tons and 98 tons prior to and after pumping, 
respectively. The results in Figure ‎4.20 clearly show that the aquifer and the 
planned production well are threatened by SWI.  
 
 
Figure ‎4.20: Steady state distributions of salinity (0.5 isochlors) under pre- and post-
pumping conditions in unconfined flow system of problem 4. 
In order to alleviate the undesired effects, a management action seemed 
necessary to help comply with the planned demand for water while protecting 
the aquifer against SWI at the same time. All the management models I, II and 
III (i.e. recharge only, abstraction only and combination of abstraction and 
recharge) and their corresponding scenarios are re-evaluated in this new flow 
system with shallow hydrological setting. The economic and environmental cost 
functions formulated in Equations (4.14)-(4.20) are subjected to the following 
set of constraints: 
 30  /   52Qa m day   (4.21) 
 0    200La m   (4.22) 
 10    30Da m   (4.23) 
max  (27 )total C total Cc tons  (4.24) 
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Management model I (recharge scenarios): Similar to the problem 2 and due 
to the fixed value of the cost function (
2f ) of the recharge scenarios the effective 
location of the pond (Lr ) is obtained through a parametric study conducted by 
changing the pond location along the length of the domain while simultaneously 
calculating the total solute mass (
1f ) in the system. The pond dimensions and 
the calculate recharge rate are kept unchanged with respect to the previous 
problems (i.e. 15 m × 2 m × 1 m andQr = 0.35 m/day). Figure ‎4.21 shows the 
effects of the recharge location on the overall solute mass of the aquifer at the 
corresponding steady state conditions of the both recharge scenarios. The 
distance between 50 and 85 m from the seaside is recommended as the most 
environmentally friendly locations for designing of the surface pond system. 
 
Figure ‎4.21: Variations of total concentration in the system with the pond location in 
the recharge scenarios of problem 4. 
The results of the recharge scenarios show that the associated costs of artificial 
recharge by desalinated water and  TWW are $31040 and $7386  respectively 
for the considered period of time ( t =10 years). The recharge basin fails to 
satisfy the efficiency requirements of the management process to reduce the 
total mass of solute to less than 27 tons which is obtained from pre-pumping 
condition. However, in comparison to the post pumping condition with total 
mass of solute of 98 tons, the recharge scenarios can be considered as reliable 
options to mitigate the SWI where the total mass of solute in the system is 
significantly reduced (i.e. to less than 98 tons) owing to the recharge 
implementation. It is predicted that coupling of this positive aspect of recharge 
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model simultaneously with the best features of the abstraction only model would 
enhance the aquifer’s water quality. 
 
Management model II (abstraction scenarios): The Pareto fronts obtained 
from the FE-GA process in the management models II are illustrated in 
Figure ‎4.22. In these scenarios there is no significant reduction in the values of 
1f  restricted between the narrow range of 25.5 and 27.0 tons. In both scenarios 
these solutions are identified by the following optimal pumping pattern: La = 15 
m, Da = 35 m and Qa ranging between 41.5 and 50.2 m
3/day. 
 
Figure ‎4.22: Optimal trade-off curves of abstraction scenarios in problem 4. 
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Management model III (combined scenarios): In order to guarantee 
maximum efficiency from the recharge system in all three management 
strategies of the combined model, the effective location of the pond is fixed at 
65 m from the shoreline (Lr = 65 m) supported by the effective location 
identified in management model I (Figure ‎4.21).  Figure ‎4.23 shows the results 
of the trade-off between the two objectives in the ADR, ADRTWW and 
ADsRTWW. All scenarios show high capability to optimally control SWI. 
However, the results indicate that the ADRTWW shows a significantly greater 
efficiency in terms of minimizing the total cost and salinity than the other two 
strategies. This is because ADRTWW offers the whole abstracted and 
desalinated water as an additional source of water supply. Including this term 
( )DWQa r t     in the cost function of ADRTWW scenario, Equation (4.19), 
makes this scenario different from ADsRTWW. This results in a relatively flatter 
slope for the trade-off curve of ADRTWW compared with ADsRTWW. 
Therefore, the shape and slope of the trade-off curves are influenced by the 
terms considered in the objective function. Moreover, although TWW contains 
greater TDS than the desalinated water, it also has the effect of slowing the 
saline water advance by increasing the seaward gradient of water heads.  
On the trade-off curves shown in Figure ‎4.23, the optimal locations of the barrier 
wells and the corresponding optimal pumping rates are determined by the S/O. 
The illustrated optimal solutions are the result of water being pumped at 
effective locations (distance <25 m from shore line boundary and DA>35 m). 
From physical point of view, the production (abstraction) wells cause the 
saltwater wedge to move towards land. Therefore, to mitigate this effect, the 
barrier wells should be located at the zone with the highest salinity inside the 
saltwater wedge to increase the efficiency of the management process. In other 
words, at such near coast locations the level of violation of the side constraint 
formulated in Equation (4.24) decreases. Consequently, the optimal solutions 
with best performance along the trade-off curves should be resulted from these 
set of pumping locations. The optimal points on the Pareto fronts correspond to 
pumping rates in the range of 6.8-29.0 m3/day (see Table ‎4.7). 
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Figure ‎4.23: Optimal trade-off curves of combined scenarios in problem 4. 
It is emerged from the results of the problems 2 and 3 that the first scenario of 
the management model II (abstraction only) showed a relatively better efficiency 
than all other strategies in deep aquifers. Therefore, in this section the Pareto 
fronts of the first scenario of the model II and ADRTWW for the new aquifer are 
compared and the results are shown in Figure ‎4.24. The results show that 
ADRTWW is significantly more efficient in terms of minimizing the total cost and 
salinity. Consequently, the ADRTWW management methodology can be 
recommended to control SWI in relatively shallow unconfined aquifer systems.  
In order to examine the capabilities of ADRTWW, the final steady state 
distributions of salinity throughout the system are presented in Figure ‎4.25 for 
the three optimal solutions (marked as S1, S2, and S3 in Figure ‎4.24). These 
solutions are selected along the Pareto front based on engineering judgment in 
terms of the objective functions. Their performances in controlling SWI are 
compared with the no-management scenario. The optimal locations of pumping 
well are determined as 10 m, 15 m, and 20 m from the sea boundary for these 
three solutions S1, S2, and S3, respectively. Also, 23.9 m3/day, 15.5 m3/day, 
and 9.9 m3/day are the optimal rates of pumping in these selected solutions, 
respectively. The optimal depth of the pumping well is 37 m below the top 
boundary for all three solutions.  
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In summary, the economic functionality of the first scenario of the management 
model II (abstraction only) indicates that it is a cost effective method for deep 
aquifers. The study confirms previous findings that suggest the installation of 
deep wells for recharge in deep aquifers. Furthermore, the injection of TWW in 
combined scenarios could increase their efficiencies in tackling the SWI 
problem in deep aquifers. However, application of TWW and/or storm water 
coupled with continuous abstraction of brackish water and its desalination and 
use (i.e. ADRTWW) is the most cost effective method to control the 
encroachment of saltwater in small-unconfined aquifers with relatively thin 
saturated layers.  
 
Figure ‎4.24: Comparison of the optimal Pareto fronts in ADRTWW and abstraction 
only scenarios addressed in the small unconfined aquifer of problem 4. 
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Figure ‎4.25: Steady state salinity distribution (%) of the system in problem 4, where 
no-management is employed (a) and the three selected optimal management solutions 
of the ADRTWW scenario (b, c and d). 
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It has been discussed by Flint et al. (2000) that the water travel time in 
unsaturated zone is related to the rate of infiltration, effective porosity and the 
thickness of this zone itself. Hunt et al. (2008) emphasized the importance of 
consideration of unsaturated properties of flow during the transient simulation of 
aquifers. However, in systems with thicker unsaturated zones, under steady 
state condition the volume of infiltrated water can be simply and correctly 
simulated under fully saturated condition, but the timing and short-term rate of 
recharge would be incorrect. In Hunt et al. (2008) an aquifer with 15 to 26 m 
thicknesses of vadose zone has been referred to as having a relatively thick 
unsaturated zone. Similarly, it was noted by Mahmoodzadeh et al. (2014) that 
for multi-layer aquifer, involving of the unsaturated zone seems to be essential 
to get more realistic simulation. It was shown that a thicker lens of groundwater 
can be adopted by simulation of the aquifer under saturated-unsaturated 
scheme. Generally, the unsaturated zone is characterized by smaller 
conductivities than the saturated zone and thus the water movement (in general 
term) and the infiltration (in particular term) through this zone is slower than 
saturated flow conditions (Smedt, 2006). Consequently, a higher rate and 
amount of inland penetration of saline water wedge may result from simulation 
under saturated-unsaturated condition than under fully saturated condition.  
All aforementioned points from the literature confirm the situation of the 
simulated aquifer in this problem, which is also an example of multi-layer aquifer 
with thin unsaturated zone. It can be clearly seen from the results of the 
recharge scenarios (Figure ‎4.26) that simulation of the aquifer under fully 
saturated condition underestimates the predicted risks of SWI and thus it is no 
longer acceptable to ignore the unsaturated flow of water especially in 
scenarios invoking artificial infiltration processes. This claim is evidenced by the 
Pareto fronts illustrated in Figure ‎4.27 that are achieved using both schemes 
within FE-GA procedure in the combined scenarios. The optimal abstraction 
rates in both schemes related to these Pareto optimal fronts are illustrated in 
Figure ‎4.28 for the ADR, ADRTWW and ADsRTWW scenarios. The results 
achieved from simulation under saturated-unsaturated condition should be 
considered as the critical or worst case conditions of SWI tending to make the 
management scenarios more effective, more representative and less valuable 
to the future unwanted risks. In fully saturated condition the aquifer is simulated 
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with coarser temporal resolution, where a time step of 1 day is used instead of 
0.05 day which has been used for simulation of flow under saturated-
unsaturated condition. The total time steps for the new steady-state condition of 
the aquifer are 700. Therefore the whole S/O process under fully saturated 
condition is much quicker (only 0.8 days) for the same number of generations 
and population size that have been used in saturated-unsaturated condition.  
 
 
   
Figure ‎4.26: Comparison of the results obtained by saturated and unsaturated flow 
modelling in the recharge scenarios of problem 4. 
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Figure ‎4.27: Comparison of the optimal Pareto fronts obtained by applications of 
saturated and unsaturated flow modelling in the simulation stage of FE-GA in combined 
scenarios of the problem 4. 
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Figure ‎4.28: Comparison of the optimal pumping rates corresponding to optimal 
solutions on Pareto fronts obtained by applications of saturated and unsaturated flow 
modelling in the simulation stage of FE-GA in combined scenarios of the problem 4. 
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4.5 Application of EPR as surrogate model to predict the aquifer 
response and the extent of SWI under pumping stresses 
In this phase of the study the application of Evolutionary Polynomial Regression 
(EPR) as a pattern of recognition system to predict the behaviour of nonlinear 
and computationally complex aquifer systems subjected to saltwater intrusion is 
presented. EPR is a data-driven technique used to characterize the functional 
relationship between the system inputs and outputs and to represent this 
relationship in a mathematical or symbolic structure. By training the EPR 
models using the data acquired from FE simulations, and using unseen data 
cases to validate the developed models, the capabilities of the models in 
predicting the response of the aquifer system are first demonstrated. The EPR 
models are then coupled with NSGA-II to assess different management 
scenarios for controlling SWI. The results of the EPR-GA are compared with 
those identified by direct integration of the numerical simulation model into the 
optimization (FE-GA) model. This study is conducted on the same hypothetical 
unconfined 2D aquifer detailed in problem 4 with dimensions of 200 m by 40 m 
representing a relatively shallow aquifer. Figure ‎4.29 illustrates the natural 
steady state distribution of concentration through the system presented by 10%, 
50% and 90% iso-concentration contour lines without any pumping. 
 
Figure ‎4.29: Pre-pumping distribution of 0.1, 0.5 and 0.9 salinity isochlors in small 
unconfined aquifer denoted as problem 4. 
 
 Prediction of the locations of the saline wedge toes 4.5.1
In this first application of the surrogate model, the potentials and capabilities of 
EPR in evaluating the “toe” location of the saltwater wedge and predicting the 
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response of the aquifer is investigated without S/O. For this purpose the 
variations of salinity due to different patterns of abstraction in the system are 
predicted by EPR. Thus, EPR is trained and tested on the limited set of inputs 
and the corresponding target outputs. Generally the 50% iso-concentration line 
is used by many researchers to show the levels of risk associated with SWI. 
The inland progression of the toe location for this isochlor ( 50T ) is highlighted in 
the literature (Voss  and Provost, 2010, Javadi et al., 2012) to represent the 
intrusive saltwater wedge. The other feature of SWI which has also been 
investigated by researches is the thickness of the dispersive zone ( dT ). The 
mixing zone is commonly characterized by the zone occupied by 10% and 90% 
salinity isochlors (Price and Herman, 1991, Wicks and Herman, 1995, Ataie-
Ashtiani et al., 1999). Therefore, an approximate value for dT can be determined 
by identifying 10T  and 90T  (Figure ‎4.29). 
Using the EPR approach, three different equations representing the relations of 
each one of the above mentioned toe points ( 10T , 50T  and 90T ) with the available 
pumping input parameters are developed. The input parameters used in training 
and testing stages of the EPR modelling process are the coordinates ( ,XaYa ) 
and the pumping rates (Qa ) of abstraction well (a single node is used to 
represent the pumping well in the simulation model). The database used has a 
size of 1000 cases that are generated randomly with a uniform probability 
distribution. 800 cases of the created data are used for training the EPR model 
and the remaining 200 cases, which are kept unseen to EPR during the training 
process, are used for validation (testing) of the developed models. The ranges 
of the generated data used in developing the model are 0.0< Xa (m)<200.0; 
0.0<Ya (m)<30.0 and 0.0<Qa (m
3/day)<52.0. Once the input dataset is 
generated, the calculation of the outputs 10T , 50T  and 90T  corresponding to each 
set of the input data is carried out by several runs of the SUTRA model to 
represent the response of the system. Before starting the EPR model 
development process, some parameters have to be adjusted. The maximum 
number of terms for EPR models is set to 10 and the range of exponents is set 
to remain limited to [-2, -1, -0.5, 0, 0.5,1, 2]. A multi-objective strategy is chosen 
to be used in developing the EPR models. 
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 EPR models of the “toe” locations 4.5.2
Three different EPR models are developed to predict the locations of the 
different seawater wedge toes 10T , 50T  and 90T . One of the outstanding features 
of EPR is its ability to create multiple models for a single phenomenon, 
providing the user with the flexibility to choose the best model from among the 
created models based on engineering judgment or parametric study. In this 
case, from among the developed models, the models with the smallest number 
of terms (to reduce complexity) and also with the highest possible value of COD  
(to ensure the highest possible fitness) are selected to represent the toe 
locations ( 10T , 50T and 90T ). The selected EPR equations are presented below:  
0.5 3 2
10
4 0.5 2 0.5 1
2 0.5 4 2
161.324 61.137 4.689 (4.748 10 )
(4.468 10 ) 40.208 6.421
(61.132 10 ) (3.546 10 )
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Xa Qa XaQa
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0.5 3 2
90
5 2 2 1 0.5
2 3 2 6 2 2
296.927 81.257 5.642 (6.159 10 )
(5.655 10 ) 25302.076 32.534
(3.583 10 ) (8.682 10 ) (1.824 10 )
T Xa Xa Xa
YaXa Xa Qa Qa
XaQa Qa Xa Qa

  
  
      
   
    
 (4.27) 
A comparison between the EPR model predictions and the finite element model 
simulations is shown in Figure ‎4.30 for the training and validation data cases. 
The COD values for the training and validation sets for each EPR model are 
also presented in this figure. The results indicate very good correlation between 
the predictions of the EPR and FE models for both training and validation 
datasets. 
 
 Verification of the developed models 4.5.3
In order to verify the capabilities of the developed EPR models in capturing the 
underlying patterns of the relationships between the contributing parameters 
and the model outputs, a parametric study is conducted. For this purpose the 
location of a 30 m deep pumping well is considered fixed at the coordinates Xa
=80.0 m,Ya =10.0 m. Following an increasing pattern of Qa , the well is 
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subjected to different rates of abstraction in the range of 0.0<Qa (m
3/day) <52.0. 
The results obtained from this parametric study are in very good agreement with 
results from the FE analysis which are also shown in Figure ‎4.31. A summary of 
these results obtained from the developed EPR models is presented in 
Figure ‎4.32. 
 
Figure ‎4.30: Comparison of the EPR model results for 10T , 50T  and 90T with those 
calculated by FE for both training and testing datasets. 
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Figure ‎4.31: Variations of (a) 10T  (b) 50T  and (c) 90T with pumping rates calculated by 
both EPR and FE models. 
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Figure ‎4.32: Summary of the EPR predictions for variations of 10T , 50T  and 90T  with 
pumping rates. 
In Figure ‎4.32, the difference between the 10T  and 90T curves shows the 
variations in thickness of the dispersive zone ( dT ) as the pumping rate gradually 
increases. Although the availability of large field databases to obtain the 
response of the aquifer could be rare in practice, the rationality behind the 
demonstrated study is just to show the potential of the developed EPR models 
in predicting the nonlinear behaviour of hydrological systems. The importance of 
such high potential emerges during investigations over S/O processes, as the 
developed models help save the computational burden significantly. 
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developed EPR-GA model is applied on the same 2D system presented earlier 
in problem 4. This system accounts for future demand by defining a production 
well at a horizontal distance of 40 m from the inland boundary and depth of 30 
m that pumps fresh water with a constant rate of 26 m3/day (Figure ‎4.20). The 
average rate of recharge directly under the pond (calculated by SUTRA) is 0.35 
m/day (5.184 m3/day). To optimally restrict the saline intrusion wedge during 
pumping of freshwater from the production well the aquifer is subjected to 
different scenarios of combined management model III (i.e. ADR, ADRTWW 
and ADsRTWW). 
The input parameters considered in EPR-GA are Xa ,Ya and Qa of the 
abstraction well. According to the results of the FE-GA, near coast locations are 
optimal for conducting deep abstraction of water to get the most efficient 
response. Therefore in EPR-GA the locations of the abstraction wells are 
considered to be limited to the right hand side of the recharge pond. So, the 
input data for training EPR models are generated in the following ranges: 
135.0< Xa (m)<200.0; 0.0<Ya (m)<30.0 and  0.0<Qa  (m
3/day)< 52.0 . 
A database of 500 data cases are randomly generated with a uniform 
probability distribution. Then, by multiple runs of the SUTRA code the outputs 
(total mass of salinity,
1f ) corresponding to each set of these data are calculated 
as the response of the system in each control scenario. The required database 
for training and validation of the EPR models is developed using the created 
sets of input and output. In each scenario 400 cases of data are used to train 
the EPR model and the remaining 100 cases (that are kept unseen to EPR 
during the model development process) are used for validation of the developed 
model. Although EPR aims to find appropriate structures using the first objective 
function (
1f ), the fed input data are used concurrently to evaluate the second 
cost function ( 2f ) as well. It is worth mentioning that the ADRTWW and 
ADsRTWW have the same arrangements in terms of the hydraulic barriers 
(recharge and abstraction) and therefore the same set of generated database 
and the same developed models could be used for both, with the only difference 
emerging in the cost function ( 2f ).  
In each of the three scenarios, a set of equations are obtained from EPR. From 
among the developed models some do not include all the defined parameters 
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as inputs to the equations (the parameters that are known to affect the 
response of aquifer) and hence are removed. The remaining models are 
considered and compared in terms of the robustness of the equations based on 
the coefficient of determination (COD ) and also the level of complexity of the 
equations (i.e. length of equation) and the best model satisfying these two 
criteria is chosen as the final model. The following best models, Equations 
(4.28) and (4.29), representing all contributing parameters with high levels of 
fitness - COD  values - are selected for prediction of total mass of solute ( 1f ) in 
the three following scenarios: 
EPR model for the ADR scenario: 
0.5
1
-1 2 0.5 -1 0.5
0.5 -1 -2 2 0.5 2 -2
f = -8461.723 +1.142 Ya+1787.865 Xa -105.867 Xa+
(1.101 10 ) Xa - 40.924Qa + (2.617 10 )YaQa +
6240.890Qa Xa + (1.966 10 )Qa -166.891Ya Qa Xa
 

  (4.28) 
 
EPR model for both ADRTWW and ADsRTWW scenarios: 
0.5 -2 2
1
-1 0.5 -1 0.5 -2
-2 2 0.5 2 -2
30.966-24.936Ya 7.827Ya-(7.053 10 )Ya
56.411Qa -12.204YA Qa +343412.244Qa Xa -
2.069Qa (2.605 10 )Qa 105.069YA Qa Xa
f    
  
 (4.29) 
 
Figure ‎4.33 compares the predicted values of 1f by the proposed EPR models 
with the actual values for training and validation datasets, showing very good 
correlations between the results. Figure ‎4.34 shows the optimal results of the 
S/O process of the management models using both EPR-GA and FE-GA. It is 
seen that the new non-dominated fronts obtained using the EPR-GA are in 
close agreement with those resulting from the FE-GA analyses. Generally, the 
application of the least square technique for estimation of the model parameters 
in EPR plays an important role in the smoothness of the obtained results 
(Giustolisi and Savic, 2006). 
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Figure ‎4.33: Comparison of the 
1f -values predicted by developed EPR models with the 
FE results for each control scenario. 
Figure ‎4.35 shows the optimal pumping rates obtained through the S/O process 
by EPR-GA and FE-GA in the management scenarios. Also, Table ‎4.7 
summarizes the optimal arrangements of the pumping well, in these combined 
scenarios, obtained using EPR-GA and FE-GA under saturated-unsaturated 
flow conditions and comparing the results to the other results obtained under 
fully saturated conditions with FE-GA applied on problem 4. Generally the deep 
and seaward locations of the well are identified by all the three approaches as 
the optimal locations for the abstraction barrier. The obtained horizontal 
locations in the range 5-25 m from the coast (La ) and the depths (Da ) between 
36 m and 38 m are proposed in all approaches as the optimal coordinates of the 
designed abstraction well.   
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Figure ‎4.34: Comparison of optimal solutions obtained using FE-GA with the ones 
from EPR-GA for management scenarios (a) ADR, (b) ADRTWW and (c) ADsRTWW. 
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Figure ‎4.35: Comparison of the optimal pumping rates corresponding to optimal 
solutions on Pareto fronts obtained by applications FE-GA and EPR-GA in combined 
scenarios of problem 4. 
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Table ‎4.7: Summary of the optimal pumping pattern in combined management 
scenarios, of the small unconfined aquifer (in problem 4). 
Management 
model 
S/O 
model 
Simulation approach 
of the flow system 
La  
(m) 
Da   
(m) 
Qa  
(m
3
/day) 
ADR 
FE-GA 
Fully Saturated 10-20 32-37 8.91-24.10 
Saturated-Unsaturated 10-25 35-38 8.71-29.01 
EPR-GA Saturated-Unsaturated 10-15 36-38 8.71-27.54 
ADRTWW 
FE-GA 
Fully Saturated 10-20 34-38 8.66-23.09 
Saturated-Unsaturated 10-20 36-37 9.73-25.48 
EPR-GA Saturated-Unsaturated 10-15 34-37 9.73-29.16 
ADsRTWW 
FE-GA 
Fully Saturated 10-25 37-38 5.27-22.63 
Saturated-Unsaturated 10-25 36-38 6.84-28.44 
EPR-GA Saturated-Unsaturated 10-15 36-37 6.07-31.69 
 
Although, saltwater intrusion is a highly nonlinear and density-dependent 
process controlled by natural hydro-physical and hydro-geological properties of 
the coastal system, other factors such as groundwater pumping also have 
important impacts on the overall hydrodynamic equilibrium of the process. The 
optimal controlling of the abstraction rates and the spatial distributions of the 
pumping wells can work against the encroached seawater to the extent that it 
has been introduced in literature as a specific strategy (known as abstraction 
barrier) to protect coastal aquifers. Accordingly, and based on the management 
measure followed in this work, the pumping patterns ( Xa , Ya and Qa ) of the 
designed abstraction well are considered as the only input parameters in the 
development of the EPR model. However, the models cannot be generalized to 
other cases with different hydro-geological properties and with different control 
approaches unless relevant data are made available and the EPR is retrained. 
 
 Computational efficiency of S/O methodologies 4.6.1
Similar to FE-GA, in the EPR-GA the optimization model used the following 
parameters to randomly generate the decision variables: population size = 50, 
total number of generations=100, probability of crossover = 0.9 and probability 
of mutation = 0.0025. The multiple calls of the simulation model (that solves the 
complex nonlinear and coupled partial differential equations of the flow and 
solute transport) in the optimization framework makes the S/O method by FE-
GA computationally inefficient. Moreover, the fine spatial and temporal 
discretization of the unsaturated flow zone (to limit the instability and oscillatory 
results) intensifies the computational complexity of the process. The total 
computational time of the analysis by FE-GA is 16 days on an Intel(R) Core(TM) 
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i7-2600 CPU @ 3.40GHz (8 CPUs) with 16 GB RAM in this small aquifer 
system. However, the total time required for the analysis using the EPR-GA 
methodology is only few seconds. Also, the average time required for the 
generation of the database of 500 cases is 1.5 days. Therefore, the overall 
average time required to complete the analysis using EPR-GA (including the 
time to generate the database) is less that 10% of the time required by using 
FE-GA which can be considered as a very significant difference.  
 
 Sensitivity analyses 4.6.2
The highly robust and accurate performance of the developed EPR models 
representing the response of the aquifer systems (discussed in previous 
sections) encouraged the study to use the models to investigate the impacts of 
different parameters on the overall optimal results of the management scenarios 
by conducting a sensitivity analysis. To do this, the effects of different values of 
recovery ratio (of the desalination plant) and also the cost impacts of the 
supplied recharge water from different external sources is investigated using the 
EPR-GA technique for the ADRTWW scenario. The reason for choosing the 
ADRTWW for this analysis is that the ADRTWW scenario is proposed by the 
current work as a cost-effective methodology to control SWI and it already uses, 
in its specifications, an external source of water (TWW) for recharging aquifer. 
 
 Effects of recovery ratio on optimal results 4.6.2.1
The effects of desalination recovery ratio on the optimal solutions are 
investigated by studying the ADRTWW scenario at five different recovery ratios 
of 40, 50, 60, 65 and 70%. The results of the EPR-GA clearly indicate that the 
cost decreases significantly with increasing the recovery ratio (Figure ‎4.36). The 
total amount of permeate (produced) water from desalination plant (as benefit) 
is directly proportional to amount of feed (abstracted) water and recovery ratio.  
As a result, a higher rate of profit will be achieved from higher recovery ratios 
and the corresponding high pumping rates. Therefore, by increasing the 
recovery ratio the individuals with high rates of pumping have been chosen by 
GA (Figure ‎4.37) to achieve the maximum efficiency and to satisfy the objective 
function of maximizing the total profit (minimizing the cost). It can be concluded 
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that by applying the EPR-GA to perform the above sensitivity analysis, a good 
overview of the obtained optimal results is gained in a very short period of time 
without experiencing complexities in the computation process. 
 
 Cost of supplying the recharge water from different sources 4.6.2.2
Purchasing water from a municipal water supplier or from a TWW plant, using 
surface wastewater with low TDS (lakes, rivers) and also collecting and using 
rainwater/storm water are potentially the main sources of water for recharging 
aquifers. By focusing on market prices and costs of supplying water from these 
sources, the second objective function ( 2f ) of the ADRTWW can be modified to 
represent three new schemes corresponding to the three sources of the water 
mentioned above. In the first scheme the TWW is supplied (purchased and 
delivered) commercially into the recharge basin (
TWW =$0.25/m
3,
r = $0.12/m
3). 
In the second scheme, water is collected from natural sources (rivers or lakes) 
and only the transferring cost is considered in 2f  ( TWW =$0.0/m
3,
r = $0.12/m
3). 
The last one is the new suggested scheme of collecting the storm water in 
surface ponds (
TWW =$0.0/m
3,
r = $0.0/m
3). For comparison purposes the TDS 
of the supplied recharge water in all three schemes are considered to be 
equivalent to 1300 mg/l which is the level that has been used for TWW in this 
work.  
By considering the new cost terms defined in each scheme the optimal results 
in terms of the objective functions 1f and 2f  are investigated and the resulted 
Pareto fronts are illustrated in Figure ‎4.38. Comparisons between the trade-off 
curves in Figure ‎4.38 indicate that the use of storm water can offer significantly 
positive trends in the overall optimal results for unconfined aquifer and enhance 
the cost-effectiveness of the recharging process. Improvements in the water 
quality, restoration of groundwater levels and control of saline water intrusion 
are the three main benefits associated with application of storm water, TWW or 
any other sources of water for artificial recharge of unconfined coastal aquifers. 
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Figure ‎4.36: Trade-off curves for various recovery ratios in ADRTWW scenario 
obtained using EPR-GA model. 
 
 
Figure ‎4.37: Optimal pumping rates corresponding to optimal solutions on Pareto 
fronts for recovery ratios 0.4 and 0.7 addressed by EPR-GA model in ADRTWW 
scenario. 
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Figure ‎4.38: Effects of different recharge sources on optimal solutions. 
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minimization of total amounts of salinity in the aquifer) was obtained using the 
developed S/O frameworks. The study focused on the employment of TWW as 
a cost-effective source of water for the recharge of aquifers.  By assessing the 
efficiency of these management scenarios through S/O models, a principle of 
new methodology ADRTWW was proposed to control SWI in coastal aquifers. 
The proposed method is based on a combination of abstraction of saline water 
near shoreline, desalination of the abstracted water for domestic consumption 
and simultaneous recharge of TWW using deep injection in confined aquifers or 
infiltration from surface pond into the shallow unconfined aquifer (considering 
the unsaturated flow) to ensure the sustainability of the aquifer.  
The results indicate that the ADRTWW method that relies on deep injection for 
recharge is generally the most efficient methodology compared with all other 
competing scenarios in controlling SWI in both confined and unconfined 
aquifers as it offers the least cost and least salinity in the aquifer. However, the 
other scheme of the ADRTWW methodology, which is based on the recharge 
using ponded water, is more efficient only in relatively small unconfined aquifers 
(or with thin saturated layers). This is due to this fact that, generally, surface 
recharge by pond is not able to effectively control SWI in relatively deep (large) 
aquifers. Furthermore, the effects of the thickness of the unsaturated and 
saturated layers on the optimal results of the unconfined aquifers were 
investigated. The results suggest that the efficiency of the management process 
can be enhanced with smaller thicknesses of vadose zones. 
In unconfined aquifers that are recharged by surface infiltration basin and due to 
the need for a fine temporal and spatial discretization to reduce the oscillation of 
the results and convergence of the numerical modelling of unsaturated flow, the 
FE-GA requires extensive computational time. To highlight the importance of 
simulation of unconfined aquifers under saturated-unsaturated condition, in the 
management scenarios involving this recharge pattern, the optimal results were 
compared with other set of FE-GA results that were obtained by assuming a 
fully saturated flow condition in the simulation phase. Despite the extensive 
reduction in computational complexity of the S/O process, the approximation of 
the flow system to fully saturated condition in FE-GA generally underestimates 
the predicted risks of SWI and thus its predicted optimal solutions will not 
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correctly represent the critical or worst case conditions of the optimal results 
that should be followed in the management designs. 
The developed EPR models present a structured and transparent 
representation of the aquifer system allowing physical interpretations of its 
response to various contributing parameters. The results show that EPR models 
have a great potential to satisfactorily capture the nonlinear behaviour of aquifer 
systems subjected to artificial (man-made) or natural disturbances (abstraction 
or SWI). In addition, comparison of the results between the two schemes of S/O 
(EPR-GA and FE-GA) suggests that the developed EPR models provide very 
accurate predictions for the optimal solutions. Implementation of the surrogate 
models in the S/O framework results in significant reduction in CPU time 
compared to FE-GA. This can be considered as one of the important benefits of 
the application of EPR in optimization of computationally complex problems 
including density dependent flow problems involving unsaturated zones. It 
should be noted that the proposed EPR models in this study are developed 
based on the data from the particular aquifer considered in this work and cannot 
be generalized to other cases unless relevant data is made available and the 
EPR is retrained.  
Finally, two parametric studies were conducted based on the developed EPR-
GA approach to look at the effects of different recovery ratios of desalination 
plant and also the cost impacts of different sources of recharge water on the 
optimal results of the proposed scenario. In the first analysis, the results show 
positive impacts of increasing recovery ratios on the overall trend of the Pareto 
fronts. In the second analysis, it is confirmed that the collection of storm water in 
surface basins is a more efficient method of recharging aquifer compared to the 
other currently available methods. 
 
  
 139 
 
 
 
 
 
 
 
 
5 Chapter Five:         
Assessing Impacts of Sea Level Rise 
on Saltwater Intrusion 
 
5.1 Introduction   
The sun is the primary source of thermal energy entering the earth’s 
atmosphere. About 70% of this energy is absorbed by the earth surface, clouds 
and atmosphere itself and the remaining 30% is emitted back to space by these 
elements, (Chen, 2005, Chaudhari et al., 2014). The balance between these 
incoming and outgoing energies is the main guarantee to control the 
temperature and climate changes. Accordingly, the concentration of 
greenhouse gases in atmosphere is deliberated as the balancing factor in this 
mechanism by keeping these energy budgets in equilibrium. Increasing the 
concentration of these gases will trap the outgoing energies in the atmosphere 
which leads to a rise in the temperature or in modern terms global warming. The 
reduction of atmospheric pressure and thermal expansion of oceans and seas 
are the earliest outcomes of global warming which will, in sequence, lead to the 
increase of water level in the oceans and seas. Beside this, it is generally 
accepted that thermal expansion of oceans and seas, melting and calving of 
glaciers and small ice caps, and also melting of polar (Greenland and Antarctic) 
ice sheets  are the main consequences of the global warming leading to gradual 
rising of the seawater levels and thus exacerbating saltwater intrusion (Oude 
Essink, 1996, IPCC, 2013). According to Intergovernmental Panel on Climate 
Change (IPCC) future sea level rise (SLR) is expected to occur at a rate greatly 
exceeding that of the recent past. Sea levels have risen about 10-20 cm during 
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the past century. By year 2100 it is expected that the rise in sea levels would be 
between 20 cm to 88 cm (IPCC, 2001). However, a relatively higher range (28-
98 cm) of SLR has been predicted by IPCC (2013) for the year 2100. 
This chapter investigates the effect of gradual and instantaneous sea level rise 
on the seawater intrusion (SWI) process in coastal aquifer systems with 
different levels of land-surface inundation. A set of hypothetical case studies 
with different shoreline slopes are used to conduct this numerical experiment. 
For the purpose of numerical modelling, a future rate of SLR from 2015 to 2100 
is considered based on the moderate expectation of the IPCC (2001). The 
gradual SLR is implemented in two different stages. First, continuous and 
nonlinear rising of sea level is imposed starting from year 2015 up to the end of 
the century. After that the final value of sea level is maintained as constant in 
order to assess the response time spanning to a new steady state condition. 
The effects of pumping resulting in lowering of groundwater level are also 
considered together with the dynamic variation of sea level. Finally, by 
considering the effect of inundation of the shoreline due to gradual SLR, the 
sensitivity of the system to the main aquifer parameters including molecular 
diffusion of solute, dispersion, hydraulic conductivity and porosity is 
investigated. 
 
5.2 Model Description 
The base model in this study is a hypothetical unconfined aquifer with length of 
1000 m and depth of 30 m. The aquifer is discretized using 2000 quadrilateral 
elements and 2091 nodes. It is subjected to lateral freshwater along the inland 
face and seawater along the sea shore boundaries. Hydrostatic pressures 
(heads) of h=25.6 m and h=24.0 m are used to define the freshwater and 
seawater boundary conditions respectively. Figure ‎5.1 depicts a sketch of the 
problem domain with the assumed boundary conditions. The aquifer is divided 
vertically in two layers with an unsaturated layer overlying the bottom saturated 
layer. In order to guarantee the spatial stability of the numerical calculations, the 
upper bound of the mesh Peclet number, suggested by SUTRA, is used to 
define the dimensions of the FE mesh. As a rule of thumb in discretization, 
typical size of each finite element in horizontal direction should be less than 4
L (i.e., 4×longitudinal dispersivity) and in the vertical direction should be less 
 141 
 
than 10 T (10×transverse dispersivity). The values of L = 5 m and T = 0.5 m 
are considered. Also, a molecular diffusivity of 
mD = 1×10
–9 m2/s is used in the 
numerical model. Both the top and bottom layers of the aquifer are considered 
to be homogeneous and isotropic. The top layer represents the unsaturated 
zone of an unconfined flow system with intrinsic permeability (k ) of 1.3 ×10-12 
m2. The intrinsic permeability of the saturated zone is 1.3×10-11 m2. It is should 
be noted that SUTRA uses intrinsic permeability as input parameter rather than 
hydraulic conductivity (K k g  ). The porosity of the porous medium is 0.35. 
The unsaturated parameters resS ,  and n   used in van Genuchten (1980) 
model are 0.01, 12.5×10-4 (m.s2)/kg and 3.5 respectively. The other key 
parameter values for the groundwater flow, solute transport and porous medium 
are the same as in previous examples in Chapter ‎4.  
 
 
Figure ‎5.1: The base model and boundary conditions. 
 
To obtain the natural initial values of pressure within the domain, first a steady 
state solution was obtained through an extra simulation with the above 
mentioned boundary conditions. The system essentially reached a steady state 
after 7000 time steps, with time increment of 0.25 days. The steady state 
conditions of the model with the sea level at 24 m is assumed to represent the 
hydrological situation for year 2015 and it is used as the reference level for 
simulation of the system in the next time periods until end of the century under 
the action of SLR. The rising of seaside boundary head is implemented in two 
different scenarios. In first scenario the aquifer is simulated under the more 
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realistic rate and value of gradual SLR of 0.65 m. In second scenario it is 
subjected to the instantaneous rising of sea level (e.g. during a tsunami). The 
instantaneous SLR can also be considered as limiting case of the first scenario, 
where the rising occurs at high rates. The results are assessed and compared 
for aquifers with different sloped shorelines. 
 
5.3 Gradual SLR 
 Vertical shoreline boundary 5.3.1
The change in seawater level is incorporated in the simulation model by 
specifying time dependent boundary condition on the seaside boundary. In 
order to more closely replicate the rising of sea levels during the century, the 
model is subjected to three different increments of sea level rise starting from 
year 2015 up to the end of century (year 2100). An initial steady state simulation 
is used to estimate the current (year 2015) situation of saltwater wedge profile 
in the system prior to SLR. Figure ‎5.2 shows the projected values of the global 
average SLR, estimated by IPCC, between 1990 and 2100 based on different 
economic and technological development scenarios (IPCC, 2001). The SLR 
values used in the present work are marked on Figure ‎5.2 for the years 2040, 
2055 and 2100 which show SLR of 0.1 m, 0.2 m and 0.65 m (with respect to 
2015 as the base line) respectively. The corresponding hydraulic head 
boundary conditions defined at the seaside in each rising period are increased 
linearly with time. The simulation outputs (pressure and salinity) of each time 
period are used as the initial condition for the next period. In this way, the 
nonlinear trend of SLR at the end of year 2100 is approximately captured with a 
series of piecewise linear functions. Figure ‎5.3 shows the pattern of evolution of 
salinity distribution in the system during this head control process for the years 
2015, 2055 and 2100. Under the present state the “toe” of 50% iso-
concentration line ( 50T ), measured at the bottom boundary from the seaside, is 
located 100 m inland due to the natural hydrodynamic dispersion. The salinity 
wedge continues its inland intrusion to the extent that in year 2100 the 50T  will 
be located at 156 m from the coast boundary. 
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 Sloped shoreline boundary 5.3.2
The effect of gradual SLR on SWI in aquifers with different shoreline slopes is 
investigated considering the effect of the inundated land in sloping shorelines. 
The shoreline boundary of the base model is geometrically modified by 
implementing different inland slopes of 25%, 15%, 10%, 7.5% and 5% that start 
from elevation of 15 m above the bottom boundary (see Figure ‎5.4). The 
hydrostatic head at the inland and sea boundaries are maintained at 25.6 m and 
24.0 m respectively. These new systems are subjected to the same likely 
values of SLR used in the base model. During the transgression event prior to 
2015, the seawater starts to intrude by free convection process along the 
inclined slopes. Progression of this density-driven fingering of solute in vertical 
direction from top to bottom indicates instabilities of the aquifer flow. However, 
with time and as a result of hydrostatic pressure imposed by seawater, and also 
the density gradient between freshwater and saline water, the cyclic intrusion 
remains the main and usually the only observed pattern of flow. During this 
mechanism a lot of salt is left in the aquifers by the end of year 2015. 
In comparison with the base model with vertical seaside boundary, the 
geometrical inclination of the shoreline in the sloped models results in the loss 
of significant volumes of the porous medium and thus the corresponding 
volumes of freshwater. A flatter slope increases the overall intrusion of the 
saline water by providing a wider contact area of the shoreline with the 
seawater. The 0.5 iso-concentration profiles of the steady state conditions for 
year 2015 in the aquifers with different shoreline slopes are presented in 
Figure ‎5.4a. Values of 100, 141, 173, 212, 249 and 314 m are calculated for the 
penetration of the “toe” position in these systems with vertical, 25%, 15%, 10%, 
7.5% and 5% slopes respectively.  
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Figure ‎5.2: Global average SLR estimated by IPCC (2001). 
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Figure ‎5.3: Salinity distribution prior the SLR a) year 2015; and during 
the SLR in b) year 2055; c) year 2100. 
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The negative effects of the inclined coastal boundaries also emerge during the 
rising of the mean sea level. Figure ‎5.4b and 4c (solid lines) show the variations 
of the same isochlor of saline/freshwater interface under gradual rising of sea 
level at the end of years 2055 and 2100 respectively. Generally, the additional 
inland penetration of the interface into these systems is about 10 to 15 m at the 
end of 2055 and 50-58 m at the end of the century compared to the values in 
2015. Therefore the inundation of the land-surface in the sloped shorelines 
plays an important role in the progression of SWI. This finding is in agreement 
with observations reported in the literature (Ataie-Ashtiani et al., 2013, Yechieli 
et al., 2010). Furthermore, the free convective fingering of salinity is not 
observed throughout the entire simulated models. This is consistent with the 
critical limit obtained from Kooi et al. (2000) 's equation. Based on the 
calculated values of lag index from their equation, it is predicted that the lateral 
intrusion of saltwater is the dominant mode of intrusion, even in topographical 
slopes less than 5%. 
 
 Effects of SLR on groundwater water level 5.3.3
The results of variation of groundwater level during the SLR process indicate 
that there is a significant rise in the groundwater table. The different systems 
considered follow the same trend in lifting of groundwater level during SLR. In 
year 2100, the maximum rise in the groundwater table (corresponding to the 
total SLR of 0.65 m) occurs at the seaside boundary, followed by gradual 
declination in its value in the landward direction. This variation of the hydraulic 
gradient during the SLR increases the thickness of the saturated layer and 
reduces the submarine groundwater discharge which results in further inland 
penetration of the saltwater/freshwater interface (Chang et al., 2011, Katerina et 
al., 2013).  
The results are compared with another set of numerical experiments simulated 
under the flux control scenario of boundary conditions. This scenario implies 
that the hydraulic gradient and the corresponding submarine outflow of 
groundwater remain constant during SLR. Accordingly, a time dependent 
boundary condition is used for both lateral flow regimes to account for their 
gradual change. By maintaining the hydraulic gradient constant at given value 
of 0.0016, the head profile of this scenario at the end of the century shows 
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gradual and uniform lifting of the water table throughout the model(s); 
consequently the encroachment of the seawater diminishes as shown in 
Figure ‎5.4c (dashed lines) compared with the results illustrated for the head 
control scenario (solid lines). The findings from these two different types of 
boundary conditions (flux controlled  and head controlled boundary conditions) 
confirm what have been reported by Werner and Simmons (2009), Webb and 
Howard (2011) and Carretero et al. (2013). Webb and Howard (2011) 
considered the flux control scenario of boundary conditions as the lower bound 
of SWI, which is associated with minimum seawater intrusion as a result of 
SLR.  
 
 
 
 
 
 
Figure ‎5.4: a) Positions of 50% iso-concentration lines of SWI in the aquifers with 
different coastal slopes in (a) year 2015 (steady state condition); (b) year 2055 and (c) 
year 2100, head control (solid lines) and flux control (dashed lines) scenarios. 
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  Effects of SLR on freshwater resources 5.3.4
In order to highlight the vulnerability of fresh groundwater resources to 
contamination and the inundation of the land-surface, the total volume of the 
freshwater (TDS<=500 mg/l) in each aquifer is calculated as percentage of the 
total volume of groundwater (combined volume of all freshwater, brackish water 
and saline water). Figure ‎5.5 shows the quantities of freshwater in 2015 (prior to 
SLR) and at the end of the century (after SLR). For instance, in the system with 
5%  slope, the amount of freshwater in 2015 is 70.2% and the remaining 29.8% 
is occupied by the intrusive saline wedge which is unsuitable for potable uses 
(TDS>500 mg/l). 
It is concluded from the figure that the systems with flatter slopes contain a 
lower quantity of freshwater in comparison to the steeper slopes. In 2100 all the 
aquifers show a further declination in the amount of freshwater. Again, the 
flatter slopes show higher levels in declinations of the freshwater storage in the 
aquifer compared with the others with steeper slopes. Generally the SLR 
causes further 5.0 to 7.0% depletion in the freshwater budget at the end of the 
century. 
 
 Approximate response time  5.3.5
To understand the long term behaviour of the aquifers beyond 2100, the 
developed models are subjected to an extra period of simulation by maintaining 
the sea level constant at 0.65 m on the seaside boundary. The time dependent 
variation of the overall progression of 50T during this combined process of SLR 
(gradual SLR followed by constant sea level) is illustrated in Figure ‎5.6 for all 
the systems. During the gradual SLR period, the response of the toe location 
and progress of SWI is directly related to the changes in the sea level where it 
follows nearly the same nonlinear trend. 
The results show that during the stage when the sea level is kept constant, the 
further landward movement of the 0.5 isochlor is less than 0.25 m in the models 
with 5% and 7.5% slopes. Therefore, these aquifers are almost in steady state 
conditions in the year 2100. The other slopes experienced about 0.36 m, 0.43 
m, 0.56 m and 2.10 m additional inland encroachment of the 50T for 10%, 15%, 
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25% and vertical shoreline slopes respectively. The time lag or the response 
time of these systems to recover a steady state condition varies from 0.4 to 2 
years for slopes ranging from shallow to steep. The results suggest that the 
sloped shoreline accelerates the inland advancement of the saline wedge. This 
acceleration of the SWI process comes with increasing the total amount of 
intruded saline water along these slopes.  
 
 
 
 
Figure ‎5.5: Total amount of freshwater storage (%) in (a) year 2015 and (b) year 2100. 
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5.4 Instantaneous SLR scenario: 
In this section the effects of instantaneous rise in sea level on SWI are 
investigated. Although, the instantaneous SLR is a common scenario 
considered in the majority of previous studies, it can be a special case of 
gradual rising of sea level with high (and unrealistic) rates. For this purpose 
another set of numerical simulations are conducted by subjecting all the 
aquifers to a constant and instantaneous rising of sea level by 0.65 m rather 
than the gradual rise considered in the previous section.  
Figure ‎5.7 presents the results of transient advancement of 50T under this 
(instantaneous) SLR scenario in the aquifers. The aquifers experience a new 
steady state condition in time period ranging from 11 to 16 years for systems 
ranging from low to steep slopes. At this period of time the toe locations are 
nearly the same as the corresponding locations obtained from the previous 
scenario (gradual SLR followed by constant sea level). Figure ‎5.8 compares 
these transient trends obtained from both scenarios of SLR in the aquifer with 
10% slope. 
Another important finding is that, no “overshooting” pattern (which was reported 
by Watson et al. (2010)) was observed in the progress of the “toe” location 
during the gradual or instantaneous SLR scenarios. This may be explained by 
the fact that in the present work more realistic values are used to represent the 
natural trend in SLR (based on IPCC, 2001). This argument was also suggested 
by Chang et al. (2011) for supporting their findings. Another possible 
explanation could be that the type of inland boundary conditions adopted in this 
study is hydrostatic pressure head while constant flux boundary conditions were 
used by Watson et al. (2010). Thus, the question of the whether the type of the 
assumed inland boundary condition has any role in the occurrence of 
“overshooting” in the interface location remains a topic for future work.  
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Figure ‎5.6: Transient inland progression of the toe location ( 50T ) during the combined 
(gradual and constant) scenario of the SLR. 
 
 
Figure ‎5.7: Inland advancement of the toe location ( 50T ) during the direct SLR 
scenario. 
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Figure ‎5.8: Comparison of the inland advancement of 50T during the direct SLR and 
gradual SLR scenarios in aquifer with 10% shoreline slope. 
 
5.5 Vulnerability of coastal aquifer system from coupled impacts of SLR 
and over-abstraction:  
The results discussed so far have been derived from simulations under the 
effects of SLR as the sole factor of climate change. However in real case 
studies the negative impacts on SWI process are also associated with the 
human activities such as over-abstraction. Therefore, the combination of over-
abstraction and SLR can be considered as a scenario which exacerbates the 
overall SWI process. To investigate this combined process, the developed 
systems are subjected to a gradual SLR scenario together with inland lowering 
of groundwater table.  
It is generally known that lowering of groundwater table due to abstraction 
occurs at higher rates and quicker than rising of sea level. Therefore, and for 
simplicity, the inland piezometric head is lowered directly with a constant value 
of 0.5 m and all the other parameters are kept unchanged from their original 
values. In this case, the steady state condition (corresponding to year 2015) of 
all the problems with the inland head at 25.6 m is considered as initial condition.  
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Figure ‎5.9 shows the results of these combined processes at the end of years 
2055 and 2100. The slight oscillations observed are likely to be the result of grid 
refinement constraints for numerical convergence. At the end of year 2055 the 
interface location reaches to 162, 198, 228, 267, 305 and 372 m from the sea 
boundary for the vertical, 25%, 15%, 10%, 7.5% and 5% sloped aquifers 
respectively. The interfaces continue to move inland until they reach to 238 m, 
269, 301, 335 , 372 and 443 m at the end of year 2100 for the same sloped 
systems respectively. Comparing the results of this combined scenario with the 
isolated SLR scenario indicates that the SWI is intensified by further 70-80 m 
advancement of 50T (and 90-110 m for 10T ) interface at the end of the century.  
 
 
 
 
 
 
 
Figure ‎5.9: Variations of 50% iso-concentration lines of SWI under the impacts of 
combined SLR and lowering of the inland water level in (a) year 2055 and (b) year 
2100. 
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Figure ‎5.10 shows the transient progress of toe location during the combined 
scenario. At the end of year 2100 the model is subjected to an extra period of 
simulation by maintaining the sea level at constant value of 0.65 m. The 
approximate times to reach equilibrium are 2.1, 2.7, 4.1, 5.5, 8.2 and 11.0 years 
for the 5%, 7.5%, 10%, 15%, 25% and the vertical slopes respectively. Overall, 
the shorelines with low slopes are the main contributor to the acceleration of 
SWI. The results clearly show that the SWI is sensitive to the imposed constant 
head lateral boundary conditions. The initial sharp increase of the inland 
movement of 50T during the first 14 years (shown in Figure ‎5.10) is attributed to 
new unsettled condition occurring as a result of imposed lowering of the inland 
water head. And after that, the impacts of inland lowering of water level are 
balanced and the SLR will remain the dominant factor up to the end. The 
amount of the available freshwater resulted from this scenario is illustrated in 
the Figure ‎5.11. Comparing these results with those obtained from isolated SLR 
scenario (Figure ‎5.5b) suggests that this combined scenario will cause further 
reduction in the available storage of the freshwater in the range of about 8 to 11 
%. 
 
Figure ‎5.10: Inland progressing of the toe location ( 50T ) during the combined (SLR and 
lowering of the inland head) scenario. 
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Figure ‎5.11: Total amount of freshwater storage (%) during the combined (SLR and 
lowering of the inland head) scenario in year 2100. 
 
5.6 Sensitivity analysis 
A parametric study is carried out to evaluate the effects of changes in different 
hydraulic and transport parameters, including saturated permeability, porosity, 
molecular diffusion of solute, and dispersivity, on the SWI process before and 
after gradual rising of sea level. This is done on the aquifer with 0.05-sloped 
shoreline. The hydrostatic heads at the inland and sea boundaries are 
maintained at 25.6 m and 24.0 m respectively as in the base model. A basic 
approach to sensitivity analysis is adopted by varying one parameter over a pre-
defined range while the other parameters are kept constant. The system is 
simulated for the different values of this parameter to represent the current 
steady state condition prior to the assumed SLR (year 2015). Thereafter, the 
models are subjected to the same likely value of gradual SLR, up to 0.65 m until 
the end of year 2100 and then the sea level is assumed to remain constant. 
This procedure is then repeated consecutively for each of the other parameters 
considered in the parametric study. The 0.05 slope is deliberately chosen for 
this parametric study as according to Figure ‎5.6, the flow system with such 
slope has very short response time period and it is almost at the steady state 
condition at the end of the gradual SLR event in year 2100. It has been 
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concluded from the current sensitivity analysis that the effects of all the 
considered parameters during the imposed constant level of sea water after 
year 2100 on both the SWI and the response time remain insignificant in this 
aquifer. Consequently, the system will experience steady state condition in year 
2100 for different values of the physical parameters.  
 
 Effects of permeability 5.6.1
The saturated permeability of the soil is the first variable considered during the 
parametric study. Five different values of permeability in the range 1.3×10-10 m2 
to 1.3×10-12 m2 are selected. The influence of permeability on the rate of the 
inland movement of 10%, 50% and 90% iso-concentration contours before and 
after gradual SLR is demonstrated in Figure ‎5.12. In general the amount of 
movement of the iso-contours of the saltwater wedge is sharply increased by 
increasing of the permeability and then levels off at higher permeability values. 
In year 2015 (the initial steady state condition) the toe points of 0.5 iso-salinity 
lines are located at 204, 284, 314, 337 and 341 m; and in year 2100 (the steady 
state condition after SLR) they are at 216, 320, 372, 401 and 406 m from the 
coastal boundary for models with permeability values 1.3×10-12 , 5×10-12 , 
1.3×10-11 , 5×10-11 and 1.3×10-10 m2 respectively. In other words, between 6% 
and 19% of additional intrusion occurs for the considered model between the 
low and high permeability systems. The net SWI associated with the increase of 
permeability (from 1.3×10-12 m2 to 1.3×10-10 m2) is 137 m in year 2015 and it 
increases to 190 m in year 2100. So, the increasing of the permeability is 
responsible for additional 53 m of the net advancement of 50T  at the end of the 
SLR event. The corresponding values for the locations of 10% and 90% iso-
concentration lines ( 10T  and 90T ) are 64 m and 30 m respectively.  
 
 Effects of porosity 5.6.2
The results of the sensitivity analysis for porosity show that a system with a 
relatively low porosity is more vulnerable to SWI (Figure ‎5.13). In year 2015 the 
calculated locations of 50T  are 322, 318, 314, 312, 310 and 308 m from the 
shoreline for porosities of 0.25, 0.3, 0.35, 0.37, 0.40 and 0.45 and the 
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corresponding values in year 2100 are 384, 380, 372, 369, 366 and 361 m. The 
calculated net reductions of the inland advancements of 10T , 50T  and 90T  are 17, 
9 and 7 m for increasing porosity from 0.25 to 0.45. This narrow range of 
variation in the amount of encroachment indicates that, to some extent, the SWI 
is less dependent on the porosity values of porous media. These results confirm 
previous findings by Webb and Howard (2011) who studied the effects of 
porosity on the amount of penetration of saline/freshwater interface and its toe 
location. They showed that during SLR, a flow system with lower porosity would 
result in a higher amount of SWI than a system with a higher porosity.   
 
 
Figure ‎5.12: Variations of toe locations as distance from the shoreline boundary with 
permeability calculated at the initial (year 2015) and final steady state conditions (in 
year 2100 after SLR). 
 
 Effects of molecular diffusion 5.6.3
The changing of molecular diffusion coefficient of solute ( mD ) is implemented in 
another set of simulations by choosing five different values for mD  as 1×10
-5, 
1×10-6, 1×10-7, 1×10-8 and 1×10-9 m2/s. In the solute transport mechanism, the 
molecular diffusion controls spreading of solute particles along concentration 
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gradient. For these values of 
mD , the simulated toe locations of 0.5 isochlor in 
year 2015 are 226, 251, 298, 312 and 314 m from shoreline boundary and in 
year 2100 they change to 241, 271, 338, 367 and 372 m respectively 
(Figure ‎5.14). The additional movement for each of the 10, 50 and 90 % iso-
contours are 37, 43 and 60 m respectively. The results show that a system with 
higher diffusion would result in a wider thickness of mixing zone but a smaller 
inland encroachment of saltwater wedge. The diffusion opposes encroachment 
of seawater by mixing of freshwater and saline water and consequently 
reducing the effect of buoyancy forces (Abarca et al., 2007). The small size of 
mD means that the rate of solute transport by diffusion is usually very small 
relative to the rate of solute transport by advection and dispersion (Istok, 1989).  
 
 Effects of dispersivity 5.6.4
Finally, the effect of dispersivity is studied by subjecting the model to different 
longitudinal dispersion coefficients, L  (5, 10, 15, 20 and 25 m) and different 
ratios of the transverse dispersivity to longitudinal dispersivity, T L   (0.05, 
0.07, 0.1,0.15, 0.2 and 0.25). Figure ‎5.15 shows the results of increasing of L  
in the system for T L  equal to 0.1.  By increasing the amount of L  in this 
range, the additional movements of 50T at the end of the century are 58, 46, 34, 
31 and 25 m respectively for T L  =0.1 manifesting that the systems with 
higher dispersivities tend to have a lower rate of the horizontal saltwater 
intrusion. The calculated net reduction in the movement of 50T is about 33 m at 
the new steady state condition (at the end of century). For 10T and 90T , the net 
reductions are 24 and 59 m respectively. 
In order to represent the results for other T L  ratios, the net difference 
between the toe points of the 10 and  90 %  iso-concentration lines (which is the 
almost equal to the thickness of the mixing zone) is used (Figure ‎5.16). The rate 
of increase in the size of the mixing zone is generally reduced in cases with 
higher L and T  and this reduction is more pronounced at the new steady 
state condition (at the end of SLR) than the current condition of the system. 
Increasing of both T  and L  appears to primarily affect the shape of the 
intrusion wedge and widen the mixing zone. The process maintains the toe of 
the intrusion wedge at seaside. These results are in agreement with those 
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reported by Abarca et al. (2007) who showed that the width of the mixing zone 
at the toe of the intrusion is mainly controlled by L  while T  controls the 
thickness of this zone in the middle portion of the intrusion wedge.  
In summary the horizontal progression of the intruding saltwater wedge due to 
SLR is intensified by increasing permeability and with decreasing porosity, 
dispersion and molecular diffusion. The results show that the effects of 
variations of the first two parameters in low salinity interfaces are greater than 
the high salinity interfaces. In contrast, the calculated rates of reduction in the 
inland movement of the saltwater wedge associated with increasing the other 
two parameters are more remarkable in high salinity interfaces than low salinity 
interfaces. The increasing of both dispersion and molecular diffusion leads to 
increasing the width of mixing zone, even during the SLR process and 
consequently the intruding wedge maintains its progression in the form of 
spreading instead of predominant horizontal inland advancement. 
 
 
Figure ‎5.13: Variations of toe locations as distance from the shoreline boundary with 
porosity calculated at the initial (year 2015) and final steady state conditions (in year 
2100 after SLR). 
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Figure ‎5.14: Variations of toe locations as distance from the shoreline boundary with 
molecular diffusion coefficient calculated at the initial (year 2015) and final steady state 
conditions (in year 2100 after SLR).. 
 
 
Figure ‎5.15: Variations of toe locations as distance from the shoreline boundary with 
longitudinal dispersivity for 0.1T L    calculated at the initial (year 2015) and final 
steady state conditions (in year 2100 after SLR). 
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Figure ‎5.16: Variations of the mixing zone thickness with longitudinal and transverse 
dispersivities obtained at the initial (prior to SLR) and final steady state conditions (after 
SLR). 
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5.7 Summary and conclusion 
In this chapter a comprehensive set of numerical simulations were conducted to 
study the effects of sea level rise on the hydrodynamics of coastal systems. For 
this purpose, the transient effects of instantaneous and gradual SLR on SWI 
were investigated in 2D unconfined aquifers with different slopes of coastal 
boundaries. It has been shown that, for the aquifer systems studied, rising of 
sea level by 0.65m would result in further inland advancement of seawater 
leading to depletion in freshwater resources by about 5 to 7 % at the end of the 
century compared with the current situation. By considering an extra period of 
simulation under the constant increased sea level, the long-term effects of the 
process were studied in terms of the approximate time to reach a new steady 
sate condition after the year 2100. The results were compared with those 
obtained from the instantaneous SLR scenario. The calculated response time is 
about 0.2 to 2 years in the first approach of SLR and about 11 to 16 years in the 
instantaneous SLR scenario for the systems with gradients ranging from 
shallow to steep. The slope of the shoreline and the corresponding coastal 
inundation play a significant role in the progression of freshwater/saline water 
interface during the rising of sea level. The results show that the rate and the 
amount of the encroached seawater are significantly higher in systems with low-
sloped shorelines. 
The results of long-term simulations, in which the models had reached steady 
state condition, show almost the same amount of inland advance of saline–
fresh water interface for both schemes of SLR.  
The effects of the lowering of the inland groundwater head (e.g., due to over 
abstraction) is also considered simultaneously with the SLR. Under this coupled 
action, the rate and amount of SWI were intensified, especially in systems with 
low slopes. The total calculated response time to equilibrium in this scheme is in 
the range of 2.1 to 11.0 years which is considerably greater than the time 
required for the isolated scheme of SLR (0.2 to 2 years). An implication of these 
findings is that the threats and the unexpected outcomes of SLR (and global 
warming) could have serious consequences on the quality and quantity of fresh 
groundwater resources. The results of the parametric study also show that the 
inland advancement of seawater owing to the gradual SLR is aggravated by 
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increasing the permeability and by decreasing the molecular diffusion, 
dispersion and porosity.  
Although, assigning of SLR along the vertical face of the shoreline is a common 
approach that has been implemented in the literature without considering the 
inundation effects, the results of this numerical study highlight that ignoring of 
the land inundation due to SLR generally underestimates the predictions of 
SWI. The changes in rainfall patterns and floods, tsunamis and droughts are 
likely to become more common due to global warming. In order to generalize 
the current key findings associated with climate change, it is necessary to 
consider the natural effects of rainfall in numerical modelling (the surface and 
subsurface water interactions) simultaneously with the effects of SLR. It is 
generally known that groundwater recharge could help to protect the coastal 
aquifers against SWI. Thus reduction in groundwater recharge will increase the 
rate of the penetration of intruding saltwater wedge. 
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6 Chapter Six:                       
3D Simulation of Saltwater 
Intrusion in Wadi Ham Aquifer, UAE 
 
6.1 Introduction  
This Chapter presents a three dimensional (3D) simulation of seawater intrusion 
(SWI) under coupled natural and human activities in Wadi Ham aquifer in the 
UAE. The aquifer has undergone an aggressive inland penetration of saline 
water due to pumping from a local wellfield located close to the coastline. By 
maintaining the current rates of groundwater abstraction, the future condition of 
the model is numerically simulated during the time horizon between 2015 and 
2100 and the results are compared with the other scenarios that also consider 
the impacts of gradual sea level rise (SLR). The steep topographical slope of 
the shoreline encourages the study to include the impacts of gradual rising of 
sea level in two different schemes: with and without inundation effects. In both 
schemes 0.65 m is considered as the future amount of SLR in 2100 based on 
the moderate expectation predicted by the Intergovernmental Panel on Climate 
Change (IPCC, 2013)  for the current century. The results indicate that ignoring 
the land inundation due to SLR (i.e., assuming a vertical face for the SLR 
boundary) generally, underestimates the predictions of SWI. In order to control 
further depletion of freshwater storage of the Wadi Ham aquifer caused by SWI 
and abstraction (predicted by simulation of the aquifer for the next 10 years and 
by maintaining the current rates of pumping in year 2015), the model is 
subjected to management strategies involving surface recharge of the aquifer 
with treated wastewater and also repeated cycles of Aquifer Storage and 
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Recovery (ASR). The results highlight the positive potentials of both 
methodologies in controlling saltwater intrusion in coastal aquifer systems 
besides their conventional role in subsurface water banking. 
 
6.2 Overview of the study area and research problem 
Generally, the hot summer and gradualy disappearing wet season provide a 
relatively harsh climatic condition in the countries located around the Persian 
Gulf and Gulf of Oman. The UAE is one of these countries with low rainfall and 
limited resources of freshwater. The groundwater contributes 70% of total water 
demand in UAE. Less than 3% of these available groundwater resources is 
fresh water and the rest are brackish and saline water. Due to overexploitation 
of groundwater from different large wellfields all around the country, it is 
predicted that under the current rate of pumping, both fresh and brackish water 
resources will be depleted in the mid of 20th century (Dawoud, 2008). In terms 
of the amount of freshwater resources, the problem is worse in the coastal 
regions where groundwater is in direct contact with the seawater. In these 
regions, abstraction of groundwater accelerates the inland encroachment of 
seawater which directly threatens the quality of the groundwater storage. 
Wadi Ham aquifer, located in the Fujairah emirate in UAE, is one of the coastal 
aquifers that suffers from SWI (Sherif et al., 2012). Declination of the 
groundwater levels and deterioration of water quality owing to unplanned and 
uncontrolled groundwater withdrawal from this aquifer have been reported by 
Sherif et al., (2012, 2013). They suggested that reducing groundwater pumping 
over the coming years could help to recover considerable amounts of its 
freshwater.  Sherif et al., (2012, 2013) simulated the future sustainability of the 
Wadi Ham aquifer to SWI under different scenarios of pumping in 2D-aerial 
view and under high diffusion forces. In the current work the growth pattern of 
intruded saltwater wedge of the Wadi Ham aquifer is simulated in 3D and under 
more realistic values of the molecular diffusion. The hydrogeological settings of 
the aquifer are calibrated and modeled numerically using the SUTRA code.  
The study focuses on the assessment of the possible impacts of both 
groundwater withdrawal and SLR on SWI in the Wadi Ham aquifer. The future 
quantitative and qualitative characteristics of the aquifer under the isolated and 
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coupled actions of these anthropologic and natural factors are 
investigated.  This study examines the effects of gradual SLR, simultaneously 
with abstraction from available production wells, on this real case study in two 
different schemes: with or without inundation of the shore line. The results are 
compared with the pumping only scenario. The effects of the land transgression 
due to SLR is ignored in the first scheme while in the second scheme, the 
corresponding horizontal transgression of the gradual rising of sea level on the 
sloped surface of the shoreline is used to define the inundation effects. The 
transient variations of total mass of solute and the amount of fresh groundwater 
in the entire model during the simulation of all the three scenarios are 
investigated and compared for the period between 2015-2100. Finally, the 
potential use and efficiency of artificial recharge of the aquifer using ponded 
surface water and ASR approaches in controlling SWI are investigated. 
 
6.3 Model description 
The study area (Figure ‎6.1) is the lower alluvial plain of Wadi Ham catchment 
located in the Fujairah emirate in UAE in the UTM 40N zone between the 
424000 and 436000 E and 27710000 and 27830000 N. The main characteristic 
that makes this emirate different from the other seven emirates of the country is 
that it predominantly has the coastline on the Gulf of Oman and not on the 
Persian Gulf. Generally due to the location of the Fujairah city, the northern part 
of the coast involves major urbanization. The availability of natural and  artificial 
areas with large farm lands is the main feature of the land use in this area, 
especially in its south western part.   
The narrow valleys along the Hajar Mountains (its extension in study domain is 
locally known as Masafi Mountains) are the main sources to feed the 
catchment. The Hajar Mountains separate the study area and the available 
coastal areas on gulf of Oman from the rest of the country, intensifying arid 
climate condition of the region. The area generally consists of recent 
Pleistocene Wadi gravels underlined by the fractured ophiolite rock settings. 
The high potentiality of the groundwater of Wadi Ham aquifer (Wadi gravels) 
highlights it as the main aquifer in the area compared to the lower layer of 
fractured rocks with low groundwater capacity. The average thickness of this 
layer is 15 m in upstream side of the Ham dam, increasing to about 100 m at 
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Fujairah coast.  The geological formation of this Quaternary aquifer is the 
Clastic sedimentary rocks that consist of the mixture of the basic igneous clasts 
with other very well cemented sandstone and conglomerates. The size of these 
materials is ranged from less than 0.06 mm (mud size) to > 200 mm (boulder 
size) characterized with a high content of sand. These sediments can be 
subdivided into recent, young and old silty sandy gravels with cemented 
boulders and cobbles (Sherif et al., 2004). The degree of rounding of clasts 
forming the aquifer is from sub-rounded to sub-angular. Figure ‎6.1 shows the 
domain of the Wadi Ham aquifer with the total area of 80.26 km2 used in the 
numerical simulation. The figure also illustrates the available 
hydrological/natural features and the boundary conditions. Hydrostatic pressure 
boundary condition with a constant head at the mean seawater level is used to 
define the coastline. The approximate catchment area of the Ham dam is 195 
km2. 
This study presents a 3D simulation of this aquifer that helps to illustrate the 
growth pattern of dispersive intruded saltwater wedge. The aquifer is simulated 
by considering the saturated and transient conditions of flow and solute 
transport, using the SUTRA code. As the aquifer mainly consists of coarse 
material, and for simplicity, the vertical geometry of the model is defined using a 
single layer that is spatially discretized with ten FE elements. The final 
numerical mesh has 48160 tri-linear hexahedral elements and 55990 nodes. 
The key input parameters are given in Table 1.  
Although, digital elevation model (DEM) and SRTM (Shuttle Radar Topography 
Mission) are  used for ground surface elevation in the study domain, the data 
points for the bottom layer are obtained by interpolation of isolines, boring 
logs and cross sections with reference to the mean seawater level (Sherif et al., 
2012). Figure ‎6.2 shows the elevation contour maps of the aquifer bottom layer 
and the ground surface layer. Figure ‎6.3 illustrates the typical subsurface cross 
section of the aquifer across the Wadi (approximately along the dashed line 
shown in Figure ‎6.1). The figure was prepared by Sherif et al. (2012) based on 
the available information from the existing boreholes. ArcGIS platform is used 
for geo-referencing of the available data maps and also preparing the available 
layers of information related to hydro-geological information of this irregular 
model. These data could then be imported as shape files to the graphical 
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interface of the SUTRA code (called Argus ONETM) at the desired scale and 
with the exact coordinates and with the minimum error that may arise from the 
process of data manipulation.  
The 3D model is generally an anisotropic and heterogeneous system based on 
hydraulic conductivity field defined through calibration process. The data 
available for model calibration include groundwater level measurements for two 
different stress periods from year 1989 to 1994 and from year 1994 to 2005 
recorded at 8 observation wells marked on Figure ‎6.1. The groundwater level 
data for year 1989 are considered as the initial condition to predict the water 
levels at the end of the next stress period and under specific permeability field 
illustrated in Figure ‎6.4 that is obtained as calibration parameter by trial and 
error. Water levels calculated with the calibrated model provide a good match to 
water levels measured for the years 1994 and 2005 (Figure ‎6.5). The initial 
salinity profile of the calibrated model (Figure ‎6.6) is obtained by long-term 
simulation of the system under the same pressure levels of year 1989 without 
considering the effects of pumping and recharge from surface reservoir (Ham 
dam). For this purposes an initial salinity of 250 mg/l is assumed everywhere in 
the aquifer except in the nodes at the surface of the model and lateral nodes at 
the shoreline boundary which are assigned with 100 mg/l (rainwater) and 35700 
mg/l (seawater) salinity respectively. The developed salinity profile is used as 
initial condition for the simulation of the aquifer in the next stress period. 
For the simulations of the mentioned stress periods, the average annual 
precipitation of 0.2 m/year is considered plus an additional 30% to account for 
the effect of climate change. A run-off factor of 60% is used for this sandy 
aquifer. The effects of the evaporation of water from the ground surface are 
ignored. The total recharge rate of 0.02 m/year has been used for Ham dam.  
The total ponding area of the dam reservoir is 0.4 km2. Two pumping wellfields 
located in the study area are Kalbha wellfield and Sharaah wellfield with the 
average pumping of 13600 m3/day and 3225 m3/day respectively. The average 
fluxes through Al Hyal, Ham and Al Hald inflow boundaries, are 850 
m3/day,1450 m3/day and 1100 m3/day, respectively. According to the data 
recorded for the second stress period (from 1994 to 2005) the average 
abstraction rates from Sharaah wells were decreased and those in Kalbha were 
increased. Therefore 2250 m3/day and 17200 m3/day are used for these two 
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wellfields respectively at the corresponding period of numerical modelling. 
Further details about the hydrogeological setting of the study area can be found 
in Sherif et al., (2012, 2013). 
 
 
 
 
Figure ‎6.1: Location of the study area and the used boundary conditions. 
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Figure ‎6.2: Elevation maps for the (a) aquifer bottom and (b) ground surface layers. 
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Figure ‎6.3: Typical geological cross-section of Wadi Ham (after Sherif et al., 2012). 
Table ‎6.1: The parameters used in the Wadi Ham model. 
 Table ‎6.2: Inflow and outflow rates defined in the model. 
Recharge 
Average annual precipitation 0.20  m/year 
Infiltration rate from Dam 0.02  m/day 
Inflow 
Al Hyal 850    m3/day 
Ham 1450  m3/day 
Al Hald 1100  m3/day 
Pumping 
Kalbha wellfied 
13600  m3/day (from 1989 to 1994) 
17200  m3/day (from 1994 to 2005) 
Sharaah wellfield 
3225    m3/day (from 1989 to 1994) 
2250    m3/day (from 1994 to 2005) 
   
 
Parameter  Description Value 
mD  : coefficient of water molecular diffusion [m
2/s]                      1.0×10-9 
C   : change of fluid density with concentration [kg/m3]  700 
g  : gravitational acceleration [m/s2] 9.8 
C  
: salinity of seawater [mg/l] 35700 
: salinity of the groundwater and inflow [mg/l] 250 
: salinity of the rainwater [mg/l] 100 
  : density of seawater [ kg/m
3] 1025 
: density of freshwater [ kg/m3] 1000 
  : fluid viscosity [kg/(m.s)] 0.001 
L  
: longitudinal flow dispersivity in horizontal directions [m]  65 
: longitudinal flow dispersivity in vertical direction [m] 6.5 
T  : transverse dispersivity [m] 0.65 
v hk k  : hydraulic conductivity anisotropy ratio 0.1 
  : porosity [dimensionless] 0.30 
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Figure ‎6.4: The used hydraulic conductivity field obtained during the calibration 
process. 
 
 
    
Figure ‎6.5: Calibration results of the hydraulic head (m) with respect to MSL. 
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6.4 Current condition of the aquifer 
The results of the salinity distribution in the aquifer in the simulation period 
between 1989 and 2005 model are presented in Figure ‎6.6. In this figure, the 
variations of 50% iso-salinity contours along the aquifer bottom floor are used to 
illustrate the transient impacts of SWI in aerial view. The simulated location of 
this contour line in year 1994 is 940 m measured at the aquifer bottom floor 
from the seaside. The value is calculated along an arbitrary horizontal section 
passing through Kalbha pumping field at UTM-Northing coordinate 2776000 m 
(section X-X in Figures ‎6.1 and ‎6.6). However, in year 2005, due to continuous 
pumping, mainly from Kalbha wellfield and at higher rate than the year 1994, an 
additional penetration of the salinity contours (435 m for 0.5 contour) is 
established in the aquifer. 
 
 
Figure ‎6.6: Transient progress of 0.5 isochlors across the base of aquifer in XY plane 
(years 1989 to 2015). 
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The current condition of the flow and salinity in year 2015 is obtained by 
simulation of the system for the next 10 years (after 2005) under the same rate 
of abstraction and recharge. The corresponding hydraulic head distributions of 
the system in years 1994 and 2015 are shown in Figure ‎6.7 indicating the 
extensive drawdown of the water heads in the area around the Kalbha wellfield. 
The 3D salinity distribution of the solute in the aquifer in year 2015 is shown in 
Figure ‎6.8.  The illustrated distribution of solute mass across the extraction zone 
and in the form of solute plume points out the current levels of 
contamination threatening the production wells. In comparison with year 2005, 
about 265 m further inland movement of the 0.5 iso-concentration line is 
simulated along the same X-X section for the year 2015. 
 
 
Figure ‎6.7: The simulated hydraulic head (MSL).distribution of the flow field. 
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Figure ‎6.8: Current condition of salinity distribution (%) in 3D. 
 
The evidence of vulnerability of the system from this progressive lateral 
salinization is shown in Figure ‎6.9 in terms of variations of both the total volume 
of freshwater and also the total mass of solute with the time. The volume of 
freshwater at a certain time step is calculated approximately as the total volume 
of the FE cells in the model in which the salinity content of the corresponding 
nodes is less than 500 mg/l. The total mass of salt is also calculated as the sum 
of the volumes occupied by the FE cells multiplied by their nodal salinity 
content. The 480 Mm3 reduction in total freshwater budget of the aquifer and 
also the sharp increase in the total mass of solute by about 8.8 Mtons in the 
current year (with respect to year 1989) clearly show the potential threats 
imposed by the groundwater extraction on the natural system of the Wadi Ham 
aquifer. It is predicted that this problem will be exacerbated if the current rate of 
groundwater extraction is maintained or increased.  Furthermore, it is also 
expected that in a critical case, it will increase the pressure on the natural 
subsurface resources in the northern and southern regions of the coastal area 
as well in order to satisfy the required water demands of the residents. 
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Figure ‎6.9: Variations of total salinity and freshwater content of the aquifer with time for 
the period from 1989 to 2015. 
  
6.5 Future condition of the aquifer  
 Under pumping and SLR actions 6.5.1
In order to highlight the impacts of SLR on SWI, the model is subjected to three 
new transient stress conditions. The planning time horizon for simulation of all 
the scenarios was 85 years (from 2015 to 2100). In the first scenario (Scenario 
I) by keeping the current hydrogeological settings of the model unchanged, the 
model is simulated without considering the rising of sea levels during the 
century. Assigning of the SLR along the vertical face of the shoreline is a 
common approach in the literature implemented without considering the 
inundation effects. The inundation of the shoreline surface occurs by 
transgression of the seawater on the land surface in systems with sloped 
shoreline. The Wadi Ham can be considered a good example for such aquifers 
with sloped coast. Therefore, in the second and third scenarios (Scenarios II 
and III) the effects of gradual SLR are simulated through two different schemes: 
(1) without inundation and (2) with inundation effects. According to IPCC (2013) 
the expected SLR would be between 28 cm to 98 cm in year 2100.  Therefore, 
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in an attempt to simulate the aquifer under a realistic rate of rising of sea level 
during the century, 65 cm SLR is adopted to be almost the average value of this 
predicted bound of the global SLR. The gradual rising of sea level is modelled 
by linearly rising the prescribed head with time on the sea boundary. In this 
study due to the large scale of the model and its regional sloped topography, 
the SUTRA code is modified to automatically define the exact horizontal 
projection of the 0.65 m-SLR on the land surface, thus correctly defining the 
corresponding shore line surface that will be inundated by SLR in scenario III.  
 
 Effects on inland encroachment of seawater 6.5.1.1
The results obtained from simulation of above scenarios are shown in 
Figure ‎6.10. In Scenario I, the continuous extraction of the groundwater from 
the wellfields is the only contributor to aggressive landward penetration of the 
saltwater. Under this condition, the 0.5 iso-concentration line will be located at 
2200 m from the sea boundary (Figure ‎6.10). This value is also measured along 
the X-X section, at the bottom of the aquifer and by taking the year 2015 as the 
reference, manifesting an additional 560 m penetration of the salinity contour. 
The simulation of the system shows different results for inland advancement of 
saltwater wedge in the two scenarios of SLR. In comparison to the first scenario 
an insignificant penetration is recorded in Scenario II that involves simulation 
without considering the transgression effects of SLR (assuming vertical face 
with SLR). It is likely that the natural geological slope of the whole settings of 
the Wadi Ham aquifer which is inclined in seaward direction could play an 
important role in the partial repulsion of SWI. The associated acceleration of the 
submarine discharge of the fresh groundwater in such aquifers with the 
seaward slope of the bed floor potentially prevents the excessive SWI during 
the SLR period.  
Generally, in Scenario III and by including the transgression effects, the system 
shows much higher rates of SWI than the former scenarios and this confirms 
the previous analytical findings of Ataie-Ashtiani et al. (2013). At the end of this 
scheme of modelling, the forward movement of the saltwater wedge (0.5 iso-
concentration line) in inland direction is about 60 m along the X-X section 
Figure ‎6.10). The effects of inundation are more pronounced in the Northern 
and Southern areas of the coastal regime. For instances, in 2100 the 0.5 
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contour line will be located at 1640 m along the X′-X′ section, which is roughly 
645 m more than its current position and about 250-280 m more than the first 
and second scenarios (Figure ‎6.10). The cross sectional view of these areas 
shows that they possess a lower topographic slope than the central region of 
the domain. Figure ‎6.11 compares the final results of the salinity distribution 
obtained in all the competing scenarios at the cessation of their simulations in 
two desired vertical sections X-X and X′-X′. 
 
 
Figure ‎6.10: Transient progress of 0.5 isochlors across the base of aquifer in XY plane 
(2015 to 2100). 
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It can be seen from Figures ‎6.10 and ‎6.11b-d that, although the groundwater 
extraction is a fixed parameter in all three scenarios (I, II and III), the effects of 
SLR coupled with this man made factor is comparatively insignificant at the 
location of Kalbha pumping zone. In consequence, by the end of the century the 
locations of 0.5 iso-contours in all scenarios are determined to be almost the 
same at the location of pumping. This is perhaps due to the sharp slopes of 
both the land surface and flow system itself in seaward direction. The steep 
gradient of the land surface works essentially in the third scenario while the 
slope of the flow system minimizes the SWI in favor of all the scenarios of SLR. 
During the transgression event in scenario III (Figures ‎6.11d and h) the system 
is hydrostatically pressurized in wider area (due to the corresponding inundation 
surface) than the case without inundation (Figures ‎6.11c and g). The imposed 
pressure can counteract a part of the submarine groundwater discharge. Under 
these circumstances the coupling of hydrostatic pressure along the inundation 
surface and the lateral boundary of sea forces the underlying and surrounding 
portion of saltwater wedge to move much quicker than the case without 
inundation and thus the SWI problem in the system is intensified. Moreover, in 
scenario III, the convective fingering of salinity in vertical direction from top to 
bottom is another pattern of salinization that occurred along the southern part of 
the coastline with a relatively flatter surface slope than the other areas. This 
pattern of flow causes some form of instability in the flow system (Figure ‎6.11h). 
This is consistent with what have been reported by Kooi et al. (2000) and 
Laattoe et al. (2013) who concluded that in cases where the transgression 
occurs at higher rate than the lateral intrusion, the systems will experience this 
density-driven fingering of solute. The low topographical slope of the aquifer is 
as an important factor that increases the probability of occurrence of this pattern 
of flow. Therefore, the horizontal encroachment of saltwater is generally 
increased by coupling with this new source of vertical salinization.  The pattern 
of evolution of salinity distribution in the system during the transient simulation 
of scenario III along the section X′-X′ is illustrated in Figure ‎6.12. The section X′-
X′ is purposely selected in an area that experiences vertical salinization. Initial 
stages of progression of this fingering of solute are clearly visible in years 2025 
and 2030.  
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Figure ‎6.11: Overall salinity (%) of the model in vertical sections taken along the cross-
sections a-d) X-X and e-h) X′-X′ for all the simulated scenarios. 
 
 Effects on freshwater budget 6.5.1.2
In all the three competing scenarios, the process of SWI is followed by 
nonlinear increase of the total salinity and also nonlinear reduction of the total 
freshwater budget of the entire system (Figure ‎6.13). The total mass of solute is 
increased from 18.74 Mtons in year 2015 to 25.16, 25.68 and 30.61 Mtons by 
year 2100 in the first, second and third scenarios respectively. These values are 
equivalent to 34.25, 37.03 and 63.35% of increase respectively. The freshwater 
capacity of scenario I is reduced from 2534 Mm3 in year 2015 to 2239 Mm3 at 
the end of the century, which is equivalent to 11.64% reduction. Following the 
same trend in recording an insignificant magnitude for progress of SWI, the 
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additional depletion of the freshwater in scenario II is less than 0.5% by the year 
2100, under the coupled effects of pumping and SLR (without inundation).  In 
comparison to the former scenarios, a higher rate of depletion of freshwater is 
noted during the simulation of the model under the concepts of the third 
scenario. The difference between the curves of scenario III and other scenarios 
is gradually increased with the time, where the freshwater volume in the system 
becomes 2162 Mm3 by the end of the simulation, indicating an additional 3% 
reduction of this natural resource in the aquifer. Consequently, the simulation of 
the coastal groundwater flow system without considering the future inundation 
effects from rising of sea level (scenario II) tends to underestimate the extent of 
the SWI process. 
 
Figure ‎6.12: Patterns of evolution of SWI (salinity in %) in vertical section taken along 
the section X′-X′ in scenario III. 
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Figure ‎6.13: Variations of total salinity and freshwater content of the aquifer with time 
in all the three modeled scenarios 
 
6.6 Management of SWI 
 Artificial recharge 6.6.1
The UAE is one of those countries that can be characterised as more 
vulnerable to climate conditions and to climate change impacts. In the UAE 
precipitation comes more in the form of intense rain events followed by 
prolonged dry spells during the year. The utilization of reclaimed water or rain 
water through surface ponds can be easily considered in such areas that 
experience seasonal flood pulses. In other words, the excess surface water can 
be collected in pond systems all around the coastal areas and then reused for 
aquifer recharge purposes, contributing to control or at least mitigation of the 
impacts of SWI beside their conventional role in management of floods. 
Therefore, in this phase of the study, the 3D model of the Wadi Ham aquifer is 
subjected to three different stress conditions for the next coming 10 years as an 
attempt to highlight the efficiency of the artificial recharge of TWW for alleviation 
of SWI risks. In the first case it is assumed that the current rates of pumping 
and rainfall will be maintained until year 2025. In the second case the effect of 
recharging the aquifer through one surface pond (A) and in the third scenario 
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the effects of three surface ponds (A, B and C) are considered (see Figure ‎6.14) 
to obtain the salinity distribution throughout the model, under the same pumping 
and rainfall rates as those used in the first scenario. In each of these 100 
m×100 m artificial ponds the collected reclaimed water (with TDS of 1300 mg/l) 
is allowed to percolate into the aquifer with an average rate of 0.5 m/day. The 
50% iso-salinty contours of these three scenarios, progressing along the base 
layer of the model, are illustrated in Figure ‎6.14. The projections of the surface 
ponds’ locations are also presented on this figure. In the no-management 
scenario, the system experiences a further inland intrusion of 220 m compared 
to the results of year 2015 on x-x section. The positive role of recharging water 
to control SWI is started by percolation through the soil layers and then 
reaching the water table. The recharged water subsequently enhances the 
seaward gradient of water table in the system by raisings the inland piezometric 
heads. This mechanism works as a countermeasure action against the inland 
encroachment of saltwater.  In comparison to the no-recharge scenario the 50% 
iso-contour line will be pushed back in seaward direction by 290 m in the 
second scenario and 340 m in the third scenario along section a-a. The 
corresponding values of backward movement calculated in the third scenario 
are 550 m and 240 m along sections b-b and c-c respectively. 
Figures ‎6.15 and ‎6.16 show the comparison of the final results of the salinity 
distribution obtained in these scenarios at the end of year 2025 in vertical 
sections a-a and b-b respectively. In this process, the low iso-salinity surfaces 
of the intruded saline water that are located in a shorter distance from the 
recharge system are more affected by the infiltrated water and severely forced 
back to the sea. As pond B is located almost on top of the transition zone of 
saltwater wedge, and due to the divergent flow and mixing, the transient effects 
of recharge through this pond spread in all directions creating a halo of low 
salinity (closed contours of salinity with less than 10% concentration) in 
underlying depths surrounding the pond (Figure ‎6.16d). These results clearly 
highlight the regional impacts of the recharge system to repulse the bulk 
movement of intruded saline water in this sandy aquifer followed by saving a 
considerable amount of freshwater/brackish water in the aquifer. 
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Figure ‎6.14: Inland progress of 50% iso-concentration lines across the base of aquifer 
in XY plane. 
 
 
 
 
 
 
Figure ‎6.15: Overall salinity (%) of the model in vertical sections taken along the cross-
section a-a in all the simulated management scenarios. 
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Figure ‎6.16: Overall salinity (%) of the model in vertical sections taken along the cross-
section b-b in all the simulated management scenarios. 
 ASR system 6.6.2
In this section the effects of repeated cycles of artificial recharge, storage and 
recovery on controlling of SWI progress in Wadi Ham aquifer is investigated 
using an additional set of wells that are introduced into the numerical model. 
This method is called Aquifer Storage and Recovery (ASR) and it is commonly 
used for future banking of surface water in deep and/or confining layers. So, the 
future rates of the inland advancement of the saltwater in Wadi Ham aquifer in 
year 2025 is examined by subjecting the current model (in year 2015) to two 
hypothetical scenarios of ASR system and the results are compared with the 
case of no-management scenario. The flow and salinity distributions of the year 
2025 in the first (no-management) scenario are obtained by maintaining the 
current hydrological settings for the next 10 years. In the second scenario, ASR 
system (using five wells ASR#1, ASR#2,…and ASR#5) is defined in front of the 
current intruded saltwater wedge and as an additional feature to 
countermeasure the impacts of saltwater intrusion in the south part of the study 
domain. Each of these recharge/recovery wells is subjected to two full cycles of 
recharge, pause (storage) and recovery per year; with a time span of 75 days 
for each of recharge and abstraction stages and 32 days for storage stage. 
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Injection and recovery rates of 2000 m3/day are applied in each of the ASR 
wells to guarantee 100% recovery efficiency. Finally, in the third scenario, only 
one cycle of ASR process is considered for the same arrangement of ASR 
wells. By keeping the injection and recovery rates at 2000 m3/day, the third 
scenario serves to guarantee 66.67% of recovery efficiency wherein, the time 
spans of 180 days for recharge, 65 days for storage and 120 days for 
abstraction stages are used during each full cycle of ASR. The TDS of the 
injected water in both ASR scenarios is assumed to be 150 mg/l.  
The 10%, 50% and 90% iso-salinity contours of the three scenarios along the 
base layer of the model are illustrated in Figure ‎6.17. The projections of ASR 
wells’ locations are also presented on this XY plane. In the no-management 
scenario, the system experiences a further intrusion of 98 m of 50% iso-
concentration line compared to the results of the year 2015, measured on X”-X” 
section. The large distance of the evaluation points (section X”-X”) from the 
Kalbha wellfield and maintaining the current rate of pumping over the simulation 
period up to the year 2025 are the main reasons for this rate of SWI. However, 
due to future urbanization and available intensive farming in this part of the 
study area it is predicted that the pumping from the Kalbha wells will have a 
growing uptrend that will make SWI problem even worse. In the second 
scenario that involves ASR technique with 100% recovery efficiency, the 
corresponding salinity level is reversed back by 157 m compared to the no-
management scenario, evaluated on the same X”-X” section. The positive role 
of ASR system in controlling saltwater intrusion is more pronounced in the third 
scenario by recording about 226 m push back effect on the horizontal location 
of the 50% isochlor measured with respect to the simulated value in the first 
scenario. The better performance of the third scenario in the mitigation of SWI 
impacts is attributed to the shorter period of pumping than the recharge events 
implemented in each cycle of ASR (recovery efficiency= 66.67%). The excess 
recharge water left in the buffer zone or aquifer after each cycle helps to 
increase the successive seaward hydraulic gradient in the system leading to the 
partial reversal of the intruded saltwater wedge back to the sea. During this 
comparison one should note that the ASR has multiple roles in that it protects 
the system against SWI while providing a remarkable amount of water 
recovered for public supplies. It is also revealed from the results that the low 
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concentration lines (less than 10%) are more sensitive to recharge and 
abstraction events of ASR process.  
 
Figure ‎6.17: Inland progress of 10%, 50% and 90% iso-concentration lines in 
management scenarios in 2025. 
The raising and lowering of the hydraulic head in each cycle of ASR is followed 
by the variations of salinity (TDS) in the location of the inserted wells and 
consequently in the entire aquifer. Figure ‎6.18 shows the overall progress of 
these repeated cycles during the simulation period in ASR#1 and ASR#5 wells 
and in both management scenarios. The other ASR wells follow exactly the 
same salinity trends that are bounded between the illustrated results/curves of 
ASR#1 and ASR#5. By recharging of the aquifer in the first cycle the amount of 
salinity in the location of wells is significantly reduced due to mixing of the 
injected water with the ambient water, implying the improvement of water 
quality. In contrast, during the storage and abstraction phases of the process, 
the solute starts to progress toward the wells and therefore the salinity levels 
are partially reversed. The bandwidths of the corresponding repeated cycles 
decrease with the time and almost reach equilibrium at the end.  
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These repeating cycles of ASR process are simultaneously associated with 
seaward and landward advancements of intruded saltwater wedge. The overall 
response of Wadi Ham aquifer to the mentioned gradual enhancement of water 
quality is positive. Where and even though the system is under continuous 
pumping from the two local wellfields, the ASR succeeds to control the 
seawater intrusion by keeping the freshwater/saltwater interface back to the 
seaward direction. However, and like any other management strategy, the ASR 
has some limitation and its implementation needs further attention. 
 
 
 
 
 
Figure ‎6.18: Variation of TDS level during ASR cycles in the second (a) and third (b) 
scenarios. 
 
6.7 Summary and Conclusion 
In this chapter, qualitative and quantitative analyses of groundwater vulnerability 
of the Wadi Ham aquifer were presented under the external stresses from both 
groundwater withdrawal and gradual rising of sea level. The results of 
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simulation of the aquifer under the coupled action of these hydraulic factors 
over the century were presented in different scenarios: a) maintaining the 
current rates of pumping without SLR b) coupled action of pumping and SLR 
assuming a vertical face for the shoreline boundary during SLR and c) coupled 
action of pumping and SLR by considering the inundation of the shoreline 
surface. 
3D simulation of the calibrated model showed that the sustainability of the local 
pumping wellfield (Kalbha) and thus the surrounding developed residential, 
industrial and agricultural areas is currently in critical condition due to invasive 
contamination by SWI. Any unplanned withdrawals of the groundwater would 
have serious impacts on the quality and quantity of fresh groundwater and thus 
the ecosystem of the studied area. Generally the rate of SWI in the Wadi Ham 
aquifer is increased in the third scenario due to the inundation effects arising 
from transgression of SLR. This is mainly in the low land areas of its coastal 
boundary with flatter slopes, where the flow system experiences an instability in 
the form of density-driven fingering of solute that may accelerate the inland 
encroachment of the saline water. Ignoring the effects of unavoidable sea level 
rise due to climate change over the coming decades or considering SLR without 
the inundation effects would grossly underestimate the real risk and 
consequences of SWI. It is concluded that in all the three scenarios considered, 
the salinity content of the aquifer will increase during the coming years followed 
by a remarkable degradation of the groundwater quality and a significant 
reduction of the freshwater budget, especially in the third scenario that 
considers the inundation effects of SLR. Therefore protecting this highly 
permeable aquifer using an appropriate management option and a withdrawal 
plan and also protecting of the land surface of the shoreline by low permeability 
layers against the transgression of seawater are the factors that the local 
decision makers could consider in the next step. 
Finally, numerical simulations were performed to outline the effects of two 
different management policies on inland advancement of saline water in the 
Wadi Ham aquifer. ASR system and artificial recharge of ponded TWW are the 
two approaches examined independently in this aquifer to control the negative 
impacts of SWI and the results are compared with the case of no- management 
scenario. It has been shown that a considerable reduction in salinity levels 
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occurs in areas surrounding both management systems. Consequently a higher 
level of efficiency and a long term sustainability of the system would be 
guaranteed by designing several surface recharge basins in different locations 
of the study area. In addition, direct collection of the treated wastewater, rainfall 
and excess surface flow in these basins can be considered as reliable sources 
for recharging and feeding of the aquifer. In spite of the fact that the ASR has 
been typically documented for subsurface storage of the injected water in deep 
confined or unconfined aquifers, in order to benefit from excess surface water 
presence during the intense rain events in the study area, ASR system can also 
be followed to control saltwater intrusion in a such unconfined aquifer with a 
relatively shallow hydrogeological setting (i.e. Wadi Ham aquifer).  
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7 Chapter Seven:          
Conclusions and Recommendations 
 
7.1 Summary 
The main contributions and achievements of the current research in this field of 
science are summarized as follows: 
 A new S/O model described as FE-GA was developed, by direct 
integration of the FE code (SUTRA) with NSGA-II, to evaluate the 
effectiveness of the management methodologies that were employed to 
mitigate SWI in coastal aquifers.  
 A surrogate modelling technique was followed to develop a new S/O tool 
called EPR-GA. In EPR-GA technique, the trained EPR models were 
integrated with NSGA-II and the obtained results were compared with the 
optimal solutions obtained by FE-GA.  
 A strategy was introduced to predict the response of aquifers under 
different groundwater extraction patterns using the EPR Meta modelling. 
 A wide range of the management scenarios including different scenarios 
of abstraction only, recharge only, and combined abstraction and 
recharge scenarios were assessed using the developed FE-GA and 
EPR-GA models and in several examples of confined/unconfined coastal 
aquifers. A new combined management strategy called ADRTWW was 
conclusively proposed to protect the aquifer from SWI by abstracting the 
brackish water near the coastline within the saltwater wedge, 
desalinating it for public use and simultaneously recharging of aquifer 
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using more economic source of the water such as TWW or any other 
surface sources of good quality water. 
 Comprehensive S/O procedures were carried out to study the effects of 
thicknesses of both saturated and unsaturated layers of the aquifer; the 
nature of the simulation schemes (i.e. under fully saturated and 
saturated-unsaturated flow conditions); the general impacts of different 
external sources of recharge water and different values of the 
desalination plant recovery ratio on the optimal results of the 
management scenarios. 
 The effects of realistic conditions of SLR by accounting for (i) the 
inundation impacts on the land surface of the coastline and also (ii) the 
time dependent rising mechanism; in both real (3D) and hypothetical 
(2D) models were investigated in detail.  
 Parametric studies were conducted to investigate the effects of different 
slopes of the shoreline, hydraulic boundary conditions of the model, and 
the main hydro-physical parameters on the SLR rates and the 
subsequent overall SWI process. 
 A 3D simulation model of Wadi Ham aquifer in UAE was developed to 
study the degree of its vulnerability to current and future conditions of 
saltwater intrusion. Also, the coupled actions of SLR and groundwater 
pumping were considered during the simulation of this regional flow 
system. Finally, two simple management scenarios as planning 
processes were investigated to control SWI in this regional aquifer.  
 
7.2 Main concluding remarks 
 The developed S/O tools have the capability to identify the most cost-
effective management model and the corresponding optimal coordinates 
(depths and locations) and rates of the abstraction/recharge systems.  
 It has been shown that the efficiency of the management scenarios is 
dependent on the hydrological settings of the both saturated and 
unsaturated zones. For instance, the performance of combined scenarios 
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in which surface pond is employed for recharge is increased by reduction 
of thicknesses of both saturated and unsaturated layers. 
 Although, all the considered hydraulic barriers in this thesis have the 
potential to mitigate the impacts of saltwater intrusion the ADRTWW is 
identified as a new management methodology to more effectively protect 
the aquifer from SWI. This proposed model (ADRTWW) takes into 
account all the economic, environmental and water demand issues that 
are concerned by the decision makers; this is mainly by focusing on the 
TWW or other economic sources of water for recharging aquifers. 
 The deep-well withdrawal of the brackish water from saltwater wedge 
near the cost simultaneously with artificial recharge of the aquifer in front 
of the wedge are the optimal patterns of the abstraction/recharge, 
addressed by the S/O models, resulting in improvements of the 
ADRTWW’s general efficiency. 
 To control SWI with the least cost and the least amount of salinity in the 
aquifer, deep injection of good quality water in front of the intruded 
saltwater wedge can be predominantly implemented in the recharge 
stage of the ADRTWW in both confined and unconfined aquifers. 
However, in relatively small unconfined aquifers the infiltration of the 
collected water from surface basin is the preferable recharge strategy. 
 The study outcomes confirmed that the recharge of collected storm water 
in surface ponds (or its deep injection) can increase the cost-
effectiveness of the recharge only and the combined management 
scenarios. However the use of rain water will be less sustainable source 
than TWW as it is highly dependent on the rates of the natural 
precipitation and the climate condition.  
 The approximation of unconfined aquifers with fully saturated condition, 
generally, underestimates the predicted risks of SWI in cases that the 
aquifer is recharged from surface a pond system.  
 The general positive impacts of increasing recovery ratios of RO on the 
overall trend of the Pareto fronts are reported in this research work. 
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 In addition to the great potential of the EPR algorithm to satisfactorily 
capture the nonlinear behaviour of aquifer systems subjected to artificial 
(man-made) or natural disturbances (abstraction or SWI), the 
distinguished feature of EPR model emerges in its application as the 
Meta model in the S/O process, where it significantly reduces the overall 
computational complexity and time.  
 The results show that under SLR action the rate and the amount of SWI 
are considerably greater in aquifers with flat shoreline slopes compared 
with those with steep slopes. In other word, ignoring the land inundation 
due to SLR (i.e. assuming a vertical face for the SLR boundary) 
generally, underestimates the predictions of SWI. Moreover, a shorter 
period of time is required to reach a new steady state condition in 
systems with flatter slopes. The SWI process is followed by a significant 
depletion in quantity of freshwater resources at the end of the century. 
Under the combined action of SLR and groundwater withdrawal the SWI 
risks are exacerbated and followed with the longer response time 
periods. 
 Although the inland penetrations of the saltwater wedge under gradual 
and instantaneous SLRs are nearly the same, the simulated response 
times are different. 
 The results of the parametric study show that the inland advancement of 
seawater owing to the gradual SLR is aggravated by increasing the 
permeability and by decreasing the molecular diffusion, dispersion and 
porosity.  
 The results of the 3D simulation of the Wadi Ham aquifer indicate the 
risks and vulnerability of this coastal aquifer to SWI, wherein, the inland 
encroachment of saltwater towards an available production wellfield 
located close to the coastline is currently intensified owing to the 
continuous pumping of water.  
 In addition, under gradual SLR boundary condition, the inundation of the 
shoreline serves to increase SWI in the Wadi Ham aquifer, mainly in the 
coastal zones of this regional flow system with low slopes. Finally, the 
quantitative analysis of the variation of freshwater budget of this aquifer 
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with time shows that, under the combined actions of pumping and SLR, 
the rate of depletion of freshwater is even increased considering the 
inundation effects. 
 It has been concluded that the low salinity concentration lines are 
generally more sensitive to the groundwater withdrawal than the SLR. 
However, SLR has greater effects on the high salinity concentration lines 
than the low salinity iso-surfaces. 
 
7.3 Recommendations 
 Policy Recommendations 7.3.1
 Application of the multi-objective S/O procedure should be considered in 
the evaluation of the SWI management scenarios. However, due to the 
conflicting nature of the objectives functions, the selection of the 
appropriate solution among the potential best solutions on the relevant 
trade-off curve should be carefully studied before its practical application. 
 The principles of the developed S/O models (FE-GA and EPR-GA) can 
also be used in the multi-objective management of the quantitative 
problems of groundwater in both confined and unconfined aquifers where 
the SWI does not exist. 
 Although the definition of the cost objective functions of the applied 
management scenarios is based on the results of the steady state (long 
term) conditions, it is recommended that in real case studies, the time-
varying case of the aquifer hydro-environmental components should be 
considered whenever the optimal solutions in a point in time or over the 
entire time-varying period of the management problem are of interest. 
 Focusing on the good quality of reclaimed surface or runoff water should 
be more widely adopted for recharging of the aquifers especially in 
coastal regions. Based on the present findings, it helps to mitigate the 
risks of saltwater intrusion and flooding, beside its positive influence on 
water-balance during the water scarcity crises in drought periods of the 
years.  
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 To reduce the associated health, environmental and economic risks 
further attention is required on the quality of TWW used for recharging of 
the aquifer systems. 
 In accordance to the results reported in chapter 4, the consideration of 
unsaturated flow properties of vadose zone is recommended for more 
realistic simulations of unconfined aquifers that are subject to surface 
infiltration. Such consideration should also be followed in the entire S/O 
procedures during the management scenarios of the unconfined aquifers 
that are/will be subjected to the recharge events from surface pond 
system.  
 The associated consequences of global warming in the form of SLR, 
floods and tsunamis should also be considered in the numerical 
modelling of SWI. In such simulations the exact inundation area should 
be incorporated in the modelling. Considering these effects with the other 
available natural and/or artificial features (e.g. natural rainfall and 
groundwater withdrawal) will help to simulate the SWI impacts and the 
flow system more realistically under the surface- subsurface water 
interactions. 
 The use of meta modelling is recommended to handle the response of 
the aquifer system and in order to save computational time. 
 Due to the highly permeable nature of Wadi Ham aquifer, both SLR and 
groundwater pumping will have great effects on the increasing of the 
inland encroachment of the saltwater wedge and thus depletion of this 
aquifer. Therefore, quick management actions are highly recommended 
for the local decision makers starting at least by either monitoring or 
reduction of the groundwater pumping rates. 
 
 Recommendations for Further Research: 7.3.2
 Re-evaluation of all applied management scenarios under more realistic 
condition considering the effects of surface-subsurface interactions and 
in 3D real case studies is one of the possible options for extending the 
current findings in future. 
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 More work needs to be carried out to study the effects of parameter 
uncertainty on both the simulation of the Wadi Ham aquifer itself and on 
the optimal results of the S/O models that have been evaluated and 
reported in this thesis for different hypothetical aquifers. For instance, the 
efficiencies of all the management models under the permeability 
uncertainty in both spatially homogeneous and heterogeneous fields of 
the considered geological units can be re-evaluated within the stochastic 
S/O frameworks. 
 In order to reduce the computational complexity of the S/O models 
especially during an exceedingly fine spatial and temporal discretization 
of the saturated-unsaturated flow system (and even during stochastic 
S/O recommended before), focusing on parallel programming 
approaches and on many-core processors of the CPU is recommended. 
 In order to increase the accuracy of the EPR and reduce its training time 
during the S/O framework, self-learning approaches should be followed. 
In this strategy, first an initial population of the input/output with a limited 
size is sampled and then the performance of the EPR model is 
evaluated. In the next stage, the additional members are adaptively 
sampled and the whole process is repeated with subsequent 
enhancement of the surrogate model; and finally a more accurate 
surrogate model will be established at a much quicker pace. This 
strategy will help the process to move more quickly to the region of the 
sampling domain that contains the optimum of solutions. 
 Another possible field for future research is the development of a robust 
decision support system concerning a wide range of hydraulic 
components of surface-subsurface water interactions (e.g. evaporation, 
natural recharge, artificial recharge of desalinated brackish water or 
TWW using well and/or pond system, groundwater pumping, etc.). This 
decision tool should have the capability to integrate with SUTRA code in 
order to simulate the aquifer responses to the management policy. In 
further challenges, this integrated tool can be extended to identify the 
optimal arrangements of each management scenario. An optional 
deterministic or stochastic S/O processes can be used for assessment of 
the management scenarios concerning the total economic cost, water 
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demand and salinity constraints. The Wadi Ham case study can be 
considered as a good model for evaluation of this integrated tool.  
 The simulation of SWI in fractured aquifers and the corresponding hydro-
environmental effects on the surrounding layers is quite a recent subject 
that should be more focused. 
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9 Appendix A:          
Physical–Mathematical Principles 
of SUTRA Simulation 
 
A.1 Introduction 
Saturated-Unsaturated TRAansport (SUTRA) code is the FE based numerical 
model that is used in this work to simulate all the hypothetical and real coastal 
aquifer applications. The SUTRA code has the capability to simulate systems 
with irregular geometry and in 2D/3D.  The last version of this code ( SUTRA 
v2.2) developed by Voss  and Provost (2010) has been written in standard 
Fortran-90 and it is an open source and freely available in public domain 
(provided by the United States Geological Survey, USGS). The mechanism of 
saltwater intrusion, as a complex density-dependent flow problem, can be 
effectively modelled with the SUTRA’s solute-transport simulation. Similarly, the 
other thermal problems in aquifers such as thermal pollution of aquifers, aquifer 
thermal-energy storage systems, geothermal reservoirs and natural 
hydrogeological convection systems can be successfully modelled through its 
energy transport simulation. 
 
A.2 SUTRA processes 
In SUTRA, the numerical solution can be done in Cartesian and radial 
(cylindrical) coordinate systems. The spatial Cartesian coordinate system is 
used for simulation of 2D areal systems (x,y) and 3D models (x,y,z)  while, in 
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2D cross sectional systems either the Cartesian system or radial (r,z) system 
can be implemented. For the simulation of flow systems under fully saturated 
conditions, the aquifers can have either areal, vertical sections in 2D or a fully 
3D geometry. By including the effects of unsaturated zone the code should be 
used only in systems with the vertical cross section in 2D or 3D. Moreover, for 
simulation under 2D domains the user can optionally specify the approximate 
thickness of the studied problem in the third direction, thus a modelling can be 
carried out under a “pseudo-3D quality” condition. This considered thickness 
may be constant or variable. A 3D model or a 2D vertical section should be 
used to simulate problems with variable density flow (e.g. saltwater intrusion). 
And application of areal simulation in variable density flow and also in systems 
with unsaturated flow regime is physically unrealistic. 
The implementations of the vertical head gradients and dispersion process in 
the governing mathematical equations are the two important mechanisms 
provided in SUTRA, which allow for the correct simulation of SWI and 
establishing the distinct saltwater wedge. The no-vertical head gradients and 
no-dispersion are the common assumptions of the sharp interface modelling 
(Ghyben-Hertzberg model). Under unrealistic condition with no vertical head 
gradient, the system is generally under hydrostatic condition and all the points 
of the aquifer, e.g. surface, interface and the base of the aquifer, will have the 
same head and the submarine ground discharge will not occur. In the cases 
without dispersion effects, the mixing process will not be allowed. 
SUTRA uses bi-linear quadrilateral elements in 2D and tri-linear hexahedron 
elements in 3D FE meshes. In this hybrid numerical model, the implicit finite 
difference is predominantly used for temporal and thus nodewise discretization 
of the non-flux terms (e.g. time derivatives and sources) of the balance 
equations. The values of such non-flux terms are assumed to be constant in the 
region occupied by each specified node (FE cell) in order to handle their 
nodewise calculations. In contrast, the modified version of standard Galerkin FE 
method is used for the spatial discretization of all the other flux terms of the 
equations that are localized in elementwise norm. In order to simulate the 
mechanism of variable density flow correctly, the standard finite element 
method (FEM) (Galerkin) has been modified. In this modification the consistent 
vertical velocity is allowed to be calculated within each mesh element. This is 
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carried out by giving a same type of spatial variability (consistent spatial 
variability) for both pressure gradient P of the flow, and buoyancy term g  in 
the variable-density form of Darcy's law (Equation (3.1)). This calculation of 
consistent velocity is not considered in the standard FEM. In standard FE and 
even in systems under hydrostatic pressure, spurious vertical velocities are 
generated at locations within the FE mesh where the vertical concentration 
gradient exists. This unrealistic velocity field makes it impossible to converge 
and simulate the narrow mixing zone between the freshwater and saltwater, 
regardless of the values of the implemented dispersivity in the simulation model.  
 
A.3 Physical Properties of the Fluid and Solid Matrix  
The governing equations of the SUTRA code are approximated to explain and 
simulate the two interdependent processes of a) density-dependent fluid flow 
under saturated-unsaturated condition; and b) solute transport in the subsurface 
water and solid matrix of the aquifer. Both of the processes are controlled by the 
properties of the constituent materials of the aquifer (or porous medium). The 
porous medium is comprised of void spaces (may be fully or partially filled with 
gas or liquid) and solid grains. The physical properties of fluid and a matrix of 
solid grains and also the volume and nature of the void spaces are the factors 
that control the flow through the porous medium. Therefore, the main physical 
terms and properties related to fluid, solute and solid matrix, which are used in 
the governing equations of SUTRA are presented in the following two sub-
sections. 
 
A.3.1 Density-dependent groundwater flow 
Darcy’s empirical relationship has become a primary tool for modelling of flow in 
porous media. The Darcy’s law expresses that the flow movement through a 
porous medium, which contains a spatially variable fluid density is controlled by 
either fluid pressure differences or by unstable density variations of the fluid. In 
the pressure driven scheme, the fluid flows due to the pressure gradient. 
However, in the second scheme (density-driven flow), the dense fluid with 
higher gravity tends to move downward relative to the fluid with lower density. 
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Therefore, in density driven problems (e.g. seawater intrusion) flow can no 
longer be described as a function of pressure ( P ) only and the effects of fluid 
density ( g ) should also be considered. The general form of fluid velocity 
(Dracy’s equation) used in SUTRA is :  
( ).( )r
w
k
P
S

 
   
k
v g
 
(A.1) 
where: 
v (x,y[,z],t) 
is velocity vector with components in i, j, and k directions 
[L/s], 
rk (x,y[,z],t) 
is relative permeability (for unsaturated flow) 
[dimensionless], 
k (x,y[,z]) 
is saturated permeability of solid matrix (permeability 
tensor) [L2], 
 (x,y[,z],t) is fluid density [M/L3], 
  (x,y[,z],t) is fractional porosity [dimensionless], 
wS (x,y[,z],t) is fractional water saturation [dimensionless], 
P (x,y[,z],t) is fluid pressure [M/(L.s
2)], 
  is divergence vector = i j kx y z
   
  
  
  is fluid viscosity [M/(L.s)],  
g  is gravity acceleration [L/s2], 
The fluid density of the groundwater (  ) is the sum of pure water density ( w ) 
and solute volumetric concentration (c ): 
w c  
 
(A.2) 
The value of this key parameter (  ) may vary depending on temperature and 
solute concentration. SUTRA employs a first order Taylor expansion to 
approximate density models about a base or reference density:  
( )C C
C

  

  

 
(A.3) 
where: 
C (x,y[,z],t) is solute concentration or fluid solute mass fraction 
C  is base (reference) solute concentration  
  is base fluid density at C , [M/L
3] 
C   
is constant value of density change with solute concentration 
[M/L3] 
 222 
 
Note that c C   is the relation between the volumetric solute concentration 
(mass of solute per total volume of fluid), c  used in Equation (A.1) and the 
solute concentration (mass of solute per total mass of fluid), C in Equation 
(A.3). The base concentration C  is usually considered to be zero, and the 
equivalent density of pure water is commonly used to represent the base 
density value. The typical value of C   recommended in SUTRA is 700 
[kg(seawater)
2/kg(dissolved solids). m
3] or simply 700 [kg/m3] for mixtures of seawater 
and pure water (freshwater) at 20 °C.  
According to Voss  and Provost (2010), the solute concentration of seawater (
seaC ) is 0.0357[kgsolute/kgfluid] as the mass fraction of TDS. Therefore, with 0C 
[kgsolute/kgfluid], 1000freshwater    kg/m
3 and 0.0357seaC C  [kgsolute/kgfluid] the 
approximate density of seawater calculated from Equation (A.3) is equal to 
1025 kg/m3. With this density, the salinity of seawater can be calculated  in 
volumetric unit ( seac ) to be equivalent to 36590 mg/l, which falls within the range 
32000 to 37000 ppm reported by Day (1999, 2008) and Ladewig and Asquith 
(2012) for open ocean. From this, the calculated Chlorinity content of seawater 
is 20140 mg/l, because the Chloride ion (Cl-) comprises 55.04 % of all the 
dissolved solute content of seawater. The other main six constituents of 
seawater,  Sodium (Na+) , Sulfate (SO4
2–), Magnesium (Mg2+), Calcium (Ca2+), 
Potassium (K+) and Bicarbonate ion (HCO3-) make 30.61, 7.68, 3.69, 1.16, 1.10 
and 0.41 parent of all of seawater’s solutes (Pinet, 2013, von Arx, 1962). 
The saturated permeability of solid matrix k is another particular term in Darcy’s 
equation, Equation (A.1), and it is commonly assumed to be direction-
independent throughout the flow system. In that case, the permeability is called 
isotropic. However, in an anisotropic permeability in 2D there is always one 
principle direction along which permeability has the maximum value ( maxk ) and 
another principle direction along which permeability has a minimum value ( mink ). 
These two directions are interactively perpendicular two each other. In 3D, there 
is another third principle direction of flow with an intermediate (middle) value for 
the permeability ( midk ) and it is perpendicular to the first two. The term rk
(relative permeability) of the Equation (A.1), which is deduced for unsaturated 
conditions of flow and predicted from soil retention curve, is explained in the 
following section. 
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A.3.2 Saturated-unsaturated groundwater flow 
Early numerical models of subsurface water hydrology focused on its simulation 
under saturated condition of porous media. As the major regional groundwater 
flow occurs in the saturated zone and also for simplicity, the hydrologists 
generalized the groundwater modelling techniques under fully saturated 
conditions of soils only in which the pore spaces are full of water ( 1wS  ). 
Almost simultaneously with this modelling approach of hydrologists’ groups, soil 
physicists (and other researchers in the field of theoretical soil mechanics) 
independently developed the simulation of flow in the unsaturated or vadose 
zone (Pinder, 1988). In this zone the void spaces are partially filled with water 
and hence it has the saturation of less than one ( 1wS  ). The concept of 
unsaturated flow is distinguished by accounting for the two-phase flow of 
both water and air within the porous media. Considerations of these new terms 
with the governing equations of the flow system particularly increase the 
nonelinearity and complexity of their mathematical description (Pinder, 1988). 
Krahn (2012) stated that ignorance of the unsaturated flow above the water 
table would be associated with the ignorance of an important component of 
moisture flow in the soils and thus limiting the types of problems that can be 
addressed and analyzed. Infiltration and evaporation through vadose zone are 
the two important flow components in unconfined aquifers that can be correctly 
handled by contribution of physics of flow through unsaturated soils.  
Although, in terms of mathematical complexity, simulation under saturated flow 
condition is considered as easy task of the modelling problems, its concepts are 
used as fundamental for more complex simulators of unsaturated flow. Under 
unsaturated conditions, water adheres to the solid phase components by 
surface tension effects, and the fluid pressure is less than atmospheric. In this 
case, the flow occurs along the films surrounding soil particles in direction of 
drier medium and smaller pores, driven by matric or capillary forces that are 
much stronger than gravity. However, when the soil becomes saturated the 
matric pressure is considered to be negligible and the water flows 
predominantly within the water filled pore space under the influence of gravity 
forces. In both cases the general flow directions are controlled by the available 
gradient in water potential of the flow regime (Leap, 2007). In unconfined 
aquifers, due to the above mentioned capillary pressure ( cP ) (also known as 
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negative pressure or suction) within unsaturated zone, the new saturated zone 
can be mutually created in areas immediately above the water table (capillary 
fringe); wherein the water is held directly by imposed negative pressure head 
from capillary forces (Bear and Cheng, 2010a). Therefore, the unconfined 
system can essentially be divided into three zones: i) unsaturated or soil water 
zone with the pressure less than atmospheric and degree of saturation varying 
between zero to unity starting from the ground surface to the top of the capillary 
fringe; ii) capillary fringe or an intermediate zone, with the fluid pressure (P ) 
less than atmospheric and with 1wS   ; and iii) saturated zone or groundwater 
with the pressure higher than atmospheric and 1wS  . The water pressure at 
water table boundary is at atmospheric pressure.  
The functional relationship between fluid saturation and capillary pressure in a 
given unsaturated medium can be typically obtained in laboratory. The 
corresponding plot under equilibrium condition is called Soil Water 
Characteristic Curve (SWCC) that has made the analysis of unsaturated soil 
data simpler and more practical. Figure A. 1 shows the schematic form of 
SWCC and its relation with the pore-water forms of unsaturated soil. SWCC 
also can be represented as plot of volumetric water content, gravimetric water 
content, or degree of saturation versus capillary pressure (Ng and Menzies, 
2007). The relationship is typically S-shaped on a semi-log scale and yields 
different curves based soil type (Gitirana and Fredlund, 2004). 
 
Figure A. 1: Schematic saturation-capillary pressure relation (after Xu, 2013). 
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By defining the capability of soil to store and release water, SWCC plays an 
important role in hydrologic studies. From this plot the corresponding value of 
soil suction can be readily estimated at any given value of saturation or water 
content and then used in the calculation of the state variables. SWCC indirectly 
allows determination of unsaturated soil properties that can be used to 
determine the other engineering properties (e.g. shear strength, permeability, 
and volume change) of the soil in this zone. However, the determination of 
unsaturated soil parameters using experimental procedures is time consuming, 
difficult, and expensive (Fredlund and Rahardjo, 1993). Numerous researchers 
have introduced different methods for determining the water saturation-suction 
relationship (SWCC). One of the common methods involves some general 
mathematical functions with appropriate fitting parameters in order to fit the  
functions to laboratory data over the entire suction range (Voss  and Provost, 
2010). van Genuchten (1980)’s model is one of the mathematical models that 
has been widely used to predict SWCC. This model has also used in the current 
project to handle the response of unsaturated layer in the simulation of 
unconfined aquifers. In general, the van Genuchten model has been developed 
based on Mualem’s theory (Mualem, 1976) and when it fits to experimental data 
it will result in three independent parameters (fitting parameters). The van 
Genuchten model in terms of saturation and capillary pressure (suction) has the 
following form: 


  
 
 
 
1
(1- )
1 ( )
m
res res n
c
w
S S S
P
 
(A.4) 
In the above equations cP  (x,y[,z],t) is capillary pressure [M/(L.s
2)] that exists 
only for 1P   and it is equivalent to the negative pressure of flow cP P  . resS  
is the residual saturation at immobile state of flow which is determined either 
from the soil water retention curve or by measuring the water content of dry soil 
samples.  ,m and n are parameters determined from the soil water retention 
curve (curve-fitting parameters).   is related to the inverse of air-entry 
pressure, and n is a measure of the pore-size distribution. The parameters m 
and n are related where 1 (1 )m n   . 
Permeability of unsaturated zone is also influenced by saturation and soil 
suction. The permeability can be defined as product of saturated permeability (
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k ) and relative permeability (
rk ). rk is a dimensionless measure for the 
permeability and it is assumed to be independent of direction in the porous 
media. 
rk varies from a value of almost zero at residual fluid saturation to a 
value of one at 100% saturation (Figure A. 2).The variation of relative 
permeability with saturation (permeability function) can typically obtained in 
laboratory or predicted from SWCC. The proposed closed equation of van 
Genuchten that describes the relative permeability of a soil as a function of 
saturation is as follows:  
2
*(1/ )(1/2)
1 [1 ]mr
m
ww
k S S


  
 
 
 
 
(A.5) 
 
where S   is the relative degree of saturation (effective saturation) and based on 
Equation (A.4) it can be written as: 

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(A.6) 
 
 
Figure A. 2: Schematic relationship between relative permeability and saturation (after 
Voss  and Provost, 2010). 
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A.4 SUTRA governing equations 
The SUTRA code solves the generic equations of (Bear, 1979) which cover 
most types of known groundwater flow and transport physics. By considering 
the external sources of pure water mass in combination with the mass of any 
solute dissolved in the fluid (
PQ ), the given fluid mass balance in SUTRA is: 
( )
.( )w w p
S
S Q
t
 
 

  

v
 
(A.7) 
where:  (x,y[,z],t) is the fractional porosity [dimensionless], pQ (x,y[,z],t) is the 
fluid mass source (mass of pure water and dissolved solute) [M/(L3.s)] and t is 
time [s]. The term on the left hand side of Equation (A.7) represents the time 
variation of pore fluid mass. The first term specified in the right hand side 
.( )wS  v is the local variation of fluid mass resulted from excess of fluid inflow 
over outflow of the considered quantity.  
By expanding the left hand side derivative of the Equation (A.7) via the chain 
rule and in terms of the main variables (fluid pressure P (x,y[,z],t) and solute 
mass fraction C (x,y[,z],t)): 
( ) ( ) ( )
( )( ) ( )( )w w w
S S SP C
t P t C t
        
 
    
 
(A.8) 
                                                                                                                                                                                                                                                                                                                                                                                                                                                                                            
 
By applying product rule of differentiation to the right hand terms of Equation 
(A.8): 
( ) ( )w w
w
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(A.9) 
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(A.10) 
 
The term ( ) P  of Equation (A.9) is approximately equal to the product of the 
aquifer storativity and fluid density (Bear, 1979): 
( )
opS
P





 
(A.11) 
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The specific pressure storativity, opS (x,y[,z]), is the volume of water stored or 
released from saturated pore storage per unit decline in fluid pressure per unit 
volume of porous medium (volume of solid matrix plus pore volume) [Mf/(L.s
2)]-1. 
This is analogous to the common specific storage term, oS [L
–1] except that the 
oS concerns with the unit drop in hydraulic head and not in pressure and thus 
o opS S g . In addition, with multiplication of oS and the thickness of the 
confined aquifer the specific storativity is obtained. opS  
is related to the 
compressibility of both aquifer materials (porous matrix and fluid) : 
(1 )opS     
 
(A.12) 
where   and   are porous matrix and fluid compressibilities respectively 
[M/(L.s2)]-1. The term wS P  of the Equation (A.9) is a differential of the 
specified saturation-pressure relationship of Equation (A.4): 
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(A.13) 
Substituting Equations (A.9), (A.10) and (A.11) in Equation (A.8) gives the 
following formula for the left hand term of the equation (A.7): 
( )
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S S P C
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(A.14) 
Finally, the general fluid mass balance equation can be derived by substation of 
Equation (A.14) into Equation (A.7):  
Fluid mass balance equation: 
( ) ( ) .[( ).( )]w rw op w p
S kP C
S S S P Q
P t C t

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(A.15) 
 
SUTRA provides a unified balance equation to describe either energy or solute 
transport. The shifting between the two mechanisms can be simply conducted 
by changing the definition of the corresponding parameters in the equation. 
However, the general form of this equation in terms of solute transport only is 
presented here: 
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Solute mass balance equation: 
(1 )
.[ ( ). ] (1 ) ( )
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(A.16) 
where I  is identity tensor [dimensionless];D  is dispersion tensor [L2/s]; 
mD is 
apparent molecular diffusivity of solute in solution in a porous medium including 
tortuosity effects [L2/s]; C is solute concentration in fluid [Ms/M]; C
 is solute 
concentration of fluid sources [Ms/M]; sC is specific concentration of adsorbate 
on solid grains [Ms/MG]; w is solute mass source in fluid due to production 
reactions [Ms/(MG.s)]; s is adsorbate mass source due to production reactions 
within adsorbed material itself [Ms/(M.s)]. 
In terms of solute transport, while the code has the potential to simulate the 
general mechanisms of solute mass transport (advection, molecular diffusion 
and dispersion) across porous medium, it also accounts the presence of other 
transport process of single dissolved species such as equilibrium adsorption 
and first- or zero-order production or decay. In the case of saltwater intrusion 
problem where the variable density flow system is fully saturated ( 1, 1w rS k  ) 
with no internal production of solute ( 0, 0s w    ), and with non-reactive solute 
transport of total dissolved solids or chloride ( 0sC  ) the mathematical 
formulations of equations (A.1), (A.15) and  (A.16) are simplified to: 
For fluid mass balance: 
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For solute mass balance: 
( ) .[ ( ). ] ( * )m p
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For the fluid velocity: 
( ).( )P 

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k
v g
 
(A.19) 
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The combination of velocity-dependent dispersivity D  and molecular diffusion 
mD is used in SUTRA to simulate the dispersion process. The velocity-
dependent dispersion can be accomplished in two types based on the 
anisotropy properties of the medium. In the first type (standard dispersion 
approach) the longitudinal and transverse dispersivities are assumed to be 
direction-independent for the isotropic media. In the second type, flow direction-
dependent dispersion is offered for anisotropic media, where both longitudinal 
and transverse dispersivities are allowed to vary at any point depending on the 
direction of flow. SUTRA uses the following descriptions of the flow direction-
independent dispersion process in isotropic porous media, which are the 
classical forms of the dispersion tenors: 
(for 2Dmodel)
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and, 
(for 3Dmodel)
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where , , .andDxy Dyx Dxz Dzx Dzy Dyz   The diagonal and off-diagonal 
elements of D  matrix are: 
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and, 
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where 
xv (x,y[,z],t), yv (x,y[,z],t) and zv (x,y[,z],t) are magnitudes of x,y anzd z-
components of velocity v  respectively [L/s); L (x,y[,z],t) and T (x,y[,z],t) are 
longitudinal and transverse dispersivities of solid matrix respectively [L]. 
In order to generlize the process for anaisotrpic media (with flow direction-
dependent dispersion) which is one of the uique aspects of SUTRA model, both 
the longtidinal and transcverse dispersvities ( L  and T ) are allowed to 
change as a function of flow direction with respect to the principle directions of 
the system’s permeability ( max, midk k and mink ). Consequentely, at any point of the 
porous medium both values can vary with time depending on the direction of 
flow. The general form of these two parameters in anaisotrpic models are: 
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and in 3D, 
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where maxL (x,y[,z]), midL (x,y[,z]), minL (x,y[,z]) are longitudinal dispersivity in the 
maximum, middle and minimum permeability directions respectively[L]; maxT
(x,y[,z]), midT (x,y[,z]), minT (x,y[,z]) are transverse dispersivity in the maximum, 
middle and minimum permeability directions respectively [L]; 
kv (x,y,t) is angle 
from maximum permeability direction to local flow direction in 2D [degree];
1kv
(x,y,z,t) is angle from maximum permeability direction to local flow direction, 
measured within (max,mid)-plane in 3D[degree]; and 
2kv  (x,y,z,t) is angle 
upward from the (max,mid)-plane to local flow direction in 3D[degree]. 
 
A.5 SUTRA pre- and post-processing 
SUTRA provides three different temporal modes for simulation of the flow and 
solute/energy transport: (1) steady flow and steady transport; (2) steady flow 
with transient transport, and (3) transient flow and transport. The modes 1 and 2 
are not applicable to all problems and they are generally used for simulation of 
the physical models under fully saturated condition of flow with the constant 
fluid density and viscosity; solute/ energy transport. However in the mode 3 the 
user can simulate the physical model with saturated and/or unsaturated flow 
under variable fluid density and viscosity solute (or energy) transport. It is 
exclusively recommended for correct simulation of SWI problem. This mode is 
considered as the most computationally expensive. 
The pre- and post-processing of SUTRA are facilitated using its graphical user 
interface (SUTRAGUI) developed by Winston and Voss (2004). SUTRAGUI 
allows the users to create the essential geometry of the SUTRA-based models 
graphically and then execute their 2D and 3D runs. This interface contains a set 
of graphical functions required to set and run the SUTRA code. To increase the 
functionality of the interface it is linked, as plug-in, to the other commercial 
software called Argus Open Numerical Environments (Argus ONETM). Thus, the 
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SUTRAGUI can deal with any arbitrary irregular geometry and 2D Geographic 
Information System (GIS) data and meshing support, provided by Argus ONE. 
The results of 2D simulations can be directly visualized in Argus ONE graphical 
environment. In order to view the results of 3D simulation other software such 
as Model Viewer (Hsieh and Winston, 2002) should be used. Alternatively, 
USGS has recently released a new version of its ModelMuse graphical user 
interface to support SUTRA model as well. In this new version of ModelMuse 
which is in the public-domain the interface can generate a FE mesh suitable for 
SUTRA and also handle the required functions and boundary conditions when 
using this mesh (Winston, 2014).  
 
