We introduce a novel set of features for robust object recognition, which exhibits outstanding performances on a variety of object categories while being capable of learning from only a few training examples. Each element of this set is a complex feature obtained by combining position-and scaletolerant edge-detectors over neighboring positions and multiple orientations.
In its simplest version, the standard model consists of four layers of computational units where simple S units alternate with complex C units. The S units combine their inputs with Gaussian-like tuning to increase object selectivity. The C units pool their inputs through a maximum operation, thereby introducing invariance to scale and translation. The standard model has been able to duplicate quantitively the generalization properties exhibited by neurons in inferotemporal monkey cortex (the so-called viewtuned units) that remain highly selective for particular objects (a face, a hand, a toilet brush) while being invariant to range of scales and positions.
The standard model in its simplest version [6] used a very simple static dictionary of features. It was suggested already that features from the third and higher layer in the model should instead be learned from visual experience. We have extended the standard model by showing how to learn a vocabulary of visual features from images. Progress: Our system -motivated by a quantitative model of visual cortex -outperforms state-of-theart systems on a variety of object image datasets from different groups. We also show that our system is able to learn from very few examples with no prior category knowledge. The success of the approach is also a suggestive plausibility proof for a class of feed-forward models of object recognition in cortex. Finally, we conjecture the existence of a universal overcomplete dictionary of features that could handle the recognition of all object categories. . We report both the ROC area (Area) and the error rate at equilibrium point (Eq pt). (*) corresponds to a system we implemented that is similar to [4] .
Given an input image, perform the following steps: S1: Apply a battery of Gabor filters to the input image. The filters come in 4 orientations and 16 scales s. Obtain 16 4 = 64 maps (S1) s that are are arranged in 8 bands (e.g., band 1 contains filters outputs of size 7 and 9, in all four orientations).
C1:
For each band, we take the max over scales and positions: each band member is sub-sampled by taking the max over a grid with cells of size N first and the max between the two members second, e.g., for band 1, a spatial max is taken over an 8 8 grid first and then across the two scales (size 7 and 9). Note that we do not take a max over different orientations, hence, each band (C1) contains 4 maps.
During training Only: Extract K patches P i=1;:::K of various sizes n i n i and all four orientations (thus containing n i n i 4 elements) from the (C1) maps from all training images.
S2:
For each C1 image (C1) , compute: Y = exp(? jjX ? P jj 2 ) for all image patches X at all positions and each patch P learned during training for each band independently. Obtain maps (S2) i .
C2:
Compute the max over all positions and scales for each patch P i and obtain shift and scale invariant C2 features (C2) i , for i = 1 : : : K. 
