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GREEN’S FUNCTIONS FOR ELLIPTIC AND PARABOLIC SYSTEMS WITH
ROBIN-TYPE BOUNDARY CONDITIONS
JONGKEUN CHOI AND SEICK KIM
Abstract. The aim of this paper is to investigate Green’s function for parabolic
and elliptic systems satisfying a possibly nonlocal Robin-type boundary condition.
We construct Green’s function for parabolic systems with time-dependent coeffi-
cients satisfying a possibly nonlocal Robin-type boundary condition assuming that
weak solutions of the system are locally Ho¨lder continuous in the interior of the
domain, and as a corollary we construct Green’s function for elliptic systemwith a
Robin-type condition. Also, we obtain Gaussian bound for Robin Green’s function
under an additional assumption that weak solutions of Robin problem are locally
bounded up to the boundary. We provide some examples satisfying such a local
boundedness property, and thus haveGaussian bounds for their Green’s functions.
1. Introduction
In this article, we are concerned with Green’s functions for second-order elliptic
and parabolic systems in divergence form subject to (possibly nonlocal) Robin-
type boundary conditions. Let Ω be a bounded Sobolev extension domain (e.g. a
Lipschitz domain or a locally uniform domain) in Rn (n ≥ 2) and Q = Ω × (a, b),
where −∞ ≤ a < b ≤ ∞. We consider the following parabolic operator
L u =
∂u
∂t
−
n∑
α,β=1
∂
∂xα
(
Aαβ
∂u
∂xβ
)
acting on a vector valued function u = (u1, . . . , um)⊤ defined on Q, where the
Aαβ = Aαβ(x, t) arem×mmatrix valued functions onRn+1 with entries aαβ
i j
satisfying
the uniform strong ellipticity condition; i.e., there is a constant λ ∈ (0, 1] such that
for all (x, t) ∈ Rn+1 and any vectors ξ = (ξiα) and η = (ηiα) in Rmn, we have
n∑
α,β=1
m∑
i, j=1
a
αβ
i j
ξ
j
βξ
i
α ≥ λ|ξ|2,
∣∣∣∣∣∣∣∣
n∑
α,β=1
m∑
i, j=1
a
αβ
i j
ξ
j
βη
i
α
∣∣∣∣∣∣∣∣ ≤ λ
−1|ξ||η|. (1.1)
The adjoint operator L ∗ of L is given by
L
∗u = −∂u
∂t
− ∂
∂xα
(
Aβα(x, t)⊤
∂u
∂xβ
)
.
We shall assume that the operators L and L ∗ has a property such that weak
solutions of L u = 0 or L ∗u = 0 are locally Ho¨lder continuous in the interior
of the domain. In fact, this property is satisfied by a large class of operators.
For example, a celebrated theorem by J. Nash shows that this property always
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holds when m = 1. Other examples include the case when the coefficients of L
are uniformly continuous or, more generally, belong to VMO in x-variable. The
(possibly nonlocal) Robin-type boundary conditions are formally of the type(
∂u
∂ν
+ Θ(t)u
) ∣∣∣∣∣∣
∂Ω
= 0 for t ∈ (a, b), (1.2)
where ∂/∂ν is the usual (outward) co-normal derivative
∂
∂ν
=
n∑
α,β=1
nαA
αβ ∂
∂xβ
and Θ = Θ(t) acts in appropriate Sobolev spaces on the boundary ∂Ω. We shall
also require that Θ is non-degenerate in certain sense (see Section 2 below).
Our investigation is largely motivated by a very recent interesting article by
F. Gesztesy, M. Mitrea, and R. Nichols [19], where the authors showed, among
other things, Gaussian heat kernel bounds assuming Θ ≥ 0 in the scalar case
(i.e. m = 1). Their argument is based on a careful analysis on the resolvent and
semigroup of a self-adjoint realization of the corresponding elliptic operator in
L2(Ω). In this article, we follow an approach that is different from theirs and based
on techniques developed in recent papers [9, 10, 11]. We construct Green’s function
for L in Ω × (−∞,∞) satisfying the Robin boundary condition (1.2); i.e. an m × m
matrix valued function G(x, t, y, s) that is, as a function of (x, t) with (y, s) fixed, a
generalized solution of the problem
LG(x, t, y, s) = 0 in Ω × (s,∞),
∂
∂νG(x, t, y, s)+ Θ(t)G(x, t, y, s) = 0 on ∂Ω × (s,∞),
G(x, t, y, s) ≡ δy(x)I on Ω × {t = s},
where δy(·) is Dirac delta function concentrated at y and I is the m × m identity
matrix. More precise definition of Robin Green’s function is given in Section 2.4.
In the case when the coefficients are time-independent, K(x, y, t) := G(x, t, y, 0) is
called a Robin heat kernel. By using a Robin heat kernel, we construct Green’s
function G(x, y) for elliptic systems satisfying Robin boundary conditions. Also,
we are interested in the following global Gaussian estimate for the Robin Green’s
function: There exist positive constants C and κ such that for all t > s and x, y ∈ Ω,
we have
|G(x, t, y, s)| ≤ C
min
{√
t − s,diamΩ
}n exp
{
−κ|x − y|
2
t − s
}
. (1.3)
If we assume further that the operator L has the property that weak solutions of
L u = 0 in Q with zero Robin data on the lateral boundary are locally bounded,
then we show that the Robin Green’s function has the Gaussian upper bound (1.3).
We show that this local boundedness property is, for example, satisfied when
i) m = 1 (the scalar case) and Θ = Mθ, the operator of multiplication with a
nonnegative measurable function θ on ∂Ω× (−∞,∞) that belongs to a suitable
Lebesgue class.
ii) Ω is a Lipschitz domain in R2, Θ = Mθ, where θ is an m × m matrix-valued
L∞-function, and the coefficients of L and θ are t-independent.
iii) Ω is a C1 domain in Rn (n ≥ 3), the coefficients of L are uniformly VMO in x,
and Θ =Mθ, where θ is an m ×mmatrix-valued L∞-function.
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By using the Gaussian estimate (1.3), we prove that elliptic Robin Green’s function
has the global bound
i) n = 2
|G(x, y)| ≤ C
{
1 + ln
(
diamΩ
|x − y|
)}
,
ii) n ≥ 3
|G(x, y)| ≤ C|x − y|2−n.
The Green’s function for a scalar parabolic equation with real measurable coef-
ficients in the free space was first studied by Nash [28] and its two-sided Gaussian
bounds were obtained by Aronson [3]. There are vast literature regarding heat ker-
nels for second order elliptic operators satisfying Dirichlet or Neumann boundary
conditions. We find it very hard to list them all here and just refer to monographs
by Davies [13], Ouhabaz [29], and references therein. We also mention related
monographs by Robinson [30], Grigor’yan [22], and Gyrya and Saloff-Coste [23].
It is well known that Aronson’s bounds are no longer available for a parabolic
equation with complex valued coefficient when n ≥ 3. Auscher [4] obtained an
upper Gaussian bound of the heat kernel for an elliptic operator whose coefficients
are complex L∞-perturbation of real coefficients; see [5, 6, 7]. Hofmann and Kim
[24] extended Auscher’s result to parabolic systems with time-dependent coeffi-
cients. For heat kernels satisfying Robin conditions, we already mentioned the
paper by Gesztesy, Mitrea, and Nichols [19], where one can find a survey of litera-
ture devoted to Robin boundary conditions, amongwhichwe particularlymention
papers by Arendt and ter Elst [1] and by Daners [12].
The novelty of this paper in constructing Green’s function lies in that we allow
the operators to have time-dependent coefficients and that our domains are more
general than Lipschitz domains. Also, we obtain Gaussian upper bounds of Robin
Green’s functions for parabolic systems as well as for scalar equation. In Gesztesy
et al. [19], the authors also considered parabolic systems, but Gaussian bounds
were established only for the scalar case. Moreover, as an important application of
our result on the Gaussian bounds, we obtain the usual bounds for elliptic Green’s
function. Especially, in the two dimensional case, we get a logarithmic bound for
Green’s function of elliptic systems satisfying a pointwise Robin condition without
assuming any regularity on the coefficients, and we believe this is new. In our
paper, the key for obtainingGaussianbounds lies in establishing local boundedness
property for weak solutions and we allocate a large portion of the paper to prove
local boundedness properties for the abovementioned three special but important
cases. We mention that the approach adopted in this paper is similar to that
developed in recent papers [9, 10, 11], where Green’s functions for time-dependent
parabolic systems subject to Dirichlet or Neumann condition were investigated
with almost minimal assumptions on the coefficients and domains. It seems to us
that there is no literature dealing with Green’s function satisfying Robin boundary
condition for time-dependent parabolic systems in such generality, and we hope
that this paper contributes towards filling the gap and serves as a reference.
The organization of paper is as follows. In Section 2, we introduce notation and
definitions used in this paper. We mostly use the same the notation as in [11] to
help readers because we frequently refer to it. We also introduce the assumptions
that are needed for our construction of Green’s function with Robin boundary
condition and for obtaining Gaussian bounds in this section. In Section 3, we state
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our main theorems and some corollaries. Section 4 is devoted to discussion of
Green’s function for elliptic systems with Robin boundary condition. In Section 5,
we prove themain theorems stated in Sections 3 and 4, and in Section 6, we provide
proofs for some technical lemmas used in the paper.
2. Preliminaries
2.1. Basic notations. We use X = (x, t) to denote a point in Rn+1; x = (x1, . . . , xn)
will always be a point in Rn. We also write Y = (y, s), X0 = (x0, t0), etc. We define
the parabolic distance between the points X = (x, t) and Y = (y, s) in Rn+1 as
d(X,Y) = |X − Y|P := max(|x − y|,
√
|t − s|),
where | · | denotes the usual Euclidean norm. We write |X|P = |X − 0|P . For an
open set Q ⊂ Rn+1, we denote
dX = dist(X, ∂pQ) = inf
{
|X − Y|P : Y ∈ ∂pQ
}
; inf ∅ = ∞,
where ∂pQ denotes the usual parabolic boundary of Q. We use the following
notions for basic cylinders in Rn+1:
Q−r (X) = Br(x) × (t − r2, t),
Q+r (X) = Br(x) × (t, t + r2),
Qr(X) = Br(x) × (t − r2, t + r2),
where Br(x) is the usual Euclidean ball of radius r centered at x ∈ Rn. We use the
notation ?
Q
u =
1
|Q|
∫
Q
u.
2.2. Function spaces. Throughout the article, we assume that Ω is a bounded
extension domain forH1 functions; i.e. there exists a linear operator E : W1,2(Ω) →
W1,2(Rn) such that
‖Eu‖L2(Rn) ≤ E0‖u‖L2(Ω), ‖Eu‖W1,2(Rn) ≤ E0‖u‖W1,2(Ω). (2.1)
Such domains include Lipschitz domains, and also locally uniform domains con-
sidered by P. Jones; see Rogers [31]. We identify H1(Ω) = W1,2(Ω) and H1
0
(Ω) =
W1,2
0
(Ω). We define H1/2(∂Ω) as the normed space consisting of all elements of
H1(Ω)/H10(Ω), with the norm
‖v‖H1/2(∂Ω) := inf
{
‖u‖H1(Ω) : u − v ∈ H10(Ω)
}
. (2.2)
When ∂Ω has enough regularity, trace theorems and extension theorems [33] read-
ily yield the standard interpretation of H1/2(∂Ω). For a function u ∈ H1(Ω), we let
u|∂Ω ∈ H1/2(∂Ω) to be the equivalence class u + H10(Ω) and call it the trace of u on
∂Ω. By abuse of notation, we sometimes write u for u|∂Ω when there is no danger of
confusion. The spaces H−1(Ω) and H−1/2(∂Ω) denote the Banach spaces consisting
of bounded linear functionals on H1(Ω) and H1/2(∂Ω), respectively.
To avoid confusion, spaces of functions defined on Q ⊂ Rn+1 will be always
written in script letters throughout the article. Lq,r(Q) is the Banach space consisting
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of all measurable functions on Q = Ω × (a, b) with a finite norm
‖u‖Lq,r(Q) =

∫ b
a
(∫
Ω
|u(x, t)|q dx
)r/q
dt

1/r
,
where q ≥ 1 and r ≥ 1. Lq,q(Q) will be denoted by Lq(Q). By C µ,µ/2(Q) we denote
the set of all bounded measurable functions u on Q for which |u|µ,µ/2;Q is finite,
where we define the parabolic Ho¨lder norm as follows:
|u|µ,µ/2;Q = [u]µ,µ/2;Q + |u|0;Q
:= sup
X,Y∈Q
X,Y
|u(X) − u(Y)|
|X − Y|µ
P
+ sup
X∈Q
|u(X)|, µ ∈ (0, 1].
We write u ∈ C∞c (Q) (resp. C∞c (Q¯)) if u is an infinitely differentiable function on
R
n+1 with a compact support in Q (resp. Q¯). We write Diu = Dxiu = ∂u/∂xi
(i = 1, . . . , n) and ut = ∂u/∂t. We also write Du = Dxu for the vector (D1u, . . . ,Dnu).
We write Q(t0) for the set of all points (x, t0) in Q and I(Q) for the set of all t such
that Q(t) is nonempty. We denote
||u||2Q =
∫
Q
|Dxu|2 dx dt + ess sup
t∈I(Q)
∫
Q(t)
|u(x, t)|2 dx.
The space W 1,0q (Q) denotes the Banach space consisting of functions u ∈ Lq(Q)
with weak derivativesDiu ∈ Lq(Q) (i = 1, . . . , n) with the norm
‖u‖
W
1,0
q (Q)
= ‖u‖Lq(Q) + ‖Dxu‖Lq(Q)
and by W 1,1q (Q) the Banach space with the norm
‖u‖
W
1,1
q (Q)
= ‖u‖Lq(Q) + ‖Dxu‖Lq(Q) + ‖ut‖Lq(Q).
In the case when Q has a finite height (i.e., Q ⊂ Rn × (−T,T) for some T < ∞), we
define V2(Q) as the Banach space consisting of all elements of W
1,0
2
(Q) having a
finite norm ‖u‖V2(Q) := ||u||Q and the space V 1,02 (Q) is obtained by completing the set
W
1,1
2
(Q) in the norm of V2(Q). WhenQ has an infinite height, we say that u ∈ V2(Q)
(resp. V 1,0
2
(Q)) if u ∈ V2(QT) (resp. V 1,02 (QT)) for all T > 0, whereQT = Q∩ {|t| < T},
and ||u||Q < ∞. Note that this definition allows that 1 ∈ V 1,02 (Ω × (−∞,∞)) when|Ω| < ∞. Finally, we write u ∈ Lq,loc(Q) if u ∈ Lq(Q′) for all Q′ ⋐ Q and similarly
define W 1,0
q,loc
(Q), etc.
2.3. Robin boundary value problem. We use the notation B(X,Y) for bounded
linear operators between two Banach spaces X andY. We let
Θ(t) ∈ B(H1/2(∂Ω)m,H−1/2(∂Ω)m) for a.e. t ∈ R (2.3)
and assume that
ess sup
−∞<t<∞
‖Θ(t)‖B(H1/2(∂Ω)m ,H−1/2(∂Ω)m) < ∞. (2.4)
For u, v ∈ H1(Ω)m, we write
〈Θ(t)u, v〉 := [Θ(t)(u|∂Ω)] (v|∂Ω).
The following is then an immediate consequence of (2.2), (2.3), and (2.4):
|〈Θ(t)u, v〉| ≤ C‖u‖H1(Ω)‖v‖H1(Ω), ∀u, v ∈ H1(Ω)m
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for a.e. t ∈ R. The adjoint operator Θ∗(t) ∈ B(H1/2(∂Ω)m,H−1/2(∂Ω)m) is defined by
the usual relation 〈Θ∗(t)u, v〉 = 〈Θ(t)v, u〉. Let Q = Ω × (a, b) and S = ∂Ω × (a, b),
where −∞ ≤ a < b ≤ ∞. We say that u is a weak solution of
L u = f in Q, ∂u/∂ν + Θu = 0 on S (RP)
if u ∈ V2(Q)m and satisfies
−
∫
Q
u ·φt dX +
∫
Q
AαβDβu ·Dαφ dX +
∫ b
a
〈Θu,φ〉 dt =
∫
Q
f ·φ dX
for φ ∈ C∞(Q¯)m that vanishes for t = a and t = b. Similarly, we say that u is a weak
solution of
L
∗u = f in Q, ∂u/∂ν∗ + Θ∗u = 0 on S (RP*)
if u ∈ V2(Q)m and satisfies∫
Q
u ·φt dX +
∫
Q
AαβDβφ ·Dαu dX +
∫ b
a
〈Θφ, u〉 dt =
∫
Q
f ·φ dX
for φ ∈ C∞(Q¯)m that vanishes for t = a and t = b.
For a , −∞, we say that u is a weak solution of the problem
L u = f in Q,
∂u/∂ν + Θu = 0 on S,
u = ψ0 on Ω × {a},
(2.5)
if u ∈ V 1,0
2
(Q)m and satisfies for all t1 ∈ [a, b] the identity
∫
Ω
u(·, t1) ·φ(·, t1) dx−
∫ t1
a
∫
Ω
u ·φt dX +
∫ t1
a
∫
Ω
AαβDβu ·Dαφ dX +
∫ t1
a
〈Θu,φ〉 dt
=
∫ t1
a
∫
Ω
f · φ dX +
∫
Ω
ψ0 ·φ(·, a) dx, ∀φ ∈ C∞(Q¯)m. (2.6)
Similarly, we say that u is a weak solution of the (backward) problem
L
∗u = f in Q,
∂u/∂ν∗ + Θ∗u = 0 on S,
u = ψ0 on Ω × {b},
(2.7)
if u ∈ V 1,0
2
(Q)m and satisfies for all t1 ∈ [a, b] the identity
∫
Ω
u(·, t1) · φ(·, t1) dx +
∫ b
t1
∫
Ω
u ·φt dX +
∫ b
t1
∫
Ω
AαβDβφ ·Dαu dX +
∫ b
t1
〈Θφ, u〉 dt
=
∫ b
t1
∫
Ω
f ·φ dX +
∫
Ω
ψ0 · φ(·, b) dx, ∀φ ∈ C∞(Q¯)m.
2.4. Robin Green’s function. Let Q := Ω × (−∞,∞). We say that an m ×mmatrix
valued function G(X,Y) = G(x, t, y, s), with entries Gi j : Q × Q 7→ [−∞,∞], is a
Green’s function for Robin problem (RP) if it satisfies the following properties.
a) For all Y ∈ Q, we have G(·,Y) ∈ W 1,0
1,loc
(Q)m×m and G(·,Y) ∈ V2(Q \ Qr(Y))m×m for
any r > 0.
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b) For all Y ∈ Q, we have LG(·,Y) = δYI in Q and ∂G(·,Y)/∂ν + ΘG(·,Y) = 0 on
S = ∂Q in the sense that for any φ ∈ C∞c (Q¯)m, we have
−
∫
Q
G·k(·,Y)·φt dX+
∫
Q
AαβDβG·k(·,Y)·Dαφ dX+
∫ ∞
−∞
〈ΘG·k(·,Y)|∂Ω,φ|∂Ω〉 dt = φk(Y),
where G·k(X,Y) is the k-th (k = 1, . . . ,m) column of G(X,Y).
c) For any f ∈ C∞c (Q¯)m, the function u given by
u(X) :=
∫
Q
G(Y,X)⊤ f (Y) dY
is a weak solution of (RP*).
We note that part c) of the above definition gives uniqueness of Robin Green’s
function.
2.5. Basic assumptions. We make the following assumptions (H1) and (H2) to
construct the Robin Green’s function in Q = Ω × (−∞,∞).
H1. We assume that Ω is an extension domain for H1 function so that (2.1) holds
for some constant E0. We assume that Θ satisfies (2.3), (2.4) and there exist
constants λ˜ ∈ (0, λ) and ϑ0 > 0 such that for all u ∈ H1(Ω)m, we have
ϑ0‖u‖2H1(Ω) ≤ λ˜‖Du‖2L2(Ω) + 〈Θ(t)u, u〉 (2.8)
for a.e. t ∈ (−∞,∞).
H2. There exist constants µ0 ∈ (0, 1] and A0 > 0 such that if u is a weak solution of
L u = 0 (resp. L ∗u = 0) in Q˜ = Q−R(X) (resp. Q˜ = Q
+
R(X)), where X ∈ Q and
0 < R < dist(X, ∂pQ), then we have
[u]µ0,µ0/2; 12 Q˜
≤ A0R−µ0
(?
Q˜
|u(Y)|2 dY
)1/2
,
where 12 Q˜ = Q
−
R/2(X)
(
resp. 12 Q˜ = Q
+
R/2(X)
)
.
The following assumption (H3) is used to obtain global Gaussian estimates for
the Robin Green’s function. We point out that the integral appearing in (H3) is
different from those in the condition (A3) of [11] and the condition (LB) of [10].
H3. For any u, v ∈ H1(Ω)m satisfying u · v ≥ 0 a.e. in Ω, we have
〈Θ(t)u, v〉 ≥ 0 for a.e. t ∈ (−∞,∞). (2.9)
Also, there exist constants A1,R1 > 0 such that if u is a weak solution of
L u = 0 in Ω × (a, b), ∂u/∂ν + Θu = 0 on ∂Ω × (a, b),(
resp. L ∗u = 0 in Ω × (a, b), ∂u/∂ν∗ + Θ∗u = 0 on ∂Ω × (a, b),
)
then for a.e. x ∈ Ω, we have
|u(x, b)| ≤ A1R−(n+2)/2‖u‖L2(Ω×(b−R2,b)),(
resp. |u(x, a)| ≤ A1R−(n+2)/2‖u‖L2(Ω×(a,a+R2)),
)
where R = min(
√
b − a,R1).
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Remark 2.1. We note that if Θ ∈ B(H1/2(∂Ω)m,H−1/2(∂Ω)m) satisfies
ϑ0‖u‖2H1(Ω) ≤ λ˜‖Du‖2L2(Ω) + 〈Θu, u〉, (2.10)
then ‖·‖Θ;Ω defined by
‖u‖Θ;Ω :=
(
λ˜‖Du‖2
L2(Ω)
+ 〈Θu, u〉
)1/2
gives an equivalent norm in H1(Ω)m. In fact,
(u, v)Θ := λ˜
∫
Ω
n∑
α=1
Dαu ·Dαv dx + 1
2
(〈Θu, v〉 + 〈Θu, v〉)
is an equivalent inner product on H1(Ω)m.
Remark 2.2. Suppose Θ ∈ B(H1/2(∂Ω)m,H−1/2(∂Ω)m) has the following properties:
i) 〈Θu, u〉 ≥ 0 for all u ∈ H1(Ω)m.
ii) 〈Θξ, ξ〉 = 0 for ξ ∈ Rm implies ξ = 0.
Then, one can obtain (2.10) by a usual contradiction argument based on Rellich-
Kondrachov compactness theorem (cf. proof of Lemma 2.2).
Remark 2.3. Suppose Θ = Θ(1) + Θ(2), where Θ(1) satisfies (2.10) and 〈Θ(2)u, u〉 ≥ 0
for all u ∈ H1(Ω)m. Then, Θ satisfies (2.10) as well.
Remark 2.4. Below are some examples of cases when the condition (H2) holds.
i) The scalar case (m = 1) is a consequence of De Giorgi-Moser-Nash theory.
ii) n = 2 and the coefficients of L are time-independent (see [25, Theorem 3.3]).
iii) The coefficients of L belong to VMOx (see [9, Lemma 2.3]); we say that f
belongs to VMOx if limρ→0 ωρ( f ) = 0, where
ωρ( f ) = sup
X∈Rn+1
sup
r≤ρ
? t+r2
t−r2
?
Br(x)
∣∣∣∣∣∣ f (y, s) −
?
Br(x)
f (·, s)
∣∣∣∣∣∣ dy ds.
Remark 2.5. Note that (2.9) in (H3) requires that Θ(t) ≥ 0 for a.e. t ∈ R; i.e., for
a.e. t ∈ R, we have 〈Θ(t)u, u〉 ≥ 0 for all u ∈ H1(Ω). It should be clear that (2.9) is
satisfied if Θ is defined by
〈Θ(t)u, v〉 :=
∫
∂Ω
θ(x, t)u(x) · v(x) dSx, ∀u, v ∈ H1/2(∂Ω)m,
where θ is a (symmetric) nonnegative definitem×mmatrix-valued function. Also,
in (H3) we may take R1 = 1 or R1 = diamΩ (because we assume Ω is bounded),
possibly at the cost of increasing the constant A1.
2.6. Auxiliary results. We recall that the following multiplicative inequality holds
for any u ∈ W1,2(Rn) with n ≥ 1 (see [26, Theorem 2.2]):
‖u‖L2(n+2)/n ≤ C(n)‖Du‖n/(n+2)L2 ‖u‖
2/(n+2)
L2
. (2.11)
If we assume (H1), then by (2.11), (2.1), and Remark 2.1, for any u ∈ H1(Ω)m and
−∞ < t < ∞, we have
‖u‖L2(n+2)/n(Ω) ≤ C‖D(Eu)‖n/(n+2)L2(Rn) ‖Eu‖
2/(n+2)
L2(Rn)
≤ C‖u‖n/(n+2)
H1(Ω)
‖u‖2/(n+2)
L2(Ω)
≤ C
(
λ˜‖Du‖2
L2(Ω)
+ 〈Θ(t)u, u〉
)n/(2(n+2)) ‖u‖2/(n+2)
L2(Ω)
.
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Therefore, there exists a constant γΘ such that
‖u‖L2(n+2)/n(Ω) ≤ γΘ
(
λ˜‖Du‖2
L2(Ω)
+ 〈Θ(t)u, u〉
)n/(2(n+2)) ‖u‖2/(n+2)
L2(Ω)
, ∀u ∈ H1(Ω)m. (2.12)
Let Q = Ω × (a, b) with −∞ ≤ a < b ≤ ∞. We define
||u||Θ;Q :=
(
ess sup
a<t<b
∫
Ω
|u(x, t)|2 dx + λ˜
∫
Q
|Du|2 dx dt+
∫ b
a
〈Θu, u〉 dt
)1/2
. (2.13)
We note that by Remark 2.1, we have
||u||Q = ‖u‖V2(Q) ≤ C(ϑ0)||u||Θ;Q. (2.14)
The membership of u in V2(Q)
m implies that u(·, t) ∈ H1(Ω)m for a.e. t ∈ (a, b), and
thus, we derive from (2.12) that
∫ b
a
∫
Ω
|u|2(n+2)/n dx dt ≤ γ2(n+2)/n
Θ
(
ess sup
a<t<b
∫
Ω
|u(x, t)|2 dx
)2/n
×
(
λ˜
∫ b
a
∫
Ω
|Du|2 dx dt +
∫ b
a
〈Θ(t)u, u〉 dt
)
.
Therefore, by the definition (2.13), we obtain
‖u‖L2(n+2)/n(Q) ≤ γΘ||u||Θ;Q, ∀u ∈ V2(Q)m. (2.15)
We also recall that for any u ∈ V2(Ω × (a, b)), we have
‖u‖L2(n+2)/n(Ω×(a,b)) ≤
(
2β +
{
(b − a) n2 |Ω|−1
} 1
n+2
)
||u||Ω×(a,b), (2.16)
‖u‖L2(n+1)/n(∂Ω×(a,b)) ≤ β
(
1 +
{
(b − a) n2 |Ω|−1
} 1
n+1
)
||u||Ω×(a,b), (2.17)
where β = β(n,Ω, ∂Ω); see [26, pp. 77 – 78].
Finally, we state some useful lemmas whose proofs will be given in Section 6.
Lemma 2.1. Assume (H1) and let ψ0 ∈ L2(Ω)m and f ∈ L2,1(Q)m, where Q = Ω× (a, b)
and −∞ < a < b < ∞. Then, there exists a unique weak solution u in V 1,0
2
(Q)m of
the problem (2.5). If ‖ f‖L2(n+2)/(n+4)(Q) < ∞, then the weak solution u of the problem (2.5)
satisfies an energy inequality
||u||Θ;Q ≤ C
{
‖ f‖L2(n+2)/(n+4)(Q) + ‖ψ0‖L2(Ω)
}
, (2.18)
where C depends only on n,m, λ and parameters in (H1). A similar statement is true for
the problem (2.7).
Lemma 2.2. Let Ω be a Lipschitz domain and Q = Ω × (−∞,∞). Suppose
θ ∈ Lp,∞(∂Q)m×m, where p = n − 1 if n ≥ 3 and p ∈ (1,∞] if n = 2. (2.19)
Let Θ =Mθ, the operator of multiplication with θ defined by
〈Θ(t)u, v〉 :=
∫
∂Ω
θ(x, t)u(x) · v(x) dSx, ∀u, v ∈ H1/2(∂Ω)m.
Suppose that there is δ > 0 such that for a.e. t, we have
inf
e∈Rm, |e|=1
(∫
∂Ω
θ(x, t) dSx
)
e · e ≥ δ > 0. (2.20)
If either θξ · ξ ≥ 0 for all ξ ∈ Rm or ‖θ‖Lp,∞ is sufficiently small, then (H1) holds.
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3. Main theorems
Theorem 3.1. Assume the conditions (H1) and (H2). Let Q = Ω × (−∞,∞). Then
there exists a unique Green’s function G(X,Y) = G(x, t, y, s) for Robin problem (RP). It
is continuous in {(X,Y) ∈ Q × Q : X , Y} and vanishes for t < s. We have G∗(X,Y) =
G(Y,X)⊤ is a Green’s function for the adjoint problem (RP*). For any f = ( f 1, . . . , fm)⊤ ∈
C
∞
c (Q¯)
m, the function u given by
u(X) :=
∫
Q
G(X,Y) f (Y) dY (3.1)
is a weak solution in V 1,0
2
(Q)m of
L u = f in Q, ∂u/∂ν + Θu = 0 on ∂pQ. (3.2)
Moreover, for all ψ = (ψ1, . . . , ψm)⊤ ∈ L2(Ω)m, the function given by
u(x, t) =
∫
Ω
G(x, t, y, s)ψ(y) dy (3.3)
is a unique weak solution in V 1,0
2
(Ω × (s,∞))m of the problem
L u = 0 in Ω × (s,∞)
∂u/∂ν+ Θu = 0 on ∂Ω × (s,∞)
u(·, s) = ψ on Ω.
(3.4)
Furthermore, for X,Y ∈ Q satisfying 0 < |X − Y|P < 12 dist(Y, ∂pQ), we have
|G(X,Y)| ≤ C|X − Y|−n
P
, (3.5)
and for X,X′,Y ∈ Q satisfying 2|X − X′|P < |X − Y|P < 12 dist(Y, ∂pQ),
|G(X,Y) −G(X′,Y)| ≤ C|X − X′|µ0
P
|X − Y|−n−µ0
P
, (3.6)
where the constant C depend only on n,m, λ and parameters in (H1), (H2). Finally,
G
∗(X,Y) = G(Y,X)⊤ is Green’s function for the adjoint problem (RP*).
Remark 3.1. It will be clear from the proof that for any Y ∈ Q and 0 < r < dY =
dist(Y, ∂pQ), we have
i) ||(1− η)G·k(·,Y)||Q ≤ Cr−n/2.
ii) ‖G(·,Y)‖L2(n+2)/n(Q\Q¯r(Y)) ≤ Cr−n/2.
iii) |{X ∈ Q : |G(X,Y)| > τ}| ≤ Cτ− n+2n , ∀τ > d−n
Y
.
iv) |{X ∈ Q : |DxG(X,Y)| > τ}| ≤ Cτ− n+2n+1 , ∀τ > d−(n+1)Y .
v) ‖G(·,Y)‖Lp(Qr(Y)) ≤ Cr−n+
n+2
p for p ∈ [1, n+2n ).
vi) ‖DG(·,Y)‖Lp(Qr(Y)) ≤ Cr−n−1+
n+2
p for p ∈ [1, n+2n+1 ).
Theorem 3.2. Assume the conditions (H1) - (H3). Then, for t > s, we have Gaussian
bound for the Robin Green’s function
|G(x, t, y, s)| ≤ C
min
{√
t − s,diamΩ
}n exp
(−κ|x − y|2
t − s
)
, (3.7)
where κ = κ(λ) > 0 and C = C(n,m, λ,A1).
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Theorem 3.3. Assume the conditions (H1) and letΘ =Mθ, the operator of multiplication
with θ, where θ be an m ×m matrix-valued function defined on ∂Ω × (−∞,∞). Assume
that one of the following conditions holds:
(i) m = 1 (i.e. the scalar case), Ω is a Lipschitz domain, and θ ≥ 0.
(ii) Ω is a C1 domain, Aαβ are in VMOx (see Remark 2.4), and θ is bounded.
(iii) n = 2, Ω is a Lipschitz domain, Aαβ(X) = Aαβ(x), θ(X) = θ(x) (i.e. t-independent),
and θ is bounded.
Then, there exist C > 0 and r0 > 0 such that if u is a weak solution ofut −Dα(A
αβDβu) = 0 in Q := Ω × (a, b),
∂u/∂ν + θu = 0 on S := ∂Ω × (a, b), (3.8)
we have for any x0 ∈ Ω and 0 < R < min(
√
b − a, r0) that
‖u‖L∞(Q−R/2(X0)∩Q) ≤ CR−(n+2)/2‖u‖L2(Ω×(b−R2,b)); X0 := (x0, b). (3.9)
Analogous statement is true for the corresponding adjoint case.
The following corollaries are then immediate consequences of the above theo-
rems, Lemma 2.2, and Remarks 2.4 and 2.5.
Corollary 3.1. Let m = 1 and Ω be a Lipschitz domain. Suppose Θ = Mθ, where θ ≥ 0
and satisfies (2.19) and (2.20). Then there exists a (scalar) Green’s function for (RP) and
it satisfies the conclusions of Theorems 3.1 and 3.2.
Corollary 3.2. LetΩ be a C1 domain and the coefficients of L belong to VMOx. Suppose
Θ = Mθ, where θ ∈ L∞(∂Ω × (−∞,∞))m×m is such that θ is nonnegative definite and
satisfies (2.20). Then there exists a Green’s function for (RP) and it satisfies the conclusions
of Theorems 3.1 and 3.2.
Corollary 3.3. Let n = 2 and Ω be a Lipschitz domain and the coefficient of L are
t-independent. Suppose Θ = Mθ, where θ ∈ L∞(∂Ω × (−∞,∞))m×m is such that θ
is t-independent, nonnegative definite and satisfies (2.20). Then there exists a Green’s
function for (RP) and it satisfies the conclusions of Theorems 3.1 and 3.2.
4. Elliptic Robin Green’s function
Let us consider elliptic differential operator of the form
Lu = − ∂
∂xα
(
Aαβ(x)
∂u
∂xβ
)
,
where Aαβ(x) are m × m matrices whose elements aαβ
i j
(x) are bounded measurable
functions satisfying (1.1), and its adjoint operator L∗ defined by
L∗u = − ∂
∂xα
(
Aβα(x)⊤
∂u
∂xβ
)
.
We consider Robin boundary value problem{
Lu = f in Ω,
∂u/∂ν + Θu = 0 on ∂Ω,
(RP’)
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where Θ ∈ B(H1/2(∂Ω)m,H−1/2(∂Ω)m). Given f ∈ H−1(Ω)m, we say that u is a weak
solution of the problem (RP’) if we have u ∈ H1(Ω)n and∫
Ω
AαβDβu ·Dαφ dx + 〈Θu,φ〉 = 〈 f ,φ〉, ∀φ ∈ H1(Ω)m.
It can be shown via standard elliptic theory that there exists a unique weak solution
inH1(Ω)m of the problem (RP’). We say that anm×mmatrix valued functionG(x, y)
is the Green’s function for (RP’) if it satisfies the following properties:
i) G(·, y) ∈ W1,1
loc
(Ω)m×m and G(·, y) ∈ W1,2(Ω \ Br(y))m×m for all y ∈ Ω and r > 0.
ii) LG(·, y) = δyI in Ω, [∂/∂ν + Θ]G(·, y) = 0 on ∂Ω for all y ∈ Ω in the sense that∫
Ω
AαβDβG·k(·, y) ·Dαφ dx + 〈ΘG·k(·, y)|∂Ω,φ〉 = φk(y), ∀φ ∈ C∞(Ω¯)m.
iii) For any f ∈ C∞(Ω¯)m, the function u defined by
u(x) =
∫
Ω
G(y, x)⊤ f (y) dy (4.1)
is the weak solution in H1(Ω)m of the adjoint Robin problem{
L∗u = f in Ω,
∂u/∂ν∗ + Θ∗u = 0 on ∂Ω.
(4.2)
Note the property iii) gives the uniqueness of the Robin Green’s function.
The following assumptions are parallel with the conditions (H1) - (H3).
H1’. We assume that Ω is an extension domain for H1 function so that (2.1) holds
for some constant E0. We assume that Θ ∈ B(H1/2(∂Ω)m,H−1/2(∂Ω)m) and
there exist constants λ˜ ∈ (0, λ) and ϑ0 > 0 such that
ϑ0‖u‖2H1(Ω) ≤ λ˜‖Du‖2L2(Ω) + 〈Θu, u〉, ∀u ∈ H1(Ω)m.
H2’. There exist constants µ0 ∈ (0, 1], and A0 > 0 such that if u is a weak solution
of either Lu = 0 or L∗u = 0 in Br = Br(x), where x ∈ Ω and 0 < r < dist(x, ∂Ω),
then we have
[u]µ0;Br/2 ≤ A0r−µ0
(?
Br
|u|2
)1/2
,
where [u]µ0;Br/2 is the usual Ho¨lder seminorm.
H3’. We have 〈Θu, v〉 ≥ 0 for all u, v ∈ H1(Ω)m satisfying u · v ≥ 0 a.e. in Ω. Also,
there exist constants A1,R1 > 0 such that if u is a weak solution of
ut − Lu = 0 in Ω × (0,T), ∂u/∂ν + Θu = 0 on ∂Ω × (0,T)
or ut − L∗u = 0 in Ω × (0,T), ∂u/∂ν∗ + Θ∗u = 0 on ∂Ω × (0,T),
then u is locally bounded and for a.e. x ∈ Ω¯, we have
|u(x,T)| ≤ A1R−(n+2)/2‖u‖L2(Ω×(T−R2,T)),
where R = min(
√
T,R1).
Remark 4.1. Similar to Remark 2.4, below are some examples of cases when the
condition (H2’) holds.
i) The scalar case (m = 1).
ii) Two dimensional case (n = 2).
iii) The coefficients of L belong to VMO.
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Theorem 4.1. Assume the conditions (H1’) and (H2’). Then, there exists the Green’s
function G(x, y) for (RP’). It is continuous in {(x, y) ∈ Ω ×Ω : x , y}. Also, we have
G(y, x) = G∗(x, y)⊤
where G∗(x, y) is the Green’s function of the adjoint problem (4.2). If we further assume
(H3’), then for any x, y ∈ Ω with x , y, we have the following pointwise estimates:
i) n = 2
|G(x, y)| ≤ C
{
1 + ln
(
diamΩ
|x − y|
)}
,
ii) n ≥ 3
|G(x, y)| ≤ C|x − y|2−n,
where C depends only on n,m, λ,diamΩ and and parameters in (H1’) and (H3’).
The following lemma is parallel with Lemma 2.2 and the proof is similar.
Lemma 4.1. Let Ω be a Lipschitz domain. Suppose
θ ∈ Lp(∂Ω)m×m, where p = n − 1 if n ≥ 3 and p ∈ (1,∞] if n = 2. (4.3)
Let Θ =Mθ, the operator of multiplication with θ defined by
〈Θu, v〉 :=
∫
∂Ω
θu · v dS, ∀u, v ∈ H1/2(∂Ω)m.
Suppose that there is δ > 0 such that
inf
e∈Rm, |e|=1
(∫
∂Ω
θ dS
)
e · e ≥ δ > 0. (4.4)
If either θξ · ξ ≥ 0 for all ξ ∈ Rm or ‖θ‖Lp is sufficiently small, then (H1’) holds.
The following corollaries are easy consequences of Theorem 4.1 combined with
Lemma 4.1, Remark 4.1, and Theorem 3.3.
Corollary 4.1. Let m = 1 and Ω be a Lipschitz domain. Suppose Θ = Mθ, where θ ≥ 0
and satisfies (4.3) and (4.4). Then there exists a (scalar) Green’s function for (RP’) and it
satisfies the conclusions of Theorems 4.1.
Corollary 4.2. Let Θ = Mθ, where θ ∈ L∞(∂Ω)m×m is nonnegative definite and satisfies
(4.4). Assume that one of the following holds:
(i) Ω is a Lipschitz domain and in R2.
(ii) Ω is a C1 domain in Rn with n ≥ 3 and the coefficients of L belong to VMO.
Then there exists the Green’s function for (RP’) and it satisfies the conclusions of Theo-
rem 4.1.
5. Proofs of main theorems
5.1. Proof of Theorem 3.1. Let Y = (y, s) ∈ Q and ǫ > 0 be fixed but arbitrary. Fix
any a < s − ǫ2 and let vǫ = vǫ;Y,k be the weak solution in V 1,02 (Ω × (a, b))m of the
problem (see Lemma 2.1)
L u = 1|Q−ǫ |1Q−ǫ (Y)ek in Ω × (a, b),
∂u/∂ν + Θu = 0 on ∂Ω × (a, b),
u = 0 on Ω × {a},
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where ek is the k-th unit vector in R
m. By setting vǫ(x, t) = 0 for t < a and letting
b→∞, we assume that vǫ is defined on the entire Q. Then, by (2.18), we have
||vǫ||Θ;Q ≤ Cǫ−n/2. (5.1)
Note that by (2.6), vǫ satisfies for all t1 the identity∫
Ω
vǫ(·, t1) ·φ(·, t1) dx −
∫ t1
−∞
∫
Ω
vǫ ·φt dX +
∫ t1
−∞
∫
Ω
AαβDβvǫ ·Dαφ dX
+
∫ t1
−∞
〈Θvǫ,φ〉 dt = 1|Q−ǫ |
∫ t1
−∞
∫
Ω
1Q−ǫ (Y)φ
k dX, ∀φ ∈ C∞(Q¯)m. (5.2)
We define the averaged Green’s function Gǫ(·,Y) = (Gǫ
jk
(·,Y))m
j,k=1
by setting
Gǫjk(·,Y) = v
j
ǫ = v
j
ǫ;Y,k
.
Next, for f ∈ C∞c (Ω × (a, b))m, where a < s < b, let u be the weak solution in
V
1,0
2
(Ω × (a, b))m of the backward problem
L
∗u = f in Ω × (a, b)
∂u/∂ν∗ + Θ∗u = 0 on ∂Ω × (a, b)
u = 0 on Ω × {b}.
(5.3)
By setting u(x, t) = 0 for t > b and letting a → −∞, we assume that u is defined on
the entire Q. Then, we have
1
|Q−ǫ |
∫
Q∩Q−ǫ (Y)
uk(X) dX =
∫
Q
Gǫik(X,Y) f i(X) dX. (5.4)
Suppose f is supported in Q+R(X0), where 0 < R < dY := dist(Y, ∂pQ). Then by
(2.18), we get
||u||Θ;Q ≤ C‖ f‖L2(n+2)/(n+4)(Q+R(X0)). (5.5)
By utilizing (5.5), (2.14), and (H2), and proceeding as in [9, Section 3.2], we find
that u is continuous in Q+
R/4
(X0) and satisfies (see [9, Eq.(3.15)])
‖u‖L∞(Q+R/4(X0)) ≤ CR2‖ f‖L∞(Q+R(X0)). (5.6)
If Q−ǫ (Y) ⊂ Q+R/4(X0), then by (5.4) and (5.6), we obtain∣∣∣∣∣∣
∫
Q+
R
(X0)
Gǫik(·,Y) f i
∣∣∣∣∣∣ ≤ ‖u‖L∞(Q+R/4(X0)) ≤ CR2‖ f‖L∞(Q+R(X0)).
Therefore, by duality, we get∥∥∥Gǫ(·,Y)∥∥∥
L1(Q+R(X0))
≤ CR2,
provided 0 < R < dY and Q−ǫ (Y) ⊂ Q+R/4(X0). Then by repeating the proof of [9,
Lemma 3.2], for any X,Y ∈ Q satisfying 0 < |X − Y|P < dY/6, we have
|Gǫ(X,Y)| ≤ C|X − Y|−n
P
, ∀ǫ < 13 |X − Y|P . (5.7)
Lemma 5.1. For any Y ∈ Q, 0 < R < dY, and ǫ > 0, we have
||Gǫ(·,Y)||Q\Qr(Y) ≤ Cr−n/2, (5.8)
‖Gǫ(·,Y)‖L2(n+2)/n(Q\Qr(Y)) ≤ Cr−n/2. (5.9)
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Also, for any Y ∈ Q and ǫ > 0, we have∣∣∣{X ∈ Q : |Gǫ(X,Y)| > τ}∣∣∣ ≤ Cτ− n+2n , ∀τ > d−nY , (5.10)∣∣∣{X ∈ Q : |DxGǫ(X,Y)| > τ}∣∣∣ ≤ Cτ− n+2n+1 , ∀τ > d−(n+1)Y . (5.11)
Furthermore, for any Y ∈ Q, 0 < R < dY, and ǫ > 0, we have
‖Gǫ(·,Y)‖Lp(QR(Y)) ≤ CpR−n+(n+2)/p for p ∈ [1, n+2n ), (5.12)
‖DGǫ(·,Y)‖Lp(QR(Y)) ≤ CpR−n−1+(n+2)/p for p ∈ [1, n+2n+1 ). (5.13)
Proof. For 0 < r ≤ dY, let η be a smooth cut-off function satisfying
0 ≤ η ≤ 1, η ≡ 1 on Qr/2(Y), η ≡ 0 on Q¯r(Y)c, |Dη|2 + |ηt| ≤ 16r−2. (5.14)
Suppose ǫ < r/6 and denote Qt = Ω × (−∞, t). We set φ = (1 − η)2vǫ in (5.2) and
carry out a formal calculation to get for all −∞ < t < ∞, the identity
1
2
∫
Ω
|(1 − η)vǫ|2(·, t) +
∫
Qt
AαβDβ((1 − η)vǫ) ·Dα((1 − η)vǫ) +
∫ t1
−∞
〈Θvǫ, (1 − η)2vǫ〉
+
∫
Qt
{
(1 − η)ηt|vǫ|2 −DβηDαηAαβvǫ · vǫ + (1 − η)Dβη(Aαβ − Aβα∗)vǫ ·Dαvǫ
}
= 0.
The above computation is justified by means of a standard approximation tech-
nique involving Steklov average; see proof of Lemma 2.1. By using Cauchy’s
inequality, we then obtain
sup
−∞<t<∞
1
2
∫
Ω
|(1 − η)vǫ|2(·, t) dx+ λ˜
∫
Q
|D((1 − η)vǫ)|2 dX +
∫ ∞
−∞
〈Θvǫ, (1 − η)2vǫ〉 dt
≤ C(λ, λ˜)r−2
∫
Qr(Y)\Qr/2 (Y)
|vǫ|2 dX. (5.15)
Note that (1 − η)2vǫ(·, t) ≡ vǫ(·, t) ≡ (1 − η)vǫ(·, t) in H1/2(∂Ω)m for a.e. t. Then, we
derive from (5.15) and (5.7) that
||(1 − η)vǫ||2Θ;Q ≤ Cr−n. (5.16)
On the other hand, by (2.13), (2.14), and (5.1), we have
||(1 − η)vǫ||2Θ;Q ≤ ||vǫ||2Θ;Q + λ˜
∫
Q
|Dvǫ|2 dX + 2λ˜
∫
Qr(Y)
|Dη|2|vǫ|2 dX ≤ C||vǫ||2Θ;Q ≤ Cǫ−n.
Therefore, the estimate (5.16) holds for all ǫ > 0. Then, (5.8) and (5.9) follow from
(5.16), (2.14), (2.12), and the fact that dY/6 and dY are comparable to each other. We
derive (5.12) and (5.13), respectively, from (5.10) and (5.11), which in turn follow
respectively from (5.9) and (5.8); see [9, Lemmas 3.3 and 3.4]. 
Lemma 5.2. Let {uk}∞k=1 be a sequence in V2(Q). If supk||uk||Q ≤ A, then there exist a
subsequence {uk j }∞j=1 ⊆ {uk}∞k=1 and u ∈ V2(Q) with ||u||Q ≤ A such that uk j ⇀ u weakly in
W
1,0
2
(Ω × (a, b)) for all −∞ < a < b < ∞.
Proof. See [9, Lemma A.1]. 
16 J. CHOI AND S. KIM
The above two lemmas contain all the ingredients for the construction of a
function G(·,Y) such that for a sequence ǫµ tending to zero, we have
G
ǫµ(·,Y)⇀ G(·,Y) weakly in W 1,0q (QdY (Y))m×m, (5.17)
(1 − η)Gǫµ(·,Y)⇀ (1 − η)G(·,Y) weakly in W 1,0
2
(Ω × (−T,T))m×m, ∀T > 0, (5.18)
where 1 < q < n+2n+1 and η is as defined (5.14) with r = dY/2. It is routine to verify
thatG(·,Y) satisfies the same estimates as in Lemma 5.1; see [9, Section 4.2]. Then,
it is clear thatG(·,Y) satisfies the property a) in Section 2.4. We shall now show that
G(X,Y) also satisfies the properties b) and c) so that G(X,Y) is indeed the Green’s
function for (RP). To verify the property b), let us assume φ ∈ C∞c (Ω¯ × (−T,T))m,
where −T < s < T. Then for η satisfying (5.14) with r = dY, we get from (5.2) that
1∣∣∣Q−ǫµ
∣∣∣
∫
Q∩Q−ǫµ (Y)
φk =
∫
Q
AαβDβG
ǫµ
·k (·,Y) ·Dα((1− η)φ)+
∫
Q
AαβDβG
ǫµ
·k (·,Y) ·Dα(ηφ)
−
∫
Q
G
ǫµ
·k (·,Y) · (ηφ)t −
∫
Q
G
ǫµ
·k (·,Y) · ((1 − η)φ)t +
∫ T
−T
〈ΘGǫρ·k (·,Y),φ〉. (5.19)
Observe that u 7→
∫ T
−T〈Θu,φ〉 is a bounded linear functional on W
1,0
2
(Ω× (−T,T))m.
Therefore, by using (5.17) and (5.18), and taking µ → ∞ in (5.19), we verify the
property b); see [9, p. 1662] for the details. To verify the property c), let us assume
that f is supported in Ω¯× (a, b), where a < s < b and u˜ be the unique weak solution
in V 1,0
2
(Ω × (a, b))m of the problem (5.3). By setting u˜(x, t) = 0 for t > b and letting
a → −∞, we may assume that u˜ is defined on the entire Q. Then, similar to (5.4),
we have
1
|Q−ǫ |
∫
Q∩Q−ǫ (Y)
u˜k(X) dX =
"
Q
Gǫµ
ik
(X,Y) f i(X) dX.
By the condition (H2), it follows that u˜ is locally Ho¨lder continuous in Q; see the
remark we made in deriving (5.6). By writing f = ζ f + (1 − ζ) f and using (5.17),
(5.18), and taking the limit µ→ ∞, we then get
u˜(Y) =
∫
Q
G(X,Y)⊤ f (X) dX.
Therefore, we have u˜ ≡ u and thus the property c) is verified.
It is clear from the construction thatG(x, t, y, s) ≡ 0 if t < s. By a similar argument
as above, we obtain the Green’s functionG∗(·,X) for the adjoint problem (RP*) that
satisfies the natural counterparts of the properties of the Green’s function for (RP).
Note that the condition (H2) together with the estimates i), ii) listed in Remark 3.1
and its counterparts imply that G(·,Y) and G∗(·,X) are locally Ho¨lder continuous
in Q \ {Y} and Q \ {X}, respectively. Using the continuity discussed above and
proceeding similar to [9, Lemma 3.5], we find that
G(Y,X) = G∗(X,Y)⊤, ∀X,Y ∈ Q, X , Y. (5.20)
Moreover, similar to [9, Eqs. (3.44) and (3.45)], we have
G
ǫ(X,Y) =
1
|Q−ǫ |
∫
Q∩Q−ǫ (Y)
G(X,Z) dZ
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which justifies why we call it the averaged Green’s function, and
lim
ǫ→0+
G
ǫ(X,Y) = G(X,Y). (5.21)
By (5.20) and the counterpart of the property c) in Section 2.4, we see that u defined
by the formula (3.1) is a weak solution in V 1,0
2
(Q)m of (3.2).
We now prove the identity (3.3) for the weak solution in V 1,0
2
(Ω× (s,∞))m of the
problem (3.4). Let X = (x, t) ∈ Q with t > s be fixed. Then, similar to (5.4), for ǫ
sufficiently small, we have (see [9, Eq. (3.49)])
1
|Q+ǫ |
∫
Q+ǫ (X)
uk(Y) dY =
∫
Ω
Gˆǫik(y, s, x, t)ψi(y) dy,
where Gˆǫ(·,X) is the averaged Green’s function for (RP*). The condition (H2)
implies that u is continuous in Ω × (s,∞), and thus we have
lim
ǫ→0
1
|Q+ǫ |
∫
Q+ǫ (X)
uk(Y) dY = uk(X).
On the other hand, by (5.21) and the counterparts of (5.8), together with the domi-
nated convergence theorem, we get
lim
ǫ→0
∫
Ω
Gˆǫik(y, s, x, t)ψi(y) dy =
∫
Ω
G∗ik(y, s, x, t)ψi(y) dy.
Then, the identity (3.3) follows from (5.20). Finally, we obtain (3.5) similar to (5.7)
and get (3.6) from (3.5) and the condition (H2). 
5.2. Proof of Theorem 3.2. Letψ be a bounded Lipschitz function onRn satisfying
|Dψ| ≤ M a.e. for someM > 0 be chosen later. For s < t, we define an operator Pψs→t
on L2(Ω)m as follows: For f ∈ L2(Ω)m, fix any T such that T > t and let u be the
unique weak solution in V 1,0
2
(Ω × (s,T))m of the problem
L u = 0 in Ω × (s,T)
∂u/∂ν + Θu = 0 on ∂Ω × (s,T)
u = e−ψ f on Ω × {s}
and define P
ψ
s→t f (x) := e
ψ(x)u(x, t). Then, by (3.3), we find
P
ψ
s→t f (x) = e
ψ(x)
∫
Ω
G(x, t, y, s)e−ψ(y) f (y) dy.
By usual approximation involving Steklov average (see the proof of Lemma 2.1),
for a.e. 0 < t < s, we get
d
dt
∫
Ω
1
2
e2ψ|u(·, t)|2 dx +
∫
Ω
e2ψAαβDβu(·, t) ·Dαu(·, t) dx+ 〈Θu(·, t), e2ψu(·, t)〉
=
∫
Ω
2e2ψDαψA
αβDβu(·, t) · u(·, t) dx.
Therefore, by using (2.9) and Cauchy’s inequality, we get
d
dt
∫
Ω
1
2
e2ψ|u(·, t)|2 dx + λ˜
∫
Ω
e2ψ|Du(·, t)|2 dx ≤ νM2
∫
Ω
e2ψ|u(·, t)|2 dx,
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where ν = ν(λ, λ˜). Therefore, I(t) :=
∫
Ω
e2ψ(x) |u(x, t)|2 dx satisfies
I′(t) ≤ νM2I(t) for a.e. 0 < t < s,
and thus, we obtain
‖Pψs→t f‖L2(Ω) ≤ eνM
2(t−s)‖ f‖L2(Ω). (5.22)
As we pointed out in Remark 2.5, we may assume that R1 = diamΩ. We set
R = min(
√
t − s,diamΩ) and use the condition (H3) to estimate
e−2ψ(x)|Pψs→t f (x)|2 = |u(x, t)|2
≤ A21R−(n+2)
∫ t
t−R2
∫
Ω
e−2ψ(y) |Pψs→τ f (y)|2 dy dτ, ∀x ∈ Ω.
Thus, by using (5.22), we derive
|Pψs→t f (x)|2 ≤ A21R−n−2
∫ t
t−R2
∫
Ω
e2MR|Pψs→τ f (y)|2 dy dτ
≤ A21R−n−2 e2MR
∫ t
t−R2
e2νM
2(τ−s)‖ f‖2
L2(Ω)
dτ
≤ A21R−n e2MR+2νM
2(t−s)‖ f‖2
L2(Ω)
, ∀x ∈ Ω.
We have thus obtained the following L2 → L∞ estimate for Pψs→t:
‖Pψs→t f‖L∞(Ω) ≤ A1R−n/2 eMR+νM
2(t−s)‖ f‖L2(Ω),
which corresponds to [11, Eq. (5.33)]. The rest of proof is identical to that of [11,
Theorem 3.21] and omitted. 
5.3. Proof of Theorem 3.3.
5.3.1. Proof of Case (i). We follow De Giorgi’s method. We remark that an elliptic
version of estimate (3.9) is proved in [27, Lemma 3.1]. For i = 1, 2, . . ., let
Ri =
R
2
+
R
2i
, ki = k
(
2 − 1
2i−1
)
and Ai =
{
X ∈ Q−Ri(X0) ∩Q : u(X) > ki
}
,
where k ≥ 0 to be chosen later, and let η be a smooth function in Rn+1 satisfying
0 ≤ η ≤ 1, supp η ⊂ QRi(X0), η ≡ 1 on QRi+1(X0) and |∂tη| + |Dxη|2 ≤
4i+3
R2
.
Testing with η2(u − ki+1)+ in (3.8), we get for a.e. t ∈ (−T, 0) that
d
dt
∫
Ω
1
2
η2(u − ki+1)2+ +
∫
Q
η2AαβDβ(u − ki+1)+Dα(u − ki+1)+ +
∫
S
θη2u(u − ki+1)+
+
∫
Q
2η(u − ki+1)+AαβDβ(u − ki+1)+Dαη −
∫
Q
η∂tη(u − ki+1)2+ = 0.
Then by using θ ≥ 0 and Cauchy’s inequality, we get
||(u − ki+1)+||2Q−
Ri+1
(X0)∩Q ≤ C
4i
R2
∫
Q−
Ri
(X0)∩Q
(u − ki+1)2+ ≤ C
4i
R2
∫
Ai
(u − ki)2+. (5.23)
Denote
Yi =
∫
Ai
(u − ki)2+
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and observe that
Yi ≥
∫
Ai+1
(u − ki)2+ ≥
∫
Ai+1
(ki+1 − ki)2 = k
2
4i
|Ai+1|,
Then by (2.16) and (5.23), we obtain
Yi+1 ≤ ‖(u − ki+1)+‖2L2(n+2)/n(Ai+1) |Ai+1|2/(n+2) ≤ C
4i
R2
Yi
(
4i
k2
Yi
)2/(n+2)
≤ C 16
i
k4/(n+2)R2
Y
1+2/(n+2)
i
=: 16iKY1+σi ,
where we have set K = C/k4/(n+2)R2 and σ = 2/(n + 2). Now, we choose
k = C(n+2)/42(n+2)
2/2R−(n+2)/2‖u‖L2(Q−R(X0)∩Q)
so that we have
Y1 ≤
∫
Q−
R
(X0)∩Q
|u|2 dX = 16−1/σ2K−1/σ.
Then by [14, Lemma 15.1, p. 319]), we have Yi → 0 as i→∞, and thus, we get
u ≤ 2k on Q−R/2(X0) ∩Q.
By applying the same argument to −u, we obtain (3.9). 
5.3.2. Proof of Case (ii). Let 0 < R < min(
√
b − a, r0) be arbitrary but fixed, where
r0 ≤ 16 is to be determined. For any Y ∈ Q−R/2(X0) ∩ Q and 0 < ρ < r ≤ R/16, we
choose a function ζ such that
0 ≤ ζ ≤ 1, supp ζ ⊂ Q(ρ+r)/2(Y), ζ ≡ 1 on Qρ(Y), |∂tζ| + |Dxζ|2 ≤ 32(r − ρ)−2.
Then v = ζu becomes a weak solution of the problem
L v =Ψ −DαFα in Q,
∂v/∂ν = g + nαFα on S,
v(·, a) = 0 on Ω,
where we set
Ψ = ∂tζu −DαζAαβDβu, Fα = DβζAαβu, and g = −ζθu. (5.24)
Let us denote
c(t) =
∫
Ω
Ψ(x, t) dx+
∫
∂Ω
g(x, t) dSx (5.25)
and letV(·, t) be a unique (up to a constant) weak solution of theNeumann problem
∆V(·, t) = Ψ(·, t) − |Ω|−1c(t) in Ω,
∂V(·, t)/∂n = −g(·, t) on ∂Ω.
We assume that V is constructed in such a way that it is measurable in t. Then, by
[17, Corollary 9.3] together with the embedding theorems of Sobolev and Besov
spaces (see e.g., [8]), we have the following estimate for DV(·, t)
‖DV(·, t)‖Lp(Ω) ≤ C
(
‖Ψ(·, t)‖Lpn/(p+n)(Ω) + ‖g(·, t)‖Lp(n−1)/n(∂Ω)
)
,
where C = C(n,m, p,Ω), and thus, we get
‖DV‖Lp,q(Q) ≤ C
(
‖Ψ‖Lnp/(n+p),q(Q) + ‖g‖Lp(n−1)/n,q(S)
)
. (5.26)
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Notice that if we set hα = DαV −Fα, then v becomes a weak solution of the problem
L v = Dαhα + |Ω|−1c(t) in Q,
∂v/∂ν+ nαhα = 0 on S,
v(·, a) = 0 on Ω.
Note that withΨ and g as given in (5.24), the function c(t) in (5.25) satisfies c(a) = 0
and the identity
−
∫ b
a
(∫
Ω
v(x, t) dx
)
· φ′(t) dt =
∫ b
a
c(t) · φ(t) dt, ∀φ(t) ∈ C∞c (−T, 0)m
so that c(t) has the weak derivative c′(t) =
∫
Ω
v(x, t) dx. Therefore, we have
sup
a<t<b
|c(t)| ≤
∫
Q
|v| dX. (5.27)
We then apply [16, Theorem 8.1], (5.26), and (5.27) to conclude that
‖Dv‖Lp,q(Q) ≤ C
(
‖Ψ‖Lnp/(n+p),q(Q) + ‖F·‖Lp,q(Q) + ‖g‖L(n−1)p/n,q(S) + ‖v‖L1(Q)
)
, (5.28)
where C depends only on n,m, λ,Q, p, q and Aαβ.
Hereafter in the proof, we shall use the following notation
Ur(X) = Qr(X) ∩Q, Sr(X) = Qr(X) ∩ S,
U−r (X) = Q
−
r (X) ∩Q, S−r (X) = Q−r (X) ∩ S,
Ωr(x) = Br(x) ∩Ω, Σr(x) = Br(x) ∩ ∂Ω,
(5.29)
and shall drop the reference to X or x if it is clear from the context. We recall
the following version of localized Sobolev inequality: For 1 ≤ p < n, there exists
C′ = C′(n, p,Ω) such that for any u ∈ W1,p(Ωr(x)) with x ∈ Ω and 0 < r < diamΩ,
we have
‖u‖L(n−1)p/(n−p)(Σs) + ‖u‖Lnp/(n−p)(Ωs)
≤ C′
(
(r − s)−1‖u‖Lp(Ωr) + ‖Du‖Lp(Ωr)
)
, ∀s ∈ (0, r). (5.30)
By the properties of ζ, Ho¨lder’s inequality, and (5.30)with np/(n+p) and (ρ+r)/2
in place of p and s, we get from (5.24) that
‖Ψ‖Lnp/(n+p),q(Q) ≤ Cr(r − ρ)−2‖u‖Lp,q(Ur) + C(r − ρ)−1‖Du‖Lnp/(n+p),q(Ur),
‖F·‖Lp,q(Q) ≤ C(r − ρ)−1‖u‖Lp,q(Ur),
‖g‖L(n−1)p/n,q(S) ≤ C‖u‖L(n−1)p/n,q(S(ρ+r)/2) ≤ CC′
(
(r − ρ)−1‖u‖Lnp/(n+p),q(Ur) + ‖Du‖Lnp/(n+p),q(Ur)
)
,
‖v‖L1(Q) ≤ Crn+2−n/p−2/q‖u‖Lp,q(Ur).
Therefore, we get from (5.28) that (recall that r ≤ r0/16 ≤ 1)
‖Du‖Lp,q(Uρ) ≤ C′′p
r
(r − ρ)2
(
‖u‖Lp,q(Ur) + ‖Du‖Lnp/(n+p),q(Ur)
)
(5.31)
where C′′p = C′′p (n,m, λ,Q, ‖θ‖∞, p, q,Aαβ).
The proof of the following lemma will be given in Section 6.
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Lemma 5.3. Let Ω be a Lipschitz domain and let u be a weak solution of ut −Dα(A
αβDβu) = 0 in Q = Ω × (a, b),
∂u/∂ν + θu = 0 on S = ∂Ω × (a, b),
where θ ∈ L∞(S)m×m. Then, there exist constants q0 > 2 and r0 > 0 such that for any
x0 ∈ Ω and 0 < r < min(
√
b − a, r0), we have
r−(n+2)/q0

∫
U−
r/2
(X0)
|Du|q0 + |u|q0 dX

1/q0
≤ Cr−(n+2)/2
(∫
U−r (X0)
|Du|2 + |u|2 dX
)1/2
+ Cr−(n+2)/2‖u‖L2,∞(U−r (X0)); X0 = (x0, b), (5.32)
where C > 0 is a constant depending only on n,m, λ,Ω and ‖θ‖∞.
Now, take r0 > 0 and q = q0 > 2 as given in Lemma 5.3. By replacing r0 by
min(r0, 8), we may assume that r0 ≤ 8. We choose p > q such that
µ := 1 − 2/q − n/p > 0.
We fix k to be the smallest integer satisfying k ≥ n(1/2 − 1/p) and set
pi =
np
n + pi
and ri = ρ +
(r − ρ)
k
i, i = 0, 1, · · · , k
and
C˜ = max
0≤i≤k
C′′pi , where C
′′
p is as appears in (5.31).
Then, we apply (5.31) iteratively (set ρ = ri, r = ri+1, and p = pi) and to get
‖Du‖Lp,q(Uρ) ≤
k∑
i=1
C˜iri
(
k
r − ρ
)2i
‖u‖Lpi−1 ,q(Uri ) + C˜krk
(
k
r − ρ
)2k
‖Du‖Lpk ,q(Ur).
Notice that 1 < pk ≤ 2 < q. By using Ho¨lder’s inequality, we then obtain
ρ−n/2−µ‖Du‖L2(Uρ) ≤ |B1|1/2−1/p‖Du‖Lp,q(Uρ)
≤ C
(
r
r − ρ
)2k (
r−1‖u‖Lp,q(Ur) + r1−µ−(n+2)/q‖Du‖Lq(Ur)
)
. (5.33)
Note that if we denote Y0 = (y, sˆ) with sˆ = min(s + r2, b), then we have
Ur = Ur(Y) ⊂ U−2r(Y0), U−8r(Y0) ⊂ U−R(X0).
Therefore, if we take ρ < r/2 in (5.33), then by Lemma 5.3 followed by Caccioppoli
type inequality (cf. (5.15) – (5.16)), we have∫
Uρ
|Du|2 ≤ Cρn+2µ
 1r2 ‖u‖2Lp,q(Ur) +
1
rn+2+2µ
∫
U−
8r
(Y0)
|u|2
 , (5.34)
where we again used that r ≤ r0/16 ≤ 1.
Lemma 5.4. Under the same hypothesis of Lemma 5.3, we have∫
U−r (X0)
|u − uX0,r|2 dX ≤ Cr2
(∫
U−r (X0)
|u|2 + |Du|2 dX
)
; uX0,r =
?
U−r (X0)
u,
where C > 0 is a constant depending only on n,m, λ,Ω and ‖θ‖∞.
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The proof of Lemma 5.4 will be given Section 6. By Lemma 5.4 combined with
(5.34) and Ho¨lder’s inequality, we obtain∫
U−ρ (Y)
|u − uY,ρ|2 ≤ Cρ2
∫
U−ρ (Y)
|u|2 + Cρn+2+2µ
 1r2 ‖u‖2Lp,q(Ur(Y)) +
1
rn+2+2µ
∫
U−
8r
(Y0)
|u|2

≤ Cρn+2+2µ
(1 + r−2)‖u‖2Lp,q(Ur(Y)) + r−(n+2+2µ)
∫
U−
8r
(Y0)
|u|2

≤ Cρn+2+2µ
r−2‖u‖2Lp,q(U−2r(Y0)) + r−(n+2+2µ)
∫
U−
8r
(Y0)
|u|2
 .
Now, we take r = R/16 in the above. Then, from the above inequality we conclude
that for any Y ∈ U−
R/2
(X0) and 0 < ρ < r/2 = R/32, we have∫
U−ρ (Y)
|u − uY,ρ|2 ≤ Cρn+2+2µ
(
R−2‖u‖2
Lp,q(U
−
R
(X0))
+ R−(n+2+2µ)‖u‖2
L2(U
−
R
(X0))
)
.
On the other hand, it is easy to see that for R/32 ≤ ρ ≤ R/2, we have∫
U−ρ (Y)
|u − uY,ρ|2 ≤ C
∫
U−ρ (Y)
|u|2 ≤ C
∫
U−
R
(X0)
|u|2 ≤ C
(ρ
R
)n+2+2µ ∫
U−
R
(X0)
|u|2,
and thus, for any Y ∈ U−
R/2(X0) and 0 < ρ ≤ R/2, we have∫
U−ρ (Y)
|u − uY,ρ|2 ≤ Cρn+2+2µ
(
R−2‖u‖2
Lp,q(U
−
R
(X0))
+ R−(n+2+2µ)‖u‖2
L2(U
−
R
(X0))
)
.
By Campanato’s characterization of Ho¨lder continuity, we find from the above
inequality that
[u]µ,µ/2;U−
R/2
(X0) ≤ C
(
R−1‖u‖Lp,q(U−R(X0)) + R−(n+2+2µ)/2‖u‖L2(U−R(X0))
)
=: CH.
Then, for any Y and Y′ in U−
R/2(X0), we have
|u(Y)| ≤ |u(Y′)| + |u(Y) − u(Y′)| ≤ |u(Y′)| + CRµH.
By taking average over Y′ ∈ U−
R/2(X0) in the above, we get
sup
Y∈U−
R/2
(X0)
|u(Y)| ≤
?
U−
R/2
(X0)
|u(Y′)| dY′ + CRµH
≤ CRµ−1‖u‖Lp,q(U−R(X0)) + CR−(n+2)/2‖u‖L2(U−R (X0)).
Note that by Ho¨lder’s inequality, we have
‖u‖Lp,q(U−R (X0)) ≤ R2/q−1/p‖u‖
(p−2)/p
L∞(U−R (X0))
‖u‖1/p
L2(U−R (X0))
.
Therefore, by combining the above two inequalities, we get
‖u‖L∞(U−R/2(X0)) ≤ CR−(n+2)/p‖u‖
(p−2)/p
L∞(U−R(X0))
‖u‖2/p
L2(U
−
R
(X0))
+ CR−(n+2)/2‖u‖L2(U−R (X0))
≤ ǫ‖u‖L∞(U−R(X0)) + C(ǫ)R−(n+2)/2‖u‖L2(U−R (X0)),
wherewe used Young’s inequality in the second inequality. By a standard iteration
method (see [21, Lemma 5.1]), we derive (3.9) from the above inequality. The proof
is complete. 
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5.3.3. Proof of Case (iii). The following lemma is an elliptic version of Lemma 5.3,
the proof of which will be given in Section 6.
Lemma 5.5. Let Ω be a Lipschitz domain and let u be a weak solution of−Dα(A
αβ(x)Dβu) = f in Ω,
∂u/∂ν + θ(x)u = 0 on ∂Ω,
(5.35)
where θ ∈ L∞(∂Ω)m×m and f ∈ Ln(Ω). Then, there exist constants p0 > 2 and r0 > 0
such that for all x0 ∈ Ω and 0 < r < r0, we have
r−n/p0
(∫
Ωr/2(x0)
|Du|p0 + |u|p0 dx
)1/p0
≤ Cr−n/2
(∫
Ωr(x0)
|Du|2 + |u|2 dx
)1/2
+ C‖ f‖Ln(Ω), (5.36)
where C > 0 is a constant depending only on m, n, λ,Ω, and ‖θ‖∞.
Next lemma is a variant of [25, Lemma 4.2] and its proof is deferred to Section 6.
Lemma 5.6. Assume the condition (H1). LetΩ be a Lipschitz domain andθ ∈ L∞(S)m×m.
If u is a weak solution ofut −Dα(A
αβ(x)Dβu) = 0 in Q = Ω × (a, b),
∂u/∂ν + θ(x)u = 0 on S = ∂Ω × (a, b), (5.37)
then, the following estimates hold for all 0 < r < min(
√
b − a,diamΩ):
sup
b−(r/2)2≤s≤b
‖u(·, s)‖L2(Ω) ≤ Cr−1‖u‖L2(Ω×(b−r2,b)), (5.38)
sup
b−(r/2)2≤s≤b
‖Du(·, s)‖L2(Ω) ≤ Cr−2‖u‖L2(Ω×(b−r2,b)), (5.39)
sup
b−(r/2)2≤s≤b
‖ut(·, s)‖L2(Ω) ≤ Cr−3‖u‖L2(Ω×(b−r2,b)). (5.40)
Here, C is a constant depending only on m, n, λ,Ω, and ‖θ‖∞.
Recall the notations (5.29). Below, we shall also use the notation
U−r,s(X) = {(y, s) ∈ U−r (X)}.
We see from Lemma 5.5 that there exist constants r0 > 0 and p > 2 such that for
any Y ∈ U−
R/8
(X0) with R ≤ r0 and r < R/8, we have
∫
U−r,s(Y)
|Du|2 dx ≤ Cr2−4/p

∫
U−r,s(Y)
|Du|p dx

2/p
≤ Cr2−4/p

∫
U−
R/8,s
(Y)
|Du|p dx

2/p
≤ C
(
r
R
)2−4/p ∫
U−
R/4,s
(Y)
|Du|2 + |u|2 dx + Cr2−4/pR4/p
∫
Ω×{s}
|ut|2 dx
≤ C
(
r
R
)2−4/p ∫
Ω×{s}
|Du|2 + |u|2 + R2|ut|2 dx.
Therefore, by using Lemma 5.6, we get∫
U−r,s(Y)
|Du|2 dx ≤ C
(
r
R
)2−4/p
R−4
∫
Ω×(b−R2,b)
|u|2 dX,
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where we used that R ≤ r0. Then, we have∫
U−r (Y)
|Du|2 dX ≤ Cr2+2µR−4−2µ
∫
Ω×(b−R2,b)
|u|2 dX,
where µ = 1 − 2/p > 0. The above inequality corresponds to (5.34) in the proof of
Case (ii). By repeating essentially the same argument as in the proof of Case (ii),
we derive from the above inequality that
sup
U−
R/8
(X0)
|u| ≤ CR−2‖u‖L2(Ω×(−R2,0)).
By a standard covering argument, we derive (3.9) from the above inequality. The
proof is complete. 
5.4. Proof of Theorem 4.1. Throughout the proof, we set
L = ∂t + L and L
∗ = −∂t + L∗.
We recall that (H2’) implies (H2) in this setting; see [25, Theorem 3.3]. Also, it is
clear that (H1’) implies (H1). We set
K(x, y, t) = G(x, t, y, 0),
where G(x, t, y, s) is the Green’s function for (RP).
Lemma 5.7. For any x, y ∈ Ω with x , y, we have
∫ ∞
0
|K(x, y, t)| dt < ∞.
Proof. Let u(x, t) = K·k(x, y, t), where k = 1, . . . ,m. Note that u is a weak solution in
V
1,0
2
(Ω × (0,∞))m of
ut + Lu = 0 in Ω × (0,∞), ∂u/∂ν + Θu = 0 on ∂Ω × (0,∞).
By a standard approximation involving Steklov average (see proof of Lemma 2.1),
for a.e. t > 0, we get
d
dt
∫
Ω
1
2
|u(x, t)|2 dx +
∫
Ω
Aαβ(x)Dβu(x, t) ·Dαu(x, t) dx+ 〈Θu(·, t), u(·, t)〉 = 0.
Therefore, by (2.8), I(t) :=
∫
Ω
|u(x, t)|2 dx satisfies
I′(t) ≤ −2ϑ0I(t) for a.e. t > 0. (5.41)
The rest of proof is the same as that of [15, Lemma 3.12]. 
We define the Green’s function G(x, y) for (RP’) by
G(x, y) :=
∫ ∞
0
K(x, y, t) dt. (5.42)
We similarly define the Green’s function G∗(x, y) for adjoint Robin problem. Then,
by (5.20) we find that (see [15, Eq. (3.21)])
G∗(x, y) =
∫ ∞
0
G
∗(x,−t, y, 0) dt =
∫ ∞
0
K(y, x, t)⊤ dt = G(y, x)⊤,
where G∗(x, t, y, s) is the Green’s function for (RP*). We shall prove below that
G(x, y) indeed enjoys the properties stated in Section 4. Denote
K˜(x, y, t) =
∫ t
0
K(x, y, s) ds.
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so that we have
G(x, y) = lim
t→∞
K˜(x, y, t).
Lemma 5.8. The following holds uniformly for t > 0 and y ∈ Ω, where dy = dist(y, ∂Ω).
i) ‖K˜(·, y, t)‖Lp(B(y,dy)) ≤ Cdn/p−ny for p ∈
[
1, n+2n
)
.
ii) ‖K˜(·, y, t)‖L2(n+2)/n(Ω\B(y,r)) ≤ Cr−
n(n+4)
2(n+2) , ∀r ∈ (0, dy].
iii) ‖DK˜(·, y, t)‖Lp(B(y,dy)) ≤ Cd−1−n+n/py for p ∈
[
1, n+2n+1
)
.
iv) ‖DK˜(·, y, t)‖L2(Ω\B(y,r)) ≤ Cr−1−n/2, ∀r ∈ (0, dy].
In the above, C is a constant depending only on n,m, λ, p,diamΩ, and parameters ap-
pearing in (H1’) and (H2’).
Proof. See [15, Lemma 3.23]. 
Weneed to show thatG(x, y) defined by the formula (5.42) satisfies the properties
i) – iii) in Section 4. We begin with iii). Let u be defined by (4.1). Note that
v(x, t) :=
∫
Ω
K˜(y, x, t)⊤ f (y) dy =
∫ t
0
∫
Ω
K(y, x, s)⊤ f (y) dy ds
is absolutely convergent by Lemma 5.8, and
lim
t→∞
v(x, t) =
∫
Ω
G(y, x)⊤ f (y) dy = u(x), (5.43)
vt(x, t) =
∫
Ω
K(y, x, t)⊤ f (y) =
∫
Ω
G
∗(x,−t, y, 0) f(y) dy.
By differential inequality (5.41) applied to vt, we get (c.f. [15, Eq. (3.43)])
‖vt(·, t)‖L2(Ω) ≤ e−ϑ0t‖ f‖L2(Ω), ∀t > 0, (5.44)
which implies vt(·, t) ∈ L2(Ω)m. By using G∗(x, t, y, s) = G∗(x, t − s, y, 0), we have
v(x, t) =
∫ 0
−t
∫
Ω
G
∗(x,−t, y, s) f(y) dy ds,
and thus, for a.e. t > 0, we get (c.f. [15, Eq. (3.46)])∫
Ω
v(·, t) · vt(·, t)+
∫
Ω
AαβDβv(·, t) ·Dαv(·, t)+ 〈Θv(·, t), v(·, t)〉 =
∫
Ω
f · v(·, t). (5.45)
We record that v also satisfies for a.e. t > 0 the identity∫
Ω
vt(·, t) ·φ+
∫
Ω
AαβDβφ ·Dαv(·, t)+〈Θφ, v(·, t)〉 =
∫
Ω
f ·φ, ∀φ ∈ H1(Ω)m. (5.46)
By using (5.44), we obtain from (5.45) that
λ˜‖Dv(·, t)‖L2(Ω) + 〈Θv(·, t), v(·, t)〉 ≤ C‖ f‖L2(Ω)‖v‖L2(Ω)
Therefore, by (2.8) and Cauchy’s inequality, for a.e. t > 0, we have
‖v(·, t)‖H1(Ω) ≤ C‖ f‖L2(Ω).
Then, there is a sequence tm → ∞ such that v(·, tm) ⇀ u˜ weakly inH1(Ω)m for some
u˜ ∈ H1(Ω)m. By (5.43), we must have u = u˜. Then, by using (5.44) and taking limit
in (5.46), we see that u is aweak solution of the problem (4.2). We have thus verified
the property iii). By repeating essentially the same proof of [15, Theorem 2.12], we
find that G(x, y) satisfies the properties i) and ii) as well.
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Now, suppose (H3’) also holds. In the rest of the proof, we shall denote
R := diamΩ.
It is clear that (H3’) implies (H3) and thus, by (3.7), forX = (x, t) ∈ Q := Ω× (−∞,∞)
satisfying |t| ≤ R2, we have
|K(x, y, t)| ≤ C|X − Y¯|−n
P
, Y¯ = (y, 0). (5.47)
By using (5.15) and (H3’), we get similar to (5.8) that
||K(·, y)||Q\Q(Y¯,r) ≤ Cr−n/2, ∀r ∈ (0,R].
Similar to [15, Eq. (3.59)], for 0 < r ≤ R and t ≥ 2r2, we have
|K(x, y, t)| ≤ Cr−ne−ϑ0(t−2r2). (5.48)
By (5.42) we have
|G(x, y)| ≤
∫ |x−y|2
0
+
∫ 2R2
|x−y|2
+
∫ ∞
2R2
|K(x, y, t)| dt =: I1 + I2 + I3.
It then follows from (5.47) and (5.48) that
I1 ≤ C
∫ |x−y|2
0
|x − y|−n dt ≤ C|x − y|2−n,
I2 ≤ C
∫ 2R2
|x−y|2
t−n/2 dt ≤

C + C ln(R/|x − y|) if n = 2,
C|x − y|2−n if n ≥ 3.
I3 ≤ C
∫ ∞
2R2
d−ne−ϑ0(t−2R
2) dt ≤ Cϑ−10 R−n.
Combining all together we get that if 0 < |x − y| ≤ r, then
|G(x, y)| ≤

C
(
1 + ϑ−1
0
R−2 + ln(R/|x − y|)
)
if n = 2,
C
(
1 + ϑ−1
0
R−2
)
|x − y|2−n if n ≥ 3.
The theorem is proved. 
6. Proofs of technical lemmas
6.1. Proof of Lemma 2.1. Let {ψk}∞k=1 be an orthogonal basis for H1(Ω)m that is
normalized so that
(ψk,ψl) :=
∫
Ω
ψk ·ψl = δkl.
By standard Galerkin’s method, we construct an approximate solution uN(x, t) of
the form
uN(x, t) =
N∑
k=1
cNk (t)ψk(x)
where cN
k
(t) = (uN(·, t),ψk) are determined by the conditions
d
dt
(uN(·, t),ψk) + (Aαβ(·, t)DβuN(·, t),Dαψk) + 〈Θ(t)uN(·, t),ψk〉 = ( f (·, t),ψk)
and
cNk (a) = (ψ0,ψk)
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for k = 1, · · · ,N. Therefore, one can easily verify that for any a ≤ t1 < t2 ≤ b, we
have
1
2
∥∥∥uN(·, t)∥∥∥2
L2(Ω)
∣∣∣∣t=t2
t=t1
+
∫ t2
t1
∫
Ω
AαβDβu
N ·DαuN +
∫ t2
t1
〈
ΘuN, uN
〉
=
∫ t2
t1
∫
Ω
f · uN,
and thus, by [26, Lemma 2.1, p.139] and (2.14) we have the uniform estimate
||uN ||Q ≤ C||uN ||Θ;Q ≤ C
(
‖ f‖L2,1(Q) + ‖ψ0‖L2(Ω)
)
< ∞
for allN = 1, 2, . . .. Then by following literally the same steps as in the proof of [26,
Theorem 4.1, p. 153], we find that there exists a weak solution u ∈ V2(Q)m of the
problem (2.5).
Next, we show that u ∈ V2(Q)m obtained above actually belongs to V 1,02 (Q)m;
i.e. u is strongly continuous in t in the norm of L2(Ω)m. To see this, we follow
the argument in [26, pp. 156-159]. Without loss of generality, we assume that
[a, b] = [0,T]. Note that u satisfies the identity
−
∫
Q
u ·φt dX −
∫
Ω
ψ0 ·φ(·, 0) dx =
∫
Q
Fα ·Dαφ dX −
∫ T
0
〈Θu,φ〉 dt +
∫
Q
f ·φ dX
for any φ ∈ W 1,1
2
(Q)m that is equal to zero for t = T. Here, we set
Fα = −AαβDβu.
Let u˜ be an even extension of u and let F˜α, Θ˜, and f˜ , respectively, be odd extensions
of Fα,Θ, and f onto Q˜ = Ω × (−∞,∞) similar to [26, Eq. (4.9), p. 157] so that we
have the identity
−
∫
Q˜
u˜ ·φt =
∫
Q˜
F˜α ·Dαφ −
∫ ∞
−∞
〈
Θ˜u˜,φ
〉
+
∫
Q˜
f˜ · φ (6.1)
for any φ ∈ W 1,1
2
(Q˜)m that is equal to zero for |t| ≥ T. We note that the identity
(6.1) corresponds to [26, Eq. (4.10), p. 157] and we derive from (6.1) the following
identity that corresponds to [26, Eq. (4.12), p. 157]:
−
∫
Q˜
v ·Φt =
∫
Q˜
(
Gα ·DαΦ + g ·Φ) −
∫ ∞
−∞
〈
Θ˜v,Φ
〉
,
where v, Gα and g are given element of spaces V2(Q˜)
m, L2(Q˜)
m and L2,1(Q˜)
m,
respectively, that are equal to zero for |t| ≥ T, while Φ is an arbitrary element of
W
1,1
2
(Q˜)m. As a matter of fact, we have
v(x, t) = ω(t)u˜(x, t), Gα = ωF˜α, and g = ω f˜ + ωtu˜,
where ω is a smooth function that is equal to 1 for |t| ≤ T − δ, for some positive
number δ, and to zero for |t| ≥ T. Similar to [26, Eq. (4.17), p. 159], we get
1
2
‖vh1 − vh2‖2L2(Ω)
∣∣∣∣t=t2
t=t1
=
∫ t2
t1
∫
Ω
{
(Gαh1 − Gαh2) ·Dα(vh1 − vh2) + (gh1 − gh2) · (vh1 − vh2)
}
−
∫ t2
t1
(〈
Θ˜v, vh1 − vh2
〉
h1
−
〈
Θ˜v, vh1 − vh2
〉
h2
)
dt,
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where we used the notation uh(x, t) =
> t+h
t
u(x, τ) dτ. Note that we have
∣∣∣∣∣∣
∫ t2
t1
〈
Θ˜v, vh1 − vh2
〉
h
dt
∣∣∣∣∣∣ ≤
∫ ∞
−∞
∣∣∣∣〈Θ˜(τ)v(·, τ), vh1(·, τ) − vh2(·, τ)〉
∣∣∣∣ dτ
≤ C
(∫ ∞
−∞
‖v(·, τ)‖2
H1(Ω)
dτ
)1/2 (∫ ∞
−∞
‖vh1(·, τ) − vh2(·, τ)‖2H1(Ω) dτ
)1/2
(6.2)
uniformly for all t1, t2 and h. Since v ∈ V2(Q˜)m and vanishes for |t| ≥ T, the last
term in the above inequality tends to zero as h1 and h2 tends to zero. Therefore,
arguing similar to the proof of [26, Lemma 4.1, p. 158], we find that u ∈ V 1,0
2
(Q)m.
Finally, we prove the energy inequality (2.18). The uniqueness of weak solution
in the spaceV 1,0
2
(Q)m is a simple consequence of (2.18) and (2.14). The assumptions
on Θ in (H1) implies that for a.e. t ∈ (−∞,∞), we have (see [34, Chapter V, §5])〈
Θ(t)u,
∫ β
α
v(·, τ) dτ
〉
=
∫ β
α
〈Θ(t)u, v(·, τ)〉 dτ (6.3)
for any u ∈ H1(Ω)m and v ∈ W 1,0
2
(Ω × (α, β))m. Then, similar to [26, Eq. (2.12), p.
142], for any t1 ∈ [0,T − h], we have the identity
1
2
∫
Ω
|uh|2(x, t) dx
∣∣∣∣t=t1
t=0
+
∫ t1
0
∫
Ω
(AαβDβu)h ·Dαuh dX
+
∫ t1
0
? τ+h
τ
〈Θ(t)u(·, t), uh(·, τ)〉 dt dτ =
∫ t1
0
∫
Ω
f h · uh. (6.4)
Note that by Fubini’s theorem and (6.3), we have∫ t1
0
? τ+h
τ
〈Θ(t)u(·, t), uh(·, τ)〉 dt dτ =
∫ ∞
−∞
〈
Θ(t)u(·, t),
∫ t1
0
1
h
1(t−h,t)(τ)uh(·, τ) dτ
〉
dt
=
∫ ∞
−∞
〈
Θ(t)u(·, t),
∫ ∞
−∞
χh(s − t)1(0,t1)(s)u(·, s) ds
〉
dt,
where χh(t) = h−1(1 − |x/h|)+. Therefore, by setting v(x, t) = 1(0,t1)(t)u(x, t), we have
∫ t1
0
? τ+h
τ
〈Θ(t)u(·, t), uh(·, τ)〉 dt dτ−
∫ t1
0
〈Θ(t)u(·, t), u(·, t)〉 dt
=
∫ ∞
−∞
〈
Θ(t)u(·, t),
∫ ∞
−∞
χh(t − s)v(·, s) ds − v(·, t)
〉
dt =: I(h).
Similar to (6.2), we have
|I(h)| ≤ C
(∫ t1+h
−h
‖u(·, t)‖2
H1(Ω)
dt
)1/2 (∫ t1+h
−h
‖χh ∗ v(·, t) − v(·, t)‖2H1(Ω) dt
)1/2
→ 0
as h tends to zero. Therefore, from (6.4), we obtain
1
2
‖u(·, t)‖2
L2(Ω)
∣∣∣∣t=t1
t=0
+
∫ t1
0
∫
Ω
AαβDβu ·Dαu +
∫ t1
0
〈Θ(t)u(·, t), u(·, t)〉 =
∫ t1
0
∫
Ω
f · u.
By using (2.15) and Cauchy’s inequality, we get (2.18) from the above identity. 
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6.2. Proof of Lemma 2.2. By [18, Lemma 5.3],we see thatΘ =Mθ satisfies (2.3) and
(2.4). Therefore, we only need to establish the inequality (2.8). For this purpose,
we first show that there exists α ∈ R such that for a.e. t ∈ (−∞,∞), we have
0 ≤ α
∫
Ω
|Du|2 dx +
∫
∂Ω
θ(·, t)u · u dSx, ∀u ∈ H1(Ω)m. (6.5)
To see (6.5), it is enough to show that for a.e. t ∈ (−∞,∞), we have
inf
{∫
∂Ω
θ(·, t)u · u dSx : u ∈ H1(Ω)m, ‖Du‖L2(Ω) = 1
}
> −∞.
Indeed, for any u ∈ H1(Ω)m satisfying ‖Du‖L2(Ω) = 1, we write
u =
(
u −
?
∂Ω
u
)
+
?
∂Ω
u =: v + c.
Note that there exists a constant β = β(n, p,Ω) such that
‖v‖L2p/(p−1)(∂Ω) ≤ β‖Dv‖L2(Ω) = β, (6.6)
where p is as in (2.19) and we used
∫
∂Ω
v = 0. Then by (2.20) and (6.6), we have∫
∂Ω
θu · u dSx ≥
∫
∂Ω
θv · v dSx +
(∫
∂Ω
(θ + θ∗)v dSx
)
· c + δ|c|2
≥
∫
∂Ω
θv · v dSx − 1
4δ
∣∣∣∣∣
∫
∂Ω
(θ + θ∗)v dSx
∣∣∣∣∣
2
≥ −‖θ‖Lp,∞‖v‖2L2p/(p−1)(∂Ω) − δ−1‖θ‖2Lp,∞‖v‖2L2p/(p−1)(∂Ω)|∂Ω|1−1/p
≥ −β2
(
‖θ‖Lp,∞ + δ−1|∂Ω|1−1/p‖θ‖2Lp,∞
)
.
Therefore, we get the inequality (6.5) with
α ≤ β2
(
‖θ‖Lp,∞ + δ−1|∂Ω|1−1/p‖θ‖2Lp,∞
)
=: Λ. (6.7)
Next, we claim that for any ǫ > 0, there exists Cǫ > 0 such that
‖u‖2
L2(Ω)
≤ Cǫ
(
(Λ+ ǫ)
∫
Ω
|Du|2 dx +
∫
∂Ω
θ(·, t)u · u dSx
)
. (6.8)
Note that once we establish (6.8), then by (6.5) we would have
‖u‖2
H1(Ω)
≤ C′ǫ
(
(Λ + ǫ)
∫
Ω
|Du|2 dx +
∫
∂Ω
θ(·, t)u · u dSx
)
for some C′ǫ > 0 and the lemma follows by (6.7) or nonnegative definiteness of θ.
Finally, we prove (6.8) by a usual contradiction argument. If the stated estimate
were false, for each positive integer k, there would exist a function uk ∈ H1(Ω)m
such that ‖uk‖L2(Ω) = 1 and
ǫ
∫
Ω
|Duk|2 dx ≤ (Λ + ǫ)
∫
Ω
|Duk|2 dx +
∫
∂Ω
θ(·, t)uk · uk dSx ≤ 1
k
,
where we used (6.5). Therefore, we would have
lim
k→∞
∫
Ω
|Duk|2 dx = 0 = lim
k→∞
∫
∂Ω
θ(·, t)uk · uk dSx. (6.9)
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Then by Rellich-Kondrachov compactness theorem, there exists u ∈ L2(Ω)m such
that (by passing to a subsequence) uk → u in L2(Ω)m. Also, it follows from (6.9)
that Duk → 0 in L2(Ω)m. Therefore, we have
‖u‖L2(Ω) = 1, Du = 0, and uk → u in H1(Ω)m. (6.10)
Then, by combining (6.9) and (6.10), we conclude that u is constant and∫
∂Ω
θ(·, t)u · u dSx = 0,
which contradicts (2.20). 
6.3. Proof of Lemma 5.3. Without loss of generality, we assume that a = −T
and b = 0 so that Q = Ω × (−T, 0) and S = ∂Ω × (−T, 0). The proof is based
on establishing a reverse Ho¨lder inequality and applying a variant of Gehring’s
lemma as presented in Arkhipova [2]. Below, we denote
δ(X, ∂Q) = inf{|X − Y|P : Y ∈ ∂Q}.
Theorem 6.1 ([2, Theorem 1]). Denote by Dr(x) = {y ∈ Rn : |yi − xi| < r, i = 1, . . . , n}
and Q = D3/2(0) × (−5/4, 5/4). Let g ∈ Lp(Q), p > 1, be a nonnegative function.
Suppose that for some R0 > 0 and for all X ∈ Q the following inequality holds for all
R ≤ Rˆa = 1a min{R0, δ(X, ∂Q)}, where δ(X, ∂Q) = inf{|X − Y|P : Y ∈ ∂Q}:?
QR(X)
gp + ψR(X) ≤ ǫ
(?
QaR(X)
gp + ψaR(X)
)
+ B
(?
QαR(X)
g
)p
, (6.11)
where ǫ ∈ (0, 1), a > 1, B > 1, and ψρ(X) is a nonnegative function defined for all X ∈ Q
and ρ > 0 such that supρ ψρ(X) < ∞ for a.e. X ∈ Q and
ess sup
X∈Q
sup
{ρ:Qρ(X)⊂Q}
ψρ(X)ρ
n+2 =: mψ(Q) < ∞.
Then there exist constants p0 > p and c0 > 0 such that g ∈ Lp0(Q′) for all Q′ ⊂ Q and
‖g‖Lp0 (Q′) ≤ c0
{
‖g‖Lp(Q) +m1/pψ (Q)
}
.
The constants p0 and c0 depend on p, n,B, a, and δ. In addition, c0 depends ondist(Q′, ∂Q).
One can reformulate Theorem 6.1 with the cube Q replaced by a cube
Pr(X0) := Dr(x0) × (t0 − r2, t0 + r2).
Indeed, by scaling, one can see that if inequality (6.11) holds for all X ∈ Pr(X0) and
R ≤ 1a min{rR0, δ(X, ∂Pr)}, then we have(?
Pr/2(X0)
|g|p0
)1/p0
≤ c0

(?
Pr(X0)
|g|p
)1/p
+ r−(n+2)/pm1/pψ (Pr(X0))
 . (6.12)
Recall the notations (5.29). Hereafter in the proof, we also use the notation
uρ = uX,ρ =
?
U−ρ (X)
u.
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Let u be a weak solution of (3.8). We claim that for any ǫ ∈ (0, 1), there exist r0 > 0
and C > 0 such that for all X = (x, t) ∈ Ω × (−T, 0] and 0 < ρ < min(
√
t + T, r0), we
have∫
U−
ρ/2
(X)
(
|Du|2 + |u|2 + (ρ/2)−2|u − uρ/2|2
)
≤ ǫ
∫
U−ρ (X)
(
|Du|2 + |u|2 + ρ−2|u − uρ|2
)
+ Cρ(n+2)(1−
2
q )

∫
U−ρ (X)
|Du|q + |u|q

2
q
, (6.13)
where q = 2n/(n + 2) if n ≥ 3 and 1 < q < 3/2 if n = 2.
Take the claim for now. For x0 ∈ Ω, write Xˆ0 = (x0, 0) and consider Pr = Pr(Xˆ0),
where r < min(
√
T, r0) is fixed. We define
g(X) =
(
|Du|2 + |u|2
) q
2
(X) for X ∈ Q ∩ Pr
and extend it by zero on Pr \Q. Also, for any X ∈ Rn+1 and ρ > 0, we define
ψρ(X) = ρ
−n−4
∫
Uρ(X)
|u − uˆX,ρ|2, where uˆX,ρ =
?
Uρ(X)
u.
It should be understood that ψρ(X) = 0 if Uρ(X) = ∅. Note that if Uρ(X) , ∅, then
there exist X′ = (x′, t′) such that |X − X′|P < ρ and X′ ∈ Q. If we denote Y = (x′, s),
where s = min(t + ρ2, 0), then Y ∈ Uρ(X) and Uρ(X) ⊂ U−2ρ(Y), and thus we have
ψρ(X) ≤ 4ρ−n−4
∫
Uρ(X)
|u − uY,2ρ|2 ≤ 4ρ−n−4
∫
U−
2ρ(Y)
|u − uY,2ρ|2
and since U4ρ(Y) ⊂ U5ρ(X), we also have
ρ−n−4
∫
U−
4ρ
(Y)
|u − uY,4ρ|2 ≤ 4ρ−n−4
∫
U−
4ρ
(Y)
|u − uˆX,5ρ|2 ≤ 4ψ5ρ(X).
Therefore, for all X ∈ Pr and ρ < 15 min(δ(X, ∂Pr), r) satisfying Uρ(X) , ∅, we get
from (6.13)?
Qρ(X)
g2/q + ψρ(X) ≤ C
ρn+2
∫
U−
2ρ
(Y)
(
g2/q + (2ρ)−2|u − uY,2ρ|2
)
≤ Cǫ
ρn+2
∫
U−
4ρ
(Y)
(
g2/q + (4ρ)−2|u − uY,4ρ|2
)
+
C
ρ2(n+2)/q

∫
U−
4ρ
(Y)
g

2/q
≤ Cǫ

?
Q5ρ(X)
g2/q + ψ5ρ(X)
 + C

?
Q5ρ(X)
g

2/q
. (6.14)
On the other hand, if Uρ(X) = ∅, then we have?
Qρ(X)
g2/q + ψρ(X) = 0. (6.15)
By (6.14) and (6.15), we get for any X ∈ Pr and ρ < 15 min(δ(X, ∂Pr), r) that?
Qρ(X)
g2/q + ψρ(X) ≤ δ

?
Q8ρ(X)
g2/q + ψ8ρ(X)
 + C

?
Q8ρ(X)
g

2/q
,
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for some ǫ ∈ (0, 1). On the other hand, note that
ψρ(X)ρ
n+2 ≤ Cρ−2
∫
Uρ(X)
|u|2 ≤ C‖u‖2
L2,∞(Uρ(X))
,
and thus, we have
mψ(Pr) ≤ C‖u‖2
L2,∞(Pr(Xˆ0)∩Q).
Then, we take a = 5, R0 = 1 and apply the scaled version of Theorem 6.1 to get via
(6.12) that(?
Pr/2(Xˆ0)
gp0 dX
)1/p0
≤ C
(?
Pr(Xˆ0)
g2/q dX
)q/2
+ C
(
r−(n+2)‖u‖2
L2,∞(Pr(Xˆ0)∩Q)
)q/2
,
where p0 > 2/q. Therefore, by setting q0 = p0q > 2 and using a usual covering
argument, we obtain (5.32).
It only remains to establish (6.13). Hereafter, we shall denote
Q′ = Ω × (t0 − r2, t0) and S′ = ∂Ω × (t0 − r2, t0).
Fix κ ∈ (0, 1) and a function τ ∈ C∞c (R) such that
0 ≤ τ ≤ 1, τ(t) = 0 for |t − t0| ≥ r2, τ(t) = 1 for |t − t0| ≤ (κr)2, |τ′| ≤ Cr−2
and also a function ζ ∈ C∞c (Rn) such that
0 ≤ ζ ≤ 1, ζ(x) = 0 for |x − x0| ≥ r, ζ(x) = 1 on |x − x0| ≤ κr, |Dζ| ≤ Cr−1.
Denote
u˜r(t) =
∫
Ωr(x0)
ζ2(x)u(x, t) dx
/∫
Ωr(x0)
ζ2 dx.
By testing with
η(x, t) = ζ2(x)τ2(t) {u(x, t) − u˜r(t)}
in (3.8) and using that ∫
Ωr(x0)
ζ2(u − u˜r(t)) dx = 0,
we obtain for a.e. s ∈ (−T, t0) that
0 =
1
2
∫
Ω
ζ2τ2 |u − u˜r(s)|2 dx +
∫ s
−T
∫
Ω
ζ2τ2AαβDβu ·Dαu dx dt
+
∫ s
−T
∫
Ω
{
−ζ2ττ′ |u − u˜r(t)|2 + 2ζDαζτ2AαβDβu · (u − u˜r(t))
}
dx dt
+
∫ s
−T
∫
∂Ω
ζ2τ2θu · (u − u˜r(t)) dSx dt.
Therefore, by Cauchy’s inequality, we have
ess sup
t0−r2<s<t0
∫
Ω
ζ2τ2 |u − u˜r(s)|2 dx +
∫
Q′
ζ2τ2|Du|2 dx dt
≤ Cr−2
∫
U−r
|u − u˜r(t)|2 dx dt+ C
∫
S′
ζ2τ2|u||u − u˜r(t)| dSx dt. (6.16)
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We recall the embedding inequality (2.17). For any ǫ ∈ (0, 1), we have∫
S′
ζ2τ2|u||u − u˜r(t)| dSx dt ≤ ‖ζτu‖L2(n+1)/(n+2)(S−r ) ‖ζτ(u − u˜r)‖L2(n+1)/n(S′)
≤ C‖ζτu‖L2(n+1)/(n+2)(S−r ) ||ζτ(u − u˜r)||Q′
≤ Cǫ‖ζτu‖2L2(n+1)/(n+2)(S−r ) + ǫ||ζτ(u − u˜r)||
2
Q′ . (6.17)
In the above and below, Cǫ denotes a constant that depends on ǫ. Therefore, by
combining (6.16) and (6.17), we get
ess sup
t0−r2<s<t0
∫
Ω
ζ2τ2|u − u˜r(s)|2 dx +
∫
Q′
ζ2τ2|Du|2 dx dt
≤ Cr−2
∫
U−r
|u − u˜r(t)|2 dx dt+ C‖ζτu‖2L2(n+1)/(n+2)(S−r ). (6.18)
Let p = 2 if n ≥ 3 and p ∈ (6/5, 2) if n = 2, and set
p∗ = np/(n − p) and q = p∗/(p∗ − 1).
Note that q = 2n/(n + 2) if n ≥ 3 and 1 < q < 3/2 if n = 2.
By Ho¨lder’s inequality together with properties of ζ and τ, we get
‖ζτu‖2
L2(n+1)/(n+2)(S
−
r )
≤ 2‖ζτ(u − ur)‖2L2(n+1)/(n+2)(S−r ) + 2|ur|
2|S−r |(n+2)/(n+1)
≤ Cr2+2(n+2)( 12− 1p )‖ζ(u − ur)‖2Lp(n−1)/(n−p),p(S′) + Cr
(n+2)(1− 2q )
(∫
U−r
|u|q
) 2
q
.
On the other hand, by trace Sobolev inequality, we get
‖ζ(u − ur)‖2Lp(n−1)/(n−p),p(S′) ≤ C
{
‖ζ(u − ur)‖Lp(Q′) + ‖Dζ(u − ur)‖Lp(Q′) + ‖ζDu‖Lp(Q′)
}2
≤ Cr2(n+2)( 12− 1p )
(∫
U−r
|Du|2 + r−2|u − ur|2 dX
)
.
Therefore, we get from the above two inequalities that
‖ζτu‖2
L2(n+1)/(n+2)(S−r )
≤ Cr2
{∫
U−r
|Du|2 + r−2|u − ur|2 dX
}
+Cr(n+2)(1−
2
q )
(∫
U−r
|u|q
) 2
q
. (6.19)
Lemma 6.1. For ǫ ∈ (0, 1), there exists r1 > 0 such that for r < min(r1,
√
T), we have
r−2
∫
U−κr
|u − u˜κr(t)|2 dx dt ≤ ǫ
{∫
U−r
|Du|2 + r−2|u − ur|2 dX
}
+ Cǫr
(n+2)(1− 2q )
{∫
U−r
|u|q + |Du|q dX
} 2
q
. (6.20)
Proof. By Ho¨lder’s inequality, (6.18), and a variant of Poincare´ inequality, we get∫
U−κr
|u − u˜r(t)|2 dx dt ≤ ‖u − u˜r‖L2,∞(U−κr)‖u − u˜r‖L2,1(U−κr)
≤ C
{
‖Du‖L2(U−r ) + ‖ζτu‖L2(n+1)/(n+2)(S−r )
}
‖u − u˜r‖L2,1(U−κr).
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Also, by Ho¨lder’s inequality, (5.30), and a variant of Poincare´ inequality, we have
‖u − u˜r‖L2,1(U−κr) ≤
∫ t0
t0−(κr)2
‖u − u˜r‖
1
2
Lp
∗
(Ωκr)
‖u − u˜r‖
1
2
Lq(Ωκr)
dt
≤ Cr 12
∫ t0
t0−(κr)2
{
r−1‖u − u˜r‖Lp(Ωr) + ‖Du‖Lp(Ωr)
} 1
2 ‖Du‖
1
2
Lq(Ωκr)
dt
≤ Cr 12
∫ t0
t0−r2
‖Du‖
1
2
Lp(Ωr)
‖Du‖
1
2
Lq(Ωr)
dt
≤ Cr2+ n2p− n4− 1q ‖Du‖ 12
L2(U−r )
‖Du‖ 12
Lq(U−r )
.
By combining the above two estimates and using Young’s inequality, we get
r−2
∫
U−κr
|u − u˜r(t)|2 dx dt ≤ Cr
n
2p− n4− 1q
{
‖Du‖L2(U−r ) + ‖ζτu‖L2(n+1)/(n+2)(S−r )
} 3
2 ‖Du‖ 12
Lq(U
−
r )
≤ ǫ
4
{
‖Du‖L2(U−r ) + ‖ζτu‖L2(n+1)/(n+2)(S−r )
}2
+ Cǫr
n+2− 2(n+2)q ‖Du‖2
Lq(U−r )
,
where we used that 1/p = 1 + 1/n − 1/q. Therefore, by (6.19), we find that for any
ǫ ∈ (0, 1), there exists r1 such that for all 0 < r < r1, we have
r−2
∫
U−κr
|u − u˜r(t)|2 dx dt ≤ ǫ
{∫
U−r
|Du|2 + r−2|u − ur|2 dX
}
+ Cǫr
(n+2)(1− 2q )
{∫
U−r
|u|q + |Du|q dX
} 2
q
. (6.21)
Note that by the properties of ζ, we have
c
∫
Ωκr×{s}
|u − u˜κr(s)|2 dx ≤
∫
Ωκr×{s}
|u − uκr(s)|2 dx ≤
∫
Ωr×{s}
ζ2|u − u˜r(s)|2 dx.
Therefore, we get (6.20) from (6.21) and the above inequality. 
By replacing r by r/κ, we derive the following inequality from (6.18) – (6.20):
∫
U−κr
|Du|2 dX ≤ ǫ

∫
U−
r/κ
|Du|2 + (r/κ)−2|u − ur/κ|2 dX

+ Cǫr
(n+2)(1− 2q )

∫
U−
r/κ
|u|q + |Du|q dX

2
q
. (6.22)
Next, note that∫
U−κr
|u|2 dX ≤ 2
∫
U−
r/κ
|u − ur/κ|2 dX + Crn+2|ur/κ|2
≤ Cr2
∫
U−
r/κ
(r/κ)−2|u − ur/κ|2 dX + Cr(n+2)(1−
2
q )

∫
U−
r/κ
|u|q dX

2
q
, (6.23)
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Next, by Lemma 5.4 and (6.22), we get
r−2
∫
U−κr
|u − uκr|2 dX ≤ C
∫
U−κr
|Du|2 dX +
∫
U−
r/κ
|u − ur/κ|2 dX + Crn+2|ur/κ|2
≤ C(ǫ + r2)

∫
U−
r/κ
|Du|2 + (r/κ)−2|u − ur/κ|2 dX

+ Cǫr
(n+2)(1− 2q )

∫
U−
r/κ
|Du|q + |u|q dX

2/q
. (6.24)
Therefore, by combining (6.22), (6.23), and (6.24), we get the result. 
6.4. Proof of Lemma 5.4. Theproof is an adaptationof that of [32, Lemma3]. Recall
the notations (5.29). Let χ ∈ C∞c (Br(x0)) is a smooth cut-off function satisfying
0 ≤ χ ≤ 1, χ ≡ 1 on Br/2(x0), |Dχ| ≤ 4r−1.
and denote
u˜r(t) :=
∫
Ωr
χu(·, t)
/∫
Ωr
χ, u˜r :=
? b
b−r2
u˜r(s) ds, ur =
?
Ur
u dX
Note that by testing with χ1[s,t] (u¯r(t) − u¯r(s)) in (3.8), where s, t ∈ (a, b), we obtain
0 =
(∫
Ω
χu(·, t) −
∫
Ω
χu(·, s)
)
· (u˜r(t) − u˜r(s))
+
∫ t
s
∫
Ω
DαχA
αβDβu · (u˜r(t) − u˜r(s)) dX +
∫ t
s
∫
∂Ω
χθu · (u˜r(t) − u˜r(s)) dSX.
Therefore, by using crn ≤ |Ωr| and the trace theorem, we get
|u˜r(t) − u˜r(s)|2 ≤ Cr−n |u˜r(t) − u˜r(s)|
(∫ t
s
∫
Ωr
r−1|Du| dX + ‖θ‖∞
∫ t
s
∫
∂Ω
|χu| dSX
)
≤ Cr−n |u˜r(t) − u˜r(s)|
(
r−1
∫ t
s
∫
Ωr
|Du| dX +
∫ t
s
∫
Ωr
r−1|u| + |Du| dX
)
and thus, by Ho¨lder’s inequality, for s, t ∈ (b − r2, b) and r < min(
√
b − a,diamΩ),
we have
|u˜r(t) − u˜r(s)| ≤ Cr−n/2
(
‖u‖L2(U−r ) + ‖Du‖L2(U−r )
)
. (6.25)
Now, we note that∫
U−r
|u − ur|2 dX ≤
∫
U−r
|u − u˜r|2 dX
≤ 2
(∫ b
b−r2
∫
Ωr
|u(x, t) − u¯r(t)|2 + |u˜r(t) − u˜r|2 dx dt
)
≤ Cr2
∫
U−r
|Du|2 dX + C
∫
U−r
∣∣∣∣∣∣
? b
b−r2
(u˜r(t) − u˜r(s)) ds
∣∣∣∣∣∣
2
dX, (6.26)
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where we used a variant of Poincare´’s inequality. Therefore, by combining (6.25)
and (6.26), we find that∫
U−r
|u − ur|2 dX ≤ Cr2
∫
U−r
|Du|2 dX + Cr−n
(
‖u‖L2(U−r ) + ‖Du‖L2(U−r )
)2 |U−r |
≤ Cr2
∫
U−r
|u|2 + |Du|2 dX.
The proof is complete. 
6.5. Proof of Lemma 5.5. Let u be a weak solution of (5.35). We shall show that
for any δ ∈ (0, 1), there exist constants C > 0, and r0 > 0 such that for any x0 ∈ Ω
and 0 < r < r0, we have
∫
Ωr/2(x0)
|Du|2 + |u|2 dx ≤ δ
∫
Ωr(x0)
|Du|2 + |u|2 dx
+ Crn(1−2/q)
(∫
Ωr(x0)
|Du|q + |u|q dx
)2/q
+ Cr2
∫
Ωr(x0)
| f |2 dx, (6.27)
where q = 2n/(n+ 2) if n ≥ 3 and 1 < q < 2 if n = 2. Then, the inequality (5.36) will
follow from a version of Gehring’s lemma [20, Proposition 1.1, p. 122]. Indeed, set
g(x) =
{
|Du|2 + |u|2
} q
2
1Ω(x) and F(x) = ‖ f‖qLn(Ω)1Ω(x).
Then by (6.27), we have
∫
Br/2
g2/q dx ≤ δ
∫
Br
g2/q dx + Crn
(?
Br
g dx
)2/q
+ C
∫
Br
F2/q dx,
and thus, (5.36) will follow. Let ζ be a smooth cut-off function satisfying
0 ≤ ζ ≤ 1, ζ ≡ 1 on Br/2(x0), ζ ≡ 0 on Rn \ Br(x0), |Dζ| ≤ 8r−1,
where 0 < r < diamΩ, and denote
u˜r :=
∫
Ωr
ζ2u
/ ∫
Ωr
ζ2.
Then by testing with ζ2(u − u˜r) in (5.35), we find that
∫
Ω
ζ2AαβDβu ·Dαu +
∫
Ω
2ζDαζA
αβDβu · (u − u˜r) +
∫
∂Ω
ζ2θu · (u − u˜r)
=
∫
Ω
ζ2 f · (u − u˜r),
and thus, by Cauchy’s inequality, we get
∫
Ω
ζ2|Du|2 ≤ Cr−2
∫
Ωr
|u − u˜r|2 + Cr2
∫
Ωr
| f |2 + C‖θ‖∞
∫
∂Ω
ζ2|u||u − u˜r|. (6.28)
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By the trace Sobolev inequality and Cauchy’s inequality, for any ǫ ∈ (0, 1) we have∫
∂Ω
ζ2|u||u − u˜r| ≤ C‖ζu‖L2(∂Ω)‖ζ(u − u˜r)‖W1,2n/(n+1)(Ω)
≤ Cr1/2‖ζu‖L(∂Ω)‖ζ(u − u˜r)‖W1,2(Ω)
≤ ǫ‖ζ(u − u˜r)‖2W1,2(Ω) + Cǫr
(
‖ζ(u − u˜r)‖2L2(∂Ω) + rn−1|u˜r|2
)
≤ (ǫ + Cǫr)‖ζ(u − u˜r)‖2W1,2(Ω) + Cǫrn|u˜r|2
≤ (Cǫ + Cǫr)
{
r−2‖u − u˜r‖2L2(Ωr) + ‖Du‖
2
L2(Ωr)
}
+ Cǫr
n|u˜r|2, (6.29)
where Cǫ is a constant that depends on ǫ as well. By (6.28) and (6.29), we get∫
Ωr/2
|Du|2 ≤ Cǫ
r2
∫
Ωr
|u − u˜r|2 + (Cǫ + Cǫr)
∫
Ωr
|Du|2 + Cr2
∫
Ωr
| f |2 + Cǫrn|u˜r|2.
Therefore, by choosing ǫ and then r1 so small that for all r ∈ (0, r1), we have∫
Ωr/2
|Du|2 ≤ C
r2
∫
Ωr
|u − u˜r|2 + δ
4
∫
Ωr
|Du|2 + Cr2
∫
Ωr
| f |2 + Crn|u˜r|2. (6.30)
Now, we take p = 2 if n ≥ 3 and p ∈ (1, 2) if n = 2 and set
p∗ = np/(n − p) and q = p∗/(p∗ − 1).
Note that q = 2n/(n + 2) if n ≥ 3 and 1 < q < 2 if n = 2.
By using Ho¨lder’s inequality and a variant of Poincare´’s inequality, we have∫
Ωr
|u − u˜r|2 ≤ ‖u − u˜r‖Lp∗ (Ωr)‖u − u˜r‖Lq(Ωr) ≤ Cr‖Du‖Lp(Ωr)‖Du‖Lq(Ωr)
≤ Cr1+n/p−n/2‖Du‖L2(Ωr)‖Du‖Lq(Ωr),
and thus, by Cauchy’s inequality, we get for any ǫ ∈ (0, 1) that∫
Ωr
|u − u˜r|2 ≤ ǫr2
∫
Ωr
|Du|2 + Cǫrn(1−2/q)+2
(∫
Ωr
|Du|q
)2/q
. (6.31)
Therefore, we conclude from (6.30) and (6.31) that for all r ∈ (0, r1), we have∫
Ωr/2
|Du|2 ≤ δ
2
∫
Ωr
|Du|2 + Crn(1−2/q)
(∫
Ωr
|Du|q + |u|q
)2/q
+ Cr2
∫
Ωr
| f |2,
where we used the fact that
|u˜r|2 ≤ Cr−2n/q
(∫
Ωr
|u|q
)2/q
.
Finally, we apply the inequality∫
Ωr/2
|u|2 ≤ 2
∫
Ωr
|u − u˜r|2 + 2|Ωr||u˜r|2 ≤ Cr2
∫
Ωr
|Du|2 + Crn(1−2/q)
(∫
Ωr
|u|q
)2/q
to conclude that for all 0 < r < r0 ≤ r1, we have∫
Ωr/2
(
|Du|2 + |u|2
)
≤ (δ/2+Cr20)
∫
Ωr
|Du|2 +Crn(1−2/q)
(∫
Ωr
|Du|q + |u|q
)2/q
+Cr2
∫
Ωr
| f |2,
which clearly implies (6.27). 
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6.6. Proof of Lemma 5.6. Without loss of generality, we assume that a = −T and
b = 0 so that Q = Ω × (−T, 0) and S = ∂Ω × (−T, 0). The proof is an adaptation of
that of [25, Lemma 4.2]. First, note that (5.38) follows from the energy inequality
since we assume the condition (H1). To prove the rest, we claim that ut satisfies
‖ut‖L2(Ω×(−r2,0)) ≤ C(R − r)−1
(
‖Du‖L2(Ω×(−R2,0)) + ‖u‖L2(Ω×(−R2,0))
)
(6.32)
for all 0 < r < R < min(
√
T,diamΩ). Take the above inequality for now. By
t-independence of the operator, we find that ut is also a weak solution of (5.37).
Therefore, by the energy inequalities (cf. (5.15) – (5.16)) and (6.32), we get that
sup
−(r/2)2≤s≤0
∫
Ω
|ut(x, s)|2 dx ≤ C
r2
∫
Ω×(−(3r/4)2 ,0)
|ut|2 dX
≤ C
r4
∫
Ω×(−(7r/8)2 ,0)
|u|2 + |Du|2 dX ≤ C
r6
∫
Ω×(−r2,0)
|u|2 dX,
where we used that r ≤ diamΩ. We have established (5.40). To prove (5.39), fix a
function τ ∈ C∞c (R) such that
0 ≤ τ ≤ 1, τ(t) = 0 for |t| ≥ r2, τ(t) = 1 for |t| ≤ (r/2)2, |τ′| ≤ 8r−2.
On each slice Ω × {s}, where −T < s < 0, we have
0 =
∫
Ω×{s}
(
ut −Dα(AαβDβu)
)
· τ2u dx =
∫
Ω×{s}
τ2ut · u dx +
∫
∂Ω×{s}
τ2θu · u dSx
+
∫
Ω×{s}
τ2AαβDβu ·Dαu dx. (6.33)
Then, by Cauchy’s inequality and the trace theorem (recall τ = τ(t)) we get
∫
Ω×{s}
τ2|Du|2 dx ≤ C
∫
Ω×{s}
τ2|u||ut| dx + C
∫
∂Ω×{s}
τ2|u|2 dSx
≤ C
∫
Ω×{s}
τ2|u||ut| dx + C
∫
Ω×{s}
2τ2|u ·Du| + τ2|u|2 dx
≤ Cr2
∫
Ω×{s}
τ2|ut|2 dx + C(1 + r−2)
∫
Ω×{s}
τ2|u|2 dx + 1
2
∫
Ω×{s}
τ2|Du|2 dx,
and thus, by using (5.38) and (5.40), we obtain (recall r ≤ diamΩ)
sup
−(r/2)2<s<0
∫
Ω
|Du(x, s)|2 dx ≤ Cr−4
∫
Ω×(−r2,0)
|u|2 dX,
which establishes (5.39).
It only remains us to prove the claim (6.32), the proof of which is a mere adap-
tation of that of [25, Lemma 4.1]. For any 0 < r < ρ < min(
√
T,diamΩ), let ζ = ζ(t)
be a smooth function on R such that
0 ≤ ζ ≤ 1, ζ(t) = 0 for |t| ≥ ρ2, ζ(t) = 1 for |t| ≤ r2, |ζ′| ≤ 2(ρ − r)−2.
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Similar to (6.33), on each slice Ω × {s}, where −T < s < 0, we have
0 =
∫
Ω×{s}
(
ut −Dα(AαβDβu)
)
· ζ2ut dx =
∫
Ω×{s}
ζ2|ut|2 dx +
∫
∂Ω×{s}
ζ2θu · ut dSx
+
∫
Ω×{s}
ζ2AαβDβu ·Dαut dx.
Therefore, by Cauchy’s inequality, we get∫
Ω×{s}
ζ2|ut|2 dx ≤ C
∫
Ω×{s}
ζ2|Du||Dut| dx + C
∫
∂Ω×{s}
ζ2|u||ut| dSx
≤ ǫ
∫
Ω×{s}
ζ2|Dut|2 dx + C
ǫ
∫
Ω×{s}
ζ2|Du|2 dx + C
∫
∂Ω×{s}
ζ2|u||ut| dSx. (6.34)
Note that by Ho¨lder’s inequality and the trace theorem, we have∫
∂Ω×{s}
ζ2|u||ut| dSx ≤ C‖ζu(·, s)‖W1,2(Ω)‖ζut(·, s)‖W1,2(Ω)
≤ C
(
‖ζu(·, s)‖L2(Ω) + ‖ζDu(·, s)‖L2(Ω)
) (
‖ζut(·, s)‖L2(Ω) + ‖ζDut(·, s)‖L2(Ω)
)
.
By the above inequality and Cauchy’s inequality, we have∫
∂Ω×{s}
ζ2|u||ut| dSx ≤ 2ǫ′‖ζut(·, s)‖2L2(Ω) +
C
ǫ′
‖ζu(·, s)‖2
L2(Ω)
+
C
ǫ′
‖ζDu(·, s)‖2
L2(Ω)
+ 2ǫ‖ζDut(·, s)‖2L2(Ω) +
C
ǫ
‖ζu(·, s)‖2
L2(Ω)
+
C
ǫ
‖ζDu(·, s)‖2
L2(Ω)
. (6.35)
Therefore, by combining (6.34) and (6.35) and integrating over (−T, 0), we get∫
Q
ζ2|ut|2 dx ≤ 3ǫ
∫
Q
ζ2|Dut|2 dX + 2ǫ′
∫
Q
ζ2|ut|2 dX
+ C
(
1
ǫ
+
1
ǫ′
) ∫
Q
ζ2
(
|u|2 + |Du|2
)
dX, (6.36)
Since ut also satisfies (5.37), Caccioppoli type inequality together with the property
of ζ yield that ∫
Q
ζ2|Dut|2 dX ≤ C
′
(ρ − r)2
∫
Ω×(−R2,0)
|ut|2 dX,
and thus, we derive from (6.36) that∫
Ω×(−r2,0)
|ut|2 dX ≤
(
3ǫC′
(ρ − r)2 + 2ǫ
′
) ∫
Ω×(−ρ2,0)
|ut|2 dX
+ C
(
1
ǫ
+
1
ǫ′
) ∫
Ω×(−ρ2,0)
|u|2 + |Du|2 dX.
If we set ǫ = (ρ − r)2/12C′ and ǫ′ = 1/8 in the above, we get∫
Ω×(−r2,0)
|ut|2 dX ≤ 1
2
∫
Ω×(−ρ2,0)
|ut|2 dX + C
(ρ − r)2
∫
Ω×(−ρ2,0)
|Du|2 + |u|2 dX,
where we used that ρ − r ≤ diamΩ. Then by using an iteration method (see [20,
Lemma 3.1, p. 161]), we obtain (6.32) from the above inequality. 
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