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Control of Impulsive Renewal Systems:
Application to Direct Design in Networked Control
Duarte Antunes, Jo˜ ao P. Hespanha, and Carlos Silvestre
Abstract—We consider the control of impulsive systems
with independent and identically distributed intervals between
jumps. The control action and output measurement are as-
sumed to take place only at jump times. We give necessary
and sufﬁcient conditions, in the form of LMIs, for mean
square stabilizability and detectability and solve an inﬁnite
horizon quadratic optimal control problem, under appropriate
stabilizability and detectability properties of the system. The
class of systems considered is especially suited to model net-
worked control systems utilizing CSMA-type protocols, with
stochastic intervals between transmissions and packet drops.
In this setting, the analysis and synthesis tools mentioned
above are used to (i) prove that for an emulation-based design,
stability of the closed-loop is preserved if the distribution of
the intervals between transmissions assigns high probability
to fast sampling (ii) illustrate through a benchmark example
the potential advantages of controller direct-design over an
emulation-based design.
I. INTRODUCTION
Networked control systems are spatially distributed sys-
tems for which the communication between sensors, actua-
tors, and controllers is supported by a shared communication
network. In [1], a class of systems is proposed which
allows for the modeling of networked control systems with
stochastic intervals between transmission and packet drops.
We consider a controlled version of this class taking the form
˙ x(t)=a(x(t)),t  = tk
x(tk)=j(k,x(t
−
k ),z k)+b(k,uk,z k), (1)
yk = c(k,x(t
−
k ),z k)
x(t
−
0 )=x0,t 0 =0 ,t∈ R≥0,k∈ Z≥0,
where the state x(t) evolves in Rn, the control uk takes
values in Rm and is applied at jump times, and the measure-
ment signal yk takes values in Rp and is only available at
jump times. The notation x(t
−
k ) indicates the limit from the
left of a function x(t) at the point tk, except at t0 where,
by convention, x(t
−
0 )=x0. The times between consecutive
jumps {hk := tk+1 − tk,k≥ 0} are assumed independent
and identically distributed (i.i.d.) with a common cumulative
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distribution F. The variables {zk,k≥ 0}, called jump points,
are i.i.d. random variables taking values on a discrete ﬁnite
set Z, and are assumed to be independent of the {hk,k ≥
0}. We restrict our analysis to linear maps a, j, b and c.
The class of systems (1) was considered in the homoge-
nous case (b =0 ) in [1], [2] and [3]. In [1], the nomenclature
impulsive system driven by renewal processes was used for
this class of systems, motivated by the fact that the process
that counts the number of jumps up to time t is a renewal
process. Here, we abbreviate the nomenclature to impulsive
renewal systems. In [3], necessary and sufﬁcient conditions
are given for mean square stability, stochastic stability, and
mean exponentialstability for the homogenousversion of (1).
The present paper builds upon these conditions. For related
work on the analysis and control of systems with i.i.d.
parameters see, e.g., [4], [5], [6], and the references therein.
In the ﬁrst part of this paper, we give synthesis results
pertaining to a controlled impulsive renewal system taking
the form (1). We start by introducing notions of mean square
stabilizability and mean square detectability for this class
of systems. Our deﬁnitions parallel those for LTI systems
(e.g. [7]) and Markov Jump Linear Systems (MJLS, e.g. [8]).
We give necessary and sufﬁcient conditions for verifying
these two properties in terms of LMIs and show that if (1)
exhibits these two properties, then there exists an output
stabilizing controller. Finally, we consider an inﬁnite horizon
quadratic cost optimal control problemthat parallels the well-
known LQR problem. We show that if a Riccati-like equation
has an appropriately deﬁned stabilizing solution, then the
optimal control law is given by a simple state-feedback
law. Stabilizability and detectability conditions guarantee the
existence of a stabilizing solution to the Riccati equation.
In the second part of the paper, we focus on the ap-
plication of our results to networked control systems. We
address scenarios in networked control systems for which
the impulsive renewal system is an appropriate model for
analysis and controller synthesis, in a similar fashion to the
recent work [9]. These scenarios are based on Carrier Sense
Multiple Access (CSMA) type protocols, which are prevalent
in network links. By considering i.i.d. inter-transmission
intervals, we can broaden the class of scenarios considered
in [9], in which the analysis was restricted to exponentially
distributed inter-transmission intervals. We then show how
the tools provided in the ﬁrst part of the paper can be used
to compare an emulation-based approach with a controller
direct-design approach. Regarding emulation-based design,
we assume that a continuous-time stabilizing controller has
been designed, without regard to the network characteristics.We show that stability of the closed-loop is preserved if
the distribution of the inter-sampling times assigns high
probability to fast sampling. As with periodic constant
sampling, this result shows that an emulation-based design
is an appropriate choice when the sampling is sufﬁciently
fast. However, as illustrated in a benchmark example, for
less frequent sampling it may fail to guarantee closed-loop
stability in a mean square sense. For the same example, we
show that if one directly designs a controller that takes into
account the network constraints (direct design), it is possible
to guarantee mean square closed-loop stability even when
sampling does not occur frequently and emulation would fail.
The remainder of the paper is organized as follows. Sec-
tion II introduces some preliminaries and reviews the results
of [2]. Section III presents a set of basic general results
pertaining to the stability and stabilization of (1). Section IV
illustrates the application of these results to networked con-
trol systems. Section V contains ﬁnal conclusions.
Notation: For two column vectors x, y, (x,y): =[ x  y ] . The
notation diag([A1 ...A n]) indicates a block diagonal matrix
with blocks Ai. The n × n identity and zero matrices are
denoted by In and 0n, respectively. The probability of an
event A is denoted by P[A] and the expected value by E[.].
II. PRELIMINARIES AND BACKGROUND
The i.i.d. random variables hk follow a common dis-
tribution F with support on a given interval [0,T],T ∈
R>0 ∪{ +∞}. We assume some regularity on F, namely
that F(0) = 0, F(∞)=1 , and that this function can
be written as F = F1 + F2, where F1 is an absolutely
continuous function F1(t)=
 t
0 f(s)ds, for some density
function f(x) ≥ 0, and F2 is a piecewise constant increasing
function that captures possible atom points {ai} where the
distribution places mass {wi}.
The random variables zk belong to a ﬁnite discrete set
taking the form Z := {1,...,nz} and are assumed i.i.d.
with P[zk = i]=pi for any k, where
nz
i=1 pi =1 .
In [3], the following simpliﬁed version (1) is considered
˙ x(t)=Ax(t),t  = tk
x(tk)=Jx(t
−
k ),x (t
−
0 )=x0,t 0 =0 . (2)
Since the system (2) is fully speciﬁed by the pair (A,J) and
the distribution F, for short we use the notation (A,J)F to
refer to this system.
We say that (2) is Mean Square Stable (MSS), which
is abbreviated as (A,J)F is MSS, if for any x0,
limt→+∞ E[x(t) x(t)] = 0.
We assume that there exists λ>¯ λ(A), where ¯ λ(A) is the
real part of the eigenvalues of A with largest real part, s.t.,
eλt(1 − F(t)) ≤ ce−α1t for some c, α1 > 0. (3)
Notice that this condition is met if T is ﬁnite or if A is
Hurwitz. As explained in [3], this condition guarantees that
mean square stability is equivalent to two other stability
notions stochastic stability and mean exponentially stability.
In the following theorem we summarize the results of [3],
relevant to the present paper. Let
EA(P): =
 T
0
e
A
 sPe
AsF(ds).
Theorem 1: Assuming that (3) holds, (2) is MSS if and
only if any one of the following conditions hold
∃P>0 : J EA(P)J − P<0; (4)
∃P>0 : JEA (P)J
  − P<0. (5)
Note that the conditions (4) and (5) can be viewed as LMIs
on the unknown matrix P since the left-hand side of (4)
and (5) is an afﬁne function of P.
III. DISCRETE CONTROL OF IMPULSIVE RENEWAL
SYSTEMS
We start by considering the following version of (1)
˙ x(t)=Ax(t),t  = tk
x(tk)=Jx(t
−
k )+Buk, (6)
yk = Cx(t
−
k ),x (t
−
0 )=x0,t 0 =0 .
A. Stabilizability and Detectability
Intuitively, the system (6) is stabilizable if one can ﬁnd
a feedback control law of the form uk = Kx(t
−
k ) that
stabilizes the resulting closed-loop. Formally, the system (6)
is said to be mean square stabilizable, which is abbreviated
as ((A,J),B)F is stabilizable, if there exists a matrix K ∈
Rm×n such that (A,J + BK)F is MSS.
The system (6) is said to be mean square detectable, which
is abbreviated as (C,(A,J))F is detectable, if there exists a
matrix L ∈ Rn×p such that (A,J + LC)F is MSS. If the
system (6) is detectable it is possible to estimate in a mean
square sense the state of the system (6) given the output. In
fact, deﬁning the estimator
˙ ˆ x(t)=Aˆ x(t),t  = tk
ˆ x(tk)=Jˆ x(t
−
k )+Buk+L(Cˆ x(t
−
k )−yk), ˆ x(t
−
0 )=ˆ x0,
and the error variable e := ˆ x − x, we have that
˙ e(t)=Ae(t),t  = tk
e(tk)=( J + LC)e(t
−
k ),e (t
−
0 )=e0,t 0 =0 ,
and therefore the estimation error goes to zero in a mean
square sense.
Taking into account the two characterizations of MSS (4)
and (5), one concludes that detectability of (C,(A,J))F is
equivalent to stabilizability of ((A ,J ),C )F, and therefore
these two concepts are dual.
The detectability and stabilizability properties of (6) can
be used to analyze the relation between MSS and the input-
output properties of (6). Let C q be the set of sequences of
r.v.s v =( v0,v 1,...), such that (i) each vi ∈ Rq is causally
obtained from {hk,k≤ i}, i.e., vi is adapted to the natural
ﬁltration associated with the {hk,k≤ i}; (ii) v has bounded
norm, deﬁned as  v 2 =

k≥0 E( vk 2). We say that the
system (6) is input-output stable if y ∈C p when u ∈C m.Lemma 2: Suppose that the system (6) is stabilizable and
detectable. Then the system (6) is input-output stable if and
only it is MSS.
As with LTI systems, a separation principle also holds for
the impulsive renewal system (6). In particular, given L such
that (A,J +LC)F is MSS, and K such that (A,J +BK)F
is MSS, the following output feedback controller results in
a MSS closed-loop system.
˙ ˆ x(t)=Aˆ x(t),t  = tk
ˆ x(tk)=( J + BK + LC)ˆ x(t
−
k ) − Lyk, (7)
uk = Kˆ x(t
−
k ), ˆ x(t
−
0 )=ˆ x0,t 0 =0 .
Theorem 3: If the system (6) is detectable and stabilizable
there exists an output feedback controller that makes the
closed-loop MSS. One such controller is given by (7).
1) Conditions for testing stabilizability and detectability:
The next theorem provides necessary and sufﬁcient condi-
tions for testing stabilizability in terms of LMIs
Theorem 4: The system (6) is stabilizable if and only if
∃P>0,W :

EA (P) EA (P)J  + W  B 
JEA (P)+BW P

> 0
(8)
In this case, (A,J + BK)F is MSS for K = WEA (P)−1.
The dual result for detectability is stated as follows.
Theorem 5: The system (6) is detectable if and only if
∃P>0,N :

EA(P) EA(P)J + NC
J EA(P)+C N  P

> 0. (9)
In this case, (A,J + LC)F is MSS for L = EA(P)−1N.
B. Inﬁnite horizon quadratic optimal control
In this section, we consider the following inﬁnite horizon
quadratic optimal control problem for the system (6)
Problem 6:min
 +∞
0 E[x(t) Qcx(t)]dt +
+∞
k=0 E[u 
kuk]
subject to (6)
where the minimization is taken over control sequences
{uk,k ≥ 0} that (i) are causally obtained from the x(t
−
k ),
i.e., uk is adapted to the natural ﬁltration associated with
the sequence x(t
−
k ); (ii) stabilize the system (6) in a mean
square sense, i.e., E[x(t) x(t)] → 0.
To solve Problem 6 we introduce the following Ricatti-
type equation
J EA(P)J − P + Q−
J EA(P)B(I + B EA(P)B)−1B EA(P)J =0 ,
(10)
where Q :=
 T
0
 y
0 J  exp(A t) Qc exp(At)JdtF(dy).
We say that a symmetric solution P of (10) is stabilizing if
(A,J + BK(P)) is MSS, where
K(P): =−(I + B EA(P)B)−1B EA(P)J. (11)
The next theorem, gives the optimal control law for the
Problem 6.
Theorem 7: Suppose that there exists a stabilizing solution
to (10). Then the optimal control law to the Problem 6 is
given by
u
opt
k = K(P)xk. (12)
1) Conditions for the existence of a stabilizing solution to
(10) : The presentation in this subsection follows closely the
presentation in [8] for a related MJLS problem. Deﬁning
P(P): = J
 EA(P)J + Q − (13)
J EA(P)B(I + B EA(P)B)−1B EA(P)J
we can rewrite (10) as P(P)−P =0 . We say that P is the
maximal solution to (10) if for any other ¯ P verifying P( ¯ P)−
¯ P ≥ 0,w eh a v eP ≥ ¯ P. The next theorem, gives conditions,
in the form of LMIs, for the existence of a maximal solution.
Theorem 8: Suppose that ((A,J),B)F is stabilizable.
Then the maximal solution to (10) coincides with the solution
to the following problem
max tr(P)
s.t.

J EA(P)J − P + QJ  EA(P)B
B EA(P)JB  EA(P)B + I

≥ 0
(14)
The following lemma establishes the relation between the
maximal and the stabilizing solution.
Lemma 9: There exists at most one stabilizing solution to
(10). When such stabilizing solution exists, it coincides with
the maximal solution.
This lemma gives a simple way of testing if a stabilizing
solution exists. Namely, we can solve the LMI optimization
problem (14) and test if the maximal solution obtained is
stabilizing. If so, it coincides with the stabilizing solution,
if not there is no stabilizing solution. Finally, we give
conditions for a stabilizing solution to exist.
Theorem 10: Suppose that ((A,J),B)F is stabilizable
and (Q
1
2,(A,J))F is detectable. Then there exists a unique
stabilizing solution to (10).
C. Extensions to the index and jump points dependent case
The next deﬁnition and theorem provide extensions of the
previous results stated for the system (6), to the more general
system (1). We take the linear maps in (1) to be of the form
b(k,uk,z k)=B
zk
k uk,c (k,uk,z k)=C
zk
k uk,
and j(k,x(t
−
k ),z k)=J
zk
k x(t
−
k ).
(15)
Since the homogeneous version of system (1) is fully speci-
ﬁed by the matrix A, the set of matrices J
zk
k , the distribution
F, and the probability vector p, for short we use the notation
(A,J
zk
k )(F,p) to refer to this system. The dependency of the
matrices B
zk
k , C
zk
k and J
zk
k on the jump index k is assumed
to be periodic with period K, e.g., Bi
k = Bi
k+K for any
i ∈Z .W ed e ﬁne S := {1,...,K} and [κ]: =κ, if κ ∈
S,[κ]: =1 , if κ = K +1 .
Analogously to the deﬁnitions for (2), we say
that (A,J
zk
k )(F,p) is MSS if for every (x0,k 0),
limt→+∞ E[x(t) x(t)] = 0. Moreover, we say the system
(1) with maps (15) is stabilizable if there exists matrices
{Kκ,κ∈S }such that (A,J
zk
k +B
zk
k Kk)(F,p) is MSS, and
that it is detectable if there exists matrices {Lκ,κ∈S }
such that (A,J
zk
k + LkC
zk
k )(F,p) is MSS.
Theorem 11: Assuming that (3) holds, the system (1) with
maps (15) is(i) Mean Square Stable if and only if there exists {Pκ >
0,κ∈S }such that one of the following holds,
nz 
i=1
pi(Ji
κ) EA(P[κ+1])Ji
κ − Pκ < 0,κ∈S ;
nz 
i=1
pi(Ji
κ)EA(Pκ)(Ji
κ)  − P[κ+1] < 0,κ∈S ;
(ii) Stabilizable if and only if there exists
{Pκ > 0,Y κ,Z κ,κ∈S }such that, for κ ∈S ,
nz 
i=1
pi[Ji
κEA (Pκ)(Ji
κ)  + Bi
κYκ(Ji
κ) +
J
i
κY
 
κ(B
i
κ)
 +(B
i
κ)Zκ(B
i
κ)
 ]−P[κ+1]<0,

EA (Pκ) Y  
κ
Yκ Zκ

> 0
In this case, (A,J
zk
k + B
zk
k Kk)(F,p) is MSS for
Kκ = YκEA (Pκ)−1;
(iii) Detectable if and only if there exists
{Pκ > 0,V κ,W κ,κ∈S }such that, for κ ∈S ,
nz 
i=1
pi[(Ji
κ) EA(P[κ+1])Ji
κ +( Ci
κ) V  
κJi
κ
(J
i
κ)
 VκC
i
κ +( C
i
κ)
 WκC
i
κ] − Pκ < 0,

EA(P[κ+1]) Vκ
V  
κ Wκ

> 0
In this case, (A,J
zk
k + LkC
zk
k )(F,p) is MSS for
Lκ = EA(P[κ+1])−1Vκ.
Moreover, if the system (1) with maps (15) is stabilizable
and detectable, there exists an output feedback controller that
makes the closed-loop MSS.
IV. EMULATION AND DIRECT DESIGN IN NETWORKED
CONTROL
Consider a networked control system in which a remote
controller receives and processes sensor information and
sends actuation signals through a communication network,
possibly shared with other users. Suppose that there are ny
sensors, indexed by i running from 1 through ny, and nu
actuators, indexed by j running from 1 through n u. Assume
that the plant is linear and described by
˙ xP(t)=APxP(t)+BP ˆ u(t) yP(t)=CPxP(t) (16)
where ˆ u(t) and yP(t), are partitioned into components
associated which each of the sensor and actuation nodes as
follows
ˆ u(t)=( ˆ u1(t),...,ˆ unu(t)),y P(t)=( y1
P(t),...,y
ny
P (t)).
(17)
We assume that the actuation mechanism is a simple hold
operation of the form
ˆ uj(t)=ˆ uj(τ
j
l ),t ∈ [τ
j
l ,τ
j
l+1), (18)
where τ
j
l are the times at which an actuation signal corre-
sponding to actuator j is sent by the controller. This signal
is received by the actuator j also at τ
j
l , assuming that the
transmission delays are negligible. Denoting the transmitted
actuation signal by v
j
l ,w eh a v e
ˆ uj(τ
j
l )=

v
j
l , packet not dropped
ˆ uj(τ
j
l
−), packet dropped
, (19)
where by ”packet dropped” we mean that the data transmitted
might arrive corrupted at the receiver. The sensor i sends the
measurement signal pertaining to the plant output y i
P(t) at
times σi
r. If we denote this signal by wi
r, this means
wi
r = yi
P(σi
r). (20)
This data is received, corrupted or not, at the controller also
at time σi
r, assuming again that the transmission delays are
negligible. We deﬁne {tk} = {σi
r}∪{ τ
j
l }, to be the set of
times at which a packet from any of the nodes pertaining the
feedback loop is transmitted. We are interested in scenarios
for which the following assumptions hold:
(i) The time intervals {tk+1 − tk} are i.i.d. random vari-
ables;
(ii) The transmission delays are negligible when compared
to the time constants of the system dynamics, which is
already implicit in expressions (19) and (20);
(iii) Corresponding to each transmission there is a proba-
bility pdrop of a packet being dropped, which might be
zero. The events of packet drop at different transmission
times are independent.
Assumptions (ii) and (iii) are common. Assumption (iii)
holds, at least approximately, for scenarios in which nodes
attempt to do periodic transmissions of data, but these regular
transmissions may be perturbed by the medium access pro-
tocol. For example, nodes using CSMA for medium access,
may be forced to back-off for a random amount of time until
the network becomes available. However, note that for the
model used here to be valid, if a sensor node is forced to
back off, after the waiting time it should transmit the most
recent measured data, instead of the one collected at the time
it initially tried to transmit data. This approach is the most
reasonable when transmitting dynamic data.
The distribution of the time interval between transmission
is determined by two factors: the congestion of the network
and the delay introduced by the medium access protocol.
In [9], it is argued that for variants of CSMA protocols
such as slotted p-persistent and pure ALOHA, the intervals
between consecutive node transmissions are i.i.d. random
variables. This argument is especially compelling if one
does not need to restrict the distribution to exponential,
which was necessary in [9]. In the example of the next
two subsection, we take the distribution to be uniform,
for illustration purposes. In general, the distribution can be
determined experimentally or estimated by running Monte
Carlo simulations of the protocol.
A. Analysis Tools and Emulation
Consider the following continuous-time controller for (16)
˙ xP(t)=ACxC(t)+BCˆ y(t),y C(t)=CCxC(t)+DCˆ y(t),
(21)and suppose it has been designed to stabilize the closed-loop,
when
ˆ u(t)=yC(t), ˆ y(t)=yP(t), (22)
i.e., when the process and the controller are directly con-
nected. We partition ˆ y and yC(t) accordingly to (17), i.e.,
ˆ y(t)=(ˆ y1(t),...,ˆ yny(t)),y C(t)=(y1
C(t),...,y
nu
C (t)),
(23)
and consider that
ˆ y
i(t)=ˆ y
i(σ
i
r),t ∈ [σ
i
r,σ
i
r+1) (24)
ˆ yi(σi
r)=

wi
r, packet not dropped
ˆ yi(σi
r
−), packet dropped
, (25)
v
j
l = y
j
C(τ
j
l ). (26)
This means that the sensor data received by the controller is
also held constant, between updating times σi
r. The controller
integrates its differential equation with this frozen values at
the input, and sends the control laws, at times τ
j
l .D e ﬁning
e(t)=

eu(t)
ey(t)

=

ˆ u(t) − yC(t)
ˆ y(t) − yP(t)

(27)
and partitioning this vector accordingly to (17) and (23), we
can conclude from (19), (20), (25), and (26) that
e
j
u(tk)=π
zk
jke
j
u(t
−
k ) (28)
e
i
y(tk)=ν
zk
ik e
i
y(t
−
k ) (29)
where
π
zk
jk =

0 if tk = τl
j for some l and packet not dropped
1 otherwise
(30)
ν
zk
ik =

0 if tk = σi
r for some r and packet not dropped
1 otherwise
(31)
and {zk ∈Z,k≥ 0} is a set of i.i.d. random variables which
allow for introducing random effects in the transmissions.
We can encode all this information into a single matrix
Λ
zk
k = diag(

Ω
zk
k Γ
zk
k
	
)
where, considering that the actuation signal j has dimension
qj and the sensor signal i has dimension si,
Ω
zk
k = diag([π
zk
1kIq1 ...π
zk
nukIqnu]),
Γ
zk
k = diag([ν
zk
1kIs1 ...ν
zk
nykIsny]). (32)
From (28) and (29) we obtain
e(tk)=Λ
zk
k e(t
−
k ). (33)
The matrices Λ
zk
k specify the protocol used by the nodes,
which might be subject to random effects modeled by the
zk. Motivated by [1], we say the protocol is mean square
stable if (33) is MSS when ˙ e(t)=0 ,t∈ [tk,t k+1). Note that
Theorem 11 can be used to test if (33) is MSS, although this
is typically simpler. Two examples of stable protocols are:
Protocol (i)- The nodes transmit in a round-robin fashion.
We deﬁne that zk ∈Z:= {1,2} equals 2 if a packet drop
occurred at tk and 1 otherwise, with P[zk =2 ]=pdrop < 1.
Let
Mκ := diag([0d1 ...0dκ−11dκ0dκ+1 ...0dny+nu])
be a set of ny + nu block diagonal matrices, with blocks
partitioned according to the partition of sensors and actuators
nodes explicit in (32), i.e., dj = qj and di+nu = si. The
matrices Λ
zk
k are given by
Λ
zk
k =Im+p − Mρ(k), if zk =1 , Λ
zk
k =Im+p, if zk =2 ,
(34)
where the map ρ : N  →{ 1,...,nu+ ny} determines
the order by which nodes transmit. We assume that ρ is
K−periodic and onto, implying that all the nodes transmit
in a period.
Protocol (ii)- Each node transmits independently. If we
assume that at each transmission time each node is equally
likely to transmit, we can model this by zk ∈Z:=
{1,...,n u+ny+1}, where the event zk = κ corresponds to
node κ transmits at tk and zk = nu +ny +1models packet
dropped at tk. The probability of each of these events is
P[zk = κ]=
1 − pdrop
nu + ny
and P[zk = nu +ny +1]=pdrop,
and the matrices Λ
zk
k =Λ zk are given by
Λzk=Im+p−Mκ,if zk=κ, Λzk=Im+p,if zk=nu+ny+1.
The equations for (x,e) where x =( xC,x P) can be
written as

˙ x
˙ e

=

I
Ae

Axx Axe
	
x
e


x(tk)
e(tk)

=

I 0
0Λ
nz
k

x(t
−
k )
e(t
−
k )

(35)
where Axx is the network-free closed loop matrix, that is
Axx =

AP + BPDCCP BPCC
BCCP AC

and the remaining matrices are given by
Ae =

0 −CC
−CP 0

Axe =

BP BPDC
0 BC

Theorem 11(i) can be used to assert mean square stability of
the system (35) when the dependence of Λ
zk
k on k is periodic,
as in the two examples of protocols just described. It is
reasonable to expect that if the distribution of the {tk+1−tk}
assigns high probability to fast sampling and the network-
free closed loop is stable, i.e., Axx is Hurwitz, then the
closed loop system (35) taking into account the network
characteristics is stable, in a mean square sense. The next
result makes this statement precise. We introduce a family of
distributions Fα, with support on [0,αT), which are obtained
by scaling the original distribution F by a scalar. That is,
 αT
0
G(x)Fα(dx)=
 αT
0
G(x)
1
α
f(
x
α
)dx+

i
wiG(αai). (36)
Theorem 12: Suppose that Axx is Hurwitz and the proto-
col (33) is mean square stable. Then there exists a positiveconstant  , such that for all α ∈ [0, ), the system (35) is MSS
for {tk+1−tk,k≥ 0} i.i.d. with cumulative distribution Fα.
The following example illustrates an emulation-based con-
troller approach.
Example 13: As in [1], consider the control of a linearized
model of an open loop unstable batch reactor. The plant
taking the form (16) is described by the matrices
AP =
2
6
4
1.38 −0.207 6.715 −5.676
−0.581 −4.29 0 0.675
1.067 4.273 −6.654 5.893
0.048 4.273 1.343 −2.104
3
7
5,
BP =
2
6
4
00
5.679 0
1.136 −3.146
1.136 0
3
7
5,C P =
»
101−1
010 0
–
.
A PI controller yielding the closed-loop stable when (22)
holds, takes the form (21), where
AC=

00
00

,B C=

01
10

,C C=

−20
08

,D C=

0 −2
50

.
We consider that the round-robin protocol (i) described
earlier in this subsection is used, in which the transmission
of the bi-dimensional output alternates with the transmis-
sion of the bi-dimensional input. The matrices (34) are
determined by ρ(k)=1 ,keven , ρ(k)=2 ,kodd and
M1 = diag([1100]),M 2 = diag([0011]). The random
variables {tk+1−tk} are assumed uniformly distributed with
support T. By Theorem 12 we know that for sufﬁciently
small T the closed-loop (35) taking into account the network
characteristics is MSS. Using Theorem 11(i), we can perform
a binary search on T to ﬁnd the maximum value for which
the closed-loop remains MSS. In doing so, we conclude that
the system (35) is MSS for T ∈ [0,TMAX-EMULATION] where
for different values of pdrop, TMAX-EMULATION is given by
pdrop 0 0.25 0.5
TMAX-EMULATION 0.115 0.0718 0.0408
B. Synthesis Tools and direct design
In this subsection we show how a controller can be
designed to stabilize the plant (16) under the network con-
straints. We do this by re-writing, equations (16), (18), (19),
and (20) in the form of an impulsive renewal system (1). To
this effect, we deﬁne uk as a discrete-time signal matching
the actuation signals sent by the controller to the actuators
if they are transmitted at time tk, and having any other
value otherwise. Formally, uk =[ u1
k ...u
nu
k ], u
j
k = v
j
l if
tk = τ
j
l for some l, and any value otherwise. We deﬁne
yk as a discrete-time signal that matches the measurement
signals sent by the sensors to the controller if they are
transmitted at time tk and the last sent value otherwise.
Formally, yk =[ y1
k ...y
ny
k ], yi
k = wi
r if tk = σi
r for some
r and y
j
k = y
j
k−1 otherwise, with the convention y
j
0 =0
if t
j
0  = σ
j
0. Combining the equations (16), (18), (19), and
(20), and using the deﬁnitions (30), (31), (32), the augmented
system x =( xP, ˆ u, ˆ y), takes the form (1) with linear maps
(15) given by
A=
2
4
AP BP 0
00 0
00 0
3
5,J
zk
k =
2
4
I 00
0 I−Ω
zk
k 0
Γ
zk
k CP 0( I−Γ
zk
k )
3
5,
B
zk
k =
2
4
0
Ω
zk
k
0
3
5 C
zk
k =
ˆ
Γ
zk
k CP 0( I − Γ
zk
k )
˜
(37)
The synthesis tools derived in Section III can then be
applied to obtain a stabilizing controller.
Example 16 (cont.) Suppose that, in the setting of example
(13), there are no packet drops and the support of the uniform
distribution that models the inter-transmission times is twice
as large as the maximum value obtained with emulation, i.e.,
TDIRECT-DESIGN =0 .23 and pdrop =0 .
Taking into account the network characteristics, an output
mean square stabilizing controller to the system (35) can be
obtained by applying Theorem 11(i) to the impulsive renewal
system described by matrices (37). One such controller is
˙ ˆ x(t)=Aˆ x(t),t  = tk
ˆ x(tk)=( J
zk
k + B
zk
k Kk + LkC
zk
k )ˆ x(t
−
k ) − Lkyk,
ˆ uk = Kkˆ x(t
−
k ), ˆ x(t
−
0 )=ˆ x0,t 0 =0 ,
where
K1 =0 2×8,L  
2 =[ 0 2×6 − I2×2],K 2 =[¯ K2 02×4],
¯ K2 =
»
0.114 −0.541 −0.028 −0.440
1.701 0.068 1.207 −0.80
–
,L  
1 =[¯ L 
1 − I2×2],
L 
1 =
»
−0.667 −0.005 −0.243 0.101 −0.003 0.0185
−0.011 −1.005 −0.576 −0.583 −0.199 0.0100
–
.
V. CONCLUSIONS AND FUTURE WORK
We tackled the control of impulsive renewal systems deriv-
ing a number of basic results which parallel similar problems
for LTI systems and MJLS. The results were applied to the
analysis and synthesis of feedback loops closed by networks
utilizing CSMA-type protocols, both from an emulation-
type approach and a direct-design approach. Directions for
future work include obtaining realistic distributions for the
transmission intervals in CSMA-type protocols.
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