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Abstract
We study the microlocal kernel of h-pseudodifferential operators Oph(p)− z, where z belongs to some
neighborhood of size O(h) of a critical value of its principal symbol p0(x, ξ). We suppose that this critical
value corresponds to a hyperbolic fixed point of the Hamiltonian flow Hp0 . First we describe propagation
of singularities at such a hyperbolic fixed point, both in the analytic and in the C∞ category. In both cases,
we show that the null solution is the only element of this microlocal kernel which vanishes on the stable
incoming manifold, but for energies z in some discrete set. For energies z out of this set, we build the
element of the microlocal kernel with given data on the incoming manifold. We describe completely the
operator which associate the value of this null solution on the outgoing manifold to the initial data on the
incoming one. In particular it appears to be a semiclassical Fourier integral operator associated to some
natural canonical relation.
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This paper is devoted to the study of the microlocal solutions near (0,0) to the equa-
tion (P − z)u = 0, where P = Oph(p(x, ξ,h)) is a self-adjoint h-pseudodifferential operator
whose principal symbol can be reduced to
p0(x, ξ)=
d∑
j=1
λj
2
(
ξ2j − x2j
)+O((x, ξ)3), (1.1)
for some real and positive λj ’s. The energies z are supposed to lie at distanceO(h) of the critical
value p0(0,0)= 0.
Of course such a situation occurs for a Schrödinger operator −h2 + V when the potential
V has a non-degenerate local maximum, and the results here may have applications to quantum
theory, allowing precise study of spectral or scattering quantities attached to these Schrödinger
operators.
In this setting, the Hamiltonian vector field associated to P has an hyperbolic fixed point
at (0,0), and the stable/unstable manifold theorem ensures the existence of a stable incoming
manifold Λ−, and of a stable outgoing manifold Λ+ in T ∗Rd . The manifold Λ− (respectively
Λ+) can be described as the union of bicharacteristics t → γ (t) such that γ (t) → (0,0) as t →
+∞ (respectively as t → −∞). It is therefore a very natural question to ask, if the knowledge
of a microlocal solution of the equation Pu = 0 in Λ− determines the solution on Λ+, thus in a
whole neighborhood of the fixed point.
In the analytic, one-dimensional case, this problem has been given a complete answer by
B. Helffer and J. Sjöstrand in their study of Harper’s operator [16]. Their reduction to a normal
form result (on the operator side), has then been used in several works, as for the study of gaps
width for Hill’s equation by C. März [19] and the third author [22], or the computation of the
scattering matrix at barrier tops [10,23]. There is also a series of work by Y. Colin de Verdière
and B. Parisse [5,6] about the so-called double-well problem where the same ideas are developed
in a C∞ setting.
Here we address that question in the d-dimensional case, d  1. We want to stress out the fact
that the results by N. Hanges, V. Ivrii or R. Melrose, concerning propagation of singularities for
operators with multiple characteristics (see e.g. [12]), do not apply here, since we are not in the
case where the symbol factorizes as p = p1p2, with p1,p2 of principal type.
First, we prove some kind of propagation of singularities result, both in the analytic and in
the C∞ category. In these two categories, we show in Theorems 2.1 and 2.2 below that, roughly
speaking, the null solution is the only microlocal solution of the equation (P − z)u = 0 defined
in a neighborhood of (0,0), which vanishes on the stable incoming manifold Λ−. This holds for
energies z in any neighborhood of the critical energy 0 of size O(h), that do not belong to some
discrete subset Γ (h). If z ∈ Γ (h), then purely outgoing solutions exist—that is solutions which
vanish out of Λ+.
In the analytic case, our discussion is strongly related to the study of the resonances generated
by a critical point of the principal symbol of a Schrödinger operator, and we use the same strategy
as J. Sjöstrand in [27] (see also [17] and [29]): our proof relies on energy estimates rather than
on a reduction to a normal form.
In the C∞ case, our proof rely also on energy estimates, but these are obtained using quite
different ideas from recent works by N. Burq and M. Zworski, S.-H. Tang and M. Zworski
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would like to mention that in the context of scattering on manifolds with boundary, A. Hassel,
R. Melrose, and A. Vasy have given in [13] a detailed study of radial points for homogeneous
potentials of degree 0, which has some similarities with the present setting. Their description is
obtained through a reduction to a normal form for the operator, and some of their results are close
to our uniqueness statement in Theorem 2.1 below.
Then we turn to existence results in the C∞ case. For energies z away from the discrete set
Γ (h), we show the existence and give a representation formula for the solution of (P − z)u = 0
with given Cauchy data on Λ−. Our proof relies heavily on ideas from B. Helffer and J. Sjöstrand
in [15], devoted to the study of the tunnel effect between non-resonant potential wells. Thanks
to this representation formula, we build a microlocal transition operator, which associates the
microlocal value of this solution on Λ+ to the data on Λ−. We describe completely this operator
(see Theorems 2.6 and 2.8), which turns out to be a h-Fourier integral operator associated to the
canonical relation Λ+ ×Λ−.
The rest of the paper is organized as follows. In Section 2, we describe precisely our geometri-
cal settings, give our assumptions, and state our results. Sections 3 and 4 are devoted to the proof
of Theorems 2.1 and of 2.2, concerning the propagation of singularities at the hyperbolic fixed
point, respectively in the analytic category, and in the C∞ category. Then, in Section 5, we ad-
dress the question of existence of microlocal solutions of the natural Cauchy problem associated
to our geometric setting, and we prove Theorem 2.5. In Section 6 we obtain a precise formula
for that solution which is given in Theorems 2.6 and 2.8. Eventually, we have recalled in a short
Appendix A the results from h-pseudodifferential calculus that we use in Section 4.
2. Assumptions and main results
2.1. The geometrical setting
We consider, microlocally near (0,0) ∈ T ∗Rd , a h-pseudodifferential operator
P = Oph
(
p(x, ξ,h)
)
, (2.1)
with symbol p(x, ξ,h) ∈ S0h(1) (see Appendix A for notations and a short review of h-pseudo-
differential calculus). We assume that p is real-valued and
p(x, ξ,h)∼
∞∑
j=0
pj (x, ξ)h
j , (2.2)
where the principal symbol satisfies, up to a symplectic change of variables,
p0(x, ξ)= ξ2 − 14
d∑
j=1
λ2j x
2
j +O
(
(x, ξ)3
)
, (2.3)
in a neighborhood of (0,0) in T ∗Rd . Here we have ordered the λj such that
0 < λ1  λ2  · · · λd. (2.4)
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Since we work microlocally near (0,0), we will assume that p has compact support.
As usual, we denote by
Hp = ∂p0
∂ξ
∂
∂x
− ∂p0
∂x
∂
∂ξ
(2.5)
the Hamiltonian field of p0(x, ξ). In the (x, ξ) coordinates, the linearized vector field Fp of Hp
at (0,0) is
Fp = d(0,0)Hp =
( 0 2I
1
2L
2 0
)
, (2.6)
where L is the d × d matrix defined as L = diag(λ1, . . . , λd). Then, the spectrum of Fp is
σ(Fp) = {−λd, . . . ,−λ1, λ1, . . . , λd}. Associated to the hyperbolic fixed point, we have there-
fore a natural decomposition of T(0,0)(T ∗Rd) = R2d in a direct sum of two linear subspaces Λ0+
and Λ0−, of dimension d , associated respectively to the positive and negative eigenvalues of Fp .
These spaces Λ0± are given by
Λ0± =
{
(x, ξ) ∈ R2d, ξj = ±λj2 xj , j = 1, . . . , d
}
. (2.7)
The stable/unstable manifold theorem gives us the existence of two smooth Lagrangian man-
ifolds Λ+ and Λ−, defined in a vicinity Ω of (0,0), which are invariant under the Hp flow, and
whose tangent space at (0,0) are precisely Λ0+ and Λ0− (see Fig. 1). In particular, we see that
these manifolds can be written as
Λ± =
{
(x, ξ) ∈ T ∗Rd , ξ = ∇ϕ±(x)
}
, (2.8)
for some smooth functions ϕ+ and ϕ−, which can be chosen so that
ϕ±(x)= ±
d∑ λj
4
x2j +O
(
x3
)
. (2.9)j=1
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ϕ+(x)= −ϕ−(x).
We shall say that Λ+ is the outgoing Lagrangian manifold, as Λ− will be referred to as
the incoming Lagrangian manifold associated to the hyperbolic fixed point. Indeed Λ+ (respec-
tively Λ−) can be characterized as the set of points (x, ξ) ∈Ω such that exp(tHp)(x, ξ)→ (0,0)
as t → −∞ (respectively as t → +∞).
2.2. Microlocal terminology
Since our results are of microlocal nature, and since we shall constantly use this vocabulary
through the paper, we briefly recall from [25] (see also [18] and [7]) the precise meaning of
expressions like “u = 0 microlocally in Ω .” For u ∈ S ′(Rd), we denote T u the Sjöstrand–FBI–
Bargmann transform of u given by
T u(z,h) = cd(h)
∫
e−(z−y)2/2hu(y) dy, (2.10)
where cd(h)= 2−d/2(πh)−3d/4 is a normalization constant. The function T u is an holomorphic
function of z ∈ Cd , and T is isometric from L2(Rd) to the Sjöstrand space HΦ(Cd), defined by
HΦ
(
C
d
)= L2(e−2Φ(z)/hdz)∩H(Cd), Φ(z) = (Im z)2
2
, (2.11)
where H(Cd) is the space of holomorphic functions on Cd , and HΦ(Cd) is endowed with the
norm
‖f ‖HΦ =
(∫ ∣∣f (z,h)∣∣2e−2Φ(z)/hL(dz))1/2, (2.12)
where L(dz) = ( i2 )ddz ∧ dz¯. To the transform T , one also associates a canonical map κT :
T ∗Rd → Cd defined by
κT (x, ξ)= (x − iξ, ξ). (2.13)
We shall say that a family (uh)h ∈ S ′(Rd) is a tempered semiclassical distribution if there
exists N0 > 0 such that hN0uh is bounded in S ′(Rd). Such a tempered semiclassical distribu-
tion u ∈ S ′(Rd) is said to be analytically microlocally 0 in Ω , an open subset of T ∗Rd , when
there exists a constant ε > 0 such that,
‖T u‖HΦ(Ω ′) =O
(
e−ε/h
)
as h→ 0, (2.14)
where Ω ′ = Π1κT (Ω) = {x − iξ, (x, ξ) ∈ Ω}. The closed subset of T ∗Rd where u = (uh)h
is not analytically microlocally equal to 0 is called the microsupport of u, and we denote it by
MS(u).
In the C∞ category, one says that u ∈ S ′(Rd) is microlocally 0 in Ω when ‖T u‖HΦ(Ω ′) =
O(h∞). As a matter of fact, in this C∞ setting, we shall use L2 norms instead of the above
HΦ norm, and it will be more convenient to use another version the FBI transform: we set, for
z = x − iξ ,
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∫
e−(z−y)2/2hu(y) dy
= cd(h)
∫
ei(x−y)ξ/h−(x−y)2/2hu(y) dy. (2.15)
Then T ′u is a C∞ function on R2d , and u ∈ S ′(Rd) is microlocally 0 in Ω if and only if
‖T ′u‖L2(Ω) =O(h∞). The closed set of points where u is not microlocally 0 is called the fre-
quency set of u, and we shall denote it by FS(u).
2.3. Main results
Let Ω be a small neighborhood of (0,0) ∈ T ∗Rd . For ε > 0 small enough, we set S =
Λ− ∩ {(x, ξ); |x| = ε} ⊂ Ω . For U ⊂ Ω a neighborhood of S, we study the microlocal Cauchy
problem {
(P − z)u = 0 microlocally in Ω,
u= u0 microlocally in U. (2.16)
Here u0 ∈ L2(Rd) is a microlocal Cauchy data, and we have to suppose that (P − z)u0 = 0
microlocally in S. We assume that Ω is small enough, so that P is of principal type in Ω \{(0,0)}.
In particular, we have the usual propagation of singularity results away from the critical point.
First, we address the uniqueness problem for (2.16). If u0 = 0, the solutions have to vanish on
the incoming manifold Λ−, and we ask the question if the corresponding solution is identically 0
in a neighborhood of (0,0). The first two theorems below state that this is true both in the analytic
category and in the C∞ category, for complex energies z ∈ D(0,C0h) = {z ∈ C, |z| < C0h},
where C0 > 0 is any positive constant, but for z in some discrete set. The existence of this
exceptional set should not be too surprising, at least in the analytic case: it corresponds to that of
resonances generated by the barrier top, i.e. the existence of “purely outgoing solutions.” In the
C∞ case also, one could have conjectured such a result. Indeed, the principal symbol p0 can be
written in suitable coordinates (y, η) as
p0(x, ξ)= B(y,η)y · η, (2.17)
where B is a smooth map from a neighborhood of (0,0) in T ∗Rd to the space Md(R) of d × d
matrices. Therefore in the one-dimensional case, p0 factorizes as p0 = q1q2, with q1 and q2 of
principal type, and using a reduction to a normal form as in the work [12] by N. Hanges, con-
cerning propagation of singularities for operators with multiple characteristics, this uniqueness
result can be shown to hold for z away from the set{
−ihλ1
(
α + 1
2
)
; α ∈ N
}
. (2.18)
In the present multidimensional setting, we find it convenient to work with the form (2.17) for
our operator, and using h-pseudodifferential calculus in some suitable class of symbols as well
as ideas from Sjöstrand in [28] and Burq and Zworski in [3], we show the following result.
Theorem 2.1. Let Ω be a small neighborhood of (0,0) ∈ T ∗Rd , and S = Λ− ∩ {(x, ξ); |x| =
ε} ⊂ Ω for some ε > 0 small enough. Assume (2.1)–(2.4). Let N , C0 > 0 be constants, and
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D(0,C0h)⊂ C, and u ∈ L2(Rd), defined for h small enough with ‖u‖L2  1, if{
(P − z)u= 0 microlocally in Ω,
u= 0 microlocally in U, (2.19)
with d(z,Γ (h)) > hN , then u= 0 microlocally in V .
Here Γ (h) is a discrete set, defined for any h small enough, such that #Γ (h) ∩D(0,C0h) is
bounded uniformly with respect to h, and Γ (h)⊂ {Im z <−δ0h} for some δ0 > 0.
In the analytic category, we can be as precise about the exceptional set as in the one-
dimensional case, changing of course the notion of C∞-microsupport to that of analytic mi-
crosupport. Indeed, if we denote by Γ0(h) the discrete subset of C defined by
Γ0(h)=
{
−ih
d∑
j=1
λj
(
αj + 12
)
, α = (α1, . . . , αd) ∈ Nd
}
, (2.20)
we have the following theorem which is, in some sense, a semiclassical version of a part of the
work of Sjöstrand [26].
Theorem 2.2. Suppose that, in addition to assumptions (2.1)–(2.4), the function p(x, ξ,h) ex-
tends holomorphically in a complex neighborhood of (0,0) in C2d . Let ν, C0 > 0 be constants,
and U ⊂Ω a neighborhood of S.
There exists a neighborhood V of (0,0) such that, for all z ∈D(0,C0h)⊂ C, and u ∈ L2(Rd),
defined for h small enough with ‖u‖L2  1, if{
(P − z)u= 0 analytically microlocally in Ω,
u= 0 analytically microlocally in U, (2.21)
with d(z(h),Γ0(h)) > νh, then u= 0 analytically microlocally in V .
Notice that, as in [27], and using the ideas there, the last assumption in Theorem 2.2 about the
distance to the exceptional set can certainly be replaced by a weaker one as in Theorem 2.1, pro-
vided the set Γ0(h) is replaced by Γ˜0(h)= {λα(h); α ∈ Nd}, where the λα(h) have an expansion
in fractional powers of h and satisfy λα(h) = −ih∑1jd λj (αj + 1/2)+ o(h).
Remark 2.3. In the C∞ category, and when the λj are Z-independent, one can perform WKB
construction of purely outgoing solutions for energies z ∈D(0,C0h) such that d(z,Γ0(h)) > νh
(see e.g. [14]). Therefore, in that particular case at least, we have Γ0(h) ⊂ Γ (h).
Remark 2.4. The two previous theorems can be proved under slightly more general assumptions.
Indeed for Theorem 2.1, it is sufficient to suppose that P = Oph(p), where
• p(x, ξ ;h)= p0(x, ξ)+ hp1(x, ξ)+ h1+εp2(x, ξ ;h) for some ε > 0.
• p0(x, ξ) is a real-valued C∞ function which can be written, up to a symplectic change of
variables,
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d∑
j=1
λ2j x
2
j +O
(
(x, ξ)3
)
.
• p1, p2 ∈ S0h(1) (see Appendix A for the definition of S0h(1)).
In that case, the statement Γ (h)⊂ {Im z <−δ0h} in Theorem 2.1 should be replaced by Γ (h)⊂
{Im z < h(Imp1(0,0)− δ0)}.
For the proof of Theorem 2.2, we have to suppose in addition that p extends as a holomorphic
function to a (fixed) neighborhood of (0,0) in C2d .
Now, using ideas from B. Helffer and J. Sjöstrand in [15], we address the question of the exis-
tence of solutions for the problem (2.16). As in that paper, to perform our construction we have to
suppose that the data is not microlocally supported on some manifold of codimension m in Λ−.
Here m is the number of λj ’s equal to λ1. Indeed, we know from [15] that there exist functions
γ±j (t, x, ξ), polynomials with respect to t , such that, in the precise sense of Definition 5.2 below,
exp(∓tHp)(x, ξ)∼
∑
j1
γ±j (t, x, ξ)e
−μj t , t → +∞, (2.22)
for all (x, ξ) ∈Λ±, respectively. Here (μj )j0 is the increasing sequence of linear combinations
over N of the λj ’s; in particular μ0 = 0 and μ1 = λ1. Moreover, the function γ±1 is a constant
vector with respect to t in Ker(d(0,0)Hp ∓ λ1). We shall also consider x-space projections of the
trajectories, and for ρ ∈Λ±, respectively, we shall denote
g±1 (ρ)=Πxγ±1 (ρ). (2.23)
We denote by Λ˜± the subset of Λ± which consists of points (x, ξ) such that γ±1 (x, ξ) = 0.
Notice that, using the stable manifold master theorem [1, Theorem 7.2.8], one can see that Λ˜±
is a C∞ submanifold of Λ± of dimension d − m, which is stable under the Hamiltonian flow.
As above, we denote by S ⊂ Ω the lift in Λ− of the sphere {x ∈ Rd; |x| = ε}, with ε > 0 small
enough.
Theorem 2.5. Suppose assumptions (2.1)–(2.4) hold. Let C0, C1, ν > 0 be constants, z ∈
[−C0h,C0h] + i[−C1h,C1h] with d(z,Γ0(h)) > νh, and u0 ∈ L2(Rd) be such that ‖u0‖L2  1
with u0 = 0 microlocally in S ∩ Λ˜− and (P − z)u0 = 0 microlocally in S, then the problem{
(P − z)u = 0 microlocally in Ω,
u= u0 microlocally in S, (2.24)
has a solution u(x, z,h) such that
‖u‖L2  h−E(
C1
λ1
−
∑
λj
2λ1
+ d2 )−1, (2.25)
where E(r) is the integer part of r ∈ R.
Moreover, the linear mapping u0 → u is analytic with respect to z ∈ [−C0h,C0h] +
i[−C1h,C1h] \ (Γ0(h)+D(0, νh)).
76 J.-F. Bony et al. / Journal of Functional Analysis 252 (2007) 68–125We denote by J (z)u0 the solution of the problem (2.24), which is unique thanks to Theo-
rem 2.1. Using a microlocal partition of unity, we can assume that the initial data u0 is microlo-
cally supported only in a vicinity of a point ρ− = (x−, ξ−) ∈ S \ Λ˜−. As for Theorem 2.5, we
are unable to calculate the solution J (z)u0 near every point of Λ+ and we must avoid some
particular set of points Λ˜+(ρ−) defined as
Λ˜+(ρ−)=
{
ρ+ ∈Λ−,
〈
g−1 (ρ−)
∣∣ g+1 (ρ+)〉= 0}. (2.26)
One can show that (see Section 5), if ϕ1 is the solution of the Cauchy problem{(∇ξp0(x,∇ϕ+) · ∇ − λ1)ϕ1 = 0,
∇ϕ1(0)= −λ1g−1 (ρ−),
(2.27)
then Λ˜+(ρ−) = {(x, ξ) ∈ Λ+; ϕ1(x) = 0}. Therefore, Λ˜+(ρ−) is a C∞ submanifold of Λ+, of
codimension 1, which is stable under the Hamiltonian flow, and we can compute J (z)u0 near
any point ρ+ = (x+, ξ+) ∈ Λ+ \ Λ˜+(ρ−). As the operator P is of principal type in a neighbor-
hood of ρ−, and since u0 is in the kernel of P − z, u0 is completely determined by its trace
on any hypersurface transversal to the flow. Up to a change of variables, we can assume that
x1 = x1(ρ−) = ε is such an hypersurface (taking the first coordinate function to be collinear to
g−1 (ρ−)), and we state the following result in that setting. Eventually, because of (2.3), and for
x′ = o(x1), ξ ′ = o(x1), the equation p0(x, ξ1, ξ ′)= 0 has two solutions
ξ1 = f±(x, ξ ′)= ±λ12 x1 + o(x1). (2.28)
In the Schrödinger case where p(x, ξ)= ξ2 + V (x), we would have
f±(x, ξ ′)= ±
√
−ξ ′2 − V (x).
Then, with these notations, we have the following description for J (z)u0 near Λ+.
Theorem 2.6. We suppose that the assumptions of Theorem 2.5 hold, and that u0 is microlocally
supported only in a vicinity of ρ− ∈ S \ Λ˜−. We set
S(z/h) =
d∑
k=1
λk
2
− i z
h
,
and we denote by (μ̂j )j0 the increasing sequence of the linear combinations over N of the
(μk − μ1). Then, there exists a symbol d(x, y′, z, h) ∼∑j0 dj (x, y′, z, lnh)hμ̂j /λ1 ∈ S0h(1),
with dj (x, y′, z, lnh) polynomial with respect to lnh, such that
J (z)u0(x,h)= h
S(z/h)/λ1
(2πh)d/2
∫
d−1
d(x, y′, z, h)ei(ϕ+(x)−ϕ−(ε,y′))/hu0(ε, y′) dy′, (2.29)
R
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i[−C1h,C1h]\(Γ0(h)+D(0, νh)). Moreover the principal symbol d0 of d is independent of lnh,
and can be written as
d0(x, y
′, z)=√λ1e−idπ/4(S(z/h)/λ1)(iλ1〈g−1 (ρ−(ε,y′)) ∣∣ g+1 (ρ+x )〉)−S(z/h)/λ1
× ∣∣g−1 (ρ−(ε,y′))∣∣∣∣det∇2y′y′ϕ−(ε, y′)∣∣1/2√∣∣∇ξ1p0(ρ−(ε,y′))∣∣
× e 12
∫ −∞
0 (tr(∂
2
ξ,ξ p0(·,∂xϕ+)∂2x,xϕ+)(x(s))−
∑
λk) ds lim
t→+∞
e(
∑
λk/2−λ1)t√∣∣det ∂y(t,y′,η′)
∂(t,y′) |η′=∂y′ϕ−(ε,y′)
∣∣ ,
(2.30)
where ρ±x = (x,∇xϕ±(x)), and x(t) (respectively y(t, y′, η′)) denotes the x-space coordinate of
the Hamiltonian curve exp(tHp)(ρ+x ) (respectively exp(tHp)(ε, y′, f−(ε, y′, η′), η′)). The limit
appearing in (2.30) is real and positive. Furthermore, the function λ → λ−S(z/h)λ1 is the usual
determination on C \ ]−∞,0].
Remark 2.7. Notice that, since every quantity in the previous theorem depends smoothly on ε,
one can also consider the operator J (z) as an operator on L2(Rd). Indeed one has
J (z)u0(x,h)= h
S(z/h)/λ1
(2πh)d/2
∫
Rd
d˜(x, y, z,h)ei(ϕ+(x)−ϕ−(y))/hu0(y) dy, (2.31)
where d˜(x, y, z,h) = χ(y1)d(x, y1, y′, z, h) for any function χ ∈ C∞0 (]0, ε0[), with ε0 > 0 small
enough, such that
∫
χ(y1) dy1 = 1. Here d(x, y1, y′, z, h) is the symbol given by Theorem 2.6
with ε = y1.
In order to make even clearer the fact that the microlocal transition operator J (z) does not
really depend on the choice of ε, we shall use the terminology of [30]. For z ∈ [−C0h,C0h] +
i[−C1h,C1h], we denote byKρ±(z) the set of distributions u microlocally defined near ρ±, such
that (P −z)u= 0 microlocally near ρ±. Notice that, since P is of principal type away from (0,0),
there exist U±, V± two neighborhoods of ρ± and (0,0) respectively and an elliptic microlocal
h-Fourier integral operator (a h-FIO from now on), U±(z) with canonical transformation κ± :
U± → V± such that κ±(ρ±)= (0,0) and
U±(P − z)= hDx1U± microlocally in U±. (2.32)
Moreover, we have κ∗±ξ1 := ξ1 ◦ κ±(x, ξ) = p(x, ξ) (see e.g. [30, Proposition 3.5] in this semi-
classical setting). Then Kρ±(z) can be identified with D′(Rd−1) using U±.
Let v− ∈ D′(Rd−1) be microlocally supported in a compact subset of V−. If u− is the cor-
responding element in Kρ−(z) and u the solution of (2.24) with initial data u−, we denote by
I(z)v− the element of D′(Rd−1) corresponding to u near ρ+. In other words, we have set
I(z) = ı∗U+J (z)U−1− π∗, (2.33)
where ı : x′ → (0, x′) and π : (x1, x′) → x′.
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erator I(z) is a h-Fourier integral operator of order 12 − Re S(z/h)λ1 on L2(Rd−1), microlocally
defined near (0,0), analytic with respect to z, associated to the canonical relation
CI =Π ◦ κ+(Λ+)×Π ◦ κ−(Λ−), (2.34)
where Π : (x1, x′, ξ1, ξ ′) → (x′, ξ ′).
Remark 2.9. The canonical relation does not depend on the choice of κ± in the following sense.
Suppose that U˜± are other FIO’s, with canonical relation κ˜±, as in the discussion before Theo-
rem 2.8. The operators Û± = U˜±U−1± are FIO’s with canonical relation κ̂± = κ˜± ◦ κ−1± . Then, we
see that κ̂± must be of the form
κ̂±(x, ξ)=
(
f±1 (x, ξ), g
±
x′(x
′, ξ ′)+ ξ1f±2 (x, ξ), ξ1, g±ξ ′ (x′, ξ ′)+ ξ1f±3 (x, ξ)
)
, (2.35)
where (x, ξ) = (x1, x′, ξ1, ξ ′). Then, Lemma 3.4 of [30] implies that ı∗Û±π∗ is an FIO on
L2(Rd−1) with canonical transformation
g± : (x′, ξ ′) →
(
g±
x′(x
′, ξ ′), g±
ξ ′ (x
′, ξ ′)
)
. (2.36)
Therefore, if we denote by I˜(z) the same operator as I(z) but defined through U˜± instead of U±,
we have
CI˜(z) = (g+ × g−)
(CI(z)). (2.37)
In all the results presented above, one can exchange the role of Λ− and Λ+ (this would
correspond to reverse time t). Of course the exceptional sets, as well as the formulas for the
solution have to be changed accordingly (for example in the analytic case, Γ0(h) should be
replaced by Γ0(h)).
3. Uniqueness in the analytic case
We prove Theorem 2.2. Since this uniqueness statement is essentially equivalent to the fact
that there is no purely outgoing solution, it should not be surprising that our discussion is strongly
related to the study of the resonances generated by a maximum of V (x), and we use the same
strategy as J. Sjöstrand in [27] (see also [17]), as well of some lemmas from that paper or
from [11].
In this section, as for example in Fig. 2, we use the same notations for subsets of T ∗Rd and
their image in Cd by (x, ξ) → x − iξ . We recall that, using also this convention, we shall say
that u is microlocally 0 in Ω if MS(u)∩Ω = ∅.
We work under the assumptions (2.1)–(2.4). We set P = Oph(p), where p is a holomorphic
function, depending on h ∈ ]0,1] say, in a (fixed) complex neighborhood of (0,0) in C2d . We
also assume that, up to a linear change of variables, p0 can be written as
p0(x, ξ)=
d∑ λj
2
(
ξ2j − x2j
)+O((x, ξ)3) (3.1)
j=1
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for some real and positive λj ’s. We start with this expression for p0.
As in the discussion of Section 2.1, we work in some neighborhood Ω of the fixed point
(0,0), and we choose Ω1 Ω0 =Ω as in Fig. 2. We write
Ω0 \Ω1 =A+ ∪A0 ∪A−, (3.2)
where A± is close to Λ±. We assume that A0 is geometrically controlled by A−, that is any point
(x, ξ) ∈ A0 can be written as exp(tHp)(x−, ξ−) for some (x−, ξ−) ∈ A− and some t > 0 with
exp(sHp)(x−, ξ−) ∈  for all s ∈ [0, t]. It is clear that one can find such a configuration when
Hp = Fp , and Hartmann’s theorem (see e.g. [21]) ensures that we can do so in the general case
as well.
We consider the operator on HΦ(Ω) defined by
P˜ = T PT ∗, (3.3)
where T is the FBI transform given in (2.10), and HΦ(Ω) is defined in (2.11). Then P˜ is a
pseudodifferential operator in the complex domain (see J. Sjöstrand [25]). Its principal symbol is
p˜0(x, ξ)= p0 ◦ κ−1T (x, ξ)=
d∑
j=1
λj
2
(
2ξ2j − 2ixj ξj − x2j
)+O((x, ξ)3). (3.4)
First, u = 0 microlocally in Λ− \ {(0,0)}, so that we can assume that u = 0 microlocally
in A− provided Ω0 is small enough. Since A is geometrically controlled by A−, we get from
standard results on propagation of singularities, that, for some δ > 0,
‖T u‖HΦ(A−∪A0) =O
(
e−δ/h
)
. (3.5)
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ϕU(x, y)= x
2
2
− xy + (1 − i)
4
y2. (3.6)
This operator is associated to the complex canonical transform
κU : (x, ξ) →
(
2ξ + (1 − i)x
2
,
2ξ − (1 + i)x
2
)
. (3.7)
Notice that the operator U cannot be realized on HΦ since the function y → − Im(ϕU (x, y))+
Φ(y) has no saddle point. However, if we set
G(x)= −Rex Imx, (3.8)
then, for t > 0 fixed, U is well defined as an operator from HΦ+tG(Ω2) to HΨt (κU (Ω3)), where
Ψt is the plurisubharmonic function given by
Ψt(x) = − ImφU
(
x, y(x)
)+Φ(y(x))+ tG(y(x)), (3.9)
and y(x) is the critical point of the function y → − Im(ϕU (x, y))+Φ(y)+ tG(y). Here Ω3 ⊂Ω2
are suitable neighborhoods of (0,0) depending on t , since y(x). From [25], we can invert U by
a FIO V from HΨt to HΦ+tG up to exponentially small errors, taking care of domains. Now we
set, after shrinking Ω2 and Ω3,
Q=UP˜V :HΨt
(
κU (Ω2)
)→HΨt (κU (Ω3)), (3.10)
which is a pseudodifferential operator with principal symbol
q0(x, ξ)= p˜0 ◦ κ−1U (x, ξ)=
d∑
j=1
λjxj ξj +O
(
(x, ξ)3
)
. (3.11)
Let us recall Proposition 4.4 from [11].
Proposition 3.1. (See [11, Proposition 4.4].) Let χ ∈ C∞0 (κU (Ω3)). There exists a classical sym-
bol q˜(x,h) of order 0 such that
〈χQu,v〉HΨt (κU (Ω3)) = 〈˜qu, v〉HΨt (κU (Ω3)) + r(u, v), (3.12)
where
r(u, v)=O(h∞)‖u‖HΨt (κU (Ω2))‖v‖HΨt (κU (Ω2)), (3.13)
and the principal symbol q0 of q˜0 is
q˜0(x)= χ(x)q0
(
x,
2
i
∂xΨt (x)
)
. (3.14)
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we have
q0
(
x,
2
i
∂xΨt (x)
)
= p˜0
(
y,
2
i
∂y(Φ + tG)
)∣∣∣
y=κ−1U (x)
= p0
(
a + 2t∂zG(a − ib), b − 2it∂zG(a − ib)
)∣∣∣
z=a−ib=κ−1U (x)
, (3.15)
with ∂z = (∂a + i∂b)/2. In particular, we have
− Imq0
(
x,
2
i
∂xΨt (x)
)

d∑
j=1
λj t
(
a2j + b2j
)+O(t2(a, b)2 + t (a, b)3)∣∣∣
a−ib=κ−1U (x)
 t
C0
|x|2, (3.16)
for 0 < t and x small enough. Therefore, since z ∈D(0,C0h), we obtain
− Im〈χ(Q− z)u,u〉
HΨt (κU (Ω3))

〈
t
C
|x|2u,u
〉
HΨt (κU (Ω4))
+O(h)‖u‖2HΨt (κU (Ω2))
 h‖u‖2HΨt (κU (Ω4)) +O(h)‖u‖
2
HΨt (κU (Ω2\Ω4)) +O(h)‖u‖
2
HΨt ({|x|<C1
√
h}). (3.17)
For n ∈ N, we denote by τn :HΨt (κU (Ω2))→HΨt (κU (Ω2)) the operator defined as
τn(v)=
∑
|α|<n
1
α!∂
α
x v(0)xα, (3.18)
and we recall the following lemma.
Lemma 3.2. (See [11, Lemma 4.5].) Let 0 <C1 <C2 be fixed constants. There exists a sequence
(cn)n of real positive numbers such that cn → 0 as n → +∞, and, for any n ∈ N, for any
v ∈HΨt (κU (Ω2))∩ Ker τn it holds that,
‖v‖HΨt ({|x|<C1√h})  cn‖v‖HΨt ({|x|<C2√h}). (3.19)
Writing (3.17) for u ∈ Ker τn and n large enough, we obtain
− Im〈χ(Q− z)u,u〉
HΨt (κU (Ω3))
 h‖u‖2HΨt (κU (Ω4)) +O(h)‖u‖
2
HΨt (κU (Ω2\Ω4)), (3.20)
so that
h‖u‖HΨ (κU (Ω4)) 
∥∥(Q− z)u∥∥ +O(h)‖u‖HΨ (κU (Ω2\Ω4)). (3.21)t HΨt (κU (Ω3)) t
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rem 2.2 hold. Since (P − z)u = 0 analytically microlocally in Ω0, we have, for 0 < t small
enough,
(Q− z)UT u=O(e−ε/h), (3.22)
in HΨt (κU (Ω2)) for some ε > 0. Notice that the constant ε may change from line to line in what
follows, and depends on t . Applying 1 − τn, we obtain
(Q− z)(1 − τn)UT u= [τn,Q]UT u+O
(
e−ε/h
)
=O(h3/2)‖UT u‖HΨt (κU (Ω2)) +O(e−ε/h), (3.23)
in HΨt (κU (Ω3)). Here, we have used the fact that τn = O(1) and [τn,Q] = O(h3/2) thanks to
[11, Proposition 4.3] and [27, Proposition 3.3]. Then, we get from (3.21) the estimate∥∥(1 − τn)UT u∥∥HΨt (κU (Ω4)) O(e−ε/h)+O(h1/2)‖UT u‖HΨt (κU (Ω2))
+O(1)‖UT u‖HΨt (κU (Ω2\Ω4)). (3.24)
On the other hand, applying τn to (3.22), we get also
τn(Q− z)τnUT u+ τnQ(1 − τn)UT u=O
(
e−ε/h
)
. (3.25)
Now, if we set
Q˜=
d∑
j=1
λjxjhDxj −
ih
2
d∑
j=1
λj , (3.26)
we see, with Proposition 3.3 of [27], that Q − Q˜ = O(h3/2) and τnQ(1 − τn) = O(h3/2) as
operators from HΨt (κU (Ω2)) to HΨt (κU (Ω4)). Therefore (3.25) gives
τn(Q˜− z)τnUT u=O
(
e−ε/h
)+O(h3/2)‖UT u‖HΨt (κU (Ω2)), (3.27)
in HΨt (κU (Ω4)). On Ran τn, in the basis (xα)|α|<n, the operator τn(Q˜ − z)τn reduces to the
diagonal matrix with entries (−hi∑(αj +1/2)λj −z)|α|<n. So, if d(z,Γ0(h)) > νh, τn(Q˜−z)τn
is invertible on Ran τn, and its inverse is O(h−1). Then (3.27) gives
τnUT u=O
(
e−ε/h
)+O(h1/2)‖UT u‖HΨt (κU (Ω2)), (3.28)
in HΨt (κU (Ω4)). Adding (3.24) and (3.28), we obtain, for h small enough,
‖UT u‖HΨt (κU (Ω4)) O
(
e−ε/h
)+O(1)‖UT u‖HΨt (κU (Ω2\Ω4)). (3.29)
Then, we have, after shrinking Ω4,
‖T u‖HΦ+tG(Ω2) O
(
e−ε/h
)+O(1)‖T u‖HΦ+tG(Ω2\Ω4). (3.30)
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‖T u‖HΦ+tG(Ω1\Ω4) O
(
e−ε/h
)+O(h1/2)‖T u‖HΦ+tG(Ω0). (3.31)
Adding (3.30) and (3.31), we obtain
‖T u‖HΦ+tG(Ω1) O
(
e−ε/h
)+O(h1/2)‖T u‖HΦ+tG(Ω0\Ω1). (3.32)
On the other hand, from the definition of G (see (3.8)), one can see that there exist C > 0 and
ε1 > 0, such that
e−tG/h =
{O(eCt/h) on Ω0,
O(e−ε1t/h) on A+.
(3.33)
Moreover, for each ε2 > 0 there exists ω ⊂ Ω1, a small enough neighborhood of 0 such that,
in ω, we have
e−tG/h  e−ε2t/h. (3.34)
Then (3.32) gives
e−ε2t/2h‖T u‖HΦ(ω)  ‖T u‖HΦ+tG(Ω1)
O(e−ε/h)+O(h1/2)‖T u‖HΦ+tG(Ω0\Ω1)
O(e−ε/h)+O(e−ε1t/h)‖T u‖HΦ(A+) +O(etC/h)‖T u‖HΦ(A−∪A0)
O(e−ε/h)+O(e−ε1t/h)+O(etC/he−δ/h), (3.35)
since ‖T u‖HΦ(Cn) = ‖u‖L2(Rn)  1. Choosing first t > 0 small enough and then ε2 small enough,
we get
‖T u‖HΦ(ω) =O
(
e−δ˜/h
)
, (3.36)
for some δ˜ > 0, and Theorem 2.2 follows.
4. Uniqueness in the C∞ case
This section is devoted to the proof of Theorem 2.1. Let us recall briefly the assumptions
(2.1)–(2.4). We suppose that P = Oph(p), where p is a real-valued C∞ function, depending on
the parameter h ∈ ]0,1] say, in a fixed neighborhood of (0,0) in T ∗Rd . We also assume that p
has an asymptotic expansion with respect to h,
p(x, ξ,h)∼
∑
k0
pk(x, ξ)h
k, (4.1)
and that
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d∑
j=1
λj
2
(
ξ2j − x2j
)+O((x, ξ)3), (4.2)
where the λj ’s are real and positive numbers. Finally, we assume that z ∈ D(0,C0h) for some
C0 > 0.
Recalling the discussion in Section 2.1, and since Λ+ and Λ− are Lagrangian manifolds, one
can choose local symplectic coordinates (y, η) such that
p0(x, ξ)= B(y,η)y · η, (4.3)
where (y, η) → B(y,η) is a C∞ mapping from a neighborhood of (0,0) in T ∗Rd to the space
Md(R) of d × d matrices with real entries such that, using the notations of Section 2,
B(0,0)=
⎛⎜⎝
λ1
. . .
λd
⎞⎟⎠ . (4.4)
Now if U is a unitary h-Fourier integral operator microlocally defined in a neighborhood
of (0,0), whose canonical transformation is the map (x, ξ) → (y, η), we denote
P̂ =UPU−1. (4.5)
Then P̂ is a pseudodifferential operator, with a real (modulo O(h∞)) symbol p̂(y, η) =∑
j p̂j (y, η)h
j
, and such that
p̂0 = B(y,η)y · η. (4.6)
In order to turn our microlocal problem into a global one, we extend our symbol p as a
smooth function on the whole T ∗Rd . Notice that this idea cannot be used in the analytic category.
The way we perform this extension is reminiscent of the so-called complex absorption potential
method, used by quantum chemists, and mathematically by P. Stefanov in [31].
In the following, the notation f ≺ g means that g = 1 near the support of f . Let χ5, χ8 ∈
C∞0 (T ∗Rd) be such that the support of χ8 is a small enough neighborhood of 0 and 1{0} ≺ χ5 ≺
χ8. We define
p˜(y, η)= p̂(y, η)χ8(y, η)− i
√
h
(
1 − χ5(y, η)
)
, (4.7)
and we also denote P˜ = Oph(p˜ ). Let us mention that, as one can see following the proof, one
could have taken hε with 0 < ε < 1 instead of
√
h in front of the 1 − χ5 term.
Now we choose χ7 ∈ C∞0 (T ∗Rd) with χ5 ≺ χ7 ≺ χ8, and we set
g1(y, η) =
(
y2 − η2)χ7(y, η) ln(1/h). (4.8)
Notice that Hp̂0g1(y, η) > 0 for any (y, η) = (0,0) small enough. Following the appendix of [3],
we also define
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(
ln
〈
y√
hM
〉
− ln
〈
η√
hM
〉)
χ3(y, η), (4.9)
where M > 0 will be fixed later and χ3 ∈ C∞0 (T ∗Rd) is such that 1{0} ≺ χ3 ≺ χ5. For t1, t2 > 0
we set
G±1 = Oph
(
e±t1g1(y,η)
)
and G±2 = Oph
(
e±t2g2(y,η)
)
, (4.10)
and we see that these h-pseudodifferential operators satisfy G±1 ∈ Ψ 0h (h−Ct1) as well as G±2 ∈
Ψ
1/2
h (h
−Ct2), for some C > 0.
Now, as in N. Dencker, J. Sjöstrand and M. Zworski [8, Section 4], or in the very recent
paper [4], we set
Qz =G−2G−1(P˜ − z)G1G2
=G−2G−1
(
Oph(p̂χ8)− i
√
h(1 − χ5)− z
)
G1G2, (4.11)
and we consider each term of the above sum separately.
• First of all, we consider the operator G−1 Oph(i
√
h(1 − χ5))G1.
By symbolic calculus in the class Ψ 0h (1) (see Proposition A.1), writing F = Oph(1 − χ5), we
have FG1 = Oph(ϕ1) with, for any N1 ∈ N,
ϕ1(x, ξ)=
N1∑
k=0
1
k!
((
ih
2
σ(Dx,Dξ ;Dy,Dη)
)k
(1 − χ5)(x, ξ)et1g1(y,η)
)∣∣∣
y=x,η=ξ
+ hN1−Ct1S0h(1). (4.12)
Then again, G−1 Oph(ϕ1)= Oph(ϕ0) with
ϕ0(x, ξ)=
N0∑
k=0
1
k!
((
ih
2
σ(Dx,Dξ ;Dy,Dη)
)k
e−t1g1(x,ξ)ϕ1(y, η)
)∣∣∣
y=x,η=ξ
+ hN0−2Ct1S0h(1). (4.13)
But it is easy to see that the kth term in the sum (4.13) is O(hk), and choosing N0 ∈ N such that
N0 −2Ct1  0, we get that G1FG−1 ∈ Ψ 0h (1). We also see on (4.13) that the symbol of G1FG−1
is supported inside the support of 1 − χ5 modulo O(h∞).
Now since χ3 ≺ χ5, we also have, using the same kind of arguments, but in the class Ψ 1/2h (1),
that
G−2G−1 Oph
(
i
√
h
(
1 − χ5(y, η)
))
G1G2 =G−1 Oph
(
i
√
h
(
1 − χ5(y, η)
))
G1 +O
(
h∞
)
.
Notice that without explicit notification, any error term in equalities between pseudodifferential
operator has to be understood in the sense of bounded operators on L2. Finally, keeping only the
first term in the expansion (4.13), we get
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(
i
√
h
(
1 − χ5(y, η)
))
G1G2 = Oph
(
i
√
h
(
1 − χ5(y, η)
))+O(h3/2). (4.14)
• We consider now the second term in (4.11), and we set
Q̂=G−1 Oph
(
p̂(y, η)χ8(y, η)
)
G1. (4.15)
We obtain again by symbolic calculus in the class Ψ 0h (1) that
Q̂= Oph(̂q )+O
(
h∞
)
, (4.16)
where q̂(y, η) ∈ S0h(1) is supported inside the support of χ8 and satisfies
q̂ = p̂0χ8 + hp̂1χ8 + iht1{g1, p̂0χ8} + h2 ln2(1/h)S0h(1). (4.17)
As in [3], since G±2 is in some Ψ 1/2h , we need to rescale the variables in order to compute the
symbol of G−2Q̂G2: we define a unitary transformation V on L2(Rd) by
Vf (y)= λ−d/2f (λ−1y), λ= √hM, (4.18)
and, if a(y, η,h) is a family of distributions in S ′(T ∗Rd), we have
V −1 Oph
(
a(y, η,h)
)
V = Op 1
M
(
a
(
λY,λH,
λ2
M
))
. (4.19)
Notice that here and in what follows, we always assume that λ 1.
Then we set Q˜= V −1G−2Q̂G2V and we notice that
Q˜= Op 1
M
(
e−t2g˜2(Y,H)
)
Op 1
M
(
q̂(λY,λH)
)
Op 1
M
(
et2g˜2(Y,H)
)+O(h∞), (4.20)
where
g˜2(Y,H)=
(
ln〈Y 〉 − ln〈H 〉)χ3(λ(Y,H)). (4.21)
We notice that, for any α,β ∈ Nd , and for some constants Cα,β and C that are independent of λ,
∣∣∂αY ∂βH e±t2g˜2(Y,H)∣∣ Cα,β〈 〈Y 〉ln〈Y 〉
〉−|α|〈 〈H 〉
ln〈H 〉
〉−|β|〈
(Y,H)
〉Ct2 . (4.22)
Using (4.6), and since λ〈(Y,H)〉 can be considered as O(1) for p̂0χ8 is compactly supported,
we see also that, for any α,β ∈ Nd ,∣∣∂αY ∂βH (p̂0χ8)(λY,λH)∣∣ Cα,βλ2〈(Y,H)〉2−|α|−|β|. (4.23)
At this point, it is convenient to introduce a new class of symbols: We shall write that
f (Y,H, 1
M
) belongs to S˜ 1
M
(m) if it is a smooth function of (Y,H) such that, for any α,β ∈ Nd ,
there exists a constant Cα,β > 0 such that
J.-F. Bony et al. / Journal of Functional Analysis 252 (2007) 68–125 87∣∣∣∣∂αY ∂βHf(Y,H, 1M
)∣∣∣∣ Cα,β〈Y 〉−|α|/2〈H 〉−|β|/2m(Y,H). (4.24)
Here the function m is any order function in the sense of [9, Chapter 7] (see also Appendix A).
With these notations, we have e−t2g˜2 ∈ S˜ 1
M
(〈(Y,H)〉Ct2) and (Y,H) → p̂0χ8(λY,λH) ∈
S˜ 1
M
(λ2〈(Y,H)〉2), uniformly with respect to λ. Notice also that if a(y, η,h) ∈ S0h(1) for ex-
ample, then a(λY,λH, λ2
M
) ∈ S˜ 1
M
(1).
Now we compute the symbol of Q˜, and we shall again consider each term in (4.17) separately.
From M−1-pseudodifferential calculus for symbols in S˜ 1
M
, we get that
Op 1
M
(
e−t2g˜2
)
Op 1
M
(
p̂0χ8(λY,λH)
)= Op 1
M
(˜0), (4.25)
where
˜0 = e−t2g˜2
(
p̂0χ8 + i t22M {g˜2, p̂0χ8}
)
− 1
8M2
(
∂2Y e
−t2g˜2∂2H (p̂0χ8)
− 2∂2Y,H e−t2g˜2∂2Y,H (p̂0χ8)+ ∂2He−t2g˜2∂2Y (p̂0χ8)
)
+ e−t2g˜2 S˜ 1
M
(
M−3λ2
)+ S˜ 1
M
(
λ2M−∞
〈
(Y,H)
〉−∞)
. (4.26)
Notice that we have used (4.23) for the first error term above. Using the particular form of p0
in (4.3) and that of g˜2 in (4.21), and the fact that λ〈(Y,H)〉 = O(1) since p̂0χ8 is compactly
supported, we obtain, for some ε > 0,
˜0 = e−t2g˜2
(
p̂0χ8 + i t22M {g˜2, p̂0χ8}
)
+ e−t2g˜2(S˜ 1
M
(
t22λ
2M−2
)+OM(h1+ε)S˜ 1
M
(1)+ S˜ 1
M
(
M−3λ2
))
+ S˜ 1
M
(
λ2M−∞
〈
(Y,H)
〉−∞)
. (4.27)
Here, the notationOM(m) means that the function is bounded by m with bound depending on M .
Now we compute the symbol q˜0 defined by
Op 1
M
(˜0)Op 1
M
(
et2g˜2
)= Op 1
M
(˜q0). (4.28)
We have
q˜0 = p̂0χ8 + i t22M {g˜2, p̂0χ8} −
it2
2M
{
p̂0χ8 + i t22M {g˜2, p̂0χ8}, g˜2
}
+ S˜ 1
M
(
t22λ
2M−2
)+OM(h1+ε)S˜ 1
M
(1)+ S˜ 1
M
(
M−3λ2
)+ S˜ 1
M
(
λ2M−∞
)
=
(
p̂0χ8 + i t2
M
{g˜2, p̂0χ8}
)
+ S˜ 1
M
(
t22λ
2M−2
)+OM(h1+ε)S˜ 1
M
(1)+ S˜ 1
M
(
M−3λ2
)
. (4.29)
Notice that we have used the following explicit expression:
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(
λ(Y,H)
)( H
〈H 〉2 ·
(
B(λY,λH)H + ∂yB(λY,λH)λY ·H
)
+ Y〈Y 〉2 ·
(
B(λY,λH)Y + ∂ηB(λY,λH)λY.H
))
+ λ2(ln〈Y 〉 − ln〈H 〉){χ3, p̂0χ8}(λ(Y,H)), (4.30)
so that, in particular, we have written {g˜2, {g˜2, p̂0χ8}} =O(λ2) in (4.29).
Now we compute the contribution of the second term in (4.17). Let us define the symbol ˜1
by
Op 1
M
(
e−t2g˜2
)
Op 1
M
(
(hp̂1χ8)(λY,λH)
)= Op 1
M
(˜1). (4.31)
We have first
Oph
(
e−t2g2
)
Oph(hp̂1χ8)= Oph(1), (4.32)
where
1 = he−t2g2 p̂1χ8 + h
2
λ
e−t2g2S1/2h (1)+ h∞S1/2h (1). (4.33)
Restoring the (Y,H) variables, we obtain, also since h2/λ λh,
˜1(Y,H)= he−t2g˜2 p̂1χ8(λY,λH)+ e−t2g˜2 S˜ 1
M
(λh)+ S˜ 1
M
(
λ∞
)
. (4.34)
Then, using the symbolic calculus in the class S˜ 1
M
, we get
Op 1
M
(˜q1) := Op 1
M
(˜1)Op 1
M
(
et2g˜2
)
= Op 1
M
(hp̂1χ8)+O
(
hM−2
)+OM(h1+ε). (4.35)
As for the third term in (4.17), we write
Op 1
M
(
e−t2g˜2
)
Op 1
M
((
iht1{g1, p̂0χ8}
)
(λY,λH)
)= Op 1
M
(˜2), (4.36)
with
˜2 = iht1e−t2g˜2{g1, p̂0χ8} + e−t2g˜2λh ln(1/h)S˜ 1
M
(1)+O(h∞). (4.37)
Then we remark that, for any α,β ∈ Nd , we have, for some Cα,β > 0,∣∣∂αY ∂βH (iht1{g1, p̂0χ8})∣∣ Cα,βλh ln(1/h)〈(Y,H)〉1−|α|−|β|, (4.38)
so that the function (Y,H) → iht1{g1, p̂0χ8}(λY,λH) belongs to S˜ 1
M
(λh ln(1/h)〈(Y,H)〉).
Therefore, using (4.23) and the symbolic calculus in S˜ 1 , we have
M
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M
(˜q2) := Op 1
M
(˜2)Op 1
M
(
et2g˜2
)
= Op 1
M
(
iht1{g1, p̂0χ8}
)+O(λh ln(1/h)). (4.39)
Finally, let r(y, η) be the remainder term in (4.17). We see that in r ∈ S0h(h3/2), and that r has
compact support inside the support of χ8. In the variables (Y,H), we have∣∣∂αY ∂βH r(λY,λH)∣∣ Cα,βh2 ln2(1/h)〈(Y,H)〉−|α|−|β|. (4.40)
Therefore, working again in the class S˜ 1
M
, we obtain
Op 1
M
(
e−t2g˜2
)
Op 1
M
(
r(λY,λH)
)
Op 1
M
(
et2g˜2
)=O(h2 ln2(1/h)). (4.41)
• It remains to study G−2G−1zG1G2.
First of all, since {e−t1g˜1 , et1g˜1} = 0, we have
G−1zG1 = zOph
(
1 + S0h
(
h2 ln2(1/h)
))
. (4.42)
Then working in S˜ 1
M
, we obtain
G−2G−1zG1G2 = z+O
(
zM−2
)
. (4.43)
Finally, collecting (4.11), (4.14), (4.17), (4.29), (4.35), (4.39), (4.41), and (4.43) we have
obtained that
Qz = Oph
(
p̂0χ8 + hp̂1χ8 + iht1{g1, p̂0χ8}
)
+ Oph
(
it2M
−1{g˜2, p̂0χ8} − i
√
h(1 − χ5)
)− z
+O(t22hM−1)+OM(h1+ε)+O(hM−2), (4.44)
and we are able to prove the following proposition.
Proposition 4.1. Let δ, C0 > 0, t1  1 and t2  1 be fixed. For M−1 fixed and h both small
enough, we have:
(i) For z ∈D(0,C0h) and Im z > δh, the operator Qz : L2(Rd)→ L2(Rd) is invertible and∥∥Q−1z ∥∥=O(h−1). (4.45)
(ii) There exists an operator K =K(h) with RankK =O(1) and K =O(1) such that Qz+hK :
L2(Rd)→ L2(Rd) is invertible for z ∈D(0,C0h) and∥∥(Qz + hK)−1∥∥=O(h−1). (4.46)
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− Im〈Qzu,u〉L2(Rd ) −
〈(
Oph
(
ht1{g1, p̂0χ8} + t2
M
{g˜2, p̂0χ8} −
√
h(1 − χ5)
)
− Im z
)
u,u
〉
+ (O(t22hM−1)+OM(h1+ε)+O(hM−2))‖u‖2L2(Rd ). (4.47)
Let χ2, ϕ1 ∈ C∞0 (T ∗Rd; [0,1]) be such that 1{0} ≺ χ2 ≺ χ3, ϕ1 = 0 near (0,0), and (1−χ2)χ3 ≺
ϕ1 ≺ χ5. From (4.30), and since χ2 vanishes on the support of {χ3, p̂0χ8}, we have, for some
ε > 0,
− 1
M
{g˜2, p̂0χ8}χ22 (λY,λH)
⎧⎨⎩
∈ S01
M
(h),
 εh( Y 2〈Y 〉2 + H
2
〈H 〉2 )χ
2
2 (λY,λH),
(4.48)
if the support of χ3 is small enough. On the other hand, using again the fact that λ(Y,H)=O(1),
we notice that
− 1
M
{g˜2, p̂0χ8}
(
1 − χ22
)
(λY,λH) ∈ S01
M
(
h ln(1/h)
)
. (4.49)
Working in the variables (Y,H), using (4.48) and Gårding’s inequality, we get〈
Oph
(
− 1
M
{g˜2, p̂0χ8}χ22
)
u,u
〉
−Ch
M
‖u‖2. (4.50)
Now, since 1 − ϕ1 and (1 − χ22 )χ3 have disjoint supports, we have
Oph
(
− 1
M
{g˜2, p̂0χ8}
(
1 − χ22
))
= Oph(ϕ1)Oph
(
− 1
M
{g˜2, p̂0χ8}
(
1 − χ22
))
Oph(ϕ1)+O
(
h∞
)
, (4.51)
and we get from (4.49) and Calderòn–Vaillancourt’s theorem, that〈
Oph
(
− 1
M
{g˜2, p̂0χ8}
(
1 − χ22
))
u,u
〉
−Ch ln(1/h)∥∥Oph(ϕ1)u∥∥2 +OM(h∞)‖u‖2. (4.52)
Here C > 0 is uniform with respect to M and h.
Let χ1, χ6 ∈ C∞0 (T ∗(Rd)) with 1{0} ≺ χ1 ≺ χ2 ≺ χ5 ≺ χ6 ≺ χ7 and ϕ1 ≺ χ6 − χ1. Then
−ht1{g1, p̂0χ8} = −t1h ln(1/h)
{(
y2 − η2)χ7(y, η),χ8(y, η)B(y,η)y · η}{
∈ S0h(t1h ln(1/h)),
 εt h ln(1/h)(y2 + η2) near the support of χ . (4.53)1 6
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symbols in S0h(t1h ln(1/h)), we obtain〈
Oph
(−ht1{g1, p̂0χ8}χ26 )u,u〉 εt1h ln(1/h)∥∥Oph(χ6 − χ1)u∥∥2
+O(t1h2 ln(1/h))‖u‖2. (4.54)
We also have, as in (4.51)–(4.52),
〈
Oph
(−ht1{g1, p̂0χ8}(1 − χ26 ))u,u〉−Ct1h ln(1/h)∥∥Oph(ϕ2)u∥∥2 +O(h∞)‖u‖2. (4.55)
Then, collecting (4.50), (4.52), (4.54) and (4.55), the inequality (4.47) becomes
− Im〈Qzu,u〉 εt1h ln(1/h)
∥∥Oph(χ6 − χ1)u∥∥2 + √h〈Oph(1 − χ5)u,u〉+ Im z‖u‖2
−Ch ln(1/h)∥∥Oph(ϕ1)u∥∥2 −Ct1h ln(1/h)∥∥Oph(ϕ2)u∥∥2
+O(hM−1)‖u‖2 +OM(h1+ε)‖u‖2, (4.56)
where C and ε are uniform with respect to h and M . Now, since χ6 − χ1 = 1 on suppϕ1, and
1 − χ5 = 1 on suppϕ2, Gårding’s inequality in S0h(
√
h) gives us, for any chosen t1 large enough
− Im〈Qzu,u〉L2(Rd )  Im z‖u‖2 +O
(
hM−1
)‖u‖2 +OM(h1+ε)‖u‖2. (4.57)
Then we have
− Im〈Qzu,u〉L2(Rd ) 
δh
2
‖u‖2 (4.58)
provided Im z δh and M is fixed large enough (and h is small enough). Since | Im〈Qzu,u〉|
‖Qzu‖‖u‖, we get
‖Qzu‖ δh/2‖u‖. (4.59)
We can obtain the same way the same estimate for Q∗z , and this finishes the proof of the first
point of the proposition.
Now we consider the second point. Let ϕ ∈ C∞0 (T ∗Rd; [0,1]) be such that ϕ = 1 near 0. We
denote
K˜ = C1 Oph
(
ϕ
(
y√
Mh
,
η√
Mh
))
, (4.60)
where C1 > 0 is a large constant. Since its symbol is real, K˜ is self-adjoint and K˜ = O(C1).
Recalling (4.18), (4.19), we have
V −1K˜V = C1 Op 1
(
ϕ(Y,H)
)
, (4.61)M
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we get
− Im〈(Qz − ihK˜)u,u〉 〈Op 1
M
(−t2M−1{g˜2, p̂0χ8}χ22 +C1hϕ)u,u〉+ Im z‖u‖2
+ εt1h ln(1/h)
∥∥Oph(χ6 − χ1)u∥∥2 + √h〈Oph(1 − χ5)u,u〉
−Ch ln(1/h)∥∥Oph(ϕ1)u∥∥2 −Ct1h ln(1/h)∥∥Oph(ϕ2)u∥∥2
+O(hM−1)‖u‖2 +OM(h1+ε)‖u‖2. (4.62)
Here, instead of using (4.50), we notice that, recalling (4.48), the term − t2
M
{g˜2, p̂0χ8}χ22 +C1hϕ
belongs to S01
M
(h) and satisfies
−t2M−1{g˜2, p̂0χ8}χ22 +C1hϕ  εmin(t2,C1)hχ22 . (4.63)
Thus, from Gårding’s inequality in S01
M
(h), we obtain
〈
Op 1
M
(−t2M−1{g˜2, p̂0χ8}χ22 +C1hϕ)u,u〉
 εmin(t2,C1)h
∥∥Oph(χ2)u∥∥2 +O(hM−1)‖u‖2. (4.64)
Now, as in (4.57), the inequality (4.62) becomes
− Im〈(Qz − ihK˜)u,u〉 εmin(t2,C1)h∥∥Oph(χ2)u∥∥2 + Im z‖u‖2
+ εt1h ln(1/h)/2
∥∥Oph(χ6 − χ1)u∥∥2 + √h/2〈Oph(1 − χ5)u,u〉
+O(hM−1)‖u‖2 +OM(h1+ε)‖u‖2, (4.65)
for t1 large enough. Now, if t1, t2 and C1 are large enough, we get as in (4.56)–(4.57),
− Im〈(Qz − ihK˜)u,u〉 2C0h‖u‖2 + Im z‖u‖2 +O(hM−1)‖u‖2 +OM(h1+ε)‖u‖2
 C0h‖u‖2 +O
(
hM−1
)‖u‖2 +OM(h1+ε)‖u‖2, (4.66)
for z ∈D(0,C0h). And this implies∥∥(Qz − ihK˜)−1∥∥=O(h−1), (4.67)
for M large enough. Since K˜ =O(1) is self-adjoint and ‖K˜‖tr =O(1), one can find a bounded
operator K such that RankK is finite and uniformly bounded with respect to h, and −iK˜ −K is
as small as needed (uniformly with respect to h,M, . . .), and the proposition is proved. 
Now we can estimate (Q− z)−1 for z away from some discrete set Γ (h). We follow J. Sjös-
trand [28] and S.-H. Tang and M. Zworski [32].
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set Γ (h) independent of t1, t2 and M , with #Γ (h)∩D(0,C0h)=O(1), such that Qz : L2(Rd)→
L2(Rd) is invertible for z /∈ Γ (h)∩D(0,C0h).
Moreover, if d(z,Γ (h)) > νhN , for some ν > 0 and N  1, we have∥∥Q−1z ∥∥=O(h−C), (4.68)
where C depends only on N and C0.
Proof. We begin the proof by showing that Qz is invertible outside a finite set Γ (h). Here again,
we use ideas developed for the study of resonances. Let
F(z) = det(Qz(Qz + hK)−1)= det(1 − hK(Qz + hK)−1). (4.69)
Since K is trace class, F(z) is well defined and holomorphic in D(0,2C0h). From (4.46), we get
F(z) =O(1), (4.70)
for z ∈ D(0,2C0h). On the other hand, for Im z > δh, we see from (4.45) that (F (z))−1 =
det((Qz + hK)Q−1z )= det(1 + hKQ−1z ), so that∣∣F(z)∣∣> ε, (4.71)
still for Im z > δh. The estimates (4.70), (4.71) and Jensen’s formula imply that the number of
zeros of F(z) in D(0,C0h) is bounded. Using the properties of the determinant of an analytic
family of operators, we get that Qz is invertible outside a bounded set Γ (h) and that the algebraic
multiplicity of the poles of Q−1z is bounded. At this point, Γ (h) depends on t1, t2, . . . , but if h
and M−1 are small enough, we have
G1G−1 = 1 +O
(
h2 ln2
1
h
)
, G−1G1 = 1 +O
(
h2 ln2
1
h
)
, (4.72)
G2G−2 = 1 +O
(
M−2
)
, G−2G2 = 1 +O
(
M−2
)
, (4.73)
so that G1, G−1, G2 and G−2 are invertible. Thus, Γ (h) is nothing but the set of eigenvalues
of P˜ , which are independent of t1, t2 and M . These eigenvalues have finite multiplicity.
In order to estimate ‖Q−1z ‖ for z away from Γ (h), we use the same strategy as in [28]. Let
e1, . . . , eJ be an orthonormal basis of ImK∗ = (KerK)⊥ and (ej )jJ+1 an orthonormal basis
of KerK . We denote R+ : L2(Rd)→ CJ and R− : CJ → L2(Rd) the operators given by
R+(u) =
(〈u, ej 〉)j=1,...,J , R−u− = J∑
j=1
u−j (Qz + hK)ej . (4.74)
We study the following operator on L2(Rd)× CJ :
Pz =
(
Qz R−
)
, (4.75)R+ 0
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Qzu+R−u− = v,
R+u= v+ (4.76)
with u, v ∈ L2(Rd) and u−, v+ ∈ CJ . Since Qz =Qz + hK − hK with Qz + hK invertible and
K compact, Qz and then Pz are holomorphic families of Fredholm operators of index 0. It is
therefore enough to show that P is injective to show that it is invertible. Assume that
P
(
u
u−
)
= 0, (4.77)
with u =∑∞j=1 uj ej . Then, since R+u = 0, we get uj = 0 for 1  j  J , and, since Kej = 0
for J < j , the equation Qzu+R−u− = 0 becomes
(Qz + hK)
( ∞∑
j=J+1
uj ej +
J∑
j=1
u−j ej
)
= 0. (4.78)
Then, from (4.46), we get u= 0, u− = 0, and P is invertible. We denote its inverse by
P−1 =
(
E(z) E+(z)
E−(z) E−+(z)
)
, (4.79)
and we look for estimates on the entries of P−1. Assume (4.76) and write u = (u′, u′′) with
u′ ∈ vect{e1, . . . , eJ } and u′′ ∈ vect{eJ+1, . . .}. Since Qzu+R−u− = v, we have
(Qz + hK)
(
u′′ +
J∑
j=1
u−j
)
= v −Qzu′, (4.80)
and
u′′ +
J∑
j=1
u−j = (Qz + hK)−1v −
(
1 − (Qz + hK)−1hK
)
u′. (4.81)
Therefore, since Qz =O(1) and using (4.46), we obtain
‖u′′‖L2 + ‖u−‖CJ C
(
h−1‖v‖L2 + ‖u′‖L2
)
, (4.82)
and then, since we have ‖u′‖L2 = ‖v+‖CJ because R+u= v+, we get
‖u‖L2 + ‖u−‖CJ  C
(
h−1‖v‖L2 + ‖v+‖CJ
)
. (4.83)
Thus we have E =O(h−1), E− =O(h−1), E+ =O(1) and E−+ =O(1).
Now we follow S.-H. Tang and M. Zworski [32]. For z ∈ D(0,2C0h), Qz is invertible if and
only if E−+(z) is invertible, and in that case,
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which implies
Q−1z =O
(
h−1
)(
1 + ∥∥E−1−+(z)∥∥). (4.85)
Since E−+(z) = O(1) as an operator on CJ , we also have ‖E−1−+(z)‖ = O(|D(z)|−1), where
D(z) = detE−+(z). Now we set
Dw(z) =
∏
zj∈Γ (h)∩D(0,C0h)
z− zj
h
, (4.86)
and we know that D(z)=Dw(z)×G(z), where G(z) is holomorphic. Here, we use the fact that
the order of the zeros of D(z;h) coincides with the multiplicity of the eigenvalues of P˜ . Since
#(Γ (h)∩D(0,C0h)) is uniformly bounded, we have for z ∈D(0,C0h),
Dw(z) =O(1). (4.87)
On the other hand, one can find r(h) ∈ ]C0,2C0[ such that, for z on the circle ∂D(0, r(h)), we
have ∣∣Dw(z)∣∣ ε. (4.88)
For z ∈D(0,2C0h) we also have
D(z) =O(1), (4.89)
since E−+ =O(1) as an operator on CJ . Finally if Im z > δh, we have E−1−+(z) = −R+Q−1z R−,
thus ∣∣D(z)∣∣> ε. (4.90)
Using (4.88) and (4.89), we obtain
G(z) =O(1) (4.91)
for z ∈D(0, r(h)). Now (4.87) and (4.90) imply that∣∣G(z)∣∣> ε, (4.92)
for Im z > δh. Then Harnack’s inequality for the function C − ln |G(z)|, where C is chosen so
that this function is non-negative, implies
G(z)−1 =O(1) (4.93)
for z ∈ D(0,C0h). Therefore, if d(z,Γ (h)) > νhN , one has det(E−+(z))−1 = O(h−C),
(E−+(z))−1 =O(h−C) and the proposition follows from (4.85). 
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the lower half complex plane.
Proposition 4.3. Assume that t2 and M−1 are small enough. There exists δ0 > 0 such that, for
all t1 large enough, Qz is invertible on L2(Rd) for z ∈ D(0,C0h) with Im z > −δ0h, and, for
such z, ∥∥Q−1z ∥∥=O(h−1). (4.94)
Proof. From (4.48) and Fefferman–Phong’s inequality, we have
〈
Oph
(−M−1{g˜2, p̂0χ8}χ22 )u,u〉 εhOp 1
M
((
Y 2
〈Y 〉2 +
H 2
〈H 〉2
)
χ22 (λY,λH)
)
+O(hM−2)‖u‖2.
But using the appendix of [3], we have
Op 1
M
((
Y 2
〈Y 〉2 +
H 2
〈H 〉2
)
χ22 (λY,λH)
)
 εM−1χ21 (λY,λH)+O
(
M−2
)
, (4.95)
and (4.47) becomes, as for (4.56),
Im〈Qzu,u〉L2(Rd )  εt2hM−1
∥∥Oph(χ1)u∥∥2 + εt1h ln(1/h)∥∥Oph(χ6 − χ1)u∥∥2
+ √h〈Oph(1 − χ5)u,u〉+ Im z‖u‖2
−Ch(ln(1/h)+ ln(M))∥∥Oph(ϕ1)u∥∥2 −Ct1h ln(1/h)∥∥Oph(ϕ2)u∥∥2
+ (O(t22hM−1)+OM(h1+ε)+O(hM−2)+O(zM−2))‖u‖2. (4.96)
If t2 is fixed small enough and t1 large enough, we obtain
− Im〈Qzu,u〉L2(Rd ) 
(
εt2hM
−1 + Im z)‖u‖2
+ (O(t22hM−1)+OM(h1+ε)+O(hM−2)+O(hM−2))‖u‖2. (4.97)
This gives the proposition, provided M is chosen large enough. 
Now we finish the proof of Theorem 2.1. Proposition 4.2 implies that, for u ∈ L2(Rd) and if
d(z,Γ (h)) > νhN , we have∥∥G−12 G−11 u∥∥=O(h−C)∥∥G−2G−1(P˜ − z)u∥∥. (4.98)
Since G−2 ∈ Ψ 1/2h (h−Ct2), we also have ‖G−2‖ = O(h−Ct2). Working in S˜ 1
M
, we get
Oph(e−t2g2)Oph(et2g2)= 1 +O(M−2), so that
G−12 =
(
1 +O(M−2))G−2 =O(h−Ct2). (4.99)
Then (4.98) becomes
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and since, from pseudodifferential calculus in S0h , we have G−11 = (1 +O(h2))G−1, this gives
‖G−1u‖ =O
(
h−C−2Ct2
)∥∥G−1(P˜ − z)u∥∥. (4.101)
Now we use a Cordoba–Fefferman type estimate, as given by A. Martinez (see [18, Corol-
lary 3.5.3]) and in a more precise form in [2, Theorem 3].
Lemma 4.4. Let f (y, η), a(y, η,h) ∈ S0h(1). There exist a symbol
b(y, η,h)∼
∑
j0
hjbj (y, η) ∈ S0h(1),
and an operator R(h)=O(h∞) such that, for all u,v ∈ C∞0 (Rd), one has〈
f T ′ Oph(a)u,T ′v
〉
L2(Rd ) =
〈(
b(y, η,h)+R(h))T ′u,T ′u〉
L2(T ∗Rd ), (4.102)
where suppbj ⊂ suppf for all j , and bj is given in terms of derivatives of a and f of order at
most 2j . In particular
b0(y, η)= f (y, η)a0(y, η).
From this result, one can obtain the following.
Corollary 4.5. There exists a function b(y, η,h)= 1 +Ot1(h ln2(1/h)) such that
‖G−1u‖2L2(Rd ) =
〈
be−t1g1(y,η)T ′u, e−t1g1(y,η)T ′u〉
L2(T ∗Rd ) +O
(
h∞
)‖u‖2. (4.103)
Then, in view of this estimate, (4.101) gives∥∥e−t1g1T ′u∥∥
L2(T ∗Rd ) =O
(
h−C−2Ct2
)∥∥e−t1g1T ′(P˜ − z)u∥∥
L2(T ∗Rd ) +O
(
h∞
)‖u‖. (4.104)
Now assume that u and z satisfy the assumptions of Theorem 2.1. Let χ4 ∈ C∞0 (T ∗Rd) with
χ3 ≺ χ4 ≺ χ5 and suppose that FS((P˜ − z)u) does not intersect a neighborhood of the support
of χ4. Then (4.104) gives∥∥e−t1g1T ′ Oph(χ4)u∥∥=O(h−C−2Ct2)∥∥e−t1g1T ′ Oph(χ4)(P˜ − z)u∥∥
+O(h−C−2Ct2)∥∥e−t1g1T ′[P˜ ,Oph(χ4)]u∥∥+O(h∞)‖u‖. (4.105)
Let ϕ3 ∈ C∞0 (T ∗Rd) with χ ′4 ≺ ϕ3 ≺ (1 − χ3)χ5. Since the operator [P˜ ,Oph(χ4)] ∈ Ψ 0h (h) has
its symbol supported inside the support of χ ′4, we get, using again Lemma 4.4,∥∥e−t1g1χ4T ′u∥∥ 2 ∗ d =O(h∞)+O(h−C−2Ct2)∥∥e−t1g1ϕ3T ′u∥∥. (4.106)L (T R )
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and ϕ3 satisfies the properties of the domains Ω1 and Ω0 \Ω1 as in (3.2) and Fig. 2, and we get
the main part of Theorem 2.1. The remaining statement concerning the fact that the exceptional
set Γ (h) can be chosen so that Γ (h) ⊂ {Im z−δ0h} for some δ0 > 0, follows from the above
discussion, using Proposition 4.3 instead of Proposition 4.2.
5. Existence
This section is devoted to the proof of Theorem 2.5. We use the ideas and the constructions
of B. Helffer and J. Sjöstrand in [15], concerning the study of the tunnel effect between potential
wells.
We recall from Section 2 that Ω is a small neighborhood of (0,0) ∈ T ∗Rd , that ε > 0 is small
enough such that S = Λ− ∩ {(x, ξ); |x| = ε} ⊂ Ω , and U ⊂ Ω a neighborhood of S. We look
for a solution of the problem{
(P − z)u = 0 microlocally in Ω,
u= u0 microlocally in U. (5.1)
Since this problem is linear with respect to the initial data u0, we can assume that u0 vanishes
microlocally outside a small neighborhood of some point ρ− ∈ (Λ− ∩S) \ Λ˜−. We recall that by
assumption, u0 vanishes on Λ˜−. Since P is of principal type in Ω \ {(0,0)}, u0 can be extended
as a microlocal solution of (P − z)u0 = 0 near each point of Λ− \ {(0,0)}. As ρ− /∈ Λ˜−, we
know from (2.22), that
γ−(t)= exp(tHp)(ρ−)∼
+∞∑
j=1
e−μj tγ−j (t), as t → +∞, (5.2)
where γ−1 = 0 is an eigenvector of Fp = d(0,0)Hp associated to the eigenvalue −λ1. We recall
that (μj )j0 is the strictly growing sequence of linear combinations over N of the λj ’s.
Here and from now on, we shall write points in T ∗Rd as (x, ξ) = (x1, x′, ξ1, ξ ′) with x1,
ξ1 in R and x′, ξ ′ in Rd−1. We can always assume, up to a linear change of variables, that
g−1 (ρ−) = Πxγ−1 is collinear to the direction x1. In these coordinates, we set H− : x1 = ε. Of
course, the lift H− × Rd of H− in T ∗Rd is transverse to γ− for ε small enough, and we can
suppose so. Here and in the sequel we may have to change a certain finite number of times for
a smaller ε > 0, and therefore to change (silently) for another ρ− on the curve γ−. In the rest of
this section, we prove Theorem 2.5 under a more precise form. As in [15], the main idea is to
look for a solution to (5.1) of the form
u(x,h) = 1
(2πh)d− 12
∫ ∫
T ∗Rd−1
+∞∫
−1
ei(ϕ(t,x,η
′)−y′η′)/ha(t, x, η′, z, h)u0(ε, y′) dt dy′ dη′. (5.3)
Therefore we shall look for a phase function ϕ and a symbol a such that
(
hDt + P(x,hD)− z
)
aeiϕ/h =O(h∞), (5.4)
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shall do so for each η′ in a neighborhood of ξ−′, so that we can also fulfill the initial condition
in (5.1).
However, as in [15], in general, the integral with respect to t in (5.3) does not converge for the
functions a and ϕ we build, and our representation of the solution is somewhat more complicated
than (5.3). Recalling that we suppose z ∈ [−C0h,C0h] + i[−C1h,C1h] for some C0, C1 > 0,
we denote
S = S(z/h) =
d∑
j=1
λj
2
− i z
h
and K1 = E
(
C1
λ1
−
∑
λj
2λ1
)
+ 1, (5.5)
where E(r) denotes the integer part of r ∈ R.
Theorem 5.1. Assume that u0 vanishes microlocally in Λ− ∩ (H− × Rd) outside a small neigh-
borhood of ρ−. Then, there exist a neighborhood U (respectively W ) of Πxγ−([−1,+∞[)∪ {0}
(respectively ξ−′) in Rd (respectively Rd−1), a phase function ϕ(t, x, η′), a symbol A+(t, x,
η′, z, h) defined on [−1,+∞[ × U × W , and a symbol A−(x, η′, z, h) defined on U × W such
that:
(i) There exists a smooth function ψ˜(η′) such that the function ϕ−ϕ+(x)−ψ˜(η′) is expandible:
ϕ(t, x, η′)− (ϕ+(x)+ ψ˜(η′))∼∑
j1
e−μj tϕj (t, x, η′).
Moreover ψ˜ is a generating function for Λ−, in the sense that, the projection of Π(x′,ξ ′)(Λ−∩
(H− × Rd)) onto T ∗H− can be written as the set of (∇ψ˜(η′), η′)’s, with η′ ∈W .
(ii) The symbol A+ is classically expandible: A+ ∈ S−K1,−δ for some δ > 0, and it is an ana-
lytic function with respect to z ∈ [−C0h,C0h] + i[−C1h,C1h].
(iii) The function A− is a semiclassical symbol of order −K1, and it is an analytic function with
respect to z ∈ [−C0h,C0h] + i[−C1h,C1h] \ (Γ0(h)+D(0, νh)).
(iv) For any cut-off function χ ∈ C∞(]−1,+∞[) equal to 1 near [0,+∞[, the function
u(x, z,h) = 1
(2πh)d− 12
∫ ∫
T ∗Rd−1
ei(ϕ+(x)+ψ˜(η′)−y′η′)/hA−(x, η′, z, h)u0(ε, y′) dy′ dη′
+ 1
(2πh)d− 12
∫ ∫
T ∗Rd−1
+∞∫
−1
ei(ϕ(t,x,η
′)−y′η′)/hχ(t)A+(t, x, η′, z, h)u0(ε, y′) dt dy′ dη′,
(5.6)
is a solution to (5.1) for any z ∈ [−C0h,C0h] + i[−C1h,C1h] \ (Γ0(h)+D(0, νh)).
Precise definitions for A+ and A− are given in Section 5.2 below. Notice that different choices
for the cut-off function χ in (5.6) would lead to the same microlocal solution in Ω . In this
theorem, and at many places in the following sections, we have used some terminology and
some general results from [15] that we recall now, here in a slightly different setting.
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u(t, x, η′) be a function defined on R+ ×U × V , with 0 ∈U ⊂ Rd , and V ⊂ Rm.
Definition 5.2. We say that u : [0,+∞[ ×U × V → R, a smooth function, is expandible, if, for
any N ∈ N, ε > 0, α,β, γ ∈ N1+d+m,
∂αt ∂
β
x ∂
γ
η′
(
u(t, x, η′)−
N∑
j=1
uj (t, x, η
′)e−μj t
)
=O(e−(μN+1−ε)t), (5.7)
for a sequence of (uj )j smooth functions, which are polynomials in t . We shall write
u(t, x, η′)∼
∑
j1
uj (t, x, η
′)e−μj t ,
when (5.7) holds.
As the following result shows, this symbol class is the suitable one for our geometric setting
at (0,0).
Proposition 5.3. (See [15, Section 3].) Let ν(t, x, η′) = A(t, x, η′)x · ∂x be a time-dependent
vector field. Suppose that there exists a matrix-valued map (x, η′) → A(x,η′) from U × V to
Md(R) such that
(i) A(0)= diag(λ1, λ2, . . . , λd), with 0 < λ1  λ2  · · · λd .
(ii) (t, x, η′) →A(t, x, η′)−A(x,η′) is a smooth real expandible matrix.
Then, if v(t, x, η′) is expandible and vanishes at x = 0, and u0(x, η′) is a smooth function with
u0(0, η′)= 0, the solution u(t, x, η′) to the Cauchy problem{
∂tu+ ν(t, x, η′)u= v, t  0, x ∈U, η′ ∈ V,
u|t=0 = u0,
(5.8)
is expandible.
Notice that this result implies in particular that, as we have already mentioned in Section 2,
γ (t, x, ξ)= exp(±tHp)(x, ξ) is expandible when (x, ξ) ∈Λ∓.
Definition 5.4. We say that u(t, x, η′, h), a smooth function is of class SA,B if, for any ε > 0,
(α,β, γ ) ∈ N1+d+m,
∂αt ∂
β
x ∂
γ
η′u(t, x, η
′, h)=O(hAe−(B−ε)t). (5.9)
Let S∞,B = ⋂A SA,B . We say that u(t, x, η′, h) is a classical expandible function of order
(A,B), if, for any K ∈ N,
u(t, x, η′, h)−
K∑
uk(t, x, η
′)hk ∈ SK+1,B, (5.10)k=A
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u(t, x, η′, h)∼
∑
kA
uk(t, x, η
′)hk,
in that case.
5.1. The phase function
We start with the construction of the phase function ϕ. From (2.3), for x′ = o(x1) and ξ ′ =
o(x1), the equation p0(x, ξ1, ξ ′)= 0 has two solutions
ξ1 = f±(x, ξ ′)= ±λ12 x1 + o(x1). (5.11)
Since γ− is a simple characteristic for the operator P , by usual Hamilton–Jacobi theory we have
first the following lemma.
Lemma 5.5. There exists a neighborhood U− of x−, which depends on ε, such that, for all
η′ ∈ Rd−1 close enough to ξ−′, there is a unique smooth function ψη′ : Rd → R, defined in U−,
verifying ⎧⎪⎨⎪⎩
p0
(
x,∇ψη′(x)
)= 0,
ψη′(x)= x′ · η′ for x ∈H− ∩U−,
∂x1ψη′
(
x−
)= f−(x−, η′). (5.12)
If we denote by Λψη′ the corresponding Lagrangian manifold
Λψη′ =
{
(x, ξ) ∈ T ∗Rd; x ∈U−, ξ = ∇ψη′(x)
}
, (5.13)
we have the following lemma.
Lemma 5.6. The Lagrangian manifolds Λ− and Λψη′ intersect along an integral curve γη′ for
Hp , and they intersect transversally. This curve is γ− when η′ = ξ−′.
Proof. First we study Λψη′ ∩ (H− × Rd): a point (x1, x′, ξ1, ξ ′) belongs to this intersection if
and only if x1 = x−1 = ε and (ξ1, ξ ′)= ∇xψη′(x−1 , x′). But we have
∇x′ψη′
(
x−1 , x
′)= η′, (5.14)
and, moreover, ψη′ satisfies the eikonal equation. Thus, using also the third equation of (5.12),
we get by continuity
∂x1ψ
(
x−1 , x
′)= f−(x−1 , x′, η′), (5.15)
and
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(
H− × Rd
)= {(x−1 , x′, f−(x−1 , x′, η′), η′), x′ ∈ Rd−1}. (5.16)
Then the intersection of Λψη′ ∩ (H− × Rd) with Λ− is given by the equation(
x−1 , x
′, f−
(
x−1 , x
′, η′
)
, η′
)= (x−1 , x′,∇xϕ−(x−1 , x′)), (5.17)
where ϕ− is a generating function for Λ− in Ω as in (2.9).
Let g : Rd−1 → Rd−1 be the function defined by g(x′)= ∇x′ϕ−(x−1 , x′). In view of (2.8), we
have g(x−′) = ξ−′ and ∇x′g(x−′) = ∇2x′,x′ϕ−(x−′) = −L′/2 + o(1) as ε → 0. Here L′ is the
(d − 1) × (d − 1) matrix given by L′ = diag(λ2, . . . , λd) (see (2.6)). Thus the inverse function
theorem implies that g(x′) = η′ has a unique solution x′ = x′(η′) in a neighborhood of x−′, for
η′ in a neighborhood of ξ−′. Notice also that,
x′(η′)= x−′ +O(∣∣η′ − ξ−′∣∣), (5.18)
uniformly as ε → 0 in a neighborhood of ξ−′ which depends on ε. Since Λ− ⊂ p−10 (0), we have
∂x1ϕ−
(
x−1 , x
′(η′)
)= f−(x−1 , x′(η′), η′), (5.19)
so that finally Eq. (5.17) has a unique solution x′(η′) in a neighborhood of x−′ for η′ close
enough to ξ−′.
Let us denote by
ρη′ =
(
x(η′), ξ(η′)
)= (x−1 , x′(η′), f−(x−1 , x′(η′), η′), η′) (5.20)
the corresponding point. We show now that the tangent spaces at ρη′ to Λψη′ and Λ− intersect
along a one-dimensional space.
First it is clear that Hp belongs to both Tρη′Λψη′ and Tρη′Λ−, since Λ− as well as Λψη′
are invariant under the Hp flow, or otherwise stated, because these Lagrangian manifolds are
generated by solutions of the eikonal equation for p.
On the other hand, a vector (δx, δξ ) belongs to Tρη′Λψη′ ∩ Tρη′Λ− if and only if{
δξ =
(∇2x,xψη)(x(η′))δx,
δξ =
(∇2x,xϕ−)(x(η′))δx, (5.21)
or δx ∈ Ker((∇2x,xψη′)(x(η′)) − (∇2x,xϕ−)(x(η′))). But we have seen that ∇2x,xϕ−(ρ−) =
−L/2 + o(1) as ε → 0, and that (∇2
x′,x′ψη′)(ρx(η
′)) = 0, so that the matrix (∇2x,xψη′)(x(η′))−
(∇2x,xϕ−)(x(η′)) has a (d − 1)× (d − 1) non-vanishing minor. Thus its rank is larger than d − 1,
and finally Hp generates Tρη′Λψη′ ∩ Tρη′Λ−. 
Let γη′ be the Hamiltonian curve with initial data ρ(η′). We denote by Γ η
′
0 the set of level
ψη′(x(η′)) for ψη′ (see Fig. 3):
Γ
η′
0 =
{
(x, ξ) ∈Λψη′ ; ψη′(x) =ψη′
(
x(η′)
)}
, (5.22)
and, possibly after shrinking U−, we have the following.
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η′ ∈ V−, one can find a Lagrangian manifold Λη
′
0 defined above U− such that
Λ
η′
0 ∩Λψη′ = Γ η
′
0 , (5.23)
where the intersection is clean. Moreover Λη
′
0 depends smoothly on η′, and Πx : Λη
′
0 → U− is a
diffeomorphism.
Proof. It is sufficient to prove the lemma for η′ = ξ−′. Indeed, every object that appears be-
low evaluated at ξ−′ is a smooth functions of η′ ∈ V−. In particular the estimates below hold
uniformly with respect to η′.
The vector (δx, δξ ) belongs to Tρ−Γ
ξ−′
0 if and only if{
δξ =
(∇2x,xψξ−′)(x−)δx,
(∇xψξ−′)
(
x−
)
δx = 0.
(5.24)
Indeed Γ ξ
−′
0 ⊂ Λξ
−′
ψ , and Γ
ξ−′
0 is a level curve for ψ . Thanks to (5.14) and (5.15), the second
equation becomes
δ1x = −
ξ−′ · δ′x
f−(x−, ξ−′)
, (5.25)
and we see in particular that Tρ−Γ
ξ−′
0 is parametrized by δ
′
x .
Let us compute the entries of the matrix Mε = (∇2x,xψξ−′)(x−). We have already seen
(see (5.14)) that, for i, j  2, mij = 0. We also know (see (5.15)) that
(∇x′∂x1ψ)
(
x−
)= ∇x′f−(x−, ξ−′)= L′2x−′ +O(|x−1 |2)4f (x−, ξ−′) , (5.26)
and we are left with the computation of ∂2x1,x1ψ(x
−). But we have seen that Hp(ρ−) =
(∇ξp0(ρ−),−∇xp0(ρ−)) belongs to Tρ−Λξ
−′
ψ , that is satisfies the first equation in (5.24), so
that
1
2
L2x− +O(∣∣x−1 ∣∣2)=Mε(2ξ− +O(∣∣x−1 ∣∣2)), (5.27)
which gives in particular
λ21
2
x−1 +O
(∣∣x−1 ∣∣2)=m11(2ξ−1 +O(∣∣x−1 ∣∣2))+ L′2x−′ · ξ−′ +O(|x−1 |3)2ξ−1 , (5.28)
so that
m11 = −λ1 + o(1), (5.29)2
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ξ−′ = o(ε).
Thus
Mε =
⎛⎜⎝−
λ1
2 0 · · ·
0 0
...
. . .
⎞⎟⎠+ o(1), (5.30)
and Eq. (5.25) becomes
δ1x = o
(
δ′x
)
. (5.31)
Summing up, we see, using (5.24), that the vectors of Tρ−Γ ξ
−′
0 can be written, when ε → 0,
as ((
0, δ′x
)
, (0,0)
)+ o(δ′x), δ′x ∈ Rd−1. (5.32)
Let us denote by E0 the “limit space” for Tρ−Γ ξ
−′
0 , that is the linear subspace of R
2d generated
by the ej ’s for j = 2, . . . , d , where ej = (δi,j )i=1,...,2d . It is clear that e1R ⊕ E0 is a Lagrangian
subspace of R2d . Then, using the Gram–Schmidt orthonormalization principle, one can find a
unitary vector v(ε) ∈ R2d such that
σ
(
u,v(ε)
)= 0 for all u ∈ Tρ−Γ ξ−′0 , (5.33)
and
v(ε)= e1 + o(1), (5.34)
as ε → 0. Then, v(ε)R⊕Tρ−Γ ξ
−′
0 is a Lagrangian vector space at ρ−, and, extending Γ
ξ−′
0 along
a suitably chosen Hamilton field, one can find locally close to ρ−, a Lagrangian manifold Λξ
−′
0
such that Γ ξ
−′
0 ⊂Λξ
−′
0 and
Tρ−Λ
ξ−′
0 = v(ε)R ⊕ Tρ−Γ ξ
−′
0 . (5.35)
Moreover, if (δx, δξ ) ∈ Tρ−Λξ
−′
0 , we get, from (5.32) and (5.34),
δξ = o(δx). (5.36)
To show that the intersection Λξ
−′
0 ∩Λξ
−′
ψ is clean, is enough to show that Hp(ρ−) ∈ Tρ−Λξ
−′
ψ
is not in Tρ−Λ
ξ−′
0 . As ε → 0, we have
Hp(ρ−)=
⎛⎜⎜⎜⎝
2ξ−1
2ξ−′
λ1x
−
1 /2
′ − ′
⎞⎟⎟⎟⎠+O(ε2)=
⎛⎜⎜⎜⎝
−λ1ε/2
0
λ1ε/2
⎞⎟⎟⎟⎠+ o(ε). (5.37)
L x /2 0
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Then (5.36) implies that Hp(ρ−) /∈ Tρ−Λξ
−′
0 and the dimension of the intersection Tρ−Λ
ξ−′
0 ∩
Tρ−Λ
ξ−′
ψ is exactly d − 1.
Finally, the Lagrangian manifold Λξ
−′
0 projects nicely on the x-space: indeed if (δx, δξ ) ∈
Tρ−Λ
ξ−′
0 , we know by (5.36), that as ε → 0, δξ = o(δx), so that δx = 0 for any ε small
enough. 
Now we consider the associated Lagrangian manifold
Λ
η′
t = exp(tHp)
(
Λ
η′
0
)
. (5.38)
The manifold Λη
′
t projects nicely on Rdx . In fact, possibly after shrinking V−, we have the fol-
lowing lemma.
Lemma 5.8. There exists T0 > 0 such that for any ε > 0 small enough, there exist δ > 0 and
V− a neighborhood of ξ−′ such that for all η′ ∈ V−, the manifold Λη
′
t projects nicely onto Ut =
B(x−(t), δ) for t ∈ [−1, T0] and onto U∞ for t > T0. Here U∞ is a neighborhood of 0 ∈ Rd ,
such that B(x−(t), δ)⊂U∞, for t > T0.
Proof. Let (δx, δξ ) be in the tangent space Tρη′ (t)Λ
η′
t . The proof of Lemma 2.1 of [15] implies
that
δξ −L/2δx = Bt(δξ +L/2δx), (5.39)
with Bt =O(e−λ1t ), uniformly with respect to ε and η′. Then, for each ε˜ > 0, there is a T0 > 0,
such that
|δξ −L/2δx | ε˜|δx |, (5.40)
for (δx, δξ ) ∈ Tρη′ (t)Λη
′
t , t > T0, uniformly with respect to ε and η′. This inequality, together
with [15, Lemma 2.2], gives the proposition for t > T0.
For t ∈ [−1, T0], it is enough to prove the lemma for η′ = ξ−′, as in the proof of Lemma 5.7.
We shall use the fact that, on [−1, T0], the evolution of a tangent vector is closed to the evolution
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Tρ−(t)Λ
ξ−′
t is the evolution of a tangent vector (δx, δξ ) along the integral curve γ−, we have
δ
j
x (t)= 12
(
eλj t + e−λj t)δjx + 1
λj
(
eλj t − e−λj t)δjξ + o(δx)
= 1
2
(
eλj t + e−λj t)δjx + o(δx), (5.41)
δ
j
ξ (t)=
λj
4
(
eλj t − e−λj t)δjx + 12(eλj t + e−λj t)δjξ + o(δx)
= λj
4
(
eλj t − e−λj t)δjx + o(δx), (5.42)
since δξ = o(δx) by (5.36). From (5.41) and (5.42), we see that δξ (t) is a function of δx(t), and
that proves the lemma. 
We set
U˜t =
{
Ut for t ∈ [−1, T0],
U∞ for t ∈ ]T0,+∞[. (5.43)
Thanks to Lemma 5.8, there is a smooth function ϕ(t, x, η′) defined on ]−1,+∞[ × U˜t × V−
such that the Lagrangian manifold Λη
′
t is given by
ξ = ∇xϕ(t, x, η′) for x ∈ U˜t . (5.44)
It satisfies of course the eikonal equation
∂tϕ(t, x, η
′)+ p0
(
x,∇xϕ(t, x, η′)
)= 0. (5.45)
Therefore, it follows from [15, Theorem 3.12], that ϕ(t, x, η′) is expandible in the sense of Def-
inition 5.2: There exists a sequence ϕj of smooth functions on ]−1,+∞[ × U˜t × V− which are
polynomials in t , such that for any N,k ∈ N, α ∈ Nd , β ∈ Nd−1
∂kt ∂
α
x ∂
β
η′
(
ϕ(t, x, η′)−
N∑
j=0
ϕj (t, x, η
′)e−μj t
)
=O(e−μN t). (5.46)
Now we set
Γ
η′
t = exp(tHp)Γ η
′
0 , (5.47)
and we have, possibly after shrinking U˜t and V−, the following proposition.
Proposition 5.9. For each η′ ∈ V− and x ∈⋃t U˜t ∩ {x; 0 < |x′| < νx1}, for some ν > 0, there
is a unique time t = t (x, η′) such that x ∈ ΠxΓ η
′
t . Moreover, it is the only critical point for the
function t → ϕ(t, x, η′), and it is a non-degenerate critical point.
J.-F. Bony et al. / Journal of Functional Analysis 252 (2007) 68–125 107Proof. If x ∈ΠxΓ η
′
t , there is a ξ ∈ Rn such that (x, ξ) ∈ Γ η
′
t . Then
ξ = ∇xϕ(t, x, η′), (5.48)
and p0(x, ξ) = 0 since Γ η
′
0 ⊂ p−10 (0) and the Hamiltonian flow preserves the energy. Together
with (5.45), we get that t is a critical point for the function t → ϕ(t, x, η′) if and only if x ∈
ΠxΓ
η′
t .
In the case x ∈U∞, the proposition follows from [15, Lemma 3.14]. For x /∈U∞, it is enough
to see that ∂2t ϕ(t, x, ξ−′) > 0 for x = x−(t). The eikonal equation (5.45) implies
∇x∂tϕ = −2 Hess(ϕ)∇xϕ +L2x/2 +O
((
x2 + |∇xϕ|2
)(∣∣Hess(ϕ)∇xϕ∣∣+ 1)), (5.49)
∂2t ϕ = −2∇x∂tϕ · ∇xϕ +O
(|∇x∂tϕ|(x2 + |∇xϕ|2)). (5.50)
From (5.36), (5.40)–(5.42), we get that Hess(ϕ)=O(1), and that
Hess(ϕ) > o(1), (5.51)
as ε → 0 because δξ = Hess(ϕ)δx for (δx, δξ ) ∈ Tρ−(t)Λξ
−′
t . Since we assume that Πxγ1 is
collinear to x1 (see the remark after (5.2)), we also have
x−(t)= (x−1 (t),0, . . . ,0)+ o(x−1 (t)),
ξ−(t)= (−λ1x−1 (t)/2,0, . . . ,0)+ o(x−1 (t))
and then (5.49) and (5.50) become
∇x∂tϕ
(
t, x−(t), ξ−′
)= −2 Hess(ϕ)ξ−(t)+L2x−(t)/2 +O(x−(t)2), (5.52)
∂2t ϕ
(
t, x−(t), ξ−′
)= −2∇x∂tϕ · ξ−(t)+O(x−(t)3)
= 4t ξ−(t)Hess(ϕ)ξ−(t)−L2x−(t) · ξ−(t)+O(x−(t)3)
−L2x−(t) · ξ−(t)+ o(x−(t)2)
 λ31
(
x−(t)
)2 + o(x−(t)2)
> 0.  (5.53)
As a consequence of Proposition 5.9, we get in particular that, in
Û =
⋃
t
U˜t ∩
{
x; 0 < |x′|< νx1
} (5.54)
where both these functions are defined, we have
∇xψη′(x)= ∇x
(
ϕ
(
t (x, η′), x, η′
))
. (5.55)
Therefore x →ψη′(x) and x → ϕ(t (x, η′), x, η′) differ from a constant. Then, adding a constant
(with respect to t , x) to ϕ(t, x, η′), we can assume that
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(
t (x, η′), x, η′
)= x′ · η′, (5.56)
for any x ∈H− ∩ Û . Furthermore, we can compute the first term in the expansion (5.46):
Lemma 5.10. In the sense of expandible functions, we have
ϕ(t, x, η′)∼ ϕ+(x)+ ψ˜(η′)+
∑
j1
e−μj tϕj (t, x, η′), (5.57)
where the ϕj (t, x, η′) are polynomials in t with smooth coefficients in x,η′, and
ψ˜(η′)= x′(η′) · η′ − ϕ−
(
x(η′)
)
. (5.58)
Moreover, the function ϕ1 does not depend on t and satisfies
ϕ1(x, η
′)= −λ1g−1 (ρη′) · x +O
(
x2
)
. (5.59)
Proof. As we have already mentioned, the asymptotic (5.57) follows from the proofs of [15,
Sections 2 and 3], and we are left with the proof of (5.58). Let us denote by (x(t), ξ(t)) the points
on the curve γη′ defined in Lemma 5.6, with (x(0), ξ(0)) = ρη′ = (x(η′), ξ(η′)) ∈H−×Rd given
by (5.20). We notice that, by (5.57),
ψ˜(η′)= lim
t→+∞ϕ
(
t, x(t), η′
)
. (5.60)
On the other hand, by the eikonal equation (5.45) and since (x(t), ξ(t)) ∈ γη′ ⊂ p−10 (0), we have
∂t
(
ϕ
(
t, x(t), η′
))= (∂tϕ)(t, x(t), η′)+ (∂xϕ)(t, x(t), η′) · (∂tx)(t)
= ξ(t) · (∂tx)(t) = ∇ϕ−
(
x(t)
) · (∂tx)(t)
= ∂t
(
ϕ−
(
x(t)
)) (5.61)
where we use also the fact that γη′ ⊂Λ−. Therefore, we get, with (5.56),
ψ˜(η′)= lim
t→+∞ϕ
(
t, x(t), η′
)− ϕ−(x(t))
= ϕ(0, x(0), η′)− ϕ−(x(0))= x′(η′) · η′ − ϕ−(x(η′)), (5.62)
which is (5.58). The statement about ϕ1 follows from [15, Eq. (3.32)]. 
5.2. The symbol
Now we look for a symbol a(t, x, η′, z, h) =∑k ak(t, x, η′, z)hk such that (5.4) holds. This
leads to the usual transport equations for the aj ’s (see [24, Theorem IV-19]):
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∂ta0 + ∂ξp0(x, ∂xϕ)∂xa0 +
(
1
2
tr
(
∂2ξ,ξp0(x, ∂xϕ)∂
2
x,xϕ
)− i z
h
)
a0 = 0,
∂tak + ∂ξp0(x, ∂xϕ)∂xak +
(
1
2
tr
(
∂2ξ,ξp0(x, ∂xϕ)∂
2
x,xϕ
)− i z
h
)
ak = Fk, k  1,
(5.63)
where Fk(a0, . . . , ak−1) is a differential operator on the a0, . . . , ak−1 with smooth coefficients.
In the Schrödinger case (p = ξ2 + V (x)), these equations become the more familiar:
⎧⎪⎪⎨⎪⎪⎩
∂ta0 + 2∇xϕ · ∇xa0 +
(
xϕ − i z
h
)
a0 = 0,
∂tak + 2∇xϕ · ∇xak +
(
xϕ − i z
h
)
ak = ixak−1, k  1.
(5.64)
Let us denote by xη′(t) the spacial projection of the curve γη′ defined in Lemma 5.6. As in [15],
using the time-dependent change of coordinates y = x − xη′(t), the transport equations (5.63)
can be written as
∂tak +
(
∂ξp0
(
xη′(t)+ y, ∂xϕ
(
t, xη′(t)+ y
))− ∂ξp0(xη′(t), ∂xϕ(t, xη′(t))))∂yak
+
(
1
2
tr
(
∂2ξ,ξp0
(·, ∂xϕ(t, ·))∂2x,xϕ(t, ·))− i zh
)(
xη′(t)+ y
)
ak = Fk. (5.65)
We also want that the function u given by (5.3) satisfies the initial condition u = u0 microlo-
cally in U . Performing a formal stationary phase expansion with respect to t in (5.3), we get, for
x = (ε, x′) ∈H−,
u(x,h) = 1
(2πh)d−1
∫ ∫
T ∗Rd−1
ei(x
′·η′−y′·η′)/ha˜(x′, η′, z, h)u0(ε, y′) dy′ dη′, (5.66)
where a˜(x′, η′, z, h) is another classical symbol, whose principal part is given by
a˜0 = eiπ/4 a0(t (x, η
′), x, η′, z, h)
|∂2t t ϕ(t (x, η′), x, η′)|1/2
· (5.67)
Since we want that u(x,h) coincides with u0(x,h) on H−, we look for a symbol a(t, x, η′, z, h)
such that
a˜(x′, η′, z, h)= 1 +O(h∞). (5.68)
From the structure of the stationary phase expansion, there exists a unique formal classical sym-
bol aini(x′, η′, z, h) which solves the problem (5.68). And since the vector field (∂t ,∇xϕ · ∇x) is
not tangent to the hypersurface R ×H− in Rd+1, we can determine uniquely solutions aj to the
problem (5.63) which satisfy
a(t, x, η′, z, h)= aini(x′, η′, z, h), (5.69)
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ter z.
Moreover, by (5.65) and Proposition 5.3, the functions ak are expandible with respect to
(x, η′) in the modified sense that the family of exponents is now (S +μj )j∈N, where
S = S(z/h) =ϕ+(0)− i z
h
=
d∑
j=1
λj
2
− i z
h
· (5.70)
We can also find a realization a, holomorphic with respect to z, of the asymptotic sum∑
ak(t, x, η
′, z)hk such that
a(t, x, η′, z, h) ∈ S0,ReS (5.71)
and
r = e−iϕ/h(hDt + P(x,hD)− z)aeiϕ/h ∈ S∞,ReS. (5.72)
Now we want to give a meaning to the integral
+∞∫
−1
eiϕ(t,x,η
′)/hχ(t)a(t, x, η′, z, h) dt, (5.73)
where χ ∈ C∞(]−1,+∞[) equal to 1 near [0,+∞[. Notice that with respect to the situation
in [15, Section 4], here we have to deal with an oscillatory integral. As soon as ReS > 0, this
integral is absolutely convergent. But if ReS  0, there might exist j ’s in N such that ReS +
μj  0, and then the integral above has no obvious meaning. Nevertheless, we explain now how
to obtain a solution even in that case.
We set
K1 = E
(
C1
λ1
−
∑
λj
2λ1
)
+ 1, (5.74)
and we also denote ϕ∞(x, η′)= ϕ+(x)+ ψ˜(η′), ϕ (t, x, η′)= ϕ−ϕ∞ =O(e−λ1t ). Then we can
write
aeiϕ/h = aeiϕ/h −
∑
k<K1
a
k!
(
iϕ 
h
)k
eiϕ∞/h +
∑
k<K1
a
k!
(
iϕ 
h
)k
eiϕ∞/h. (5.75)
From our choice for K1, there exists δ > 0 such that for all (α,β, γ ) ∈ N1+d+(d−1) and z ∈
[−C0h,C0h] + i[−C1h,C1h],
∂αt ∂
β
x ∂
γ
η′
(
aeiϕ/h −
∑
k<K1
a
k!
(
iϕ 
h
)k
eiϕ∞/h
)
 h−K1−|α|−|β|−|γ |e−3δt , (5.76)
uniformly with respect to h and t .
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b =
∑
k<K1
a
k!
(
iϕ 
h
)k
∼
∑
1−K1k
bk(t, x, η
′, z)hk (5.77)
is expandible for the family of exponents (S +μj )j :
bk(t, x, η
′, z)∼
∑
j
bk,j (t, x, η
′, z)e−(S+μj )t , (5.78)
where bk,j is polynomial with respect to t . Let J1 ∈ N be such that
μJ1 > 2δ −
d∑
j=1
λj/2 +C1. (5.79)
As in [15], for an expandible symbol satisfying (5.77) and (5.78), we define
[bk]− =
∑
j<J1
bk,j e
−(S+μj )t ∈ S0,ReS and [bk]+ = bk − [bk]− ∈ S0,2δ. (5.80)
Using Borel’s lemma, we can find [b]+ and then [b]−, holomorphic with respect to z in
[−C0h,C0h] + i[−C1h,C1h], such that
[b]+ ∼
∑
−K1k
[bk]+hk ∈ S1−K1,2δ and [b]− = b − [b]+ ∈ S1−K1,ReS. (5.81)
Then the function
A+(t, x, η′, z, h)= aeiϕ/h −
∑
k<K1
a
k!
(
iϕ 
h
)k
eiϕ∞/h + [b]+eiϕ∞/h, (5.82)
satisfies an estimate like (5.76), with δ instead of 3δ. As in [15, Lemma 4.1], A+ satisfies the
following proposition.
Proposition 5.11. For all (α,β, γ ) ∈ N1+d+(d−1) and N > 0, we have, uniformly with respect to
z ∈ [−C0h,C0h] + i[−C1h,C1h],∣∣∂αt ∂βx ∂γη′(hDt + P(x,hD)− z)A+∣∣ Cα,β,NhNe−δt . (5.83)
Proof. The main difference with [15, Lemma 4.1] is that, here, P is a pseudodifferential opera-
tor. Let c(t, x, η′, z, h) be an expandible symbol like b (see (5.78)). From the definition of [ck]+
given by (5.80), we have
∂t [ck]+ = [∂t ck]+ and ∂η′ [ck]+ = [∂η′ck]+, (5.84)
so that
112 J.-F. Bony et al. / Journal of Functional Analysis 252 (2007) 68–125∂t [c]+ − [∂t c]+ ∈ S∞,2δ and ∂η′ [c]+ − [∂η′c]+ ∈ S∞,2δ. (5.85)
Let Q be a pseudodifferential operator with classical symbol q(x, η′, ξ, z, h) ∈ S0h(1) that
does not depend on t . Then, there exist (Qk˜)˜k∈N, a family of differential operators in x with
S0(1) coefficients, such that, for all d(t, x, η′, z, h) ∈ SA,B with A,B > 0,
Qd =
∑
k˜0
(Qk˜d)h
k˜ modulo S∞,B . (5.86)
Moreover, if d is a classical expandible symbol, Qd is also a classical expandible symbol.
Using this property with the ck’s, we get
Qc ∼
∑
k0
Qckh
k modulo S∞,ReS
∼
∑
l0
( ∑
k+k˜=l
Qk˜ck
)
hl modulo S∞,ReS. (5.87)
Since Q does not depend on t , we have
[Qk˜ck]+ =Qk˜[ck]+. (5.88)
Then, (5.87) and (5.88) imply that Qc is a classical expandible symbol and
[Qc]+ ∼
∑
l0
[( ∑
k+k˜=l
Qk˜ck
)]
+
hl modulo S∞,2δ
∼
∑
l0
( ∑
k+k˜=l
[Qk˜ck]+
)
hl modulo S∞,2δ
∼
∑
l0
( ∑
k+k˜=l
Qk˜[ck]+
)
hl modulo S∞,2δ
∼Q[c]+ modulo S∞,2δ. (5.89)
It follows that [Qc]− ∼Q[c]− modulo S∞,2δ .
Let q(x, η′, ξ, z, h) ∈ S0h(1) be the (time independent) symbol of the pseudodifferential oper-
ator
Q= e−iϕ∞/hP (x,hD)eiϕ∞/h. (5.90)
From (5.72), we get, for all ε,N > 0,∣∣∂αt ∂βx ∂γη′(hDt +Q− z)aeiϕ /h∣∣ hNe−(ReS+ε)t .
This estimate, combined with (5.76), gives
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Since b is a classical expandible symbol, d = ∂αt ∂βx ∂γη′(hDt + Q − z)b is also a classical ex-
pandible symbol. Then (5.91) implies the following lemma.
Lemma 5.12. We have[
∂αt ∂
β
x ∂
γ
η′(hDt +Q− z)b
]
− = 0 modulo S∞,2δ. (5.92)
Proof. If there exists k such that [dk]− = 0, we set ĵ < J1 the first index such that there exists k
with dk,ĵ = 0. Then, let k̂ be the first index with dk̂,ĵ = 0. Using (5.91), we get that, for all N > 0
and ε > 0,
|dk̂,ĵ | h−Ce(λĵ−3δ)t + hNeCt +
∑
k<k̂
|dk|hk−k̂eλĵ t + heεt
 h−Ce(λĵ−3δ)t + hNeCt + h−Ce(λĵ−λĵ+1+ε)t + heεt , (5.93)
where the constant C does not depend on N,ε, t, h, x, η′, z. Notice that λĵ − 3δ < 0 and λĵ −
λĵ+1 < 0. Taking h= e−μt with μ> 0 small enough, we get
|dk̂,ĵ | e−μt/2, (5.94)
for ε small enough and N large enough. This implies dk̂,ĵ = 0, and this is a contradiction. 
Now we finish the proof of Proposition 5.11. Using (5.72), (5.82), (5.89) and (5.92), we get∣∣∂αt ∂βx ∂γη′(hDt + P(x,hD)− z)A+∣∣
 hNe(ReS+ε)t + ∣∣∂αt ∂βx ∂γη′(hDt + P(x,hD)− z)[b]−eiϕ∞/h∣∣
= hNe(ReS+ε)t + ∣∣∂αt ∂βx ∂γη′(hDt +Q(x,hD)− z)[b]−∣∣
 hNe(ReS+ε)t . (5.95)
The proposition follows, taking a geometric mean between the two estimates (5.76) and
(5.95). 
Recalling that the functions
bk,j (t, x, η
′, z)=
∑
l
bk,j,l(x, η
′, z)t l, (5.96)
are polynomial with respect to t , we can find a function A−, holomorphic with respect to z ∈
[−C0h,C0h] + i[−C1h,C1h] \ (Γ0(h)+D(0, νh)), such that
A−(x, η′, z, h)∼
∑
hk
∑ l!
(S +μj )l+1 bk,j,l(x, η
′, z). (5.97)k1−K1 j<J1,l
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∫ +∞
0 χ(t)[b]−(t, x, η′, z, h) dt . At last, we set
u(x,η′, z, h)=A−(x, η′, z, h)+
+∞∫
−1
χ(t)A+(t, x, η′, z, h) dt, (5.98)
and we have
Proposition 5.13. (See [15, Proposition 4.2].) The function u(x,η′, z, h) is holomorphic with
respect to z ∈ [−C0h,C0h] + i[−C1h,C1h] \ (Γ0(h)+D(0, νh)) and satisfies, for all (β, γ ) ∈
N
d+(d−1)
,
∂βx ∂
γ
η′u=O
(
h−K1−|β|−|γ |
)
, (5.99)
∂βx ∂
γ
η′
(
P(x,hD)− z)u=O(h∞), (5.100)
for x ∈⋃t>−1/2 U˜t and η′ ∈ V−. Moreover, for x ∈H−, we have
u= (1 + r(x, η′, z, h))eix′·η′/h, (5.101)
where r ∈ S∞(1).
Proof. The estimate (5.99) follows from (5.82) and (5.97). Now from (5.11), we get
∂βx ∂
γ
η′
(
P(x,hD)− z) +∞∫
−1
χA+ dt =
+∞∫
−1
∂βx ∂
γ
η′
(
hDt + P(x,hD)− z
)
χA+ dt
=O(h∞)+ +∞∫
−1
∂βx ∂
γ
η′(hDtχ)A+ dt, (5.102)
so that the left-hand side is microlocally 0 in Ω since A+ = 0 microlocally in that set for t ∈
supp(∂tχ)⊂ ]−1,−1/2[.
On the other hand, from (5.92), we have∑
1−K1k˜k
Qk˜bk−k˜,j,l −
z
h
bk−1,j,l = i(l + 1)bk−1,j,l+1 − i(S +μj )bk−1,j,l . (5.103)
Then
(P − z)A−eiϕ∞/h
= eiϕ∞/h(Q− z)A−
∼ eiϕ∞/h
∑
k
hk
∑
j<J ,l
l!
(S +μj )l+1
( ∑
˜ Qk˜bk−k˜,j,l −
z
h
bk−1,j,l
)
1 1−K1kk
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∑
k
hk
( ∑
j<J1,l
(l + 1)!
(S +μj )l+1 bk−1,j,l+1 −
∑
j<J1,l
l!
(S +μj )l bk−1,j,l
)
. (5.104)
Therefore (P − z)A−eiϕ∞/h = 0 microlocally in Ω . One can also differentiate (5.104), and
obtain the corresponding estimates. Then (5.100) follows from (5.102) and (5.104). Eventually,
(5.101) follows from the fact that, for x ∈H−, a has a compact support in t : the formal stationary
phase expansion (5.66) can be given a meaning, and gives this last estimate. 
6. The symbol of the transition operator
Now we finish the proof of Theorem 2.6. We compute the principal symbol of the operator
J (z), defined after Theorem 2.5, that is the microlocal value of the solution u in Theorem 5.1 at
some point ρ+ ∈Λ+ \ Λ˜+(ρ−) (see the definition after (2.27)).
As in [15, Section 5], we can assume K1 = 0 (see (5.74)) since the general case can be treated
the same way. In that case, we recall that the solution u of the problem (5.1) can be written as
u(x,h) = 1
(2πh)d− 12
∫ ∫
T ∗Rd−1
+∞∫
−1
ei(ϕ(t,x,η
′)−y′η′)/ha(t, x, η′, z, h)u0(ε, y′) dt dy′ dη′, (6.1)
where ϕ is defined in Section 5.1 and has the properties given in (5.57)–(5.58), and a is the
symbol described in Section 5.2.
First of all, we compute the principal term a0 of the symbol a in (6.1). Performing again a
formal stationary phase with respect to t in (5.3), we obtain, for x = (ε, x′) ∈H−,
u(x,h)= 1
(2πh)d−1
∫ ∫
T ∗Rd−1
ei(x·η′−y′·η′)/ha˜(x, η′, z, h)u0(ε, y′) dy′ dη′, (6.2)
where a˜ = 1 by our choice in (5.69). In particular for x ∈H−, we have
a0
(
t (x, η′), x, η′, z
)= e−iπ/4∣∣∂2t t ϕ(t (x, η′), x, η′)∣∣1/2. (6.3)
Notice that we have done so that, microlocally near Λ−,
1
(2πh)d−1/2
+∞∫
−1
eiϕ(t,x,η
′)/ha(t, x, η′, h, z) dt = b(x, η′, h)eiψη′ (x)/h, (6.4)
where b(x, η′, h)= (2πh)−(d−1)∑∞j=0 hjbj (x, η′), is a symbol such that{
(P − z)(b(x, η′, h)eiψη′ (x)/h)=O(h∞) near γη′ ,
b(x, η′, h)= a˜(x, η′, z, h)= 1 on H−.
(6.5)
The principal symbol b0 of b satisfies
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′)= eiπ/4 a0(t (x, η
′), x, η′, z)
|∂2t t ϕ(t (x, η′), x, η′)|1/2
, (6.6)
and it is a solution of the first transport equation⎧⎨⎩ ∂ξp0(x, ∂xψη′)∂xb0 +
(
1
2
tr
(
∂2ξ,ξp0(x, ∂xψη′)∂
2
x,xψη′
)− i z
h
)
b0 = 0 near γη′ ,
b0(x, η
′)= a˜0(x′, η′)= 1 on H−.
(6.7)
In the Schrödinger case, the first equation of (6.7) can be written as
2∇ψη′ · ∇b0 + (ψη′)b0 − iz
h
b0 = 0 near γη′ .
We calculate b0, starting with the computation of the trace in (6.7) (as e.g. in the book of
V. Maslov and M. Fedoriuk [20]). Let (x(t, x′, η′), ξ(t, x′, η′)) be the Hamiltonian curve with
initial condition(
x(0, x′, η′), ξ(0, x′, η′)
)= (x−1 , x′, f−(x−1 , x′, η′), η′) ∈Λψη′ . (6.8)
With the notations of Lemma 5.6, this curve is γη′ when x′ = x′(η′). As usual, we have
∂t ln
∣∣∣∣det ∂x(t, x′, η′)∂(t, x′)
∣∣∣∣= tr(∂2ξ,ξp0(x, ∂xψη′)∂2x,xψη′), (6.9)
and then (6.7) becomes
∂t
(√∣∣∣∣det ∂x(t, x′, η′)∂(t, x′)
∣∣∣∣b0(x(t, x′, η′), η′))= izh
√∣∣∣∣det ∂x(t, x′, η′)∂(t, x′)
∣∣∣∣b0(x(t, x′, η′), η′), (6.10)
which gives
b0
(
x(t, x′, η′), η′
)=
√
|∂ξ1p0(x−1 , x′, f−(x−1 , x′, η′), η′)|√∣∣det ∂x(t,x′,η′)
∂(t,x′)
∣∣ eitz/h. (6.11)
We are interested in taking the limit t → +∞ in this expression. The point is that, as t → +∞,
1
2
∂t ln
∣∣∣∣det ∂x(t, x′, η′)∂(t, x′)
∣∣∣∣= d∑
j=1
λj/2 − λ1 +O
(
e−μ̂1t
)
. (6.12)
Indeed, starting from (6.9), we have
∂2ξ,ξp0(x, ∂xψη′)= 2 +O
(
e−λ1t
)
, (6.13)
as a matrix, for x ∈ γη′(t). On the other hand, writing ψη′(x) = ϕ(t (x, η′), x, η′) and using the
fact that (∂tϕ)(t (x, η′), x, η′)= 0, we get
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(
t (x, η′), x, η′
)
, (6.14)
so that
∂2xj ,xkψη′ = ∂2xj ,xkϕ +
(
∂2t,xj ϕ
)
(∂xk t). (6.15)
Now using (5.57), we have,
∂2x,xϕ = ∂2x,xϕ+ +O
(
e−λ1t
)= L
2
+O(e−λ1t), (6.16)
and
∂2t,xj ϕ = −λ1(∂xj ϕ1)e−λ1t +O
(
e−μ2t
)
=
{
λ21|g−1 |e−λ1t +O(e−μ2t ) if j = 1,
O(e−μ2t ) if j = 1. (6.17)
Then using again the fact that (∂tϕ)(t (x, η′), x, η′)= 0, we get
∂xk t =
{
−|g−1 |−1λ−11 eλ1t +O(e(λ1−μ̂1)t ) if k = 1,
O(e(λ1−μ̂1)t ) if k = 1.
(6.18)
Using (6.17) and the estimates (6.16)–(6.18), we obtain
1
2
tr
(
∂2ξ,ξp0(x, ∂xψη′)∂
2
x,xψη′
)= d∑
j=1
λj/2 − λ1 +O
(
e−μ̂1t
)
, (6.19)
on γη′(t). Therefore, we shall write (6.11) as
b0
(
x(t, x′, η′), η′
)= e(λ1−S(z/h))t e(∑λj /2−λ1)t− 12 ln∣∣det ∂x(t,x′,η′)∂(t,x′) ∣∣
×
√∣∣∂ξ1p0(x−1 , x′, f−(x−1 , x′, η′), η′)∣∣. (6.20)
Now we compute (∂2t,t ϕ)(t (x, η′), x, η′) on the curve γη′ . We have ∂tϕ = −p(x, ∂xϕ), and
∂2t,t ϕ = −2(∂xϕ) · (∂t,xϕ). (6.21)
But, on γη′ , we have (6.17) and
∂xj ϕ = ∂xj ϕ+ + ∂xj ϕ1e−λ1t +O
(
e−μ2t
)
=
{
−|g−1 |λ12 e−λ1t +O(e−μ2t ) if j = 1,
O(e−μ2t ) if j = 1.
(6.22)
Therefore, (6.21) becomes, with γη′(t)= (xη′(t), ξη′(t)),
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(
t, xη′(t), η
′)= ∣∣g−1 ∣∣2λ31e−2λ1t(1 +O(e−μ̂1t)). (6.23)
We recall that a0 is expandible, namely
a0(t, x, η
′)∼
∞∑
j=0
a0,j (t, x, η
′)e−(S(z/h)+μj )t , (6.24)
where a0,j are polynomials with respect to t , and a0,0 does not depend on t . Using (6.6), (6.20),
(6.23) and (6.24), we get
a0,0
(
xη′(t), η
′)= ∣∣g−1 ∣∣λ3/21 e−iπ/4√∣∣∂ξ1p0(x−1 , x′, f−(x−1 , x′, η′), η′)∣∣
× e(
∑
λk/2−λ1)t− 12 ln
∣∣det ∂x(t,x′)
∂(t,x′)
∣∣
b0(xη′ , η
′)+O(e−μ̂1t), (6.25)
where μ̂1 = μ2 −μ1, and then, since xη′ ∈H−,
a0,0(0, η′)=
∣∣g−1 ∣∣λ3/21 e−iπ/4√∣∣∂ξ1p0(x−1 , x′, f−(x−1 , x′, η′), η′)∣∣ limt→+∞ e(
∑
λk/2−λ1)t√∣∣det ∂x(t,x′)
∂(t,x′)
∣∣ . (6.26)
Notice that the above limit exists thanks to (6.9) and (6.19).
Finally we compute the solution u(x,h) given by (5.3) microlocally near ρ+. Since ρ+ ∈
Λ+ \ Λ˜+(ρ−), we can use the calculus of [15, Section 5] and we get, microlocally near ρ+,
+∞∫
−1
eiϕ(t,x,η
′)/ha(t, x, η′, z, h) dt = c(x, η′, h)ei(ϕ+(x)+ψ˜(η′))/h. (6.27)
Here c(x, η′, h) is a symbol of class S0h which satisfies
c(x, η′, h)∼
∞∑
j=0
cj (x, η
′, lnh)hS(z/h)/λ1+μ̂j /λ1, (6.28)
where the cj (x, η′, lnh) are polynomial with respect to lnh and, in particular,
c0(x, η
′)= 1
λ1
(
ϕ1(x)/i
)−S(z/h)/λ1(S(z/h)/λ1)a0,0(x, η′), (6.29)
does not depend on lnh. Here  denotes Euler’s Gamma function, and (μ̂j )j0 is the increasing
sequence of the linear combinations over N of the (μk −μ1)’s, k  2.
On the other hand, since we want that the function u(x,h), given by
u(x,h)= 1
(2πh)d−1/2
∫ ∫
∗ d−1
c(x, η′, h)ei(ϕ+(x)+ψ˜(η′)−y′·η′)/hu0(y) dy′ dη′, (6.30)
T R
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usual transport equation:
∂ξp0(x, ∂xϕ+)∂xc0 +
(
1
2
tr
(
∂2ξ,ξp0(x, ∂xϕ+)∂2x,xϕ+
)− i z
h
)
c0 = 0. (6.31)
Thus, if (x(t), ξ(t)) is the integral curve of Hp in Λ+ with initial condition ρ = (x,∇ϕ+(x)),
we have
c0
(
x(t), η′
)= eitz/h− 12 ∫ t0 tr(∂2ξ,ξ p0(·,∂xϕ+)∂2x,xϕ+)(x(s)) dsc0(x, η′). (6.32)
Let us compute c0(x(t), η′) using (6.29). Since ρ+ /∈ Λ˜+(ρ−), we can assume that ρ /∈ Λ˜+(ρ−)
for ρ close enough to ρ+. In particular ρ /∈ Λ˜+ and then
x(t)∼
∞∑
j=1
g+j (t)e
μj t , (6.33)
as t → −∞, where the g+j (t) are polynomials with respect to t and g+1 (t) does not depend on t ,
ϕ1
(
x(t)
)= −λ1(g−1 (ρη′) · g+1 (ρ))eλ1t +O(e(μ2−ε)t), (6.34)
and Eqs. (6.29) and (6.32) give
c0(x, η
′)= 1
λ1
e
1
2
∫ t
0 (tr(∂
2
ξ,ξ p0(·,∂xϕ+)∂2x,xϕ+)(x(s))−
∑
λl) ds
(
iλ1
(
g−1 (ρη′) · g+1 (ρ)
))−S(z/h)/λ1
× (S(z/h)/λ1)a0,0(x(t), η′)+O(eεt)
= 1
λ1
e
1
2
∫ −∞
0 (tr(∂
2
ξ,ξ p0(·,∂xϕ+)∂2x,xϕ+)(x(s))−
∑
λj ) ds
(
iλ1
(
g−1 (ρη′) · g+1 (ρ)
))−S(z/h)/λ1
× (S(z/h)/λ1)a0,0(0, η′). (6.35)
At last, we go back to (6.30) and we perform a stationary phase expansion with respect to η′
in that integral. Recalling (5.58), we can write
u(x,h)= 1
(2πh)d−1/2
∫ ∫
T ∗Rd−1
eiϕ(x,η
′,y′)/hc(x, η′, h)u0(y) dy′ dη′, (6.36)
where
ϕ(x,η′, y′)= ϕ+(x)+
(
x′(η′)− y′) · η′ − ϕ−(x(η′)). (6.37)
We have
∇η′ϕ(x,η′, y′)=
(
x′(η′)− y′)+ ∇η′x′(η′) · (η′ − ∇x′ϕ−(x(η′)), (6.38)
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to Λ− (see (5.20)), so that ∇ϕ−(x(η′)) = ξ(η′), and in particular ∇x′ϕ−(x(η′)) = η′. Thus the
last term in (6.38) vanishes, and η′ → ϕ(x,η′, y′) has a unique critical point η′(y′), such that
y′ = x′(η′(y′)), with critical value
ϕ˜(x, y′)= ϕ(x,η′(y′), y′)= ϕ+(x)− ϕ−(ε, y′). (6.39)
Moreover, since ∇2
η′x′ϕ−(x(η
′)) = I , we have
∇2η′η′ϕ(x,η′, y′)= ∇η′x′(η′)=
(∇2x′x′ϕ−(x(η′)))−1. (6.40)
Thus, there exists a symbol d(x, y′, z, h) ∼ ∑j0 dj (x, y′, z, lnh)hμ̂j /λ1 ∈ S0h(1), with
dj (x, y
′, z, lnh) polynomial with respect to lnh, such that
J (z)u0(x,h)= h
S(z/h)/λ1
(2πh)d/2
∫
Rd−1
d(x, y′, z, h)ei(ϕ+(x)−ϕ−(ε,y′))/hu0(ε, y′) dy′, (6.41)
microlocally near ρ+. Moreover the principal symbol d0 of d is independent of lnh, and can be
written as
d0(x, y
′, z)= e−i(d−1)π/4∣∣det∇2y′y′ϕ−(ε, y′)∣∣1/2c0(x,η′(y′)), (6.42)
where c0(x, η′(y′)) is given by (6.35) and (6.26), and this finishes the proof Theorem 2.6.
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Appendix A. A review of h-pseudodifferential calculus
One of the main tool of this paper is the so-called h-pseudodifferential calculus, and we review
here some basic facts. Since we deal with self-adjoint operators and spectral properties, we shall
only use Weyl quantization. First we recall this calculus in standard classes of symbols, following
closely [9, Chapter 7] (see also [18]).
We say that m :T ∗Rd → [0,+∞[ is an order function when there are C, N > 0 such that
m(X)C〈X − Y 〉Nm(Y ).
If m(x, ξ) is an order function, and δ  0 a real number, we say that a function a(x, ξ,h) ∈
C∞(T ∗Rd) is a symbol of class Sδh(m) when
∀α ∈ N2d , ∃Cα > 0, ∀h ∈ ]0,1],
∣∣∂αx,ξ a(x, ξ,h)∣∣ Cαh−δ|α|m(x, ξ). (A.1)
If e(h) is a function of h only, sometimes we write Sδh(e(h)m) instead of e(h)Sδh(m).
If a(x, ξ,h) is a symbol of class Sδh(m), we define the h-pseudodifferential operator Oph(a)
with symbol a by
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(
R
d
)
,
(
Oph(a)u
)
(x)= 1
(2πh)n
∫ ∫
ei(x−y)·ξ/ha
(
x + y
2
, ξ
)
u(y)dy dξ. (A.2)
We also denote by Ψ δh (m) the space of operators Oph(Sδh(m)).
The composition rule between pseudodifferential operators in Ψ δh (m) is given in the following
proposition. It is an easy adaptation of [9, Proposition 7.7]:
Proposition A.1. If a1 ∈ Sδ1h (m1) and a2 ∈ Sδ2h (m2) with 0  δ1, δ2  12 and δ1 + δ2 < 1, then
Oph(a1) ◦Oph(a2) belongs to Ψ max(δ1,δ2)h (m1m2), and, for any N ∈ N, its symbol a1 # a2 verifies
(a1 # a2)(x, ξ)= e ih2 σ(Dx,Dξ ,Dy,Dη)
(
a1(x, ξ)a2(y, η)
)∣∣
y=x,η=ξ
=
N−1∑
k=0
1
k!
((
ih
2
σ(Dx,Dξ ,Dy,Dη)
)k
a1(x, ξ)a2(y, η)
)∣∣∣
y=x,η=ξ
+ hN(1−δ1−δ2)Smax(δ1,δ2)h (m1m2). (A.3)
Notice that in this proposition and below, we use the standard notation σ(Dx,Dξ ,Dy,Dη)=
DξDy −DxDη.
To control the norm of a pseudodifferential operator in L(L2(Rd)), we use the following
classical result.
Theorem A.2 (Calderòn–Vaillancourt). Let a ∈ Sδh(1) with 0 δ  1/2. Then there exists C > 0
such that
∀u ∈ L2(Rd), ∥∥Oph(a)u∥∥L2(Rd )  C‖u‖L2(Rd ). (A.4)
Furthermore, C is bounded by a semi-norm of a ∈ Sδh(1).
We now recall the semiclassical sharp Gårding inequality and Fefferman–Phong’s inequality.
Theorem A.3 (Gårding’s inequality). Let a(x, ξ,h) be a real-valued symbol in S0h(1). If
a(x, ξ,h) 0 for all (x, ξ, h) ∈ T ∗Rd × ]0,1], then there exists C > 0 such that
∀u ∈ L2(Rd), (Oph(a)u,u)L2(Rd ) −Ch‖u‖2L2(Rd ). (A.5)
Furthermore, C is bounded by a semi-norm of a ∈ S0h(1).
Theorem A.4 (Fefferman–Phong’s inequality). Let a(x, ξ,h) be a real-valued symbol in S0h(1).
If a(x, ξ,h) 0 for all (x, ξ, h) ∈ T ∗Rd × ]0,1], then there exists C > 0 such that
∀u ∈ L2(Rd), (Oph(a)u,u)L2(Rd ) −Ch2‖u‖2L2(Rd ). (A.6)
Furthermore, C is bounded by a semi-norm of a ∈ S0(1).h
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particular case of the semiclassical Weyl–Hörmander calculus. Let m(x, ξ) be an order function.
We say that a function a(x, ξ,h) is a symbol of class S˜h(m) if ∀α,β ∈ Nd , ∃Cα,β > 0 such that,
∀h 1, ∣∣∂αx ∂βξ a(x, ξ,h)∣∣ Cα,βm(x, ξ)〈x〉−|α|/2〈ξ 〉−|β|/2. (A.7)
Concerning the product rule, we have the following result, which is similar to Proposition A.1.
Proposition A.5. If a1 ∈ S˜h(m1) and a2 ∈ S˜h(m2), then Oph(a1) ◦ Oph(a2) is a pseudodifferen-
tial operator of class S˜h(m1m2) and its symbol is given by
a # b(x, ξ)= e ih2 σ(Dx,Dξ ,Dy,Dη)(a(x, ξ)b(y, η))∣∣
y=x,η=ξ (A.8)
=
N−1∑
k=0
1
k!
((
ih
2
σ(Dx,Dξ ,Dy,Dη)
)k
a(x, ξ)b(y, η)
)∣∣∣
y=x,η=ξ (A.9)
+ hN S˜h
(〈x〉−N/2〈ξ 〉−N/2m1m2). (A.10)
Proof. We follow the proof of [9, Proposition 7.7]. Since aj ∈ S0h(mj ), we now that Oph(a1) ◦
Oph(a2) is a pseudodifferential operator whose symbol in S0h(m1m2) is given by (A.8). Let X =
(x, y, ξ, η), X˜ = (˜x, y˜, ξ˜ , η˜ ) and χ ∈ C∞0 (R4d) be equal to 1 near 0. Using Fourier’s inversion
formula, one can show that, if we set
I (X)= e ih2 σ(DX˜)
(
χ
(
X − X˜
〈X〉μ
)
a1a2(X˜)
)
(X)−
∑
jN−1
1
j !
(
ih
2
σ(DX)
)j
a1a2(X), (A.11)
we have
∣∣I (X)∣∣ hN ∑
|α|d/2+1
∥∥∥∥DαX˜σ (DX˜)N(χ(X − X˜〈X〉μ
)
a1a2(X˜)
)∥∥∥∥
L2
X˜
. (A.12)
Now, using the estimate (A.7), we have∣∣∣∣DαX˜σ (DX˜)N(χ(X − X˜〈X〉μ
)
a1a2(X˜)
)∣∣∣∣

∑
|β|+|γ |=N
∣∣∣∣DαX˜∂βx˜ ∂βη˜ ∂γy˜ ∂γξ˜
(
χ
(
X − X˜
〈X〉μ
)
a1a2(X˜)
)∣∣∣∣

∑
|β|+|γ |=N
∑
0j,k|β|
0l,m|γ |
〈X〉−jμ〈˜x 〉−(|β|−j)/2〈X〉−kμ〈˜η 〉−(|β|−k)/2
× 〈X〉−lμ〈y˜ 〉−(|γ |−l)/2〈X〉−mμ〈˜ξ〉−(|γ |−m)/2m1(X˜)m2(X˜). (A.13)
But since X˜ is in the support of χ((X − X˜)〈X〉−μ), we also have
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{ 〈X〉−2|β|μ/3 for j  2|β|/3,
〈x〉−|β|/6〈X〉|β|μ/2 for j  2|β|/3. (A.14)
Therefore, using the fact that mj are order functions, we obtain the estimate∣∣I (X)∣∣ hN 〈X〉N0m1m2(X) ∑
|β|+|γ |=N
(〈X〉−2|β|μ/3 + 〈x〉−|β|/6〈X〉|β|μ/2)
× (〈X〉−2|β|μ/3 + 〈η〉−|β|/6〈X〉|β|μ/2)(〈X〉−2|γ |μ/3 + 〈y〉−|γ |/6〈X〉|β|μ/2)
× (〈X〉−2|γ |μ/3 + 〈ξ 〉−|γ |/3〈X〉|β|μ/6), (A.15)
where N0 is independent of N .
Now, if we assume y = x and η = ξ , we have,(〈X〉−2|β|μ/3 + 〈x〉−|β|/6〈X〉|β|μ/2)(〈X〉−2|β|μ/3 + 〈η〉−|β|/6〈X〉|β|μ/2)
 〈x, ξ 〉−|β|μ/6 + 〈x〉−|β|/6〈ξ 〉−|β|/6〈x, ξ 〉|β|μ
 〈x, ξ 〉−|β|(1/6−μ), (A.16)
so that (A.15) gives∣∣I (x, ξ, x, ξ)∣∣ hN 〈x, ξ 〉−(1/6−μ)N+N0m1(x, ξ)m2(x, ξ). (A.17)
One obtains the same way the same estimate for the derivatives of I , and we are left with the
estimate of
J (X) := e ih2 σ(DX˜)
((
1 − χ
(
X − X˜
〈X〉μ
))
a1a2(X˜)
)
(X) (A.18)
= 1
(2πh)2d
∫
e−2iσ (X−X˜)/h
(
1 − χ((X − X˜)〈X〉−μ))a1a2(X˜) dX˜. (A.19)
We make integrations by parts, using the operator
tL= (∂X˜σ (X − X˜))−2(∂X˜σ (X − X˜)).∂X˜. (A.20)
At each integration, we gain a factor h and an |X − X˜|−1, which is lower than 〈X〉−μ on the
support of 1 − χ . Then, for each M  1,∣∣J (X)∣∣ hM−2d〈X〉−(M−M0)μ ∑
|α|M
∥∥〈X − X˜〉M0∂α
X˜
a1a2
∥∥
L1
X˜
 hM−2d〈X〉−(M−M0)μm1(X)m2(X)
∥∥〈X − X˜〉M0〈X − X˜〉M0∥∥
L1
X˜
. (A.21)
Eventually, if y = x and η = ξ , we get, for all M ∈ N,∣∣J (x, ξ, x, ξ)∣∣ hM 〈x, ξ 〉−Mm1(x, ξ)m2(x, ξ). (A.22)
124 J.-F. Bony et al. / Journal of Functional Analysis 252 (2007) 68–125We can prove also the same estimates for the derivatives of J , and the proposition follows
from (A.17) and (A.22). 
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