Abstract. We consider the boundary value problem
Introduction and main results
Let ∆ p u = div(|∇u| p−2 ∇u) denote the p-Laplacian operator. We consider, for any 1 < p < ∞, the boundary value problem (P λ ) − ∆ p u = λc(x)|u| p−2 u + µ(x)|∇u| p + h(x) , u ∈ W The study of quasilinear elliptic equations with a gradient dependence up to the critical growth |∇u| p was initiated by L. Boccardo, F. Murat and J.P. Puel in the 80's and it has been an active field of research until now. Under the condition λc(x) ≤ −α 0 < 0 for some α 0 > 0, which is now referred to as the coercive case, the existence of solution is a particular case of the results of [9, 11, 16] . The weakly coercive case (λ = 0) was studied in [24] where, for µh N/p small enough, the existence of a unique solution is obtained, see also [1] . The limit coercive case, where one just require that λc(x) ≤ 0 and hence c may vanish only on some parts of Ω, is more complex and was left open until [8] . In that paper, for the case p = 2, it was observed that, under the assumption (A 0 ), the existence of solutions to (P λ ) is not guaranteed. Sufficient conditions in order to ensure the existence of solution were given.
The case λc(x) 0 also remained unexplored until very recently. First, in [31] the authors studied problem (P λ ) with p = 2. Assuming λ > 0 and µh small enough, in an appropriate sense, they proved the existence of at least two solutions. This result has now be complemented in several ways. In [30] the existence of two solutions is obtained, allowing the function c to change sign with c + ≡ 0 but assuming h 0. In both [30, 31] µ > 0 is assumed constant. In [8] the restriction µ constant was removed but assuming that h 0. Finally, in [17] , under stronger regularity on the coefficients, cases where µ is non constant and h is non-positive or has no sign were treated. Actually in [17] , under different sets of assumptions, the authors clarify the structure of the set of solutions to (P λ ) in the non-coercive case. Now, concerning (P λ ) with p = 2, the only results in the case λc 0 are, up to our knowledge, presented in [1, 27] . In [27] the case c constant and h ≡ 0 is covered and in [1] , the model equation is −∆ p u = |∇u| p + λf (x)(1 + u) b , b ≥ p − 1 and f 0.
To state our first main result let us define (Ω) and W λ is independent of λ when λ = 0. Using these notations, we state the following result which generalizes the results obtained in [8, Section 3] . In fact, if h is either non-negative or non-positive our hypothesis corresponds to the ones introduced in [8] for p = 2. However, if h does not have a sign, our hypothesis are weaker even for p = 2. In the rest of the paper we assume that µ is constant. Namely, we replace (A 0 ) by Observe that there is no loss of generality in assuming µ > 0 since, if u is a solution to (P λ ) with µ < 0, then w = −u satisfies −∆ p w = λc(x)|w| p−2 w − µ|∇w| p − h(x) .
In [7] , for p = 2 but assuming only (A 0 ), the uniqueness of solution when λ ≤ 0 was obtained as a direct consequence of a comparison principle, see [7, Corollary 3.1] . As we show in Remark 3.3, such kind of principle does not hold in general when p = 2. Actually the issue of uniqueness for equations of the form of (P λ ) appears widely open. If partial results, assuming for example 1 < p ≤ 2 or λc(x) ≤ −α 0 < 0, seem reachable adapting existing techniques, see in particular [33, 38, 39] , a result covering the full generality of (P λ ) seems, so far, out of reach. Theorem 1.2 below, whose proof makes use of some ideas from [3] , crucially relies on the assumption that µ is constant. It permits however to treat the limit case (P 0 ) which plays an important role in our paper. We can state the following result. Theorem 1.3 provides, so to say, a characterization in term of a first eigenvalue of the existence of solution to (P 0 ). This result again improves, for µ constant, [8] and it allows to observe that, in case h 0, (P 0 ) has always a solution while the case h 0 is the "worse" case for the existence of a solution. In case h changes sign, the negative part of h "helps" in order to have a solution to (P 0 ). We give in Appendix A, sufficient conditions on h + in order to ensure m p > 0. Now, we turn to the study the non-coercive case, namely when λ > 0. First, using mainly variational techniques we prove the following result. Theorem 1.4. Assume that (A 1 ) holds and suppose that (P 0 ) has a solution. Then there exists Λ > 0 such that, for any 0 < λ < Λ, (P λ ) has at least two solutions.
As we shall see in Corollary 9.4, the existence of a solution to (P 0 ) is, in some sense, necessary for the existence of a solution when λ > 0.
Next, considering stronger regularity assumptions, we derive informations on the structure of the set of solutions in the non-coercive case. These informations complement Theorem 1.4. We denote by γ 1 > 0 the first eigenvalue of the problem
(Ω) , and, under the assumptions • If h 0, for every λ > 0, (P λ ) has at least two solutions u 1 , u 2 with u 1 ≪ 0.
• If h 0, then u 0 ≫ 0 and there exists λ ∈ (0, γ 1 ) such that: -for every 0 < λ < λ, (P λ ) has at least two solutions satisfying u i ≥ u 0 ; -for λ = λ, (P λ ) has at least one solution satisfying u ≥ u 0 ; -for any λ > λ, (P λ ) has no non-negative solution.
λ Figure 1 . Illustration of Theorem 1.5 with h 0 λ λ Figure 2 . Illustration of Theorem 1.5 with h 0 Remark 1.3. a) As observed above, in the case h 0, the assumption that (P 0 ) has a solution is automatically satisfied. b) In the case µ < 0, we have the opposite result i.e., two solutions for every λ > 0 in case h 0 and, in case h 0, the existence of λ > 0 such that (P λ ) has at least two negative solutions, at least one negative solution or no non-positive solution according to 0 < λ < λ, λ = λ or λ > λ.
In case h 0, we know that for λ > λ, (P λ ) has no non-negative solution but this does not exclude the possibility of having negative or sign changing solutions. Actually, we are able to prove the following result changing a little the point of view. We consider the boundary value problem
with a dependence in the size of h and we obtain the following result. Theorem 1.6. Assume that (A 2 ) holds and that h 0. Let
Then:
• For all λ ∈ (0, γ 1 ), there exists k = k(λ) ∈ (0, k 0 ) such that, for all k ∈ (0, k), the problem (P λ,k ) has at least two solutions u 1 , u 2 with u i ≫ 0 and for all k > k, the problem (P λ,k ) has no solution. Moreover, the function k(λ) is non-increasing.
• For λ = γ 1 , the problem (P λ,k ) has a solution if and only if k = 0. In that case, the solution is unique and it is equal to 0.
• For all λ > γ 1 , there exist 0 <k 1 ≤k 2 < +∞ such that, for all k ∈ (0,k 1 ), the problem (P λ,k ) has at least two solutions with u λ,1 ≪ 0 and min u λ,2 < 0, for all k >k 2 , the problem (P λ,k ) has no solution and, in casek 1 <k 2 , for all k ∈ (k 1 ,k 2 ), the problem (P λ,k ) has at least one solution u with u ≪ 0 and min u < 0. Moreover, the function k 1 (λ) is non-decreasing. Let us now say some words about our proofs. First note that when µ is assumed constant it is possible to perform a Hopf-Cole change of variable. Introducing
we can check that u is a solution of (P λ ) if, and only if, v > − p−1 µ is a solution of
where g is an arbitrary function satisfying
Working with problem (1.3) presents the advantage that one may assume, with a suitable choice of g when s ≤ − p−1 µ , that it has a variational structure. Nevertheless from this point we face several difficulties. First, we need a control from below on the solutions to (1.3), i.e. having found a solution to (1.3) one needs to check that it satisfies v > − p−1 µ , in order to perform the opposite change of variable and obtain a solution to (P λ ). To that end, in Section 4, we prove the existence of a lower solution u λ to (P λ ) such that every upper solution β of (P λ ) satisfies β ≥ u λ . This allows us to transform the problem (1.3) in a new one, which has the advantage of being completely equivalent to (P λ ). Note that the existence of the lower solution ultimately relies on the existence of an a priori lower bound. See Lemma 4.1 for a more general result.
We denote by I λ the functional associated to the new problem, see (5.5 ) for a precise definition. The "geometry" of I λ crucially depends on the sign of λ. When λ ≤ 0 is it essentially coercive and one may search for a critical point as a global minimum. When λ > 0 the functional I λ becomes unbounded from below and presents something like a concave-convex geometry. Then, in trying to obtain a critical point, the fact that g is only slightly superlinear at infinity is a difficulty. It implies that I λ does not satisfies an Ambrosetti-Rabinowitz-type condition and proving that Palais-Smale or Cerami sequences are bounded may be challenging. In the case of the Laplacian, when p = 2, dealing with this issue is now relatively standard but for elliptic problems with a p-Laplacian things are more complex and we refer to [18, 27, 28, 34] in that direction. Note however that in these last works, it is always assumed a kind of homogeneity condition which is not available here. Consequently, some new ideas are required, see Section 8.
Having at hand the Cerami condition for I λ with λ > 0, in order to prove Theorems 1.4, 1.5 and 1.6, we shall look for critical points which are either local-minimum or of mountain-pass type. In Theorem 1.4 the geometry of I λ is "simple" and permits to use only variational arguments. In Theorems 1.5 and 1.6 however it is not so clear, looking directly to I λ , where to search for critical points. We shall then make uses of lower and upper solutions arguments. In both theorems a first solution is obtained through the existence of well-ordered lower and upper solutions. This solution is further proved to be a local minimum of I λ and it is then possible to obtain a second solution by a mountain pass argument. Our approach here follows the strategy presented in [12, 13, 20] . See also [6] .
Finally, concerning Theorem 1.1, where µ is not assumed to be constant, we obtain our solution through the existence of lower and an upper solution which correspond to solutions to (P λ ) where µ = − µ − ∞ and µ = µ + ∞ respectively, see Section 6.
The paper is organized as follows. In Section 2, we recall preliminary general results that are used in the rest of the paper. In Section 3, we give a comparison principle and prove the uniqueness result for λ ≤ 0. Section 4 is devoted to the existence of the lower solution. In Section 5, we construct the modified problem that we use to obtain the existence results. The coercive and limit-coercive cases, corresponding to λ ≤ 0 are studied in Section 6 where we prove Theorem 1.1. Theorem 1.3 which gives a necessary and sufficient condition to the existence of a solution to (P 0 ) is established in Section 7. In Section 8 we show that I λ has, for λ > 0 small, a mountain pass geometry and that the Cerami compactness condition holds. This permits to give the proof of Theorem 1.4. Section 9 contains the proofs of Theorems 1.5 and 1.6. Finally in an Appendix we give conditions on h + that ensure that m p > 0.
Acknowledgments. The authors thank warmly L. Jeanjean for his help improving the presentation of the results.
Notation. 
3) The space W 1,p 0 (Ω) is equipped with the norm u := Ω |∇u| p dx 1/p .
4)
We denote R + = (0, +∞) and R − = (−∞, 0).
Preliminaries
In this section we present some definitions and known results which are going to play an important role throughout all the work. First of all, we present some results on lower and upper solutions adapted to our setting. Let us consider the problem
where f belongs to L 1 (Ω) and 
If there exist a lower solution α and an upper solution β of (2.1) with α ≤ β, then there exists a solution u of (2.1) with α ≤ u ≤ β. Moreover, there exists u min (resp. u max ) minimum (resp. maximum) solution of (2.1) with α ≤ u min ≤ u max ≤ β and such that, every solution u of (2.1) with α ≤ u ≤ β satisfies u min ≤ u ≤ u max .
Next, we state the strong comparison principle for the p-Laplacian and the following order notions.
, where ν denotes the exterior unit normal. 
We need also the following anti-maximum principle.
The following result is the well known Picone's inequality for the p-Laplacian. We state it for completeness.
in Ω if, and only if, u = kv for some constant k ∈ R.
Now, we consider the boundary value problem
being g : Ω × R → R a Carathéodory function such that, for all s 0 > 0, there exists A > 0, with
This problem can be handled variationally. Let us consider the associated functional Φ :
We can state the following result. 
Then the infimum of Φ on M is achieved at some v, and such v is a solution of (2.3).
Definition 2.3.
A lower solution α ∈ C 1 (Ω) is said to be strict if every solution u of (2.1) with u ≥ α satisfies u ≫ α.
Similarly, an upper solution β ∈ C 1 (Ω) is said to be strict if every solution u of (2.1) such that u ≤ β satisfies u ≪ β. 
∞ -Carathéodory function, the classical regularity results (see [21, 35] ) imply that v ∈ C 1,τ (Ω) for some 0 < τ < 1. Since the lower and the upper solutions are strict, it follows that α ≪ v ≪ β and so, there is a C We now recall abstract results in order to find critical points of Φ other than local minima. Definition 2.4. Let (X, · ) be a real Banach space with dual space (X * , · * ) and let Φ : X → R be a C 1 functional. The functional Φ satisfies the Cerami condition at level c ∈ R if, for any Cerami sequence at level c ∈ R, i.e. for any sequence {x n } ⊂ X with
there exists a subsequence {x n k } strongly convergent in X.
Theorem 2.8. [23, Corollary 9, Section 1, Chapter IV] Let (X, · ) be a real Banach space. Suppose that Φ : X → R is a C 1 functional. Take two points e 1 , e 2 ∈ X and define
Assume that Φ satisfies the Cerami condition at level c and that
Then, there is a critical point of Φ at level c, i.e. there exists
Theorem 2.9. [25, Corollary 1.6] Let (X, · ) be a real Banach space and let Φ : X → R be a C 1 functional. Suppose that u 0 ∈ X is a local minimum, i.e. there exists ε > 0 such that
and assume that Φ satisfies the Cerami condition at any level d ∈ R. Then, the following alternative holds:
Remark 2.1. In [25] , Theorem 2.9 is proved assuming the Palais-Smale condition which is stronger than our Cerami condition. Nevertheless, modifying slightly the proof, it is possible to obtain the same result with the Cerami condition.
Comparison principle and uniqueness results
In this section, we state a comparison principle and, as a consequence, we obtain uniqueness result for (P λ ) with λ ≤ 0, proving Theorem 1.2. Consider the boundary value problem
under the assumption
Remark 3.1. As above, the assumption µ > 0 is not a restriction.
with −f (x, −s) satisfying the assumption (3.2).
Under a stronger regularity on the solutions, we can prove a comparison principle for (3.1). The proof relies on the Picone's inequality (Proposition 2.4) and is inspired by some ideas of [3] .
are respectively a lower and an upper solution of (3.1), then u 1 ≤ u 2 .
Proof. Suppose that u 1 , u 2 are respectively a lower and an upper solution of (3.1). For simplicity denote t = pµ p−1 and consider as test function
First of all, observe that ∇ϕ = t ∇u 1 e tu1 − ∇u 2 e tu2 χ {u1>u2} , with χ A the characteristic function of the set A. Hence, using assumptions (3.2), it follows that
Observe that
Next, as ∇e tui = t ∇u i e tui , i = 1, 2, we have
Hence, using the above identities, and as µ t−µ = p − 1 and
Then, by (3.3), we have
By Picone's inequality (Proposition 2.4), we know that both brackets in (3.4) are positive and are equal to zero if and only if e tu1 = ke tu2 for some k ∈ R. As t − µ > 0, thanks to (3.4), we deduce the existence of k ∈ R such that
Since u 1 and u 2 are continuous on Ω and satisfy u 1 − u 2 ≤ 0 on ∂Ω, we deduce that u 1 = u 2 on ∂{u 1 > u 2 }. Hence, (3.5) applied to x ∈ ∂{u 1 > u 2 }, implies k = 1. This implies that u 1 = u 2 in {u 1 > u 2 }, which proves u 1 ≤ u 2 , as desired.
are respectively a lower and an upper solution of (P λ ), then u 1 ≤ u 2 .
Proof. Define the function f : Ω × R → R given by
Since (A 1 ) holds and λ ≤ 0, f is a L 1 -Carathéodory function which satisfies (3.2). Consequently, the proposition follows from Theorem 3.1
The following result guarantees the regularity that we need to apply the previous comparison principle. Lemma 3.3 . Assume that (A 1 ) holds and suppose λ ≤ 0. Then, any solution of (P λ ) belongs to C 0,τ (Ω).
Proof. [39, p.7] ) shows that there is no hope to obtain, when p = 2, a comparison principle like [7, Corollary 3.1] . For N = 2 and R > 0, consider the following problem on the ball
We easily see that u 1 = 0 and u 2 = 1 8 (R 2 − |x| 2 ) are both solutions of the above problem belonging to
A priori lower bound and existence of a lower solution
As explained in the introduction, the aim of this section is to find a lower solution below every upper solution of problem (P λ ). First of all, we show that under a rather mild assumption (in particular no sign on c is required) the solutions to (P λ ) admit a lower bound. Precisely we consider problem (P λ ) assuming now c and h belong to L q (Ω) for some q > max{N/p, 1},
Adapting the proof of [17, Lemma 3.1], based in turn on ideas of [4] , we obtain 
Proof. Let us split the proof in two steps.
Step 1: There exists a positive constant
First of all, observe that for every function u ∈ W 1,p (Ω), it follows that
is an upper solution of (P λ ) and let us consider ϕ = u − as a test function. Under the assumptions (4.1), it follows that (4.3)
By (4.2) and (4.3), we have that
Firstly, we apply Young's inequality and, for every ε > 0, it follows that
Moreover, applying Hölder and Sobolev inequalities, observe that
with S the constant from the embedding from W
This allows to conclude that
Step 2: Conclusion.
Moreover, observe that 0 is also an upper solution of (4.5). Hence, since the minimum of two upper solution is an upper solution (see [14, Corollary 3.3] ), it follows that min(u, 0) is an upper solution of (4.5). Furthermore, observe that min(u, 0) is an upper solution of
Hence, applying [39, Theorem 6.1.2], we have the existence of
Finally, the result follows by Step 1. 
lower solution of (P λ ) such that, for every β upper solution of (P λ ), we have u λ ≤ min{0, β}.
Proof. We need to distinguish in our proof the cases λ ≤ 0 and λ ≥ 0. First we assume that λ ≤ 0. By Lemma 4.1, we have a constant M > 0 such that every upper solution β of (P λ ) satisfies β ≥ −M . Let α be the solution of
It is then easy to prove that
is a lower solution of (P λ ) with u ≤ −M . By the choice of M , this implies that u ≤ u for every upper solution u of (P λ ). Now, when λ ≥ 0 we first introduce the auxiliary problem
Thanks to the previous lemma, there exists M λ > 0 such that, for every
and denote by α λ its solution. Since −λc(x)k p−1 −h − (x)−1 < 0, the comparison principle (see for instance [37, Lemma A.0.7] ) implies that α λ ≤ 0. Observe that, for every β 1 upper solution of (P λ ), we have that
Consequently, it follows that
Now, we introduce the problem
where
Observe that β 1 and 0 are upper solutions of (4.8). Recalling that the minimum of two upper solution is an upper solution (see [14, Corollary 3.3] ), it follows that β = min{0, β 1 } is an upper solution of (4.8). As α λ is a lower solution of (4.8) with α λ ≤ β, applying Theorem 2.1, we conclude the existence of u λ minimum solution of (4.8) with α λ ≤ u λ ≤ β = min{0, β 1 }.
As, for every upper solution β of (P λ ), β is an upper solution of (4.8), we have α λ ≤ β. Recalling that u λ is the minimum solution of (4.8) with α λ ≤ u λ ≤ 0, we deduce that u λ ≤ β.
It remains to prove that u λ is a lower solution of (P λ ). First, observe that u λ is an upper solution of (4.6). By construction, this implies that u λ ≥ −M λ > −k. Consequently, u λ is a solution of (4.6) and so, a lower solution of (P λ ).
The Functional setting
Let us introduce some auxiliary functions which are going to play an important role in the rest of the work. Define
In the following lemma we prove some properties of these functions. 
iv) There exists R > 0 such that the function H satisfies H(s) ≤
Proof. i) By definition, it is obvious that g is continuous, g > 0 on R + and g is bounded and g ≤ 0 on R − . This implies also that G ≥ 0 by integration. 
and so, for any s ≥ 0, it follows that
To prove iv), we show that the function ϕ(s) := H(s)
s p−1 is non-decreasing on [R, +∞) for some R > 0. Observe that
Hence, we just need to prove that H ′ (s)s − (p − 1)H(s) ≥ 0 for s ≥ R. After some simple computations, we see that it is enough to prove the existence of R > 0 such that, for all s ≥ R, κ(s) ≥ 0 where
Hence, we distinguish two cases: i) In case p ≥ 2, it is obvious that κ ′ (s) > 0, for any s > 0. This implies that κ is increasing and so, that κ(s) > 0 for s > 0, since κ(0) = 0. ii) If 1 < p < 2, as lim s→∞ κ ′ (s) = +∞, there exists R 1 > 0 such that, for any s ≥ R 1 , we have κ ′ (s) > 1 and hence, there exists R 2 ≥ R 1 such that κ(s) > 0, for any s ≥ R 2 .
In any case, we can conclude the existence of R ≥ 0 such that κ(s) > 0 for any s ≥ R. Consequently, there exists R > 0 such that ϕ ′ (s) > 0, for s ≥ R, which means that ϕ is non-decreasing for s ≥ R and hence H satisfies H(s) ≤
v) This follows directly from the definition of the functions g and G.
Next, we define the function
is the lower solution of (P λ ) obtained in Proposition 4.2. Before going further, since u λ ≤ 0, observe that 0 ≥ α λ ≥ − p−1 µ + ε for some ε > 0. Now, for any λ ∈ R, let us consider the auxiliary problem
where g is defined by (5.1). In the following lemma, we prove some properties of the solutions of (Q λ ).
Lemma 5.2. Assume that (A 1 ) holds. Then, it follows that: i) Every solution of
(Q λ ) belongs to L ∞ (Ω). ii) Every solution v of (Q λ ) satisfies v ≥ α λ . iii) A function v ∈ W 1,p 0 (Ω) is a solution of (Q λ ) if,
and only if, the function
is a solution of (P λ ).
Proof. i) This follows directly from [32, Theorem IV-7.1].
ii) First of all, observe that α λ is a lower solution of (Q λ ). For a solution v ∈ W
by the previous step and, for all ϕ ∈ W 
Consequently, using again (5.4), we deduce that α λ = v in {α λ ≥ v} and so, that v ≥ α λ . 
On the other hand, by definition of g, observe that
As v is a solution of (Q λ ) we deduce from these two identities that
and so, u is a solution of (P λ ), as desired.
In the same way, assume that u ∈ W
is a solution of (P λ ). By Proposition 4.2 we know that u ≥ u λ . Hence, it follows that v = 
) is a lower solution (respectively an upper solution) of (Q λ ) if, and only if, the function
is a lower solution (respectively an upper solution) of (P λ ).
The interest of problem (Q λ ) comes from the fact that it has a variational formulation. We can obtain the solutions of (Q λ ) as critical points of the functional
where we define
and (5.7)
Observe that under the assumptions (A 1 ), since g has subcritical growth (see Lemma 5.1), I ∈ C 1 (W 1,p 0 (Ω), R) (see for example [22] page 356). 
Since v n is bounded and v n → v in L r (Ω), for 1 ≤ r < p * , we obtain
Arguing in the same way, we have
So, we deduce that
Hence, applying [22, Theorem 10] , we conclude that v n → v in W 1,p 0 (Ω), as desired.
Sharp existence results on the limit coercive case
In this section, following ideas from [8, Section 3], we prove Theorem 1.1. As a preliminary step, considering µ > 0 constant, we introduce
where Proof. To prove that I λ has a global minimum since, by Lemma 5.3, any bounded Cerami sequence has a convergent subsequence it suffices to show that I λ is coercive. Having found a global minimum v ∈ W 1,p 0 (Ω) we deduce, by Lemma 5.2, that u = p−1 µ ln 1 + µ p−1 v is a solution of (P λ ). To show that I λ is coercive we consider an arbitrary sequence {v n } ⊂ W 1,p 0 (Ω) such that v n → ∞ and we prove that lim
Assume by contradiction that, along a subsequence, I λ (v n ) is bounded from above and hence
We introduce the sequence w n = vn vn , for all n ∈ N and observe that, up to a subsequence w n ⇀ w weakly in W
, for 1 ≤ r < p * , and w n → w a.e. in Ω. We consider two cases:
In that case, the set Ω 0 = {x ∈ Ω : λc(x)w + (x) = 0} ⊂ Ω has non-zero measure and so, it follows that v n (x) = w n (x) v n → ∞ a.e. in Ω 0 . Hence, taking into account that G ≥ 0 and lim s→+∞ G(s)/s p = +∞ (see Lemma 5.1) and using Fatou's Lemma, we have
On the other hand, observe that for any v ∈ W 1,p 0 (Ω), we can rewrite
Hence, considering together (6.1) and (6.2), we obtain 0 ≥ lim sup
and so, Case 1) cannot occur.
Case 2): w + ∈ W λ . First of all, since λc ≤ 0 and G ≥ 0 (see Lemma 5.1), observe that for any v ∈ W 1,p 0 (Ω),
Moreover, observe that
for some constant D > 0. Thus, for any v ∈ W 1,p 0 (Ω), it follows that (6.4)
Hence, using that by the definition of F λ (see (5.6) and (5.7)) there exists m ∈ L q (Ω) , q > max{N/p, 1}, such that, for a.e. x ∈ Ω and all s ≤ 0,
and applying (6.1) and (6.4), we deduce, as w
and so, that
Finally, taking into account that w n → 0 in L r (Ω), for 1 ≤ r < p * , we obtain the contradiction
Hence, Case 2) cannot occur.
Proof of Theorem 1.1. To prove this result, we look for a couple of lower and upper solutions (α, β) of (P λ ) with α ≤ β and then we apply Theorem 2.1. First, assume that both µ + ∞ > 0 and µ − ∞ > 0. Observe that any solution of
is an upper solution of (P λ ) and, any solution of
is a lower solution of (P λ ). Now, since m
solution of (6.6). In the same way, m
and hence α = −v is a solution of (6.7). Moreover, Lemma 3.3 implies α, β ∈ W 1,p 0 (Ω) ∩ C(Ω). Hence, since α is a lower solution of (6.6), it follows that α ≤ β, thanks to Theorem 3.1. Thus, we can apply Theorem 2.1 to conclude the proof. Now note that if µ + ∞ = 0, (6.6) reduces to
which has a solution by [22, Theorem 13] . This solution corresponds again to an upper solution to (P λ ). Similarly, we can justify the existence of the lower solution when µ − ∞ = 0.
7.
A necessary and sufficient condition for the existence of a solution to (P 0 )
In this section we prove Theorem 1.3. First of all, following the ideas of [8] , inspired in turn in ideas of [2] , we find a necessary condition for the existence of a solution of (P 0 ). Recall that the problem (P 0 ) is given by Proof. Assume that (P 0 ) has a solution u ∈ W
Now, applying Young's inequality, observe that 
Arguing by contradiction, assume that
inf
By standard arguments there exists φ 0 ∈ C 0,τ (Ω) for some τ ∈ (0, 1), with φ 0 > 0 in Ω such that
Now, substituting the above identity in (7.1) with φ = φ 0 , we have that
Finally, observe that µ p − 1 ∇u = 1
Hence, by substituting in (7.4), we deduce that
Applying Proposition 2.4, this proves the existence of k ∈ R such that φ 0 = ke µ p−1 u .
As φ 0 = 0 and e µ p−1 u = 1 on ∂Ω, this implies that k = 0 which contradicts the fact that φ 0 > 0 in Ω.
Proof of Theorem 1.3. The proof is just the combination of Proposition 7.1 and of Remark 1.1.
On the Cerami conditon and the Mountain-Pass Geometry
We are going to show that, for any λ > 0, the Cerami sequences for I λ at any level are bounded. The proof is inspired by [31] , see also [29] . Nevertheless it requires to develop some new ideas. In view of Lemma 5.3, this will imply that I λ satisfies the Cerami condition at any level d ∈ R. Proof. Let {v n } ⊂ W 1,p 0 (Ω) be a Cerami sequence for I λ at level d ∈ R. First we claim that {v − n } is bounded. Indeed since {v n } is a Cerami sequence, we have that
from which, since f λ (x, s) is bounded on Ω × R − , the claim follows. To prove that {v + n } is also bounded we assume by contradiction that v n → ∞. We define
and
and introduce the sequence {w n } ⊂ W
Hence, up to a subsequence, it follows that w n ⇀ w in W 1,p 0 (Ω), w n → w strongly in L r (Ω) for 1 ≤ r < p * , and w n → w a.e. in Ω. We split the proof in several steps.
Step 1: cw ≡ 0.
where C is independent of M . This implies that is then a weak solution of
As moreover, 1 +
, it follows from [21, 35] that v 0 ∈ C 1,τ 0 (Ω), for some τ ∈ (0, 1) and, by the strong maximum principle (see [40] ), that v 0 ≪ 0. Now, we split the rest of the proof in three steps.
Step 1: 0 is a strict upper solution of (Q λ ).
Observe that 0 is an upper solution of (Q λ ). In order to prove that 0 is strict, let v ≤ 0 be a solution of (Q λ ). As g ≤ 0 on R − (see Lemma 5.1), it follows that v is a lower solution of (Q 0 ) and so, thanks to the comparison principle, see Corollary 3.2, v ≤ v 0 ≪ 0. Hence, 0 is a strict upper solution of (Q λ ).
Step 2: (Q λ ) has a strict lower solution α ≪ 0.
By construction α = α λ − 1 is a lower solution of (Q λ ). Moreover, as every solution v of (Q λ ) satisfies v ≥ α λ ≫ α, we conclude that α is a strict lower solution of (Q λ ).
Step 3: Conclusion.
By Corollary 2.6, Proposition 2.7, and Lemma 5.2, we have the existence of v ∈ W Proof of the first part of Theorem 1.5. By Proposition 9.1, there exists a first critical point, which is a local minimum of I λ . By Theorem 2.9 and since the Cerami condition holds, we have two options. If we are in the first case, then together with Lemma 8.3, we see that I λ has the mountain-pass geometry and by Theorem 2.8, we have the existence of a second solution. In the second case, we have directly the existence of a second solution of (Q λ ). Then by Lemma 5.2 we conclude to the existence of two solutions to (P λ ). Now, we consider the case h 0. This implies that u − = kϕ 1 for some k ∈ R and ϕ 1 the first eigenfunction of (1.2) and hence, either u ≡ 0 or u ≪ 0. As h ≡ 0, the first case cannot occur as 0 is not a solution of (P λ ). In the second case, as h 0, we have
which contradicts (9.1), (9.2) and µ > 0.
iii) Suppose by contradiction that u is a non-negative solution of (P λ ). As in the proof of i), we prove u ≫ 0 and hence, there exists
. Let ϕ 1 > 0 be the first eigenfunction of (1.2). As
Hence we can take ϕ p 1 u p−1 as test function in (P λ ) and we have that
On the other hand, applying Proposition 2.4, we obtain
Consequently, gathering together both inequalities, we have the contradiction
Proof. Observe that u λ is an upper solution of (P 0 ). By Proposition 4.2, we know that (P 0 ) has a lower solution α with α ≤ u λ . The conclusion follows from Theorem 2.1.
Corollary 9.4. Assume that (A 2 ) holds with h 0. If (P λ ) has a solution for some λ ∈ (0, γ 1 ), then (P 0 ) has a solution.
Proof. If (P λ ) has a solution u, by Lemma 9.2, we have u ≫ 0. The result follows from Corollary 9.3. ii) For λ = λ, there exists u ∈ C 1,τ 0 (Ω), for some 0 < τ < 1, with u ≥ u 0 , which is a solution of (P λ ). iii) For λ > λ, the problem (P λ ) has no non-negative solution.
Proof. Defining λ = sup{λ : (P λ ) has a non-negative solution u λ }, we directly obtain that, for λ > λ, the problem (P λ ) has no non-negative solution and, by Lemma 9.2 ii), we see that λ ≤ γ 1 . Moreover, arguing exactly as in the first part of Proposition 9.1, we deduce that
satisfies v 0 ≫ 0. Now, fix λ ∈ (0, λ).
Step 1: 0 is a strict lower solution of (Q λ ).
The proof of this step follows the corresponding one of Proposition 9.1.
Step 2: (Q λ ) has a strict upper solution.
By the definition of λ we can find δ ∈ (λ, λ) and a non-negative solution u δ of (P δ ). As above, we easily see that
is a non-negative upper solution of (Q λ ) and v δ ≫ 0. Moreover, if v is a solution of (Q λ ) with v ≤ v δ , Theorem 2.2 implies that v ≪ v δ . Hence, v δ is a strict upper solution of (P λ ).
Step 3: Proof of i).
The conclusion follows as in Proposition 9.1.
Step 4: Existence of a solution for λ = λ.
Let {λ n } be a sequence with λ n < λ and λ n → λ and {v n } be the corresponding sequence of minimum of I λn obtained in i). This implies that I ′ λn (v n ), ϕ = 0 for all ϕ ∈ W 1,p 0 (Ω). By the above construction, we also have
Arguing exactly as in Lemmata 8.1 and 5.3, we prove easily the existence of v ∈ W
(Ω) with v a solution of (Q λ ) for λ = λ. As v n ≥ 0 we obtain also v ≥ 0, and, by Lemma 5.2, we have the existence of a solution u of (P λ ) with u ≥ 0. As u is then an upper solution of (P 0 ), we conclude that u ≥ u 0 .
Step 5: λ < γ 1 .
As by Lemma 9.2, the problem (P λ ) has no solution for λ = γ 1 , this follows from Step 4.
Proof of the second part of Theorem 1.5. By Lemma 9.2, we have u 0 ≫ 0. Let us consider λ ∈ (0, γ 1 ) given by Proposition 9.5. Hence, for λ < λ, there exists a first critical point u 1 , which is a local minimum of I λ . We then argue as in the proof of the first part to obtain the second solution u 2 of (P λ ). By Lemma 9.2, these two solutions satisfy u i ≫ 0 and, by Theorem 3.1, we conclude that u i ≥ u 0 . Now, for λ = λ, respectively λ > λ, the result follows respectively from Proposition 9.5 ii) and iii).
Proof of Theorem 1.6. Part 1: Case λ ∈ (0, γ 1 ).
Step 1: There exists k > 0 such that (P λ,k ) has at least one solution.
Let λ 0 ∈ (λ, γ 1 ) and δ small enough such that
Define w as a solution of (9.4) − ∆ p w = λ 0 c(x)|w| p−2 w + h(x), w ∈ W 1,p 0 (Ω). As λ 0 < γ 1 , we have w ≫ 0.
For l small enough,β = lw satisfies 0 ≤β ≤ δ and, for k such that l p−1 ≥ 1 + is an upper solution of (P λ,k ) with β ≥ 0. As 0 is a lower solution of (P λ,k ), the claim follows from Theorem 2.1.
Step 2: For k ≥ k 0 , the problem (P λ,k ) has no solution.
Let u be a solution of (P λ,k ). By Lemma 9.2, we have u ≫ 0. This implies that u is an upper solution of (P 0,k ). As 0 is a lower solution of (P 0,k ), by Theorem 2.1, the problem (P 0,k ) has a solution and hence, by Proposition 7.1, m p > 0 which means that k < k 0 . This implies that, for k ≥ k 0 , the problem (P λ,k ) has no solution.
As γ 1 < λ 0 < γ 1 + δ 0 , we have w ≪ 0.
For l small enough,β = lw satisfies − min(δ, p−1 µ ) <β ≤ 0 and, for k ≤ l p−1 , it is easy to prove that β = p−1 µ ln 1 + µ p−1β is an upper solution of (P λ,k ) with β ≪ 0. By Proposition 4.2, (P λ,k ) has a lower solution α with α ≤ β and the claim follows from Theorem 2.1.
Step 2: For k large enough, the problem (P λ,k ) has no solution.
Otherwise, let u be a solution of (P λ,k ). By Lemma 4.1 and Remark 4.1, we have M λ > 0 such that, for all k > 0, the corresponding solution u satisfies u ≥ −M λ . Let φ ∈ C 1 0 (Ω) with φ ≫ 0. Using φ p as test function, by Young inequality as in the proof of Proposition 7.1, it follows that
which is a contradiction for k large enough.
Step 3: Definek 1 = sup{k > 0 : (P λ,k ) has at least one solution u ≪ 0}. For k <k 1 , the problem (P λ,k ) has at least two solutions with u 1 ≪ 0 and min u 2 < 0.
For k <k 1 , letk ∈ (k,k 1 ) such that (P λ,k ) has a solutionũ ≪ 0. It is then easy to observe that β 1 =ũ and β 2 = k k 1 p−1ũ are both upper solutions of (P λ,k ) with β 1 ≪ β 2 ≪ 0. By Proposition 4.2, (P λ,k ) has a lower solution α with α ≤ β 1 and hence, by Theorem 2.1, the problem (P λ,k ) has a minimum solution u 1 with α ≤ u 1 ≤ β 1 .
In order to prove the existence of the second solution, observe that if β 2 is not strict, it means that (P λ,k ) has a solution u 2 with u 2 ≤ β 2 but u 2 ≪ β 2 . Then u 2 = u 1 and we have our two solutions. If β 2 is strict, we argue as in the proof of Theorem 1.5.
Step 4: Definek 2 = sup{k > 0 : (P λ,k ) has at least one solution}. For k >k 2 , the problem (P λ,k ) has no solution and, in casek 1 <k 2 , for all k ∈ (k 1 ,k 2 ), the problem (P λ,k ) has at least one solution u with u ≪ 0 and min u < 0.
The first statement follows directly from the definition ofk 2 . In casek 1 <k 2 , for k ∈ (k 1 ,k 2 ), letk ∈ (k,k 2 ) such that (P λ,k ) has a solutionũ. Observe thatũ is an upper solution of (P λ,k ). Again, Proposition 4.2 gives us a lower solution α of (P λ,k ) with α ≤ũ and hence, by Theorem 2.1, the problem (P λ,k ) has a solution u. By definition ofk 1 , we have that u ≪ 0 and by Lemma 9.2, we know that min u < 0.
Step 5: The functionk 1 (λ) is non-decreasing.
Let us consider λ 1 < λ 2 , k <k 1 (λ 1 ) and u ≪ 0 a solution of (P λ1,k ). It is easy to prove that u is an upper solution of (P λ2,k ). Again, applying Proposition 4.2 and Theorem 2.1, we prove that the problem (P λ2,k ) has a solution u ≪ 0. This implies thatk 1 (λ 1 ) ≤k 1 (λ 2 ). On the one hand, by using this inequality, observe that
On the other hand, following the same argument, we obtain that As an immediate Corollary, we have a sufficient condition to ensure that m p > 0. 
