Abstract. It is known from early work of Gaudin that the quantum system of n Bosonic particles on the line with a pairwise delta-potential interaction admits a natural generalization in terms of the root systems of simple Lie algebras. The corresponding quantum eigenvalue problem amounts to that of a Laplacian in a convex cone, the Weyl chamber, with linear homogeneous boundary conditions at the walls. In this paper we study a discretization of this eigenvalue problem, which is characterized by a discrete Laplacian on the dominant cone of the weight lattice endowed with suitable linear homogeneous conditions at the boundary. The eigenfunctions of this discrete model are computed by the Bethe Ansatz method. The orthogonality and completeness of the resulting Bethe wave functions (i.e. the Plancherel formula) turn out to follow from an elementary computation performed by Macdonald in his study of the zonal spherical functions on p-adic simple Lie groups. Through a continuum limit, the Plancherel formula for the ordinary Laplacian in the Weyl chamber with linear homogeneous boundary conditions is recovered. Throughout this paper we restrict ourselves to the case of repulsive boundary conditions.
Introduction
It is well known that the quantum eigenvalue problem for n Bosons on the line that interact pairwise through a delta-potential can be solved by the Bethe Ansatz method [LL, M, BZ, Y1, Y2, G1, G2, O] . From a physical point of view, this manybody system describes the n-particle sector of the quantized nonlinear Schrödinger field theory (i.e. the quantum NLS). For an overview of the literature concerning both the mathematical and physical aspects of this model we refer to the collections [ML, G4, KBI] .
The Hamiltonian of the n-particle system in question is given by the Schrödinger operator xn , δ(·) refers to the delta distribution, and g represents a real coupling parameter determining the strength of the interaction. For g > 0 the pairwise interaction is repulsive and for g < 0 it is attractive. Mathematically, the eigenvalue problem for H (1.1) amounts to that of a free Laplacian −∆ with jump conditions on the normal derivative of the (continuous) wave function at the hyperplanes x j = x k , 1 ≤ j < k ≤ n. (Specifically, the jump of the normal derivative of the wave functions at the hyperplanes should be 2g times the value of the wave function.) By exploiting the permutation-and translational symmetry, the eigenvalue problem at issue can be reduced to the form −∆ψ = ξ 2 ψ (where ξ 2 := ξ
for a domain of wave functions ψ = ψ(x; ξ) := ψ(x 1 , . . . , x n ; ξ 1 , . . . , ξ n ) supported in the closure of the fundamental convex cone 2b) and subject to linear homogeneous boundary conditions at the walls given by (∂ xj − ∂ xj+1 − g)ψ xj =xj+1 = 0, j = 1, . . . , n − 1.
(1.2c) (Here the variable ξ ∈ R N plays the role of the spectral parameter.) The idea of the Bethe Ansatz method is now to construct the solution of this eigenvalue problem as a permutation-invariant linear combination of plane waves, with suitable coefficients such that the boundary conditions at the walls are satisfied. An important problem is the question of the orthogonality and completeness of the Bethe eigenfunctions in a Hilbert space setting. This problem is commonly referred to in the mathematically oriented literature as the Plancherel Problem. For the repulsive regime g > 0, the spectrum of the Hamiltonian is absolutely continuous; the corresponding Plancherel formula was demonstrated formally by Gaudin [G1, G2, G4] . For the attractive regime g < 0, one has both discrete and continuous spectrum; in this case the Plancherel problem was solved by Oxford [O] by building on work of Yang [Y1] and exploiting ideas from an analysis of a related Plancherel problem for the infinite volume XXX isotropic Heisenberg spin chain by Babbitt and Thomas [T, BT] .
Thanks to a fundamental observation by Gaudin, it is known that the n-Boson system with delta-potential interaction admits natural generalization in terms of the root systems of simple Lie algebras [G3, G4] . From this perspective, the original nparticle model with pairwise interaction corresponds to a root system of type A n−1 (i.e. the Lie algebra sl(n; C)). Other classical root systems appear when restricting the particles to a half-line or by distributing them symmetrically around the origin. It turns out that the eigenfunctions of these generalized delta-potential models related to root systems can again be constructed with the Bethe Ansatz method [G3, GS, G, G4] . The corresponding Plancherel formula was proven recently by Heckman and Opdam, who considered both the repulsive and the attractive regime [HO] .
The aim of the present paper is to study a discrete version of the spectral problem for the Laplace operator with a delta-potential on root systems. Throughout the paper, we restrict ourselves to the repulsive case. More specifically, we consider a discrete Laplacian acting on lattice functions with support in the dominant cone of the weight lattice of the root system, subject to suitable repulsive boundary conditions. We construct the eigenfunctions of this discrete Laplacian through the Bethe Ansatz method. The resulting eigenfunctions turn out to correspond to (the parameter deformations of) the zonal spherical functions on p-adic Lie groups studied by Macdonald [M1, M3] . In particular, the Plancherel problem reduces in this discrete setting to an elementary calculation already carried out by Macdonald to prove the orthogonality of the spherical functions in question with respect to the Plancherel measure. Finally, we perform a continuum limit as the lattice spacing tends to zero and recover the repulsive case of the Plancherel formula for the Laplace operator with a delta-potential on root systems from [HO] . In this limit the discrete Laplacian converges in the strong resolvent topology to the Laplacian of the continuous model. To give rigorous meaning to our continuum limit in a Hilbert space sense, we employ techniques developed by Ruijsenaars in his study of the continuum limit of the infinite isotropic Heisenberg spin chain [R] .
The material is organized as follows. Section 2 serves to prepare some basic definitions and notations from the theory of root systems that are needed to formulate the results. Section 3 recalls the eigenfunctions and exhibits the Plancherel formula for the Laplacian in the Weyl chamber with repulsive boundary conditions at the walls. Section 4 is devoted to the discretization of this Laplacian. Specifically, we introduce our discrete Laplacian on the dominant cone of the weight lattice endowed with linear homogeneous conditions at the boundary. The eigenfunctions of the discrete Laplacian are constructed with the Bethe Ansatz method and the Plancherel problem for the repulsive case is resolved by connecting to Macdonald's theory of zonal spherical functions on p-adic Lie groups. In Section 5 it is shown how-by passing to the continuum limit-the eigenfunctions and the Plancherel formula for the (continuous) Laplacian in Section 3 can be recovered from the eigenfunctions and the Plancherel formula for the discrete Laplacian in Section 4. A few technical points concerning the proof of the Plancherel inversion formula in the continuous situation have been isolated in Appendix A. Furthermore, some crucial results due to Macdonald-which constitute the backbone of the proof for the Plancherel formula in the discrete situation-have been outlined in Appendix B at the end of the paper.
Preliminaries on Root Systems
Throughout the paper we will make extensive use of the language of root systems. For a thorough treatment of the concepts and theory surrounding root systems the reader is referred to the standard texts [B, H1, H2, K] . Here we restrict ourselves to recalling just the bare minimum of definitions, notations, and properties needed for our purposes. This section is probably best skipped at first reading and referred back to as needed.
2.1. Roots. Let E be a real finite-dimensional Euclidean vector space with the inner product denoted by ·, · . For a nonzero vector α ∈ E, the action of the orthogonal reflection r α : E → E in the hyperplane through the origin perpendicular to it is given explicitly by
where α ∨ := 2α/ α, α . By definition, a (crystallographic) root system is a nonempty subset R ⊂ E \ {0} satisfying the properties
A vector in R is referred to as a root. The roots generate an abelian group Q := Span Z (R) called the root lattice of R. The dimension of Q is called the rank of the root system. Here we will always assume that the ambient Euclidean space E is chosen minimal in the sense that dim(E) is equal to the rank of the root system (i.e. Span R (R) = E).
If one fixes a choice of normal vector generically, in the sense that the hyperplane through the origin perpendicular to it does not intersect R, then the hyperplane in question divides the root system in two subsets of equal size called the positiveand negative roots:
3)
The positive roots determine a nonnegative semigroup Q + := Span N (R + ) of the root lattice. A positive root α is called simple if α − β ∈ R + for any β ∈ R + . Let us denote the simple roots by α 1 , . . . , α N . These simple roots form a basis for Q and Q + , i.e.
(Hence, the number of simple roots N is equal to the rank of the root system). It means that starting from the origin we can reach any vector in the root lattice Q by successive addition or subtraction of simple roots. One defines the height of a vector κ ∈ Q as
In the basis of simple roots the height reads ht(κ) = ht(
In particular, for κ ∈ Q + the height function ht(·) counts the number of simple roots in κ. The (unique) positive root α 0 such that ht(α) ≤ ht(α 0 ) for all α ∈ R + is called the maximal root of R. A root system is said to be irreducible if it cannot be decomposed as a direct orthogonal sum of two (smaller) root systems. Furthermore, a root system is called reduced if any half-line starting from the origin contains at most one single root α ∈ R. (This amounts to the condition that for any α ∈ R the multiple kα is a root if and only if k = 1 or k = −1.) 2.2. The Weyl group. The group W ⊂ O(E; R) generated by all reflections r α , α ∈ R is called the Weyl group of R. The first defining property (i) of a root system states that R is invariant with respect to the action of the Weyl group; the second defining property (ii) guarantees moreover that the root lattice Q is also invariant with respect to this action. In the case of an irreducible reduced root system, the action of the Weyl group splits up R in at most two orbits. More specifically, there are two possible situations: (i) either all roots have the same length, in which case the action of W on R is transitive, or (ii) the roots come in two different sizes, in which case R splits up in an orbit R s consisting of the short roots and an orbit R l consisting of the long roots.
The reflections in the simple roots r j := r αj , j = 1, . . . , N are referred to as the simple reflections. They form a minimal set of generators for the Weyl group W . In other words, any Weyl group element w ∈ W can be decomposed (non-uniquely) in terms of simple reflections
(with the indices j 1 , . . . , j ∈ {1, . . . , N} not necessarily distinct). The number is referred to as the length of the decomposition. If, for given w ∈ W , the length is minimal then the corresponding decomposition is called reduced. An important property of Weyl groups (used frequently in our analysis below) is that a group element w ∈ W admits a reduced decomposition ending in the simple reflection r j (i.e. with r j in (2.6) equal to r j ) if and only if w(α j ) ∈ R − . Let us-for R both irreducible and reduced-define the following (length) functions on W
and | · | refers to the cardinality of the set in question. Clearly (w) = s (w) + l (w). (If all roots have the same length, then by convention R s := R and R l := ∅, so s (w) = (w) and l (w) = 0.) It turns out that the numbers (w), s (w) and l (w) count, respectively, the number of simple reflections, the number of short simple reflections and the number of long simple reflections that appear in a reduced decomposition (2.6) of w into simple reflections.
For later use, it will be convenient to split up the height function ht(·) (2.5) as a sum of partial height functions as well 9) which for κ ∈ Q + amounts to a count of, respectively, the number of short and long simple roots in κ.
2.3. Weights. The weight lattice P and its nonnegative dominant cone P + are the duals of the root lattice Q and its nonnegative semigroup Q + , i.e.
One has that Q ⊂ P but Q + ⊂ P + (unless N = 1). A vector in P is called a weight. Furthermore, a weight in P + is called a dominant weight. The special dominant weights ω 1 , . . . , ω N that are related to the simple roots via the duality ω j , α ∨ k = δ j,k are referred to as the fundamental weights. These fundamental weights form a basis for P and P + , i.e.
The following definition
endows the weight lattice with a natural partial order. This partial order is usually referred to as the dominance order.
The cone of dominant weights P + constitutes a fundamental domain for P with respect to the action of the Weyl group, in the sense that for any µ ∈ P the Weyl orbit
2.13) intersects the dominant cone P + precisely once. For µ ∈ P, one defines w µ ∈ W as the unique shortest Weyl group element such that
(2.14)
The group element w µ admits a reduced decomposition ending in r j if and only if µ, α ∨ j < 0 (i.e., if and only if the hyperplane perpendicular to α j separates µ and w µ (µ)). It is instructive to reformulate this criterion in terms of the partial order in Eq. (2.12): the group element w µ admits a reduced decomposition ending in r j if and only if r j (µ) µ. In particular, it means that any dominant weight λ is maximal in its Weyl orbit W (λ), i.e.
∀λ ∈ P
The stabilizer of a weight λ ∈ P is defined as
The stabilizer W λ is a subgroup of the Weyl group W that is generated by the simple reflections r j such that r j (λ) = λ.
Laplacian on the Weyl Chamber
In this section we review the solution of the spectral problem for the Laplacian in a Weyl chamber with repulsive boundary conditions at the walls and formulate the associated Plancherel theorem. Note. From now on it will always be assumed that our root system R is both irreducible and reduced. A helpful list of all irreducible root systems and their concrete properties can be found in Bourbaki's tables [B] .
Eigenvalue problem. The Weyl chamber is the open convex cone
It is bounded by the walls
perpendicular to the simple roots α j , j = 1, . . . , N. Let g s , g l be two generic (possibly complex) parameters and let us set
The generalization of the eigenvalue problem in Eqs. (1.2a)-(1.2c) to the case of an arbitrary root system R is given by
with linear homogeneous boundary conditions at the walls of the form
Here ∇ 2 x and ∇ x denote the Laplacian and gradient on E, respectively, and ξ := ξ, ξ .
Theorem 3.1 (Eigenfunction). The wave function
with ξ w := w(ξ), solves the eigenvalue problem in Eqs. (3.4a), (3.4b).
Theorem 3.1 is due to Gaudin, who constructed the wave function in question by means of the Bethe Ansatz Method [G3, G4]. It is clear that the linear combination of plane waves Ψ 0 (x; ξ) (3.5) solves the eigenvalue equation in Eq. (3.4a), since −∇ 2 x e i x,ξ w = ξ w , ξ w e i x,ξ w = ξ, ξ e i x,ξ w . To infer that the boundary conditions in Eq. (3.4b) are also satisfied it suffices to perform a small computation based on the action of the directional derivative on plane waves: ∇ x e i x,ξ , α j = i α j , ξ e i x,ξ . Specifically, the following sequence of elementary manipulations reveals that for
In Steps (i) and (ii) one exploits the fact the expressions under consideration are symmetrized with respect to the action of the Weyl group W . Notice in this connection that the relevant terms on the third and fifth line are built of factors that are (skew-)symmetric with respect to the simple reflection r j . Indeed, we have the
(as the simple reflection r j permutes the positive roots other than α j ) and x, r j (ξ w ) = x, ξ w (as x ∈ C j so r j (x) = x). When symmetrizing with respect to the action of the Weyl group the skew-symmetric parts involving α j , ξ w thus drop out.
Continuous Plancherel formula.
Note. From now on we will restrict attention to the repulsive case of nonnegative parameters g s , g l (and hence g α ).
Let H 0 = L 2 (C, dx) be the Hilbert space of square-integrable functions on the Weyl chamber equipped with the standard inner product
be the Hilbert space of square-integrable functions on the Weyl chamber with respect to the positive weight function
equipped with the normalized inner product
For f ∈ H 0 , we now define the eigenfunction transformf 0 = F 0 f by means of the pairingf
with Ψ 0 (x; ξ) given by Eq. (3.5). Reversely, forf ∈Ĥ 0 we define the adjoint eigenfunction transform f 0 =F 0f as 
(3.10)
Below we will show that Theorem 3.2 arises as a degeneration of a more elementary "polynomial" Plancherel formula for a discretization of the eigenvalue problem in Eqs. (3.4a), (3.4b).
The Plancherel formula of Theorem 3.2 is in agreement with the previous results due to Gaudin [G1, G2, G4] (for root systems of type A) and Heckman-Opdam [HO] (for arbitrary root systems), who showed that the transformation F 0 (3.9a) constitutes an isometry of H 0 intoĤ 0 with left-inverseF 0 (3.9b). The idea of the proof for this inversion formula outlined by Heckman and Opdam [HO] is far from elementary: it hinges on a deep result due to Peetre concerning the abstract characterization of differential operators as support preserving linear operators acting on spaces of smooth functions [P1, P2] . For the reader's convenience, we have included a completely elementary proof of this inversion formula in Appendix A at the end of the paper.
It follows from Theorems 3.1 and 3.2 that the operator −∇ 2 x in the Weyl chamber, with repulsive boundary conditions at the walls of the form in Eq. (3.4b), determines a unique self-adjoint extension in H 0 given by the pullback of the multiplication operatorf (ξ) → ξ 2f (ξ) inĤ 0 with respect to the eigenfunction transformation F 0 . From this observation the following corollary is immediate. 
Discrete Laplacian on the Cone of Dominant Weights
In this section we introduce a discrete Laplacian with repulsive boundary conditions on the cone of dominant weights and solve the associated spectral problem.
Action of the discrete Laplacian and boundary conditions. A nonzero dominant weight σ is called minuscule if σ, α
∨ ≤ 1 for all α ∈ R + and it is called quasi-minuscule if σ, α ∨ ≤ 1 for all α ∈ R + \ {σ} (without it being minuscule). The number of minuscule weights is one less than the index |P/Q|, which means that there are no minuscule weights iff the root lattice Q fills the whole weight lattice P. A quasi-minuscule weight, on the other hand, always exists and it is moreover unique. Specifically, it is given by the dominant weight σ such that σ ∨ is the maximal root of the dual root system R ∨ := {α ∨ | α ∈ R}. We will now associate to a (quasi-)minuscule weight σ a discrete Laplace operator L σ acting on the space C(P + ) of complex functions over the cone of dominant weights P + (2.10b).
Definition (Discrete Laplacian). Let σ ∈ P + be (quasi-)minuscule and let t s , t l denote two generic complex parameters. The action of the discrete Laplace operator
where for λ+ν ∈ P \P + the value of ψ λ+ν is determined by the boundary condition
To appreciate the structure of the above boundary conditions the following proposition is helpful. It exploits the decomposition of Weyl group elements in terms of simple reflections to disentangle the boundary conditions completely in terms of simple reflection relations. In this alternative characterization it turns out to be convenient to work with W invariant parameters t α , α ∈ R upon setting (cf. Eq. (3.3))
Proposition 4.1 (Boundary Reflection Relations). Let λ be a dominant weight and let σ ∈ P + be (quasi-)minuscule. Then the boundary conditions in Eqs. (4.1b), (4.1c) are equivalent to the requirement that ∀ν ∈ W (σ) such that λ + ν ∈ P \ P + , and for all simple roots α j such that λ+ν, α ∨ j < 0, the following reflection relations are satisfied
or equivalently
Proof. Let us first check that the reflection relations in (I), (II) and in (Ia'), (Ib'), (II') are indeed equivalent. Since λ, α ∨ j ≥ 0 (as λ is dominant) and ν, α ∨ j ≥ −2 with equality holding only when ν = −α j (as ν ∈ W (σ) with σ (quasi-)minuscule), the condition λ + ν, α ∨ j < 0 breaks up in the three cases (Ia'), (Ib') or (II'). It is readily verified that Cases (Ia') and (Ib') correspond to (I) and Case (II') corresponds to (II). Indeed, we have: r j (λ + ν) = λ + ν + α j in Case (Ia'), ν = −α j and r j (λ + ν) = λ in Case (Ib'), and ν = −α j and r j (λ + ν) = λ + α j in Case (II'). Hence, the corresponding reflection relations match in each case. (Notice also that for σ minuscule we are always in Case (Ia') (i.e. (I)); the Cases (Ib') or (II') (i.e. (II)) can only occur when σ is quasi-minuscule.)
Next we verify that the conditions in the proposition amount to the boundary conditions in Eqs. (4.1b), (4.1c). To this end we exploit the decomposition in simple reflections to perform induction on the length of w λ+ν , starting from the trivial induction base (w λ+ν ) = 0. (Notice in this connection that (w λ+ν ) = 0 implies that λ + ν is dominant, which agrees with the fact that formally the r.h.s. of Eq. (4.1b) reduces in this situation to ψ λ+ν .) For (w λ+ν ) > 0, there exists a simple reflection r j such that w λ+ν = w rj (λ+ν) r j with (w rj (λ+ν) ) = (w λ+ν ) − 1. One furthermore has that r j (λ + ν) λ + ν, i.e. λ + ν, α ∨ j < 0. We thus fall in either one of the three cases (Ia'), (Ib') or (II'), which are to be analyzed separately below.
-(Ia') In this situation r j (λ+ν) = λ+r j (ν), which implies that w λ+ν = w λ+rj (ν) r j . By applying first the reflection relation in (Ia') and then the induction hypothesis we get
which coincides with the expression on the r.h.s. of Eq. (4.1b).
-(Ib') In this situation r j (λ + ν) = λ, which implies that w λ+ν = r j and ν = −α j ∈ R s . We get from the reflection relation in (Ib')
w λ+αj r j and ν = −α j ∈ R s . By applying first the reflection relation in (II') and then the induction hypothesis we get
Since all three cases lead to the boundary condition in Eqs. (4.1b), (4.1c), this completes the induction step (and therewith the proof of the proposition).
It is clear from the proof of the proposition that for σ minuscule θ λ+ν = ht(w λ+ν (λ+ ν) − λ − ν) − (w λ+ν ) = 0 (as we are always in Case (Ia')). Hence, in this situation the boundary condition in Eq. (4.1b) reduces to
(4.4)
The parameters t s and t l play the role of coupling parameters that determine the strength of the boundary conditions. There are two special extremal situations worth singling out. For t s , t l → 1 the action of L σ reduces to that of a free Laplacian L (n)
with Neumann type boundary conditions:
with Dirichlet type boundary conditions: 5b) where N σ (λ) = 0 if σ is minuscule and N σ (λ) is equal to the number of short simple roots perpendicular to λ if σ is quasi-minuscule. Let L
σ : C(P) −→ C(P) denote the free Laplacian on the (full) weight lattice characterized by the action
The operators L (4.6) to the space of W invariant functions and W skew-invariant functions on P, respectively (upon restriction to the fundamental domain P + ).
Bethe Ansatz solution.
Let Q ∨ denote the dual root lattice Span Z (R ∨ ) and let us write T R for the torus E/(2πQ ∨ ). It is evident that the plane waves ψ λ (ξ) = exp(i λ, ξ ), ξ ∈ T R constitute a (Fourier) basis of eigenfunctions for the free Laplacian L (0) σ : C(P) → C(P) in Eq. (4.6). The corresponding eigenvalues are given by E σ (ξ) = ν∈W (σ) exp(i ν, ξ ), ξ ∈ T R . Following the Bethe Ansatz method, we will now construct suitable linear combination of plane waves that satisfies the boundary conditions in Eqs. (4.1b), (4.1c). By construction, the resulting wave function will thus constitute an eigenfunction of our Laplacian L σ (4.1a)-(4.1c).
Specifically, as Bethe Ansatz wave function we take an arbitrary Weyl-group invariant linear combination of plane waves of the form 
provided that
(or a scalar multiple thereof ).
Proof. It suffices to check that the Bethe Ansatz wave function Ψ λ (ξ) (4.7a)-(4.7c) satisfies the boundary conditions (4.1b), (4.1c), provided that C(ξ) is of the form stated by the theorem. To this end we compute C(ξ) from the boundary reflection relations of Proposition 4.1. Indeed, upon assuming the technical conditions detailed in the proposition, substitution of the Bethe Ansatz wave function in the boundary reflection relations readily leads to the stated expression for the coefficients C(ξ). Specifically, we find in Case (I) that equating Because r j stabilizes ρ + λ + ν (i.e. r j ∈ W ρ+λ+ν ), the latter relation can be rewritten as
By induction on the cardinality of the stabilizer W ρ+λ+ν , starting from the smallest value |W ρ+λ+ν | = 2 (as it contains as subgroup the cyclic group of order 2 generated by r j ), one concludes that
or equivalenty (assuming C(ξ) is nontrivial in the sense that it does not vanish identically)
From varying λ and ν, it is clear that the reflection relation in Eq. (4.10) should hold for all simple reflections r j , j = 1, . . . , N. We thus conclude that C(ξ) must in fact be of the form
where c 0 (ξ) denotes an arbitrary W invariant overall factor (i.e. c 0 (ξ w ) = c 0 (ξ), ∀w ∈ W ). It remains to check that this choice for the coefficient C(ξ) is also compatible with the boundary conditions of Case (II). This follows from an analysis similar to that of Case (I). Indeed, we get by equating
to the sum of
that it is sufficient to require that
The latter relation can be rewritten as
which leads us back to the reflection relation in Eq. (4.10).
4.3. Discrete Plancherel formula. Next we will address the question of the orthogonality and completeness of the Bethe wave functions given by Theorem 4.2. Note. From now on it will always be assumed that the parameters lie in the (repulsive) domain 0 < t s , t l < 1 (unless explicitly stated otherwise). It is straightforward to rewrite the Bethe wave function of Theorem 4.2 as
From this expression it is clear that the functions Ψ λ (ξ) amount in essence to (a parameter deformation of) the zonal spherical functions on p-adic Lie groups computed by Macdonald [M1, M3] . The solution of Plancherel problem is now a direct consequence of Macdonald's orthogonality relations for these (deformed) spherical functions. To describe the result, some notation is needed. Let H = 2 (P + , ∆ λ ) denote the Hilbert space of complex functions on the cone of dominant weights P + (2.10b) that are square-summable with respect to the positive weight function
(ξ)dξ) denote the Hilbert space of complex functions on the Weyl alcove (4.14) that are square-integrable with respect to the positive weight function
(ξ ∈ A). The normalized inner product onĤ reads
To the Bethe wave function Ψ λ (ξ) in Theorem 4.2 we associate the integral transformation F : H →Ĥ given by the Fourier pairinĝ
(∀f ∈ H), and the adjoint integral transformationF :Ĥ → H given by the Fourier pairing Proof. The theorem is a direct consequence of the fact that the zonal spherical functions Ψ λ (ξ), λ ∈ P + form an orthogonal basis ofĤ satisfying the orthogonality relations [M1, M3] 
To keep our treatment self-contained, a brief outline of Macdonald's proof of these orthogonality relations is isolated in Appendix B at the end of the paper.
LetÊ σ :Ĥ →Ĥ be the multiplication operator 
The complex conjugate of the function E σ (ξ) is given by E −w0(σ) (ξ), where w 0 denotes the longest element in the Weyl group W (i.e., the unique element w 0 ∈ W such that w 0 (A) = −A).
Corollary 4.5 (Adjoint). The adjoint of L σ in H is given by L −w0(σ) .
In particular, this means that L σ is self-adjoint if and only if w 0 (σ) = −σ. This is for instance the case when σ is quasi-minuscule or when w 0 = −Id. If w 0 (σ) = −σ, then one can make the eigenvalue problem self-adjoint by passing to the operator (L σ + L −w0(σ) ).
For t s , t l → 1, the Bethe wave function Ψ λ (ξ) (4.11) reduces to the monomial symmetric function
The eigenfunction transform F amounts in this situation to the W invariant part of the Fourier transformation on 2 (P):
with the inversion formula
For t s , t l → 0 the Bethe wave function Ψ λ (ξ) (4.11) reduces to the Weyl character
The eigenfunction transform F amounts in this situation to the W skew-invariant part of the Fourier transformation on 2 (P):
The Continuum Limit
In this section it is shown that the discrete Plancherel formula of Theorem 4.3 degenerates to continuous Plancherel formula of Theorem 3.2 in the continuum limit as the lattice distance tends to zero. The discrete Laplacian from Eqs. (4.1a)-(4.1c) degenerates in this limit-upon symmetrization and rescaling-in the strong resolvent sense to the continuous Laplacian from Eqs. (3.4a)-(3.4b). The approach in this section is inspired by Ruijsenaars' proof of the fact that the ground-state representation of the infinite isotropic Heisenberg spin chain converges in the continuum limit to a free Boson gas [R] . Note. Throughout this section we will employ the parametrization t α = e − gα with > 0 and with g α positive (and W invariant, cf Eq. (3.3) ).
5.1. Embedding. To perform the continuum limit, we embed the Hilbert space H = 2 (P + , ∆ λ ) from Section 4 isometrically in the Hilbert space H 0 = L 2 (C, dx) with standard inner product (f, g) H0 = C f (x)g(x)dx. This is done via the oneparameter family of embeddings J : H → H 0 , > 0, which associate to a lattice function f ∈ H the staircase function f ∈ H 0 defined by
Here det(P) := det(ω 1 , . . . , ω N ) and for
(ξ)dξ) from Section 4 is embedded isometrically in the
. This is done via the one-parameter family of embeddingŝ J :Ĥ →Ĥ 0 , > 0, which associate to a functionf ∈Ĥ the rescaled function f ∈Ĥ 0 defined byf
Let H := J (H) ⊂ H 0 and letĤ :=Ĵ (Ĥ) ⊂Ĥ 0 . The eigenfunction transform F : H →Ĥ (4.17a), (4.17b) and its inverseF : H →Ĥ (4.18a), (4.18b) lift under the embeddings J andĴ , respectively, to a corresponding transform F : H →Ĥ and its inverseF :Ĥ → H of the form
with a kernel given by
where 
The orthogonal projections Π : H 0 → H andΠ :Ĥ 0 →Ĥ on the closed subspaces H ⊂ H 0 andĤ ⊂Ĥ 0 , respectively, are given explicitly by
If we extend the definitions of F andF in Eqs. (5.2a) and (5.2b) to arbitrary f ∈ H 0 andf ∈Ĥ 0 , respectively, then clearly
This gives rise to the following commutative diagrams of bounded transformations ).
5.2. The continuum limit → 0: eigenfunction transform. For x and ξ in the interior of the Weyl chamber C, it is straightforward to check that in the limit → 0 the kernel function Φ [ −1 x] ( ξ) (5.3a) degenerates pointwise to
So, formally the eigenfunction transform F (5.2a) and its adjointF (5.2b) degenerate in this limit tof
and its adjoint Proof. Since Π is a projection operator, it is obvious that Π H0 ≤ 1 uniformly ∀ > 0. Hence, for validating the first limit in Eq. (5.12), it suffices to show that lim →0 Π φ = φ for any φ in the dense subspace
It is obvious from the definition in Eq. (5.5a) that, for any test function φ ∈ C ∞ 0 (C), the staircase approximation (Π φ)(x) converges pointwise to φ(x) when tends to 0. Moreover, since φ has compact support it is clear that the difference |Π φ − φ| admits an L 2 upper bound that is uniform in (for ≤ 1 say). The desired convergence lim →0 Π φ − φ H0 = 0 thus follows by the dominated convergence theorem of Lebesgue. To demonstrate the second limit in Eq. (5.12), we simply observe that for anyf ∈Ĥ 0
which converges to zero (again by Lebesgue's dominated convergence theorem).
Lemma 5.2 (Continuum Limit: the Eigenfunction Transform). One has that i)
∀f ∈ H 0 : lim
For any x, ξ ∈ C, we have that for → 0 (5.13a) follows by Lebesgue's dominated convergence theorem. ii). The action ofF on anyf ∈Ĥ 0 is given by
The pointwise limit lim →0 (F f )(x) = (F 0f )(x) thus follows by dominated convergence from the pointwise convergence in Eq. (5.14) combined with the bounds |S (ξ w )| = 1, |e uniformly in for sufficiently small. Indeed, the already established pointwise convergence lim →0 (F φ )(x) = (F 0φ )(x) combined with the L 2 -bound in Eq. (5.15) guarantees the convergence of the limit in the Hilbert space H 0 by the bounded convergence theorem. In order to verify the estimate in Eq. (5.15), we note that from the explicit formula for the action ofF it is clear that 
The derivatives in Eq. (5.17) are in turn sums of products built of expressions of the
, and α, e j , which remain bounded as → 0.
With the aid of Lemmas 5.1 and 5.2, we are now in the position to push through the continuum limit → 0 at the level of the Plancherel formula. 
We know from the second part of the proof of Lemma 5.2 that (F φ )(x) admits an L 2 -bound that is uniform in for sufficiently small (cf. Eq. (5.15)) and that for → 0 it converges pointwise to (F 0φ )(x). By following the steps in the first part of the proof of Lemma 5.2, we readily infer from the expression in Eq. (5.19) that lim →0 (F F φ )(ξ) = (F 0F0φ )(ξ) (pointwise). On the other hand, it follows from (the proof of) Lemma 5.1 that lim →0 (Π φ )(ξ) =φ(ξ). We thus conclude that for → 0 the identity in Eq. (5.18) degenerates to 
We introduce the operators L σ, and L 0 in H 0 as the pullbacks ofÊ σ, andÊ 0 with respect to the eigenfunction transforms F : H 0 →Ĥ 0 and F 0 : H 0 →Ĥ 0 :
The operator L 0 (5.22b) amounts to the Laplacian −∇ 2 x in the Weyl chamber C with boundary conditions at the walls of the form in Eq. (3.4b), and the operator L σ, (5.22a) corresponds to the lift of
where L σ denotes the discrete Laplacian defined in Eqs. (4.1a)-(4.1c). The following proposition states that, in the continuum limit → 0, the discrete difference operator L σ, (5.22a) tends (up to a positive factor) to the differential operator L 0 (5.22b) in the strong resolvent sense.
Proposition 5.5 (Continuum Limit: the Laplacian).
for some positive constant c σ .
Proof. From the limit
for some positive constant c σ , one concludes that lim →0Êσ, (ξ) = c σÊ0 (ξ) pointwise. Hence, for anyf ∈Ĥ 0 and z
strongly, by the dominated convergence theorem. The proposition now follows from the telescope 
