Abstract. The billiard in the exterior of a nite disjoint union K of strictly convex bodies in R d with smooth boundaries is considered. The existence of global constants 0 < < 1 and C > 0 is established such that if two billiard trajectories have n successive re ections from the same convex components of K, then the distance between their jth re ection points is less than C( j + n?j ) for a sequence of integers j with uniform density in 1; 2; : : : ; n. Consequently, the billiard ball map (though not continuous in general) is expansive. As applications, an asymptotic of the number of prime closed billiard trajectories is proved which generalizes a result of T. Morita Mor], and it is shown that the topological entropy of the billiard ow does not exceed log(s?1) a , where s is the number of convex components of K and a is the minimal distance between di erent convex components of K. Given x = (q; v) 2 M, the trajectory (x) = fS t (x) : t 0g; is the usual billiard curve described by the motion of a point mass issued from q in direction v. Inside Q the mass moves with constant velocity, while reaching the boundary it bounces o according to the usual law of geometrical optic "the angle of incidence equals the angle of re ection". The billiard ow S t obtained in this way is a special case of the so called dispersing (Sinai) billiard (cf. Si1], Si2], DS]). Dispersing 1991 Mathematics Subject Classi cation. Primary 58F15; Secondary 58F20.
Introduction
Let K be a compact subset of R d , d 2 of the form K = K 1 K 2 : : : K s ; (1) where K i are compact strictly convex disjoint bodies in R d with smooth boundaries ? i = @K i . We assume that s 3. Let billiards, especially in bounded planar or toral domains, have been extensively studied in connection with some important problems in physics (see Si1] , Si3] The natural phase space of the billiard is M 1 = fx = (q; v) 2 @M : hn(q); vi 0g: For x = (q; v) 2 M 1 denote by '(x) the angle between n(q) and v; then cos '(x) = hn(q); vi. Let x = (q; v) 2 M 1 be such that the billiard trajectory (x) has a common point with @Q and let t > 0 be the minimal number for which S t (x) 2 @M. De ne B(x) = S t (x). Clearly, if B(x) = (p; w), then p 2 @Q is the point at which the ray issued from q in direction v hits @Q and w is the re ection of v with respect to the tangent plane T p (@Q) to @Q at p. Let M 0 be the set of all x 2 M 1 for which B(x) is de ned. The map B : M 0 ?! M 1 is called the billiard ball map.
In order to get a continuous ow, one has to consider the billiard ow on the quotient spaceM = M= , where is the folowing equivalent relation on M: M is a continuous ow onM which is also called billiard ow. We will use the same notation S t for it. Also, avoiding the cumbersome notation~ (x), S t (~ (x)), etc., we will write x and S t (x) instead. It will be clear from the context whether we consider points in M or inM.
Throughout~ will be a metric onM such that (~ (q; v);~ (p; w)) maxfkq ? pk; kv ? wkg (q; v); (p; w) 2 M: Clearly such a metric exists. Given x = (q; v) 2 M, denote by (q j (x); v j (x)) the jth re ection point of the forward trajectory fS t (x) : t 0g, provided there are at least j re ections, and by t j (x) be the corresponding time of re ection, that is S tj(x) (x) = (q j (x); v j (x)). If x 2 M 1 , then B j (x) = (q j (x); v j (x)). In this case we will assume that q 0 (x) = q and v 0 (x) = v.
Let 0 > 0 be the minimal sectional curvature of ? = @K with respect to the outer unit normal eld n(q) of ?. It follows from the strict convexity of K j for each j that 0 
Our main result in this paper is the following.
Theorem 1.1. Let K be an obstacle of the form (1) and let n 2 N and x = (q 0 ; v 0 ); x 0 = (q 0 0 ; v 0 0 ) 2 M 1 be such that for each integer j with 0 j n the points q j (x) and q j (x 0 ) are well-de ned and both belong to ? ij for some i j . Then kv j (x) ? v j (x 0 )k 12D a ( j + n?j ) (0 j n);
and there exists with j j kq 0 ? q 0 0 k < D such that (S t (x); S t+ (x 0 )) C( t 1 + T? 1 ) (0 t T);
where T = t n (x). Moreover, there exists another global constantC > 0, independent of x, x 0 and n such that for every i = 0; 1; : : : ; n ? l 0 + 1 there exists j = i; i + 1; : : : ; i + l 0 ? 1 with kq j (x) ? q j (x 0 )k <C( j + n?j ) and jt j (x) ? t j (x 0 ) ? j C ( j 2 + n?j 2 ); (6) where 2 = a 1 .
The obstacle K is said to satisfy the condition (H) of M.Ikawa if the convex hull of every two convex components of K does not have common points with any other convex component of K. In the special case when the condition (H) is satis ed, a result similar to the above theorem can be easily derived from the papers of M. Ikawa I] a . For bounded two-dimensional dispersing billiards such result was obtained by Chernov Ch] using the estimate of the number of periodic points from St]. In fact, Chernov Ch] showed that lim inf Pn(B) n h(B), where P n (B) is the number of periodic points of B with period n and h(B) is the topological entropy of B (in this case it is well-de ned). It was also proved in Ch] that for bounded twodimensional dispersing billiards the periodic points form a dense subset of the phase spece. An interesting (but probably di cult) question is whether the same holds in the situation considered above. Theorem 1.3 below shows that this is so when the condition (H) is satis ed.
Clearly in some cases we may have h = 0. A reasonable conjecture seems to be that h > 0 whenever the set M 0 is in nite. Let us mention that for dispersing billiards in bounded domains Q the entropy h is always positive (cf. Sinai Si3] and Ch]). For such billiards it is also known that a symbolic dynamics with an in nite alphabet always exists BSC] (see also GO] ).
In our situation, in general the map f is not continuous and K is not compact, so f does not provide a symbolic dynamics for the billiard ball map B. However, in the special case when the condition (H) is satis ed, the billiard ow S t is an Axiom A ow, K is compact and f is a homeomorphism, so it does provide symbolic dynamics for B. In fact, in this case it is easily seen that K = ffi j g : i j 6 = i j+1 for all jg; so the restriction K of the Bernoulli shift to K is a topological Markov chain with entropy log(s ? 1). Consequently, the billiard ow S t is naturally isomorphic to a special ow over K which gives an asymptotic for the ditribution of the closed billiard trajectories. For n = 2 the latter was obtained by T. Morita Mor] Let K be an arbitrary obstacle in R n of the form (1). Throughout we will assume that 0 2 K and will denote by U 0 the open ball with centre 0 and radius 2D.
By a pseudo-billiard trajectory we mean a curve of the form = k j=0 q j ; q j+1 ] such that:
(i) q 0 6 = q 1 , q k 6 = q k+1 and for each j = 1; : : : ; k ?1, q j 2 ? ij , where i j = 1; : : : ; s and i j+1 6 = i j for each j;
(ii) for each j = 1; : : : ; k either q j lies on the segment q j?1 ; q j+1 ] (then q j will be called an intersection point or a tangent point for the trajectory) or q j?1 ; q j ] and q j ; q j+1 ] satisfy the law of re ection at q j with respect to ? ij (in which case q j will be called a re ection point for the trajectory).
It is clear from this de nition that in general a pseudo-billiard trajectory may intersect the interior of K (see Fig. 1 ). As we will see below, in some cases it is more convenient to consider certain pseudo-billiard trajectories instead of the corresponding proper billiard trajectories in the exterior Q of K.
We begin with the following simple but rather important lemma.
Lemma 2.1. Let l 0 and ' 0 be de ned by (2). Then for every pseudo-billiard trajectory q 0 ; q 1 ; : : : ; q l0+1 there exists j = 1; 2; : : : ; l 0 such that q j is a re ection point for the trajectory and ' j < ' 0 , where ' j is the angle between the segment q j ; q j+1 ] and n(q j ).
Proof. Given an arbitrary pseudo-billiard trajectory q 0 ; q 1 ; : : : ; q l0+1 , assume that ' j ' 0 for all j = 1; : : : ; l 0 . Then, according to (2) 
will be called a con guration of length n if i j = 1; : : : ; s for each j and i j 6 = i j+1 for j < n.
Let (7) (8) is uniquelly determined. This follows for example from the argument in Sect. 3 of St]. Set q 0 (q; p) = q ; q n+1 (q; p) = p; and proceeding by induction on j, denote by q j (q; p) the point on the segment ( ) (q; p) \ K ij which is closest to q j?1 (q; p) (see Fig. 1 ). It is easily seen that for each 1 j n, either one of the segments q j?1 (q; p); q j (q; p)] and q j (q; p); q j+1 (q; p)] intersects the interior of K ij , in which case q j (q; p) will be called an intersection point of ( ) (q; p), or these two segments satisfy the law of re ection at q j (q; p) with respect to ? ij = @K ij . In the latter case q j (q; p) will be called a re ection point of ( ) (q; p). Clearly a re ection point may be a point of transversal re ection or a tangent point.
It is easy to derive from this de nition that each q j (q; p) is a continuous function of (q; p) 2 U V , and if (q; p) is not tangent to K ij at q j (q; p), then q j (q; p) is di erentiable with respect to q and p in a neighbourhood of (q; p). Clearly this will provide an estimate for k@ q v j (q 0 ; p 0 )k. In the same way one obtains an estimate for k@ p v j (q 0 ; p 0 )k. Let 0 = 0 (q; p) < 1 (q; p) < : : : < n (q; p) < n+1 (q; p) = T ( ) (q; p) be such that ( ) j (q; p) = q j (q; p) for each j = 0; 1; : : : ; n; n + 1. so small that for each (q; p) 2 U b V b the trajectory (q; p) has no tangencies to ?. We may as well assume that b is so small that for each (q; p) 2 U V we have j?1 (q 0 ; p 0 ) < j (q; p) < j+1 (q 0 ; p 0 ) (j = 1; : : : ; n): (11) Given j = 1; : : : ; n, denote by ' j (q; p) the (smallest positive) angle between the vector q j+1 (q; p) ? q j (q; p) and the unit normal n(q j (q; p)) to ? at q j (q; p). Let j 1 < j 2 < : : : < j k be the sequence of all j = 1; : : : ; n with ' j (q 0 ; p 0 ) < ' 0 . It follows from Lemma 2.1 that j l+1 ? j l l 0 (1 l k); therefore k n l 0 :
In what follows we also assume that b > 0 is chosen so small that ' j l (q; p) < ' 0 for all (q; p) 2 U b V b ; l = 1; : : : ; k: (14) holds for all t 2 r; t 1 ). Next, Proposition A.1, (13) and (2) Now, repeating the above argument, one gets that (14) holds for all t 2 t 1 ; t 2 ], etc. Using a simple induction, it follows that (14) holds for all t 2 r; T]. Lemma 2.4. (Ikawa I] , Lemma 3.7) Let X and Y be the boundaries of two disjoint compact strictly convex bodies in R n . Suppose X and Y are smooth and denote by n X the unit outer normal eld to X. Given 2 X, let (t) (t 0) be the shift of along the billiard trajectory in the exterior of Y issued from ( ; n X ( )).
Suppose ; 2 X are such that the trajectories f (t) : t 0g and f (t) : t 0g
hit transversally Y at (t 1 ) and (t 2 ), respectively, and t 1 t 2 . Then k (i) (t 2 ) ? (t 2 )k k (t 2 ) ? (t 2 )k; where (i) (t 2 ) = + t 2 n X ( ).
Figure 2
We also need the following lemma the rst part of which is a local version of Lemma 3.6 of Ikawa I] . The proof is simple and we omit it.
Lemma 2.5. Let Finally, let l = r i for some i = 1; : : : ; k. Then ' l < ' 0 and also l = l j for some j = 1; : : : ; m. Consider the triangle j j (r) j (see Fig. 4 before, denote by X the sphere with centre q 0 and radius r. Then the inequalities in (a) hold. There exists j = 0; 1; : : : ; m such that t 0 = lj t < t 00 = lj+1 :
Set l = l j . Without loss of generality we may assume that j = q l (q 0 ; p 0 ) and j = q l (q 0 ; p); the other case is considered similarly. With this assumption, (11) implies t 0 l (q 0 ; p) < t 00 : Then there exists p 0 2 p 0 ; p] such that lj (q ) ; p 0 ) = t. In the same way one shows that jT This proves the lemma.
We go on with the proof of Theorem 1.1. Using (27) ( 0 ) which proves the rst inequality in (6).
To prove the second inequality in (6), we may assume that t j (x) t j (x 0 ) + ; the other case is similar. Set = (S tj(x)+ (x 0 )); and use (5) It follows from the de nition of K that it is contained in A , so K A :
Consequently, h( ; K ) = h( ; K ) h( A ) = log(s ? 1): Let = k 1 for some k 2 N. We assume that k is so big that 2C < a. Here 1 and C are the constants de ned by (3).
Set 0 = 2C a + . Consider an arbitrary n 2 N and choose a subset E of K of minimal cardinality which is (n + 1; ) spanning for on K Here we have taken into account that T ? t k (x) = t n+2k+1 (x) ? t k (x) = t n+k+1 (x). Since t k (x) ka and t n+k+1 (x) ? t (n + k + 1)a ? na] > ka for 0 t na, it follows from the above estimates that~ (S t (x); S t (z)) < 2C ka 1 + 1 m < 0 for 0 t na. Thus, for all integers j = 0; 1; : : : ; na] we have~ (S j (x); S j (z)) < 0 : This means that E 0 is (m n ; 0 )-spanning for the map S 1 onL, and according to (39), r mn ( 0 ;L; S 1 ) jE 0 j r n+1 ( ; K ; ) (n + k)D + 2 :
Since mn n ! a as n ! 1, it now follows that ar( 0 ;L; S 1 ) r( ; K ; ), which implies ah(S 1 ) h( ; K ) log(s ? 1). Therefore h(S 1 ) 1 a log(s ? 1) which proves the theorem.
Billiards without singularities
Throughout we assume that K is of the form (1) and satis es the condition (H).
Let be the metric on M R n R n de ned by ((q; v); (p; w)) = maxfkq ? pk; kv ? wkg:
Under the condition (H) one can add the following to the statement of Theorem 1.1. (40) and (41) In what follows we consider con gurations = (i 0 ; i 1 ; : : : ; i n?1 ; i n = i 0 ) (44) such that i j 2 f1; 2; 3g for all j. Clearly for every of the form (44) there exists a unique x = x( ) 2 M 0 with (x) 2 ? i0 such that B n (x) = x and B j (x) 2 ? ij for all j = 0; 1; : : : ; n. Let (45) and ( isuued from x = (q; n l (q)). As before, we shall denote by q j (x) the successive re ection points of (x), and by v j (x) and t j (x) the corresponding velocities and times of re ection. Here j = 1; 2; : : : . For later convenience set q 0 (x) = q, v 0 = n l (q) and t 0 (x) = 0.
Theorem 6.1. Let K and L be as above. Let n 2 N and q; q 0 2 @L be such that for x = (q; n L (q)) and y = (q 0 ; n L (q 0 ) we have q 1 (x); q 2 (y) 2 ? 1 and for each integer j with 2 j n + 1 the points q j (x) and q j (y) are well-de ned and both belong to ? ij for some i j . Then Proof. We use modi cations of parts of the arguments from Sect. 2 and 3. First, determine the con guration by (7), where i 1 = 1 and i 2 ; : : : ; i n are as in Theorem 6.1. De ne the set V as in Sect. 2, replacing a by a 0 , and consider the function Let X and Y be smooth hypersurfaces in R d endowed with smooth unit normal elds n X (x) and n Y (y), respectively. We assume that both X and Y are convex with respect to the given normal elds.
In what follows we use the notation l(q; v) = fq + tv : t 0g; where q; v 2 R d , v 6 = 0.
Let q 0 2 X be such that the ray l(q 0 ; n X (q 0 )) hits transversally Y at some point p 0 . Set t 0 = kp 0 ? q 0 k. Consider an arbitrary smooth parametrization q = q(u); u 2 U of X near q 0 . Here U is some open subset of R d?1 . Let q 0 = q(u 0 ).
For every u 2 U close to u 0 , the ray l(q(u); n X (u)) hits transversally Y at some point p(u). Denote by f(u) the re ected direction of n X (u) at p(u), i.e. f(u) = n X (u)?2hn X (u); n Y (u)in Y (u); where n X (u) = n X (q(u)), n Y (u) = n Y (p(u)): Then for the angle '(u) between f(u) and n Y (u) we have cos '(u) = hf(u); n Y (u)i:
Let (u) be the (billiard) trajectory formed by the segment q(u); p(u)] and the ray l(p(u); n X (u)). For t 0, denote by S t (u) the shift of q(u) along (u) after time t. Set X t = fS t (u) : u 2 Ug: Clearly for t < t 0 and t > t 0 , X t is a smooth (local) hypersurface. Denote by (t) the minimal sectional curvature of X t at the point S t (u 0 ) and set ? (t 0 ) = lim t%t0 (t) + (t 0 ) = lim t&t0 (t): Finally, let k 0 be the minimal sectional curvature of Y at p 0 and let ' 0 = '(u 0 ).
The following fact is a folklore. We prove it for the sake of completeness.
Proposition A.1. + (t 0 ) ? (t 0 ) + 2 cos ' 0 k 0 .
Proof. Fix for a moment t 0 and t 00 with 0 t 0 < t 0 < t 00 and set q 0 (u) = S t 0(u), q 00 (u) = S t 00 (u), X 0 = X t 0 and X 00 = X t 00. We are going to express the sectional curvatures of X 0 ; X 00 and Y at the points q 0 (u 0 ), q 00 (u 0 ) and p(u 0 ) with respect to the sections determined by q 0 , q 00 and w, The corresponding quantities for X 00 will be denoted by I 00 , II 00 , g 00 ij , b 00 ij and those for Y by I (Y ) , II (Y ) , g (Y ) ij and b (Y ) ij .
We have p(u) = q 0 (u) + (t(u) ? t 0 )n X (u) and q 00 (u) = p(u) + (t 00 ? t(u))f(u): >From these equalities one derives with some standard computations (see Sect. This holds for every v 00 2 T q 00 (u0) X 00 , so the assertion follows.
