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A B S T R A C T
Artificial neural networks have been the key to solve a variety of different problems.
However, neural network models are still essentially regarded as black boxes, since they
do not provide any human-interpretable evidence as to why they output a certain re-
sult. In this dissertation, we address this issue by leveraging on ontologies and building
small classifiers that map a neural network’s internal representations to concepts from
an ontology, enabling the generation of symbolic justifications for the output of neural
networks. Using two image classification problems as testing ground, we discuss how to
map the internal representations of a neural network to the concepts of an ontology, exam-
ine whether the results obtained by the established mappings match our understanding
of the mapped concepts, and analyze the justifications obtained through this method.
Keywords: artificial intelligence, neural networks, ontologies, explainable AI
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R E S U M O
As redes neuronais têm sido fundamentais para a resoução de múltiplos poblemas.
No entanto, as redes neuronais são ainda essencialmente consideradas caixas negras, uma
vez que não fornecem nenhuma indicação interpretável sobre porque produziram um de-
terminado resultado. Nesta dissertação, abordamos este problema utilizando ontologias
e construindo pequenos classificadores que mapeiam as representações internas de uma
rede neuronal para conceitos de uma ontologia, permitindo a geração de justificações
simbólicas para os resultados obtidos pelas redes neuronais. Utilizando dois problemas
de classificação de imagens para ilustrar o nosso método: discutimos como mapear as
representações internas de uma rede neuronal para conceitos de uma ontologia, exami-
namos se os resultados obtidos através dos mapeamentos estabelecidos correspondem à
nossa compreensão dos conceitos mapeados, e analizamos as justificações obtidas através
deste método.
Palavras-chave: inteligência artificial, redes neuronais, ontologias, IA explicável
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I N T R O D U C T I O N
This chapter presents an overview of the problem that this dissertation aims to
address, providing its context and motivation as to why it is relevant. Lastly, the
main goal of this dissertation is presented, and an outline of the document structure
is provided.
1.1 Context and Motivation
In the last few years, artificial neural network-based machine learning methods have al-
lowed the field of Artificial Intelligence to successfully address multiple complex tasks,
such as image [72], video [32] and speech recognition [18], translation [30] and text analy-
sis [37], helping with drug design and discovery [63], and reconstruction of brain circuits
[40], to name a few. Some of the systems developed by these methods even outperformed
humans in tasks like facial recognition [61] or playing strategic games [6, 65]. The mul-
tiple successes that artificial neural network-based methods achieved led it to become
a widespread solution, with innumerous applications, ranging from intelligent cameras
with object recognition [50] to predicting river discharges and floods [36].
As these systems begin to act autonomously and start being responsible for decisions
previously taken by humans, like self-driving cars [9] and unmanned aerial vehicles [49],
or start being applied in sensitive domains, such as medical diagnosis and treatment
recommendation [75], the need for humans to be able to understand their reasoning
becomes evident.
Ideally, these systems would have the ability to justify their results in a human-
understandable way. Explanations of how a system behaves and why it outputs a certain
result are known to allow users to build trust in the system and its results [47], to in-
crease the chances of users taking action based on a system’s output [80], and for a better
1
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Figure 1.1: Sample images of trains’ representations.
assessment of when a system is right or wrong [8, 16].
However, artificial neural networks, by themselves, do not provide any direct human-
interpretable indication of why a certain output was produced. This problem is further
aggravated due to artificial neural networks being subsymbolic systems. As a matter
of fact, to calculate their output, artificial neural networks successively apply various
vector-to-vector functions, where the intermediate results obtained by these functions
might be seen as representations of the input fed to the artificial neural network. Even
so, given that those representations are based on high-dimensional Euclidean space, i.e.,
real-valued vectors, matrices, etc., and do not possess any obvious associated declarative
meaning [24], they cannot directly be used to produce a justification as to why a specific
output was given by an artificial neural network.
As an example, let us consider an artificial neural network that was trained to process
patients vital signals, lab results and symptoms, in order to prescribe treatments. If asked
why a particular treatment was prescribed, it would be rather insufficient, as a justifi-
cation, to simply present the vital signals, lab results and symptoms that were given as
input. Providing a list of the intermediate representations obtained by the artificial neural
network would also be far from acceptable, as it would not be human-understandable.
What we would probably like to see as a justification is the diagnosis - the medical condi-
tion that explains the symptoms - together with some form of logical implication that a
doctor would normally use to prescribe the treatment given the disease and the particular
features of the patient, e.g., anemia, inferred from a lack of red blood cells and irregular
heartbeats, or an infection, inferred from a fever and a high white-blood cell count. This
is, nevertheless, impossible, given that there is no symbolic representation of diseases and
rules within the artificial neural network.
Hence, to justify the output of an artificial neural network, a language containing
human-understandable concepts and meaningful relations between those concepts is
needed, allowing for a comprehensible description of the reasoning that led the artificial
neural network to attain its output. The level of abstraction and detail of the justifications
is dependent on the defined language. For example, when faced with a picture of a
2
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representation of a train, c.f. Figure 1.1, we might expect a justification as to why this
train is of some particular type, e.g., a passenger train, to refer to the particular lines,
squares, and circles that can be identified as constituting the train representation, or we
might expect a justification to be based on high-level concepts such as the existence of
passenger wagons or freight wagons. For each domain of interest, even though there
are relationships between the different levels of abstraction, we, humans, are typically
interested in a given particular level, where we can conveniently justify ourselves to other
humans.
The field of knowledge representation and reasoning provides many formalisms that
allow the description of domains of interest, such as ontologies. An ontology is the concep-
tualization of a domain through the use of concepts and axioms, describing how concepts
relate to each other in that particular domain of interest and containing knowledge spe-
cific to the individuals of the domain of discourse. To achieve the goal of providing formal
and declarative meaning, ontologies are usually specified through the use of a logic-based
language with a precise semantics. Initiatives like the Semantic Web [7], and Linked Open
Data fostered the availability of many ontologies of different domains, often working as a
network where the concepts of an ontology may be related to concepts of other ontologies.
An ontology can therefore be used to define and provide the necessary language
(concepts and relations), at the appropriate level of abstraction, to adequately convey
justifications for the output of a given artificial neural network. However, for an artificial
neural network’s internal representations to be presented in a meaningful and human-
understandable way, we need to establish some mapping to the concepts existing in
the ontology. To this end, we found inspiration in the research conducted in the field
of neuroscience, where they have studied neuronal ensembles and how they respond
to stimuli, to be able to comprehend what information they encode [21]. By mapping
the stimulus to the response, neuroscientists were able to understand the function and
information encoded in these neuronal ensembles [48].
1.2 Problem Statement and Main Contributions
Our ultimate goal is to be able to develop a method for producing symbolic justifications
for the output of a vast range of artificial neural network architectures trained in classifi-
cation tasks. In order to achieve our objective, we propose to establish mappings from the
values of the activations produced by the neurons of an artificial neural network to con-
cepts from a chosen ontology. Through the established mappings we can, when feeding
input to the artificial neural network, make observations regarding whether the mapped
concepts were identified in the generated activations, acquiring knowledge about the
input’s characteristics. Using logic based reasoning methods, together with the ontology
and the observations made regarding each mapped concept, we can create a justification
for the artificial neural network’s output. The justifications would be minimal sets of
3
C H A P T E R 1 . I N T RO D U C T I O N
axioms from the ontology that, together with the observations, entail the output of the
artificial neural network.
This method would allow us keep the flexibility and learning capabilities afforded
by artificial neural networks, while enabling the production of symbolic and declarative
justifications for their results in a transparent manner typical of symbolic systems.
One might wonder how much do the justifications produced by this method depend
on the ontology, and whether it can be said that they represent an explanation of the
artificial neural network’s internal output generation process. It should be pointed out
that we, humans, can often reason in the most varied domains, even without knowing
any specific language to describe it. Once we are taught concepts and their relationships
in a given domain, we are usually able to map our experiences and intuitions into them,
allowing us to produce meaningful explanations of our internal mental processes. For in-
stance, we might be able to understand a given geometric phenomenon without knowing
anything about coordinate systems, and once we learn the Cartesian coordinate system,
we can use it to explain that phenomenon. Nonetheless, we could have learned the polar
coordinate system instead, and still use it to describe the same phenomenon. While both
explanations would certainly be different, and likely none of them would correspond
literally to our internal understanding of the phenomenon, both would be meaningful
and plausible, which is often enough.
In this dissertation, we explore the generation of justifications for artificial neural
networks through the use of mappings between their neuron’s activations and concepts
of an ontology, which we then leverage with sound reasoning methods.
This dissertation provides the following main contributions:
1. A method for obtaining human-understandable justifications for the output of feed-
forward artificial neural networks trained in classification tasks.
2. The idea of establishing mappings from a neural network’s neurons’ activations to
concepts from an ontology, materialized in what we refer to as mapping networks.
3. A procedure that allows for the selection of a set of neurons of a artificial neural
network, from which a given ontological concept might be best extracted from.
4. Experimental evaluation of the proposed method in using two different datasets, to
justify the output of 4 different artificial neural networks, that shows the effective-
ness and validates the usefulness of our proposed method for obtaining justifica-
tions for the output of artificial neural networks.
5. A publicly available synthetic image dataset1 [68], that aims to provide a platform
for the application and research of methods for justification and explanation extrac-
tion, designed with a focus on explainability.
1Download at https://bitbucket.org/xtrains/dataset
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6. An experimental demo, that allows for the proposed method to be tested in the two
datasets used throughout this dissertation.
The main parts of this dissertation will appear in the following publication [69]:
• Manuel de Sousa Ribeiro and Joao Leite, Aligning Artificial Neural Networks and
Ontologies. In Proceedings of the Thirty-Fifth AAAI Conference on Artificial Intel-
ligence (AAAI-21), AAAI Press, 2021.
1.3 Document Structure
The remaining of this document is structured as follows:
• Chapter 2 summarizes the essential knowledge needed for the understanding of
the following chapters in this dissertation. The first part of the Chapter is dedicated
to artificial neural networks: their function, structure, and how they are built and
trained. The second part of this Chapter is dedicated to Description Logics, it intro-
duces its building blocks, its syntax and semantics, and covers the basic constructors
used in the most Description Logics.
• Chapter 3 addresses existing explanatory methods for artificial neural networks,
providing context and discussing how our work is related to those methods. Lastly,
methods for obtaining justifications in Description Logic ontologies are presented.
• Chapter 4 starts by providing an overview of our proposed method for obtaining
justification for the output of artificial neural networks, followed by a detailed ex-
planation and discussion of each element of our proposed method. The proposed
method is illustrated in the setting of a synthetic image dataset, developed during
this dissertation, that allows for an intuitive understanding of how each element in
the image contributes to its classification. Lastly, an step-by-step summary of our
proposed method is provided.
• Chapter 5 presents an extensive experimental evaluation of our proposed method,
by testing it in the setting of the German Traffic Sign Recognition Benchmark dataset,
to justify the results of an artificial neural network based on the popular Mobile-
NetV2 architecture.
• Chapter 6 concludes the dissertation, providing a summary of our main results and
contributions, and discussing directions for future work.
• Appendix A describes the synthetic dataset developed during this dissertation, and
presents further details about how its images were composed and labeled.
• Appendix B contains the complete ontology used throughout the experiments of
Chapter 5.
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B A C K G R O U N D
In this chapter we summarize most of the required knowledge needed for the un-
derstanding of the subsequent chapters in this dissertation, in an effort to keep it as
self-contained as possible.
2.1 Artificial Neural Networks
Artificial neural networks, or neural networks for short, are subsymbolic deep learning
models used to approximate some function f ∗ [11, 84]. Neural networks are composed of
multiple interconnected layers, where each layer usually consists of many units that op-
erate in parallel, each encoding a function. These units are vaguely inspired by biological
neurons, as they too receive external inputs that they use to compute an activation value
representing their output. The first and last layers of a neural network are, respectively,
referred to as the input layer and output layer, as those are the layers responsible for
receiving the input and delivering the output of the neural network. All the layers in
between are called hidden layers.
The development of a neural network usually consists of two different phases. The
first one is to design the neural network, deciding its architecture, which is influenced by
the task it has to perform and fine-tuned through experimentation. The second phase is
to train and evaluate the neural network. After the development of a neural network, it
is ready to be used to make inferences when fed with input.
In this Chapter we will focus on introducing feedforward neural networks trained
using supervised learning methods, i.e., trained using labeled data. Feedforward neural
networks are neural networks where the information flows in a single direction, from the
input layer, through the hidden layers, until the output is reached, without the output of
any layer’s unit being fed back to a previous layer’s unit. This means that when depicting
7


















Figure 2.1: Simple feedforward neural network, where the information enters through and input
layer and exits through the output layer. Each layer of a neural network is composed of a series of












Figure 2.2: Representation of a single neural network’s neuron, where x1 through xn represent
the neurons’ inputs and y represents its output. The output is calculated by applying an activation
function, g, to the result of a weighted sum of the inputs and their corresponding weights, w1 to
wn.
a neural network as a directed graph, where each vertex represents a layer’s unit and
each edge represents a connection from the output of one unit to the input of another, all
feedforward neural networks are directed acyclic graphs.
To perform their tasks, feedforward neural networks define a mapping y = f (x;θ)
from its input x to its output y, where f represents the function performed by the neural
network parametrized by θ - the neural network’s internal parameters. The values of
these internal parameters, often referred to as the neural networks’ weights and biases,
are adjusted during the neural networks’ training phase.
8












Figure 2.3: The rectified linear unit (ReLU) activation function.
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Figure 2.4: Schematic representation of the operations performed by a convolution unit.
Feedforward neural networks include a broad set of different architectures of neural
networks, such as, deep fully connected networks and convolutional neural networks.
Fully connected networks are composed of a series of fully connected layers with varying
quantities of units, Figure 2.1 presents a schematic representation of a fully-connected
neural network with three layers. In fully connected layers all the units of one layer output
their activation values to all the units of the following layer. Typically, their units are called
neurons, represented in Figure 2.2. They work by computing a weighted average of their
inputs values, this weighted average is fed to a given activation function, which produces
the neurons’ activation value. The current most popular choice for activation function
used in the hidden layers of a neural network is the ReLU function, shown in Figure 2.3.
This function enjoys its popularity due to yielding a nonlinear transformation, that is still
nearly linear, being composed by two linear pieces. For this reason they preserve many
of the properties that make linear models easy to optimize.
However, fully connected networks do not scale well when applied to image data
of relatively high resolution, as a 512× 512 pixel image with RGB color channels would
result in each single neuron (of the first fully connected layer) to have 512× 512× 3 =
786 432 weights. Having several of such neurons would quickly lead the neural network
9
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Figure 2.5: Schematic representation of the operations performed by a max pooling layer.
to suffer both from overfitting and from the curse of dimensionality [5]. Convolutional
neural networks are a more specialized type of neural network for processing data that
has a grid-like topology, such as images. To solve the aforementioned issue, convolutional
neural networks employ sparse interactions by using convolutional layers. Convolutional
layers apply the convolution operation [15]. In the context of neural networks, this op-
eration typically performs the sum of the values returned by two functions - the input
and the kernel - over one or more axis, as shown in Figure 2.4. The input is a tensor, e.g.,
an image, and the kernel is another tensor, whose values are adapted during the training
phase of the network. By making the kernel smaller than the input, sparse interactions
are achieved, since the kernel does not interact with every input unit in each convolution
operation, which is noticeable in the example shown in Figure 2.4. To further reduce the
amount of needed parameters in a convolutional layer, parameter sharing is achieved by
applying the same kernel at every position of the input (except for the boundary of the
input, which might require the kernel to be adapted). Notice that this form of parameter
sharing causes a convolutional layer to be equivariant to translation, allowing it to detect
input features independently of their position in the input, e.g., if a convolutional layer
identifies a given object in the input and this object is moved, the object representation
will also move by the same amount in the result. Convolutional neural networks also
use other types of layers, such as, pooling layers. These layers reduce the dimensions
of the output of the previous layer by performing operations that combine the output of
multiple units. One such example is the max pooling layer, each unit in a max pooling
layer takes the output of a region of the output of the previous layer and outputs the
maximum value found in that region. This operation is illustrated in Figure 2.5. Pooling
layers help to make the representations in a neural network become more invariant to
small translations of the input, since the output of the pooling layer would not change.
The architecture of a neural network is further dictated by the specific task that it will
be performing. The input layer of a neural network should be able to handle the input
data that will be fed to the neural network, and the output layer should be able to properly
convey the results. If a neural network is performing a regression task, i.e., predicting a
continuous value, it is often the case that the output layer of a neural network does not
need any activation function, i.e., the identity function can be used as activation function.
However, if a neural network is performing a classification task, i.e., predicting a discrete
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value, usually the activation function of the last layer needs to be in the [0,1] range. In
classification tasks, the sigmoid function is often used when there is a single output unit,
i.e., in binary classification problems, or in multi-label classification problems, i.e, when
classifying instances where multiple labels may be assigned to a single instance. When
solving multi-class classification problems, i.e., problems where instances are classified
into one of multiple classes, the softmax function, which is an extension of the sigmoid
function for multiple classes, is typically used.
During the training phase, the neural network tries to “learn” what each of its layers
should do in order to approximate function f ∗. This learning is performed by a optimiza-
tion algorithm, which defines how to change the values of a neural network’s parameters
based on the difference between the obtained output and the expected output for a given
set of training data. The fundamental idea is that the values of a neural network’s pa-
rameters θ should be changed in a way that reduces the difference between the obtained
outputs and the expected outputs. This difference is measured by a loss function. Due to
the nonlinearity of neural networks, many loss functions become non-convex, so neural
networks are typically trained iteratively, using gradient-based optimizers that aim to
drive the loss function to a very low value.
The stochastic gradient descent algorithm was a commonly used optimization algo-
rithm. This algorithm iteratively evaluates different subsets of the training data, taking
gradient steps to calculate the values of the neural networks’ internal parameters. This
is done by subtracting the gradient of the loss function, which represents the direction
in which the internal parameters need to be changed in order to reduce its value, to the
current values of the internal parameters. At present time, the popular choice is to use an
optimizer based on an algorithm such as the stochastic gradient descent [33], like Adam
[35].
The loss function has the objective of condensing all aspects of a neural network’s
model to a single scalar value, allowing for the comparison of different candidate models.
To this end, the loss function estimates how close the distribution of the predictions made
by the neural network’s model is from the distribution defined in labels of the training
data. Most neural networks are trained using the principle of maximum likelihood, so
their loss function is the negative log-likehood function - negative because we want to
minimize the loss, and logarithm is applied to avoid multiplying many probabilities as it
may lead to numerical underflow.
To evaluate the performance of a neural network, we should test it using a test set,
composed of examples different from those used to train the neural network. If the re-
sults are ‘good enough’, the development process may end here. Otherwise, the neural
network’s architecture might have to be adjusted, or we may try to retrain the network
with a different dataset, optimization algorithm, or loss function. The term ‘good enough’
is used here, because the evaluation of the results of a neural network is heavily depen-
dent on its particular use case. If the neural network performance does not significantly
decrease on the test set, with examples that were not involved in its training, then we say
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that the neural network was able to successfully generalize.
While this section offers only a glimpse of the development process of a neural net-
work, and of the rational and decisions behind that process, we refer the reader to [17] for
a more comprehensive explanation of the topics here introduced.
2.2 Description Logics
Among the most important formalisms in which to describe ontologies are Description
Logics [4], on which the W3C standard OWL is based. Description Logics are a family of
logic based knowledge representation languages, that consists of a decidable fragments
of First-Order Logic. They are typically used to represent the knowledge of a domain of
interest, by defining a terminology and using the concepts in that terminology to specify
properties and relationships of objects and individuals occurring in the domain of interest.
Independently of the particular description logic being used, there are tree main building
blocks that are available in most description logics:
Atomic Concepts describing classes of objects that share common properties and charac-
teristics; they correspond to the unary predicates of First Order Logic.
Individuals instances of classes, representing a single object in the domain of interest; they
correspond to constants in First Order Logic.
Atomic Roles also known as properties in OWL, expressing relationships between objects;
they correspond to the binary predicates of First Order Logic, and the individuals
corresponding to the second argument of a role are referred to as role fillers.
A Description Logics language is defined by the constructors that are permitted to
be used to build complex concepts from other concepts. There is a trade-off between the
expressiveness of a language and the complexity of reasoning over the representations
that can be built in that language [10]. For the sake of brevity, we will focus on theALCQ
description logic, not because of its computational aspects, but because it is a standard
description logic, which allows for the use of the most common constructs.
The ALCQ description logic allows complex concepts to be formed according to the
12
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following syntax rule:
C, D −→ A | (atomic concept)
> | (universal concept)
⊥ | (bottom concept)
¬C | (complex concept negation)
C u D | (concept intersection)
C t D | (concept union)
∃R.C | (existential restriction)
∀R.C | (universal restriction)
≥ nR.C | (at-least restriction)
≤ nR.C (at-most restriction)
where A is an atomic concept, R is an atomic role, C and D are concept expressions, and
n is a non-negative integer.
Intuitively, by following the meaning of these constructors, we can interpret complex
concepts. For example, the complex concept ∃has.(PassengerCar u LongWagon) t (≥
2has.PassengerCar) describes individuals having some wagon that is both long and for
passengers, or having at least two passenger cars.
The semantics are given by a set-theoretic interpretation, where a concept is inter-
preted as a set of individuals, and roles are interpreted as sets of pairs of individuals. The
domain of interpretation can be chosen arbitrarily, and in particular it can be infinite. An
interpretation I is a binary tuple (∆I , ·I ), where ∆I is the domain of interpretation, a
non-empty set, and ·I is the interpretation function, assigning to every atomic concept
A a set AI ⊆ ∆I , to every atomic role R a binary relation RI ⊆ ∆I × ∆I , and to every
individual name a an element aI ∈ ∆I . The interpretation function relates syntax and
semantics, and is extended to concept expressions by the following inductive definitions:
>I = ∆I
⊥I = ∅
(¬C)I = ∆I \ CI
(C u D)I = CI ∩ DI
(C t D)I = CI ∪ DI
(∃R.C)I = {a ∈ ∆I | ∃b.(a,b) ∈ RI ∧ b ∈ CI}
(∀R.C)I = {a ∈ ∆I | ∀b.(a,b) ∈ RI → b ∈ CI}
(∀R.C)I = {a ∈ ∆I | ∀b.(a,b) ∈ RI → b ∈ CI}
(≥ nR.C)I = {a ∈ ∆I | #{b | (a,b) ∈ RI} ≥ n}
(≤ nR.C)I = {a ∈ ∆I | #{b | (a,b) ∈ RI} ≤ n}
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Figure 2.6: Representation of an ontology, viewed as a set of Description Logic axioms.
where # denotes the cardinality of a set.
Complex concepts allow us to describe classes of objects, however, to describe how
concepts and/or roles relate to each other axioms are used. Two kinds of axioms are
considered:
C v D or R v S (inclusion)
C ≡ D or R ≡ S (equality)
where C and D are concepts, and R and S are roles.
We say that an interpretation I satisfies an inclusion axiom C v D, or R v S, if
CI ⊆ DI , or respectively, if RI ⊆ SI ; and that it satisfies a equality axiom C ≡ D, or
R ≡ S, if CI = DI , or respectively, if RI = SI . We say that an interpretation I satisfies a
set of axioms T if, and only if, I satisfies each axiom in T .
To assert the classes and properties of individuals, assertions are used. There are two
kinds of assertions:
C(a) (concept assertion)
R(b, c) (role assertion)
where a, b, and c are individuals, and c is a filler of role R for b.
We say that an interpretation I satisfies a concept assertion C(a), I |= C(a), if aI ∈ CI ,
and that it satisfies a role assertion R(a,b), I |= R(a,b), if (aI ,bI ) ∈ RI . We say that an
interpretation I satisfies a set of assertions A if, and only if, I satisfies each assertion in
A. In this dissertation, we will follow the unique name assumption, meaning that if a and
b are distinct names, then aI , bI .
Ontologies in Description Logics are typically composed of a TBox and an ABox. The
TBox contains knowledge in the form of a terminology and is made of axioms describing
how the domain’s concepts relate to each other, and describing general properties of
concepts. The ABox contains assertional knowledge and is made of axioms that describe
knowledge specific to the individuals of the domain of discourse. While the knowledge
in the TBox is usually thought to be unchanging, the knowledge in the ABox is usually
14
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thought to be contingent. For example, while the TBox may contain statements like: “All
dogs are domestic animals.”, in contrast, the ABox may contain statements like: “Charlie
is a dog.”.
Ontologies written in OWL have a well-defined and unambiguous meaning, as they
may be viewed as a set of Description Logic axioms, allowing for inferences to be made us-
ing the ontology’s TBox and ABox. Reasoning engines, also referred to as reasoners, have
been developed to allow for automatic reasoning and inference of logical consequences
over ontologies [77, 67], enabling implicit knowledge to be made explicit. For instance,
based on the ontology presented in Figure 2.6, a reasoning engine could infer that any
individual of type Dog has to be of type Animal, or that CHARLIE is of type HappyDog.
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In this chapter, we address some of the works related to our own. We explain how
this dissertation builds upon what was previously explored and how it differs from it.
3.1 Explanatory Methods for Deep Neural Networks
There has been a substantial amount of work on how to develop artificial intelligent
systems which are human interpretable, by either designing systems that behave in a
human-comprehensible way, or systems that are capable of explaining their decisions
[19]. All of this work naturally contributed to the establishment of the field of Explainable
Artificial Intelligence (Explainable AI), which focuses on questions related with the devel-
opment of systems whose behavior or results are capable of being understood by humans,
enabling trust and cooperation between humans and artificial systems, and exploring the
desirable properties of these systems and their explanations.
In Explainable AI, interpretability is often defined as “the ability to explain or to
present in understandable terms to a human” [13]. In this section, we will focus on
existing methods and techniques to increase the interpretability of deep neural networks.
Each subsection represents a broad group of methods and techniques which share some
characteristics on how they increase the interpretability of neural networks.
3.1.1 Proxy-based Methods
Proxy-based methods are methods where, instead of directly explaining a model or its
predictions, the model is substituted for another model that is easier to explain and that
behaves similarly to the original model.
There are multiple suggested methods that differ in the kind of model that is produced,
like LIME [52], which uses local linear models that serve as a simplified proxy for the full
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model, DeepRED [85] and ANN-DT [60], which are methods that are able to generate a
decision tree to represent the original model, or RxREN [3] and MofN [76], which try to
extract sets of rules that represent the neural network.
LIME (Local Interpretable Model-agnostic Explanations) [52] is a technique that learns
an interpretable model locally around the prediction, allowing for the explanation of
individual predictions. When a sample is given as input to the model, LIME creates a
new dataset based on variations of the presented sample and corresponding predictions
of the model. It then creates and trains an interpretable model on this new data, weighting
each sample variation by its proximity to the original sample. Through the examination
of the trained interpretable model, it is then possible to interpret the neighborhood of the
original sample.
Automatic Rule Extraction algorithms for neural networks are usually classified as be-
ing either pedagogical, decompositional, or eclectic. An algorithm is considered pedagog-
ical if it considers the neural network as a black box. These algorithms work at a neural
network-level, independently of the neural network structure. Decompositional algo-
rithms consider the inner structure of neural networks and usually work at neuron-level.
Eclectic algorithms are algorithms that employ both decompositional and pedagogical
components.
One instance of a pedagogical algorithm is RxREN (Rule extraction by Reverse Engi-
neering Neural networks) [3], this algorithm works by first applying a pruning procedure,
which removes insignificant input neurons from a neural network. The insignificant input
neurons are identified by counting how many examples from the dataset are incorrectly
classified after removing a given input, and all the inputs with the least amount of incor-
rectly classified examples are considered irrelevant. Irrelevant input neurons are pruned
from the neural network until its accuracy decreases by more than a stipulated threshold.
The algorithm then proceeds to find a ‘mandatory data range’ of each significant input
for each target class, by examining the misclassified examples and ignoring data ranges
where an input is not very significant to a target class. Rules are then constructed from the
derived data ranges and significant inputs. The rules are pruned by removing conditions
that do not affect the accuracy of the rule and refined by updating the data ranges in each
rule to improve accuracy in the training dataset.
The ANN-DT (Artificial Neural-Network Decision Tree) algorithm [60] is pedagogical
algorithm that extracts binary decision trees from trained neural networks. This algorithm
uses the neural network to generate outputs for samples interpolated from the training
dataset, which are guaranteed to be in the neighborhood of at least one sample from the
training dataset, this being done using a distance or similarity metric and establishing a
critical value, after which the generated sample is discarded. The current set of data is
then used to build a decision tree by recursively splitting it in two ways into progressively
smaller subsets until the standard deviation or variance is zero, or some other stopping
criterion is satisfied. This algorithm can be both applied to feedforward neural networks
with discrete and continuous outputs.
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DeepRED (Deep neural network Rule Extraction via Decision tree induction) [85] is a
decompositional algorithm that extracts rules from neural networks to make their decision
processes more comprehensible, this is done by extending CRED (Continuous/discrete
Rule Extractor via Decision tree induction) [59] to neural networks with an arbitrary
number of hidden layers. CRED uses the C4.5 algorithm [57] to transform each output
neuron of a neural network, with only one hidden layer, into a decision tree. The nodes
of a tree generated by CRED represent tests on the values of the neurons from the hidden
layer of the neural network, the leaves of the three represent which class such an example
would belong to. DeepRED also uses a pre-processing step where the neural network is
pruned using the RxREN [3] pruning procedure.
The MofN method [76] is an eclectic algorithm that extracts a set of rules representing
a neural network. It extracts rules that explain single neurons by clustering their input
weights using the join algorithm [20]. After the clusters are formed it sets the weights of
all inputs in each cluster to the average weight of the cluster, this results in a simplified
neural network. It then eliminates clusters which cannot change whether the net input
exceeds the bias of the neuron. The algorithm proceeds to mark whether each cluster is
necessary by presenting each training example to the simplified network and zeroing the
input from each cluster sequentially. If this process results in a qualitative change in the
activations of the unit receiving the activation of the cluster, then this cluster is marked
as necessary. Clusters that are not necessary for any training example are eliminated.
The weights from the resulting simplified network are then frozen and the network is
retrained, from the resulting network rules are created by directly translating the bias and
weights of each rule into a rule that is true if the sum of the weighted inputs exceeds the
bias. The algorithm terminates by simplifying rules whenever that is possible.
All of the described methods increase, to a certain degree, the interpretability of a
neural network by providing a more interpretable and transparent model that is able to
mimic its behavior. However, two main problems often arise in these methods: either the
generated model is a overly simplified version of the of the neural network, which might
misrepresent it, or even though it is a more interpretable version of it, it is still too complex
to be human-understandable. We point out that interpretability alone is rather insufficient
for humans to be able understand a model and its decisions. Humans need explainability,
i.e., models that are able to explain the reasons for their behavior and the causes for their
decisions. Furthermore, some of the methods focus only on the input-output behavior of
the neural network to build its proxy. We argue that such techniques may lead to proxies
that are not truly faithful to their original model, since different reasonings – different
internal representations – may be behind the same input-output behavior, and identifying
and explaining those representations might be fundamental in explaining a model and
its predictions.
19
C H A P T E R 3 . R E L AT E D W O R K
Figure 3.1: In the left, we present a picture and its corresponding attribution mapping, after apply-
ing Layer-wise Relevance Propagation [38], displayed as a heat map. In the right, we present a
picture and its corresponding salience map, after applying the method described in [83].
3.1.2 Attribution Methods and Salience Mapping Methods
Attribution methods attempt to provide an explanation for the decision of a neural net-
work by assigning a contribution value to each input of a neural network. The contri-
bution value attempts to represent how much an input feature contributed to a given
models’ decision. The result of an attribution method is usually an attribution map. An
attribution map consists of the attribution values of all input features arranged in the
same shape as an input sample and is usually displayed as a heat map. Examples of
attribution mappings displayed as heat maps are presented on the left side of Figure 3.1.
Gradient-based techniques and propagation-based techniques are two different ways
of obtaining an attribution map. While both techniques have the same objective, quanti-
fying the importance or contribution that the input variables have for a given prediction,
they differ in how they represent neural networks. Gradient-based techniques treat neural
networks as a function and utilize that function’s gradient to produce their explanations.
Gradient × Input [64] is one such technique, where the attribution value of each input
feature is given by the partial derivative of the output with respect to the input feature
multiplied by the input feature. Propagation-based techniques treat neural networks as
computational graphs and compute relevance values using relevance propagation rules.
Layer-wise Relevance Propagation (LRP) [38] is a propagation-based algorithm that starts
at the output layer and proceeds layer by layer, computing the relevancy values of one
layer based on the values of the previous, until the input layer is reached.
Another way to gain insights about the role of a feature is by removing or changing it
in some way that allows us to analyze how the model output reacts to these changes, this
being particularly useful when there is no access to the internal parameters of the neural
network. This is employed by perturbation-based methods and can be used to compute
the attribution value of an input feature. In [81], Zeiler and Fergus produce attribution
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maps by measuring the correct class probability, as a function of the position of a gray
square which occludes a set of inputs, allowing for the understanding of which inputs
significantly impact the prediction.
A salience mapping is a simplified representation of the input with the goal of facil-
itating its analysis, usually by making a characteristic of the input explicit. Examples of
salience mappings are presented on the right side of Figure 3.1.
In [81], Zeiler and Fergus present a method to produce saliency maps that reveals the
input stimuli that excites individual feature maps at any layer in a convolutional neural
network, giving insight into the function of intermediate feature layers and the operation
of the classifier. This is done by using a multi-layered Deconvolutional Network [82] to
project a feature maps’ activations back to the input pixel space.
Saliency maps containing a simplified representation of the input which highlights
the input elements that lead to the classification are described in [83], where a method
that produces saliency maps for convolutional neural networks performing image classi-
fication is presented. The saliency mapping is computed by segmenting the image into
different regions, and iteratively removing the image segment that, when removed from
the image, leads to the smallest decrease in the neural network’s classification score. The
process stops when the neural network changes its classification of the image, and the
last correctly classified image is returned, containing an approximately minimal amount
of information needed to properly classify the image.
Attribution methods and salience mapping methods do provide information about
which input features were more or less, relevant to a neural network’s output, and some-
times even if a feature contributed positively or negatively to that output, these methods
do not give any information regarding why that is the case. However, given that they
do not provide any type of language to describe their results, the burden of interpreting
and relating the feature attributions with the output of the neural network is still left to
the user, and although this task may be trivial in some cases, it might be very complex
in others, which may potentially lead to a misinterpretation of the reasons that led the
neural network to a certain result.
3.1.3 Other Methods
There exist other methods that allow for increasing the interpretability of neural networks,
which do not fit in either of the categories above. Methods like TCAV [34], which focuses
on the interpretation of the internal representations of a neural network, or the method
described in [23], which instead focuses on creating neural networks capable of generating
explanations in image classification tasks.
TCAV (Testing with Concept Activation Vectors) is a method that uses directional
derivatives to quantify the degree to which a concept of interest is important to a clas-
sification result. This is done by training a binary linear classifier to separate two layer
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activations sets, one of the sets results from feeding input where a given concept of in-
terest is present, while the other results from feeding random inputs. The vector formed
by the weights attributed to each feature of the linear classifier is called a CAV (Concept
Activation Vector), and by searching examples that maximize this CAV, we are able to
find examples that are aligned with the concept of interest. By using CAVs and their direc-
tional derivatives, Kim et al. propose a measure for the sensitivity of a model predictions
to a given concept. Although TCAV proved to be a useful method in identifying concepts
that are relevant for the classifications performed by a given neural network, it does not
provide any reason for why that might be the case, leaving the task of understanding why
those concepts might be important to the user.
The method described in [23] takes a different approach, and instead of trying to
interpret a neural network, it describes how to build a neural network that can produce
textual explanations for image classifications. This is done by using a LRCN [12], which
consists of a convolutional neural network, to learn high-level visual features, and two
LSTMs [25], which learn how to generate a description based on the visual features. The
LRCN is then trained with a loss function with two different components, one which is
concerned with ensuring that the produced sentence corresponds with the image content,
and another which explicitly encourages the generated sentences to discuss discerning
visual properties. The explanations given by networks resulting from this method have
the problem of being limited to those involved in its training, and also, given that the
network is generating sequences of characters as output, we are unable to use them for
further reasoning about the results of the neural network.
3.2 Justifications in Description Logics Ontologies
In the context of knowledge-based systems, a justification for an entailment in an ontology
is a minimal subset of that ontology, which allows for the entailment to hold. The set of
axioms representing the justification should be minimal in the sense that if any axiom
is removed from it, the remaining set of axioms would no longer hold the entailment.
Therefore, for an ontology O and an entailment ϕ, such that O  ϕ, J is a justification for
ϕ in O, if J ⊆ O, J  ϕ, and for all J ′ ⊂ J it is the case that J ′ 2 ϕ.
Two axes may be used to describe justification finding algorithms in Description
Logics: the single-all axis and the reasoner-coupling axis. The single-all axis distinguishes
between algorithms that compute a single justification for an entailment, and algorithms
that compute all the justifications for an entailment. The reasoner-coupling axis distin-
guishes between two sets of algorithms based on how they use the reasoner to compute
the justifications: glass-box algorithms compute the justifications as a direct consequence
of reasoning, while black-box algorithms only use reasoning to check if an entailment
follows from a set of axioms [46].
Single-black-box algorithms sequentially explore subsets of an ontology O until they
find a subset S , such that, S  ϕ , where ϕ represents the axiom which is being justified.
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Although the set of axioms S entails ϕ, it might contain unnecessary axioms, so the
algorithm contracts the set until it is minimal, i.e., until the set S is a justification.
All-black-box algorithms make use of an algorithm to compute single explanations
as a subroutine. The most used algorithm is the Reiter’s Hitting Set Tree algorithm [51],
which given a O  ϕ, constructs a finite tree whose nodes are labeled with minimal
conflict sets, that correspond to justifications forO  ϕ, and whose edges are labeled with
axioms of O.
Glass-box algorithms are coupled with the reasoning process, depending on a specific
reasoner to work. These algorithms usually work based on a process called tracing. Trac-
ing involves tagging reasoning structures with labels, which “pinpoint” the axioms that
caused their generation. For a given entailment, the output of this process is a pinpointing
formula, used to identify all the justifications for that entailment.
Black-box algorithms have the advantage of being easily implemented [31], as their
implementation only relies on a reasoner which implements a sound and complete rea-
soning procedure for a Description Logic, but they can be inefficient due to potentially
having a large search space [71]. On the other hand, glass-box algorithms benefit from
the tight integration with the reasoner allowing for better performance, but their imple-
mentation may prove to be challenging and adapting existing reasoner implementations
to support them is a complex task [31].
As a pre-processing step before computing any justifications for a given axiom ϕ in an
ontology O, it is possible to extract a subset of O that still contains all justifications for ϕ.
This process is called ontology modularisation, and it is a very useful optimization that
should be applied before using a justification finding algorithm. Ontology modularisation
improves by several orders of magnitude the efficiency and scalability of the presented












J U S T I F Y I N G T H E O U T P U T O F A R T I F I C I A L
N E U R A L N E T W O R K S
This chapter describes our proposed method, explaining how it produces symbolic
justifications for the output of artificial neural networks. The method is applied and
tested using a synthetic dataset to justify the output of three convolutional neural
networks. The chapter finishes by providing a summary of the proposed method and
how it can be administered to other artificial neural networks and datasets.
The main objective of this dissertation is to develop a method to produce symbolic
justifications for the output of a given neural network. This is done by using an ontology,
which provides the language and knowledge necessary to reason about the task per-
formed by the neural network and produce the justifications for its outputs. To leverage
on this ontology, and interpret the neural networks’ internal representations in a human-
understandable way, we establish a correspondence between the network’s internals and
the knowledge from the ontology.
We establish this correspondence between the network’s internals and the knowledge
from the ontology, by mapping the activation patterns of the neural network to the con-
cepts from the ontology. This mapping is established by using classifiers trained to predict
whether a given concept was identified by the neural network. Each of these classifiers
receives as input the activations produced in the neural network, and outputs a single
value representing whether the concept from the ontology that it is mapping was iden-
tified. Each classifier is trained using samples where the concept is present and absent,
thus learning to distinguish the activation patterns produced by each of them.
After these mappings are established, when input is fed to the neural network, each
of the trained classifiers will yield an observation, based on activation pattern that was
produced in the neural network, providing information regarding which of the ontologies’
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LongFreightTrain ≡ LongTrain ⊓ FreightTrain
TypeB ≡ PassengerTrain ⊔ LongFreightTrain
Input Main Network Output
JustificationOntology
Mapping Networks
Figure 4.1: Schematic representation of our proposed method producing a justification for the
output of a neural network.
mapped concepts were identified in the input. By making use of existing justification
finding algorithms, these observations might be used together with the ontology, to search
for justifications to the neural network’s output.
Figure 4.1 presents a representation of our proposed method after input is fed to
the neural network. The neural network is fed as input a picture of a representation of
a train, which it classifies as a type B train. The classifiers, trained to map the activa-
tion patterns of this neural network to the concepts from the ontology, identified that
concepts of LongTrain, and FreightTrain were present in the input, and that the concept
of PassengerTrain was absent. Based on these observations, and the axioms from the
ontology, a justification for the output of the neural network is produced. This justifi-
cation might be presented as the following textual description: “The input given to the
neural network is classified as TypeB because we identified that it is a LongTrain and a
FreightTrain. This might be explained by the fact that trains being both LongTrain and
FreightTrain are LongFreightTrains, and being a TypeB train is equivalent to being either
a PassengerTrain or a LongFreightTrain.”, allowing for easy understanding of a possible
thought process behind the classification attributed to the input.
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(a) Train of Type A (b) Train of Type B (c) Train of Type C
Figure 4.2: Sample images of trains’ representations from the developed dataset.
The following Sections will present the main elements of our proposed method, ex-
plain how they are related to each other, and present empirical evidence of the claims
we make regarding our proposed method. The last Section of this Chapter presents a
summary of the proposed method.
4.1 The Main Networks
Our method is applied to a given neural network, possibly developed by an independent
team that now seeks to be able to justify the results produced by their model. We will
refer to this neural network as main network, emphasizing that this is the neural network
to which the method will be executed. Our method will preserve the main network, not
requiring any retraining or change in its architecture. Thus, the method can be applied to
models that have already been deployed.
To illustrate and test the proposed method, we designed and developed an image
classification dataset, where images of train representations, such as the ones shown in
Figure 4.2, need to be classified based on their visual features. The images used in this
dataset were inspired by those developed by J. Larson and R. S. Michalski in [39] and
use fragments of images from [44] as background. The trains’ representations are amply
diverse, varying in the number, size, and shape of the trains’ wagons and wheels, and in
the quantity, size and relative position of the geometric shapes inside each wagon, but
also in the distance between each wagon, the thickness of the wagons’ walls, the height
of the trains’ couplers, etc. Noise was explicitly introduced in the images in the form of
missing pixels from the trains’ representations. Each element of the trains’ representations
was designed to be as clear and intuitive as possible to humans, allowing for the setting of
the dataset to be simple to understand, while keeping it relatively challenging for neural
networks. More details about the characteristics of the dataset can be found in Appendix
A.
Each image in the dataset was labeled as being, or not, of three different types of
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trains:
• Type A - trains having either a wagon with at least a circle inside and a wagon
with double walls in each side, or no wagons with geometric figures inside them, cf.
Figure 4.2(a);
• Type B - trains having a long wagon or two wagons with at least a circle inside, or
trains having at least two long wagons, or three wagons, with at least two of which
with a geometric figure inside that is not a circle, cf. Figure 4.2(b);
• Type C - trains having a wagon with no geometric figure inside, and either a wagon
with a circle inside and a wagon with a geometric figure inside that is not a circle,
or no long wagons and a wagon with a geometric figure inside, cf. Figure 4.2(c).
Throughout the remaining Sections of this Chapter we report on several experiments1
performed on three different convolutional neural network models - referred to as NNA,
NNB, and NNC - trained to identify trains of each corresponding type. Each neural net-
work was trained with a balanced dataset of 25 000 images and achieved an accuracy of
about 99% on a balanced test set of 10 000 images. The three convolutional neural net-
works are composed by an input layer, receiving 152× 152 images with 3 color channels
(RGB), followed by two sets of convolutional and batch normalization layers, after which
a max-pooling layer and a drop out layer are added, these are followed by two more sets
of convolutional, batch normalization and max-pooling layers. After these layers, the
resulting activations are passed through a drop out layer and flattened, in order to be fed
to the fully connected part of the networks. The fully connected part of the three networks
is composed of interleaved fully connected layers and batch normalization layers, NNA
has three sets of such layers, NNB has two, and NNC has four. All three networks end with
a single neuron using the sigmoid activation function. While NNA and NNB use the ReLU
activation function [43] after convolutional layers and fully connected layers, NNC uses
the leaky ReLU activation function [79], with a negative slope coefficient of 0.05. The three
networks were trained using early stopping [42], with a patience value of 30, the Adam
optimizer [35], with a learning rate of 0.001, and the binary crossentropy loss function.
4.2 The Ontology
Starting with a previously trained neural network – in our case, three – whose output we
are interested in justifying, we now need an ontology that defines the adequate language
necessary to build the justifications. A publicly available ontology might be used, if it en-
compasses the domain of the task of the neural network and contains concepts analogous
to those output by the neural network, or an ontology might be designed purposely to
1The code for the neural networks used in these experiments is available at: https://bitbucket.org/
manuelsribeiro/master_thesis
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WarTraint EmptyTrain ≡ TypeA
PassengerTraint LongFreightTrain ≡ TypeB
RuralTraintMixedTrain ≡ TypeC
∃has.(Wagont Locomotive) ≡ Train
Train v (≤ 4 has.Wagon)
∃has v Train
∃has− v Wagont Locomotive
Wagonu Locomotive v ⊥
∃has.ReinforcedCar u ∃has.PassengerCar v WarTrain
∀has.(EmptyWagont Locomotive) u ∃has.EmptyWagon ≡ EmptyTrain
∃has.(PassengerCar u LongWagon) t (≥ 2 has.PassengerCar) v PassengerTrain
LongTrainu FreightTrain ≡ LongFreightTrain
(≥ 2 has.LongWagon) t (≥ 3 has.Wagon) v LongTrain
(≥ 2 has.FreightWagon) v FreightTrain
∃has.EmptyWagonu ∃has.(PassengerCar t FreightWagon) u ¬∃has.LongWagon v RuralTrain
∃has.FreightWagonu ∃has.PassengerCar u ∃has.EmptyWagon v MixedTrain







EmptyWagonu PassengerCar v ⊥
EmptyWagonu FreightWagon v ⊥
PassengerCar u FreightWagon v ⊥
Figure 4.3: Ontology’s axioms, describing how the trains’ representations are classified.
define the language to justify the output of the neural network. The more comprehensive
the ontology, the more detailed the justifications.
To illustrate our proposal in the case of justifying the output of the neural networks
NNA, NNB, and NNC, we designed an ontology using high-level concepts that allow for a
simple and intuitive description of the trains’ components - the kind that humans would
know about and expect - such as, for example, PassengerCar, represented by a wagon
of any shape and size containing, at least, a circle inside; or FreightWagon, represented
by a wagon of any shape and size containing inside geometric figures that are not circles.
A subset of this ontology is shown in Figure 4.3, illustrating how other concepts can be
further introduced and inter-related, such as, for example, FreightTrain as encompassing
those with at least two FreightWagons, and RuralTrains as including those having an
empty wagon, either a passenger car or a freight wagon, and no long wagons.
Before we proceed, it should be noted that even though the dataset was labelled with
the concepts used in the ontology, no other label, apart from labels TypeA, TypeB and
TypeC, nor the knowledge encoded in the ontology were used in any way in the process
of developing and training the main networks NNA, NNB, and NNC.
29
C H A P T E R 4 . J U S T I F Y I N G T H E O U T P U T O F A RT I F I C I A L N E U R A L
N E T W O R K S
4.3 The Mapping Networks
We now focus on the central part of our proposal, namely to relate the information en-
coded in a neural network – the main network – with the concepts in the ontology. We will
do so by approximating each unknown mapping from the activations of a neural network
to a single ontological concept through the use of another neural network – dubbed a
mapping network. Mapping networks are trained to output whether a given activation
pattern – a set of neuron’s activations – from the main network represents an individual
belonging to a given concept. We refer to the act of training a mapping network to predict
a concept as concept extraction. We should draw attention to the fact that, even though
a mapping network is trained to predict a single concept – C, it always simultaneously
extracts two different concepts – both C and ¬C.
It is important to note that mapping networks might be seen as an independent tool
given that their use does not modify or require the retraining of the main network. They
go beyond the classifiers in [1] and [34] that are limited to linear combinations of the
neuron’s activations, which is in general insufficient to extract human-defined concepts
such as those in an ontology.
To test the use of mapping networks to extract concepts from neural networks, multi-
ple experiments were performed. In all experiments reported the current Chapter, each
mapping network took as input the activations fed to and produced in the dense part of its
main network, with the exception of those developed in Section 4.3.4, where we discuss
how to reduce the set of input features of a mapping network. All activation values were
extracted from the batch normalization layers of the main networks – NNA, NNB, or NNC.
The results of each experiment are averaged over 20 repetitions, using different balanced
sets of samples for training, validating, and testing purposes. All neural networks were
trained using the optimization algorithm Adam [35], with a learning rate of 0.001, the
binary cross entropy as loss function, and early stopping with a patience value of 15 for
mapping networks and 30 for convolutional neural networks. Two different mapping
network architectures were considered, one where the mapping network is composed by
its input layer and a single output neuron, and another where the mapping network is
composed by the input layer, followed by three layers of fully connected neurons, con-
taining 10, 5 and 1 neurons respectively, with the last being the output layer. Given that
all mapping networks output a single value, the sigmoid activation function was used in
the output layer. All mapping networks use the ReLU activation function [43] in the fully
connected layers.
4.3.1 The Relevant Concepts
Our main hypothesis is that if human-defined ontological concepts are relevant to the
task of a trained neural network, then we should be able to relate them to the represen-
tations encoded in that neural network. For instance, if a neural network was trained to
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Figure 4.4: Accuracy of each mapping network trained to extract concepts based on the activations
of NNA, NNB, and NNC.
identify mixed trains, then we should be able to relate the representations encoded in that
neural network with concepts like PassengerCar and FreightWagon, given that they are
generally used to define MixedTrains. In general, we expect to be able to extract from a
neural network concepts that are relevant to its task. Informally, we say that a concept
is relevant to another concept if there are circumstances where knowledge relative to the
former allows us to infer knowledge about the latter. Formally, concept C1 is relevant to
concept C2, with respect to an ontology TBox T , if there exists an ABoxA, composed only
by atomic assertions or their negations, such that:
• (T ,A) 6|= C2(x)
• (T ,A∪ {C1(x)}) |= C2(x)
• (T ,A∪ {C1(x)}) 6|= ⊥
where x is a fresh individual.
A concept is said to be relevant to a neural network, with respect to a given ontology,
if it is relevant to a concept that is analogous to an output of that network. For example, if
a neural network is trained to identify long freight trains, then LongFreightTrain would be
the analogous concept, and (≥ 2 has.FreightWagon) a relevant concept to the network,
with respect to the ontology shown in Figure 4.3.
According to our hypothesis, we expect that we should generally achieve better results
when extracting relevant concepts than non-relevant concepts from a given main network.
To test our hypothesis we built mapping networks to extract various (11) concepts defined
in the ontology shown in Figure 4.3 from all three main networks. Each mapping network
was trained with a set of 800 samples, selected using a validation set of 200 samples, and
tested using a set of 1 000 samples. For each mapping network, the samples were fed to
its main network in order to obtain their activations and were labeled with the concept
that the mapping network was extracting.
In Figure 4.4, we present the accuracy of each mapping network, highlighting the re-
sults obtained by those extracting concepts that are relevant to their corresponding main
network. Relevant concepts were typically extracted with the highest accuracy among
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all concepts, and non-relevant concepts were extracted with the lowest. For example,
the extraction of ∃has.ReinforcedCar (resp. RuralTrain) achieved better results for the
main network NNA (resp. NNC) for which it is relevant. Also worth noting is, for exam-
ple, the fact that concept ∃has.OpenRoofCar, which is not relevant for any of the three
main networks, was not extractable from neither. There are situations where some rel-
evant concepts turn out to be redundant given other concepts that are extractable, i.e.
that the main network has learned, rendering them less extractable. This is the case with
∃has.LongWagon in NNB, which is redundant given LongTrain and PassengerTrain. Fur-
thermore, due to biases in the dataset, non-relevant concepts might also be learned. This
is the case with LongTrain in NNC, since most images of TypeC trains are long trains.
4.3.2 Cost of the Mappings
The results from the previous experiment suggest that it is possible to extract human-
defined concepts from neural networks models, as long as those concepts are relevant to
the task performed by that neural network. However, apart from our interest in being
able to understand and relate the information encoded in the architecture of a neural
network with the concepts from the ontology, it is necessary to assess whether training
a neural network to predict a given concept based on the activations of another neural
network is practical, taking into account the amount of required training data, and the
size and accuracy of the resulting model.
To better understand the cost of training the mapping networks, we contrasted the
results obtained by extracting the 4 relevant concepts with higher accuracy from each
main network, out of the 11 previously considered, with those obtained by training con-
volutional neural networks using the images available in the dataset to predict each of
those concepts. For our main hypothesis to be practical, training the mapping networks
should require less training data than training the convolutional neural networks. The
classification performance of the networks developed in both settings is compared when
different amounts of training data are available, using 20% of the available data for val-
idation, and a test set of 1 000 samples. The validation set was used to choose between
the two different architectures of mapping networks being considered, and to choose
between 22 different architectures of convolutional neural networks. The 22 architectures
of convolutional neural networks considered included those used in the development
of NNA, NNB, NNC, and some similar or simpler architectures, where fewer layers were
used or the amount of neurons (resp. filters) used in each fully connected layer (resp.
convolutional layers) was reduced.
In Figure 4.5, we plot the accuracy of the neural networks developed in both settings,
against the amount of available training data for each considered concept. Mapping
networks typically achieve higher accuracy values than the corresponding convolutional
neural networks, especially when the number of available training examples is low. The
results suggest that the use of the activations of a neural network to predict relevant
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Figure 4.5: Accuracy of mapping networks and convolutional neural networks when trained to
identify the same concepts.
concepts yields smaller models achieving higher accuracies, and requiring less training
data.
This experiment shows two main benefits that stem from using the activations of
a trained neural network to predict relevant concepts. First, the overhead caused by
the development and use of a mapping network is minimal, since the model is much
simpler than what otherwise would have been necessary. Then, the amount of required
labeled data for training with the same accuracy value is usually smaller when extracting
a concept using a mapping network.
This seems to further suggest that the information encoded in the activations of a neu-
ral network can, in a sense, be closer to the human-defined concepts than the information
present in the input features, assuming that the concepts are relevant to the task of this
neural network.
4.3.3 Meaning of the Extracted Concepts
Having evidence that it is possible to extract human-defined concepts from the activations
of a trained neural network, and that it might only require few labeled data to do so, we
address the natural concern related to the use of mapping networks: “Do the extracted
concepts resemble our understanding of those concepts? Or are the neural networks
finding meaningless correlations in the activations of the many different neurons which
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Figure 4.6: Map of correct class probability as a function of the position of a occluding square for
three mapping networks.
are being fed as input?”.
To answer these questions, we employed the occlusion procedure described in [81],
which works by systematically occluding different portions of an input image with a
grey square and observing how the output of a neural network changes relative to the
position of the grey square, allowing for a visualization of the probability of the correct
class as a function of the position of the occluding grey square. We apply this procedure
by feeding the activations of the occluded images to the mapping networks, allowing for
an estimation of how mapping networks’ react to the main networks’ input features.
Figure 4.6 shows the images of Figure 4.2 and the resulting attribution map obtained
through this procedure. In the first example, we tested a mapping network on NNA
identifying whether a train has a passenger car, represented as a wagon containing a circle.
The output of the mapping network drops when the first wagon – the passenger car – is
occluded. In the second example, we used NNB to assess a mapping network trained
to identify freight trains. The image depicts a freight train, given that it has two wagons
containing commercial goods – represented by a hexagon and a diamond. The mapping
network properly identifies this concept, changing its output only when one of the two
commercial wagons is covered. The third example shows an image of a train with two
long wagons. Using a mapping network on NNC trained to identify long wagons present
in its input, only when the grey square occludes partially both wagons does the output
of the mapping network decreases.
We tested the 12 mapping networks trained using 800 samples, developed in Section
4.3.2, by applying the above-described procedure to generate 1 200 attribution maps of
100 different images. Through visual evaluation, we were able to precisely understand
the resulting attribution map given the concept being identified by a mapping network
in 94% of the images. This experiment provides strong evidence that mapping networks
are correctly localizing the concepts that they are trained to identify and appropriately
reacting to the visual features that embody each concept.
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Input : mainnn – main network architecture
mapnn – mapping network architecture
datatr – training data of mapping networks
dataval – validation data of mapping networks
ranker – feature ranking algorithm
patience – amount of steps to wait before changing layer if no progress on
validation accuracy
remove% – % of features to remove each step
max f eats – maximum number of features




for layer in reversed(mainnn.layers) do
curr_ f eats← f eatsbest ∪ layer.neurons
curr_patience← patience
new_solution← false
while not curr_ f eats.is_empty() do
mapnn.train(datatr[curr_ f eats])
acc← mapnn.eval(dataval [curr_ f eats])
if (acc > accbest or (acc == accbest and | f eatsbest| > |curr_ f eats|)) and
max f eats ≥ |curr_ f eats| then
accbest← acc





if patience < 0 then break
rank← ranker(mapnn,datatr,dataval , curr_ f eats)
curr_ f eats.remove(rank,remove%)
if not new_solution then
return f eatsbest
return f eatsbest
Figure 4.7: Input Reduce procedure for feature selection.
4.3.4 Origin of the Extracted Concepts
So far we have been using as input to the mapping networks all activations fed to and
produced in the dense part of the main network, which might not always be feasible,
e.g., due to memory constraints. Pinpointing which neurons’ activations are required to
extract a given concept is a crucial task since it allows for the development of mapping
networks that are smaller in input size and potentially achieving higher accuracies, be-
sides providing useful information regarding where on a neural network each concept is
more prominent.
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Output Concept
Dense Layers Input Reduce




∃has.FreightWagon 0.9367 10480 0.9263 453
WarTrain 0.9719 10480 0.9930 4
EmptyTrain 0.9937 10480 0.9942 2




∃has.FreightWagon 0.9676 10464 0.9629 2374
PassengerTrain 0.9485 10464 0.9433 1107
LongTrain 0.9670 10464 0.9701 534




∃has.FreightWagon 0.9459 10608 0.9500 519
RuralTrain 0.9820 10608 0.9916 7
MixedTrain 0.9484 10608 0.9750 14
∃has.LongWagon 0.9813 10608 0.9814 12
Figure 4.8: Comparison of the accuracy of mapping networks developed using all activations fed
to and produced in the dense part of their main network, and using the features resulting from the
Input Reduce procedure.
In most non-trivial neural networks, due to their size, it is unfeasible to explore all pos-
sible sets of input features to train a mapping network. To address this issue, we designed
a procedure – Input Reduce – that searches for a set of features with a given maximum
cardinality that allows for a mapping network to be trained with the greatest possible
accuracy. The procedure, cf. Figure 4.7, keeps track of a set of best performing features,
i.e., the smallest set of features that results in a mapping network achieving the highest
accuracy while iterating through the layers of a neural network, from output to input. At
each layer a set of input features, composed by all neurons of the current layer together
with the known best performing set of features, is considered. This set is iteratively re-
duced through the use of a feature ranking method and tested by building and evaluating
mapping networks that use it. A patience parameter is used to speed up this process,
anticipating the move to the next layer. The procedure returns the best performing set of
features found, either after the last layer of the neural network is processed, or when no
new best performing set of features is found in a given layer.
We tested the Input Reduce procedure for the 4 relevant concepts previously selected
for each of NNA, NNB, and NNC, using a training set of 800 samples, a validation set of
200 samples, and a test set of 1 000 samples. The test was performed using the Input
Perturbation Feature Importance algorithm [22], a patience value of 8, and removing
20% of the features at each step, with a maximum feature set size of 10 500 features.
Although this procedure does not provide formal guarantees regarding the resulting set
of features, our empirical results, depicted in Figure 4.8, show that all of the mapping
networks decreased their input size. On average, the mapping networks trained with
the set of selected features required only 5% of the features otherwise used, and achieved
similar accuracy values, with a slight accuracy increase of 0.3%. This is observable in the
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Figure 4.9: Input image and accompanying justification.
second example in Figure 4.8, where the mapping network trained to identify war trains
increased its accuracy and substantially reduced its input dimensionality when trained
using the features obtained by Input Reduce.
4.4 The Justifications
The main motivation for extracting human-defined concepts from the activations of en-
sembles of neurons of a neural network was to be able to leverage on the ontology used
to define those concepts to produce justifications for the neural network’s output in a
symbolic and declarative way. In a nutshell, if we add the observations produced by the
mapping networks to the ABox of the ontology, a justification would be a minimal subset
of the ontology that entails a fact representing the output of the network.
More formally, given an ontology O = < T , A >, an ABox A′ composed of facts
describing the extracted concepts, and a formula (typically an atomic fact) ϕ representing
the output of the neural network, a justification J for ϕ given O and A′ is a subset of
O′ = < T , A∪A′ > such that J |= ϕ and for all J ′ ⊂ J , J ′ 6|= ϕ. The last requirement
ensures minimality so that justifications only contain axioms that are necessary to support
the entailment. Note, however, that there may be more than one minimal justification.
Consider the scenario where we are analyzing NNB, the main neural network trained
to identify trains of type B, for which we developed mapping networks for the concepts
PassengerTrain, LongTrain, and FreightTrain. When we feed the image (i1), depicted in
Figure 4.9, to this neural network, it correctly classifies it as being of type B: ϕ = TypeB(i1).
By only taking into account the ontology , i.e., before looking at the extracted concepts,
all we could infer is that the train in the picture was identified as being of type B, because
it is either a passenger train or a long freight train, but we would not be able to tell which.
However, once we observe that the mapping networks were able to extract the concepts
FreightTrain and LongTrain, though not PassengerTrain, then we can build the ABox:
{¬PassengerTrain(i1),LongTrain(i1),FreightTrain(i1)}
and find a justification for ϕ = TypeB(i1), depicted in Figure 4.9. This justification shows
that the input of the neural network was classified as a train of type B because it was
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All Correct Some Correct None Correct No Justifications
NNA 84.4% 14.0% 0.2% 1.4%
NNB 94.2% 2.1% 0.7% 3.0%
NNC 84.7% 14.1% 0.4% 0.8%
Figure 4.10: Summary of justifications for each main network.
identified to be both a long train and a freight train; and trains being both long and freight
are long freight trains, and long freight trains are of type B. Naturally, these justifications
could be translated to natural language before being presented to the user, e.g. as in [2].
To evaluate the justifications produced through this method, we employed the all-
black-box justification finding algorithm described in [27] and implemented in [28]. We
used the main networks NNA, NNB, and NNC and, for each, we sought justifications for
the output of 1 000 images containing train representations of the type they are trained
to identify, when using the mapping networks developed in Section 4.3.4. The set of
justifications resulting from each image could fall into one of four cases:
• All justifications produced were correct i.e., the justifications only used concepts
correctly extracted;
• Some justifications were correct, but some were incorrect i.e., the justifications used
some concept incorrectly extracted;
• None of the produced justifications were correct;
• No justifications were produced.
Incorrect justifications can either be due to absent concepts that were incorrectly identified
by the mapping networks, or present concepts that were not identified. Absent justifica-
tions can either be due to the incorrect concept extraction by the mapping networks, but
could also be due to a poor choice of relevant concepts to be extracted.
The results, summarised in Figure 4.10, are quite positive as the method was able to
find correct justifications in most cases. The results of NNC emphasize the importance of
a careful choice of the concepts to be extracted. The extraction of both concept RuralTrain
and ∃has.LongWagon may produce inconsistent observations if RuralTrain is detected by
its mapping network, but ∃has.LongWagon is not identified, similarly the extraction of
the concept FreightWagon might conflict with both RuralTrain and MixedTrain.
4.4.1 Sorting Justifications
As previously mentioned, there may be more than one minimal justification for the output
of a main network. Depending on the ontology and extracted concepts, the resulting set
of obtained justifications might potentially be rather large. This may be problematic when
presenting our results to an human, who might only wish to see a few, or even a single,
justification for the output of a neural network.
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All Correct Some Correct None Correct No Justifications
NNA 98.4% – 0.2% 1.4%
NNB 95.2% – 1.8% 3.0%
NNC 90.3% – 8.9% 0.8%
Figure 4.11: Summary of justifications with the highest confidence degree for each main network.
We address this issue, by interpreting the values output by the mapping networks
as a degree of belief in the presence, or absence, of its output concept conditioned on
the activations of its main network. This interpretation is reasonable, given that the
mapping networks were trained using the binary cross entropy as loss function, and use
the sigmoid activation function in their output layer [17].
The degree of belief in a justification might be calculated based on the degree of belief
of the observations contained in that justification. To this end, we adopted the DISPONTE
semantics [54] for probabilistic Description Logics, inspired by the distribution semantics
of probabilistic logic programming. The BUNDLE reasoner [53] was used to calculate the
degree of belief of each justification.
The attentive reader might wonder, why do we only interpret the outputs of the
mapping networks as probabilities in the context of sorting the justifications obtained by
our proposed method, and do not directly use them to compute the justifications. The
reason that led us to take this decision was the high computational complexity involved in
the computation of the justification for the output of a main network, if the observations
of all mapping networks were interpreted as probabilities.
In Figure 4.11, we show the results obtained when only the justification with the
highest degree of belief is output by our proposed method. We observe that, on average,
when only some of the produced justifications were correct, the method selected a correct
justification in 68.2% of the cases. The results seem to indicate that sorting the justifications
by confidence degree is an effective way to select which justifications to output from our
method.
4.5 Summary of the Proposed Method
Having explained our proposed method in detail, and illustrated its utilization in the
setting of a synthetic image dataset, we now present an overview of how the method can
be set up and applied to an arbitrary neural network.
The following steps describe how to set up the proposed method:
1. Select the main network – the neural network whose output needs to be justified;
2. Define the language used to produce the justifications for the output of the main
network. This language will define the level of abstraction and detail of the justifica-
tions, as well as the concepts and relationships between those concepts, that will be
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used when producing justifications for the mains network’s output. This language
should be materialized in an ontology, and should:
a) Contain concepts analogous to those output by the main network;
b) Allow the inference of the concepts derived in step 2.a) through axioms that
encode knowledge pertinent to the task performed by the main network;
3. Select a set of concepts from the ontology that are relevant for the concepts derived
in step 2.a);
4. For each concept selected in step 3., label a set of data containing both samples were
that concept is present and absent.
5. Build and train mapping networks using the sets of data labeled in step 4., by using
the Input Reduce procedure presented in Section 4.3.4;
6. Use a reasoner and a justification finding algorithm to obtain the justifications. To
allow for the sorting of the obtained results, a reasoner capable of reasoning on
probabilistic ontologies, such as the BUNDLE reasoner [53], should be used.
After these steps the method is set up and ready to be used to obtain justifications
for the output of the main network. This is done by building observations – assertions –
regarding the results obtained by each built mapping network, and regarding the result
output by the main network. The selected justification finding algorithm can be used,
together with the chosen reasoner, to justify the observation regarding the main network’s
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In this chapter, our proposed method is further empirically evaluated by testing it
on real data to justify the outputs of a MobileNetV2 neural network, trained in the
German Traffic Sign Recognition Benchmark dataset.
In the previous Chapter, we explored our proposed method by applying and thor-
oughly testing it in the setting of a synthetic image dataset. Whereas the experiments we
conducted in that setting might have benefited from a controlled environment, even if
the data and methods ensure that the results are valid, we now aim to further evaluate
our proposed method using real data. For this reason, this Chapter seeks to reproduce
a setting as close as possible to what could be found in a real world application of our
proposed method, in order to attain a more profound understanding of what challenges
it may face and how it generalizes to real data.
To this end, we test our proposed method in the setting of the publicly available
German Traffic Sign Recognition Benchmark dataset [70], using a main network based
on the popular MobileNetV2 architecture [58]. To ensure that the language for justifying
the output of the main network comes from an independent expert team, we based the
ontology on the consolidated version of the document produced in the Convention on
Road Signs and Signals – done at Vienna on 8 November 1968 [14], which describes and
categorizes traffic signs based on their features.
5.1 The German Traffic Sign Recognition Benchmark Dataset
The setting of our experiment is the German Traffic Sign Recognition Benchmark dataset
(GTSRB) [70], an image classification dataset, containing photographic images of real-
world traffic signs, such as the ones shown in Figure 5.1. The data existing in this dataset
is split into a training set containing 39 209 images, and a test set containing 12 630 images.
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(a) Category A (b) Category B (c) Category C (d) Category D
Figure 5.1: Sample images of traffic signals from each of the 4 categories featured in the GTSRB
dataset.
The images in this dataset have a variable size, from 15× 15 up to 250× 250, and are not
necessarily squared. Each image is labeled into one of 43 classes representing different
traffic signs, from 4 different categories:
A. Danger warning signs, cf. Figure 5.1(a);
B. Priority signs, cf. Figure 5.1(b);
C. Prohibitory or restrictive signs, cf. Figure 5.1(c);
D. Mandatory signs, cf. Figure 5.1(d).
5.2 The Main Network
Our proposed method provides justifications for the output of a neural network, which
we refer to as main network. The main network used in this experiment is the Mobile-
NetV2 [58] pretrained on the ImageNet dataset [55]. This neural network is composed
by an input layer, receiving 128× 128 images with three channels (RGB), followed by
a convolutional layer, 17 residual bottleneck layers – described in detail in [58] – and
another convolution layer. The output of the MobileNetV2 network is calculated by a
average pooling layer, followed by a final convolutional layer.
To adapt this neural network to the GTSRB dataset, its output layer was removed, and
substituted by a fully connected layer using a softmax activation function. The resulting
neural network was retrained using the GTSRB training set to classify each input into one
of the 4 traffic sign categories. The retrain was performed using early stopping [42], with
a patience value of 30, the Adam optimizer [35], with a learning rate of 0.0001, and the
categorical crossentropy as loss function.
Since the model was pretrained in the ImageNet dataset by scaling the raw pixel
intensities of the input images to the range [−1,1], this preprocessing step was performed
for all images in the GTSRB dataset.
The resulting neural network, which we will refer to as NNGTSRB, achieved an accuracy
of 99.9% in the testing set of GTSRB.
42
5 . 3 . T H E O N T O L O G Y
5.3 The Ontology
In this experiment, the language to produce the justifications for the output of NNGTSRB
will be provided by an ontology based on the consolidated version of the document
produced in the 1968 Convention on Road Signs and Signals [14]. This ontology was
obtained by translating to Description Logics all of the excerpts related to the 43 traffic
signs included in the GTSRB dataset from the 1968 Convention on Road Signs and Signals
document. A subset of the resulting ontology is shown in Figure 5.2.
The translation of the document to Description Logics was made by identifying con-
cepts and roles, and forming axioms that reflect as close as possible the descriptions
provided regarding each traffic signal, and regarding the hierarchy of classes and cate-
gories of the traffic signals. This process resulted in an ontology that describes the 43
signs existing in the GTSRB dataset, and how they relate to the 4 traffic signal categories,
based on the following vocabulary:
• Shape - a sign may have a triangular, circular, rectangular, octagonal, or diamond
shape;
• Ground - a sign may have a white, yellow, blue, red, or orange ground;
• Border - a sign may have a white, red, or black border;
• Bar - a sign may have a white, or black bar;
• Symbol - a sign may have symbols, 35 different symbols were considered.
Three different kinds of information were provided in the document regarding the
traffic signals and their hierarchy:
• Information describing the features of a given traffic signal, e.g., the following ex-
cerpt provides information regarding the features of a ‘Model B, 2a Stop sign’:
“Model B, 2a is octagonal with a red ground bearing the word "STOP"in white in
English or in the language of the State concerned;”, which resulted in the axiom:
∃hasShape.Octagonu ∃hasGround.Redu ∃hasSymbol.(Whiteu Stop) ≡ B2a.
• Information describing which traffic signals belong to a given traffic signal class,
e.g., the following excerpt provides information regarding which traffic signs belong
to the class ‘A.1. Danger Warning signs’:
“Section A DANGER WARNING SIGNS (...) 1. Dangerous bend or bends:
Warning of a dangerous bend or succession of dangerous bends shall be given by
one of the following symbols, whichever is appropriate:
(a) A, 1a: left bend
(b) A, 1b: right bend
(c) A, 1c: double bend, or succession of more than two bends, the first to the left
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Aa t Ab t A28t A29 ≡ A
∃hasShape.Triangleu ∃hasGround.(Whitet Yellow) u ∃hasBorder.Redu ∃hasSymbol.> ≡ Aa
A1t A4t A7t A9t A13t A14t A15t A16t A17t A19t A32t A33t A34 v A
A1at A1bt A1c v A1
Au ∃hasSymbol.SingleLeftBend ≡ A1a
Au ∃hasSymbol.SingleRightBend ≡ A1b
Au ∃hasSymbol.TwoOrMoreLeftBend ≡ A1c
B1t B2t B3 v B
B2at B2b ≡ B2
∃hasShape.Triangleu ∃hasGround.(Whitet Yellow) u ∃hasBorder.Redu ¬∃hasSymbol.> ≡ B1
∃hasShape.Octagonu ∃hasGround.Redu ∃hasSymbol.(Whiteu Stop) ≡ B2a
∃hasShape.Diamondu ∃hasGround.(Yellow tOrange) u ∃hasBorder.White ≡ B3
C v ∃hasShape.Circle
StartProhibition v (∃hasGround.(Whitet Yellow) t (∃hasGround.Blueu ∃hasBorder.Red)) u
∀hasSymbol.(Blackt Red) u ∀hasBar.(RedtWhite)
C1t C2t C3t C13t C14t C17 v C
∃hasShape.Circleu ∃hasGround.Redu ¬∃hasSymbol.>u ∃hasBar.White ≡ C1a
∃hasShape.Circleu ∃hasGround.(Whitet Yellow) u ∃hasBorder.Redu ¬∃hasSymbol.> ≡ C2
StartProhibitionu ∃hasSymbol.NoEntryGoodsu ¬∃hasBar.> ≡ C3e3
StartProhibitionu ∃hasSymbol.Overtaking u ¬∃hasBar.> ≡ C13aa
StartProhibitionu ∃hasSymbol.OvertakingGoodsu ¬∃hasBar.> ≡ C13bb
StartProhibitionu ∃hasSymbol.Speed20 ≡ C14_20
StartProhibitionu ∃hasSymbol.Speed30 ≡ C14_30
StartProhibitionu ∃hasSymbol.Speed50 ≡ C14_50
StartProhibitionu ∃hasSymbol.Speed60 ≡ C14_60
StartProhibitionu ∃hasSymbol.Speed70 ≡ C14_70
StartProhibitionu ∃hasSymbol.Speed80 ≡ C14_80
StartProhibitionu ∃hasSymbol.Speed100 ≡ C14_100
StartProhibitionu ∃hasSymbol.Speed120 ≡ C14_120
∃hasShape.Circleu ∃hasGround.(Whitet Yellow) u
¬∃hasBorder.>u ∃hasBar.Blacku ¬∃hasSymbol.> ≡ C17a
∃hasShape.Circleu ∃hasGround.(Whitet Yellow) u
¬∃hasBorder.>u ∃hasBar.Blacku ∃hasSymbol.Speed80 ≡ C17b_80
∃hasShape.Circleu ∃hasGround.(Whitet Yellow) u
¬∃hasBorder.>u ∃hasBar.Blacku ∃hasSymbol.Overtaking ≡ C17c
∃hasShape.Circleu ∃hasGround.(Whitet Yellow) u
¬∃hasBorder.>u ∃hasBar.Blacku ∃hasSymbol.OvertakingGoods ≡ C17d
D v ∃hasShape.(Circlet Rectangle)
D v (∃hasGround.Blueu ∃hasSymbol.White) t (∃hasGround.Whiteu ∃hasSymbol.Black)
D1tD2tD3 v D
Du ∃hasSymbol.DirectionStraight ≡ D1a1
Du ∃hasSymbol.DirectionLeft ≡ D1a2
Du ∃hasSymbol.DirectionRight ≡ D1a3
Du ∃hasSymbol.DirectionLeftStraight ≡ D1a6
Du ∃hasSymbol.DirectionRightStraight ≡ D1a7
Du ∃hasSymbol.PassLeft ≡ D2a1
Du ∃hasSymbol.PassRight ≡ D2a2
Du ∃hasSymbol.Roundabout ≡ D3
Figure 5.2: A subset of the ontology’s axioms, describing how the traffic signs are classified.
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(d) A, 1d: double bend, or succession of more than two bends, the first to the
right.”
which resulted in the following axiom: A1at A1bt A1ct A1dv A1;
• Information describing how different classes of traffic signals are categorized, e.g.,
the following excerpt provides information regarding which traffic signs classes
belong to the category ‘A. Danger warning signs’:
“The “A” DANGER WARNING signs shall be of model Aa or model Ab both de-
scribed here and reproduced in Annex 3, except signs A, 28 and A, 29 described in
paragraphs 28 and 29 below respectively.”, which resulted in the axiom:
Aa t Ab t A28t A29≡ A;
To ensure that the ontology properly describes all traffic signals existing in the GTSRB
dataset, we added the descriptions of traffic signs that were introduced after the 1968
Convention on Road Signs and Signals, such as the signs: A 33, A 34, and C 3e3.
The concept Pole, representing a traffic signal’s pole was also added to the ontology.
This non-relevant concept is not involved in any of the ontology’s axioms, or even di-
rectly involved in the task performed by the main network NNGTSRB, being used only as a
experimental control.
The complete ontology can be found in Appendix B.
5.4 The Mapping Networks
To test our hypothesis regarding the extraction of relevant and non-relevant concepts, we
used NNGTSRB as our main network, and trained 38 mapping networks extracting different
relevant concepts, and 2 mapping networks extracting non-relevant concepts. To train
each of these mapping networks all activations resulting from each of the 17 residual
bottleneck layers of the main network were used as input.
The considered mapping networks architectures are the same as in Section 4.3 – one
architecture with an input layer and a single output neuron, and another with three fully
connected layers having 10, 5 and 1 neurons in each.1 The mapping networks were trained
using early stopping [42], with a patience value of 15, the Adam optimizer [35], with a
learning rate of 0.001, and the binary crossentropy as loss function. All experiments report
the results obtained when averaged over 20 repetitions.
To allow for the training and validation of the mapping networks, a random subset of
200 samples from each of the 43 traffic sign classes contained in the training set of GTSRB
was manually labeled for each of the 40 extracted concepts. Similarly, for testing purposes,
a random subset of 60 images from each of the 43 traffic sign classes was labeled for each
extracted concept.
1The code for the neural networks used in these experiments is available at: https://bitbucket.org/
manuelsribeiro/master_thesis
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Figure 5.3: Accuracy of a subset of the mapping networks trained to extract concepts based on the
activations of NNGTSRB.
Figure 5.3 shows the accuracy obtained by the built mapping networks for 10 different
random relevant concepts, and 2 non-relevant concepts, when trained with balanced sets
of: 280 samples for training, 70 samples for validation and 100 samples for testing. The
results seem to corroborate our hypothesis, since the relevant concepts were extracted
with the highest accuracy among all concepts, with an average accuracy of 93.3%, while
the non-relevant concepts were extracted with the lowest accuracy values, resulting in an
average accuracy of 73.4%. Due to the high amount of extracted concepts, the full results
from the experiments performed in this Chapter are reported in Appendix C.
One of the assumptions of our proposed method is that, when extracting a relevant
concept, the mapping networks should be able to leverage on the information existing
in the architecture of their main networks. Thus, the mapping networks are expected
to require fewer data, than would otherwise be necessary, to predict a given relevant
concept. For this reason, we test how mapping networks perform when compared with 6
different convolutional neural networks, when extracting the same concept, with various
amounts of available training data. The 6 architectures of convolutional neural networks
considered included architectures similar or simpler to that of NNGTSRB, and to the best per-
forming convolutional neural networks used in Section 4.3.2. The available training data
was split into two balanced sets, using 20% of the samples for validation. All networks
were tested using a balanced set of 100 samples.
Figure 5.4 shows the results of the best performing mapping network and convolu-
tional neural network, for each amount of available training data. We can observe that in
the majority of the extracted relevant concepts the mapping networks required less than
14% of the data required by the convolutional neural networks to achieve the same, or
higher accuracy. The only relevant concept in which no substantial gains were obtained
by using a mapping network is ∃hasBorder.Red. This is likely due to a high quantity of
the samples existing in the GTSRB dataset being night-time images, where the color red
was mostly indistinguishable, and thus, the main network probably learned to use other
features to classify its results. The non-relevant concepts, Blue and Pole, obtained the
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Figure 5.4: Accuracy of a subset of the mapping networks and convolutional neural networks
when trained to identify the same concepts.
expected results, given that both the mapping networks and the convolutional networks
achieved similar accuracies when trained with similar amounts of data.
In the last two experiments, the built mapping networks used as input all activations
resulting from each of the 17 residual bottleneck layers of the main network NNGTSRB.
However, as addressed in Section 4.3.4, using such an high amount of activations might
not always be feasible. For this reason, we now test our proposed Input Reduce procedure,
to develop mapping networks with a smaller set of inputs. The Input Reduce procedure
was executed for each of the 40 concepts being extracted, using a balanced set of 280
samples for training and a balanced set of 70 samples for validation. The used feature
ranking algorithm was the Input Perturbation Feature Importance algorithm [22], the a
patience value was set to 8, the percentage of features removed at each step was 20%, and
the maximum feature set size was 10 000.
In Figure 5.5, we compare the results obtained by the mapping networks using all
the activations resulting from each of the 17 residual bottleneck layers of NNGTSRB, with
those obtained by the mapping networks using the set of features resulting from the In-
put Reduce procedure. All networks were trained using a balanced set of 280 samples,
selected using a balanced set of 70 samples for validation, and tested using a balanced
set of 100 samples. It is observable that the mapping networks resulting from the Input
Reduce procedure required only, on average, 0.33% of the features otherwise used when
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Output Concept
Residual Bottleneck Layers Input Reduce
Accuracy Features Accuracy Features
∃hasBar.Black 0.932 121344 0.944 25
∃hasBorder.Red 0.907 121344 0.898 1298
∃hasGround.Red 0.980 121344 0.973 4
∃hasGround.(Whitet Yellow) 0.973 121344 0.982 4
∃hasShape.Diamond 0.976 121344 0.964 3
∃hasShape.Octagon 0.991 121344 0.985 2
∃hasShape.Triangle 0.968 121344 0.973 7
∃hasSymbol.> 0.968 121344 0.956 9
∃hasSymbol.Stop 0.993 121344 0.986 1
∃hasSymbol.White 0.982 121344 0.980 2
Blue 0.776 121344 0.791 946
Pole 0.692 121344 0.681 1212
Figure 5.5: Comparison of the accuracy of mapping networks developed using all activations





Figure 5.6: Map of correct class probability as a function of the position of a occluding square for
four mapping networks.
taking as input the activations resulting from 17 residual bottleneck layers of NNGTSRB.
Furthermore, their accuracy remained fairly unchanged – in average the accuracy de-
creased by 0.99%. It is also observable that, in most of the relevant concepts, the resulting
set of features is much smaller than in the non-relevant features. The only exception
was concept ∃hasBorder.Red, which we believe that the main network might have not
learned due to the high quantity of night-time images existing in the GTSRB dataset,
where the color red was indistinguishable. Furthermore, it should be noted that in some
concepts, such as ∃hasGround.White, ∃hasShape.Octagonal, or ∃hasSymbol.Blue, the
resulting set of features contains very few neurons of the main network. In fact, concept
∃hasSymbol.Stop even seems to encoded in the activations produced by a single neuron
of the main network NNGTSRB. These results are very encouraging, suggesting that the
Input Reduce procedure can be applied to large models of neural networks, with many
layers, to obtain a small set of inputs that allows the extraction of a given concept with an
high accuracy.
Lastly, we assess whether the concepts extracted by the mapping networks resulting
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All Correct Some Correct None Correct No Justifications
A 95.2% 0.0% 0.0% 4.8%
B 95.3% 0.0% 0.0% 4.7%
C 48.7% 10.0% 6.0% 35.3%
D 83.8% 10.3% 0.8% 5.1%
Figure 5.7: Summary of the justifications for each output of the main network NNGTSRB.
from the Input Reduce procedure, trained in the previous experiment, resemble our un-
derstanding of those concepts. To this end, we employ the occlusion procedure described
in [81]. We randomly selected 10 out of the 38 mapping networks built to map relevant
concepts using the Input Reduce procedure, and tested them by applying the occlusion
procedure to generate 1000 attribution maps of 100 different images.
Figure 5.6 shows some of the resulting attribution maps. In the first example, we test
a mapping networks trained to identify the speed limit symbol 50, the output of the map-
ping network drops when the symbol is occluded. The second example tests a mapping
network identifying the stop symbol. The output of the mapping network drops when the
symbol is covered, especially in the region of the letters ‘t’ and ‘o’, this is understand-
able as both of these letters are enough to identify the stop symbol in the scope of this
dataset. The third example displays the resulting attribution map of a mapping network
identifying the concept of white or yellow ground signal. Given that the image contains a
signal ‘C, 17: End of all local prohibitions’ which has a white background, the output of
the mapping network falls when the signal is occluded. In the fourth example, a mapping
network identifying white traffic symbols is tested, and its output drops when the symbol
is covered in the occlusion procedure.
Through visual evaluation, we were able to understand the resulting attribution map,
given the concept being extracted by the network, in 84.7% of the images. These results
give further evidence that the concepts extracted by the mapping networks are aligned
with our understanding of those concepts.
5.5 The Justifications
In order to evaluate the quality of the justifications produced by the proposed method, we
use the previously developed mapping networks, trained using 280 samples, to justify the
results of the main network NNGTSRB. Figure 5.7 reports a summary of the results obtained,
when feeding 500 random test samples to NNGTSRB of each of its 4 output categories.
We can understand from the results that when justifying the output concepts A and B
our method performed quite well, providing correct justifications in more than 95% of the
tested samples. When justifying the output concept D, the method also provided correct
justifications in the majority of the samples, with a few cases where both correct and in-
correct justifications were produced. However, our method obtained results substantially
inferior to those of the remaining concepts when justifying the output concept C. In order
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to better understand the results obtained when justifying each of the 4 output concepts of
NNGTSRB, a more detailed analysis of the results is necessary.
To justify the output category ‘A. Danger warning signs’, 4 mapping networks were
used to extract the concepts: ∃hasShape.Triangle, ∃hasGround.(Whitet Yellow),
∃hasBorder.Red, and ∃hasSymbol.>. By analyzing the ontology, we may understand
that using the observations produced by these 4 mapping networks, justifications for this
output concept could only be obtained by making use of the following axioms:
• ∃hasShape.Triangleu ∃hasGround.(Whitet Yellow) u ∃hasBorder.Red u
∃hasSymbol.> ≡ Aa;
• Aa t Ab t A28t A29≡ A.
This means that to justify the category ‘A. Danger warning signs’ of NNGTSRB the four
extracted concepts needed to be identified, or else no justification would be produced.
This explains why no incorrect justifications were obtained, as it would be very unlikely
for the 4 mapping networks to simultaneously incorrectly identify their concepts.
To justify the output category ‘B. Priority signs’, 10 mapping networks were used to
extract the concepts: ∃hasShape.Triangle, ∃hasGround.(WhitetYellow), ∃hasBorder.Red,
¬∃hasSymbol.>, ∃hasShape.Octagon, ∃hasGround.Red, ∃hasSymbol.(White u Stop),
∃hasShape.Diamond, ∃hasGround.(YellowtOrange), and ∃hasBorder.White. From the
ontology we can understand that these concepts allow for the justification of category ‘B.
Priority signs’, through the use of the following axioms:
• ∃hasShape.Triangleu ∃hasGround.(Whitet Yellow) u ∃hasBorder.Red u
¬∃hasSymbol.> ≡ B1;
• ∃hasShape.Octagonu ∃hasGround.Redu ∃hasSymbol.(Whiteu Stop) ≡ B2a;
• ∃hasShape.Diamondu ∃hasGround.(YellowtOrange) u ∃hasBorder.White≡ B3;
• B1,B2,B3v B.
This means that to justify the category ‘B. Priority signs’ of NNGTSRB, at least all con-
cepts in one of the first three shown axioms needed to be identified, or else no justification
would be produced. Similarly to the output concept A, this explains why no incorrect
justifications were obtained.
To justify concept ‘C. Prohibitory or restrictive signs’, 21 mapping networks were
used to extract the concepts necessary to infer each individual traffic signal of category
C. The results show that in 48.7% of the samples all of the produced justifications were
correct, and that in 10% of the samples some of the justifications were correct. The high
amount of samples where no justifications were produced shows a side effect of simul-
taneously extracting many different concepts, that may conflict with each other, such as,
¬∃hasBar.> and ∃hasBar.Black, or ¬∃hasSymbol.> and the 11 other concepts related to
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All Correct Some Correct None Correct No Justifications
A 95.2% – 0.0% 4.8%
B 95.3% – 0.0% 4.7%
C 54.7% – 10.0% 35.3%
D 92.1% – 2.8% 5.1%
Figure 5.8: Summary of the justifications with the highest confidence degree for each output of
the main network NNGTSRB.
the existence of some specific symbol, e.g., ∃hasSymbol.Overtaking. And yet, we believe
this result to be fairly encouraging. In fact, if we assumed the hypothetical scenario where
the results of each mapping network are independent, and we were using 21 mapping
networks with an accuracy of 0.9 at the same time, the probability of all of them being
simultaneously correct would be 0.921 ≈ 10.9%.
Lastly, to justify concept ‘D. Mandatory signs’, 8 mapping networks were used to ex-
tract the concepts: D1a1, D1a4, D1a5, D1a6, D1a7, D2a1, D2a2, and D3, representing each
of the traffic signals of category D existing in the GTSRB dataset. Correct justifications
were produced when the correct traffic signal was identified, and incorrect justification
were produced when an absent traffic signal was incorrectly identified. For this reason, a
few samples produced both correct and incorrect justifications.
To test our results when sorting the obtained justifications by degree of belief, and
outputting the justification with the highest degree of belief, we use the same mapping
networks as in the previous experiment and justify the results obtained when feeding 500
random test samples to NNGTSRB of each of its 4 output categories. The results shown in
Figure 5.8, demonstrate that, while the results for justifying categories A. and B. remained
the same, the results for justifying categories C. and D. improved considerably. This
improvement was due to the method outputting a correct justification in 70.5% of the
samples where only some of the produced justifications were correct, suggesting that
using the degree of belief of a justification is an effective way to select which justifications
our method should output.
5.6 Justification Platform – Visual Demo
With the intent of both making our proposed method more approachable and allowing
for straightforward experimentation and validation of its results, a demo application was
developed2. The demo consists of a platform where we can experiment and test our
proposed method in the setting of the synthetic image dataset explored in Chapter 4, and
in the setting of the GTSRB dataset explored in Chapter 5.
The demo opens in a screen, shown in Figure 5.9, where the user is able to select which
dataset he wants to experiment on. If the Explainable Abstract Trains dataset is chosen,
the user may select which of the 3 neural networks – NNA, NNB, or NNC – he wants to use
2Download at https://bitbucket.org/manuelsribeiro/master_thesis
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Figure 5.9: Main page of the Justification Platform demo.
as main network. If the German Traffic Sign Recognition Benchmark is selected, the user
may choose which of the 4 output categories of NNGTSRB he wants to justify.
A set of different input images is included in the demo, which can be traversed using
the arrow keys on the right of the currently selected input image. The ‘Browse’ button
allows the user to select any image stored in his own device. Lastly, the user may select
which concepts he wants to extract using mapping networks by selecting the checkboxes
to the left of each concept.
Since the development of mapping networks proved to be a quick process, we provide
the user with the option of ‘building new mapping networks’. If the user selects this
option, the process of building and training the mapping networks will happen in real
time.
After the user has made all his choices, the ‘justify’ button, allows for the output of the
main network to be justified. The mapping network will be fed with the selected input,
and the mapping networks will provide observations regarding the selected concepts,
allowing for the justifications to be produced. The resulting justification is shown in a
new pop-up screen, shown in Figure 5.10.
The justification page shows, by default, the justification with the highest degree of
belief in natural language. However, the user may click on the ‘More Details’ button, to see
other obtained justifications, or in the ‘Manchester OWL’ button, to change the language
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Figure 5.10: Justification page of the Justification Platform demo, showing a justification in natural
language.
Figure 5.11: Justification page of the Justification Platform demo, showing a justification in
Manchester OWL syntax.











C O N C L U S I O N
This chapter presents an overview of the main conclusions reached in this disser-
tation, finishing with a discussion regarding possible avenues for future work.
Artificial neural network-based machine learning methods are some of the most pop-
ular, widespread and successful methods developed by the field of Artificial Intelligence
[26, 41]. However, due to their subsymbolic nature, neural networks work like black
boxes and provide no human-interpretable indication of why they output a given result.
This issue raises concerns when these methods are applied, for example, in safety-critical
tasks [56]. In this dissertation, we addressed this issue by proposing, exploring, and test-
ing, a method for the production of human-understandable justifications for the output
of feedforward artificial neural networks.
The pursuit of this goal led us to the realization of what we consider to be two key
insights:
1. Given that neural networks are subsymbolic systems that work solely based on
high-dimensional Euclidean space representations possessing no obvious associated
declarative meaning, a logic-based language with a precise semantics providing the
knowledge necessary to express ourselves about the task performed by the neural
network is necessary, if we wish to be able to formally justify the results that it
outputs;
2. The use of a logic-based language with a precise semantics providing the knowl-
edge necessary to express ourselves and reason about the task performed by a neural
network by itself is generally not enough to justify its outputs, a correspondence be-
tween the network’s internal representations and the knowledge from the ontology
is fundamental for detailed and faithful justifications to be produced.
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Following this reasoning, we use a language, materialized in an ontology, to provide
the vocabulary and knowledge necessary to reason about the results of a neural network,
and establish a mapping between its internal representations and the concepts from this
language, enabling for the neural networks’ results to be justified. This ultimately led to
the development of our proposed method, which is, to the best of our knowledge, the
first to to leverage the representations encoded in the architecture of a neural network
to obtain symbolic justifications for its output by using human-understandable concepts
defined through an ontology, without changing or retraining the neural network.
The central piece of our proposed method are the mapping networks. These are
neural networks trained to approximate the mapping from the activations of a neural
network – their main network – to an ontological concept, allowing for the observation
of when such concept was identified by the main network. The justifications for the
main networks’ results are obtained by using the observations output by the mapping
networks and the knowledge existing in the ontology. We experimentally showed that
the mapping networks developed in our proposed method are smaller in size, requiring
less computational power, training time, and training data than if we were to develop a
neural network without leveraging on the activations of the main network. Furthermore,
we show that the results obtained by the mapping networks are meaningful, given that
they are aligned with our understanding of the concepts that they are extracting. This
means that even if we are not interested in obtaining justifications, mapping networks
might be an interesting tool to explore when performing classification tasks, if model size,
computational power, or data are limiting factors.
To allow for a further reduction of the size of the developed mapping networks, we
developed a procedure that searches for the smallest set of best performing input features
to map a given concept. This procedure performed remarkably well in both datasets, and
was able to greatly reduce the amount of required inputs for the built mapping networks,
while keeping their performance mostly unchanged.
Given that the size of the resulting set of justifications highly depends on the employed
ontology and the concepts mapped by the mapping networks, we sort the resulting justi-
fications based on a degree of belief, calculated based on the observations used by each
justification. Our experiments indicate that, when using this approach, the resulting
justifications with the highest degree of belief are typically correct.
To test and illustrate our proposed method, we developed and used a synthetic dataset,
built to allow for an intuitive understanding of how each sample was classified. This al-
lowed us to assess our hypothesis and verify our claims with data that we can thoroughly
understand, which proved essential in achieving a profound understanding of our pro-
posed method, and its implications and benefits. This dataset [68] is a by-product of this
dissertation1 and contains labeled images of representations of trains, an ontology that
describes how these trains are classifying based on their visual features, and bounding
1Download at https://bitbucket.org/xtrains/dataset
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boxes for each individual train feature. With this dataset we aim to provide a platform
for the research of algorithms for explainability in artificial neural networks, for ontol-
ogy learning methods, and for the testing of attribution methods and salience mapping
methods.
We further test our proposed method by using a publicly available dataset [70] and
neural network model [58]. This experiments allowed for a validation of the previously
obtained results, and a more profound understanding of how the method generalizes to
real data.
The tests performed on both datasets gave us confidence that our method is able
to perform well in a broad range of domains, given that the obtained results are quite
positive, as the method was able to provide completely correct justifications in most cases.
We conclude that it is possible to leverage on the knowledge hidden in the architecture
of a neural network and to use that knowledge to establish mappings to concepts from
an ontology, in order to extract symbolic justifications for a neural network’s output that
are human-comprehensible. This allow us to peek into the concepts that a neural network
has learned, increasing its interpretability.
Ultimately, we believe that the work performed in this dissertation allows us to step
towards bridging the gap between symbolic and subsymbolic sistems, and consequently
towards explainability.
6.1 Future Work
We believe that this work opens the possibility for many future endeavors, which we
group in three categories:
Further Refining of our Proposed Method When describing our proposed method, we
pointed out that it might happen that no justification is produced, either due to a mapping
network not identifying a concept that would be necessary to justify the main network’s
output, or due to conflicting mapping networks’ observations. This proved to be an issue
when the number of concepts being extracted at the same time was relatively high, i.e.,
more than 20. To address this issue we propose two different directions: changing the
way mapping networks are trained, and thus the way we interpret their outputs; and
changing the way in which we deal with the resulting observations.
Mapping networks are trained to distinguish the main networks’ activations of sam-
ples where a concept is present, from those where it is absent. For this reason, mapping
networks are interpreted as binary classifiers, outputting either an observation of the
form: C(x), or ¬C(x). Often they err in samples where a concept is ambiguous, e.g, only
partially visible. However, due to the way in which we interpret their results, an observa-
tion is always produced. To solve this issue, we might instead train mapping networks to
distinguish the main networks’ activations of samples where a concept is present, from
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those where it is not, i.e., samples where the concept is either absent or where we are un-
sure about its presence. This subtle change, would mean that mapping networks would
either output no observation or an observation of the form C(x).
Independently of the way in which mapping networks are trained, errors are bound to
happen, and sometimes a single incorrect observation might make our proposed method
incapable of producing any justifications. We propose three main ways to deal with
incorrect or inconsistent observations.
• Belief revision could be used when the ontology and the observations resulting from
the mapping networks are inconsistent, by minimally removing observations
to restore consistency.
• Abductive reasoning could be used to allow for justifications to be produced, even
when the observations made by the mapping networks is insufficient to, to-
gether with the ontology, justify the main network’s results. This could be
done by minimally adding the required missing observations, regarding the
concepts being extracted, necessary to be able to justify the output.
• Paraconsistent reasoning could be used to draw meaningful conclusions even from
inconsistent ontologies, thus, a paraconsistent reasoner, such as the one de-
scribed in [78], could be used to justify the main networks’ output even when
the ontology and the observations resulting from the mapping networks are
inconsistent.
Further Exploring Key Elements of our Proposal The work performed in this disserta-
tions raises new questions regarding our proposed method, which we believe to be worthy
of further investigation.
• Mapping network’s behavior The mapping networks are an essential part of our
proposal, providing us with the ability to observe whether a given concept
was identified by their main network. For this reason, understanding their
behavior is essential for our method. An interesting avenue for future work,
would be to further explore their behavior, by searching for patterns in the
samples they misclassify, and by testing how they react to adversarial attacks
on their main network. In addition, in this dissertation, we mainly explored
settings where the amount of available data to train the mapping networks
was relatively low. An interesting possibility for future work, would be to
study mapping networks in settings where the amount of available training
data is abundant, which may provide further insights into their behavior and
limitations.
• Experimenting with the Input Reduce procedure The procedure used to select the
set of inputs for a mapping network takes as input a given feature ranking
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method. In the context of this dissertation, the used feature ranking algorithm
was the Perturbation Feature Importance algorithm [22]. However, other al-
gorithms could be applied, and tested regarding the resulting sets of features.
A recommended range of values for the parameters defining the procedures’
patience and amount of features to be removed at each step, and their effects
on the resulting sets of features could also be investigated. Furthermore, an
interesting avenue for future work would be to investigate the use of this pro-
cedure to better understand how concepts are distributed in a neural network,
by searching if there any similarity between how concepts are organized in an
ontology and how they are distributed in the neural network.
• Impact of the justifications An important direction of future work is to study the
impact of the justifications produced by our proposed method. The main mo-
tivation for this work is to provide users with plausible reasons for why a
given neural network provided a certain result. Therefore we should evaluate
whether the justifications provided by our proposed method truly help users
understand the results obtained by neural networks, and whether the users’
trust in a model increases, when justifications are provided.
Exploring new possibilities and applications We believe that the work developed in this
dissertation might be applied with goals other than to provide a justification for the
output of a neural network. We propose that mapping networks could be used as a tool
to investigate the existence of learned biases in their main networks, by testing which
concepts we are able to accurately extract from a neural network, and in which samples
mapping networks are identifying them.
There are situations where we might be unable to develop an ontology that properly
allows us to express ourselves about the task of a given neural network, or where we
are unable to verify the knowledge existing in the ontology, such as, for example, when
dealing with an neural network that is performing a task in a domain in which we are
not experts. For this reason, we believe that an interesting path for future work would be
to explore the use of mapping networks as a way to search for errors, missing axioms, or
missing relations in ontologies, or even to build ontologies based on their results. This
could be done by using mapping networks, and analyzing correlations in the observations
they output, or by deliberately feeding the neural network with samples where various
concepts are present or absent and observing how the results of the mapping networks
change, in order to better understand the relationships between those various concepts
in a given domain.
Lastly, an interesting possibility for future work would be to expand the possible
settings in which our proposed method may be applied. This could be done by both,
researching how to develop mapping networks for other architectures of neural networks,
such as, recurrent neural networks, and by studying how to adapt our method to deal with
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data where observations need to be performed regarding multiple individuals, i.e., where
the mapping networks need to perform observations regarding different individuals in a
single input.
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E X P L A I N A B L E A B S T R A C T T R A I N S D ATA S E T
The Explainable Abstract Trains Dataset1 [68] is an annotated image dataset containing
500 000 images of 152× 152 pixel-art representations of trains, inspired by the trains devel-
oped by J. Larson and R. S. Michalski in [39]. Being built with the objective of providing
a platform for the application and research of algorithms for justification and explanation
extraction, it focuses on explainability and was built with the goal of allowing for an easy
interpretation of how each element in an image contributes to its classification. To this
1Download at https://bitbucket.org/xtrains/dataset
Figure A.1: Sample images of trains’ representations.
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WarTrain t EmptyTrain ≡ TypeA
PassengerTrain t LongFreightTrain ≡ TypeB
RuralTrain tMixedTrain ≡ TypeC
∃has.(Wagon t Locomotive) ≡ Train
Train v (≤ 4 has.Wagon)
∃has v Train
∃has− vWagon t Locomotive
Wagon u Locomotive v ⊥
∃has.ReinforcedCar u ∃has.PassengerCar vWarTrain
∀has.(EmptyWagon t Locomotive) u ∃has.EmptyWagon ≡ EmptyTrain
∃has.(PassengerCar u LongWagon) t (≥ 2 has.PassengerCar) v PassengerTrain
LongTrain u FreightTrain ≡ LongFreightTrain
(≥ 2 has.LongWagon) t (≥ 3 has.Wagon) v LongTrain
(≥ 2 has.FreightWagon) v FreightTrain
∃has.EmptyWagon u ∃has.(PassengerCar t FreightWagon) u ¬∃has.LongWagon v RuralTrain
∃has.FreightWagon u ∃has.PassengerCar u ∃has.EmptyWagon v MixedTrain







EmptyWagon u PassengerCar v ⊥
EmptyWagon u FreightWagon v ⊥
PassengerCar u FreightWagon v ⊥
Figure A.2: Ontology describing how the trains’ representations are classified.
end, the Explainable Abstract Trains Dataset is accompanied by an ontology that concep-
tualizes and classifies the depicted trains based on their visual characteristics, allowing
for a precise understanding of how each train was labeled. Furthermore, each image in
the dataset is annotated with multiple attributes describing the trains’ features and with
bounding boxes for each train element. Figure A.1 shows a few samples of images from
the dataset.
The accompanying ontology, shown in Figure A.2, provides ground-truth knowledge
regarding how each image was labeled, allowing for ontology learning methods, such
as the ones described in [45] to be benchmarked in this dataset. The provided bounding
boxes allow for attribution methods [64, 81] and salience mapping [66, 83] methods to be
tested, using evaluation metrics, e.g., like the one described in [62].
A.1 Image Composition
Each image in the dataset portrays a single train representation over a background image.
All background images are random fragments from the images in the McGill Calibrated
Colour Image Database [44]. A train is composed by a locomotive and a set of wagons
that may have some contents. Each train representation is characterized as follows:
• Wagons The set of wagons contained in the train, further described below. The
number of wagons in a train is sampled from a truncated normal distribution
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Figure A.3: Effect of individually varying trains’ features.
- µ = 3; σ = 1, a = 1, b = 5 - and is equal to the integer part of the sampled
value.
• Wheel size The size of each wheel in the train, one of 4 possible sizes. The probabil-
ity mass function of a train’s wheel size is shown in Figure A.7 (in Appendix).
• Couplers’ height The height at which each coupler is attached, one of 2 possible
heights. The height is uniformly distributed between those values.
• Wagons’ spacing The number of pixels separating each wagon, one of 2 possible
values. The separation is uniformly distributed between those values.
• Position and angle The trains’ position and angle inside an image. A train’s position
is randomly selected taking into consideration the train’s dimensions to ensure
that the train is always visible in the image. The angle of each train is sampled
from a truncated normal distribution - µ = 0;σ = 9, a = −30,b = 30.
The effect of varying the wheel size, couplers’ height, wagons’ spacing and the posi-
tion and angle of a train is shown, respectively, in each row of Figure A.3.
A wagon is characterized as follows:
• Length The wagon’s length in pixels. A wagon has a length of 34 pixels with a
probability of 1/3 and a length of 24 pixels with a probability of 2/3.
• Wall shape The shape of the wagon’s walls, one of 6 available shapes.
• Roof shape The shape of the wagon’s roof, one of 5 available shapes.
• Amount of visible wheels The number of visible wheels in a wagon, one of 3 possible
values.
• Contents The contents carried by a wagon, further described below.
The values of a wagons’ wall shape, roof shape and amount of wheels are conditioned
by the wagon’s length and by each others’ values, with probability mass functions of
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Figure A.4: Effect of individually varying wagons’ features. First row varies length; second row
varies wall shape; third row varies roof shape; fourth row varies the amount of visible wheels.
Figure A.5: Effect of individually varying wagons’ contents’ features. First row varies shape;
second row varies size; third row varies quantity; fourth row varies position.
these features presented, respectively, in Figure A.8, A.9 and A.10 (in Appendix). The
effect of individually varying each feature is depicted in Figure A.4.
The contents of a wagon, if any, are characterized as follows:
• Shape The shape of the content, one of 8 available shapes.
• Size The size of the content, one of 4 available sizes.
• Quantity The content’s quantity, one of 3 possible values.
• Position The position of the contents inside a wagon. This value is dependent on
the contents’ shape, size, and quantity and on the trains’ length and wheel size,
ensuring that the contents are always inside the wagon.
The probabilities associated with the values of the shape, size, and quantity of a wag-
ons’ content are conditioned by the wagon’s length, wall shape, and roof shape and by
each others’ values, and can be seen, respectively, in Figures A.11, A.12, and A.13 (in
Appendix). The effect of varying each of these features individually is illustrated, respec-
tively, in each row of Figure A.5.
Contributing to the increase of diversity of the trains’ representations we associate to
the floor and each wall of a wagon a 15% probability of it being thicker, drawing it with a
thickness of 2 pixels, instead of 1. Noise was also deliberately introduced in the form of
missing pixels from the trains’ representations, up to 10% of the trains’ pixels might not
be drawn. The resulting effect is depicted in Figure A.6, the first train has no thick walls
or missing pixels and the fourth train shows both effects combined.
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Figure A.6: Addition of noise to the leftmost train representation, the second and third trains show,
respectively, the effect of individually adding the possibility of thick walls and missing pixels to
the first train.
A.2 Dataset Annotations
All images in the dataset are annotated with 39 binary attributes, such as TwoWheelsWagon
indicating if there is any wagon with 2 wheels visible in the image, and 8 numeric at-
tributes, like Angle indicating the angle of the train inside an image. The values for those
attributes are either obtained directly when generating each image, e.g., the value of the
attribute NumberOfWagons, indicating the number of wagons in an image, or obtained
by following the axioms in the datasets’ ontology, e.g., LongTrain, indicating a train with,
at least, 2 long wagons or 3 wagons. Furthermore, each image was also annotated with







We make available an image generator 2 capable of generating the Explainable Abstract
Trains Dataset. This generator has multiple parameters, i. e., to define the length of the
trains’ wagons, or to define the different possible amounts of wheels of a wagon, which
are set to be in accord with the Explainable Abstract Trains Dataset’s description provided
above. By changing the values of these parameters, it is possible to generate new datasets
with different characteristics.
A.4 Train Features’ Probability Mass Function
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P(WheelSize = s)
s = XS s = S s = M s = L
0.1 0.45 0.4 0.05
Figure A.7: Probability mass function of a train’s wheel size.
P(WallShape = s | WagonLength = l)
s = Box s = Ellipse s = Trapezoid s = Superellipse s = Hexagon s = Reinforced l
0.2 0.1 0.2 0.2 0.1 0.2 S
0.1 0.2 0.1 0.2 0.2 0.2 L
Figure A.8: Probability mass function of a wagon’s wall shape.
P(RoofShape = r | WallShape = s)
r = Open r = Flat r = Triangular r = Saw r = Ellipse s
0.2 0.3 0.2 0.3 0.0 Box
0.0 0.0 0.0 0.0 1.0 Ellipse
0.4 0.2 0.2 0.2 0.0 Trapezoid
0.55 0.15 0.15 0.15 0.0 Superellipse
0.0 1.0 0.0 0.0 0.0 Hexagon
0.25 0.25 0.25 0.25 0.0 Reinforced
Figure A.9: Probability mass function of a wagon’s roof shape.
P(NumberOfWheels = n | WagonLength = l, WheelSize = s)
n = 2 n = 3 n = 4 l s
0.1 0.9 0.0 S XS
0.9 0.1 0.0 S S
1.0 0.0 0.0 S M
1.0 0.0 0.0 S L
0.0 0.8 0.2 L XS
0.5 0.4 0.1 L S
0.5 0.5 0.0 L M
0.5 0.5 0.0 L L
Figure A.10: Probability mass function of a wagon’s number of visible wheels.
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P(ContentShape = t | WagonLength = l, WallShape = s, RoofShape = r)
t = None t = S Square t = M Square t = L Square t = Circle t = Triangle t = Inv Triangle t = Diamond t = Hexagon l s r
0.2 0.14 0.11 0.0 0.11 0.11 0.11 0.11 0.11 S Box Open
0.2 0.13 0.11 0.0 0.15 0.1 0.1 0.1 0.11 S Box Flat
0.13 0.13 0.1 0.0 0.19 0.12 0.12 0.11 0.1 S Box Triangular
0.14 0.13 0.1 0.0 0.19 0.11 0.11 0.1 0.12 S Box Saw
0.14 0.12 0.11 0.0 0.19 0.11 0.11 0.11 0.11 S Ellipse Ellipse
0.2 0.12 0.1 0.0 0.1 0.12 0.12 0.12 0.12 S Trapezoid Open
0.15 0.12 0.12 0.0 0.15 0.12 0.11 0.11 0.12 S Trapezoid Flat
0.15 0.11 0.11 0.0 0.16 0.12 0.12 0.12 0.11 S Trapezoid Triangular
0.14 0.11 0.11 0.0 0.15 0.12 0.12 0.12 0.13 S Trapezoid Saw
0.23 0.1 0.1 0.0 0.13 0.11 0.11 0.11 0.11 S Superellipse Open
0.18 0.1 0.1 0.0 0.16 0.12 0.11 0.11 0.12 S Superellipse Flat
0.17 0.1 0.1 0.0 0.18 0.12 0.11 0.11 0.11 S Superellipse Triangular
0.16 0.12 0.1 0.0 0.17 0.11 0.11 0.11 0.12 S Superellipse Saw
0.15 0.13 0.1 0.0 0.1 0.13 0.13 0.13 0.13 S Hexagon Flat
0.19 0.15 0.11 0.0 0.11 0.11 0.11 0.11 0.11 S Reinforced Open
0.15 0.15 0.12 0.0 0.14 0.11 0.11 0.11 0.11 S Reinforced Flat
0.13 0.14 0.11 0.0 0.19 0.11 0.11 0.11 0.1 S Reinforced Triangular
0.14 0.14 0.11 0.0 0.19 0.1 0.1 0.1 0.12 S Reinforced Saw
0.14 0.12 0.12 0.11 0.1 0.1 0.1 0.1 0.11 L Box Open
0.1 0.12 0.12 0.11 0.14 0.1 0.1 0.1 0.11 L Box Flat
0.1 0.11 0.11 0.1 0.16 0.11 0.11 0.11 0.09 L Box Triangular
0.1 0.11 0.11 0.1 0.16 0.1 0.1 0.1 0.12 L Box Saw
0.1 0.11 0.1 0.1 0.17 0.11 0.11 0.1 0.1 L Ellipse Ellipse
0.15 0.11 0.1 0.1 0.1 0.11 0.11 0.11 0.11 L Trapezoid Open
0.1 0.11 0.11 0.11 0.13 0.11 0.11 0.11 0.11 L Trapezoid Flat
0.13 0.1 0.1 0.1 0.14 0.11 0.11 0.11 0.1 L Trapezoid Triangular
0.11 0.1 0.1 0.1 0.14 0.11 0.11 0.11 0.12 L Trapezoid Saw
0.2 0.09 0.09 0.09 0.13 0.1 0.1 0.1 0.1 L Superellipse Open
0.14 0.09 0.09 0.09 0.15 0.11 0.11 0.11 0.11 L Superellipse Flat
0.14 0.09 0.09 0.09 0.16 0.11 0.11 0.11 0.1 L Superellipse Triangular
0.12 0.09 0.09 0.09 0.16 0.11 0.11 0.11 0.12 L Superellipse Saw
0.11 0.11 0.1 0.1 0.1 0.12 0.12 0.12 0.12 L Hexagon Flat
0.14 0.12 0.12 0.11 0.1 0.1 0.1 0.1 0.11 L Reinforced Open
0.1 0.12 0.12 0.11 0.14 0.1 0.1 0.1 0.11 L Reinforced Flat
0.1 0.11 0.11 0.1 0.16 0.11 0.11 0.11 0.09 L Reinforced Triangular
0.1 0.11 0.11 0.1 0.16 0.1 0.1 0.1 0.12 L Reinforced Saw
Figure A.11: Probability mass function of a wagon’s content shape.
P(ContentSize = s | WagonLength = l, ContentShape = t, ContentQuantity = n)
XS S M L l t n





1.0 0.0 0.0 0.0 S M Square 1, 2, 3
0.8 0.2 0.0 0.0 S Hexagon 1, 2, 3





1.0 0.0 0.0 0.0 L M Square, L Square 1, 2
0.3 0.4 0.3 0.0 L Hexagon 1
1.0 0.0 0.0 0.0 L Hexagon 2
Figure A.12: Probability mass function of a wagon’s content size.
77
A P P E N D I X A . E X P L A I NA B L E A B S T R AC T T R A I N S DATA S E T
P(ContentQuantity = n — WagonLength = l, ContentShape = t, ContentSize = s)
n = 1 n = 2 n = 3 l t s










1.0 0.0 0.0 S M Square,Hexagon XS, S, M, L















0.65 0.35 0.0 L M Square,Hexagon XS, S, M, L
1.0 0.0 0.0 L L Square XS, S, M, L











T R A F F I C S I G N S O N T O L O G Y
This appendix provides the complete ontology used in the experiments performed in
Chapter 5 of this dissertation. This ontology was built based on the traffic signs descrip-
tions provided in the consolidated version of the document produced in the Convention
on Road Signs and Signals – done at Vienna on 8 November 1968 [14]. The ontology is
shown in Figures B.1, B.2, B.3 and B.4, each respectively displaying the axioms of the
ontology regarding traffic signs of the category A Danger warning signs, of the category
B Priority signs, of the category C Prohibitory or restrictive signs, and of the category D
Mandatory signs.
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Aa t Ab t A28t A29 ≡ A
∃hasShape.Triangleu ∃hasGround.(Whitet Yellow) u ∃hasBorder.Redu ∃hasSymbol.> ≡ Aa
A1t A4t A7t A9t A13t A14t A15t A16t A17t A19t A32t A33t A34 v A
A1at A1bt A1c v A1






Au ∃hasSymbol.SingleLeftBend ≡ A1a
Au ∃hasSymbol.SingleRightBend ≡ A1b
Au ∃hasSymbol.TwoOrMoreLeftBend ≡ A1c
Au ∃hasSymbol.RightNarrow ≡ A4b2
Au ∃hasSymbol.RoadDeformities ≡ A7a
Au ∃hasSymbol.SlipperyRoad ≡ A9
Au ∃hasSymbol.Children ≡ A13
Au ∃hasSymbol.Cyclists ≡ A14
Au ∃hasSymbol.WildAnimals ≡ A15b
Au ∃hasSymbol.RoadWorks ≡ A16
Au ∃hasSymbol.VerticalLightSignals ≡ A17a
Au ∃hasSymbol.IntersectionPriority ≡ A19a
Au ∃hasSymbol.Danger ≡ A32
Au ∃hasSymbol.Pedestrians ≡ A33
Au ∃hasSymbol.IceSnow ≡ A34
Figure B.1: A subset of the ontology’s axioms, describing how the traffic signs of category A
Danger warning signs are classified.
B1t B2t B3 v B
B2at B2b ≡ B2
∃hasShape.Triangleu ∃hasGround.(Whitet Yellow) u ∃hasBorder.Redu ¬∃hasSymbol.> ≡ B1
∃hasShape.Octagonu ∃hasGround.Redu ∃hasSymbol.(Whiteu Stop) ≡ B2a
∃hasShape.Diamondu ∃hasGround.(Yellow tOrange) u ∃hasBorder.White ≡ B3
Figure B.2: A subset of the ontology’s axioms, describing how the traffic signs of category B
Priority signs are classified.
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C v ∃hasShape.Circle
StartProhibition v (∃hasGround.(Whitet Yellow) t (∃hasGround.Blueu ∃hasBorder.Red)) u
∀hasSymbol.(Blackt Red) u ∀hasBar.(RedtWhite)
C1t C2t C3t C13t C14t C17 v C
C1a v C1
C3e3 v C3
C13aat C13bb v C13
C14_20t C14_30t C14_50t C14_60t C14_70t C14_80t C14_100t C14_120 v C14
C17at C17b_80t C17ct C17d v C17
∃hasShape.Circleu ∃hasGround.Redu ¬∃hasSymbol.>u ∃hasBar.White ≡ C1a
∃hasShape.Circleu ∃hasGround.(Whitet Yellow) u ∃hasBorder.Redu ¬∃hasSymbol.> ≡ C2
StartProhibitionu ∃hasSymbol.NoEntryGoodsu ¬∃hasBar.> ≡ C3e3
StartProhibitionu ∃hasSymbol.Overtaking u ¬∃hasBar.> ≡ C13aa
StartProhibitionu ∃hasSymbol.OvertakingGoodsu ¬∃hasBar.> ≡ C13bb
StartProhibitionu ∃hasSymbol.Speed20 ≡ C14_20
StartProhibitionu ∃hasSymbol.Speed30 ≡ C14_30
StartProhibitionu ∃hasSymbol.Speed50 ≡ C14_50
StartProhibitionu ∃hasSymbol.Speed60 ≡ C14_60
StartProhibitionu ∃hasSymbol.Speed70 ≡ C14_70
StartProhibitionu ∃hasSymbol.Speed80 ≡ C14_80
StartProhibitionu ∃hasSymbol.Speed100 ≡ C14_100
StartProhibitionu ∃hasSymbol.Speed120 ≡ C14_120
∃hasShape.Circleu ∃hasGround.(Whitet Yellow) u
¬∃hasBorder.>u ∃hasBar.Blacku ¬∃hasSymbol.> ≡ C17a
∃hasShape.Circleu ∃hasGround.(Whitet Yellow) u
¬∃hasBorder.>u ∃hasBar.Blacku ∃hasSymbol.Speed80 ≡ C17b_80
∃hasShape.Circleu ∃hasGround.(Whitet Yellow) u
¬∃hasBorder.>u ∃hasBar.Blacku ∃hasSymbol.Overtaking ≡ C17c
∃hasShape.Circleu ∃hasGround.(Whitet Yellow) u
¬∃hasBorder.>u ∃hasBar.Blacku ∃hasSymbol.OvertakingGoods ≡ C17d
Figure B.3: A subset of the ontology’s axioms, describing how the traffic signs of category C
Prohibitory or restrictive signs are classified.
D v ∃hasShape.(Circlet Rectangle)




Du ∃hasSymbol.DirectionStraight ≡ D1a1
Du ∃hasSymbol.DirectionLeft ≡ D1a2
Du ∃hasSymbol.DirectionRight ≡ D1a3
Du ∃hasSymbol.DirectionLeftStraight ≡ D1a6
Du ∃hasSymbol.DirectionRightStraight ≡ D1a7
Du ∃hasSymbol.PassLeft ≡ D2a1
Du ∃hasSymbol.PassRight ≡ D2a2
Du ∃hasSymbol.Roundabout ≡ D3
Figure B.4: A subset of the ontology’s axioms, describing how the traffic signs of category D












A D D I T I O N A L E X P E R I M E N TA L R E S U LT S
This appendix contains some additional experimental results, from the experiments per-
fomed in Chapter 5 of this dissertation.
Figure C.1 shows the accuracy obtained by the built mapping networks for all 40 of the
40 extracted concepts from the main network NNGTSRB, when using 280 training samples,
70 samples for validation, and 100 samples for testing.
Figures C.2 and C.3 show the results of the best performing mapping network and
convolutional neural network, for each amount of available training data, using the main
network and convolutional neural networks discussed in Section 5.4.
Figure C.4 compares the results obtained by the mapping networks using all the acti-
vations resulting from the 17 residual bottleneck layers of NNGTSRB, with those obtained
by the mapping networks using the set of features resulting from the Input Reduce proce-
dure.
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Figure C.1: Accuracy of the mapping networks trained to extract concepts based on the activations




































50 125 200 275 350
∃hasSymbol.Speed50
Figure C.2: Accuracy of of the mapping networks and convolutional neural networks when trained
to identify the same concepts.
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50 125 200 275 350
Blue
Figure C.3: Accuracy of of the mapping networks and convolutional neural networks when trained
to identify the same concepts.
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Output Concept
Residual Bottleneck Layers Input Reduce
Accuracy Features Accuracy Features
∃hasBar.> 0.903 121344 0.909 1216
∃hasBar.Black 0.932 121344 0.944 25
∃hasBar.White 0.955 121344 0.926 72
∃hasBorder.> 0.942 121344 0.950 52
∃hasBorder.Black 0.856 121344 0.812 843
∃hasBorder.Red 0.907 121344 0.898 1298
∃hasBorder.White 0.973 121344 0.964 3
∃hasGround.Red 0.980 121344 0.973 4
∃hasGround.(Whitet Yellow) 0.973 121344 0.982 4
∃hasGround.Yellow 0.863 121344 0.862 303
StartProhibition 0.96 121344 0.947 14
∃hasShape.Circle 0.978 121344 0.974 3
∃hasShape.Diamond 0.976 121344 0.964 3
∃hasShape.Triangle 0.968 121344 0.973 7
∃hasShape.Octagon 0.991 121344 0.985 2
∃hasSymbol.> 0.968 121344 0.959 9
∃hasSymbol.Black 0.925 121344 0.933 609
∃hasSymbol.White 0.982 121344 0.980 2
∃hasSymbol.NoEntryGoods 0.973 121344 0.941 13
∃hasSymbol.Overtaking 0.902 121344 0.900 500
∃hasSymbol.OvertakingGoods 0.914 121344 0.884 828
∃hasSymbol.Speed20 0.884 121344 0.874 83
∃hasSymbol.Speed30 0.918 121344 0.924 828
∃hasSymbol.Speed50 0.916 121344 0.911 1307
∃hasSymbol.Speed60 0.85 121344 0.883 1689
∃hasSymbol.Speed70 0.902 121344 0.915 1234
∃hasSymbol.Speed80 0.889 121344 0.919 757
∃hasSymbol.Speed100 0.955 121344 0.923 401
∃hasSymbol.Speed120 0.957 121344 0.907 1140
∃hasSymbol.Stop 0.993 121344 0.986 1
D1a1 0.918 121344 0.883 146
D1a4 0.970 121344 0.942 197
D1a5 0.938 121344 0.926 505
D1a6 0.945 121344 0.849 12
D1a7 0.925 121344 0.945 208
D2a1 0.947 121344 0.888 14
D2a2 0.952 121344 0.929 620
D3 0.935 121344 0.947 666
Blue 0.776 121344 0.791 946
Pole 0.692 121344 0.681 1212
Figure C.4: Comparison of the accuracy of mapping networks developed using all activations
produced in the residual bottleneck layers of NNGTSRB, and using the features resulting from the
Input Reduce procedure.
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