In visual cortex, variability has usually been computed results show that cortical responses can be more relifrom the number of spikes per cycle or "trial" of a periable than previously thought. The differences in reliodic stimulus, typically 100-500 ms. Numerous studies ability in retina, LGN, and cortex can be explained by in the visual cortex of anesthetized cat and anesthetized (1) decreasing firing rates and (2) 
LGN relay cells. Visual responses were obtained using a drifting sine-grating stimulus. This experiment allowed us to compare variability of responses at all three levels under strictly identical conditions. In this study, we focus on the reliability (or variability) of spike count, but spike timing can also be highly reliable (e. We found that for simple cells in visual cortex, spike count variability was significantly lower than expected of a Poisson process. On average, the trial-by-trial variability doubled from retina to LGN and again from LGN to visual cortex. In some LGN cells, high variability was associated with bursting, which occurred at the onset of the visual response. Variability was inversely related to the overall mean firing rate in the three populations. Further, in individual cells at all three stages, variability decreased as firing rate increased within the stimulus cycle. A Poisson model with both absolute and relatively refractory properties largely accounted for the observed reliability of evoked responses, with the exception of the variability associated with LGN bursting. The increase in variability can therefore be ascribed to the decrease Figure 3A ). These cells fields, for example, an off-center RGC, an off-center LGN relay cell, an on-center LGN relay cell, and a simple had receptive field properties and bursting frequencies typical of the population. The only unusual feature we cell from striate cortex (Figure 2A ). Our analysis was based on the simultaneous responses of the cells to a noted was a high level of background firing by the LGN cell with the higher variability. drifting sinusoidal grating ( Figures 2B and 2C) . The retinal and cortical cells' firing rate changed smoothly
We pooled the data from all recordings to calculate the mean trial-by-trial variability for retinal, thalamic, and through the course of each stimulus cycle. By contrast, both LGN cells fired a burst of spikes at the onset of firing cortical cell populations ( Figure 3C ( Figure 4A ). If the variance were proportional to the mean count, as for a rate-modulated Poisson process, the FF would be constant throughout the cycle. Instead, we found that the FF varied throughout the trial ( Figure 4B ). For the retinal and cortical cells shown, the variability was lowest when the firing rate was highest, and vice versa. Specifically, in the RGC, the mean spike count changed gradually from 0 spikes to 3.4 spikes/50 ms window (68 spikes/s), and the variability (FF) reached a minimum of 0.08 during times of maximum firing. Similarly, the cortical response reached a minimum FF of 0.23 in the time bin with the highest firing rate (mean count, 2. (Figure 3 ). To test if these differences in firing grating stimulus, and the firing rate of each cell was rate were sufficient to account for the differences in modulated through the course of the stimulus cycle (Figvariability, we compared the variability of responses as ure 2C). We therefore tested the dependence of reliabila function of firing rate (spike count). For each populaity on firing rate by examining how the FF changed over tion of cells, we compared the variance in spike count time within a trial as firing rate varied between zero and to the mean spike count in overlapping 50 ms windows maximum firing. Figure 5C ). The recovmined by the observed time-varying firing rate and the ery function of LGN neurons often appeared to have estimated absolute refractory period of the neuron and two components. These two components were seen for therefore had no free parameters (see Experimental Promost but not all individual LGN neurons. We note that cedures). Unlike a pure Poisson process (FF ϭ 1 in all the absolute and relative refractory periods of the model counting windows), the model with an absolute refraccould reflect any form of refractoriness, not only that tory period had lower variability at times in the trial when arising from the active conductances of the neuron. For firing rate was high (thin black lines in Figure 5A ). The example, refractoriness in synaptic transmission could model nevertheless had dramatically higher variability also contribute to the refractoriness observed at the than the real data from retina, LGN, and cortex (red, level of spiking statistics. green, and blue lines in Figure 5A ).
The one aspect of the data not fit by the model was the Our second model incorporated both an absolute rehigh variability associated with LGN bursts. This is not fractory period and a longer relative refractory period surprising, since adding refractoriness to any model only (Teich and Diament, 1980; Berry and Meister, 1998). The increases its regularity, whereas this part of the LGN rerate of the underlying Poisson process was uniquely sponse was already more variable than the Poisson startdetermined by the constraint of matching the observed ing model. For bursting LGN cells, we used the nonbursty firing rate of the neuron. The time course of recovery of part of the response in each cycle to estimate the refracspiking after each action potential was estimated from tory period and then used this refractory period to model the observed interspike interval distribution (see Experithe entire response (see Experimental Procedures). mental Procedures). Thus, this model also had no free parameters. The model with a relative refractory period Variability Is Sub-Poisson for Counting Window was much better at matching the time-varying FF of both Lengths from 1 to 1000 ms retinal and cortical cells (thick black lines in Figure 5A ).
In general, the FF depends on the size of the window in which spikes are counted (T) (Thurner et al., 1997). In One measure of the quality of the model is its ability we therefore cannot exclude the possibility that we might have found FF Ͼ 1 if we had considered much on the counting window size T, other than the effects of LGN bursts ( Figure 6B ). For the retinal cell shown in longer recording times or used longer counting windows. In the few cases in which we had very long re- Figure 6A , the small oscillations in FF were also reproduced by the model (Figure 6B ). These reflect oscillatory cordings (up to 50 min), however, the variability over the entire data set at T ϭ 250 ms was sub-Poisson, as was peaks in firing rate that were phase locked to the refresh rate of the video stimulus (not evident at the temporal the FF in counting windows of up to T ϭ 8 s (data not shown). resolution shown in Figure 2C ). We found no significant correlation between the FF and the presence of such Although FF depended on the size of the counting window, our main conclusions held over a wide range phase-locked peaks. In fact, the lowest FF in our sample (FF ϭ 0.05) was for a retinal cell that completely lacked of windows: (1) FF was Ͻ1 for all three cell types; (2) FF was lowest in retina, intermediate in LGN, and highest in such oscillatory peaks.
To summarize the effect of the counting window on cortex; and (3) a Poisson model with a relative refractory period reproduced the FF throughout the stimulus cycle, our estimates, we compared the minimum FF for a range of counting windows (closed symbols in Figure 6C ). The except for LGN bursts. minimum FF decreased as the size of the counting window increased from 1 to 50 ms. This trend is reproduced Discussion by the model (open symbols in Figure 6C ). For comparison, we also show the minimum FF in a full stimulus cycle (T ϭ 250).
We have shown that trial-by-trial response variability of cortical cells can be much lower than previously beTwo previous cortical studies reported FF as a function of T, either for T ϭ 1 to 1000 ms (Burač as et al Of all the factors considered above, the most consiswith eye movements were excluded from analysis (Gur tent difference between our experiment and previous et al., 1997). Interestingly, most of the cells in that study studies is that we recorded only from cells that receive were also recorded in layer 4. The second study reported strong feedforward input from the thalamus, namely, high variability in layer 2/3 of V1, with somewhat lower layer 4 simple cells of primary visual cortex. variability in unidentified layers in IT (Gershon et al., 1998).
Some previous cortical studies may have also differed Variability Increases from Periphery to Cortex
We found that variability increased from retina to LGN from ours in the effectiveness of the stimulus, which can affect response variability. In four cortical cells, we to cortex in simultaneous recordings (Figures 3A and 3B) and on average over the population ( Figure 3C ). calculated variability of responses to each of 16 different orientations of a drifting sinusoidal grating. We found Comparing the three populations of cells, average variability (FF) was inversely related to mean firing rate (Figthat for any given cell, variability was lowest (sub-Poisson) for the grating that drove the cell best and higher ures 3C and 3D). The different mean rates, however, did not account for all differences in variability. Even when for less effective orientations, reaching FF Ͼ 1 for some orientations (data not shown). When two cortical cells we compared epochs of the response with the same firing rate, we found that variability increased from retina with different orientation preferences were recorded simultaneously, a single orientation produced high varithrough cortex (Figures 4C and 4D) . We attribute this to differences in refractoriness (see below). ability in one unit at the same time that it produced low variability in the other. We interpret the dependence Our finding of low variability in RGCs is consistent with most previous reports. For the LGN, the low variabilon the stimulus as arising from the greater effects of refractoriness when firing rate is high. Berry et al. (1997) ity we found with gratings is comparable to that reported for responses to full-field white-noise stimuli in anestheprovided the same explanation as to why RGCs had reliable responses to high-contrast stimuli and more tized cat (Reinagel and Reid, 2000 were indistinguishable (data not shown).
We found that a model with only an absolute refractory Bursts in the LGN period was inadequate to match the reliability in our Some LGN cells fired bursts at the onset of firing and data ( Figure 5A ). The inadequacy of this "dead time" exhibited high spike count variability through part of the model was much more pronounced for retinal cells than stimulus cycle. We found that this was primarily due to for cortical cells. Barberini et al. (2000) also explored variability in the time of the burst from trial to trial, rather dead time models to explain the sub-Poisson variability than variability in the occurrence of the burst or the in their MT data when they used 10 ms counting winnumber of spikes in the burst. However, this is not to dows. They report that the MT data were only modersay that bursts were any more variable than other spikes ately less variable than a dead time modified Poisson in their timing. Our results are consistent with previous process, whereas data from fly H1 neurons were dramatfindings that the timing of LGN bursts is reliable (Guido ically less variable than a dead time model. These dead and Sherman, 1998). We attribute the high spike count time models took into account that H1 neurons have variability to the abrupt change in firing rate, from 0 longer absolute refractory periods than monkey MT neuspikes/s before the burst to Ͼ200 spikes/s within the rons do. Thus, the authors concluded that differences burst. In small counting windows early in the response, in reliability between MT and H1 were not explained by some trials contain the burst (and thus many spikes), differences in refractoriness. The results just summawhile other trials do not (no spikes), leading to a variance rized from MT and H1 are qualitatively similar to our much higher than the mean count. The transition from results from dead time models in cortical cells and the burst to a moderate firing rate afterward is less RGCs, respectively. We found that a more complete abrupt, giving rise to a small but detectable second model of refractoriness, with a relative as well as absopeak in variability ( Figure 4A ). Bursting did not affect lute refractory period, could fit both retinal and cortical our measure of variability in 250 ms counting windows, responses comparably ( Figure 5B ). Therefore, we think because the counting window included the entire burst that differences in the duration of both absolute and in every trial, regardless of its exact timing.
relative refractory periods can explain the differences between our cell populations and could potentially exRefractoriness Can Account for Reliability plain the differences between MT and H1, as well. An Poisson model spike trains incorporating relative and extreme hypothesis would be that cortical cells are no absolute refractory periods accounted for the most relimore "noisy" than retinal cells are, once refractoriness able part of the response, with models differing from is taken into account. A complementary way to put this data by 5%-20% in all three types of cells ( Figure 5B ).
is that retinal cells are just as noisy as cortical cells, It was previously shown that the same model could before their responses are regularized by refractoriness. largely account for the reliability of spike count in RGCs Thus, the noise introduced by neural processing could of the salamander (Berry and Meister, 1998). In that be just as great in the retina as in cortex. study, ganglion cells were also slightly more reliable
In conclusion, at least one class of cortical cells (layer than predicted by the model. Our results replicate their 4 simple cells in striate cortex) can exhibit low, subfinding for the retina and extend it to LGN and cortex.
Poisson spike count variability. Along the first few Spiking statistics can also be captured in a mathematstages of the primary visual pathway, variability increased at each processing stage. The simplest explaically simpler model, at the expense of biophysical realnation of our data is that the reliability of spike count is ism. 
