Separate ratio-type estimators for population mean with their properties are considered. Some separate ratio-type estimators for population mean using known parameters of auxiliary variate are proposed. The bias and mean squared error of the proposed estimators are obtained up to the first degree of approximation. It is shown that the proposed estimators are more efficient than unbiased estimators in stratified random sampling and usual separate ratio estimators under certain obtained conditions. To judge the merits of the proposed estimators, an empirical study was conducted.
Introduction
The use of auxiliary information improves the efficiency of estimators. Cochran (1940) used auxiliary information at the estimation stage and envisaged the ratio estimation method. This method provides a ratio estimator which assumes that the population mean of the auxiliary variate is known. The ratio estimator performs well when a study and auxiliary variate are positively correlated. When these variates are negatively correlated, Robson's (1957) product method, which was independently given by Murthy (1964) , is used. Searls (1964) utilized the coefficient of variation of an auxiliary variate to estimate the population mean of a study variate. Based on the work of Searls (1964) , Sisodia and Dwivedi (1981) used a coefficient of variation of an auxiliary variate. Singh, et al. (2004) proposed ratio and product type estimators using the coefficient of kurtosis of an auxiliary variate, whereas Upadhyaya and Singh (1999) utilized both the 224 coefficients of variation and kurtosis of an auxiliary variate. Kadilar and Cingi (2003) , Sisodia and Dwivedi (1981) , Upadhyaya and Singh (1999) and Singh, et al. (2004) defined estimators in stratified random sampling. This article develops separate ratio-type estimators along the lines of Kadilar and Cingi (2003) .
Consider a population U of size N consisting of units 1 U , 2 U , 3 U ,..., N U . Let x and y be the auxiliary variate and study variate, respectively. If population U is divided into L homogenous strata of sizes h n ( h =1, 2, 3 ..., l), and a sample of size h n is drawn from the th h stratum, then the usual separate ratio estimator for population mean Y is defined as
where h x is the sample mean of the auxiliary variate in stratum h , and h y is the sample mean of a study variate of interest in stratum h To the first degree of approximation, the bias and mean squared of the usual separate ratio estimator are
Proposed separate ratio-type estimator using coefficient of variation Sisodia and Dwivedi (1981) Kadilar and Cingi (2003) further defined Sisodia and Dwivedi's (1981) estimator in stratified random sampling as
Motivated by Sisodia and Dwivedi (1981) , Kadilar and Cingi (2003) , suggested a separate ratio-type estimator using coefficient of variation up to the first degree of approximation is obtained as
where 1
Suggested separate ratio-type estimator using coefficient of kurtosis Singh, et al. (2004) 
Motivated by Kadilar and Cingi (2003) and Singh, et al. (2004) , the proposed estimator using the coefficient of kurtosis ) 
where 2 2 ()
Proposed separate ratio-type estimator using coefficient of variation and coefficient of kurtosis Upadhyaya and Singh (1999) suggested two different ratio-type estimators using the parameters coefficient of variation and coefficient of kurtosis as
Kadilar and Cingi (2003) defined Upadhyaya and Singh's (1999) estimators in stratified random sampling as
Based on Upadhyaya and Singh (1999) and Kadilar and Cingi (2003) , the proposed separate ratio-type estimator using coefficients of kurtosis and variation in th h stratum are
Using the standard procedure for finding the bias and mean squared errors shown previously, the bias and mean squared error of the proposed separate ratiotype estimators up to the first degree of approximation are obtained as: 
Efficiency comparisons
The variance of the usual unbiased estimators in stratified random sampling is
From (7) and (23), it is observed that the proposed estimator SD RS Yˆ would be more efficient than the usual unbiased estimator
A comparison of (7) and (2) shows that the proposed estimator SD RS Yˆ would be more efficient than the usual ratio estimator
Comparing (12) and (23), it is observed that the proposed estimator SE RS Yˆ would be more efficient than the usual unbiased estimator
From (12) and (2) it is observed that the proposed estimator SE RS Yˆ would be more efficient than the usual separate ratio estimator RS
Comparison of (20) and (23) 
From (20) and (2), it is observed that the proposed estimator 1 US RS Y would be more efficient than the usual separate ratio estimator
Comparison of (22) and (23) 
From (22) and (2), it is observed that the proposed estimator
would be more efficient than the usual separate ratio estimator
where
Empirical study
To examine the performance of the proposed estimator in comparison to other estimators considered in this study, three natural population data sets were considered (see Populations 1-3). The estimators based on the population data are compared in Table 1 .
Population 1. (Singh and Mangat, 1996, p. 208 ) (Murthy, 1967, p. 228 ) (Singh and Mangat, 1996, p. 219 ) 
Conclusion
The conditions under which the proposed estimators have less mean squared error in comparison to the usual unbiased estimator in stratified random sampling and usual separate ratio estimator were described. 
