Abstract. We investigate using the Mondriaan matrix partitioner for unweighted graph partitioning in the communication volume and edge-cut metrics. By converting the unweighted graphs to appropriate matrices, we measure Mondriaan's performance as a graph partitioner for the 10th DIMACS challenge on graph partitioning and clustering. We find that Mondriaan can effectively be used as a graph partitioner: w.r.t. the edge-cut metric, Mondriaan's best results are on average within 13% of the best known results as listed in Chris Walshaw's partitioning archive, but it is an order of magnitude slower than dedicated graph partitioners.
Introduction
In this paper, we use the Mondriaan matrix partitioner [22] to partition the graphs from the 10th DIMACS challenge on graph partitioning and clustering [1] . In this way, we can compare Mondriaan's performance as a graph partitioner with the performance of the state-of-the-art partitioners participating in the challenge.
An undirected graph G is a pair (V, E), with vertices V , and edges E that are of the form {u, v} for u, v ∈ V with possibly u = v. For vertices v ∈ V , we denote the set of all of v's neighbours by
Note that vertex v is a neighbour of itself precisely when the self-edge {v, v} ∈ E.
Hypergraphs are a generalisation of undirected graphs, where edges can contain an arbitrary number of vertices. A hypergraph G is a pair (V, N ), with vertices V, and nets (or hyperedges) N ; nets are subsets of V that can contain any number of vertices.
Let > 0, k ∈ N, and G = (V, E) be an undirected graph. Then a valid solution to the graph partitioning problem for partitioning G into k parts with imbalance , is a partitioning Π : V → {1, . . . , k} of the graph's vertices into k parts, each part Π −1 ({i}) containing at most
vertices.
To measure the quality of a valid partitioning we use two different metrics. 
|Π(V v ) \ {Π(v)}|.
For each vertex v, we determine the number π(v) of different parts in which v has neighbours, except its own part Π(v). Then, the communication volume is given by the maximum over i, of the sum of all π(v) for vertices v belonging to part i.
The edge-cut metric [1] , defined as There exist a lot of different (hyper)graph partitioners, which are summarised in Table 1 . All partitioners follow a multi-level strategy [5] , where the (hyper)graph is coarsened by generating a matching of the (hyper)graph's vertices and contracting matched vertices to a single vertex. Doing this recursively creates a hierarchy of increasingly coarser approximations of the original (hyper)graph. After this has been done, an initial partitioning is generated on the coarsest (hyper)graph in the hierarchy, i.e. the one possessing the smallest number of vertices. This partitioning is subsequently propagated to the finer (hyper)graphs in the hierarchy and refined at each level (e.g. using the Kernighan-Lin algorithm [17] ), until we reach the original (hyper)graph and obtain the final partitioning.
Mondriaan
2.1. Mondriaan sparse matrix partitioner. The Mondriaan partitioner has been designed to partition the matrix and the vectors for a parallel sparse matrix-vector multiplication, where a sparse matrix A is multiplied by a dense input vector v to give a dense output vector u = A v as the result. First, the matrix partitioning algorithm is executed to minimise the total communication volume LV(Π) of the partitioning, defined below, and then the vector partitioning algorithm is executed with the aim of balancing the communication among the processors. The matrix partitioning itself does not aim to achieve such balance, but it is not biased in favour of any processor part either. 
Mondriaan uses recursive bipartitioning to split the matrix or its submatrices repeatedly into two parts, choosing the best of the row or column direction in the matrix. The current submatrix is translated into a hypergraph by the column-net or row-net model, respectively (see Table 2 ). Another possibility is to split the submatrix based on the fine-grain model, and if desired the best split of the three methods can be chosen. The outcome of running Mondriaan is a two-dimensional partitioning of the sparse matrix (i.e., a partitioning where both the matrix rows and columns are split). The number of parts is not restricted to a power of two, as Mondriaan can split parts according to a given ratio, such as 2:1. After each split, Mondriaan adjusts the weight balancing goals of the new parts obtained, as the new part that receives the largest fraction of the weight will need to be stricter in allowing an imbalance during further splits than the part with the smaller fraction.
The total communication volume of the parallel sparse matrix-vector multiplication is minimised by Mondriaan in the following manner. Because the total volume is simply the sum of the volumes incurred by every split into two by the recursive bipartitioning [22, Theorem 2.2], the minimisation is completely achieved by the bipartitioning. We will explain the procedure for splits in the column direction (the row direction is similar). When using Mondriaan as a hypergraph partitioner, as we do for the DIMACS challenge, see Section 2.2, only the column direction is used.
First, in the bipartitioning, similar columns are merged by matching columns that have a large overlap in their nonzero patterns. A pair of columns j, j with similar pattern will then be merged and hence will be assigned to the same processor part in the subsequent initial partitioning, thus preventing the communication that would occur if two nonzeros a ij and a ij from the same row were assigned to different parts. Repeated rounds of merging during this coarsening phase result in a final sparse matrix with far fewer columns, and a whole multilevel hierarchy of intermediate matrices.
Second, the resulting smaller matrix is bipartitioned using the Kernighan-Lin algorithm [17] . This local-search algorithm with so-called hill-climbing capabilities starts with a random partitioning of the columns satisfying the load balance constraints, and then tries to improve it by repeated moves of a column from its current processor part to the other part. To enhance the success of the KernighanLin algorithm and to prevent getting stuck in local minima, we limit the number of columns to at most 200 in this stage; the coarsening only stops when this number has been reached. The Kernighan-Lin algorithm is run eight times and the best solution is taken. License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms Third, the partitioning of the smaller matrix is propagated back to a partitioning of the original matrix, at each level unmerging pairs of columns while trying to refine the partitioning by one run of the Kernighan-Lin algorithm. This further reduces the amount of communication, while still satisfying the load balance constraints.
If the input and output vector can be partitioned independently, the vector partitioning algorithm usually has enough freedom to achieve a reasonable communication balancing. Each component v i of the input vector can then be assigned to any of the processors that hold nonzeros in the corresponding column, and each component u i of the output vector to any of the processors that hold nonzeros in the corresponding row. If the matrix is square, and both vectors must be partitioned in the same way, then there is usually little freedom, as the only common element of row i and column i is the diagonal matrix element a ii , which may or may not be zero. If it is zero, it has no owning processor, and the set of processors owning row i and that owning column i may be disjoint. This means that the total communication volume must be increased by one for vector components v i and u i . If the matrix diagonal has only nonzero elements, however, the vector partitioning can be achieved without incurring additional communication by assigning vector components v i and u i to the same processor as the diagonal matrix element a ii . More details on the matrix and vector partitioning can be found in [22] ; improved methods for vector partitioning are given in [4] , see also [2] .
Mondriaan hypergraph partitioner.
Here, we will use Mondriaan as a hypergraph partitioner, which can be done by choosing the column direction in all splits, so that columns are vertices and rows are nets. This means that we use Mondriaan in one-dimensional mode, as only rows will be split. Figure  1 illustrates this splitting procedure. Mondriaan has the option to use its own, native hypergraph bipartitioner, or link to the external partitioner PaToH [8] . In the present work, we use the native partitioner.
For the graph partitioning challenge posed by DIMACS, we try to fit the existing software to the aims of the challenge. One could say that this entails abusing the software, as it was designed for a different purpose, namely matrix and hypergraph partitioning. Using a hypergraph partitioner to partition graphs will be at the cost of some additional, unnecessary overhead. Still, it will be interesting to see how the Mondriaan software performs in this unforeseen mode, and to compare the quality of the generated partitionings to the quality of partitionings generated by other software, in particular by graph partitioning packages.
In the situation of the challenge, we can only use the matrix partitioning of Mondriaan and not the vector partitioning, as the vertex partitioning of the graph is already completely determined by the column partitioning of the matrix. The balance of the communication will then solely depend on the balance achieved by the matrix partitioning.
Internally, Mondriaan's hypergraph partitioner solves the following problem. For a hypergraph G = (V, N ) with vertex weights ζ : V → N, an imbalance factor > 0, and a number of parts k ∈ N, Mondriaan's partitioner produces a partitioning Π : V → {1, . . . , k} such that Figure 1 . Mondriaan 1D column partitioning of the graph fe tooth, modelled as a sparse matrix (cf. Theorem 2.1), into k = 1, 2, 4, and 1024 parts with imbalance = 0.03. The rows and columns of the matrices have been permuted for k > 1 to Separated Block Diagonal form, see [24] .
where the partitioner tries to minimise the (λ − 1)-volume
We will now translate the DIMACS partitioning problems from Section 1 to the hypergraph partitioning problem that Mondriaan is designed to solve, by creating a suitable hypergraph G, encoded as a sparse matrix A in the row-net model. License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms 2.3. Minimising communication volume. Let G = (V, E) be a given graph, k ∈ N, and > 0. Our aim will be to construct a matrix A from G such that minimising (2.2) subject to (2.1) enforces minimisation of (1.2) subject to (1.1).
To satisfy (1.1), we need to create one column in A for each vertex in V , such that the hypergraph represented by A in the row-net model will have V = V . This is also necessary to have a direct correspondence between partitionings of the vertices V of the graph and the vertices V of the hypergraph. Setting the weights ζ of all vertices/matrix columns to 1 will then ensure that (1.1) is satisfied if and only if (2.1) is satisfied.
It is a little more tricky to match (1.2) to (2.2). Note that because of the maximum in (1.2), we are not able to create an equivalent formulation. However, as
we can provide an upper bound, which we can use to limit CV(Π). We need to choose the rows of A, corresponding to nets in the row-net hypergraph G = (V, N ), such that (2.3) and (2.2) are in agreement. For a net n ∈ N , we have that n ⊆ V = V is simply a collection of vertices of G, so |Π(n)| in (2.2) equals the number of different parts in which the vertices of n are contained. In (2.3) we count, for a vertex v ∈ V , all parts in which v has a neighbour, except Π(v). Note that this number equals
Hence, we should pick N := {V v ∪ {v} | v ∈ V } as the set of nets, for (2.3) and (2.2) to agree. In the row-net matrix model, this corresponds to letting A be a matrix with a row for every vertex v ∈ V , filled with nonzeros a v v and a u v for all u ∈ V v \ {v}. Then, for this hypergraph G, we have by (2.3) that CV(Π) ≤ LV(Π). Note that since the communication volume is defined as a maximum, we also have that k CV(Π) ≥ LV(Π). 
Minimising edge cut.
We will now follow the same procedure as in Section 2.3 to construct a matrix A such that minimising (2.2) subject to (2.1) is equivalent to minimising (1.3) subject to (1.1).
As in Section 2.3, the columns of A should correspond to the vertices V of G to ensure that (2.1) is equivalent to (1.1).
Equation (1.3) simply counts all of G's edges that contain vertices belonging to two parts of the partitioning Π. Since every edge contains vertices belonging to at least one part, and at most two parts, this yields
Choosing N := E will therefore give us a direct correspondence between (2.2) and (1.3). 
With Theorem 2.1 and Theorem 2.2, we know how to translate a given graph G to a hypergraph that Mondriaan can partition to obtain solutions to the DIMACS partitioning challenges.
Results
We measure Mondriaan's performance as a graph partitioner by partitioning graphs from the walshaw/ [20] category, as well as a subset of the specified partitioning instances of the DIMACS challenge test bed [1] , see Tables 3 and 4 . This is done by converting the graphs to matrices, as described by Theorem 2.1 and Theorem 2.2, and partitioning these matrices with Mondriaan 3.11, using the onedimcol splitting strategy (since the matrices represent row-net hypergraphs) with the lambda1 metric (cf. (2.2) ). The imbalance is set to = 0.03, the number of parts k is chosen from {2, 4, . . . , 1024}, and we measure the communication volumes and edge cuts over 16 runs of the Mondriaan partitioner (as Mondriaan uses random tie-breaking). All results were recorded on a dual quad-core AMD Opteron 2378 system with 32GiB of main memory and they can be found in Tables 5-8 and Figures 2 and 3 . None of the graphs from Table 3 or 4 contain self-edges, edge weights, or vertex weights. Therefore, the values recorded in Tables 5-8 satisfy either (1.2) or (1.3) (which both assume unit weights), and can directly be compared to the results of other DIMACS challenge participants. Tables 5 and 6 contain the lowest communication volumes and edge cuts obtained by Mondriaan in 16 runs for the graphs from Table 3 . The strange dip in the communication volume for finan512 in Table 5 for k = 32 parts can be explained by the fact that the graph finan512 consists exactly of 32 densely connected parts with few connections between them, see the visualisation of this graph in [11] , such that there is a natural partitioning with very low communication volume in this case.
To determine how well Mondriaan performs as a graph partitioner, we have also partitioned the graphs from Tables 3 and 4 using METIS 5.0.2 [14] and Scotch 5.1.12 [18] . For METIS we used the high-quality PartGraphKway option, while Scotch was invoked using graphPart with the QUALITY and SAFETY strategies enabled. We furthermore compare the results from Table 6 to the lowest known edge cuts [19] , who also participated in the DIMACS challenge. Results for graphs from the DIMACS challenge, Tables 7 and 8 , are given for the number of parts k specified in the challenge partitioning instances, for a single run of the Mondriaan, METIS, and Scotch partitioners. License or copyright restrictions may apply to redistribution; see http://www.ams.org/publications/ebooks/terms Table 7 . Communication volume, (1.2), for graphs from Table  4 , divided into k parts with imbalance = 0.03 for one run of Mondriaan, METIS, and Scotch. The numbering of the graphs is given by Table 4 . Table 9 gives a summary of each partitioner's relative performance with respect to the others. To illustrate how we compare the quality of the partitionings generated by Mondriaan, METIS, and Scotch, consider the following example. Let X be a collection of graphs (e.g. the graphs from Table 3 , which is equal to 0.98 in Table 9 for X = {graphs from ) ratios, because it gives us a symmetric comparison of all partitioners, in the following sense:
Scotch is unable to optimise for the communication volume metric directly and therefore it is not surprising that Scotch is outperformed by both Mondriaan and METIS in this metric. Surprisingly, Mondriaan outperforms Scotch in terms of edge cut for the graphs from Table 4 . The more extreme results for the graphs from Table 4 could be caused by the fact that they have been recorded for a single run of the partitioners, while the results for graphs from Table 3 are the best in 16 runs. METIS yields lower average communication volumes and edge cuts than both Mondriaan and Scotch in almost all DIMACS cases.
If we compare the edge cuts for graphs from Table 3 to the best-known results from [20] , we find that Mondriaan's, METIS', and Scotch's best edge cuts obtained in 16 runs are on average 13%, 10%, and 10% larger, respectively, than those from [20] . and Scotch is 12× faster. Note that only six (large) matrices are partitioned into 512 parts.
In the absence of self-edges, the number of nonzeros in the matrices from Theorem 2.1 and Theorem 2.2 equals 2 |E| + |V | and 2 |E|, respectively. However, the matrix sizes are equal to |V | × |V | and |E| × |V |, respectively. Therefore, the number of nonzeros in matrices from Theorem 2.2 is smaller, but the larger number of nets (typically |E| > |V |, e.g. rgg n 2 18 s0) will lead to increased memory requirements for the edge-cut matrices.
We have also investigated Mondriaan's communication volume imbalance, defined for a partitioning Π of G into k parts as This equation measures the imbalance in communication volume and can be compared to the factor for vertex imbalance in (1.1). We plot (3.2) for a selection of graphs in Figure 3 , where we see that the deviation of the communication volume CV(Π) from perfect balance, i.e. from LV(Π)/k, is very small compared to the theoretical upper bound of k − 1 (via (2.4)), for all graphs except kron g500-simple-logn17. This means that for most graphs, at most a factor of 2-3 in communication volume per processor can still be gained by improving the communication balance. Therefore, as the number of parts increases, the different parts of the partitionings generated by Mondriaan are not only balanced in terms of vertices, cf. (1.1), but also in terms of communication volume.
Conclusion
We have shown that it is possible to use the Mondriaan matrix partitioner as a graph partitioner by constructing appropriate matrices of a given graph for either the communication volume or edge-cut metric. Mondriaan's performance was measured by partitioning graphs from the 10th DIMACS challenge on graph partitioning and clustering with Mondriaan, METIS, and Scotch, as well as comparing obtained edge cuts with the best known results from [20] : here Mondriaan's best edge cut in 16 runs was, on average, 13% higher than the best known. Mondriaan is competitive in terms of partitioning quality (METIS' and Scotch's best edge cuts are, on average, 10% higher than the best known), but it is an order of magnitude slower (Figure 2) . METIS is the overall winner, both in quality and performance. In conclusion, it is possible to perform graph partitioning with a hypergraph partitioner, but graph partitioners are much faster.
To our surprise, the partitionings generated by Mondriaan are reasonably balanced in terms of communication volume, as shown in Figure 3 , even though Mondriaan does not perform explicit communication volume balancing during matrix partitioning. We attribute the observed balancing to the fact that the Mondriaan algorithm performs random tie-breaking, without any preference for a specific part of the partitioning.
Fortunately, for the given test set of the DIMACS challenge, we did not need to consider edge weights. However, for Mondriaan to be useful as graph partitioner also for weighted graphs, we have to extend Mondriaan to take hypergraph net weights into account for the (λ − 1)-metric, (2.2). We intend to add this feature in a next version of Mondriaan.
