Abstract-Today, the number of users of social network is increasing. Millions of users share opinions on different aspects of life every day. Therefore social network are rich sources of data for opinion mining and sentiment analysis. Also users have become more interested in following news pages on Facebook. Several posts; political for example, have thousands of users' comments that agree/disagree with the post content. Such comments can be a good indicator for the community opinion about the post content. For politicians, marketers, decision makers …, it is required to make sentiment analysis to know the percentage of users agree, disagree and neutral respect to a post. This raised the need to analyze theusers' comments in Facebook. We focused on Arabic Facebook news pages for the task of sentiment analysis. We developed a corpus for sentiment analysis and opinion mining purposes. Then, we used different machine learning algorithms -decision tree, support vector machines, and naive bayes -to develop sentiment analyzer. The performance of the system using each technique was evaluated and compared with others.
I. INTRODUCTION
Recently the rate of users comments and reviews increased dramatically as a medium of expressing ideas across the WWW specially in Facebook ( Active users of Facebook increased from just a million in 2004 to over 750 million in 2011 [1] ). The fast growth of such content has not been fully harnessed yet. Information left by the users is not analysis yet.
Users are interested in knowing the percentage of users agree, disagree and neutral respect to a post in news pages on Facebook. For example, a lot of posts in the Arabic news pages like ‫رصد‬ ، ‫كوستا،‬ ‫سلفيو‬ 6 ‫الرسميه‬ ‫الصفحه‬ ‫سعيد،‬ ‫خالد‬ ‫كلنا‬ ‫أبريل‬ ‫الوزراء،‬ ‫مجلس‬ ‫(لرئاسة‬ Rassd, Silvio Costa, 6 April, We are all Khaled Said, official page for the presidency of the Council of Ministers) get thousands of comments on each post. The posts can express politician declarations, government decision, products announcement… The politician analysts, marketers, and decision makers, newspapers and news channels need to measure the community opinions about a certain topic expressed by a post. This is the motive for us to design and develop an analyzer system for Arabic comments.
An important part of our information-gathering behavior has always been to find out what other people think. With the growing availability and popularity of opinion-rich resources such as online review sites and personal blogs, new opportunities and challenges arise as people now can, and do, actively use information technologies to seek out and understand the opinions of others. The sudden eruption of activity in the area of opinion mining and sentiment analysis, which deals with the computational treatment of opinion, sentiment, and subjectivity in text, has thus occurred at least in part as a direct response to the surge of interest in new systems that deal directly with opinions as a first-class object [2] .
Existing supervised learning methods can be readily applied to sentiment classification, e.g., naïve Bayesian, and support vector machines (SVM), etc. Pang et al. [3] took this approach to classify movie reviews into two classes, positive and negative. It was shown that using unigrams (a bag of individual words) as features in classification performed well with either naïve Bayesian or SVM.
Some researchers have been performed for creating automatic analysis of Twitter posts during recent years. Some of these researchers investigate the utility of linguistic features for detecting the sentiment of Twitter messages [4] .Other researchers use text messages from Twitter, a popular microblogging platform, for building a dataset of emotional texts. Using the built dataset, the system classifies the meaning of adjectives into positive or negative sentiment polarity according to the given context. The approach is fully automatic. It does not require any additional hand-built language resources and it is language independent [5] .
In [6] , the authors use web-blogs to construct a corpus for sentiment analysis and use emotion icons assigned to blog posts as indicators of users' mood. The authors applied SVM and CRF learners to classify sentiments at the sentence level and then investigated several strategies to determine the overall sentiment of the document. Emoticon; a textual representation of an author's emotion was used in Internet blogs and textual chats. The winning strategy was defined by considering the sentiment of the last sentence of the document as the sentiment at the document level [6] .
Although there is some work for twitter analysis, there is no real work -to the best of our knowledge-to investigate and develop such analyzer for Facebook comments.
Our proposed system uses classification methods to analyze users' comments and detect the comments that agree, disagree or is neutral with respect to a post .The system structure is presented in section 2 including features, classifiers and corpus details. Then, implementation and system evaluation are discussed in sections 3 and 4 respectively. Finally, conclusion comes in section 5.
II. PROPOSED SENTIMENT ANALYZER SYSTEM
Proposed system uses classification techniques to get better results using specified set of features. To train the classifiers, labeled (annotated) training and testing corpus are prepared .The system components include preprocessing, www.ijacsa.thesai.org features selection, and classification methods to make the sentiment analysis for comments. The system components are described in details in the following sections.
A. Preprocessing
Preprocessing phase includes stop words removal and very long comments removal. Stop words are common words that carry less important meaning than keywords. Removing stop words from the comments return the most important words. By sampling 6000 comments in Egyptians pages in most important pages about 80% of very long comments in most cases are advertise for pages on Facebook.
B. The Proposed Features
The input comments are segmented into words, spaces, commas, parenthesis and new line for identifying words .Our approach is to use different machine learning classifiers and feature extractors. We use two groups of features and evaluate them. These features are explained in the following sections.
1) Common Words between Post and Comments Features
The first group of features includes the number of words in post only, comment only, both post and comment. They are normalized by them by the length of comment and post. The idea behind these features is that the intersection between important words (not stop words) in post and comment may express if the comment agrees or disagrees with the post or not. The used equations for each feature are as follows.
Feature 1: Number of Words in Post Only
Number of words in post only feature is (after stop words removal) computed using equation 1. Number of words common between post and comment feature is (After stop word removal) computed using equation 3.
2) All Words in Posts and Comments Features
The second group of features is the union of all words in the posts and comments. Each word (feature) takes one of the four values: 
Tf = F (6)
F is the term frequency for a word in the comment. The vectors for the post and comments are formed. www.ijacsa.thesai.org Then, the relevance is computed using Cosine Similarity [7] method.
C. Classifiers
Using machine learning, several classifiers are developed to predict the type of each comment; agree, disagree or neutral to the post. Different machine learning techniques are used as follows.
1) Naive Bayes
Naive Bayes is a simple model which works well on text categorization [8] . We use a multinomial Naive Bayes model. Class c* is assigned to comment d, where C* (7) In this formula, f represents a feature and ni (d) represents the count of feature fi found in comment d. There are a total of m features. Parameters P(c) and P (f|c) are obtained through maximum likelihood estimates, and add-1 smoothing is utilized for unseen features
2) Decision Tree
The task of inducing a decision tree is typically handled by a recursive partitioning algorithm which, at each non-terminal node in the tree, branches on that attribute which discriminates best between the cases filtered down to that node [9] .
3) Support Vector Machines
Standard support vector machines (SVMs), which are powerful tools for data classification, classify 2-category points by assigning them to one of two disjoint half spaces in either the original input space of the problem for linear classifiers, or in a higher dimensional feature space for nonlinear classifiers [10] .
III. IMPLEMENTATION
To apply the proposed system, we developed the following components as follows.
A. Preprocessing
In this phase, the data is prepared before feeding to the classifiers .We used stop words listed in [11] The similarity feature is used to detect the redundant comments. If two comments have similarity value equal to or more than a threshold (0.4), the shortest one will be removed. For long comments, they are not included in the summary. We ignore comments with number of words -after stop words removal-more than 150 words. The preprocessing also includes removing special characters like #, @, !, % and others. In addition, the redundant letters like ‫منقوووووول‬ (Menkowoowol) are removed to get single written way for the same word.
B. The Proposed Features
The value of each feature is normalized to be between zero and one. The features explained in section 2 are used.
C. Data Corpus
To train the classifiers, a corpus is collected from the news pages in the Facebook. Recent "Egypt" and "Arabic Region" news were selected. We used the news pages of The total corpus size is 2400 comments collected from 220 posts; 800 neutral comments, 800 supportive comments, and 800 attacking comments. Each comment is represented into a single record, and then grouped manually into 3 groups; group one with the value "y" corresponding to supportive comments, group two with the value "n" corresponding to attacking comments and group three with the value "u" corresponding to neutral comments.
D. The Classifiers
The training data is used to learn all classifiers including Naive Bayes, decision tree and support vector machines.
IV. SYSTEM EVALUATIONS AND RESULTS
Classification approach is to classify comments to neutral comments, supportive comments, and attacking comments. After training the classifier, it will able to classify new comment to one of the three classes. Comparing these labeled of comments with those labeled that given manually by a human expert, we calculate the precision and recall.
For system evaluation, we tried different groups of features with different classifiers; support vector machines, naive bayes, and decision trees to find the features that give the best performance. The classifiers classify the comments to three categories; supportive comments 'y', attacking comments 'n', and neutral comments 'u'. Adding negation words and similarity features for all words in posts and comments features give the best performance. Naive Bayes gives 59.9%. With the decision tree, the precision and recall improved with 10%. Finally, SVM gives the best results 73.4% for precision and recall. 
