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There are several possibilities for definition and derivation of sequence patterns associated with structural motifs, in partiemar on the secondary 
structure l vel which may be used to predict hese structure elements, Sequence patterns consist of a number of consecutive positions along the 
polypeptide chain from which a certain quantity is sp~ified. One of the important factors in deriving sequence patterns in terms of amino acid 
properties i  how to find the most characteristic properties tospecify acertain position and thus to avoid redundant physical information. We have 
applied machine learning methods to select he most significant amino acid properties describing a structurally determined ~¢quence position. 
Results are given for the beginning of ~t-helices. These methods may link the gap between amino acid patterns and property patterns and thus are 
valuable to improve protein structure prediction. 
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l, INTRODUCTION 
Understanding the relation between amino acid se- 
quence and local structure in proteins is a fundamental 
problem in biochemistry. It is a necessary step towards 
the prediction of  the 3D-structure from the sequence. 
There are several possibilities to define and to derive 
sequence patterns associated with structural motifs, in 
particular on the secondary structure level. Such 
patterns describe protein structure locally and can be 
used to predict these structure elements. Sequence 
patterns consist of  a number of  consecutive positions 
along the polypeptide chain from which a certain 
quantity is specified. Basically, amino acid patterns are 
distinguished from property patterns [1]. Positions in 
amino acid patterns are specified by mathematical ex- 
pressions over the set of  the 20 naturally occurring 
amino acids whereas position specifications in property 
patterns consist of  expressions over amino acid 
properties as defined e.g. in [2]. The 20 amino acids have 
different physicochemical nd biochemical properties 
such that one and the same segment of the polypeptide 
chain can be described by several property patterns. 
Therefore, one of  the important factors in deriving se- 
quence patterns in terms of  amino acid properties is 
how to find the most characteristic properties to specify 
a certain position and thus to avoid redundant physical 
information. 
F rom the set of  the 20 amino acids 22° = 1,048,576 
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subsets may be derived which may be related to 
properties or combinations of  prol~rties. It is unlikely 
that all these subsets and the corresponding property 
combinations are full o f  meaning for the structure 
description. But the 10 amino acid classes used in [3] 
cannot be regarded as sufficient o characterize all the 
different functionally and structurally determined se- 
quence positions. 71 amino acid classes were defined in 
[4] from which 48 were used in patterns for structure 
prediction. The property combinations related to these 
classes consist of elementary properties uch as-hydro- 
phobicity, charge, and size connected by the logical ope- 
rators AND, OR, and NOT. The classes are hierarchi- 
cally ordered :which enables the automatic modification 
of  position specifications by specialization and/or gene- 
ralization. From this work it follows that structurally 
meaningful properties are often not explicit and occur 
jumbled together with other properties. Therefore, there 
are good reasons to apply methods which can handle 
and assimilate information found in databases au- 
tomatically. 
2. MATERIALS  AND METHODS 
We use machine learning methods to find significant amino acid 
properti~ describing structurally determined sequenca positions. In 
particular, decision trees are learned from the o¢,currenocs of the 
amino acids observed on structurally defined sequence positions in 
proteins of the Brookhaven Protein Data Bank [5 I. 
The problem of finding relevant amino acid properties can be 
defined as an identification task a specific type of classification tasks. 
The learning set consists of the set of occurrences ofthe 20 amino acids 
on struetu~l!y defined sequence positions. From a given set of proper- 
ties those are searched for which allow the best identification finch 
of the 20 amino acid types via these properties or attributes. Critical 
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for the selection of the properties are the frequencies of the amino 
acids in the learning set whielt convey the meaning or the weight of 
the properties describing them. 
For solving such identification and more general classification tasks 
decision tree algorithms were developed in the field of learning from 
examples. Decision trees are classification rules which consist era root 
node, interior nodes, branches, and leaf nodes (for more details see 
[6,7]. The interior nodes are tests applied to instances during the 
classification, Branches from a non-leaf node correspond to the pos- 
sible test outcomes. The general procedure to learn decision trees from 
examples i  based on successive subdivisions of the learning set. This 
process aims to discover sizeable subsets of the learning set that belong 
to the same class. Before introducing a new test, the merit of all 
attributes with respect o the subdivision process is measured by the 
mutual information I~tween the classes and the attribut~.~z, The best 
attribute according to this measure isplaced as the next test in the tree. 
Starting point of our investigations are the results of our protein 
structure analysis ba.~! on meth'~ds "rein applied graph theory [8], In 
this approach the data about the spatial structure of the proteins 
determined by X-ray crystallography are transformed into a graph 
description, which provides the possibility to define a multitude of 
amino acid patterns for describing secondary and supersecondary 
structure lements. These patterns contain information about he pair- 
wise amino acid dependencies within structurally determined environ- 
ments. Different patterns are used to characterize the beginning, the 
continuation, and the end of structure lements. According to the 
sequential distance of the segments specified by the pattern framework 
we distinguish between short-range and long-range patterns, The con- 
sideration of the amino acid dependencies rests upon the computation 
of distances between atoms of different amino acids. Ifa preset hres- 
hold criterion is satisfied we speak of contacts between the considered 
amino acids, In dependency of the atom type (backbone atoms, side 
chain atoms) we distinguish different contact kinds. If the preset thres- 
hold criterion is not satisfied in the neighbourhood f contacts we 
speak of forbidden contacts. 
4. RESULTS AND DISCUSSION 
From a set o f  84 proteins* 67 patterns were derived 
with the method outl ined in [8] f rom which the patterns 
Ht, H~, H~, and H7 describing the beginning of  m-helices 
are considered more into detail (see Fig. 1). Each o f  the 
patterns covers 6 sequence posit ions and is charac- 
Table I 
Sequence positions covered by the 4 considered patterns (see Fig, 1) 
1 2 3 4 5 6 
H 1 i-1 i i÷ l  i+2  i+3 i+4 
Ha l i+1 i÷2 i÷3 l-~4 i+5 
He i-I i i÷ l  i÷3  i÷4 i÷5 
H7 i-I i i÷ l  i+3  1+4 i÷5 
*Corresponding to the Brookhaven Protein Data Bank entries [5]: 
156B, IABP, IBP2, 1CAC, ICC5, ICCR, 1CHG, ICTF, ICY3, 
1CYC, IECA, 1FB4, IFDH, 1FDX, IFX1, IGCR, IGP1, IHDS, 
IHHO, IHIP, IHMQ, ILZI, IMBS, INTP, lPP2, IPPD, IREI, 
IRHD, IRN3, IRNS, 1RNT, ISBT, ISGC, ITGB, ITGS, ITGT, 
IT1M, ITON, ITPA, IUBQ, 2ABX, 2ACT, 2ALP, 2APP, 2AZA, 
2CAB, 2CCY, 2CDV, 2CPP, 2CTS, 2CYP, 2EBX, 2FDI, 2GCH, 
2GNS, 2GKS, 2KAi, 2LHI, 2LZM, 2eve,  2PAB, 2RHE, 2SNS, 
3APR, 3C2C, 3CPV, 3EST. 3RP2, 3TP1.451C. 4APE, 4DFR, 4HHB, 
4LDH, 4LYZ, 4PTI, 5CPA, 5RSA, 5RXN, 6CHA, 6PCY, 7CAT, 
7TLN, 9PAP. 
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Fig. 1. Two types of the beginning ofr,-heliccs. Dashed lines character- 
ize forbidden contacts. (a) Type 1 is described by the two patterns Ht 
and H7 for which 381 and 452 instances, respectively, were observed. 
Main contacts exist between the amino acids i and i÷3 (H~) and t and 
i+4 (H~), respectively. (b) Type 2 is characterized by the two patterns 
H2 and H~ for which 76 and 53 instances, respectively, were observed, 
Main contacts exist between the amino acids i-~l and i+4 (H~), and 
i and t+4 (H~), respectively, 
terized by the values o f  some parameters (see Table I). 
Among others, these parameters describe the number  
and the type of  contacts between the amino acids and 
the sequential distance between the amino acids forming 
the main contact.  By projection o f  the pairwise amino 
acid dependencies onto  the pattern posit ions we find the 
corresponding sets o f  amino acid occurrences. Figs. 2 
and 3 show the distr ibutions o f  the amino acids on the 
posit ions i, i÷3 and i+4, and i, i+1 and i+4, respectively, 
of  the two types o f  the beginning of  ~-helices. To  find 
the most  important  amino acid properties for a specific 
sequence posit ion by decision tree methods a certain set 
o f  propert ies must  be given. Table  II presents the used 
set o f  16 propert ies [2,9]. In  further investigations other 
properties will be selected f rom the large set o f  more 
than 200 possible ones [10]. 
Figs. 4 and 5 show the decision trees for the posit ion 
i o f  type 1 and posit ion i+4 o f  type 2, respectively, 
related to the amino acid occurrences o f  the correspond-  
ing patterns. The numbers  characteriz ing thb test at- 
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FiB. 2. Distributions ofthe amino acids occurring in the patterns Hz 
(traced) and H~ (dashed) of type 1. Amino acids are given in the 
one-letter code, (a) Position i, (b) Position 1+3, and (c) Position i44. 
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Pig. 3. Distribution~ of the amino acids occurring in the patterns H2 
(traced) and H~ (dash.) of type 2. Amino acids are siren in the 
one-letter code. (a) Position i, (b) Position i÷l, and (c) Position i÷4. 
tributes correspond to the amino acid properties of  
Table II. The distribution.~ in Fig. 2 related to the 
patterns of  type 1 are very similar. This is reflected by 
the corresponding decision trees in that only with few 
exceptions the same properties are used on the same 
positions as test attributes and thus to characterize the 
amino acids (see Fig. 4a and 4b), In particular, the 
beginning of r,-helices of type I is characterized by the 
fact that no proline was observed on position i+4. 
The distributions in Fig. 3 related to the patterns of 
type 2 are very different which is reflected by the corre- 
sponding decision trees in Figs. 5a and 5b. They have 
different structures and contain different properties for 
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The amino acids are given in the one-letter code. 
Table II 
Used amino acid properties. 
"1' in position (i,.0 of 'the matrix means that amino 
have this property. 
acid j has property i and '0' that it doesn't 
A R N D C E Q G H I L K M F P S T W Y V 
1 hydrophobic 1 0 0 0 1 0 0 1 1 1 1 1 1 1 0 0 0 1 1 1 
2 polar 0 1 1 1 0 1 1 0 1 0 0 1 0 0 0 1 1 1 1 0 
3 negativ charged 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
4 positiv charged 0 1 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 
5 small 1 0 1 1 1 0 0 1 0 0 0 0 0 0 1 l 1 0 0 1 
6 tiny 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 
7 aliphatic 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 1 
8 aromatic 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 1 1 0 
9 side chain with <4 heavy atoms 1 0 0 0 I 0 0 1 0 0 0 0 0 0 1 1 1 0 0 I 
10 side chain with >4 heavy atoms 0 1 0 0 0 1 1 0 1 0 0 1 0 1 0 0 0 1 1 0 
l I l inear side chain 1 0 0 0 1 0 0 1 0 0 0 1 1 0 1 0 1 0 0 0 
12 bulky side chain 0 0 0 0 0 0 0 0 1 1 0 0 0 1 1 0 1 1 1 1 
13 side chain with O (oxygen) 0 0 1 l 0 1 1 0 0 0 0 0 0 0 0 1 i 0 1 0 
14 side chain without NH, OH, SH I 0 0 0 0 0 0 1 0 1 1 0 1 1 l 0 0 0 0 1 
i 5 charged side chain 0 1 0 1 0 1 0 0 1 0 0 1 0 0 0 0 0 0 0 0 
16 side chain with <3 CH 0 0 1 1 1 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 
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Fig. 4. Dt.~:ision trees for position i of the main contacts of type 1. 
(a) Pattern Flt. (b) Pattern H?. 
characterizing the amino acids. In particular, the begin- 
ning of ~-helices of type 2 is characterized by the fact 
that no prolinc and no tryptophan were observed in 
positions i+1 and i+4, and no cysteine in position i, and 
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Fig. 5, Decision trees for position l.~4 of the main contacts of type 2. 
(a) Pattern Ha. (b) Pattern H~, 
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(hydrophobic) 
if (small) 
then if (side chain without NH, OH, SH) 
then if (lhtear side chaht) 
then if (side chain with < 3 CH) 
then (C) else (A) 
else (V) 
else (C) 
else i f (polar) 
then If (side chain with O) 
then (Y) 
else if (linear side chain) 
then (K) else (H) 
else if (linear sMe chaht) 
then (M) 
else it" (side chain with ) 4 heavy atonts) 
then (F) 
else if (bulky side chain) 
then (1) else (L) 
else 
Cb) 
if (smatl) 
then if (side chain with < 4 heavy uterus) 
then if (linear side chain) 
then (T) else (St 
else if (charged side chain) 
then (D) else (N) 
else if (side chain with O) 
then if (charged side chahO 
then (E) else (Q) 
else (R) 
(charged side chain) 
I f (negativ charged) 
then If (small) 
then (D) else (E) 
else (R) 
i f (smalO 
then if (hydrophobie) 
then if (side chain with ~ 3 CH) 
then (G) 
else if (bulky Male chain) 
then (V) else (A) 
else if (side chain with ¢ 3 CH) 
then If (side chain with < 4 heavy atoms) 
then (St else (N) 
el~ (T) 
else if (hydrophobic) 
then if (side chahz with > 4 heavy atont 0
then (Y) 
else if (bulky side chah 0 
then (I) else (M) 
else (Q). 
Fig. 6. Interpretations of tile decision trees from Fig. 5. 
(at Fig. 5a. (b) Fig. 5b. 
no histidine in position i+1. A detailed analysis of the 
instances of the two patterns (H: and H6) of this type 
show that only 35 of  the 76 and 53 instances, respec- 
tively, really occur at the beginning of s-helices in 24** 
**The numbers in parentheses indicate the positions i: 156B (81), 
IABP (110), IBP2 (39), IFDH (3). IHDS (145). IHHO (165), IMBS 
(3), IPP2 (38. 161), IRHD (183), IRNS (25). ISBT (242), ITIM (196, 
231,444), 2APP (139), 2CCY (102, 230), 2CPP (28), 2CYP (149, 163, 
231), 2LZM (59, 107), 2SNS (55, 62), 3C2C (49), 3CPV (59). 4APE 
(143), 4FDR (43, 96, 256). 4HHB (292, 435), 7CAT (468). 
February 1992 
If (side chain with c 3C!- 0 
then if (side chain with ¢ 4 heavy atotn 0
then (Sot G) else (Dor N) 
else if (side chain with < 4 heavy atoms) 
then (Tor P) 
else I f (hydrophobic) 
then if (side chain with O) 
then (Y) else (L or K or H or R or F') 
clsc (E) 
Fi8. 7. Interpretation of the deelsion tree from Fig,. 4 isnorin$ oc- 
currences of less than 10. 
of the considered 84 proteins with respect to the assign- 
ment in [12]. The other instances describe kinks of  long 
s-helices (H2) and spacious turns (H6), which are labeled 
by ...BTTB... in [12]. These observations are hints to 
look for further patterns, e.g. for kinks in long s-helices 
which are functionally important. 
The interpretations of  the decision trees from Fig. 5 
are given in Fi$. 6. As an example we consider the 
descriptions of the amino acids (A, G, V) following 
from the decision trees in Fig. 5. This set is described 
by the expression [(hydrophobic) AND (small) AND 
(side chain without Ni l .  OH, SIT)] (Fig. 5at and by the 
expression [(hydrophobic) AND (small) AND [NOT 
(charged side chaine)]] (Fig. 5b). These expressions are 
the best descriptions with respect o the observed amino 
acid frequencies and the given properties. How these 
and other expressions are extracted from decision trees 
is obvious. Of course, this can be carried out automati- 
cally. 
Ignoring occurrences of less than 10 the decision trees 
of Fig. 4 can be interpreted as shown in Fig. 7. It follows 
that the amino acid properties side chain with < 3 CH. 
side chain with < 4 heavy atoms, hydrophobic, and side 
chain )Pith 0 (oxygen) are the most important proper- 
ties for position i of type 1. 
We have outlined a method which is a suitable tool 
for analyzing protein structure data. In particular, deci- 
sion tree algorithms are able to uncover structurally 
induced amino acid partitions and to generate for that 
complex descriptions in which the logical operators 
AND, OR and NOT are used. The automatic in- 
corporation of the operator NOT is of particular inter- 
est beca use negative constraints are important for struc- 
ture description and deriving appropriate patterns for 
structure prediction. 
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