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TO STANISLAW M. ULAM ON HIS SIXTY-FIFTH BIRTHDAY 
Schottky groups stand out, among other Kleinian groups, by a 
particularly simple algebraic and geometric structure. They were 
invented (by Schottky) before Klein and PoincarC initiated the general 
theory, but some of their basic properties have been discovered only 
recently (cf. Chuckrow [15], Maskit [22], Hejhal [17], Marden [21]). 
A discussion of Schottky groups is a good introduction to Kleinian 
groups, and questions about Kleinian groups are sometimes best 
approached via the special case of Schottky groups. We do so here, 
for the following problem: how to represent, by Kleinian groups and 
PoincarC series, deformations of Riemann surfaces leading to the 
appearance of nodes. The full solution of the problem, outlined in [14], 
requires not Schottky groups but more complicated Kleinian groups. 
A detailed presentation of that solution will appear elsewhere. 
This paper is a (revised and expanded) version of a lecture delivered 
at the Los Alamos Workshop on Mathematics in June, 1974, under 
the title A Glimpse into Complex Analysis. The first three sections are 
largely expository. A special case of the main result has been announced, 
without proof, in [II]. 
1. SCHOTTKY GROUPS 
A Kleinian group G is a discrete group of Mobius transformations 
m+b 
‘*q+ 
a, b, c, d E C, ad - bc = 1 
which acts properly discontinuously on some open subset of the 
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Riemann sphere 6 =,@ u (co>. The largest open set Q on which 
G so acts is dense in C and is calledAthe region of discontinuity of G. 
The limit set of G is the complement C\Q. A fundamental region for G 
is a measurable set w C 52 such that the boundary of w in 52 has measure 0, 
no two distinct interior points of w are G equivalent, and every point 
of 52 is G equivalent to some point of the closure of w. 
If G is a Kleinian group with region of discontinuity 9 and funda- 
mental region w, and y is a Mobius transformation, then ~Gy-l is a 
Kleinian group with region of discontinuity y(Q) and fundamental 
region y(0). 
The same is true if x t, y(x) is a quasiconformal se&napping of the 
Riemann sphere (cf. Ahlfors [l] and Lehto and Virtanen [19] for the 
theory of such mappings), provided that the Beltrami coefficient p of y, 
satisfies the condition 
if also 
k&w) g’c+/&) = PM for gEG; (1.2) 
p 1 Ep-2 = 0, 
then p is called a Beltrami coefficient for G and 
(1.3) 
is called a quasiconformal deformation of G determined by p. 
Let C, , Cr’, C, , C,‘,..., C, , C,’ be 2p disjoint Jordan curves on 6, 
each of two-dimensional measure 0 which form the oriented boundary 
of a domain of connectivity 2p on the Riemann sphere Letgi , i = l,...,p 
be Mobius transformations such that gj maps Ci onto C; reversing 
orientation, that is, maps the domain exterior to Ci onto the domain 
interior to Ci’. (Such g always exist if all C and C’ are circles; Schottky 
himself considered only this case.) The group G generated by g, ,..., g, 
is called a Schottky group (of genus p). A Schottky group G is a Kleinian 
group and a free group on p generators g, ,..., gr, . Each nontrivial 
element y of G is loxodromic. (This means that y is conjugate, in the 
group of all Mobius transformations, to a mapping of the form z F+ hz, 
1 X 1 > 1; the number h is called the multiplier of y.) The domain w 
bounded by the curves C, ,..., C,’ is a fundamental region for G called 
a standard fundamental region belonging to the generators g, ,..., g, . 
334 LIPMAN BERS 
(Of course, o is not determined by the generators.) The region of 
discontinuity Q of G is connected. The limit set A of G is a perfect, 
totally disconnected set of measure 0 if p > 1, consists of two points 
if p = 1, and is empty if p = 0 and G trivial. From now on we assume 
that p is fixed and p > 1, unless the converse is stated specifically. 
The results stated above are classical (see Appell, Goursat, and 
Fatou [6], Ford [16], Ahlfors and Sario [2]). In 1941 P. J. Myrberg 
[25] proved that (1 has positive logarithmic capacity. A refined study 
of the HausdorfI dimension of (1 has been carried out by Beardon [7] 
and by Akaza [3, 4, 51. 
Maskit [22] proved that every finitely generated free Kleinian group 
all of which nontrivial elements are loxodromic is a Schottky group. 
This implies a result by Chuckrow: Every finitely generated subgroup 
of a Schottky group is a Schottky group. Chuckrow [15] also showed 
that to every set of free generators of a Schottky group there belongs 
a standard fundamental region. One can always construct standard 
fundamental regions bounded by analytic curves, but recently Marden 
[21] showed that there are Schottky groups for which no standard 
fundamental region, no matter what generators one chooses, is bounded 
by circles. 
PROPOSITION 1. Given a sequence g, ,..., gP of free generators of a 
Schottky group G, and a sequence of free generators jl ,..., & of a Schottky 
group e, there is a quasiconformal deformation of G onto e which takes 
g, intojj,j = l,..., p. 
Proposition 1 is a special case of an important theorem by Marden 
[20] which applies to an extensive class of Kleinian groups. Another 
proof will be found in a forthcoming paper by Maskit [24]. One can 
prove Proposition 1 quite simply if one is willing to use a result in the 
classical theory of Schottky groups, namely, the statement that 
QEOAD, (1.4) 
that is, that every holomorphic function on-Q, with finite Dirichlet 
integral, is a con;tant. This implies (since L(2 C C) that every holomorphic 
injection D + Q= is a Mobius transformation. (Concerning the above 
statement, see Ahlfors and Sario [2, Chap. IV].) 
To prove Proposition 1, we construct standard fundamental domains 
w and 8, belonging to g, ,..., g, and to ii ,..., ip , respectively, and 
having sufficiently smooth boundary curves. One can find a quasicon- 
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formal mapping y of 0 onto 4, which is a homeomorphism of the 
closure of w onto that of B and satisfies the condition 
Ykd4) = &(4), j = l,..., p, (1.5) 
for z on the boundary of W. This y is the restriction to w of a quasicon- 
formal mapping, which we denote again by y, of Q onto 0 (the region 
of discontinuity of (3) which satisfies (1.5) for all x E Q. The Beltrami 
coefficient p(z) of y satisfies (1.2). N ow set p 1 (1 = 0, and let (aspsual) 
wu be the (unique normalized) quasiconformal selfmapping of @ with 
Beltrami coefficient CL, which fixes 0, 1 and CO. Then G = w@G(wu)-l 
is a Schottky grovp with region of discontinuity L? = wu(Q), and the 
mapping ol: 8 -+ $2 defined by 01 = wU 0 y-l is a conformal bijection. 
By (1.4), (Y is the restriction of a Mobius transformation, which we 
denote by the same letter. Hence y is the restriction to Sz of a quasicon- 
formal self mapping 01-l 0 wu of @, and y defines a quasiconformal 
deformation of G which takes gi into J,,. . 
2. SCHOTTKY SPACE AND AUGMENTED SCHOTTKY SPACE 
A Schottky group is G marked by selecting a sequence g, ,..., g, 
of free generators. Two marked Schottky groups, (G; g, ,..., g,) and 
(Q; 21 ,‘.., i&J, are called equivalent if there is a Mobius transformation 01 
such that (I( o gi o 01-l = gj , j = l,..., p. The set 6, of all equivalence 
classes of marked Schottky groups of genus p is called the Schottky 
space (of genus p). 
The Schottky space E$ is made into a complex manifold by embedding 
it into C3p-3 as follows. If 
7 = ( Tl ) T3 ,...) T3p,-3) E v-3, 
set 
al(T) = 0, 44 = a, a3(T) = 1, a3+i(7) = ‘TV , j = I,..., 2p - 3 
and 
&(r) = 729-3fi 7 i = l,..., p. 
In other words, set 
7 = (a,(7) ,..., a&7), tl(7) ,..., t*(T)) E @3p-3, 
al(t) = 0, 44 = 1, a3(T) = a. 
(2.1) 
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If usi-i(7) # Q(T) and 0 < 1 &(T)/ < 1, then there is a loxodromic 
Mobius transformation x + gi(T, .z) with repelling and attracting 
fixed points U2i-l(T) and a2i(T), and with multiplier l/ti . More precisely, 
gl(T, 2) = .--?--Y 
t&4 
gi(T, z) - %h-) 2 - %h> 
(2.2) 
&(T, Z) - U,j-,(T) = t’(z) X - aa-l(T) ’ 
j = 2 . . ..p. 
The set of those 7 for which all gj(T), j = I,..., p, are defined and are 
the free generators of a Schottky group G, , can be identified with 6, . 
If T  E 6, , any standard fundamental region belonging to gr(T, m),..., 
g,(r, *) will be called a T-region. 
PROPOSITION 2. The Schottky space 6, is a domain in C3Pe3. 
Proof. Let T  E 6, and let C, , Ci’,..., C,’ be the boundary curves 
of a T-region. For 7’ close to 7, set Cy = gj(T’, Cj). Then C, , C; , C, , 
c; )..., C,” bound a T’-region so that 7’ E 6,. Thus $ is open. 
If 7 and 7’ belong to 6, , there is, by Proposition 1, a quasiconformal 
automorphism of C which induces a deformation of the group G, 
onto G,l , which takes gi(T, *) into gj(T’, *). In particular, this auto- 
morphism must take 0, 1, co into 0, 1, co. Hence it is a normalized 
quasiconformal automorphism w u of Cc (this notation has been defined 
in the proof of Proposition l), p = p(x) being some Beltrami coefficient 
for G, . If s denotes a complex number with 1 s 1 < 1, then +(x) is a 
Beltrami coefficient for G, and, as is well known (cf. [2]), ws~(z) is a 
holomorphic function of s. Define 5 = t(s) by the relations 
g&(S), ‘) = Wsu 0 &(T, ‘) 0 (W’&)-l, j = l,...,p. 
Then s --f t(s) is a holomorphic mapping, ((0) = T ,  t(l) = T’. Since 
a quasiconformal deformation of a Schottky group is a Schottky group, 
5(s)EGp for IsI < 1, in particular for 0 < s < 1. Hence T  and T’ 
can be joined by a curve in 6, . Thus Gp is connected. 
For 7 E Gp , let Q, be the region of discontinuity of G, . The Jiber 
space BG;, over Gp is the set of points (7, 2) E c3PM2 with T  E 6, , z E G7 . 
PROPOSITION 3. The jber space gG;, is a domain in C3Pd2. 
PrOOf. Let 7 E Gp . The Schottky group G, is quasiconformally 
stable in the sense of [lo], in view of the stability criterions tated there. 
Indeed, the proof of the criterion implies the following. There are 
3p - 3 Beltrami coefficients pr(x),..., p3&z) such that there is a 
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holomorphic bijection s -+ t(s) of a neighborhood of the origin (in 
C3P-3) onto a neighborhood of T with 
where 
&g(s), *) = wS’$ ogj(T, -) 0 (ZP-1, j = I,...,p 
s . P = &4 + --. + %v-3P3*-&)* 
Since W”(Z) depends holomorphically on s, and since sZro = ws’“(Q7), 
we conclude that for every z E Q, there is an E > 0 such that 2: E Q,, 
for / 7 - 7’ / < E. This shows that gE$ is open. It is connected since 
6, is. 
Let Z, denote the boundary of 6, in C3Pp3, and let 66, denote 
the set of those points of r E X, at which either (i) two of the points 
$(T>, j = L..., p, coincide, or (ii) one of the numbers ti(~), i = l,...,p, 
vanishes. Note that 66, is the intersection of %, with finitely many 
complex hyperplanes, so that SG, has positive real codimension in %, . 
For every T E EP\8$ , the group G, is well defined. Chuckrow 
[15] proved the remarkable theorem that such a G, is always a free 
group on p generators. At some points of a6,\66, the group G, may 
contain parabolic elements, but such 7 lie on countably many analytic 
hypersurfaces. For all other 7, G, must be non Kleinian, for it either 
contains an elliptic element of infinite order and is therefore not discrete 
or it is purely loxodromic and if it were Kleinian it would be, by 
Maskit’s theorem, a Schottky group. In the latter case, T would belong 
to E$ and not to a$, . 
In the present paper we are concerned primarily with certain boundary 
points of E$ belonging to S$, . 
Let 
1 c CL.., 2% 1 I 1 = number of elements in I. (2.3) 
Set S+G, = E& , and for I # +, let SIGP denote the set of those 7 E @3p-3 
for which (i) the gi(T, m), j # I, are defined and are the free generators 
of a Schottky group (which we still denote by G,), (ii) the ti(~) with 
i E 1 vanish, (iii) the 2 11 1 points uzjml(T), $j(T), j E 1, are distinct, 
and (iv) lie in a suitably chosen standard fundamental region for G, 
belonging to gj(T, e), i $1. (A fundamental region with the above 
property will be still called a T-region. The region of discontinuity 
of G, will be still denoted by Q, .) 
Note that conditions (iv) are vacuously satisfied if I = {l,..., p>, 
in this case G, = 1, the trivial group and w  = Q = @. 
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We denote by B, x the union of all SL6, with L C I, and by 6,* 
the set 6,’ with I = {l,...,p}. We call 6,” the augmented Schottky 
space. 
PROPOSITION 4. The augmented Schottky space G,* is a domain 
in c3PV3, and a subset of Gp u ZG, . 
For each IC {l,..., p}, 6%,, is a domain in c3P-3--111 and Gpl is a sub- 
domain of 6,“. 
Proof. For some I # 4, let 7 E 6’6, . Let Cj , C,‘, 1 < i < p, j 4 I 
be the boundary curves of a T-region. Let Ci , i ~1, be circles about 
the points a2i--1(T), of sufficiently small radius. If T’ E c3p-3 and [ T’ - 7 1 
is sufficiently small, the set KC {l,..., p> of numbers k with tk(T’) = 0 
satisfies K C1, and the Jordan curves C,. , C,” = gr(T’, C,), r 6 K, 
1 < r < p, are mutually disjoint and bound a standard fundamental 
region for the Schottky group freely generated by gr(T’, a), r 4 K; this 
region contains all points a2k(T’), a2k-l(T’), k E K. This shows that 
7 E 86, and that T is an interior point of 6,“. 
The proof of the second statement is left to the reader. 
For 7 E 6’6, , let QT’ be the complement in Sz, of all points of the 
form, g[T, a,i-l(T)], g[T,  a&T)], i E 1, g E G, . Note that Q7’ = Q, for 
TE$. The jiber space @S,* over the augmented Schottky space 
6,* is the set of all points (T, zz) E c3P-2 with T E $*, x E Q,‘. We 
denote by 36,’ the restriction of gB,* to Gp*, by 56’6, the restriction 
of 36,” to 6’6, . 
PROPOSITION 5. TheJiber space @S,* is a domain in UZ3P-2. 
For every I C { l,,.., p}, 36,’ is a subdomain of BG,*, and @‘G, a 
domain in c3P-2--I’I. 
The proof is an extension of the argument used in establishing 
Proposition 3, and is left to the reader. Note that Proposition 5 would 
be false had we used Sz, instead of Q’. 
3. SCHOTTKY GROUPS AND RIEMANN SURFACES 
If G is a Kleinian group, with region of discontinuity Q and a funda- 
mental region w, then the Hausdorff space Q/G = w/G has a natural 
complex structure defined by the condition that the canonical surjection 
Sz -+ Q/G be holomorphic. Every component of Q/G is a Riemann 
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surface. If G is a Schottky group of genus p (G = G, , T E Q, then 
S = O/G is a closed (= compact) Riemann surface of genus p, and 
the mapping Q + Q/G = S is an unramified Galois covering; one sees 
this by choosing for w a T-region. Furthermore, T and the choice of w 
define on S a sequence of p disjoint homologically independent simple 
closed curves (retrosections) r, ,..., I’, , I’j being the image under 
Q -+ Q/G of the boundary curves Ci , Ci’ of w identified by gi(T, a). 
This assignment of a closed Riemann surface with retrosections 
to a marked Schottky group with a standard fundamental region can 
be reversed. That is the content of the classical theorem: 
RETROSECTION THEOREM. Every closed Riemann surface S of genus p 
can be represented as D/G, G being a Schottky group with region of discon- 
tinuity 52. 
More precisely, given a sequence of p disjoint, homologically independent, 
suficiently smooth simple closed curves I’, ,..., r,, on S, one can choose G, 
and p generators g, ,..., g, of G, so that there is a standard fundamental 
region o of G, bounded by curves C, , C,‘,..., C,’ with gi(Ci) = C,‘, 
such that rr. is the image of Cj under Q --+ Q/G. 
The marked Schottky group (G; g, ,..., g,) is determined uniquely by 
(s; rl ,..., I”) except for replacing g, ,..., g, by (Y. o g;’ o a-1 ,..., 01 o gg O ~-1 
where ~11 is a Mobius transformation and ei = & 1. 
This theorem was first stated by Klein in 1883 (though Schottky 
may have had an inkling of it earlier) but a rigorous proof was given 
by Koebe only much later. The standard classical existence proof 
(Koebe, Courant) proceeds as follows. 
One cuts S along the curves r, to obtain a Riemann surface of genus 0 
with 2p boundary curves ri+, r,-, i = l,..., 2p, makes countably 
many copies Co, Cl, C2 ,... of this cut surface, and joins them into 
the Schottky covering surface 3 of S by attaching to each boundary 
curve ri+ of a C, a r,- on a C, , two C’s being joined by only one 
curve. One verifies that 3 is of genus 0 and appeals to Koebe’s general 
uniformization prinziple (every Riemann surface of geAnus 0 is conformal 
to a subdomain of C) to identify 9 with domain in @. Now S appears 
as s/G, G being a group of holomorphic self-mappings of 9. The 
surface & may be chosen as a fundamental region for G and G is 
seen to be generated by those elements of G which identify the boundary 
curves ri+ and rim of x,, , i = l,...,p. It remains to show that the 
elements of G are Mobius transformations. This is accomplished by 
showing that s E O,, (cf. the proof of Proposition 1). 
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A different existence proof [9] uses quasiconformal mappings. Start 
with some marked Schottky group (G,, , g,, ,..., gap) with region of 
discontinuity Sz, , and let w,, be a standard fundamental region with 
boundary curves C,, , C& ,..., C,& , belonging to the generators 
go1 9*-P gop * Given (S, r, ,..., r,), there is a quasiconformal map 
Qo/Go + S such that the inverse image of I’i under Q. + Q,/G, -+ 5’ 
contains Coi and C’& . There is a Beltrami coefficient p(z) for Go such 
that the mapping 0, -+ Do/Go + S is conformal with respect to the 
Riemannian metric 1 dz + p(z) dif j on L?, . One then verifies that the 
Schottky group w”G(wU)-l with standard fundamental region w = w@(wo) 
has the required properties. 
In order to prove the uniqueness statement one must show that given 
two marked Schottky groups (G; g, ,..., g& and (Go , go, ,..., go,), 
with region of discontinuity Q and 52,) and a conformal mapping 
h: Sz ---t 52, with h og, = goi o h, j = l,..., p, h is (the restriction of) 
a Mobius transformation. This follows directly from (2.4), and can 
also be deduced from Proposition 1 and Maskit’s extension theorem [23]. 
It follows from the retrosection theorem that the Schottky space 
6, is, in some sense, a space of all closed Riemann surfaces of genus p. 
Now for p > 1, dime 6, = 3p - 3, and already Klein noticed that 
this verifies Riemann’s statement that the conformal type of a closed 
Riemann surface of genus p depends on 3p - 3 “moduli.” But 6, 
is not the space of moduli, since distinct points of E& may well define 
conformally equivalent Riemann surfaces. Rather, the space of moduli 
(sometimes called the Riemann space) !X2, is the quotient of 6, by a 
certain properly discontinuous group of holomorphic automorphisms. 
Also, the Schottky space is not simply connected; its universal covering 
space e, can be identified with the Teichmiiller space T, of closed 
Riemann surface of genus p. (See [lo] for an outline of the theory 
of Teichmiiller spaces and references to the literature.) 
In view of Proposition 1, the equality 
G9 = T, (3-l) 
is a very special case of a general theorem on Kleinian groups (cf. 
Maskit [23], Kra [18], and [13]). A complete direct proof of (3.1) has 
been given by Hejhal [17]; h e also deduced from (3.1) that 6, is a 
domain of holomorphy. 
We want now to interpret points T E 6,*\6, , as complex spaces. 
If TEW5;p, with 4 # 1 C {l,..., p}, then Q/G, is a compact Riemann 
surface of genus p - 1 I [ on which there are 1 I 1 distinguished pairs 
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Of points: pi , pi’, i ~1, where p, is the image of aziW1(7) under the 
mapping Q7 -+ 52,lG , and p,’ the image of as<(T). We denote by S, 
the Riemann surface &/G, with the points pi , pi’ identified, for every 
i E I. This S, is an example of a closed Riemann surface with nodes. 
In general, a closed Riemann surface with nodes X is a compact complex 
space each point Q of which has a neighborhood isomorphic either 
to a disk 1 x j < 1 in C (with Q corresponding to z = 0) or to the set 
1 z j < 1, / w j < 1,xw = OinC2(withQcorrespondingtox = w = 0). 
In the latter case, Q is called a node. Every component of X\{nodes} 
is called a part of X; it is an (ordinary) Riemann surface. X is called 
stable if no part of X is a sphere punctured at 0, 1 or 2 points or a 
compact surface of genus 1. The genus p of X is defined by the formula 
(3.2) 
where r is the number of parts, k the number of nodes, and cp, the 
sum of the genera of the parts. 
For T E CZD*, S, is a surface of genus p, perhaps with nodes (more 
precisely, with [ I 1 nodes if T E 6’6,) and with one parts. The retrosection 
theorem implies that every closed Riemann surface of genus p, with 
or without nodes, and with one part only, can be represented as an S, , 
7 E 6,“. 
Intuitively one may think of a compact Riemann surface with I 
nodes as having been obtained from an ordinary closed Riemann 
surface of genus p by squeezing 1 disjoint homotopically independent 
simple closed curves into points. There will be one part only, if these 
curves are chosen as homologically independent. Theorems l-4 stated 
in Sections 4 and 5 show that this intuitive idea has a solid mathematical 
content. 
Remark. In order to construct spaces of compact Riemann surfaces 
with nodes and with more than one part, it is convenient to use Kleinian 
groups of a more complicated nature. These groups are described 
in [ll]. 
4. POINCARB METRICS 
If S is a Riemann surface and S is neither a sphere punctured at 0, 
1 or 2 points nor a closed surface of genus 1, then S carries a PoincarC 
metric, the unique conformal (that is of the form ds = h,(w) 1 dw 1, 
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w a local parameter) complete Riemannian metric of Gaussian curvature 
K = -1; the latter condition means that 
A log hs = hS2, A = aps + a2/av2, 
where w = u + iv. (The Poincare metric on the upper half-plane 
u={x=X+iyjy>O} is y-l 1 dz I.) The PoincarC metric is in- 
variant under all conformal automorphisms of S, and for S, C S we 
have that X,(w) < h ,( ) f s w i w is a local parameter defined near a point 
p E S,, . If S is a Riemann surface with nodes, the PoincarC metric 
on S is defined as the Poincare metric on (each component of) S\{nodes}. 
One can compute that the Poincare area of a stable closed Riemann 
surface with nodes, of genus p, is 47~( p - 1). 
For r E $*, set 
W) = bT+d for zEQ7,. 
Clearly, h, induces the Poincare metric on S, . 
(4-l) 
THEOREM 1. The number AT(x) is a continuous function of (7, z) E SE&*. 
Proof. As a solution of the elliptic partial differential equation 
A log h,(z) = h,(~)~, (A = a2/W + P@y2), (4.2) 
b(x) is real analytic in z for every fixed 7. If the disk j x - z0 1 < r 
belongs to 52,’ for all r with 1 7 - r0 I < E, then 
0 < X,(x) < 2Y(Y2 - 1 2 - x0 12)-l for ] 7 - 70 ] < E, I z - z, ] < Y, 
(4.3) 
since 2r(r2 - 1 x - z, I”)-’ 1 dx I is the PoincarC metric on the disk 
1 x - a, 1 < 1. 
Let cl,(a) I dz I denote, for every 01 E C\{O>, the PoincarC metric 
on C\(O, a]; this function can be expressed explicitely by the elliptic 
modular function, and depends continuously on 01. Since 1 6 Sz,‘, 
for (7, x) E 36;,*. (4.4) 
We conclude from (4.3) and (4.4) that both h(x) and log h,(z) are locally 
uniformly bounded in 56,“. Using Eq. (4.2) and standard potential 
theory it is not difficult to conclude that the partial derivatives of h,(x), 
with respect to x = Re z and y = Im z, up to any fixed order, are 
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also locally uniformly bounded. Thus Theorem 1 will be proved once 
we establish that b(x) is continuous in 7, for a fixed z. 
Hence, let (7”) b e a sequence in $,*, with 
lim 7, = 5-O E G,*. (4.5) 
Selecting, if need be, a subsequence, we may assume, by the uniform 
boundedness statements made above and by the Arzela-Ascoli theorem, 
that 
lim A,,(z) = A(z), ZEf&, (4.6) 
exists, and that the functions hTy together with their x and y derivatives 
of all orders converge to i and to its corresponding derivatives, uniformly 
on compact subsets of Q;2:, . It will suffice to show that h(z) = hT0(z). 
At any rate, J!(z) > 0 since by (4.6) and (4.4), i(z) > n,(z). Also 
4 log X(z) = hi, by (4.6) and (4.2). Since X,y(z) Ifi& j is GTu invariant, 
h(z) 1 dz 1 is GT, invariant, again by (4.6). Hence X(z) / dz 1 mduces on 
Q:o/Go a conformal Riemannian metric of Gaussian curvature - 1. 
We must show that this metric is complete. 
Let I C (l,..., p} consist of those i for which ti(7,) = 0. Since Q:0/G70 
is compact, except for 2 1 I 1 punctures, completeness of the /i-metric 
will follow if we show that 
s 
A(x)IdzI = +a3 (4.7) 
f 
for every rectifiable path joining a point z,, in ,R:, to one of the points 
uai(7a), uai-r(~,,) with i ~1, and lying, except for one endpoint, in IR:, . 
We shall do so, assuming that 4 E I and the endpoint of F is a = ~~(7~). 
Other cases can be treated similarly. 
Since &?i, C Q=\(O, a,(~,)), we have that 
Since lim ~(7,) = a, (4.6) implies that 
44 2 44 for zEQ;2:, . 
Since, as is well known, 
A&) w [ z - a /-y---log I z - a 1)-l, x + a, 
(4.8) 
(4.9) 
(4.8) implies that (4.7) holds. 
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Remark. Presumably Theorem 1 can be strengthened to the state- 
ment: X,(z) is a real analytic function of (7, z). 
5. AUTOMORPHIC FORMS AND POINCARB SERIES 
Let q > 0 be an integer. A holomorphic q-dzfferential F on a Riemann 
surface X (without nodes) is a holomorphic form of type (q, 0); locally 
F = f(w) dwp where w  is a local parameter and f a holomorphic function. 
If P E X and w  is a local parameter with w  = 0 at P, defined on a 
domain D with P E D C X, then a holomorphic q-differential F on 
D\(P) may be written, near P, in the form 
F = 1 a,wn dwq. 
n--m 
The number a* is called the residue at P; it does not depend on the 
choice of w  provided that a, = 0 for n < -q (such a differential 
is said to have at P a pole of order at most q). 
Let X be a stable closed Riemann surface with nodes. A regular 
q-diflerential on X is, by definition, an assignment of a holomorphic 
q-di.erential to each part of S, with the provision that (a) at punctures 
corresponding to nodes there are poles of order at most q, and (/3) 
at two punctures joined in a node the residues are equal (if q is even) 
or opposite (if q is odd). 
Now let X be compact, of genus p. The number 6 = 6( p, q) of 
linearly independent regular q-differentials is computed by the Riemann- 
Roth theorem: 
* = Gq -l&p” I :; I if q>l. (5.1) 
In other words, 6 does not depend on the presence or the number 
of nodes. 
Let Fl ,..., Fs be linearly independent regular q-differentials on X. 
They determine a so called q-canonical holomorphic mapping of X into 
the (complex) projective space Paq-i . If P E X is not a node, w  is a 
local parameter with w  = 0 at P, and near P, Fj = fi(w) dwq, then 
the image of P has homogeneous coordinates 
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If P is a node, the image of P has homogeneous coordinates 
(a, , a2 ,***, 4 
where ai is the residue of Fj at a puncture (on a part of X) corresponding 
to P. Using known results about q-canonical mappings of Riemann 
surfaces without nodes, one verifies that, for q > 3, the q-canonical 
mapping is an embedding. The image is, by Chow’s theorem, an algebraic 
curve; its only singularities are simple nodes (corresponding to the 
nodes of X). 
Returning to the augmented Schottky space Gp*, one would like 
to associate to every 7 E 6,* a q-canonical mapping S, + Ps-r, 
depending holomorphically on T. I could obtain, however, only a some- 
what weaker result. Before stating it, we recall some definitions. 
Let G be a Kleinian group, with region of discontinuity 9. If Q’ C Q 
a domain such that Q’ is G invariant and J2\52’ discrete, y(x), z E Q’, 
is a holomorphic function, and 
&!m!‘(~)g = VP4 for gEG, 
9 is called a holomorphic automorphic form of weight (-2q), on Q’, 
or, briefer, a holomorphic q-form. Such a form induces a holomorphic 
q-differential on each component of Q/G. The following method for 
constructing holomorphic q-forms is classical. 
Let G,, C G be a subgroup, and let yO , yi ,... be all right coset repre- 
sentatives of G module GO so that 
G = Gore + Gorl + Gr2 + -1.. 
Let @p(z),, x E Q’, be a holomorphic function satisfying 
@(Y(4) YWP = @P(4, YEGO, 
and set 
The series is called a PoincarC (theta) series, a relative PoincarC series 
of GO # id. (The nth term of the series depends only on the coset 
of yn modulo G,, .) If the series converges uniformly and absolutely 
on compact subsets, then v is a holomorphic q-form for G. 
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Now let T E Gip*. A holomorphic q-form for G, on In,’ will be called 
regular if it induces a regular q-differential on the Riemann surface 
with nodes S, . 
THEOREM 2. Let p > 1, q > 1 be integers. There exist 6 = 
G?? - l)(P - 1) h o omorphic functions T~(T, z), (T, x) E sG,*, and an 1 
analytic subvariety Z C G,” such that (1) Z is either empty or of pure 
codimension one, (2) Z avoids all points r which lie on any set PG, with 
IC {l,...,p}, III > p - 1, (3) for each T E 6,” the functions ~~(7, z) 
are regular q-forms for G, , and (4) these functions are linearly independent 
if and only if 7 $ Z. 
I do not know whether 2 can be made empty. If it could, the next 
theorem would be superfluous. 
THEOREM 3. Let p > 1, q > 1 be integers, I C {I,..., p>, 1 I j < 
P- 1, To E “‘Gp . There exists an analytic subvariety Z C 6,’ and 
6 = (2~ - l)(q - 1) h o omorphic functions ~~(7, x), (T, 2) E $JGPr, such 1 
that (1) 2 is either empty or of pure codimension 1, (2) TV $2, (3) for 
each T E $,I, the functions qj(T,  z) are regular q-forms for G, , and (4) 
are linearly independent tf and only if 7 E Z. 
The functions v(T, 2) occurring in these theorems will be constructed, 
in the next section, as PoincarC series. 
For q = 1 we state 
THEOREM 4. Let p > 1 and TV E GP*. There is a netghborhood N 
of TV in E$*, and p holomorphic functions q+(~, z), T  E N, z E J&‘, such 
that, for each r E N the p functions of z, T,(T,  x), are linearly independent 
regular l-forms for G, . 
The proof will be given in Section 6. The reason the functions in 
Theorems 2 and 3 are defined for all T  E 6,’ and are linearly inde- 
pendent in a “Zariski neighborhood” (= complement of an analytic 
subvariety) of TV , while those in Theorem 4 are so only in an “ordinary 
neighborhood” of 70 , seems to be related to two facts: (a) PoincarC 
series do not, in general, converge for q = 1 (though they do for a 
wide class of Schottky groups as was noticed many decades ago by 
Schottky and by Burnside), and (b) a marking of a Schottky group G 
does not define, unambiguously, a homology basis on Q/G. 
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6. PROOFS OF THEOREMS 2 AND 3 
The proofs are, unfortunately, rather long and technical. They 
will be presented in a series of lemmas. We shall often use the (essentially 
known, cf. [24]). 
PROPOSITION 6. Let A C 43’ be a domain, L’ a properly discontinuous 
group of holomorphic self-mappings 
A 3 5 = (Cl,..., 57) t-+ r(5) = (Y1(5),*-, r’(5) E A, 
To C r a subgroup, (3~ ,y1 ,...> a complete list of right coset representatives 
of I’ modulo r,, , and q > 1 an integer. Also, let p(l), 5 E A, be a positive 
continuous function such that 
where 
PW) I jac&)l = f(%h y E r, (6.1) 
qyl,..., Y7) 
jac&) = a(51,..., 51) j 
and let Q(c), 5 E A, b e a holomorphic function such that 
where 
(6.3) 
(6.4) 
Set 
dV, = dtl d$ df2 ..a drl” (p = p + d-1 $). 
945) = C @(Y&I) jacv,(4)91 XEA. (6.5) 
n 
Then the series above converges absolutely and unzformly on compact 
subsets of A, q~([) is holomorphic in A, 
dr(tN ja4)Q = &I, YET, and (6.6) 
(6.7) 
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Proof. In (6.4) and (6.7), d/r,, stands for any fundamental region 
oO for I’, and d/r for any fundamental region w for P. (The definition 
of a fundamental region is the same as the one given in Section 1 for 
r = 1; the existence of a fundamental region is tantamount to the proper 
discontinuity of the group.) Relations (6.1) and (6.3) imply that 
I W)l P(L)“-” dvc is a TO-invariant volume element, and relation (6.6) 
implies the r-invariance of 1 y,(Q/ p(ZJ2-a dVC . Hence the choice of the 
fundamental region of integration, in (6.4) or in (6.7), is irrelevant. 
Choose an w and set 
= C j-s, 
n R 
(w) I Q(t)1 P(C)“-~ dVc = ,swo I WI P(O~-~ dVc . 
This implies that, for every compact KC o, 
This inequality, in turn, implies the statements about the convergence 
of (6.5), the holomorphicity of 9, the functional equation (6.6) and the 
inequality (6.7). 
For the rest of this section we introduce the following terminology. 
Let G denote an abstract free group on p free generators jr ,..., jP . 
For every 1C {I,..., p}, let G, be the subgroup of G generated by the 
p - 1 I 1 elements & , 1 < j < p, j $ I. For 7 E 6,’ there is defined a 
canonical isomorphism of G, onto G, which sends ii into gi(T, *), j $ I. 
The image of a f E e, under this isomorphism will be denoted by 
in particular gi,, = gj(T, *). 
LEMMA 1. Every y7 depends holomorphically on T. 
The proof is clear. 
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From now on we fix the numbers p > 1 and q > 1. We shall define 
three kinds of functions of 3p - 2 variables. 
For j = I,..., p and (T, z) E 36,*, set 
where 
Q2j-1 = a2449 a2j = U2j(7), (6.9) 
and for j = 1 one interprets Yj as 
Yl(T, z) = l/zQ. (6.10) 
Let G,j denote the group generated by gj(T, a) if $(T) # 0, the trivial 
group if .$(T) = 0, and let y,, = id, yr , yz ,... be a complete list of 
distinct right coset representatives of G, modulo G,j. We set 
Denote by ‘!I&, 7 E $,*, the vector space of rational functions of z 
which have poles of order at most q - 1 at the points 0, 1, U&T),..., U,(T), 
and no other singularities, and which vanish at co of order at least 
q + 1. Denote by II the vector space of polynomials in x of degree 
at most 2( p - l)(q - 1) - 2. Th en every element of !I$ is of the form 
YAT, 4 = 
44 
{.Z(X - l)[Z - ad(T)] -** [Z - U&T))“-’ 
(6.12) 
with 7~ E II. We set 
‘h(T, X) = 1 y~[T, ?‘@)I +dQ (6.13) 
for n E fl and (7, z) E gs, *. We note for later reference that 
dim ‘ST = dimIi’ = 2(p - l)(q - 1) - 1. (6.14) 
For I C {l,..., p}, let C, denote the set of sequences a of 2q - 1 
distinct nontrivial elements qr ,..., &-r of GI with the property: the 
attracting fixed points q(T),..., c$-~(T) of yIS7 ,..., y2q-l,7 are distinct 
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for one (and hence for all) T E Gp’. For u E C, , and (7, z) E @,I, 
we set 
y&.2 4 = [x - a1(7g][x - a,(i)] *-- [x - I+&)] ’ (6.15) 
1cro(~, 4 = c Y&.,, r(41 YWQ- (6.16) 
YEG* 
We proceed to study the properties of the functions & , & and t,& . 
LEMMA 2. The series (6.11), (6.13), (6.16) conwerge absolutely. The 
;x~~~E$~9 4 and A( T, x are regular q-dtyerentials for G, , for every ) 
p*; so are the functions $,(T, x), for u E &, T E $1. 
Proof. For I,$ and T E 6 p*, t j(T) # 0, we apply Proposition 6 with 
r = 1, 5 = x, A = Q’, r = G, , r, the subgroup G,j generated by 
gj(T, -), p(z) = x,(x) and @ = yj , v = &. . 
For tij and ti(T) = 0, or for $,, and any T ,  or for &, , u E x1 and 
7 E $‘, we apply Proposition 6 as before, except that we set r, = 1 
and, of course, Q, = Yj, v = t,$ or @ = Yr, 9 = #,, , or CD = YO, 
9, = $0 - 
In all cases, the only question is of verifying condition (6.4). We 
observe that q > 2 and that 
u4 b 44c4, (6.17) 
where A is any finite set of fixed points of nontrivial elements of G, 
and AA(z) is the PoincarC metric of the domain @\A. Recall that, as 
is well known, 
and 
The desired conditions follow easily. 
LEMMA 3. The functions I , !&(T, z), #,,(T, z) are holomorphic functions 
of (7, x) E &?‘E$ for every 1 C (l,...,p}. The same is true of &(T, z) 
provided that u E XI. 
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Proof. We first assume that j $ I and apply Proposition 6 to the 
easer= 3p-2- [II, 
A = (5 = (7, z) 1 T EN, x E Q,‘}, 
where N is a relatively compact subdomain of 6’6, containing a given 
point 70 E 6’6, , r the group of mappings 
d 3 5 = CT,4 -r(C) = (7, Y&4), p E e, 
F, the subgroup of r generated by 1; = (7, z) -+ (T, gj(T, z)), 
f(e) = P(T, z) = +), 
and, @(<) = yj(T, x), q(c) = &(T, 2). Note that p(c) is continuous, 
by Theorem 1, and that r is a group of holomorphic self-mappings 
of A, by Lemma 1. Since 
.k(S) = ~~‘(4 for 5 = (7,~) 
relations (6.1) and (6.3) follow. 
If we choose N sufficiently small, the group r,, will have in d a 
fundamental region 
W. = ((7, X) / 7 E N, 2 E i& n Kc(T)} 
where &(T) is an annular region bounded by a fixed Jordan curve C 
around u,~-~(T,,) and by C’ = gj(T, C). One sees easily that 
where dV, is the Euclidean (3p - 3 - j I /)-dimensional volume 
element in 6’Gi, and z = x + ir. This means that condition (6.4) 
in Proposition 6 is satisfied. We conclude, by the Proposition, that 
&(T, z> = v,(C) is h o omorphic in A and, since TV was arbitrary, holo- 1 
morphic for 5 = (T, z) G @YG, . 
The holomorphicity of ul,(~, a) for (T, z) E @‘G, in the case when 
j E I is proved in the same way, except that we set F, = 1 and use 
for d the domain 
d = {(T, Z) 1 7 E N, z E ii$‘\o,(T)} 
where D,(T), for a sufficiently small E > 0, is the union of a closed 
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disk of radius E about u&7), a closed disk of radius E about U,(T) 
[or the “disk” 1 z 1 > l/c if j = 11, and the images of these disks 
under the group G, . The inequality 
I 
1 !Z’&, z)I A,(z)~-~ dVc < Sm 
A/l- 
is easily established using Theorem 1, the inequality 
GF-2) w4 2 5 &,M(4 (6.20) 
v=3 
(cf. relation (4.9) S t in ec ion 4), and a fundamental region o for r in d 
of the form 
Here W(T) is a T-region bounded by p - 1 II fixed Jordan curves C, , 
k E {l,..., p}\l and p - 1 I 1 curves C,’ = gk(T, C,). Such a fundamental 
region exists if N and E are sufficiently small. 
For I,& and &, the proofs are similar, but simpler. 
LEMMA 4. Let IC{l,..., p}, 111 <p, and let kE{l,..., p}\l, K= 
I u {k]. Let q~ be one of the functions qbi , I&, or a),, , with u E & . If 
then 
$ ‘P(TY > 4 = P(Tll 5 4 for zEL&. (6.22) 
Proof. We consider first the case when q = &, . To simplify 
writing, assume that k # 1. 
For T  E 6,r let G7K denote the subgroup of G, generated by all 
gi(T, m), j $ K, that is, the image of GK in G, and let QiK denote the region 
of discontinuity of GTK, with the points U,(T), 1 < i < 2p, and all 
their images under G7K removed. Arguing as in Section 2 one verifies 
that the set ,*GPK of pairs (7, z) with 7 E GPK, z E Qi, is a domain 
in c3pM2. Now Set, for (T, z) E s*G,,“, 
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Of course, if / K 1 = p, the series in (6.23) consists of only one term, 
with y = id. On the other hand, if 7 E SK$ then GrK = G, and 
!@Q-, z) = &.(T, x) = q(~, z). In particular, 
One verifies, by repeating the arguments used in proving Lemmas 2 
and 3, that the series in (6.23) converges absolutely and that 
?@T, z) depends holomorphically on (Q-, z) E s*GDK. (6.25) 
We also have, for (7, z) E 56’6, an absolutely convergent expansion 
where id = y,, , yi , y2 ,... is a complete list of distinct right coset 
representatives of G, modulo GTK . One sees this by substituting (6.23) 
into (6.26) whereupon the series in (6.26) becomes identical with that 
in (6.13). 
Now set, for v = 1, 2 ,..., and x E QiVK 
&k) = f %Y 9 ?‘&)I Yn@)n. (6.27) 
11=1 
In view of (6.26), (6.24) and (6.25), assertion (6.22) will be shown 
once we show that 
Vii R”(Z) = 0 for zEsZcO. (6.28) 
For large v, we may assume that the T-region w, is bounded by 
p - 111 - 1 fixed curves Cj , surrounding U2j-1(T), j E {I,..., p}\K, 
p - 1 1 1 - 1 curves Cjy = g5(Ty , C,), a curve C,, surrounding uskml(T), 
of diameter 1 C,,, 1 = o(l), v -+ co, and the curve CL, = gk(T, , C,,). 
The 2p - 2 1 I I - 2 curves Ci , C,‘“, j E {I,..., p}\K, bound a standard 
fundamental region C, for GTyK 
j E {l,..., 
belonging to the generators gj(Tv , e), 
p)\K. We note that lim Cj’” = Ci, , where Cj , C$, are 
2p - 2 11 I - 2 boundary curves of a To region q, . 
Using Proposition 6 and estimates (6.20) we verify that 
II I %Y , dl hv(42-g dx 4 = o(l), 
v---f co. 
4 
(6.29) 
WlN3-7 
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This implies that for a properly chosen fixed circle c, surrounding 
a&~,), and for all large V, 
TZ? I &” 3 41 = O(l), v--f Co. (6.30) 
Now, %, x) is either holomorphic in the domain interior to c, or 
has there only one singularity, a pole at uak-r(7,) of some fixed order, 
at most q - 1; what happens depends on the choice of r but not on v. 
Hence we conclude from (6.30) and (6.20) that there is constant M, 
and M such that, for large v and x interior to c, 
so that 
here M, and M are constants independent of v. 
We may assume that the coset representatives yr , ya ,... in (6.27) 
are chosen so that each yJwy) lies either in the domain interior to Ck, 
or in the domain interior to CL, . (Th is can be achieved by premultiplying 
yn be a properly chosen element of GrK, which does not change the 
coset of yn .) Since Ye n W, = 4 for n > 0 and ylt(wy) n ym(wy) = 4 
for n # m, we obtain that 
Therefore 
Since L;),\wV is contained in the union of the domains interior to 
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Gv and CL, and these domains have diameters converging to 0, we 
conclude by (6.31) and (6.32) that 
lim 
ss “‘m WY 
1 R,,(z)I A+(z)~-~ dx dy = 0. (6.33) 
This implies that (6.28) holds. 
The proof for the case when g, = #,, is very similar and will not be 
carried out in detail. We proceed to prove the lemma for v = #j. 
We distinguish three cases: j E I, j $ K and j = k. The proof for case 
j E I is very similar to the one given above for &, ; we shall not carry 
out the details. 
We consider next case j $ K. To simplify writing we assume that 
1 # j and 1 # k. We use the symbols GrK, Q&, iJ*GDK with the same 
meaning as above, and for (T, .z) E g*GDK we define 
(6.34) 
where Yi is defined by (6.8) and PO = id, & ,ps ,... is a complete list 
of distinct right coset representatives of G7K modulo G,j. For T = T,, , 
GTO~ = G, , so that (6.24) still holds. The absolute convergence of 
(6.34) and the fact that (6.25) still holds, follow by repeating the argu- 
ments used in proving Lemmas 2 and 3. One verifies also that (6.31) 
still holds, so that the proof of (6.22) reduces to showing that the 
function R, defined by (6.27) satisfies (6.33). 
We define, as in the proof for the case q = #,, , the fundamental 
regions Q, and w, , and obtain inequality (6.32). We also note that 
the two curves, Cj and C’,‘“, bound a fundamental region & for the 
group Gi, . Now, by Proposition 6, 
j-IA I %v 9 41 &,(~>2-R dx dr 6 j-s, I yj(Tv ,4 &,(42-q dx 4. 
WV WY 
For v -+ CO the right side converges to 
ss I YATO 7 x)1 A,, (z)“-” dx dy < co 
4 
where ij,-, is a fundamental region for the group Gi’, . Since !&TV, 2) 
is holomorphic at u~~-~(T,) and at U.&T,), we conclude that, for large v 
and for 2: close to u2k--1(~0) or to Use, 1 P(T" , z)] hTy(~)2-Q is uniformly 
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bounded. Now we may use, as for q~ = &, the inequality (6.31) to 
show that (6.32) holds. 
It remains to consider the casej = k; we assume again thatj = k # 1. 
Recalling the definition of #I~(T, x) we write, for v = 1, 2,... 
where 
where T1, 7s ,... is a complete list of those right coset representatives 
of G, modulo G,j which cannot be represented by elements of GrK . 
Except for the new definition of ?P and R, , we retain the notations 
introduced in the previous arguments. Relations (6.24) and (6.25) 
still hold, so that we must prove (6.28). 
For each fixed v = 1,2,..., the domains ~JoJ~), n = 1, 2 ,..., are 
disjoint and lie in the union C& of the domains into which the Mobius 
transformations gi(rY , e), gyl(TY , e), j E {I,..., p}\K, map the two com- 
ponents of c;),\w, . We note that 
(6.35) 
is a finite set consisting of the images of u~~-~(T~) and a&~,,) under 
gj(To , a) and gF1(TO, m), j E (l,...,p}\K. In a neighborhood of +, the 
fUrdOnS yk(Ty , x) X,,(z)“-” are uniformly bounded, for large v. 
A calculation analogous to one carried out before leads to the inequality 
II 1 %(~!)I &V(-+q dx dY < Is, 1 y~(Tv > z>l X~y(z)z-q~ (6.36) 
WY WY 
In view of (6.35) and the boundedness statement made above, the 
right side in (6.34) is o(l) for v + 00. This implies (6.28). 
LEMMA 5. The functions &(T, z) and t,b,,(T, z) are holomorphic functions 
Of (7, z) E 86,“. The functions &,(T, x), with o E &, are holomorphic 
functio?u Of (T, 2) E gGpl. 
Proof. We establish only the assertion concerning tii, the other 
assertions are proved similarly. 
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Let Xi, i = l,..., p, be the analytic hyperplane in gG,,* defined by 
ti(~) = 0. Set X = X1 u X, u .** u X, , let Y be the union of all 
intersections Xi n Xi , i # j, and set X,, = x\Y. By Lemma 3, #j 
is holomorphic in BG1, = gG,*\X. By Lemma 4, tij has a continuous 
extension to X0 . Hence $j is holomorphic in %G,, U X0 = fJ&,*\Y. 
Since dim Y < dim @5,* - 1, z,+ has a holomorphic extension to Y. 
Using Lemma 4 once more, we conclude that this extension coincides 
with z,+ . 
LEMMA 6. Let 7~~ ,..., rr, be m = 2( p - l)(q - 1) - 1 linearly 
independent polynomials of degree at most 2( p - l)(q - 1) - 2. The 
(2q - l)( p - 1) functions &(T, x),..., &(T, z), &,(T, s),..., &&T, a) are 
linearly independent for every T E 6’6, , provided that 1 I 1 >, p - 1. 
Proof. If 1 I 1 = p, then, for T E 6’6, , lGj = !Pj , & = u/, and the 
linear independence is evident. 
If / I 1 = p - 1, assume, for the sake of simplicity, that I = {2,..., p>. 
For 7 E 6’6, , the p functions z& are 
where 
A = Vi(T), a = %k-l(T), a’ = %k(-+ 
whereas the m functions &ii may be chosen as 
R = 2,..., p; 
h = lbl(T), a = 44 s = 4, 5 )...) 2p, 
and 
h = l/W, a = q(7), i = 3, 4 ,..., 2p, r = 2, 3 ,...) q - 2. 
The linear independence follows by considering the behavior of these 
functions at the points ai( i = 2, 3 ,..., p. 
LEMMA 7. Given a point T,, E 6’6, , there are (2q - l)( p - 1) 
358 LIPMAN BERS 
holomorphic functions qq(~, z), (7, z) E s$,I, each a linear combination 
of functions *j , A , A , which are linearly independent functions of z 
f or 7 = 70 . 
Proof. In view of Lemma 6 we need only to consider the case 
[I/($- 1. Th ere are (2q - I)( p - 1) holomorphic q-differentials 
on the Riemann surface with nodes ST,. Given any of those, say F, 
we can find a linear combination of the functions $j , & which defines 
on S, a regular holomorphic q-differential F,, with the same poles at 
the ) I 1 nodes. Then F - F,, is represented in Sz:, by a regular q-form 
y(x) which satisfies the condition: 1 p)(x) AJx)~-* j < const. Such a q 
is called a cusp form (for GTO) and is, by virtue of a general theorem 
proved in [12], a linear combination of functions of the form t& . 
LEMMA 8. Let q+(~, x), j = l,..., (2q - l)( p - l), be linear com- 
binations of the functions Q$ , #,, , Q& , all holomorphic in some &I. 
Let these functions be linearly independent, as functions of 2, for some 
T, ,  E $,‘. Then they are so for T  near T, ,  . 
Proof. Let z,, E 1;2:, and let E be a sufficiently small positive number. 
The Gram determinant 
det 
ss ,e-z ,< ‘Pk, z> %c(T, z> dx dY 0 e 
iS pOSitiVe for 7 = To . Hence it is so for 7 near TV . 
LEMMA 9. The set 2 C Gp’ such that the (2q - I)( p - 1) functions 
q+(~, z) from Lemma 7 are linearly dependent if and only if 7 E Z is either 
empty or an analytic subvariety of pure codimension 1. 
Proof. We already know, by Lemma 8, that Z is closed. Let T, ,  E Z, 
and let x0 E oiO be not a “Tg-point,” that is, not a “Weierstrass point” 
for regular q-forms on G7, . This means that if $+(x), j = I,..., 
(32 - 1x P - 1) is any basis of regular q-forms for G7, , the Wronskian 
determinant 
det $j”-“(a,,), j, K = l,..., (2q - l)(p - 1) 
does not vanish. Such a zO exists, since To-points form a discrete set. 
By Lemma 8, x,, is also not a r-point for 7 close to TV. Now set 
w(T) = det 
a”-$i(T, Z) 
&k-l-- ’ 
j, k = I,...) (29 - l)(p - 1). 
l==Zo 
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A point T E 6,’ close to TV belongs to 2 if and only if W(7) = 0. Since 
W(T) is holomorphic in a neighborhood of TV, the assertion of the 
lemma follows. 
Lemmas 2, 5, 6, 7, and 9 contain Theorems 2 and 3. 
7. PROOF OF THEOREM 4 
Let To E S’$ . To simplify writing we assume that the set I is of 
the form {r, r + l,..., p]; the further simplification resulting in the 
cases Y = 1 and I = I#, will be self-evident. 
Let Ci , i = 1, 2 ,..., r - 1 and CL = gi(T,, , CJ be the boundary 
curves of a To-region, and let Cj , j = r, r + I,..., p be small circles 
about U2r-l(To), U2r+1(To),..., cZ~.-~(T,,). If T  iS ClOSe t0 T,, the curves Ci and 
g$(T, C,), with &(T) # 0, are the boundaries of a T-region. 
From the theory of Abelian differentials on closed Riemann surfaces 
we conclude that there is a uniquely determined basis ~~(7, x), j = 
1 ,..., p, of regular l-forms for G, , T  close to T, ,  , determined by the 
conditions 
s c,%(‘, z) dz = 1 l if i = j, 0 if i # j. 
Theorem 4 will be proved if we show that rp%(~, zz) is a holomorphic 
function of (7, x) for 7 E N (sufficiently small neighborhood of To) 
and x ~52,‘. 
Let $(T, x) be a linear combination of the functions from Theorem 3 
belonging to Q = 2 and to the point T, ,  , and such that the regular 
2-form +(T,, , z) has a double pole at every point uzkml(T) if tk(T) = 0. 
Then @(To , z) has exactly 
4(p--III -l)f2*21Il=4p-4 
zeros in QT, which are not GT, equivalent. We can choose + so that 
these zeros are all simple. There is a T,,-region w,~ such that @(To , z) 
vanishes at 4p - 4 distinct interior points of o,~ . We conclude that 
there exist 4p - 4 holomorphic functions of 7 (defined in a neighborhood 
Of To) ‘&(+..Y ‘&,--4(T), h w  ose values are distinct interior points of w,~ , 
no two of which are equivalent under G, , such that 
$+, L(4) = 0, i=l )..., 4p - 4. (7.1) 
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Next, let $r(~, x) ,..., $J~~+(T, z) be the functions from Theorem 3 
belonging to q = 3 and the point r0 . We want to represent every 
&T, x) in the form 
(7.2) 
For a fixed j, the coefficient A,i must satisfy first of all the conditions 
59-5 
1 &j(T) &.(T, c,(T)) = 0, 
k=l 
i = I,..., 4$J - 4 (7.3) 
and also the conditions 
These are 5p - 4 conditions for 5p - 5 “unknowns.” Assume, however, 
that, for some T ,  (7.3) holds for i = I,..., 4p - 5. Then IJJ~(T, z) induces 
on the Riemann surface Q/G, an Abelian differential which has at 
most simple poles at the points corresponding to <4p--4(~) and to the 
Points ~2k--1W9 +,k( ) 7 with tk(7) = 0. But the residues at the images 
of %--1(T) and %k( 7 cancel each other. (This is so since’+ and all C& ) 
are regular forms.) Hence the residue at the image of ~&.JT) is 0. 
Thus the first 4p - 5 equations (7.3) imply the last. 
One verifies that the homogeneous system corresponding to the 
equations (7.3) and (7.4) h as only the trivial solution. Hence the non- 
homogeneous system is uniquely solvable, and the solutions f&'(T) 
are holomorphic functions of T .  
This established the holomorphic dependence of C&T, z) on T  E N. 
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