The changes of GDP continue to increase in China since 2007. Therefore, it is going to use the National Bureau of Statistics Data, which takes the application of BP neural network with momentum of the points, carries on the forecast to the Guangdong Province GDP. The conclusion shows that BP neural network can predict the Guangdong Province GDP healthy, and it is going to propose some policy suggestions.
Introduction
It is obvious that the pace of economic development for a city or region is affected by many factors. But the two major aspects are the external factors, including location, natural endowment; and the internal factors, including the economic foundation, innovation ability and the choice of industry. By analyzing the evolution of all these two aspects, the GDP growth and its spatial distribution can be well explained, that is city spatial attribute data contains the location information in the critical external factors, while the total number of city GDP in enormous scale contains endogenous factors in its economic information. Therefore, based on perdition of GDP growth may explain the different levels of development to different city spatial structure, as well as can make an effective judgment on the development trend of similar individual city.
The gross domestic product (GDP) as an important indicator to reflect the level of economic development, and all its analysis and the formulation of monetary policy, price policy, consumption policy, wage policy and provide scientific are superior for the national economic accounting. Therefore, the real-time monitoring and prediction of Guangdong Province GDP is undoubtedly great significance to develop the next step of macroeconomic policy. It is surely that the prediction of Guangdong Province GDP depends on China's overall macroeconomic situation heavily. Generally speaking, the whole macro economic system is complex, and it is difficult to determine the nonlinear function if it used to describe the input and output characteristic of the whole system. Moreover, psychologist W. S. McCulloch and mathematician W. Pitts proposed M-P model since 1943, which artificial neural network research has experienced from rise to depression. Nevertheless, BP neural network has a strong ability of approaching nonlinear function, which can consistent with the sample data of training, then designate a functional relationship between input and output variables, determine the coupling weights between neurons, so that the entire BP neural network has the approximate function. According to the National Bureau of statistics data which published on the website, through the application of a BP neural network with momentum term, and it is believe that it can be used to predict the Guangdong Province GDP lucratively.
BP Neural Network
BP neural network has the input layer, output layer, and hidden layer. But the simplest BP network is only one hidden layer. Within BP network, each layer of neurons can be different. And there are many connections between the previous layer and next layer, and the nonlinear transfer function of each neuron is type S function. The most commonly used function form is
, which the parameter >0 means it can control the slope. BP learning algorithm has two phases. For one side is the computing forward from the input layer of the network, if the network weights and threshold of each layer has been set, then input the known samples, it can calculate the output of each layer of neurons. On the other side is the calculation backward from the last output layer, it changes the weights between each layer and each layer of threshold gradually. It is suggested that set these two stages of the process repeatedly, until the error is less than the setting value, or select the minimum error weights and thresholds in the setting of learning cycle.
The input vector in the h period of training sample
where v is the number of input layer neurons, the desired objective vector network output is z layer in the neural network.
h is the weights connected to the j layer to the hidden layer of the i neurons and j neurons. Threshold ( 1) 
h is the j neurons in hidden layer which corresponding with j+1 layer. Set
then each neuron output can meet: 
The empirical analysis
These papers takes Guangdong Province as an example, using the GDP as the input vector from 2007 to 2010, and utilize the GDP in 2011 as the target vector. It is going to instruct the BP neural network, to verify whether it can meet the need of prediction (All data from Guangdong Statistical Yearbook).
Generally speaking, it usually applies the available time series data for training and testing data. According to the network structure composed of the parameters of the input output model, each layer of the programming for the activation function is ( )
x , the output layer neuron number is 2, when the number of the input neurons goes to J, 1 ( , ,..., )
. In the prediction process, when the network output is y, the forecast value is log( ) 1 y y . Therefore, it is going to predict the 21 cities' GDP in Guangdong Province, using the matlab to write the BP neural network program. Setting the network hidden layer has 21 nodes, the max training is 3000 steps, the training objective minimum error is 0.001, every 100 steps can acquire a training result, and the learning rate is 0.05. 
Stability analysis of neural networks
As shown in Figure 1 , the hidden layer node number of neural network is 21, the input vector number is 4, which are the GDP from 2007 to 2010, and the target vector of output layer is the GDP in 2011. It is clear that neural network employ Leven-Marqardt training algorithm. Through the matlab programming, the result of iteration number is 82 steps. From Figure 2 , where the weight circle part, namely when the iterative goes to the seventy-sixth step, it is realize the system has obtained the best confirmation value. At the same time, it also can meet the forecasting demand successfully. : neural network iteration map When the neural network iterative to the eighty-second step, where the iterative results gradient and variance has a good convergence. And the system confirmed the value is 6, indicating that the neural network can predict effectively. The performance of the system is shown in Figure 3 . Figure 3 shows that for the input vector, although the validity has deviation, in the test of the correction is great. Because of the GDP is relatively large, especially the difference in Pearl River Delta region and the northern areas. Therefore, the error comes up, which is a normal phenomenon. For the final result, only 2 values produce bigger deviation mentioned above, which are Dongguan and Shenzhen.
Conclusion
The GDP prediction model applies the self-learning characteristics of BP neural network, modifying the weights in the training process constantly, making the network actual output vector closer to the desired output, after that, analyzing the neural network weight matrix, utilizing the target vector to revise the weights and thresholds of the network frequently, and then getting the predicted values, which the error of the predicted value and the target vector are in an acceptable range. Therefore, it is going to draw a conclusion that is the establishment of GDP prediction model of BP neural network not only can make an accurate evaluation, but has a great potential development of BP neural network in forecasting GDP in the future. 
