Abstract: In this article, we introduce an algorithm that simulates efficiently the first exit time and position from a rectangle (or a parallelepiped) for a Brownian motion that starts at any point inside. This method provides an exact way to simulate the first exit time and position from any polygonal domain and then to solve some Dirichlet problems, whatever the dimension. This method can be used as a replacement or complement of the method of the random walk on spheres and can be easily adapted to deal with Neumann boundary conditions or Brownian motion with a constant drift.
Introduction
The method of random walk on spheres (WOS) was introduced by M. Muller in Muller (1956) and provides a fast and efficient Monte Carlo method to solve a Dirichlet problem of the form
or of type
where D is a piecewise smooth bounded domain, and ϕ (resp. ψ) is a continuous, bounded function on ∂D (resp. on R + × ∂D). It is well known that the solution of (1) is given by u(x) = E x [ϕ(B τ )] (resp. the solution of (2) is given by u(t, x) = E t,x [ψ(τ, B τ )]), where τ is the first exit time from D of the Brownian motion starting from x (resp. starting from x at time t). Since the quantities needed are the distribution of the first exit time τ and the corresponding position B τ , the idea of the WOS is to generate iteratively the first exit time and position from a sphere as big as possible in the domain D and centered on the previous position of the Brownian motion. When the exit position becomes close enough to the boundary, the algorithm stops. The method relies on the use of analytical expressions of the distribution function of the first exit time and position from a sphere, which may be deduced from existing expressions for the Green functions of the Laplace operator on a sphere. Since then, the WOS has been extended in many directions (see for example Sabelfeld and Talay (1995) ; Hwang et al. (2003) ; Golyandina (2004) ; Sabelfeld et al. (2004) , ...) and has also been proposed as a method for dealing with non-homogeneous media in Mil'shtejn and Rybkina (1993) ; Milstein and Tretyakov (1999) .
As the Green function of a square or (hyper-)cubic domain is known, it is also possible to use squares instead of spheres in the WOS method. This approach could be preferred when the domain has a polygonal boundary as in the study of fissured porous media: see Torquato and Kim (1999) ; Campillo and Lejay (2002) .
With spheres, the WOS generates some bias due to the fact that the particle is generally stopped when it is within a small layer around the boundary. By using squares in a polygonal domain the error comes only from the replacement of an expectation by an empirical mean.
In this paper, we introduce an algorithm for computing the first exit time and position from a rectangle in R 2 (higher dimension may be treated as well) which is not necessarily centered on the starting point. For these computations, we use one-dimensional laws related to the Brownian motion and proper conditioning. The great advantage is that the rectangles may be chosen before any Monte Carlo simulation and not dynamically. Thus, we do not need to use smaller and smaller squares (or spheres) as the particle becomes closer to the boundary.
Although it is more time consuming to simulate the first exit time and position from a rectangle than from a sphere or a square, this algorithm has the following advantages over the WOS algorithm in the case of a polygonal domain: less simulations are needed and the particle is really stopped the first time it reaches the boundary. Moreover, the rectangles may be chosen once the domain is given, and it takes less time to "locate" the position of the particle in the domain. Besides, this algorithm is easily extended to many other problems : to deal with a Brownian motion with a constant drift (the Girsanov theorem may be used as well), to deal with a zero Neumann boundary conditions on some part of the boundary of D, but also to compute the position of the Brownian motion at a given time t (when t < τ ).
Moreover, there is no reason that one restricts himself to one method. We can thus combine spheres, squares and rectangles in function of the geometry of the domain.
Having the distribution of the first exit time and position from a domain for the Brownian motion is very important for practical purpose: it may be used to compute some effective coefficients in porous media (Noetinger and Estébenet, 2000; Torquato and Kim, 1999; Campillo and Lejay, 2002; Simonov and Mascagni, 2004) , to solve a bi-harmonic problem (Milstein and Tretyakov, 1999) to compute the first eigenvalue of the Laplace operator as in Maire (2001) with applications in neutronic and shape optimization, to solve barrier options in finance... The paper is organized as follows. After this introduction, we recall in the second section some distributions connected to the one-dimensional Brownian motion killed when it exits from an interval and of this process conditioned to exit for one of the end-point of the interval. Some calculation on conditioning on time or space are also expressed. In the following part the two-dimensional situation is considered. The rectangular situation is detailed and our algorithm introduced. The general polygon situation is also discussed. Some numerical tests and discussions are presented in the fourth section. Possible extensions and applications of this procedure are given in the last section.
2 Some distributions related to the one-dimensional Brownian motion
Notations
We denote by p(t, x, y) the probability density function of a Brownian motion (B, (F t ) t≥0 , (P x ) x∈R ) at time t starting from x and killed when it exits from the interval [−1, 1] , that is
Note also by q the distribution function of τ under P x and by q 1 its analogue for p
The density of the killed Brownian motion
It is well known that p (t, x, y) is the solution of the following PDEs
Indeed, p(t, x, y) can be expressed explicitly (see for example Beck et al. (1992) ; Milstein and Tretyakov (1999) ). Using the method of image,
while with a spectral representation we obtain
Note that from a numerical point of view, these series converge quickly so that only few terms are needed to get a good accuracy. Besides, it is worth using (3a) for small times and (3b) for large times. For any t > 0, the distribution function of the exit time τ and its density can be deduced from the above expressions. For small times, we have by using (3a)
where F stands for the following function
) dz, (commonly noted erfc). For large times, we obtain, from (3b)
(5) We denote by q t (x, y) the derivative of q(t, x) with respect to time, which is the probability density function of τ under P x . For small times, we get from (4) :
(6) Similarly we can get the expression for large times by using (5)
Remark on the simulation
As we get both distribution function and density of the random variables τ under P x and B t under P x [· t < τ ], it is possible to get some realizations of these random variables by inverting their distribution functions via the Newton method (see Press et al. (1992) for example).
Conditioning by the exit position
We remark first that the function S(x) = (1 + x)/2 is the scale function for the Brownian motion (see Breiman (1981) for example) and satisfies
As S is a harmonic function for 1 2
, one may define for any x ∈ (−1, 1) a new probability P
Furthermore, for any F t -measurable random variable Φ, we have
Conditioning by the exit time
We now want to compute the density transition function of the Brownian motion conditioned by {τ = T }, which is an event of null probability. In order to do this, fix 0 < t < T and a point x ∈ (−1, 1). Let f be a measurable, bounded function on (−1, 1). For 0 < ε < T − t, the Markov property implies that
(8) It follows that the distribution of B t given {τ = T } has the density r (t, x, y) . In fact, one may pursue this analysis and show that (B t ) t∈ [0,T ] given {τ = T } is a non-homogeneous Markov process with density r(t, x, y) and distribution Q x,T defined by the density
as being the distribution of a process with density transition function
.
Remarks on the simulation
It is quite costly to simulate the random variable B t under the law Q (with T > t) since there is no "nice" analytical expression for its distribution function.
In order to simulate a random variable Y with density r 1 (t, x, ·), we can use the rejection method described in Devroye (1986, § 3.3, p. 47 ) by writing
) and c a real number such that c ≥ max{1, sup y∈(−1,1) ϕ(t, T, x, y)}. The idea of the algorithm is to simulate a realization x of a random variable with density p T, x, x) /c becomes greater than the realization of an uniform random variable on [0, 1]. As soon as this condition is satisfied, x is a realization of a random variable with density r 1 (t, x, ·).
Dealing with a general interval
The scaling and invariance by translation properties of the Brownian motion allow to replace easily [−1, 1] by any interval [a, b] . A simple way to do it is to use the following identity
where
3 Simulating the first exit time and position for a 2-dimensional Brownian motion
Analytical expressions
In this Section, we consider a 2-dimensional Brownian motion (β, P x , (F t ) t≥0 ) which is killed when it exits from a general domain D with a piecewise smooth boundary. We denote by τ its first exit time.
The density K D (t, y) with respect to dt dσ y of (τ , B τ ) under P x is given by
where n is the inward unit normal vector on the boundary ∂D, , that is the solution to
is a rectangle, then an analytical expression for p D (t, x, y) can be easily obtained through some spectral analysis (see for example Zauderer (1983, p. 389) ).
For n, m ∈ N * , the eigenvalues of are given by
and the corresponding eigenfunctions are
Note that the eigenvalues may have a multiplicity greater than 1.
So, one may compute easily K D (t, x, y) from (10). However, this formula is not practical when one wants to simulate directly (τ, B τ ) since this series uses two indices and the result is a realization of a random variable taking its values in R × ∂D ⊂ R
3
. This is why we introduce another approach that relies on conditioning and that leads to faster computations.
In some cases, one does not need the density p D (t, x, y) of the parabolic problem, but simply the Green function G α,D of the elliptic problem , η ) ) and G α,D (ξ , η ) = 0 on ∂D for some α ≥ 0. This is the case for example when solving the Dirichlet problem
The density of B τ with respect to dσ y is indeed given by
which is easy to compute when D is a rectangle: in (10), one has only to replace the term exp(−λ n,m t) by (α + λ n,m ) −1 . By combining an eigenvalue problem in dimension one together with a decomposition on a Fourier basis (See Zauderer (1983, Example 7.5, p. 389) for example in the case α = 0), one can write down another formula for the Green function which is more suitable for numerical computations.
The case of a rectangular domain
In this section, we propose a new method to obtain a realization of the first exit time and position from a rectangle, that does not rely on (10).
Let , L be some positive numbers. Let (β, P (x,y) ) be a two-dimensional Brownian motion with β = (β 1 , β 2 ). We are interested in simulating (τ , β τ ) with
when the particle is initially at (x, y).
In the following algorithm, (B, P x ) denotes a one-dimensional Brownian motion and τ = inf {t > 0 ;
The command unif() draws independently uniform random variable on [0, 1]. The command real(Z) draws independently a realization of the random variable Z with an arbitrary distribution. The notation ← is used to allocate values to variables.
This algorithm returns (t, u, v) , where t is the exit time, and (u, v) ∈ R 2 is the exit position.
Algorithm A
[Computing the probability that the
exit point from [−L, L] of β 1 is L] α 1 ← P x/L [B τ = 1]. 2. [Choosing the exit position of β 1 ] If unif() < α 1 then ε x ← 1 else ε x ← −1. 3. u x ← ε x L.
[Simulating the exit time of β
1 ] t x ← L 2 real(Z) where P [Z ∈ ·] = P εxx/L [τ ∈ · B τ = 1].
[Computing the probability that β
Remark 1. For x ∈ (−1, 1) and t > 0, we have
Remark 2 , and then to simulate the position of β given these exit times. It is possible to speed up by inverting the x and y coordinates when L/2 − |x| > /2 − |y|, i.e., when the particle is closer to the horizontal side than to the vertical side. For L = and (x, y) = (0, 0), we have to deal with a square. One may then use some symmetry property in order to avoid the computation of the position of the Brownian motion given the value of the exit time: see Milstein and Tretyakov (1999) ; Campillo and Lejay (2002) .
General domains -construction of boxes
Consider now that the domain is the interior of a general polygon. It follows from the Markov property that the first exit time and position from this domain for the Brownian motion may be simulated by simulating iteratively the first exit times and positions from rectangles containing the particle, until it reaches the boundary.
Choosing the rectangles
As said in the introduction, the rectangles may be constructed at the beginning or dynamically. As the rectangles are not necessarily centered on a current position of the particle, there are many choices and yet no general rule to choose the "best configuration". One should have in mind that the computational cost of the algorithm is connected to the number of steps needed by the particle to reach the boundary (this issue is discussed in Section 4 on a numerical test). Of course, constructing the rectangle before any simulation allows to speed up the computations.
A suitable set of rectangle should have the following properties:
(1) Any point of the domain belongs to one or more rectangles;
(2) Any point on the boundary of some rectangle (except those that are also on the boundary of the domain) belongs to the interior of at least another rectangle;
(3) Any point on the boundary of the domain is also on the boundary of at least a rectangle;
(4) The number of rectangles is as small as possible.
If our method is combined with a dynamical choice of a rectangle or a sphere, then there is no need for all these conditions to be satisfied. Indeed, it is impossible to construct a set of rectangles satisfying (1)- (3) for domain with "sharp" angles. An alternative method consists in changing the domain slightly (see below).
A method for constructing a suitable set of rectangles
There is a rather easy algorithm to construct a suitable set of rectangles.
The idea is to construct on each edge of the polygon the rectangle with maximal surface, based on this edge and which is included in the polygon. After this construction we have a number of rectangles which cover the domain. A particular treatment has to be done when an angle is less than π/2. For each situation of this type we shall "cut" the polygon by a small triangle based on this angle and distance ε from the vertex on which the angle is based (See Figure 1 , where the domain is the shaded region). At each operation of this sort we introduce a new edge. After this we get a polygon, closely related to the initial one, and for which each maximal rectangle (as defined before) is based on the entire vertices. The next step is: for each starting point x find the largest rectangle from the above construction which contains x. After that, do the calculation (the algorithm presented above) for this rectangle and the point x. Continue this procedure with the exit point found.
The algorithm ends when we leave first the initial domain.
A numerical test
We have performed a numerical test on a simple polygonal domain. In Figure 2 , we represent the density of the exit position for each side. Five rectangles were used, each one being as big as possible and having at least (there is a right angle in the polygon) one side equal to one side of the polygon.
As any point of the polygon may be contained in more than one rectangle, we have to decide which one to use. We have thus tested our algorithm for different methods (a) using the rectangle with the biggest area; (b) using a rectangle having a side intersecting the boundary which is the closest to the current position;
(c) using the rectangle having a side which is the closest to the current position;
(d) using the rectangle whose boundary is at a maximal distance from the current position;
(e) choosing the rectangle randomly;
(f) using the rectangle whose side on the boundary is the largest.
Here are only a few criteria, but other may be used, or obtained by any combination of the previous ones.
We give in Table 1 the average number of steps together with the variance for the different ways of choosing the rectangles. As for the histograms of Figure 2 , 10,000 particles are used. The first two lines refer to the case where the starting point is the one marked by the cross ×, while the last two lines refer to the case where the starting point is marked by the dot • in Figure 2 . Obviously, the methods (b) and (d) provide the best choices, which can be explained intuitively: The closest is the side of a rectangle, the higher is the probability to exit by this side, so that (b) increases the probability that the algorithm stops quickly. While with (d), if the particle is far from the boundary of the rectangles, then it is far from the boundary of the domain. At the next step, it will be close from the boundary of the domain with a high probability.
Possible extensions
Of course, the previous algorithm may be adapted to deal with slightly different problems (that may be combined):
• The rectangle may be replaced by parallelepipeds when the domain has dimension d.
• One may solve the elliptic (resp. parabolic) equation
by setting
is the Green function (resp. the fundamental solution or the parabolic Green function) of the Laplace operator for a rectangle R k containing β θ k−1 (see Section 3.1 for analytical expressions), θ k is the exit time from this rectangle R k when the Brownian motion is at β θ k−1 , θ 0 = 0 (resp. θ 0 = t), β θ 0 = x and n * is the step at which the boundary is hit by the Brownian motion. When T < θ n * , it is possible to simulate β T using the algorithm B in Section 5.1.
Of course, the computations are simpler if f = 0 in the elliptic or the parabolic equations. If it is not the case, computing the integrals of type
ds dy may be costly. Yet, as shown in DeLaurentis and Romero (1990) , G 0,R k and p R k may also be considered as densities of random variables and a Monte Carlo method may then be used also to compute these integrals.
• One may solve (α − 1 2
• One may assume that a homogeneous Neumann boundary condition holds instead of a Dirichlet boundary condition on some part of ∂D: See Section 5.2.
• One may replace • One may replace 1 2
, where a is a symmetric matrix which is positive-definite. In this case, one has to consider a Brownian motion in the domain a −1 D and then to apply a to its terminal position.
The position of the Brownian motion at a given time
Assume that we are interested in solving
Then u(t, x) is given by
In this case, the algorithm is close to the previous one. Obviously, we are reduced to the case of simulating (τ ∧ T, B τ ∧T ), where τ is the first exit time
The Neumann boundary condition
If some zero Neumann boundary conditions are imposed on some part ∂D N of the boundary ∂D, then our algorithms can easily be adapted.
For that, for each rectangle, we have to assume that any side S contained in ∂D satisfies either S ⊂ ∂D 
Brownian motion with a constant drift
Our algorithm can be used also to simulate the first exit time and position from a polygonal domain for a Brownian motion with a constant drift.
There are two possibilities. It is possible to let a Brownian particle evolve in the media and then use the Girsanov theorem as in Section 5.3.1.
Another way consists in using densities related to the Brownian motion with drift in Algorithm A: When computing the first exit time and position from a rectangle for a 2-dimensional Brownian motions with a drift µ, one has to consider two one-dimensional Brownian motion with drifts : B are the projections of µ in the direction of the edges of the rectangle. It is then possible to get some explicit expressions for the density of the Brownian motion with drift killed when it exits from [−1, 1]. We give in Section 5.3.2 some ideas to compute the involved densities.
Using the Girsanov theorem
Consider the drifted Brownian motion X t = B t + µt, where B is a 1-dimensional Brownian motion and µ ∈ R. As the goal is to compute some quantities like E µ t,x [ψ(τ, X τ )], where τ is the first exit time from D for X (here, P µ t,x denotes the distribution of a Brownian motion with drift µ starting from x at time t), another method consists in simulating (τ, B τ ) for a Brownian motion B starting at (t, x) and then to use the Girsanov formula: 
Laws related to the Brownian motion with drift
We give briefly some methods to compute the density of the Brownian motion with drift X t = B t + µt, where B is a 1-dimensional Brownian motion and µ ∈ R.
Dirichlet boundary conditions. Let us remark that the density p 
Moreover, if τ = inf {t > 0 ; |X t | = 1}, then All the analytical expressions for the distribution function or the density of τ and X τ (possibly conditioned to some event) can then be transformed to include the drift term µ. where α + and α − are the two solutions of α 2 + 2µα + 2λ = 0. The suitable values of λ are found when there exists a couple (C + , C − ) = (0, 0) for which ϕ k satisfies the prescribed boundary conditions. It is then possible to compute numerically, if not analytically, the eigenvalues λ k and the eigenfunctions ϕ k .
Two different explicit formulae for p µ (t, x, y) with Neumann boundary conditions at both −1 and 1 may be found in the articles Linetsky (2005) (for the spectral problem) and Veestraeten (2005) (where a formula similar to (3a) is given by inverting Laplace transforms).
