If the Standard Model (SM) is valid up to extremely high energy scales, then the Higgs potential becomes unstable at approximately 10 11 GeV. However, calculations of the lifetime of the SM vacuum have shown that it vastly exceeds the age of the Universe. It was pointed out by two of us (VB,EM) that these calculations are extremely sensitive to effects from Planck scale higher-dimensional operators and, without knowledge of these operators, firm conclusions about the lifetime of the SM vacuum cannot be drawn. The previous paper used analytical approximations to the potential and, except for Higgs contributions, ignored loop corrections to the bounce action. In this work, we do not rely on any analytical approximations and consider all contributions to the bounce action, confirming the earlier result. It is surprising that the Planck scale operators can have such a large effect when the instability is at 10 11 GeV. There are two reasons for the size of this effect. In typical tunneling calculations, the value of the field at the center of the critical bubble is much larger than the point of the instability; in the SM case, this turns out to be numerically within an order of magnitude of the Planck scale. In addition, tunneling is an inherently non-perturbative phenomenon, and may not be as strongly suppressed by inverse powers of the Planck scale. We include effective Φ 6 and Φ 8 Planck-scale operators and show that they can have an enormous effect on the tunneling rate.
I. INTRODUCTION
Shortly after the Standard Model (SM) was established, it was pointed out in a seminal paper by Cabibbo et al. [1] that the quartic scalar coupling could either become nonperturbative or become negative before the unification scale is reached. In the former case, new physics would have to intervene, and in the latter case the potential would become metastable; requiring that neither of these occur led to bounds on the Higgs and fermion masses. Over the decades, this calculation has been increasingly refined [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] .
While several different scenarios for physics beyond the Standard Model are possible, the conservative choice is to assume that the Standard Model is valid all the way up to the Planck scale M P , i.e. that new physics interactions only occur at M P . This has been most recently investigated in Refs. [19] [20] [21] [22] [23] . According to these analyses, the recently measured value of the Higgs boson mass [24, 25] is, in conjunction with improved measurements of the top quark mass, tantalizing close to the stability/metastability boundary. These calculations, however, show that the instability does occur at scales below the Planck scale.
The instability is primarily due to the top quark mass. Due to the loop corrections coming from the top, the Higgs effective potential V ef f (φ) turns over for values of φ much larger than v, the location of the electroweak (EW) minimum, and develops a new minimum at φ min >> v. Depending on SM parameters, in particular on the top and Higgs masses, M t and M H , the second minimum can be higher or lower than the EW one. In the first case, the EW vacuum is stable, in the second one it is metastable and we have to consider its lifetime τ . Normalizing V ef f (φ) so that it vanishes at φ = v, in the case when V ef f (φ min ) < V ef f (v), the instability scale φ inst is the value of φ such that V ef f (φ inst ) = 0: for φ > φ inst , the potential becomes negative, later developing the new minimum. For the Higgs and top masses given by the current central experimental values, M H ∼ 125.7 GeV and M t ∼ 173. 34 GeV, φ inst ∼ 10
11 GeV >> v. The results are usually summarized with the help of the stability phase diagram of fig.1 , where the (M H , M t )-plane is divided into three different sectors: an absolute stability region, where V ef f (φ min ) > V ef f (v), a (so called) metastability region, where V ef f (φ min ) < V ef f (v), but the lifetime, τ , is given by τ > T U , and an instability region, where V ef f (φ min ) < V ef f (v) but τ < T U (T U is the age of the universe). The stability (dashed) line separates the stability and the metastability sectors. The instability (dotted-dashed) line separates the metastability and the instability regions and is obtained for M H and M t such that τ = T U .
This stability phase diagram is obtained by considering SM interactions only, as it is usually argued [18] [19] [20] [21] [22] that new physics interactions at the Planck scale, although present, have no impact on it. This argument seems quite reasonable, since the instability occurs at scales of ∼ 10 11 GeV and new physics interactions are suppressed by powers of the inverse Planck scale. If this is really the case, from fig.1 , we learn that for the current experimental values of M H and M t , the electroweak vacuum is metastable, with a lifetime much larger than the age of the universe [18, 21, 22] , and also that we are very close to the stability line (so called "criticality"), so that a better determination of M H and M t would allow us to discriminate between a metastable, a stable or a critical vacuum state for our universe [26, 27] . Some authors consider this "near criticality" of the SM as the most important message from the data on the Higgs boson [23] . We note that this is also needed for the Higgs inflation scenario of [28] .
For M H = 125.7 GeV and M t ∼ 173. 34 GeV, φ inst ∼ 10 11 GeV. For φ > φ inst , V ef f (φ) is negative and decreasing. For φ ≥ M P , the potential continues to decrease for a long while, forming a new minimum at a scale φ min much larger than M P , φ min ∼ 10 30 GeV. Of course, one expects Planck scale operators to have an effect long before that scale is reached.
It is usually argued [18] that this potential must be eventually stabilized by the unknown new physics around M P . In other words, these new physics interactions are expected to modify V ef f (φ) around M P in such a way as to lead to a new minimum around this scale. However, it is also argued that the computation of the lifetime τ of the electroweak vacuum can still be performed with the help of the unmodified Higgs potential V ef f (φ), obtained with SM interactions only.
As the instability occurs for very large values of φ (φ inst ∼ 10 11 GeV), V ef f (φ) is well approximated by keeping only the quartic term [11] . Therefore, following [29] [30] [31] , the electroweak vacuum lifetime is computed by considering first the bounce solution to the euclidean equation of motion for the classical potential V (φ) = λ 4 φ 4 with a negative value of λ, and then taking into account the quantum fluctuations around the bounce.
It has been recently shown, however, that new physics at M P can enormously modify the tunneling time and, more generally, the stability phase diagram [32] [33] [34] . For the purposes of illustrating this effect, the analysis in [32] was performed by considering two major simplifications. An approximation for the modified Higgs potential was considered that allowed for the existence of analytical bounce solutions; and only the quantum fluctuations coming from the Higgs sector were considered.
In the present paper, the analysis of [32] is improved, extended and completed in the following important aspects. First of all, we do not consider any approximation for the potential. Therefore, as we can no longer rely on analytical tools, we look for numerical bounce solutions for the complete potential. Also, the quantum fluctuation corrections to τ are computed by considering the contributions from all of the different sectors of the theory. This more complete analysis, as we shall see, confirms the results presented in [32] and provides the theoretical support for the results presented in [34] , where some of the results presented in this work were anticipated and used.
The rest of the paper is organized as follows. In the next section, we review the calculation of the electroweak vacuum lifetime in the Standard Model. It is shown there that the standard assumption that Planck scale operators can be neglected may not be valid, since the value of the field in the center of the critical bubble is much larger than the instability scale, and is close to the Planck scale. In section III, the effects of Planck scale operators are then included. In section IV, we compare the numerical results with the analytic results of Ref. [32] , and section V contains our conclusions. There are three appendices. In Appendix A, the computation of the quantum fluctuation contribution to the tunneling time is presented in some detail. Appendix B provides some tools for the numerical computation of the bounce. In particular, the bounce considered in section III is computed. In Appendix D, we provide a explicit example, using SU (5), giving the size of the higher dimensional operators.
II. BOUNCES AND THE PLANCK SCALE M P
Before starting our analysis on the impact of new physics, in the present section we focus our attention on the standard analysis, where it is assumed that the stability phase diagram and, in particular, the lifetime of the electroweak vacuum τ are not affected by new physics at the Planck scale [18] [19] [20] [21] [22] .
Let us begin by considering the euclidean action for the scalar sector of the SM
where we write the scalar doublet Φ as
with φ the Higgs field and G i the Goldstone bosons, while the potential V (Φ) is, for large values of φ,
The procedure for determining the tunneling rate was first discussed in Refs. [29] [30] [31] , and a very clear discussion involving the Standard Model can be found in Ref. [35] . The bounce, φ b , is a solution of the Euclidean equations of motion for the above action. Renaming for a moment S as the full SM action, following [35] we write for the tunneling probability (details are given in Appendix A)
S[φ b ] is the tree-level action computed at φ = φ b , with all of the other SM fields vanishing. S denotes double functional differentiation with respect to all of the SM fields. SDet is the Superdeterminant, and Det means that in the computation of the determinant the zero modes are excluded (SDet(S [0]) comes from the normalization). The γ i (i = 1, ..., 8) are the collective coordinates, the flat directions related to the zero modes, and J zeros (γ 1 , ..., γ 8 ) is the product of the Jacobians coming from the corresponding change of variables in the path integral (from usual to collective coordinates). In the SM there are eight zero modes: four translational (the collective coordinates being x 0 , y 0 , z 0 , t 0 , the coordinates of the center of the bounce), three related to SU (2) "rotations" (the collective coordinates being the angles θ 1 ,θ 2 and θ 3 ) and finally, when the potential is taken as in Eq. (3) (where the mass term is neglected), one dilatation zero mode (the collective coordinate being the size R of the bounce). The complicated term in front of the exponential is often sub-dominant, although we will include it here.
For negative values of λ, the (euclidean) equation of motion for the action (1) has nontrivial configuration solutions for the Higgs field (with G i = 0), i.e. bounce solutions, which are solutions of the equation (r is the radial coordinate in R 4 )
with boundary conditions
where V (φ) is
Note that Eq. (5) is also obtained by considering the restriction
of the action (1) when all the G i vanish.
The family of bounce solutions to Eq. (5) is
and is parametrized by R, the size of the bounce (0 < R < ∞).
For negative values of λ, the action (9) is scale invariant, so that all these configurations, irrespectively of the size R, have the same value of the action, namely
From Eq. (10), we see that R and φ b (0) (the maximal value of φ b (r)) are related by
and that R is nothing but that value of r such that
In Figure 2 , we have sketched the potential. Note that the tunneling does not lead directly to the other side of the barrier. This is because of the gradient terms (surface tension for a thin-walled bubble), which require the bubble to gain volume energy. The point at the tip of the arrow is φ b (0). The value of φ b (0) can, in principle, be substantially larger than the point of the instability, and we will shortly see that this does, in fact, occur.
Going back to Eq. (4), we note that the integration over the center of the bounce (the four translational zero modes) can be immediately performed and gives the four-volume factor Ω = V T U (V and T U are the volume and the age of the universe, respectively), that in our case is Ω = T 4 U . The same is true for the integration over the angular SU (2) variables (θ 1 , θ 2 , θ 3 ), that provides a factor 16π 2 . Finally, concerning the integration in the remaining collective coordinate, the bounce size R, we note that, although the value of S is the same for all bounce sizes, R, quantum fluctuations break the degeneracy, and only one value of R, say R M , saturates the path integral.
Therefore, from Eq. (4) for the tunneling probability, we can immediately write the tunneling time as
where we have used Eq. (11) for S[φ b ], and ∆S corresponds to quantum fluctuations, to be discussed shortly,
the Jacobian factor of Eq. (4) being split into the product of the three Jacobians related to the translation, dilatation, and SU (2) zero modes (in Appendix A these Jacobian factors, together with the determinants, are computed). Crucial to our analysis is the knowledge of the running of the quartic coupling λ(µ), to be solved together with the coupled RG equations for the other SM couplings. We have used the RG equations up to the next-to-next to leading order. The beta functions and the boundary conditions up to this order have been recently worked out and are presented in [22, [36] [37] [38] .
By considering the RG equations for λ(µ), we see that the instability of the kind shown in Figure 2 occurs when λ(µ) hits zero and then becomes negative. This is the case when the electroweak vacuum is metastable. For sufficiently large values of µ, λ(µ) saturates to a constant negative value. As for the renormalization scale µ ren , it is convenient to choose µ ren ∼ 1/R M . This is the value of λ(µ) to be used in Eq. (14) . For M H = 127.5 GeV and M t = 173.34 GeV, we find
and
that in turn gives
Inserting Eqs. (16) and (18) in Eq. (14), a first estimate of τ can be obtained by considering the classical (tree level) contributions only, i.e. by neglecting the quantum fluctuations (the term e ∆S ). We find that τ tree ∼ 10 613 T U .
At tree level, we already see that the electroweak vacuum lifetime τ turns out to be enormously larger than the age of the universe, thus justifying the so called metastability scenario: the electroweak vacuum is metastable but its lifetime is much larger than the age of the universe. This is why the allowed region in Figure 1 is so far from the line where the lifetime is the age of the Universe. The next step is the inclusion of the quantum fluctuations. In Eq. (14) , the contribution of the fluctuation determinant is given by the factor e ∆S . More precisely, each of the different sectors of the theory (Higgs, gauge, goldstone, top) provides a contribution to ∆S, which then takes the form
where ∆S H is the loop contribution from he Higgs sector, ∆S t the contribution from the top sector and ∆S gg the one from the gauge and Goldstone sectors. Collecting the different multiplicative contributions to τ listed above, we finally have
Despite of the enormous difference in magnitudes between (19) and (21), it seems appropriate to quantify the distance between the classical and the quantum corrected estimate of τ by noting that in terms of orders of magnitudes, the exponent 655 in (21) provides a 6 % correction to the exponent 613 in (19) . In this sense, even the tree level result (19) gives, in this framework, a "good" estimate of τ . What we have just seen is that, even after the inclusion of the quantum fluctuation corrections, the lifetime of the electroweak vacuum τ turns out to be enormously larger than the age of the universe, and this seems to give support to the metastability scenario. As explained in the introduction, a more complete study of electroweak vacuum stability can be done in terms of the Higgs and top masses M H and M t . In Figure 1 , the corresponding SM phase diagram in the M H − M t plane is shown.
We now move to consider one of the key points of this paper, by turning our attention to the profile of the bounce. As we said above, due to the removal of the degeneracy from quantum fluctuations, the path integral for the computation of τ is saturated by only one of the bounces, with a specific value of the size R, R M . For M H = 125.7 GeV and M t = 173.34 GeV, R M is given in Eq. (16) . Moreover, the value of the quartic coupling for the same values of M H and M t is given in Eq. (17) . Then, from Eq. (10), we can determine the profile of the bounce that enters the evaluation of τ . The result is given in Figure 3 . We have also shown the profiles for different values of M H and M t in Figure 4 .
Looking at these results, we see that the value of the field at the center of the bubble, φ b (r = 0), is dangerously close to the Planck scale. One can then suspect that Planck scale effects might be significant, even though the potential becomes unstable at a scale of roughly 10 −8 M P , i.e. much below M P . In this respect, it is important to note that the Planck mass never entered into our calculation, we have simply scaled φ and r in terms of M P , instead of GeV and GeV −1 respectively. The key point that emerges from inspecting these bounce profiles (figs. 3 and 4), then, is that the value of the field at the center of the bubble can be not only substantially larger than the instability scale, but actually so close to M P that Planck scale effects can be expected to affect the tunneling rate. In order to investigate this question, we will now add Planck scale operators to the potential and redo the calculation. We will see in the next section , and ±2σ (current experimental errors) for M H in the right panel (with M t kept fixed to the central value M t = 173.34 GeV). As in Figure 3 , the values of the field at the center of the bounce, φ b (0), turn out to be very close to the Planck scale, sometimes even above this scale.
that the results (19) and (21) on the electroweak vacuum lifetime and the phase diagram of Fig. 1 can be dramatically modified.
III. BOUNCES AND NEW PHYSICS
In order to study the impact of new physics interactions at the Planck scale on the electroweak vacuum lifetime τ , following [32] [33] [34] , we consider a simple modification of the theory by adding to the quartic potential (with negative λ) of the previous section two higher powers of the scalar field
The goal of the present work is not that of studying specific models. Our aim is rather to show that the presence of new physics at the Planck scale is far from being harmless in the evaluation of the electroweak vacuum lifetime. The choice of the potential (22) is well suited for this purpose. As a demonstration of a model in which this potential arises as an effective field theory (without, to leading order in the couplings, φ 10 or higher terms), in Appendix C we have given an example from a minimal SU(5) model, in which M P is replaced by the unification scale. This shows that it is very easy to have λ 6 and λ 8 of O(1). In order to have a stable potential, λ 8 has to be taken positive, while λ 6 can have both signs. In the toy minimal SU(5) model that we look at in the Appendix C this happens automatically.
In contrast with the previous section, with the potential (22) we cannot find analytical solutions to the euclidean equation of motion (5) . Moreover, the scale invariance of the action (9) is lost. However, when φ << M P and the coupling constants λ 6 and λ 8 have natural O(1) values, (22) is well approximated by (8) . Under these conditions, the new action is almost scale invariant and the configurations (10) turn out to be good approximate solutions even for V new (φ). Note that as long as we limit ourselves to consider bounces of "large size" (large with respect to 1/M P ), even in the presence of the higher order operators φ 6 and φ 8 , the configurations (10) are (quasi-)solutions to the euclidean equation of motion (a result to be expected).
In the computation of the tunneling time, then, these configuration have to be taken into account. Will will come back to this point at the end of this section. But for now, let us look for the existence of exact bounce solutions to the euclidean equation of motion (5) with the potential (22) . Although we cannot rely on analytical tools, with the help of forward-backward shooting techniques [39] , we can search for numerical solutions.
For our purposes, it is useful to rescale the radial coordinate r and the field φ by defining the dimensionless coordinate x and the dimensionless field ϕ in terms of Planck mass units
Eq. (5), with the potential (22), then becomes
while the boundary conditions are
In Appendix B, Eq. (25) . Going back to dimensionful quantities, naming φ bou (r) the dimensionful counterpart of ϕ bou (r) (see (23)) and defining the size R of this bounce according to (13) , i.e. as that value of r such that
we obtain
As for the corresponding action, from (9) and (22) we have
Note that this action is much, much less than the action in Eq. (18), implying that the lifetime of the electroweak vacuum is much, much smaller. Let us pause for a moment to make some comments. The classical theory considered in the previous section is scale invariant. This is why we found an infinity of bounce solutions with all possible values of the size. The quantum fluctuations lifted the degeneracy and the path integral was then dominated by a single bounce with a well defined size R M . In the present case, the classical theory with potential (22) is no longer scale invariant. Accordingly, there is no degeneracy in the bounce size already at the classical level. Our numerical procedure, in fact, has shown that there is only one bounce, with a well defined size R, that solves the euclidean equation of motion and satisfies the boundary conditions for the bounce. This removal of the degeneracy at the classical level certainly occurs whenever new physics interactions at the Planck (or, more generally, new physics) scale are included.
Having at our disposal R and S[φ bou ], we are in the position to compute, according to (14) , the tree-level contribution to τ , i.e. the contribution obtained neglecting the quantum fluctuation (∆S = 0)
Eq. (31) is the key result. It has to be compared with Eq. (19) of the previous section. From this comparison we immediately see that the inclusion of new physics interactions at the Planck scale, already at the classical (tree) level, has produced a dramatic modification in the electroweak vacuum lifetime. A bona fide computation where new physics interactions at the Planck scale are explicitly taken into account has shown that they have a huge impact on the electroweak vacuum lifetime. Clearly, such values for λ 6 and λ 8 are phenomenologically unacceptable. This shows the importance of Planck scale operators on the metastability calculations, and shows that the conventional diagram of Fig. 1 can be drastically changed by such operators.
It might be surprising that the Planck scale operators can have such a large effect. After all, while the value of the field at the center of the bubble is fairly close to the Planck scale, it isn't substantially larger (and most of the field values throughout the bubble wall are substantially smaller) and thus one might expect O(1) corrections, not the huge corrections we have seen. However, one must keep in mind that tunneling is a non-perturbative phenomenon. The tunneling rate is computed by looking for the bounce solution and then considering quantum fluctuations on top of that. While the latter are perturbative, and thus suppressed by inverse powers of the Planck scale, the former is not.
The potential (22) (previous section) and e −S[φ bou ] (this section), and these two numbers are exponentially decoupled.
As in the previous section, the next step consists in the inclusion of the quantum fluctuations. Once again, the contribution of the fluctuation determinant is given in terms of the factor e ∆S and, as before, each of the different sectors of the theory (Higgs, gauge, goldstone, top) provides a contribution to ∆S (∆S = ∆S H + ∆S t + ∆S gg ). These are computed in Appendix A. Here we present the results in the Collecting now the different multiplicative contributions listed above to the electroweak vacuum lifetime τ , we finally have
As before, we have an enormous difference between the tree level result (31) for τ and the quantum corrected one (32), but we again see that the bulk of the contribution to τ comes from the classical level, which, in this sense, provides a "good" estimate of τ .
In the case that we have just considered, the electroweak vacuum lifetime τ turns out to be enormously shorter than the age of the universe, thus showing that the metastability scenario is far from being a generic feature of theories which allow for the SM to be valid all the way up to the Planck scale. The expectations and arguments of [18, 21, 22] are simply not fulfilled.
Clearly, in the light of the above results, the SM phase diagram in the M H − M t plane of Fig. 1 no longer holds. For the case that we have considered, for instance, the instability line is tremendously lowered and the big dot in the figure, corresponding to M H = 125.7 GeV and M t = 173.34 Gev, lies within the instability region. See [34] , where new phase diagrams of this kind are plotted.
Before ending this section, we would like to come back to the question of the existence of other bounce solutions and/or of configurations that are quasi-solutions. In principle, if, in addition to the solution found above, other solutions or quasi-solutions are present, they could contribute to τ and the result (32) should be revisited. However, this is not the case here. As we have just seen, in fact, the action related to the solution φ bou (r) found above, is S[φ bou ] ∼ 80 (see (30) ), while for the (quasi-)solutions mentioned at the beginning of this section, the action is (see (18) ) S[φ b ] ∼ 1800. This means that the contribution of the latter is enormously (exponentially) suppressed as compared to the contribution of φ bou (r). 
= −0.987. As explained in the text, the latter provides a good approximation to V new (φ) for values of φ around η. The dashed line is the potential in the absence of new physics interactions (λ 6 = 0 and λ 8 = 0).
IV. ANALYTICAL APPROXIMATIONS
We would like to compare now the results of the previous sections with those obtained in [32] , where the presence of new physics interactions was studied with the help of an approximation for the potential V new (φ) in (22) that made it possible to get analytic solutions for the bounces.
The solid line in fig. 6 shows the plot of the potential (22) with λ = −0.01435, λ 6 = −2 and λ 8 = 2.1. Up to the scale η 0.7912 M P (that will be determined self-consistently in the following), V new (φ) is well approximated by an upside down quartic parabola, V new (φ)
. For φ > η, V new (φ) bends down creating a new minimum at φ min 0.979 M P . Therefore, for values of φ larger than (but close to) η, φ η, V new (φ) can be linearized and we get V new (φ) =
. The previous approximations can be included in a single expression. Indeed, the potential V new (φ), for values of φ around η, can finally be written as
The equation of motion possesses the bounce solution where
R being the size of the bounce (see Eq. (34)), and the action is
From Eq. (31) we see the expression for the main contribution to the tunneling time. Therefore, in the approximation that we are considering, the tunneling time is obtained maximizing the expression
with respect to η. This in turn determines the value of η appearing in Eq. (33) . By considering the values λ = −0.01345, λ 6 = −2 and λ 8 = 2.1 of the example in Fig. 6 , we find η = 0.7912 M P . The dotted line in this figure is the plot of the approximation in Eq. (33) for the potential V new (φ) for the above value of η. We immediately see that this is an excellent approximation for the potential for value of φ close to η. In this respect, we should note that for the purposes of computing the bounce, this is the only region of interest [40] .
The profile of the bounce solution found with this approximation is shown in Fig.7 and has to be compared with the bounce obtained numerically, shown in Fig.5 . Moreover, the tunneling time under this approximation turns out to be
that is a quite good estimate for τ , to be compared with the exact numerical result of Eq. (31).
V. CONCLUSIONS
During the early discussions of the stability of the Standard Model Higgs potential, the top quark and Higgs masses were completely unknown. It is remarkable that the values of these masses turn out to lead to a corner of parameter-space in which the stability, metastability and instability regions are so close together. As a result, calculations need to be carried out to higher precision in order to determine the ultimate fate of our vacuum.
Although these calculations have been done, it was shown in Refs. [32] [33] [34] that higher dimensional Planck scale operators, neglected in previous calculations, could have an enormous effect on the tunneling rate, and thus on the lifetime of the Standard Model vacuum. As a result, predictions of the fate of our vacuum without knowledge of these operators cannot reliably be made.
Neglecting Planck scale operators would seem to be completely reasonable, since the electroweak vacuum becomes unstable at a scale of 10 11 GeV, far, far below the Planck scale. In this paper we have pointed out two reasons why they are still important (and can dominate the tunneling rate). First, when the Higgs field tunnels through a potential barrier (in more than one dimension), the value of the field at the center of the bubble is much, much bigger than the location of the instability. This is because additional vacuum energy is needed to overcome the gradient terms in the Higgs Lagrangian; this is nothing other than needed a large volume energy difference to overcome surface tension. In the SM, this results in the value of the field at the center of the bubble being roughly 10 7 times the value at the instability, which happens to be close to the Planck scale. Second, tunneling is an inherently non-perturbative process, and thus one's naive expectation that higher dimensional operators will have effects which are strongly Planck-scale suppressed may not be valid. All one can do is to redo the calculations including higher dimensional operators to see if their effect is significant. This was done in Refs. [32] [33] [34] , where it was shown that they can have a huge effect.
These previous calculations made several simplifying assumptions. They used an analytic approximation to the Higgs potential and for the tunneling rate. While this is a reasonable way to estimate the size of the Planck scale operators, a more precise calculation is needed. In this paper, we have improved on the previous results in several ways. We have used fully numerical techniques to solve for the bounce action and the tunneling rate, without the earlier analytic approximations. We have included not only Higgs loop contributions to the tunneling rate, but the contributions of the other fields as well. In addition, a toy SU(5) model shows that the type of higher dimensional operators with the given coefficients is completely reasonable. The results confirm the earlier calculations and show that Planck scale operators do, in fact, have a huge effect on the tunneling rate. Only with knowledge of these higher dimensional operators can the fate of our vacuum be known.
There are many other situations in which these operators can have a large effect. As noted in Ref. [34] , the Higgs inflation scenario would be drastically altered. In fact, one generally can be concerned about the basic slow-roll inflation scenario. It is always assumed that the inflaton rolls down the potential, following the classical equations of motion. However, while it is rolling, it could tunnel through, changing the inflation scenario completely; higher dimensional operators can drastically alter the tunneling rate, making this possibility much more likely. Clearly, there are many potential applications of this scenario.
Finally, as the higher dimensional Planck scale operators could have an enormous impact on the stability phase diagram of the Standard Model, the common expectation that more precise measurements of the top and Higgs masses would allow one to discriminate between whether our vacuum is stable or metastable (or critical) turns out to be unjustified. Without the knowledge of the (Planck scale) new physics interactions, no conclusion on the electroweak vacuum stability can be drawn, a better knowledge of M t and M H being of no help in that respect [34] . (14), (15) and (20) in the text.
If we denote with χ r (x) all of the SM fields (the index "r" indicates the different fields), the semiclassical approximation to the path integral for the computation of the tunneling rate is obtained by expanding around the configuration χ 
where η j (x) is a complete set of orthonormal eigenfunctions of the second variation operator
where the r and s indices run over all the sectors of the model. The computation of the tunneling rate is complicated by the presence of some zero eigenvalues in the spectrum of the operator S [χ b ] and of a negative eigenvalue. The zero modes are related to symmetries of the classical action with respect to four translations (in Euclidean space-time), to dilatation (a symmetry that is broken by quantum effects), and to three SU (2) global rotations. With reference to the two cases treated in the text, where we have considered the case of the Standard Model alone with the quartic potential, and the case where the SM is modified due to the presence new physics interactions, higher powers of the scalar field, the dilatation symmetry of the classical action is present only in the first case.
In the functional space, these are flat directions and we take care of them with the help of eight collective coordinates (seven in the case that the dilatation invariance is absent). Let us indicate with γ i (for i = 1, ..., 8) these collective coordinates: the spatial coordinates x µ 0 of the center of the bounce, the three Euler angles θ i of the group space of SU (2), and the size of the bounce R.
Actually, the instanton (bounce) size R is a collective coordinate only when the theory is scale invariant (dilatation symmetry). This is the case for the SM (when the scalar mass term is neglected). When new physics interactions as those appearing in the potential (22) are taken into account, the dilatation symmetry is lost, the collective coordinate R is missing, and we have only seven zero modes.
In the following we will treat the case when all of the eight symmetries are present, bearing in mind that we are also interested to the case when dilatation symmetry is lost. Therefore the Superdeterminant of the fluctuation operator is modified according to
where the γ i are the collective coordinates mentioned above, that allow to perform the integration along the flat directions exactly. The contribution of the zero modes is encoded in the Jacobian The factor (2π) −8/2 arises to compensate the missing gaussian integrations and the negative mode provides the factor 1/2 and the absolute value in the determinant [31] .
Let us define the SU (2) multiplet Φ b (x) as
The Jacobian J = (2π)
is written in terms of the norm of the eight linearly independent zero modes
and turns out to be
Since the above matrix has a block diagonal form, J can be expressed as the product of J trans , the contribution of the translational zero modes, times J SU (2) , the contribution of the zero modes related to the SU (2) global symmetry, times J dil , the contribution of the dilatation zero mode.
The Jacobian J trans is given by
As for the Jacobian J SU (2) , let us consider it in conjunction with the integration in the three corresponding collective coordinates
where
We can obtain an expression that is the product of a measure term invariant under the global SU (2) transformation times a quantity that does not depend on the variables θ i . To this end, we multiply and divide the expression in Eq. (A7) for sin θ 2 . Then, by further multiplying and dividing the same expression for R 3 , we can also extract the dimensions from J SU (2) thus obtaining
where the new dimensionless jacobian J SU (2) is
and the invariant measure is d 3 θ sin θ 2 . J SU (2) can be now be made explicit by writing Φ b in terms of a generic SU (2) transformation applied to Φ 
in Eq. (A9) and performing some algebraic manipulations we get
where T i (for i = 1, 2, 3) is the real representation of the SU (2) generators. Finally the contribution of the dilatational zero mode J dil is
Bearing in mind that the integration over the SU (2) angular variables provides a factor 16π 2 and that the volume factor d 4 x 0 is four times the time of the universe T U , referring to Eq. (4) in the text, we find that the tunneling rate T U /τ for unit volume and time is
where T U is the age of the universe and V the volume (V = T 3 U ). Note that the dimensional factor T 4 U dR R 3 is compensated by the dimension of the ratio SDet (S (χ b ))/SDet(S (0)).
Finally, we recall that the fluctuation determinant breaks the scale invariance, so that only one of the bounces, with a specific value of the size R, dominates the above integral. Referring again to the notation introduced in the text, we indicate with R M this value of R and we have
that immediately brings to Eq. (15) used in the text. It is worth stressing here that when the dilatation symmetry is absent, as is the case for the modified potential considered in this paper, where new physics interactions are added to the usual SM potential (see Eq. (22) in the text), the above formula has to be modified in the following three aspects. The size R of the bounce that appears in (A14) is no longer the result of the maximization of the integrand function, but comes directly from the equation of motion (the action is not scale invariant already at the classical level, so we have only one bounce, no degeneracy). For the same reason, J dil is absent and the factor R −8 becomes R −6 . The next step concerns the evaluation of the ratio
with contributions from the different sectors of the Standard Model. More specifically, we have to compute the contribution from the Higgs field φ, the three Goldstone bosons G i (for i = 1, 2, 3), the four gauge fields A a µ (for a = 1, 2, 3, 4), the four corresponding ghost fields c a and the heaviest matter contribution, i.e. the contribution from top quark ψ (the contribution of the other fermion fields are far less important and can be neglected).
In the following we will see that the S operator takes block diagonal form, each block being related to one of the following three different sectors: Higgs, top, and gauge + goldstone. To this end, we write down the different contribution to the EW Lagrangian and extract its quadratic part in the fields, the only part that is relevant for the computation of the fluctuations around the bounce.
The action of the scalar sector of the model, Eq. (1) is usually written in terms of the SU (2) doublet of Eq. (2) (here we write φ = φ b + H)
However for our purposes it is useful to consider the real four dimensional representation of the SU (2) × U (1) group acting on the scalar multiplet φ i = (G 1 , G 2 , G 3 , φ b + H), so that by adding the interaction term between the scalars and the gauge fields we get
where (with the mass term neglected, i.e. for large values of the scalar field)
when we consider the SM interactions only. When, on the contrary, we also take into account the presence of new physics interactions as those considered in Eq. (22), the potential takes the form
The computation of the fluctuation determinant in the presence of these additional terms presents quite nontrivial aspects. However, for the time being, we continue to write the formulas referring only to the potential of Eq. (A18), bearing in mind that they have to be modified by inserting the potential Eq. (A19) when we take into account the presence of new physics.
Note that in Eq. (A17) we have written the covariant derivative D µ in terms of the 4 × 4 SU (2) × U (1) generators T a (a = 1, 2, 3, 4), of the four gauge bosons A a µ and of the gauge coupling g a (that are g for a = 1, 2, 3 and g for a = 4, i.e. the usual SU (2) and U (1) couplings, respectively) as
The quadratic part of Eq. (A17) is therefore given by
where the equation of motion −∂ 2 φ b + λφ 
The kinetic term for the four gauge bosons is given by
The f abc are the structure constants of the group which are equal to abc when all the indices take one of the values 1, 2, 3 and zero otherwise. The quadratic part in the gauge fields of the lagrangian in Eq. (A23) is given by
where again the rotation in Eq. (A22) is considered. We use the R ξ gauge fixing, so that the gauge fixing lagrangian is written as
The quadratic part of the lagrangian in Eq. (A26) is
Note that the terms that mix the gauge and Goldstone fields in Eq. (A27), together with the analogous terms in Eq. (A21), give
Moreover, the contribution to the determinant coming from the field A µ in Eqs. (A21) and (A27) is the same as in the free case. Therefore, when the ratio of determinants is performed, this terms disappear.
In addition to the gauge fixing terms, the Fadeev-Popov quantization also requires the introduction of four additional ghost fields c a (with the corresponding conjugate fields c * a ), the lagrangian being
where the covariant derivative for the ghost fields is given by
As in the case of the A µ fields above, the ghost c 4 gives the same contribution as in the free case, then it can be neglected.
Finally, for the fermions fields, the only relevant contribution comes from the top quark (all the other contributions being negligible). The quadratic part of the top lagrangian, in the bounce background field, is then (g t is the Yukawa top coupling and ψ the top field)
With all the above building blocks at our disposal, we are finally in the position to write the fluctuation operator S (χ b ). It takes the block diagonal form
where i = 1, 2, 3 and we have setÃ
. Since this matrix is block diagonal, SDet in Eq.(A15) becomes the product of the different determinants appearing in the different blocks, i.e. the product of the determinants of the operators
We can then write the tunneling time in Eq.(A14) as
Eq. (A35) has to be compared with Eq. (14) in the text.
It is important to note that the contribution ∆S H of Eq. (A36) is greatly modified when the potential with the new physics interactions (A19) replaces the SM potential (A18). Namely, J dil is missing and R 8 rather than R 10 appears (we have already commented on the size of the bounce to be considered).
Let us compute the different contributions to the fluctuation determinant, (A36), (A37), and (A38), in the two cases of interest for us, namely the case where only SM interactions are considered, potential given by Eq. (A18) (Section II), and the case where we take into account the new physics interactions at the Planck scale, namely the case of the potential (A19) (Section III).
Let us begin with the Jacobian factors. As for J trans , that appears in Eq. (A36) for ∆S H , from Eq. (A6) we already know that
In the case of the SM potential alone (Section II), Eq. (A18), we have (see Eq. (11))
Inserting the value of λ considered in the text (λ = −0.01345), we get
If we now consider the potential with the inclusion of the new physics interactions (Section III), while ln J trans is still given by Eq. 
Let us consider now the contribution of J dil to ∆S H . As we have already said, the contribution of J dil appears only for the SM case. From Eq. (A12) we see that this contribution is given by
where we have defined y as y = r/R M . Moreover, the integral over the radial coordinate r is infra-red divergent. This is due to the fact that in the potential the mass term has been neglected. For this reason, an infra-red cut-off r = 1/v has been inserted, thus getting the above result. By considering the values of λ and R M given in the text, we get
Finally we move to the contribution of J SU (2) to ∆S gg . From Eq. (A11) we have
In the case of the SM potential alone (Section II), Eq. (A18), we have
where, as for J dil , y = r/R M and we have inserted an infra-red cut-off r = 1/v. By considering the values of λ and R M given in the text, we get
If we now consider the potential with the inclusion of the new physics interactions (Section III), as for the case of J trans , we have to move to the numerical evaluation of the bounce solution (Section III and Appendix B). Then, by taking the values of λ, λ 6 and λ 8 considered in the text (see Section III), from Eq. (A45) we get
Let us move now to the computation of the determinants, and focus our attention on ∆S H , i.e. on S H . As is well known, the functional determinant is obtained by solving the eigenvalue equation
where ψ are the eigenfunctions of S H and λ the corresponding eigenvalues. In ∆S H , the ratio Det
appears. The prime in the determinant is due to the fact that only the non zero eigenvalues have to be considered in the evaluation of the determinant.
Due to radial symmetry,
] only depends on r, and we can use the powerful Gelfand-Yaglom method for the computation of the determinant. Following [41] , the logarithm of the ratio of determinants, with some specifications given below, is then obtained as (j = 0, 1/2, 1, 3/2, 2, ...)
and each of the ρ j (r) is solution of the differential equation
with boundary conditions ρ j (0) = 1 and ρ j (0) = 0. (ρ j (r) is the second derivative of ρ j (r) w.r.to r,...). As for the laplacian operator ∂ 2 , we can write it as
where the operatorĴ Eq. (A51) is ill defined in the following three aspects. One of the eigenvalues related to j = 0 is negative, and a second one is vanishing and is related to the dilatation invariance of the theory. Actually, this is true only when we do not consider the presence of new physics interactions, in which case there is no dilatation invariance. Moreover, four of the eigenvalues entering in ρ 1/2 vanish, as they correspond to the four translational zero modes. Actually ρ 0 and ρ 1/2 can be separately treated in a standard way [39, 41] (see below). Finally, the sum in Eq. (A51) is divergent. This is the usual UV divergence.
If we consider, for instance, the SM case with the λφ 4 potential, inserting the bounce, Eq. (10), in V (φ b ) of Eq. (A53), and then taking the limit in Eq. (A52) we have
From the above equation, it is immediate to see that, if we cut the sum in Eq. (A51) to a maximal value of j, say j = j max , we get terms proportional to j max (quadratic divergences), terms proportional to ln j max (logarithmic divergences), finite terms and then terms O(1/j max ).
If we now consider the potential with the insertion of the new physics operators, Eq. (A19), the differential equations (A53) can be solved only numerically. However, also in this case, we can still easily recognize the quadratic and logarithmic divergences as well as the finite contributions.
In order to get rid of these divergences, we have to follow the usual renormalization procedure, i.e. we have to introduce counterterms δS ct H , and get for the renormalized sum 1 2
Naturally, the determination of the counterterms depends on the choice of the renormalization conditions and scheme. One possibility consists in extracting the divergences from Eq. (A51) by expanding the ρ j for large values of j. The first two terms of this expansion provide nothing but the quadratic and logarithmic divergences. By subtracting these terms, we operate a specific choice of counterterms δS ct H , that finally would lead to renormalized quantities, in particular to the renormalized quartic coupling.
However, in order to make contact with the existing literature, it is convenient to adopt a more conventional renormalization procedure, namely the M S scheme. This amounts to the following procedure [18] .
First we solve perturbatively the differential equation for the ρ j (r), Eq. (A53), by considering V (φ b ) as a perturbation, expanding the functions ρ j (r) as ρ j (r) = 1 + ρ 
2 ). Then we take the limit for r → ∞ and compute the expression
which turns out to be finite. This is because the above combination of ρ (1) and ρ (2) has the same divergences of ln ρ j . Referring again to Eq. (A51), one immediately verifies that such a procedure corresponds to subtract from the first member of Eq. (A51) the first two terms of the perturbative expansion
Finally, the contact with existing literature is made when Eq. (A56) is written by adding and subtracting the quadratic and logarithmic divergencies written once in the form given in Eq. (A57), once in the form given in Eq. (A58), i.e. by writing 1 2
The sum in the r.h.s of the first line is computed numerically. For the potential in Eq. (A18), i.e. for the potential of the SM alone, the result does not depends on the values of the SM couplings. By performing the numerical computation for this sum, we get: 6.02. When we include the couplings λ 6 and λ 8 , i.e. when we consider the potential of Eq. (A18), we find that the sum depends on these latter couplings as well as on the other ones. For the numerical example considered in the text, λ 6 = −2 and λ 6 = 2.1, and for the central values of the top and Higgs masses, M t = 173.34 GeV and M H = 125.7 GeV, we finally find for this sum: 2.46.
As for the first two terms in the second line of the Eq. (A59), they are nothing but the quadratic and the logarithmic divergences respectively, and can be computed with the help of ordinary momentum integrals (Fourier space). By computing these integrals within the framework of the M S scheme, and determining the counterterms accordingly, we have
where L = ln (µR M e γ E /2), γ E is the Euler gamma and
whereṼ ( 
For the evaluation of ∆S t and ∆S gg in Eqs. (A37) and (A38), we have to follow steps very similar to those used for ∆S H . The only novelty is that we now have to deal also with (Dirac and/or Lorentz) indices, the eigenfunctions of the corresponding fluctuation operators, S t [φ b ] and S gg [φ b ], having an additional algebraic, spinor or vector, structure that can de dealt with in a standard manner [42] .
When we consider the SM theory only (SM couplings only), i.e. when the potential of the scalar sector is given by Eq. (A19), the expression for the renormalized determinant appearing in ∆S t only depends on the ratio of the top Yukawa coupling to the quartic coupling, g 2 t /|λ|, and turns out to be 
Finally, we have to consider ∆S gg . When the SM interactions only are taken into account, the renormalized determinant appearing in ∆S gg turns out to depend on the two ratios g 2 |λ| and (g 2 + g 2 )/|λ|, and we have
where again F g is a numerical function. We find that the renormalized couplings at the renormalization scale µ ren = 2e 
Once again, when we consider the potential (A19) with the contribution of new physics interactions, and therefore the contribution of the additional couplings λ 6 and the λ 8 , the expression corresponding Eq. (A69) can be computed only numerically. Performing this computation, and then including the contribution of Eq. (A48), we finally find
This latter result completes the work of this Appendix. Actually, by collecting all of the quantum fluctuation contributions ∆S i , discussed in the present appendix, the tables for the loop contribution to τ presented in section II and III are obtained.
Appendix B
In this appendix we present the numerical determination of the bounce solution to Eq. (25) of Section III in the text, with boundary conditions given by Eqs. (26) and (27) . These boundary conditions at x = 0 and x = ∞ are implemented by first considering a minimal and a maximal value of x, x min and x max , and then studying the convergence of the solution (to the desired level of accuracy) by taking lower and lower values of x min and higher and higher values of x max . As described in Ref. [5] , one technique is to guess values of φ(0) and integrate outward. If the value of φ(0) is too large, then φ will overshoot the value of φ at the false vacuum, whereas if it is too small, it will undershoot. So one can gradually converge on the correct value. However, the forward-backward shooting method converges more quickly.
To proceed with such an analysis, however, we first need to study analytically the asymptotical behavior of Eq. (25) around x = 0 and x = ∞. Let us begin by performing an expansion of ϕ(x) in powers of x around x = 0. For our purposes, it is sufficient to consider an expansion up to x 8 . We write only the first few terms,
where, due to the condition ϕ (0) = 0, the linear term is missing. Inserting the expansion (B1) in (25), we find that the coefficients of odd powers of x vanish, while those of even powers of x are all given in terms of B 0 (from now on indicated with B):
where only the first and the second term of the expansion are explicitly written.
As we shall see in a moment, the coefficient of x 2 (for the case of interest to us) is negative and Eq. (B2) shows that, for values of x close to x = 0, the bounce behaves as an upside down parabola. This observation is very useful for our numerical analysis.
Let us study now the asymptotic region x → ∞. As the bounce has to fulfill the condition (26), we expand ϕ(x) in powers of 1/x. For our purposes, we perform the expansion up to 1/x 20 . Writing again only the first few terms,
Inserting the expansion (B3) in (25), we find that the coefficients of odd powers of 1/x vanish, while those of even powers are all written in terms of A 2 (from now on indicated with A)
where, as for Eq. (B2), only the first and the second term are explicitly written. Eq. (B4) shows that, for large values of x, ϕ(x) behaves as 1/x 2 . As we shall see in a moment, this observation is very useful for our numerical analysis.
Let us proceed now with the forward-backward shooting. Going back to Eq. (B2), we choose a value of x close to x = 0, say x = x min << 1, and consider the two "initial conditions" ϕ(x min ) and ϕ (x min )
for the integration of the second order differential equation (25) . Choosing also a value x = x max >> 1, Eq. (25) is integrated, for different choices of B, in the range [x min , x max ].
As from (B4) we know that, for large values of x, ϕ(x) behaves as 1/x 2 , the search for the bounce is realized by tuning B so that, for large values of x (actually up to x max ), the product x 2 ϕ(x) reaches a plateau. This completes the "forward" part of the method. For 25), with λ = −0.01345, λ 6 = −2 and λ 8 = 2.1. The x range goes from x = x min = 6×10 −2 to x = 50, although the numerical integration is performed up to x max = 10 2 . This figure well illustrates the forward shooting. Eq. (25) is integrated starting with the initial values (B5) for ϕ(x min ) and ϕ (x min ) at x = x min = 6 × 10 −2 . The parameter B is tuned until x 2 ϕ(x) saturates to a plateau for values of x greater than x min and at least up to x max . We see that for B = 0.967 (dotted line) and B = 0.9665 (dashed line), x 2 ϕ(x) diverges downwards and upwards, respectively. For B = 0.966777 (solid line), the plateau is reached and our first approximation to the bounce is obtained .
the "backward" part, we have to follow similar steps, but starting from large values of x and integrating back our differential equation (25) towards small values.
Let us study now this equation for the values of the coupling constants considered in the text, namely λ = −0.01345, λ 6 = −2 and λ 8 = 2.1. The forward shooting described above is illustrated in Fig. 8 , where x 2 ϕ(x) is plotted against x. For the integration range, we have chosen x min = 6 × 10 −2 , x max = 10 2 . The central part of the forward shooting is the tuning of the parameter B. In Fig. 8 , we plot three curves x 2 ϕ(x) for three different values of B. Although the x range in the figure goes from x = x min = 6 × 10 −2 to x = 50, the numerical integration is performed from x min = 6 × 10 −2 up to x max = 10 2 . The dotted line is obtained for B = 0.967. After a first transient regime, from x = x min up to x ∼ 5, the product x 2 ϕ(x) becomes almost constant in the range from x ∼ 5 to x ∼ 10. For x > 10, however, it starts to decrease, so that the corresponding ϕ(x) does not satisfy the asymptotic condition ϕ(x) ∝ 1/x 2 . For a lower value of B, B = 0.9665, the product x 2 ϕ(x) is given by the dashed line of Fig.8 . Again, after a first transient regime, x 2 ϕ(x) becomes almost constant in the range from x ∼ 5 to x ∼ 10. For x > 10, however, x 2 ϕ(x) starts to increase, again violating the asymptotic condition ϕ(x) ∝ 1/x 2 . Finally, continuing with the tuning of B, it is found that, for B = 0.966777 (solid line), the product x 2 ϕ(x), turns out to reach a plateau up to x = x max (in the figure the x range is extended only up to x = 50). The corresponding numerical solution ϕ(x) is then our first estimate of the bounce (in the range x min ≤ x ≤ x max ).
The next step of our numerical procedure is the backward shooting, where we integrate backward Eq. (25) . The x range goes from x min = 10 −2 to x = 0.15, although the numerical integration is performed from x max = 10 2 down to x min = 10 −3 . Eq. (25) is integrated with initial values (B6) for ϕ(x max ) and ϕ (x max ). The parameter A is tuned until ϕ (x)/x saturates to a plateau for small values of x. For A = 13.39776497 (dotted line) and A = 13.39776498 (dashed line), ϕ (x)/x diverges downwards and upwards, respectively. Finally, for A = 13.3977649785377 (solid line), the plateau is reached. We have then, to a very high degree of numerical accuracy, the bounce solution to our equation. 
Similarly to the forward case, we have to fine tune the parameter A so that, according to (B2), the solution ϕ(x), for small values of x, satisfies the condition
in the range [x min , x max ].
In Fig. 9 we plot ϕ (x)/x versus x for three different values of A and illustrate how the fine tuning of A is realized. The domain of our numerical (backward) integration ranges from x max = 10 2 down to x min = 10 −3 , although in the figure we only show the range from well within unitarity limits. Of course, the contribution to λ 6 would be even larger if, as expected, the unification scale is well below the Planck scale.
For the φ 8 term, one has three diagrams, one with four Ψ 0 , one with four Ψ 3 and one with two of each (there are six copies from combinatorics). The contributions to λ 8 are 
Again, these can easily be large and still be within unitarity bounds, even if the unification scale is at the Planck scale. Note that the expressions are positive, and thus Eq. (22) would be bounded. Also note that, to leading order, there are no φ 10 terms, further justifying the truncation in Eq. (22) .
This model is not to be taken too seriously, of course, but does demonstrate how a very simple unified theory can give the effective low energy theory of Eq. (22) .
