Abstract
Introduction

14
The decoding of neural activity is a powerful and ubiquitous approach to understanding information process-15 ing in the brain. Decoding is typically cast as a mapping from neural data to a sensory or motor variable, 16 such as the identity of a visually presented object or the reaching direction of a motor action; the same idea 17 can be applied to more abstract or even hidden states such as context or past history. By comparing a de-18 coded ("reconstructed") variable with the actual value, the contributions of features such as spike timing, 2008). These decoding approaches share the property that when a known stimulus value is available along 24 with neural data, decoding performance can be optimized relative to a known "ground truth" (i.e. the actual 25 stimulus value).
26
Increasingly so, however, decoding is also applied to brain activity occurring in the absence of any overt 2014; Allen et al., 2016) . Thus, it is unlikely that the mapping between neural activity and encoded location 49 (the "encoding model") remains the same between overt and covert epochs, raising the possibility of biases 50 in our ability to decode specific stimulus values (such as different locations along a track).
51
To address the above issues, we provide several practical improvements to commonly used decoding pro-52 cedures, of particular use for applications to internally generated activity. In acknowledgment of the likely 53 different encoding model in force during overt and covert neural activity, we suggest that decoding perfor-54 mance should be optimized for generalization performance (i.e. to do well on withheld data not used to 55 estimate the parameters of the decoder). We compare optimal decoding parameters and resulting decod-56 ing errors for different splits of the data, and show that these not only result in different overall decoding 57 performance, but also in different performance distributions over the stimulus space. Finally, we show that 58 regardless of the type of split used, decoding performance can be improved by relaxing the assumption of in-59 teger spike counts used in the common Bayesian decoding procedure. These observations have implications 60 for the interpretation of decoded covert activity, and provide simple practical guidelines for best practice 61 when decoding hippocampal sequences and internally generated brain activity more generally. 
Materials and Methods
63
Overview
64
Our aim is to describe how the output of decoding hippocampal ensemble activity depends on the configu-65 ration of the decoder. In particular, we examine two components: (1) the split between training and testing 66 data, and (2) the parameters associated with the estimation of firing rates and tuning curves (the encoding 67 model). Both are described in the Analysis section. All analyses are performed on multiple single unit data 68 recorded from rats performing a T-maze task, described in the Behavior section. Data acquisition, annotation,
69
and pre-processing steps are described in the Neural data section.
70
All preprocessing and analysis code is publicly available on our GitHub repository, https://github.
71
com/vandermeerlab/papers. Data files are available from our lab server on request by e-mail to the 72 corresponding author.
73
Neural data
74
Subjects and overall timeline. Four male Long-Evans rats (Charles River and Harlan Laboratories), weigh-75 ing 439-501 g at the start of the experiment, were first introduced to the behavioral apparatus (described 76 below; 3-11 days) before being implanted with an electrode array targeting the CA1 area of the dorsal hip-77 pocampus (details below). Following recovery (4-9 days) rats were reintroduced to the maze until they ran 78 proficiently (0-3 days), at which point daily recording sessions began. On alternate days, rats were water-79 or food-restricted. In parallel with the maze task, some rats (R042, R044, R050) were trained on a simple
80
Pavlovian conditioning task in a separate room (data not analyzed).
81
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Behavioral task. The apparatus was an elevated T-maze, constructed from wood, painted matte black with 82 white stripes applied to the left arm ( Figure 1 ) and placed on a metal frame approx. 35 cm in height. The 83 distance from the start of the central stem to the ends of the arms was 272 cm (R042) or 334 cm (R044, 84 R050, R064; these numbers are subject IDs). 6% sucrose (∼0.1 ml) was dispensed upon reaching the end of 85 the left arm, and food (5 pellets of Test Diet 5TUL 45 mg pellets) was dispensed upon reaching the end of 86 the right arm.
87
Daily recording sessions consisted of (1) a pre-behavior recording epoch, taken as the animal rested on a 
94
Because rats were food-or water-restricted, they tended to prefer choosing the arm leading to the outcome 95 to which their access was limited. On some sessions, access to a preferred arm was blocked with a movable 96 barrier to ensure sampling of the non-preferred arm (forced choice). Trials on which the animal turned 97 around, or exhibited other disruptive behaviors (climbing on the barrier, extended grooming, etc.) were 98 excluded from analysis.
99
Electrode arrays and surgery. Subjects were each implanted with a single-bundle microelectrode array 100 targeting the CA1 region of dorsal hippocampus in the right hemisphere (AP -4.0mm, ML +2.5mm). R042 101 and R044 were each implanted with a 15-tetrode 1-reference array, and R050 and R064 were each implanted 102 with a 16-tetrode 4-reference array. Surgical procedures were as described previously (Malhotra et al., 2015) .
103
Briefly, the skull was exposed and a ground screw was placed through the contralateral parietal bone. Arrays 104 were lowered to the surface of the cortex through a craniotomy, and the remaining exposed opening was sealed with a silicone polymer (KwikSil). Then, the arrays were anchored to the skull using small screws 106 and acrylic cement. Rats were given a minimum recovery period of four days, during which antibiotics and 107 analgesics were administered, before retraining began. Tetrodes were slowly advanced to the CA1 layer 108 over a period of 4-9 days. The first recording sessions began no sooner than nine days after surgery. All Overview. Our main approach is to employ a standard memoryless Bayesian decoder, common to all anal-135 yses and described below. We will vary first, the nature of different splits in the data between "training" and
136
"testing", and second, parameters associated with the estimation of input firing rates (spike density functions) 137 and input tuning curves (the "encoding model"). In all these cases, the output of the decoding procedure is,
138
for each time bin, a probability distribution over (linearized) position, given the observed spiking activity. error can then be defined as the distance to the true position E bins (t) = |x(t) −x(t)|. Because x has the unit 145 of bins, this quantity is converted into a worst-case error in centimeters as follows:
where b is the bin size in cm (we used 3 cm for the results reported here, and a time bin τ = 25 ms).
147
We use this decoding procedure here because it has become the de facto standard in the hippocampal place Cross-validation. The data used for the estimation of the encoding model (tuning curves; "training data") 154 may be the same as the data used for decoding and error estimation ("testing data"), but this need not be in the results reported here are (1) the split in the data between trials used for estimating tuning curves ("encoding spikes") and trials used for decoding ("decoding spikes"; see Figure 3 for a detailed explanation), (2) the width of the Gaussian kernel σ T C used to smooth the tuning curves (the empirically determined mapping from location to firing rate for each recorded neuron), and (3) the width of the Gaussian kernel σ Q used to obtain the spike density functions used as the input to the decoder. Figure 3C ) and leave-one-out decoding (decode each trial based on tuning curves from 159 all trials except the one being decoded; Figure 3D ). Decoding errors reported are always for a specific split 160 and this will be reported in the text; note that for all splits used here, each trial is decoded separately, using 161 tuning curves obtained from a set of encoding trials specific to the lap being decoded (this is unlike all-to-all 162
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The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/066670 doi: bioRxiv preprint first posted online Jul. 29, 2016; decoding, Figure 3B , in which the same set of encoding trials is used for every decoding lap). Left and right 163 trials were always treated separately, i.e. only left trials are used to decode left trials, and the same for right 164 trials.
165
Figure 3: Schematic of different splits between data used for estimating the encoding model (tuning curves, "training data") and data used for evaluating decoding accuracy ("testing data"). Data splits in the top row are "tautological" in that tuning curves are estimated on the same data used for decoding. In contrast, data splits on the bottom row measure generalization performance (crossvalidation) in the sense that the decoding data was not included in the data used for estimating the encoding model. Black cells in the matrices shown indicate trials used to estimate the encoding model. Thus, for instance, the left column in C shows that to decode trial 1, tuning curves were estimated from trial 2.
Firing rate estimation. Strictly speaking, Bayesian decoding based on the assumption that firing rates are Poisson-distributed requires integer spike counts for the estimation of P (s|x) (Figure 2 ). However, this 167 means that there will be effects of binning, which will become more prominent as the time window (bin) size 
172
To make the standard Bayesian decoding equations compatible with non-integer spike density functions, 173 we note that the denominator n i ! does not depend on x and can therefore be absorbed into a normalization 174 constant C which guarantees that x P (n i |x) = 1 (Eq. 36 in Zhang et al. 1998 ). For the results presented 175 here, we obtain spike density functions by convolving raw spike trains with a Gaussian kernel with SD σ Q , 176 discretized at a resolution of 25 ms (the τ in Figure 2 ).
177
A possible side effect of using this procedure on the decoding spikes only (i.e. not on the spikes used to 178 estimate the tuning curves, described below) is that firing rate-stimulus combinations that are inconsistent 179 across the ensemble become more likely, e.g. for every individual location x i in space, there is at least one 180 neuron that assigns P (x i |n) = 0 (such cases result in the white areas in Figure 4 ; only sessions in which at 181 least 80% of samples could be decoded were included, except when indicated explicitly in the text). This can 182 be avoided by simply convolving all spikes with the same kernel σ Q ; here we did not do so in order to show Encoding model estimation. Bayesian decoding requires an estimate of P (s|x), the probability of observ-186 ing a firing rate vector s for a given stimulus value x. As in previous work, we assume firing rates are 187 independent between neurons and Poisson-distributed around some mean rate λ; this simplification means 188 that we only need to know the mean firing rate as a function of the stimulus variable, λ(x), for each neuron.
189
These are the tuning curves, which taken together across all neurons can be thought of as an encoding model, 
tuning curve with a Gaussian kernel of standard deviation σ T C (with units in cm).
195
Results
196
We sought to determine how different configurations of the commonly used one-step Bayesian decoder hippocampal place cells. In particular, we applied different splits to the data, partitioning it into "training" 199 data from which tuning curves were estimated, and "testing" data from which decoding accuracy was de-
200
termined (a type of cross-validation). In addition, we varied parameters associated with the estimation of 201 tuning curves and firing rates (σ T C and σ Q in Figure 2 ).
202
Our motivation for exploring different data splits is the question of how internally generated sequences (e.g.
203
"replays") of neural activity can be decoded in a principled manner. For such sequences, the true mapping 204 from neural activity to stimulus space is generally unknown; after all, there is no true stimulus value to which 205 decoded output can be compared. Under these conditions, decoders should be optimized for generalization 206 performance, i.e. performance on "testing" data not used to "train" the decoder. In statistics and machine 207 learning, such cross-validation is routinely used to prevent overfitting (Hawkins, 2004; Alpaydin, 2014) .
208
Applied to the problem of decoding covert sequences, this concept suggests that we choose the decoder 209 which performs best on input data from trials not included in the estimation of tuning curves. Thus, we use 210 data from withheld trials as a proxy for internally generated sequences, such that we can estimate how well 211 various decoders are likely to perform on actual covert sequences.
212
Specifically, applied to decoding neural data collected across a number of repeated trials, as is the case here 213 in rats running a T-maze task (Figure 1) , a number of different splits between testing and training data are 
not perform any split at all, i.e. to estimate tuning curves based on the full data set, and use those to decode 216 the full data set ( Figure 3B ). We refer to this approach as "tautological" because the same data is used for 217 both. It is possible to do this at different levels of granularity, for instance going down to the single trial level 218 by decoding each individual trial based on tuning curves from that trial ( Figure 3A) , while maintaining the 219 property that the same data is used for tuning curve estimation and decoding.
220
Overall effects of different decoding configurations on accuracy 221 We found that the best outright decoding performance (as quantified by the error relative to true location)
222
was obtained using such tautological decoding. "Same-trial" decoding performed best of all data splits tested 223 ( Figure 4A ; average decoding error 5.42 ± 1.02 cm for the best-performing parameters; standard error across 224 subjects). However, if the goal is to optimize decoding performance on trials not included in the training set, 225 the picture changes. Decoding using the next trial resulted in a decoding error ∼4-fold worse than the same-226 trial decoding (19.19 ± 2.85 cm; Figure 4B ). Leave-one-out decoding was intermediate between these two 227 (11.25 ± 1.58 cm; Figure 4C ), a pattern that held across a wide range of decoding parameters (see also Thus, different data splits interact with decoding parameters to produce overall decoding accuracy.
241
To show more clearly the data in Figure 4 for selected parameter combinations of interest, we plotted sepa- Table 1 for unit counts), and we therefore used For panel D, decoding error is normalized on a single-session basis to the same-trial decoding.
Errorbars indicate SEM over subjects (n = 4).
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Effect of trial numbers on decoding accuracy
252
Given that leave-one-out decoding performed as well or better than next-trial decoding, we can ask how 253 this effect depends on the number of laps included in the leave-one-out procedure. This can be of practical 254 importance in determining the number of trials of behavioral sampling will be sufficient for decoding dur-255 ing internally generated activity. Leave-one-out and next-trial decoding can be seen as opposite ends of a 256 spectrum along which the number of trials used to estimate tuning curves is systematically varied. Overall, The results up to this point raise an obvious question: why does decoding performance depend on the way the 262 data is split between encoding and decoding (training and testing) sets? There are two major possibilities. The first one is overfitting, which assumes that estimating encoding models from a single trial includes 264 fitting a certain amount of noise which generalizes poorly to other trials. In this scenario, including more 265 trials would lead to averaging out of some of this noise, improving performance as shown above (Figure 6 ).
266
However, a further, non-exclusive possibility is that the encoding model (the mapping between position along 267 the track and neural activity) is not constant across trials. To test this idea, we plotted single-trial decoding 268 performance as a function of the "distance" between the encoding and decoding laps (this can be visualized 269 by shifting the matrix in Figure 3C horizontally, away from its shown configuration with a distance of trial). by an encoding model associated with a specific trial holds much promise for future work.
280
Decoding accuracy for different locations
281
The overall decoding error measure examined so far averages across different stimulus (location) values.
282
However, it is possible that different data splits and decoding parameters differentially affect decoding accu- and decoding; a trial distance of +1 means that the next trial is used for encoding, and so on. Raw decoding error (A) and decoding error normalized within sessions to same-trial decoding error (B) tended to increase with larger trial distances. C and D show the same data but for absolute distance, i.e. previous and next-trial decoding are both distance 1. In order to have sufficient numbers of trial pairs to perform this analysis, trial pairs on which at least 20% of samples could be decoded were included (unlike the 80% threshold used for all other results; see Methods).
track ( Figure 8A-B) . Apart from the overall difference in raw decoding error across data splits, there were 287 clear differences in how error was distributed across locations: for next-trial and leave-one-out decoding, 288 error tended to increase at the start and end of the track. In contrast, for same-trial decoding, this effect was 289 not apparent at the start of the track. Smaller differences between the same-trial and leave-one-out were also 290 apparent, such as an increase in decoding error around the choice point. 2016; are visible for the leave-one-out case in particular. The point indicated by the white arrow shows relatively 294 poor decoding at the choice point of the T-maze, an effect not apparent for the other data splits.
295
Figure 8: Average decoding error, by location along the track, for the best-performing decoding parameters (starred in Figure 4) . Column layout is as in Figure 4) , with same-trial decoding on the left, next-trial in the center, and leave-one-out on the right. A shows the raw decoding error, B shows within-session Z-scored (across space) error. Note that these distributions are different; for instance, the next-trial and leave-one-out distributions show increases in error at the start and end of the track not seen in the same-trial distribution. C: confusion matrices for actual and decoded position, averaged across sessions.
20
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Discussion
296
This study contributes two advances to the methodology for decoding internally generated neural activity.
297
First, we show that using different data splits for the estimation of the encoding model (tuning curves) and the 298 decoding of hippocampal place cell activity affects decoding performance. Specifically, although same-trial 299 decoding was the clear winner in terms of absolute decoding error, single-trial decoding generalizes poorly, 300 leading to large decoding errors when applied to trials other than the one used to obtain tuning curves. Best 301 generalization performance is obtained with leave-one-out cross-validation. Importantly, these different data 302 splits did not affect decoding performance uniformly across different positions. The second contribution 303 of this study is that for all data splits, decoding error can be substantially reduced by relatively minimal 304 smoothing.
305
Both these contributions help address the question of how we should decode internally generated, covert 306 activity such as occurs in hippocampal "replay" during rest and offline states. The analyses presented here 307 were performed on data from rats running on a T-maze, rather than on covert activity directly. However, 308 the crucial conceptual connection between these two is the following: because the true mapping from neural 309 activity to locations we should apply during such internally generated activity is typically unknown (see 310 the section below for further discussion), this mapping should be optimized for generalization performance.
311
Operationally, we mimic the decoding of such covert sequences by pretending that we do not know the true 312 encoding model for specific trials on the track (by leaving out these trials in our analysis), essentially treating 313 them as covert sequences -but with the advantage that in this case, we can go back and evaluate decoding 314 performance.
315
To provide a specific example of how insights obtained from this procedure can be applied to the interpreta-316 tion of decoding internally generated activity: suppose we used such decoded locations to detect sequences 317 depicting coherent trajectories along the track. After tallying up the number of detected sequences, we may 318 find that these "replays" preferentially included the decision point, rather than the ends of the track. We may (where overall decoding error is also lowest) but diminishing for smaller smoothing amounts. Given the 338 benefits of using more trials, it is useful to note that for the purposes of obtaining a cross-validation error 339 measured against the known stimulus value, location in this case, it is necessary to withhold each trial in 340 turn, i.e. to split the data in training and testing sets. However, when decoding covert activity, the full set 341 of trials can be used as "testing" data, since this decoder will not be used on the same data used to "train" The copyright holder for this preprint (which was not . http://dx.doi.org/10.1101/066670 doi: bioRxiv preprint first posted online  error is especially key when smaller numbers of encoding trials are used.
345
It is not necessarily the case that using more trials to obtain tuning curves is always better, however. When 346 using tuning curves from single trials, decoding error increased when using trials that occurred further apart 347 in time (Figure 7 , suggesting a certain amount of trial-unique content. If the contribution of trial-unique 348 features to internally generated sequences is large (Takahashi, 2015) , then averaging across many trials to 349 obtain tuning curves may not be the best approach. what is now a known ground truth (the generative model).
376
A more practical limitation of this study is that although encoding model parameters can be optimized for 377 decoding error when the true location is known, it is unclear how the parameters obtained in this way should 378 be applied to decoding covert activity. Estimates of the temporal compression in internally generated vs. starting point would be to simply reduce the σ Q found to be optimal for decoding overt behavior by a factor 381 in that range. For the data set used here this would suggest a value of σ Q = 5 ms to be a conservative estimate.
382
Future work could provide a more principled estimate of this parameter by, for instance, using generative 383 models as outlined above.
384
Similarly, our current estimation method for tuning curves uses a relatively ad hoc approach of non-parametrically 385 obtaining firing rates from the data and then smoothing. Other work has used parametric approaches such 386 as fitting Gaussians or Zernike polynomials (Barbieri et al., 2002) ; such methods are completely compati-387 ble with the approach we take here. Our goal in this study was not to determine which method for tuning 388 curve estimation works best; rather, the main purpose of not sticking with the raw tuning curves here was 
393
Finally, the results provided here are based on one specific data set. However, we emphasize that the specific 394 optimal parameters etc. found here are not meant to be imported verbatim to analysis of other data sets for 395 which they may or may not work well; if this was the purpose of the study it would indeed be important 396 to test how consistent the inferred optima are. Rather, these results illustrate the importance of choosing 397 parameters and data splits in a principled manner, and suggests specific steps that can be applied to other 398 data sets to find parameters appropriate for that data.
399
More generally, although we used hippocampal place cell data from rodents, the ideas developed here can 400 also be applied to other systems in which covert activity can be meaningfully decoded. In rodents, these place cell data for this purpose, we suggest the following:
419
• Report cross-validated, not tautological, decoding error. This is good practice in general, but partic-420 ularly crucial when using decoding accuracy to reveal possible bias in the ability to decode different 421 conditions/trajectories.
422
• Cross-validated decoding error depends on the number of trials used to estimate tuning curves, so 423 ensure that a similar number of trials is used for different conditions being compared.
424
• Even very mild smoothing of the spike trains to be decoded, such as a 5 ms Gaussian kernel for 425 spike density functions, and a 3 cm kernel for tuning curves) can substantially improve decoding 426 performance.
427
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