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THE LARGE CARDINAL STRENGTH OF THE WEAK AND
SEMI-WEAK VOPEˇNKA PRINCIPLES
TREVOR M. WILSON
Abstract. We show that the Weak Vopeˇnka Principle (WVP) and Semi-Weak Vopeˇnka
Principle (SWVP) are both equivalent to the large cardinal principle “Ord is Woodin,”
which says that for every class C there is a C-strong cardinal. It was known that Vopeˇnka’s
principle implies SWVP, SWVP implies WVP, and WVP implies the existence of a proper
class of measurable cardinals, but not whether any of these implications could be reversed.
This paper answers all three questions, because it is known that the implications from
Vopeˇnka’s principle to “Ord is Woodin” and from “Ord is Woodin” to the existence of a
proper class of measurable cardinals cannot be reversed.
1. Introduction
We work in GB + AC, meaning Go¨del–Bernays set theory with the axiom of choice for
sets (not the axiom of global choice.) This allows us to deal with with arbitrary classes.
Because every model of ZFC together with its definable classes forms a model of GB + AC,
the results of this paper also hold in ZFC for definable classes as a special case.
A graph is a structure 〈G;E〉 where G is a set and E is a binary relation on G. A
homomorphism of graphs 〈G;E〉 → 〈G′;E ′〉 is a function h : G → G′ such that for all
〈x1, x2〉 ∈ E we have 〈h(x1), h(x2)〉 ∈ E
′. Sometimes we write just G for a graph instead of
〈G;E〉. The set of all homomorphisms G → G′ is denoted by Hom(G,G′). The class of all
ordinals is denoted by Ord.
The Weak Vopeˇnka Principle (WVP) says there is no sequence of graphs 〈Gα : α ∈ Ord〉
such that for all ordinals α and α′,
|Hom(Gα, Gα′)| =
{
0 if α < α′,
1 if α ≥ α′.
(In other words, WVP says that Ordop does not fully embed into the category of graphs.) It
was defined by Ada´mek, Rosicky´, and Trnkova´ [1], who noted that it follows from VP and
implies the existence of a proper class of measurable cardinals.
The Semi-Weak Vopeˇnka Principle (SWVP) says there is no sequence of graphs 〈Gα : α ∈
Ord〉 such that for all ordinals α and α′,
Hom(Gα, Gα′) = ∅ ⇐⇒ α < α
′.
This principle was defined by Ada´mek and Rosicky´ [2], who noted that it follows from VP
and implies WVP.
These principles are not actually specific to graphs because many other categories fully
embed into the category of graphs; for example, see Ada´mek and Rosicky´ [3, Theorem
2.65]. In particular, we will use the fact that the category of structures for any signature
with countably many finitary relation symbols (which includes the case of finitary partial
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operation symbols) fully embeds into the category of graphs by Hedrl´ın and Pultr [4], so it
is equivalent to allow such structures in the definitions of WVP and SWVP.
Clearly SWVP implies WVP. We will show that they are equivalent to each other and to
the large cardinal principle “Ord is Woodin,” whose definition will be stated below after a
brief review of some set-theoretic terminology.
Recall that a classM is called transitive if every element ofM is a subset ofM . Important
examples of transitive sets are Vα, α ∈ Ord, defined recursively by V0 = ∅, Vα+1 = P(Vα),
and Vλ =
⋃
α<λ Vα if λ is a limit ordinal. In other words, Vα is the set of all sets of rank
less than α. The class of all sets, V , is equal to
⋃
α∈Ord Vα by the axiom of foundation. The
critical point of an elementary embedding j : 〈V ;∈〉 → 〈M ;∈〉, denoted by crit(j), is the
least ordinal κ such that j(κ) 6= κ. If j is not the identity, then it has a critical point κ equal
to the least rank of a set that is moved by j. Moreover, κ is a cardinal and j(κ) > κ.
Definition 1.1. Let C be a class. A cardinal κ is called C-strong if for every ordinal β > κ
there is a transitive class M and an elementary embedding j : 〈V ;∈〉 → 〈M ;∈〉 such that
(1) crit(j) = κ,
(2) Vβ ⊂M , and
(3) j(C ∩ Vβ) ∩ Vβ = C ∩ Vβ.
We will sometimes write condition (3) in the abbreviated form j(C)∩Vβ = C ∩Vβ, where
the class j(C) is defined as
⋃
α∈Ord j(C∩Vα). This produces an equivalent definition because
j(C) and j(C ∩ Vβ) have the same intersection with Vβ.
Remark 1.2. In the definition of C-strong, some authors include an additional condition
j(κ) > β that we will not want to use in this paper. Fortunately, this condition is known to be
superfluous. The argument that the condition j(κ) > β can be omitted from the definitions
of supercompact and strong cardinals is given by Kanamori [5, Proposition 23.15(a) and
Exercise 26.7(b)], and the same argument works for C-strong cardinals also.
The following definition is a standard, though lesser-used, variation of the definition of
Woodin cardinal :
Definition 1.3. Ord is Woodin means that for every class C there is a C-strong cardinal.
Remark 1.4. For an inaccessible cardinal δ, the two-sorted structure 〈Vδ, Vδ+1;∈〉 satisfies
“Ord is Woodin” if and only if δ is a Woodin cardinal, so our results will show that the
definition of “Woodin cardinal” can be rephrased in terms of graph homomorphisms. This
raises the question of whether any of the known consequences of Woodin cardinals can be
proved using graph homomorphisms instead of elementary embeddings of 〈V ;∈〉.
The following result is not difficult now that we have identified the relevant hypothesis.
Theorem 1.5. If Ord is Woodin, then SWVP holds.
Proof. Let G = 〈G(α) : α ∈ Ord〉 be a sequence of graphs and assume that for all ordinals α
and α′, if α ≥ α′ then there is a homomorphism G(α) → G(α′). It will suffice to show that
there is an ordinal κ and a homomorphism G(κ)→ G(κ+ 1).
Assuming Ord is Woodin, there is a G-strong cardinal κ. Taking β sufficiently large that
the the ordered pair 〈κ+1, G(κ+1)〉, which is an element of the class function G, is also an
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element of Vβ, there is a transitive classM and an elementary embedding j : 〈V ;∈〉 → 〈M ;∈〉
such that crit(j) = κ, Vβ ⊂M , and j(G) ∩ Vβ = G ∩ Vβ. Then 〈κ+ 1, G(κ+ 1)〉 ∈ j(G), so
j(G)(κ+ 1) = G(κ+ 1).
The elementarity of j implies that the restriction j ↾ G(κ) is a homomorphism G(κ) →
j(G(κ)), and also implies that j(G(κ)) = j(G)(j(κ)), so what we have is a homomorphism
j ↾ G(κ) : G(κ)→ j(G)(j(κ)).
By the elementarity of j and the fact that j(κ) > κ + 1, there is a homomorphism h from
j(G)(j(κ)) to j(G)(κ+1) in M . The fact that h is a homomorphism is absolute between M
and V , and we have j(G)(κ+ 1) = G(κ+ 1) as mentioned previously, so what we have is a
homomorphism
h : j(G)(j(κ))→ G(κ+ 1).
Then the composition h ◦ (j ↾ G(κ)) is a homomorphism G(κ)→ G(κ + 1), as desired. 
The proof that WVP implies Woodinness of Ord is more technically detailed. It will be
done in Section 2, using a kind of structure for which “nontrivial” homomorphisms produce
elementary embeddings j as in the definition of C-strong. These homomorphisms are essen-
tially extenders in the sense of large cardinal theory. See Kanamori [5] or Zeman [7] for two
different but essentially equivalent definitions of extender, the latter being more similar to
what we will use here. We will develop the theory of these structures and their homomor-
phisms from scratch (although using standard methods) in an effort to obtain the simplest
possible structures that accomplish our goals, so no prior knowledge of extenders is required
to read Section 2, although it would help.
Section 3 contains a proof of a proposition stated in Section 2.
Section 4 contains a direct proof that WVP implies SWVP, obtained by imitating some
ideas of the argument going through “Ord is Woodin” while managing to avoid much use of
set theory. It can be read independently of the other sections.
2. WVP implies Ord is Woodin
For a set X we write X<ω for the set of all finite-length sequences of elements of X , and
for k < ω we write Xk for the set of all k-length sequences of elements of X . We use the
symbol P for the power set operation.
Definition 2.1. For a set X and natural numbers j, k, and i1, . . . , ij such that 1 ≤
i1, . . . , ij ≤ k, we define the function projk,〈i1,...,ij〉 : X
k → Xj by
projk,〈i1,...,ij〉(〈x1, . . . , xk〉) = 〈xi1 , . . . , xij〉.
(The name comes from the fact that it is a vector of coordinate projections.)
The following structures are designed in such a way that homomorphisms between them
will correspond to elementary embeddings of 〈V ;∈〉:
Definition 2.2. A P-structure is a structure
PX =
〈
P(X<ω);∩,−, Xk,wfd, proj−1
k,〈i1,...,ij〉
, beqk
〉
j,k<ω and 1≤ii,...,ij≤k,
where X is a transitive set, with the following operations and relations.
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(1) ∩ is the binary operation of intersection.
(2) − is the unary operation of complementation.
(3) Xk is a constant.
(4) wfd (for wellfoundedness) is a unary relation on P(X<ω) where wfd(A) means that
A contains no infinite chain under the initial segment relation.
(5) proj−1
k,〈i1,...,ij〉
is a function P(Xj) → P(Xk), considered as a partial unary operation
on P(X<ω), which is the inverse image function of projk,〈i1,...,ij〉:
proj−1
k,〈i1,...,ij〉
(A) =
{
〈x1, . . . , xk〉 ∈ X
k : 〈xi1 , . . . , xij〉 ∈ A
}
.
(6) beqk (for bounded existential quantification) is a function P(X
k+1)→ P(Xk+1), con-
sidered as a partial unary operation on P(X<ω), defined by
beqk(A) =
{
〈x1, . . . , xk+1〉 ∈ X
k+1 : ∃z ∈ xk+1 〈x1, . . . , xk, z〉 ∈ A
}
.
Our main results will only require consideration of the structures PVβ for ordinals β, but
we may as well allow X to be an arbitrary transitive set in the definition.
Remark 2.3. The bounded existential quantification operators (and hence the structure PX)
depend on the structure of X as a material set, meaning 〈X ;∈〉.
A homomorphism of P-structures is a homomorphism of structures in the usual sense:
it is a function that preserves (commutes with) the operations and partial operations, and
preserves the relation wfd, but does not necessarily preserve the complement of the relation
wfd. Because all boolean operations are generated by ∩ and −, every homomorphism of
P-structures is a homomorphism of boolean algebras.
Remark 2.4. Thinking of homomorphisms of P-structures as a kind of extenders, the preser-
vation of proj−1, beq, and wfd by homomorphisms corresponds (at least approximately) to
the usual conditions of coherence, normality, and countable completeness respectively.
Definition 2.5. A homomorphism h : PX → PY , for transitive sets X and Y , is called
trivial if h(A) = A ∩ Y <ω for all A ⊂ X<ω.
Although trivial homomorphisms carry no information, their existence will be crucial for
our application to WVP. The observation that trivial homomorphisms can be useful is the
main way in which this section goes beyond well-known facts about extenders.1
By definition there is at most one trivial homomorphism PX → PY . The following simple
fact hints at the relevance of P-structures to WVP.
Lemma 2.6. For all transitive sets X and Y , there is a trivial homomorphism PX → PY
if and only if Y ⊂ X.
Proof. Consider the function h : P(X<ω)→ P(Y <ω) defined by h(A) = A ∩ Y <ω.
Assume Y ⊂ X . We will show that h is a homomorphism PX → PY . Clearly h
is a boolean algebra homomorphism and h(Xk) = Y k for all k < ω. It preserves the
unary relation wfd because every infinite chain in A ∩ Y <ω is also an infinite chain in A.
Preservation of the unary partial operation proj−1
k,〈i1,...,ij〉
follows from closure of Y <ω under
1The author is not aware of any corresponding notion of “trivial extender” in the literature. Sometimes an
empty placeholder in an extender sequence is called a trivial extender, but this is not the same thing.
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projk,〈i1,...,ij〉. To verify preservation of the unary partial operation beqk we must show that
for all y1, . . . , yk+1 ∈ Y ,
〈y1, . . . , yk+1〉 ∈ beqk(A) ⇐⇒ 〈y1, . . . , yk+1〉 ∈ beqk(A ∩ Y
<ω).
In other words, we must show that
∃z ∈ yk+1 〈y1, . . . , yk, z〉 ∈ A ⇐⇒ ∃z ∈ yk+1 〈y1, . . . , yk, z〉 ∈ A ∩ Y
<ω.
This follows from transitivity of Y : if yk+1 ∈ Y and z ∈ yk+1, then z ∈ Y .
Conversely, assume h is a homomorphism PX → PY . Because h preserves boolean
operations, we have h(X<ω) = Y <ω. It follows by the definition of h that X<ω ∩Y <ω = Y <ω
and therefore Y ⊂ X . 
The definition of PX can now be understood as an attempt to capture all important
structure on P(X<ω) preserved by A 7→ A ∩ Y <ω for every transitive Y ⊂ X .
Nontrivial homomorphisms of P-structures can be derived from elementary embeddings
of the set-theoretic universe V . This resembles the notion of “derived extender.”
Proposition 2.7. Let j : 〈V ;∈〉 → 〈M ;∈〉 be an elementary embedding for some transitive
class M . Let X be a set and let Y be a transitive subset of j(X). Define the function
h : P(X<ω)→ P(Y <ω) by h(A) = j(A) ∩ Y <ω. Then h is a homomorphism PX → PY .
Proof. Because j is elementary and the P-structure PX is uniformly definable from X , the
restriction j ↾ P(X<ω) is a homomorphism from PX to (Pj(X))
M , meaning Pj(X) as it is
defined in the transitive model 〈M ;∈〉 of ZFC.
The latter structure (Pj(X))
M is equal to Pj(X) as defined in V because the definitions
of the operations and relations are easily seen to be absolute for transitive models of ZFC.
In particular, the nonexistence of an infinite chain from a given set is absolute from M to V
because it is equivalent in ZFC to the existence of an ordinal-valued rank function for the
tree of all finite chains from that set.
The function h is the composition of the homomorphism j ↾ P(X<ω) : PX → Pj(X) with
the trivial homomorphism Pj(X) → PY that exists by Lemma 2.6 because Y ⊂ j(X), so it
is a homomorphism. 
A homomorphism h as in Proposition 2.7 is said to be derived from j:
Definition 2.8. Let j : 〈V ;∈〉 → 〈M ;∈〉 be an elementary embedding for some transitive
class M . Let X be a set and let Y be a transitive subset of j(X). The homomorphism
PX → PY derived from j is defined by h(A) = j(A) ∩ Y
<ω.
We will need the following result, which states that every homomorphism of P-structures
is derived from some elementary embedding of V . It will be proved in the next section.
Proposition 2.9. Let X and Y be transitive sets and let h : PX → PY be a homomorphism.
Then there is a transitive class M and an elementary embedding j : 〈V ;∈〉 → 〈M ;∈〉 such
that Y ⊂ j(X) and the homomorphism PX → PY derived from j is equal to h.
Many large cardinal principles are defined in terms of elementary embeddings and can
therefore be reformulated in terms of P-structure homomorphisms using the correspondence
given by Propositions 2.7 and 2.9. However, the application to WVP will require a small
modification to the notion of P-structure:
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Definition 2.10. A pointed P-structure is a P-structure with an additional constant:
PX,C =
〈
P(X<ω);∩,−, Xk,wfd, proj−1
k,〈i1,...,ij〉
, beqk, C
<ω
〉
j,k<ω and 1≤ii,...,ij≤k
where X is a transitive set and C ⊂ X .
The notion of homomorphism for pointed P-structures is defined in the standard way,
so a homomorphism PX,C → PY,D is just a homomorphism h : PX → PY such that
h(C<ω) = D<ω. In the case that D agrees with C, such homomorphisms are related to
fragments of C-strongness:
Lemma 2.11. For every ordinal β and every class C, the following statements are equivalent.
(1) There is a transitive class M and an elementary embedding j : 〈V ;∈〉 → 〈M ;∈〉 such
that crit(j) < β and Vβ ⊂M and j(C ∩ Vβ) ∩ Vβ = C ∩ Vβ.
(2) There is a nontrivial endomorphism of PVβ ,C∩Vβ .
(3) There is a nontrivial homomorphism PX,C∩X → PVβ ,C∩Vβ for some transitive set X.
Proof. (1) =⇒ (2): Assume such M and j exist. Because Vβ ⊂ M we have Vβ = V
M
β ⊂
V Mj(β) = j(Vβ), so by Proposition 2.7 the homomorphism h : PVβ → PVβ derived from j
exists. The assumption on j(C ∩ Vβ) implies
j((C ∩ Vβ)
<ω) ∩ V <ωβ = (C ∩ Vβ)
<ω,
so we have
h((C ∩ Vβ)
<ω) = (C ∩ Vβ)
<ω
and therefore h is a pointed P-structure homomorphism PVβ ,C∩Vβ → PVβ ,C∩Vβ .
It remains to observe that h is nontrivial because, letting κ = crit(j), we have
h(V <ωκ ) = j(V
<ω
κ ) ∩ V
<ω
β ,
which is a proper superset of V <ωκ . (In particular it contains V
<ω
κ+1 as a subset.)
(2) =⇒ (3): Immediate for X = Vβ.
(3) =⇒ (1): Assume there is a transitive set X and a nontrivial homomorphism
h : PX,C∩X → PVβ ,C∩Vβ .
In particular h is a homomorphism h : PX → PVβ , so by Proposition 2.9 there is a transitive
class M and an elementary embedding j : 〈V ;∈〉 → 〈M ;∈〉 such that h is derived from j,
meaning Vβ ⊂ j(X) and h(A) = j(A) ∩ V
<ω
β for all A ⊂ X
<ω. Because
h((C ∩X)<ω) = (C ∩ Vβ)
<ω,
it follows that
j((C ∩X)<ω) ∩ V <ωβ = (C ∩ Vβ)
<ω
and therefore
j(C ∩X) ∩ Vβ = C ∩ Vβ.
This is not quite the desired condition, but we can show it is equivalent using the fact
that Vβ ⊂ j(X). Because C ∩ X and C ∩ Vβ have the same intersection with X ∩ Vβ,
the elementarity of j implies that j(C ∩X) and j(C ∩ Vβ) have the same intersection with
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j(X ∩ Vβ). Because j(X ∩ Vβ) = j(X) ∩ j(Vβ) ⊃ Vβ, it follows that j(C ∩X) and j(C ∩ Vβ)
have the same intersection with Vβ, so we have the desired condition
j(C ∩ Vβ) ∩ Vβ = C ∩ Vβ.
It remains to observe that crit(j) < β, or equivalently that j moves some element of Vβ.
Because h is nontrivial we have h(A) 6= A ∩ V <ωβ for some A ⊂ X
<ω, so there is some
b ∈ V <ωβ such that b ∈ h(A) ⇐⇒ b /∈ A. Because h is derived from j it follows that
b ∈ j(A) ⇐⇒ b /∈ A. This would contradict the elementarity of j unless b (and hence some
component of b) is moved by j. 
Theorem 2.12. WVP implies Ord is Woodin.
Proof. Assume that Ord is not Woodin, meaning there is some class C such that no C-
strong cardinal exists. This implies that for every ordinal κ there is an ordinal β > κ with
the property that there does not exist a transitive class M and an elementary embedding
j : 〈V ;∈〉 → 〈M ;∈〉 with crit(j) = κ and Vβ ⊂M and j(C ∩ Vβ) ∩ Vβ = C ∩ Vβ.
Define f(κ) to be the least ordinal β > κ with this property and note that every ordinal
larger than β also has this property. For every ordinal α, define g(α) to be the αth ordinal
that is closed under the function f . Then there does not exist a transitive class M and an
elementary embedding j : 〈V ;∈〉 → 〈M ;∈〉 with crit(j) < g(α) and Vg(α) ⊂M and
j(C ∩ Vg(α)) ∩ Vg(α) = C ∩ Vg(α).
It follows by Lemma 2.11 that for all ordinals α and α′, every homomorphism
PVg(α),C∩Vg(α) → PVg(α′),C∩Vg(α′)
is trivial. Because there is a unique trivial homomorphism in the case α ≥ α′ and no trivial
homomorphism in the case α < α′, the sequence of pointed P-structures〈
PVg(α),C∩Vg(α) : α ∈ Ord
〉
is a counterexample to WVP except that the structures are not graphs but have a more
complicated signature. As mentioned previously, the category of such structures fully embeds
into the category of graphs, so we may obtain a counterexample to WVP by replacing each
pointed P-structure by its image under such an embedding. 
3. Proof of Proposition 2.9
Let X and Y be transitive sets and let h : PX → PY be a homomorphism. We want to
show there is a transitive class M and an elementary embedding j : 〈V ;∈〉 → 〈M ;∈〉 such
that Y ⊂ j(X) and the homomorphism PX → PY derived from j is equal to h.
Our structure 〈M ;∈〉 will be obtained as a quotient of a structure 〈M∗,∈∗〉 that is defined
by a standard “term model” construction. We define the class M∗ by
M∗ = {〈k, b, f〉 : k < ω and b ∈ Y k and f : Xk → V }
and the binary relation ∈∗ on M∗ by
〈k1, b1, f1〉 ∈
∗ 〈k2, b2, f2〉 ⇐⇒ b1b2 ∈ h
({
a1a2 : f1(a1) ∈ f2(a2)
})
where juxtaposition (as in a1a2 and b1b2) denotes concatenation of finite sequences. In
definitions of sets like {a1a2 : f1(a1) ∈ f2(a2)}, we implicitly assume the condition ai ∈ X
ki
that is required to make sense of the expression fi(ai).
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The desired structure 〈M ;∈〉 will be the Mostowski collapse of 〈M∗;∈∗〉. Typically the
axiom of extensionality will not hold in 〈M∗;∈∗〉, so the Mostowski collapse function will
not be injective.2 To show that the Mostowski collapse of 〈M∗;∈∗〉 exists, we must verify
the following two claims.
Claim 3.1. The relation ∈∗ is well-founded.
Proof. Here we use preservation of wfd, naturally.
Suppose toward a contradiction that ∈∗ is not well-founded. Then by the axiom of choice
(or just DC) there is an infinite decreasing sequence
〈k1, b1, f1〉 ∋
∗ 〈k2, b2, f2〉 ∋
∗ 〈k3, b3, f3〉 ∋
∗ · · · ,
so for all i ≥ 1 we have
bi+1bi ∈ h({ai+1ai : fi+1(ai+1) ∈ fi(ai)}).
For all n > i ≥ 1, because h preserves proj−1 it follows that3
b1 · · · bn ∈ h({a1 · · · an : fi+1(ai+1) ∈ fi(ai)}).
For all n ≥ 2, because h preserves ∩ it follows that
b1 · · · bn ∈ h({a1 · · · an : fn(an) ∈ · · · ∈ f1(a1)}).
Because h preserves ⊂ it follows that for all n ≥ 2,
b1 · · · bn ∈ h(A) where A =
⋃
n≥2
{a1 · · · an : fn(an) ∈ · · · ∈ f1(a1)}.
Therefore h(A) contains the infinite chain {b1 · · · bn : n ≥ 2}, and because h preserves wfd it
follows that A contains some infinite chain. However, an infinite chain in A would produce
an infinite decreasing ∈-sequence in V , contradicting the well-foundedness of ∈. 
Claim 3.2. The extensional quotient of the structure 〈M∗;∈∗〉 is set-like, meaning that for
all z1 ∈M
∗ there is a set S ⊂M∗ such that for all z2 ∈
∗ z1 there is z
′
2 ∈ S with
∀z3 ∈M
∗ (z3 ∈
∗ z2 ⇐⇒ z3 ∈
∗ z′2).
Proof. Let z1 = 〈k1, b1, f1〉 ∈M
∗ and define
S =
{
〈k, b, f〉 ∈M∗ : range f ⊂
(⋃
range f1
)
∪ {∅}
}
.
Note that S is a set, not a proper class.
Let z2 = 〈k2, b2, f2〉 ∈
∗ z1 and define z
′
2 = 〈k2, b2, f
′
2〉 where
f ′2(a2) =
{
f2(a2) if f2(a) ∈
⋃
range f1,
∅ otherwise.
2Eventually we will see that the kernel of the Mostowski collapse function is the relation on M∗ obtained by
replacing f1(a1) ∈ f2(a2) with f1(a1) = f2(a2) in the definition of ∈∗.
3More specifically, proj−1
k1+···+kn,〈k1+···+ki+1,...,k1+···+ki+1,k1+···+ki−1+1,...,k1+···+ki〉
.
8
Note that z′2 ∈ S and that
z2 ∈
∗ z1 =⇒ b2b1 ∈ h({a2a1 : f2(a2) ∈ f1(a1)})
=⇒ b2b1 ∈ h({a2a1 : f2(a2) = f
′
2(a2)}) (⊂)
4
=⇒ b2 ∈ h({a2 : f2(a2) = f
′
2(a2)}). (proj
−1)
Let z3 = 〈k3, b3, f3〉 ∈M
∗. Using preservation of proj−1 again, it follows that
b3b2 ∈ h({a3a2 : f2(a2) = f
′
2(a2)}),
and therefore
z3 ∈ z2 ⇐⇒ b3b2 ∈ h({a3a2 : f3(a3) ∈ f2(a2)})
⇐⇒ b3b2 ∈ h({a3a2 : f3(a3) ∈ f2(a2) and f2(a2) = f
′
2(a2)}) (∩)
⇐⇒ b3b2 ∈ h({a3a2 : f3(a3) ∈ f
′
2(a2) and f2(a2) = f
′
2(a2)})
⇐⇒ b3b2 ∈ h({a3a2 : f3(a3) ∈ f
′
2(a2)}) (∩)
⇐⇒ z3 ∈ z
′
2. 
Now we may recursively define the Mostowski collapse of 〈M∗;∈∗〉 as follows. For every
element 〈k, b, f〉 of M∗ we define the corresponding set
[k, b, f ] = {[k′, b′, f ′] : 〈k′, b′, f ′〉 ∈∗ 〈k, b, f〉}.
Claim 3.2 implies that the right-hand side of the definition is always a set (not a proper
class) and Claim 3.1 implies that the definition “reaches” every element of M∗.
We define the class
M = {[k, b, f ] : 〈k, b, f〉 ∈M∗}
= {[k, b, f ] : k < ω and b ∈ Y k and f : Xk → V }.
By the definition of the Mostowski collapse map 〈k, b, f〉 7→ [k, b, f ], the class M is transitive
and for all [k1, b2, f1] and [k2, b2, f2] in M we have
[k1, b2, f1] ∈ [k2, b2, f2] ⇐⇒ 〈k1, b2, f1〉 ∈
∗ 〈k2, b2, f2〉
⇐⇒ b1b2 ∈ h({a1a2 : f1(a1) ∈ f2(a2)}).
Now we can forget about the structure 〈M∗,∈∗〉 and the way in which [k, b, f ] was defined
from 〈k, b, f〉. The relevant facts to remember are:
• M is a transitive class,
• M = {[k, b, f ] : k < ω and b ∈ Y k and f : Xk → V }, and
• [k1, b1, f1] ∈ [k2, b2, f2] ⇐⇒ b1b2 ∈ h({a1a2 : f1(a1) ∈ f2(a2)}.
Using these facts, we can prove the usual version of  Los´’s theorem for term models:
Claim 3.3. For every formula ϕ in the language of set theory with free variables contained
in {v1, . . . , vn}, the following statements are equivalent for all [k1, b1, f1], . . . , [kn, bn, fn] ∈M :
(1) 〈M ;∈〉 |= ϕ
[
[k1, b1, f1], . . . , [kn, bn, fn]
]
.
(2) b1 · · · bn ∈ h
({
a1 · · · an : ϕ[f1(a1), . . . , fn(an)]
})
.
4Meaning that we use preservation of ⊂ by h in this step.
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Proof. It suffices to prove the claim for all formulas ϕ in the language of set theory without
equality because we can define equality from the membership relation using the axiom of
extensionality, which holds in V and also in M because M is transitive. Given any formula
ϕ in the language of set theory with equality, once this weaker version of the claim is proved,
we may apply it to a formula without equality that is equivalent to ϕ in both V and M .
The proof of the claim for the language of set theory without equality is by induction on
formulas. For the base case, assume ϕ is vi ∈ vj . Then we have
〈M ;∈〉 |= ϕ
[
[k1, b1, f1], . . . , [kn, bn, fn]
]
⇐⇒ [ki, bi, fi] ∈ [kj, bj , fj]
⇐⇒ bibj ∈ h
({
aiaj : fi(ai) ∈ fj(aj)
})
⇐⇒ b1 · · · bn ∈ h
({
a1 · · · an : fi(ai) ∈ fj(aj)
})
(proj−1)5
⇐⇒ b1 · · · bn ∈ h
({
a1 · · · an : ϕ[f1(a1), . . . , fn(an)]
})
.
Now assume ϕ is ¬ψ where the claim holds for ψ. Then letting k = k1 + · · ·+ kn,
〈M ;∈〉 |= ϕ
[
[k1, b1, f1], . . . , [kn, bn, fn]
]
⇐⇒ 〈M ;∈〉 6|= ψ
[
[k1, b1, f1], . . . , [kn, bn, fn]
]
⇐⇒ b1 · · · bn ∈ Y
k \ h
({
a1 · · · an : ψ[f1(a1), . . . , fn(an)]
})
⇐⇒ b1 · · · bn ∈ h
(
Xk \
{
a1 · · · an : ψ[f1(a1), . . . , fn(an)]
})
⇐⇒ b1 · · · bn ∈ h
({
a1 · · · an : ϕ[f1(a1), . . . , fn(an)]
})
,
using preservation of boolean operations and the fact that h(Xk) = Y k.
If ϕ is ψ1 ∧ ψ2 where the claim holds for ψ1 and ψ2, then the claim holds for ϕ by an
entirely straghtforward argument using preservation of ∩.
Finally, assume ϕ is obtained from ψ by existential quantification and the claim holds for
ψ. For simplicity of notation, we assume that n = 2 and ϕ is ∃v3ψ. (The general case can
be proved similarly, with only notational complications.) Then we have
〈M ;∈〉 |= ϕ
[
[k1, b1, f1], [k2, b2, f2]
]
=⇒ 〈M ;∈〉 |= ψ
[
[k1, b1, f1], [k2, b2, f2], [k3, b3, f3]
]
for some [k3, b3, f3] ∈M
=⇒ b1b2b3 ∈ h
({
a1a2a3 : ψ[f1(a1), f2(a2), f3(a3)]
})
=⇒ b1b2b3 ∈ h
({
a1a2a3 : ϕ[f1(a1), f2(a2)]
})
(⊂)
=⇒ b1b2 ∈ h
({
a1a2 : ϕ[f1(a1), f2(a2)]
})
, (proj−1)
5More specifically, proj−1
k1+···+kn,〈k1+···+ki−1+1,...,k1+···+ki,k1+···+kj−1+1,...,k1+···+kj〉
.
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and conversely, letting k3 = k1 + k2 and b3 = b1b2, we have
b1b2 ∈ h
({
a1a2 : ϕ[f1(a1), f2(a2)]
})
=⇒ b1b2 ∈ h
({
a1a2 : ψ[f1(a1), f2(a2), f3(a1a2)]
})
for some f3 : X
k3 → V (AC)
=⇒ b1b2b1b2 ∈ h
({
a1a2a1a2 : ψ[f1(a1), f2(a2), f3(a1a2)]
})
(proj−1)6
=⇒ b1b2b3 ∈ h
({
a1a2a3 : ψ[f1(a1), f2(a2), f3(a3)]
})
(⊂)
=⇒ 〈M ;∈〉 |= ψ
[
[k1, b1, f1], [k2, b2, f2], [k3, b3, f3]
]
=⇒ 〈M ;∈〉 |= ϕ
[
[k1, b1, f1], [k2, b2, f2]
]
,
where in the step labeled AC we use the axiom of choice to produce a function f3 choosing
witnesses for the existential quantifier whenever they exist. 
Applying Claim 3.3 to the formula v1 = v2, we obtain a characterization of the equality
relation on M in terms of h that is analogous to the characterization of the membership
relation on M in terms of h (which we repeat here for the reader’s convenience):
[k1, b1, f1] = [k2, b2, f2] ⇐⇒ b1b2 ∈ h({a1a2 : f1(a1) = f2(a2)},
[k1, b1, f1] ∈ [k2, b2, f2] ⇐⇒ b1b2 ∈ h({a1a2 : f1(a1) ∈ f2(a2)}.
Now we define the function j : V →M by
j(p) =
[
0,♦, cp
]
where ♦ is the empty sequence and cp(♦) = p.
Claim 3.4. The function j is an elementary embedding 〈V ;∈〉 → 〈M ;∈〉.
Proof. For all p1, . . . , pn ∈ V we have
〈M ;∈〉 |= ϕ[j(p1), . . . , j(pn)] ⇐⇒ 〈M ;∈〉 |= ϕ
[
[0,♦, cp1], . . . , [0,♦, cpn]
]
⇐⇒ ♦ · · ·♦ ∈ h
({
♦ · · ·♦ : ϕ
[
cp1(♦), . . . , cpn(♦)
]})
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⇐⇒ ♦ ∈ h
({
♦ : ϕ[p1, . . . , pn]
})
⇐⇒ ϕ[p1, . . . , pn],
because h(∅) = ∅ and h({♦}) = h(X0) = Y 0 = {♦}. 
The following claim implies Y ⊂M and will also be used in the proof that j induces h.
Claim 3.5. For all y ∈ Y we have y = [1, 〈y〉, pi] where pi(〈x〉) = x.
Proof. Here we use preservation of the bounded existential quantification operators. The
proof is by ∈-induction on y ∈ Y . Let y ∈ Y and suppose y′ = [1, 〈y′〉, pi] for all y′ ∈ y. This
implies y ⊂M , and we also have [1, 〈y〉, pi] ⊂M by transitivity of M .
6More specifically, proj−1
k3,〈1,...,k3,1,...,k3〉
.
7In this step we use  Los´’s theorem (Claim 3.3.)
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For all [k, b, f ] ∈ M , we have
[k, b, f ] ∈ [1, 〈y〉, pi] ⇐⇒ b〈y〉 ∈ h
({
a〈x〉 : f(a) ∈ pi(〈x〉)
})
⇐⇒ b〈y〉 ∈ h
({
a〈x〉 : f(a) ∈ x
})
⇐⇒ b〈y〉 ∈ h
(
beqk
({
a〈x〉 : f(a) = x
}))
⇐⇒ b〈y〉 ∈ beqk
(
h
({
a〈x〉 : f(a) = x
}))
⇐⇒ (∃y′ ∈ y) b〈y′〉 ∈ h
({
a〈x〉 : f(a) = x
})
⇐⇒ (∃y′ ∈ y) b〈y′〉 ∈ h
({
a〈x〉 : f(a) = pi(〈x〉)
})
⇐⇒ (∃y′ ∈ y) [k, b, f ] = [1, 〈y′〉, pi]
⇐⇒ (∃y′ ∈ y) [k, b, f ] = y′
⇐⇒ [k, b, f ] ∈ y,
so the sets [1, 〈y〉, pi] and y are subsets of each other and are therefore equal. 
Finally we show that j induces h:
Claim 3.6. For all A ⊂ X<ω, we have h(A) = j(A) ∩ Y <ω.
Proof. Let A ⊂ X<ω and 〈y1, . . . , yk〉 ∈ Y
<ω. Then we have
〈y1, . . . , yk〉 ∈ j(A)
⇐⇒ 〈M ;∈〉 |= 〈y1, . . . , yk〉 ∈ j(A)
⇐⇒ 〈M ;∈〉 |=
〈
[1, 〈y1〉, pi], . . . , [1, 〈yk〉, pi]
〉
∈ [0,♦, cA]
⇐⇒ 〈y1〉 · · · 〈yk〉♦ ∈ h
({
〈x1〉 · · · 〈xk〉♦ :
〈
pi(〈x1〉), . . . pi(〈xk〉)
〉
∈ cA(♦)
})
⇐⇒ 〈y1, . . . yk〉 ∈ h
({
〈x1, . . . , xk〉 : 〈x1, . . . , xk〉 ∈ A
})
⇐⇒ 〈y1, . . . yk〉 ∈ h(A). 
Applying the claim to the set A = X<ω yields h(X<ω) = j(X<ω) ∩ Y <ω. On the other
hand, because h preserves boolean operations we have h(X<ω) = Y <ω. It follows that
Y <ω ⊂ j(X<ω) and therefore Y ⊂ j(X), completing the proof of Proposition 2.9.
4. A direct proof of the equivalence of WVP and SWVP
In this section we work in GBC, meaning Go¨del–Bernays set theory with the axiom of
global choice. (The axiom of choice for sets does not seem to suffice for the argument below.)
Let
〈
〈Gα;Eα〉 : α ∈ Ord
〉
be a sequence of graphs that is a counterexample to SWVP: for
all ordinals α and α′ there is a homomorphism Gα → Gα′ if and only if α ≥ α
′.
Letting
∏
and
∐
denote the product and coproduct in the category of graphs, for each
limit ordinal λ we define the graph
〈Hλ;Fλ〉 =
∐
β≤λ
∏
α<β
〈Gα;Eα〉.
The underlying set of this graph is Hλ =
∐
β≤λ
∏
α<β Gα. We will call the sets
∏
α<β Gα for
β ≤ λ the direct summands of Hλ. The elements of the β
th direct summand are sequences
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of length β. Because the direct summands are already disjoint, we may abuse notation by
writing Hλ =
⋃
β≤λ
∏
α<β Gα. We define additional relations Aλ, Bλ, and Cλ on Hλ:
(1) Aλ is the union of cliques on each direct summand
∏
α<β Gα for β ≤ λ.
(2) Bλ is the union of a rigid relation Rβ on each direct summand
∏
α<β Gα for β < λ
and a clique on the last direct summand
∏
α<λGα.
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(3) Cλ is the set of edges corresponding to the initial segment relation among the various
direct summands of Hλ. We use the strict initial segment relation except on the last
direct summand, where equality is allowed:
Cλ =
{
〈f ↾ β, f〉 : β < β ′ ≤ λ and f ∈
∏
α<β′
Gα
}
∪
{
〈f, f〉 : f ∈
∏
α<λ
Gα
}
.
Then for each limit ordinal λ we define the structure
Hλ = 〈Hλ;Fλ, Aλ, Bλ, Cλ〉.
We will show that the sequence of structures 〈Hωα : α ∈ Ord〉 is a counterexample toWVP,
where ωα denotes the αth limit ordinal. (Although these structures are more complicated
than graphs, recall that the category of such structures fully embeds into the category of
graphs.) To do this, we must verify the following two claims.
Claim 4.1. If λ and λ′ are limit ordinals and λ < λ′, then there is no homomorphism
Hλ → Hλ′.
Proof. Suppose toward a contradiction that h : Hλ → Hλ′ is such a homomorphism. Because
h preserves the C relations, which have loops on each element of the last direct summand and
nowhere else, the restriction of h to the last direct summand of Hλ gives a homomorphism∏
α<λ
〈Gα;Eα〉 →
∏
α<λ′
〈Gα;Eα〉.
Composing this with homomorphisms
〈Gλ;Eλ〉 →
∏
α<λ
〈Gα;Eα〉,
∏
α<λ′
〈Gα;Eα〉 → 〈Gλ+1;Eλ+1〉,
which exist by the universal property of products and the assumption that the sequence〈
〈Gα;Eα〉 : α ∈ Ord
〉
is a counterexample to SWVP, we obtain a homomorphism 〈Gλ;Eλ〉 →
〈Gλ+1, Eλ+1〉, contradicting the other part of the assumption that
〈
〈Gα;Eα〉 : α ∈ Ord
〉
is a
counterexample to SWVP. 
For every sequence f ∈ Hλ we let |f | denote the ordinal length of f , or equivalently the
index of the direct summand of Hλ that contains it.
Claim 4.2. If λ and λ′ are limit ordinals and λ ≥ λ′, then the only homomorphism from
Hλ to Hλ′ is the function hλ,λ′ defined by
hλ,λ′(f) =
{
f if |f | < λ′,
f ↾ λ′ if |f | ≥ λ′.
8By a rigid relation on a set X we mean a relation R such that the only endomorphism of the graph 〈X ;R〉
is the identity. Such relations always exist by Vopeˇnka, Pultr, and Hedrl´ın [6]. We use the axiom of global
choice to choose Rβ for each β ∈ Ord.
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(It is straightforward to verify that the function hλ,λ′ preserves the F , A, B, and C
relations, so it really is a homomorphism from Hλ to Hλ′ . This relies on the special treatment
of the last direct summand in the definitions of Bλ′ and Cλ′ .)
Proof. Let h : Hλ → Hλ′ be a homomorphism. We will show that h = hλ,λ′.
Because h preserves the A relations, there is a unique function
hˆ : λ+ 1→ λ′ + 1
such that |h(f)| = hˆ(|f |) for all f ∈ Hλ. (That is, hˆ describes what h does to lengths.)
Because h preserves the C relations, this function hˆ is strictly order-preserving on the set
{β < λ + 1 : hˆ(β) < λ′} and weakly order-preserving overall. (It may map a final segment
of its domain to the largest element λ′ of its codomain.)
We claim that hˆ ↾ λ′ is the identity. If not, then letting β < λ′ be the least ordinal moved
by hˆ, the fact that hˆ is strictly order-preserving on {β < λ+1 : hˆ(β) < λ′} implies hˆ(β) > β
and therefore hˆ(β + 1) > β + 1. Then the restriction of h to the (β + 1)st direct summand
of Hλ gives a homomorphism∏
α<β+1
〈Gα;Eα〉 →
∏
α<hˆ(β+1)
〈Gα;Eα〉.
As in the proof of Claim 4.1, we may compose this with homomorphisms
〈Gβ;Eβ〉 →
∏
α<β+1
〈Gα;Eα〉,
∏
α<hˆ(β+1)
〈Gα;Eα〉 → 〈Gβ+1;Eβ+1〉,
to obtain a homomorphism 〈Gβ;Eβ〉 → 〈Gβ+1;Eβ+1〉, which is a contradiction.
Because hˆ ↾ λ′ is the identity and hˆ is weakly order-preserving, we have
hˆ(β) =
{
β if β < λ′,
λ′ if β ≥ λ′,
so h and hλ,λ′ have the same effect on lengths.
Because h preserves the B relations, it follows that h is the identity on the first λ′ direct
summands of Hλ. It remains to show that the action of h on the remaining direct summands
of Hλ is given by restriction as in the definition of hλ,λ′ .
Let f ∈ Hλ and assume |f | ≥ λ
′, which implies |h(f)| = λ′. We want to show h(f) = f ↾ λ′.
Letting β < λ′, we have h(f ↾ (β+1)) = f ↾ (β+1) because β+1 < λ′. Because h preserves
the C relations it follows that h(f)(β) = f(β), as desired. 
This completes the proof that the sequence 〈Hωα : α ∈ Ord〉 is a counterexample to WVP.
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