Argument filterings are a key ingredient of the dependency pair method. Finding a suitable argument filtering that enables the constraints originating from the dependency pair method to be solved by a strictly monotone base order is a challenging search problem. In Section 1.2 we propose a simple encoding of argument filterings in propositional logic which can be easily combined with propositional encodings of simplification orders [1, 3, 5, 6 ], resulting in a propositional formula with the property that any satisfying assignment corresponds to an argument filtering and the parameters of the encoded order which solve the constraints and vice-versa. We describe such a combination with the embedding order in Section 1.3. In Section 1.4 we mention some optimizations which reduce the size of the obtained propositional formulas. In order to test the effectiveness of our approach, we implemented this combination on top of the recursive SCC algorithm of [2] . For satisfiability checking we use two different methods, the state-of-the-art SAT solver MiniSat and a simple OCaml package for manipulating OBDDs. The results are compared with the divide and conquer algorithm implemented in T T T and described in Section 1.5. In Section 1.6 we show how to recast a powerful result concerning argument filterings and usable rules [4] as a propositional formula, resulting in a free implementation.
Introduction
Argument filterings are a key ingredient of the dependency pair method. Finding a suitable argument filtering that enables the constraints originating from the dependency pair method to be solved by a strictly monotone base order is a challenging search problem. In Section 1.2 we propose a simple encoding of argument filterings in propositional logic which can be easily combined with propositional encodings of simplification orders [1, 3, 5, 6] , resulting in a propositional formula with the property that any satisfying assignment corresponds to an argument filtering and the parameters of the encoded order which solve the constraints and vice-versa. We describe such a combination with the embedding order in Section 1.3. In Section 1.4 we mention some optimizations which reduce the size of the obtained propositional formulas. In order to test the effectiveness of our approach, we implemented this combination on top of the recursive SCC algorithm of [2] . For satisfiability checking we use two different methods, the state-of-the-art SAT solver MiniSat and a simple OCaml package for manipulating OBDDs. The results are compared with the divide and conquer algorithm implemented in T T T and described in Section 1.5. In Section 1.6 we show how to recast a powerful result concerning argument filterings and usable rules [4] as a propositional formula, resulting in a free implementation.
Representing Argument Filterings
An argument filtering for a signature F is a mapping π that assigns to every n-ary function symbol f ∈ F an argument position i ∈ {1, . . . , n} or a (possibly empty) list [i 1 , . . . , i m ] of argument positions with 1 i 1 < · · · < i m n. The signature F π consists of all function symbols f such that π(f ) is some list [i 1 , . . . , i m ], where in F π the arity of f is m. Every argument filtering π induces a mapping from T (F, V) to T (F π , V), also denoted by π:
(n) ∈ F and 1 i n} is denoted by X F . Let π be an argument filtering for F. The induced assignment α π is defined as follows:
for all n-ary function symbols f ∈ F and i ∈ {1, . . . , n}.
Definition 2. An assignment α for X F is said to be argument filtering consistent if for every n-ary function symbol f ∈ F such that α X f there is a unique i ∈ {1, . . . , n} such that α X i f .
It is easy to see that α π is argument filtering consistent.
Definition 3. The propositional formula AF(F) is defined as
Lemma 1. An assignment α for X F is argument filtering consistent if and only if α AF(F).
Definition 4. Let α be an argument filtering consistent assignment for X F . The argument filtering π α is defined as follows:
Example 1. Consider a signature consisting of two binary function symbols f and g. The assignment α with
is argument filtering consistent. The induced argument filtering π α consists of π α (f) = [2] and π α (g) = 1.
Embedding
In the following we define propositional formulas s π emb t and s π emb t which, in conjunction with AF(F), represent all argument filterings π that satisfy π α (s) emb π α (t) and π α (s) emb π α (t). We start with defining a formula s = π t that represents all argument filterings which make s and t equal. (In the sequel we assume that ∧ binds stronger than ∨.) Definition 5. Let s and t be terms in T (F, V). We define a propositional formula s = π t over X F by induction on s and t. If s ∈ V then
Finally, if t = f (t 1 , . . . , t n ) then
Definition 6. Let s and t be terms in T (F, V). We define propositional formulas s π emb t and s
If t = g(t 1 , . . . , t m ) with f = g then s π emb t is the disjunction of
The formula s
Optimizations of the Encoding
The formulas of Section 1.3 are written in a way to make them easily understandable for humans. Concerning efficiency however there are quite some useful optimizations which result in a large speedup. Consider e.g. the case of different function symbols in Definition 5. The original formula
can be expressed more concisely as
since we know that AF(F) must hold anyway. Also the rules of commutativity, distributivity, etc. can drastically decrease the size of the formulas in Definition 6. As an example, note that the two formulas
and s
are equivalent.
Experimental Results
We implemented the encoding of the previous section on top of the recursive SCC algorithm with the divide and conquer approach described in [2] for combining constraints in the termination prover T T T. The generated propositional formulas are tested for satisfiability in two different ways: with the state-of-the-art SAT solver MiniSat after a linear translation (described in [5] ) to CNF and with a simple package written in OCaml for manipulating OBDDs. 1 We also tested the effect of simplifying the formulas generated by the encoding before determining satisfiability, using a TRS consisting of 25 obvious simplification rules like ¬¬x → x, x ∧ → x, and x ∧ (x ∨ y) → x. The results of our experiments are summarized in the table below. We used timeouts of 10 and 60 seconds for each of the 773 TRSs in the 2005 edition of the Termination Problem Data Base. All tests were performed on a server equipped with an Intel r Xeon TM processor running at a CPU rate of 2.40GHz and 512MB of system memory.
The T T T column refers to the divide and conquer algorithm described in [2] . The first character in the column headings ××, × , × and indicates whether the simplification rules were used and the second character whether the dynamic programming technique to select which constraints to combine next [2, Section 5.3] was used. (All methods succeeded in proving the termination of 188 of the 773 TRSs.)
Several preliminary conclusions can be drawn from the data. The performance of the approach proposed in this note outperforms the divide and conquer algorithm with dynamic programming implemented in T T T, especially for large timeouts. The cost of performing simplifications cannot be ignored but is essential for large timeouts. The dynamic programming technique enables us to share and reuse solutions of constraints. This sounds perfectly suitable for an OBDD approach, but the experimental results do not confirm this. One reason is that the merge order of [2] that we adopted in the experiments is designed for set representations. As addressed in [2] we need a good strategy for merging solutions to keep representations small. We anticipate that by developing a suitable strategy for BDDs one will benefit from the dynamic programming technique.
Extensions
Our approach extends naturally to propositional encodings of other base orders [1, 3, 5, 6] . A different and perhaps more interesting direction is to use the propositional framework to recast existing termination criteria in order to eliminate the often considerable effort to implement these criteria. Consider e.g. the following reformulation of a technique due to [4] for computing a restricted set of usable rules based on a given argument filtering. Theorem 1. Let R be a TRS and C a set of the dependency pairs. There is no C-minimal rewrite sequence if there exist an argument filtering π and a C E -compatible reduction pair ( , >) such that π(U(C, π) ∪ C) ⊆ and π(C) ∩ > = ∅.
Rather than giving an explicit definition of the set U(C, π) we encode the constraint π(U(C, π) ∪ C) ⊆ as the conjunction of
Here U f is a new propositional variable for every defined and every dependency pair symbol f . So by simply adding to the above constraint the encodings of the other (side) conditions we get essentially for free an implementation of a more powerful usable rule criterion than the one currently implemented in T T T (which amounts to π(U(C) ∪ C) ⊆ ).
Example 2. Let R be the TRS consisting of the two rules
For the dependency pair SUM(x, y :: z) → SUM(x + y, z) none of the rewrite rules is usable under an argument filtering π with π(SUM) = [2] and the dependency pair simplifies to SUM(y :: z) → SUM(z) which can be oriented by emb from left to right. Exactly this observation is mirrored in the last conjunction of the advanced usable rules formula that suggests that if a rule is used (U root(l) ) then a defined symbol f occurring in the right hand side of the rule gives rise to further usable rules if this symbol f "remains" after applying the argument filtering. In the example we have the subformula U SUM → (X 1 SUM → U + ) which says that if the first argument of SUM is not deleted by the argument filtering then U + is set to true and + gives rise to usable rules.
Concerning the experiments with this "advanced" usable rules criterion we could prove 59 additional TRSs terminating. For the two best performing combinations-SAT/OBDD with simplifications but without dynamic programming-the run times are 120 and 264 seconds with zero and one timeout (60 seconds) respectively.
