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1 Innleiing
1.1 Integrering i mange dimensjonar
Innanfor eire ulike fagfelt, mellom anna statistisk mekanikk, atomfysikk, nansmatem-
atikk, og andre stader, har ein bruk for å kunne integrere over mange dimensjonar. For
eit lågt tal på dimensjonar er dette relativt greit og krev ikkje for stor reknekraft. For
enkle integral kan ein til og med gjere det analytisk utan alt for store problem.
Men det store eirtal av funksjonar er dessverre ikkje slik. Dei kan ha for mange
dimensjonar, og derfor vere for uoversiktlige til å kunne integrerast analytisk. I tillegg
kan dei ha singularitetar eller vere diskontinuerlege, dei kan ha hurtige oscillasjonar, eller
generellt sett vere for komplekse til å kunne forståast analytisk. Ofte har ein også med
integrandar å gjere som er anten heilt eller delvis ukjend. Integrasjonsområdet kan også
vere av ein slik art, med omsyn både på form og avgrensing, at ein ikkje har nokon enkel
måte å integrere dei på. I desse tilfella vert det kravd meir spesialiserte integrasjonsme-
todar.
Det nnast allereie ein heil del metodar for numerisk integrasjon, der dei eindimen-
sjonale integrasjonsreglane naturleg nok er best utforska. Vi har her to integrasjonsreglar
som er verdt å nemne her. Den fyrste av desse er Gaussisk kvadratur som integrerer
polynomiske funksjonar eksakt opp til gitt orden. Den andre som her peikar seg ut er
trapesregelen, som gir god evaluering av integral av periodiske funksjonar. Ein naturleg
tanke er å utvide konsepta vi har i eindimensjonale reglar til å også gjelde for eire dimen-
sjonar. Den enklaste måten å gjere dette på er å nytte produktintegrasjonsreglar. Dette
går heilt enkelt ut på å redusere eit s-dimensjonalt integral til eit sett av s eindimensjonale
integral. For få dimensjonar går dette heilt greit, og ein får brukbare resultat utan for
store krav til utrekningskraft. Men når ein kjem opp i ikkje så alt for mange dimensjonar
vert dette snart ein utilstrekkjeleg strategi. Med dimensjonane veks talet på utrekningar
eksponensiellt, og allereie for fem dimensjonar vil ein med enkel produktintegrasjon vere
heilt på randa av det som er praktisk mogleg.
Vi treng derfor meir sostikerte integrasjonsmetodar. Dei metodane vi har tilgjen-
gelege deler seg hovudsakleg i to kategoriar, der hovudproblemet i alle tilfelle reduserer
til å velje evalueringspunkt på smarte måtar så feilen blir så liten som mogleg, med så
få utrekningar som mogleg. Den fyrste av desse kategoriane er Monte Carlo metodane
[17], som går ut på å velge evalueringspunkt tilfeldig og ta gjennomsnittet av desse. I re-
aliteten vil det vere eit sett av psevdotilfeldige punkt ein brukar, og integrasjonsmetoden
kan aldri vere betre enn dei beste generatorane av psevdotilfeldige punkt. Ein utnyttar
at ved tilfeldig utveljing så vil ein, om ein har eit stort nok utval, nærme seg den reelle
middelverdien, og dermed den eksakte evalueringa av integralet. Fordelen med dette er at
det går relativt fort å få relativt gode resultat. Ulempen er at det er ein tilfeldig prosess,
og ein kan derfor aldri garantere for gode resultat.
Eit alternativ til Monte Carlo metodane er den store gruppa av integrasjonsmetodar
som passande nok vert kalla kvasi Monte Carlo metodar[19]. I motsetnad til Monte
Carlo metodane fungerer desse ved at ein vel sample punkt ut i frå system konstruert
spesikt for å minske integrasjonsfeilen. Desse metodane er ofte tilpassa enkelte grupper
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av integrandar, og er derfor mindre generelle enn Monte Carlo metodar. Om ein kjenner
integranden kan derfor eit godt val av ein kvasi Monte Carlo metode vere betre enn rein
Monte Carlo integrering. I tillegg, i og med at Monte Carlo integrering i realiteten nyttar
psevdotilfeldige punkt, vil dei ha ein viss regularitet som ein ikkje alltid har kontroll over
eekten av. Ved å nytte kvasi Monte Carlo metodar kan ein seiast å ta kontroll ovevr
denne regulariteten og helder utnytte den for høgare presisjon.
I tillegg til desse to grunnleggjande gruppene av metodar kan det vere verdt å nemne
adaptive metoder[23]. Dette er meir måtar å implementere numerisk integrering enn
sjølvstendige integrasjonsmetodar, der ein søkjer å forbetre resultata til ein av dei grunn-
leggjande metodane, typisk ved å nytte feilestimat til å nne endå betre tilnærmingar.
Eit enkelt eksempel på dette vil vere å ta endå eire sample i problemområde for å kunne
jamne ut feilen her.
I denne oppgåva vil eg konsentrere meg om ein særskild type integrasjonsreglar kalla
latticereglar[16][23]. Dette er ein form for kvadraturreglar, eller også kalla kubaturreglar,
og dei kan sjåast på som ein generalisering av den eindimensjonale trapesregelen. Lat-
ticereglar er særskild eigna for ein-periodiske funksjonar, men med høve til å tilpas-
sast andre, ikkje-periodiske funksjonar. For enklare å handtere denisjonar og konstruk-
sjonar av latticereglar vil integrasjonsområdet for alle latticereglane vi ser på vere den
s-dimensjonale einingskuba Cs. Sidan vi kan skalere eit kvart rektangulært område til ei
kube vil desse kvadraturreglane også kunne tilpassast slike integrasjonsområder.
Mitt mål med denne oppgåva er å studere eit sett av latticereglar konstruert på
ein spesiell måte ved hjelp av golomblinjalar. Vi vil utvikle algoritmer for å eektivt
kunne konstruere rank-1 latticereglar av gitt trigonometrisk grad med lågast mogleg tal
på evalueringspunkt. Dette vil bli forklart seinare i teksten. Det har vist seg at ein kan
forutsjå grada til latticereglar konstruert ved hjelp av golomblinjalar. Desse algoritmene
vil eg så nytte for å nne latticereglar av høg grad og høg dimensjon.
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2 Introduksjon til latticereglar
Eg vil her presentere denisjonar og bakgrunnsteori om lattice og latticereglar som er
nødvendig for denne oppgåva. Ei gjennomgåande skildring av latticereglar kan nnast
hos Sloan og Joe [23], og meir kompakt hos Lyness [16]. Teorien bak latticereglar har
vore studert lenge, og kan seiast å ha starta med 'metoden for gode lattice punkt' hos
Korobov [12] og Hlawka [11], og seinare også hos Conroy [4]. Ein generalisert denisjon av
latticereglar dukka fyrst opp hos Frolov [10] og gjenoppdaga og utvikla vidare av Sloan
og Kachoyan [24][25] og av Sloan [22]. Min gjennomgong av bakgrunnsteorien vil stort
sett fylgje Sloan og Joe [23].
2.1 Lattice
Basisen for einkvar latticeregel, som også har gitt dei namnet, er eit lattice. Det er latticet
som denerer korleis ein for ein spesik latticeregel vil velje integrasjonspunkta. For å
forstå latticereglane må vi derfor denere kva eit lattice er. Enkelt forklart er eit lattice
eit periodisk grid av punkt i ein eller eire dimensjonar. Formelt sett kan vi denere det
slik.
Denisjon 2.1 (Lattice). Eit s-dimensjonalt lattice Λ er ei diskret mengde {x} ∈ Rs
som er lukka under addisjon og subtraksjon.
Vi kan umiddelbart ut i frå denne denisjonen nne nokon av eigenskapane til eit
lattice. For det fyrste ser vi at punktet 0 = (0, 0, . . . , 0) altid er med i eitkvart lattice.
Dette ser vi ut i frå at dersom x ∈ Λ må vi også ha at x − x ∈ Λ. I tillegg er eitkvart
punkt y = kx der k ∈ Z også med i latticet. Latticet som består av alle punkt med
heiltalskomponentar vert kalla einingslatticet og vi skriv det som Λs0. Eit minimalt sett
av lineært uavhengige punkt {xi}, der alle punkt i latticet Λ kan uttrykkjast som y =∑
i cixi; ci ∈ Z vert kalla generatorar for latticet.
Vidare, på grunn av additivitetskravet til latticepunkta, er alle lattice utanom 0
uavgrensa.
Til eitkvart lattice kan det denerast eit dualt lattice.
Denisjon 2.2 (Dualt lattice). Eitkvart lattice Λ har eit dualt lattice Λ⊥ denert som
settet
{h ∈ R : h · x ∈ Z ∀x ∈ Λ}
For einingslatticet får vi at det duale latticet blir einingslatticet sjølv.
Ei spesiell gruppe av lattice er kalla integrasjonslattice. Desse lattice er viktige i
samanhang med latticereglar, og vi kan denere dei som lattice innehaldande einingslat-
ticet Λ0.
Denisjon 2.3 (integrasjonslattice). Eit s-dimensjonalt integrasjonslattice Λ er eit lat-
tice denert av ei mengde
{ni, zi : i = 1, . . . , t},
der t og ni er positive heiltal og zi ∈ Zs, og Λs0 ∈ Λ.
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der νi er eit vilkårleg heiltal.
Ein konsekvens av at Λs0 er element i integrasjonslatticet er at alle element i det
tilsvarande duale latticet er heiltalsvektorar. Sidan einkvar kanonisk einingsvektor ei ∈
Λs0 ∈ Λ og h ∈ Λ⊥ får vi at h · ei = hi, som ut i frå denisjonen må vere heiltal. Vidare
vil vi også ha at integrasjonslatticet må vere 1-periodisk, og i tillegg vil alle punkt av
typen p mod 1 liggande i einingskuba vere element i latticet.
I resten av oppgåva vil alle lattice Λ vere integrasjonslattice og Λ⊥ det tilsvarande
duale lattice.
2.2 Latticereglar
Latticereglar er medlemer av den store familien av numeriske integrasjonsmetodar som
vert kalla kvasi-Monte Carlo metodar, og den er spesielt eigna for å integrere kontin-
uerlege, periodiske integrandar. Standard integrasjonsområde er Cs, den s-dimensjonale





Ein latticeregel kan denerast på eire ulike måtar, noko avhengig av korleis ein
denerer eit lattice.







der Λ er eit integrasjonslattice.
Alternativt, dersom ein tek utgangspunkt i likning (1), kan ein skrive dette som
Qf =
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der zi er s-dimensjonale heiltalsvektorar, og ni og t er positive heiltal. Dersom alle ni > 1
vert dette kalla ein t-syklus form [26], og latticet vert sagt å vere av rank t. Denne forma
er nyttig i praktisk bruk. Legg merke til at om integranden er 1-periodisk, treng vi ikkje
å krevje at xj ligg innanfor einingskuba.











Sidan (3) også skal gjelde for rank 1 reglar har vi at alle zi der zi/N ∈ Λ∩ [0, 1)s må
kunne skrivast som
zi = iz(mod N). (6)
Vi ser ut i frå dette at talet på evalueringspunkt er nært knytt til storleikne på N .
For denne oppgåva har vi i tillegg at alle latticereglane kan denerast ut i frå ein z =
(1, z2, . . . , zs), og vi vil derfor ha at for ein gitt N vil alle latticereglar ha nøyaktig N
evalueringspunkt.
Umiddelbart vil ein kanskje seie at ved å konsentrere seg om rank 1 latticereglar vil
ein utelukke mange gode reglar av høgare rank. Men ved søk har det vist seg at mange
av dei beste reglane er nettop rank 1 reglar, og for dei tilfella der ein har høgare rank
beste reglar ligg tilsvarande rank 1 reglar ikkje langt etter [27]. Fordelen med rank 1 vert
då openbar ved at dei er mindre komplekse og dermed lettare både å nne fram til og
implementere. Ved å konsentrere seg om rank 1 kan ein redusere søkjeromet betydeleg.
Sidan eit integrasjonslattice må vere 1-periodisk, vil det duale latticet til ein rank 1
regel vere N -periodisk, og det vil redusere til
{h ∈ Zs : h · z ≡ 0(mod N)}.
Dette kan vi sjå ved å la
h′ = h+ cNei ∈ Λ⊥; 1 ≤ i ≤ s, c ∈ Z
der ei er ein kanonisk einingsvektor. Vi får då at
h′ · x = h1x1 + · · · + hixi + cNxi + . . . hsxs
= h · x+ cNxi.
På grunn av (1) får vi at cNxi ∈ Z og h′ · x ∈ Z, som fører til at Λ⊥ er N -periodisk.
2.3 Trigonometrisk grad
Eg har allereie nemnd at latticereglar er spesiellt tilpassa periodiske funksjonar, og det
er derfor naturleg å ville framstille integranden som ein sum av trigonometriske monom
i s dimensjonar, analogt med Fourierrekkjer i ein dimensjon.
Denisjon 2.5 (Trigonometrisk monom). Eit s-dimensjonalt trigonometrisk monom er
ein funksjon på forma
f(x) = e2piih·x (7)
der h ∈ Zs
Eit trigonometrisk polynom vert då ein lineær kombinasjon av trigonometriske monom.
Vi kallar romet av alle trigonometriske polynom i s dimensjonar Ts. Grada til eit trigonometrisk
monom vert d = ||h||1 og til eit trigonometrisk polynom vert den lik grada til det monom-
leddet med høgast grad. Romet av alle trigonometriske polynom i s dimensjonar og opp
til grad d vert kalla Tsd.
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Dette er praktisk fordi vi kan bruke det til å gi eit tal på kor god ein latticeregel er.
Trigonometrisk grad er eit slikt mål som nettop baserer seg på at ein kan tilnærme ein
funksjon med eit endeleg trigonometrisk polynom.
Denisjon 2.6 (Trigonometrisk grad for integrasjonsreglar). Ein integrasjonsregel har
trigonometrisk grad d(Q) dersom Qf = If for alle f ∈ Tsd og det eksisterer minst ein
g ∈ Tsd+1 slik at Qg 6= Ig.
I ein del samanhangar har det vist seg nyttig å denere eit nytt mål, kalla utvida
trigonometrisk grad. Dette er denert som δ = d(Q) + 1. Reint matematisk har det lite
å seie, men ein del relasjonar blir enklare og ryddigare om vi brukar dette målet.
Slektskapen til eit anna mål, kalla algebraisk grad, er openbar.
Denisjon 2.7 (Algebraisk grad for integrasjonsreglar). Ein integrasjonsregel har alge-
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Her er ei innsikt frå lågare dimensjonar nyttig. Alle som har forsøkt seg med interpo-
lasjon med algebraiske polynom veit at ein for høgare grads polynom får store problem
med artifaktar i randområda. Dette er ein eekt som ikkje vil forsvinne ved høgare di-
mensjonar og ein kan derfor tenkje seg at trigonometrisk grad i mange tilfelle er betre og
meir presist enn algebraisk grad.
2.4 Tilnærmingsfeil for latticereglar
Motivasjonen for å nytte trigonometrisk grad nn vi i den underliggande teorien for
Fourieranalyse. Den seier at ein kvar kontinuerleg og periodisk funksjon i s dimensjonar





Ved å nytte latticeregelen på denne likninga kan vi nne integrasjonsfeilen for lat-
ticeregelen. Resultatet vert då som i teoremet under.
Teorem 2.1 (Tilnærmingsfeil for latticereglar). La Q vere ein s-dimensjonal latticeregel,
og Λ tilhøyrande integrasjonslattice. Anta vidare at funksjonen f har absolutt konvergent
Fourierrekkje. Då har vi at




Her er fˆ(h) fourierkoessienten i h og Λ⊥ er det duale latticet til Λ.
Prov For å sjå at dette stemmer brukar vi likning (8) saman med denisjonen av Λ⊥.
Vi må vise at
Q[e2piih·x] =
{
1 for h ∈ Λ⊥
0 elles
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For fyrste delen av provet ser vi at når h ∈ Λ⊥ har vi ut i frå denisjonen at h ·x ∈ Z,
som gir oss vidare at Q[e2piih·x] = 1.
For siste delen av dette provet må vi bruke at integranden er 1-periodisk. Vi kan
denere ein operator Tj for 1-periodiske funksjonar.
Tjf(x) = f(x+ xj);xj ∈ Λ ∩ [0, 1)s.
Vi får for eit gitt lattice eksakt N ulike translasjonar tilsvarande latticepunkta i ein-
ingskuba. Dette gir vidare at
TkTjf(x) = f(x+ xj + xk) = f(x+ xl)
der xl er den unike vektoren i Λ og [0, 1)
s
som har ein avstand til xj + xk på ein heil-
talsvektor. På grunn av denne unikskapen får vi då som resultat at {TkT0, . . . , TkTN−1}



















Tlf = f¯ .
Vi denerer ein ny funksjon gh(x) = e
2piih·x
med h ∈ Zs, x ∈ Rs. Ved å nytte
translasjonen på denne får vi at
Tkgh = e
2piih·xkgh.
Vi ser her at dersom h /∈ Λ⊥, så må gh 6= Tkgh for ein eller annan 0 ≤ k ≤ N − 1. I















Gjennomsnittet er invariant under transformasjonen Tk. Samstundes kan vi nne ein k
som gjer at gh ikkje er invariant under den same transformasjonen. Dette gir oss dermed
at uttrykkjet i parentesen må vere lik 0. 
Ein konsekvens av dette vert då, som tidlegare nemnd, at latticereglar passar særdeles
godt for funksjonar med raskt avtakande fourierkoesientar. Dette gjeld mellom anna
for funksjonar som er 1-periodiske.
Det naturlege neste steget vert då å nne ut korleis ein skal minske denne feilen.
Vi veit at når den 1-periodiske utvidinga av ein funksjon f er k gongar deriverbar,
så vil fourierkoessientane ha ein konvergensrate fˆ(h) ∼ 1/hk. Dersom utvidinga av
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funksjonen er uendeleg deriverbar, noko som kun gjeld for funksjonar som sjølv er 1-
periodiske, vil vi få at konvergensen bli fˆ(h) ∼ C−h; |C| > 1. I det s-dimensjonale
problemet får vi at dersom f er 1-periodisk og dei partiellderiverte
∂q1+...qsf
∂xq11 . . . ∂x
qs
s
, 0 ≤ qk ≤ α, 1 ≤ k ≤ s
eksisterer og er kontinuerlege på [0, 1)s er
fˆ ∼ 1/(h¯1h¯2 . . . h¯s)α. (10)





2 . . . C
−|hs|
s . Dersom C1 = C2 = · · · = Cs får vi
fˆ(h) ∼ C−||h||1. (11)
Ut i frå dette kan vi sjå at dei mest signikante koesientane høyrer til ||h||1 < d. På
grunn av (10) kan vi skrive feilestimatet som




(h¯1h¯2 . . . h¯s)α
.
For integrasjonsreglar vert konsekvensen av teorem (2.1) og argumentasjonen over,
at integralet av (8) må bli lik 0 for alle heiltalsvektorar h der 0 < ||h||1 ≤ d.
{
Q[1] = I[1] = 1
Q[exp(2piih · x)] = I[exp(2piih · x)] = 0 ∀0 < ||h||1 ≤ d (12)
2.5 Ekvivalens mellom latticereglar
Når vi studerer latticereglar er det nyttig å merke seg visse likskapar mellom beslekta
latticereglar. Dette er noko vi kan utnytte for å gjere søk etter latticereglar meir eektive.
Særskild nyttig er det å sjå etter likskapar som gjer at latticereglar har lik trigonometrisk
grad. For denne oppgåva er det nyttig å denere ekvivalensklasser ut i frå to transfor-
masjonar.
Denisjon 2.8 (Ekvivalensklasse). To vektorar z og z′ dannar latticereglar i same ek-
vivalensklasse dersom
1) z′ er danna ved permutasjon av komponentane i z
2) og\eller z′ er danna av z ved å erstatte zi med N − zi.
Latticereglar som er beslekta på denne måten har nokre felles eigenskapar. Det vik-
tigaste for denne oppgåva er at dei vil ha same trigonometrisk grad.
Teorem 2.2. Dersom z og z′ høyrer til same ekvivalensklasse, og z dannar ein latticeregel
av utvida grad δ, så vil også z′ danne ein latticeregel av utvida grad δ
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Prov Vi vil fyrst vise at z og z′ er ekvivalente med omsyn til trigonometrisk grad
under permutasjon. Vi denerer ein operator Pi,j(z) = z
′
der komponentane zi og zj
har byt plass. Pi,j er matrisen som avvik frå identitetsmatrisen I, ved at komponentane
(i, i) = (j, j) = 0, medan (i, j) = (j, i) = 1, og vi har i tillegg Pij = P
−1
ij = Pji og Pij(z)
er invertibel. Vi antar at det eksisterer ein h ∈ Zs slik at
(h · z) mod N = 0,
= (h1z1 + · · ·+ hizi + · · · + hjzj + · · · + hszs) mod N. (13)
For z′ får vi då vidare dersom h′ = Pi,j(h), at
(z′ · h′) mod N
= (h1z1 + · · ·+ hjzj + · · ·+ hizi + · · · + hszs) mod N = 0.
Sidan P er invertibel vil kvar h ha, for gitte 0 < {i, j} ≤ s, ein unik h′ = Pi,j(h), og
fordi P er ein rein permutasjon av komponentane vil ||h′||1 = ||h||1. Dersom z genererer
eit lattice av utvida grad δ har vi ein h der ||h||1 = δ som gir (13). Dette fører til at
latticet generert av z′ også har utvida grad δ.
Vi går vidare til å vise at ved å erstatte zi med N − zi vil vi også få to latticereglar
av lik grad. Vi let z = (z1, . . . , zi, . . . , zs) og z
′ = (z1, . . . , N−zi, . . . , zs). Vi antar vidare,
som over, at vi for ein h ∈ Z har at
(h · z) mod N
= (z1h1, . . . , zihi, . . . , zshs) mod N = 0. (14)
Vi kan vidare setje h′ = (h1, . . . ,−hi, . . . , hs), og på grunn av (14) får vi
(h′ · z′) mod N
= [z1h1, . . . , (N − zi)(−h), . . . , zshs] mod N
= [(z1h1) + · · · − (Nhi) + (zihi) + · · · + (zshs)] mod N = 0.
Ved same argumentasjon som over får vi då at dersom z genererer eit lattice av utvida
grad δ vil også z′ generere eit lattice av utvida grad δ. 
Nokre medlemmer i desse ekvivalensklassene er i ulike samanhangar nyttigare enn
andre [28].
Teorem 2.3. Einkvar ekvivalensklasse av rank 1 latticereglar inneheld ein representant
som tilfredsstiller
0 < z1 < z2 < · · · < zs < N/2,
og ein representant som tilfredsstiller
N/2 < z1 < z2 < · · · < zs < N.
9
Prov For ein vilkårleg z der z/N ∈ Λ vil (z(mod N))/N ∈ Λ. Dette gir oss at alle
zi < N . Ved å nytte transformasjonane i denisjon 2.8 kan vi vise begge påstandane i
teoremet. Vi permuterer komponentane i z og får z1 < z2 < · · · < zs. Dersom zi > N/2
for ein eller annan 0 < i ≤ s let vi z′i = N − zi < N/2. Elles kan vi setje z′i = zi. Vi har
med det ein z′ ekvivalent med z der 0 < z1 < z2 < · · · < zs < N/2.
Sidan alle 0 < z′i < N/2 kan vi igjen vidare setje z
′′
i = N − z′i og får ein z′′ ekvivalent
med z′ og z der N/2 < z1 < z2 < · · · < zs < N . 
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3 Konstruksjon av gode latticereglar
3.1 Gode latticereglar
Målet med denne oppgåva er som nemnd å søkje etter gode latticereglar. Men for å vite
kva som er gode latticereglar må eg presisere kva ein optimal latticeregel er.
Denisjon 3.1 (Optimal latticeregel av grad d og dimensjon s). Ein optimal latticeregel
av grad d i s dimensjonar er ein latticeregel som tilfredsstiller minN(Λ) for alle Λ slik
at d(Λ) = d.
Dersom integranden er uendeleg deriverbar vil det vere fornuftig, ut i frå (11), å bruke




for at C−|h|1 skal bli så liten som mogleg. I denne oppgåva har vi valt å anta at at
integranden er glatt og 1-periodisk, vil det derfor vere naturleg å bruke dette målet, som
tilsvarar trigonometrisk grad nemnd tidlegare.
Basert på desse kriteria nnast det eire ulike angrepsvinklar når ein vil leite etter og
konstruere gode latticereglar. Om ein konsentrerer seg om rank 1 reglar har vi i hovudsak
tre måtar. Den fyrste går på at ein kan la N vere konstant og så variere z vektoren for
å nne den latticeregelen som av desse har høgast grad. Alternativt kan ein for ein gitt
z variere N for å optimalisere grada. Begge desse framgongsmåtane har sine fordelar.
For begge gjeld det at ein må ha ein eektiv måte å rekne ut trigonometrisk grad på.
Den fyrste metoden har den fordelen at ein alltid kan nne reglar med eit lågt tal på
evalueringspunkt. Ulempa er at dersom ein vil ha høg grad kan det krevje at ein må
auke N , og optimaliseringsproblemet vert då eit grensesetjingsproblem. Fordelen med
den siste metoden er at når ein fyrst har funne ein god z kan ein enkelt auke N fram
til ein har ynska grad. Problemet her vert då å nne reglar for korleis z skal sjå ut for
å garantere gitt grad. Den tredje måten vil vere å fastsetje grad først, for så å variere
både z og N . Denne framgongsmåten kompenserer til ei viss grad for problema med dei
to andre metodane, men han vil i si reinaste form risikere å kunne krevje eit nokså stort
søkjeområde. Eg vil i denne oppgåva konsentrere meg om den siste metoden, men for å
unngå alt for store søk vil eg konstruere alle z ut i frå gitte reglar skildra under. Desse
konstruksjonane vil også gi naturlege avgrensingar for søkjeområdet til N .
3.2 Utrekning av trigonometrisk grad
Motivert av uttrykket i likningane (12) kan ein nne ein metode for å rekne ut trigonometrisk
grad eektivt. Argumentasjonen her er ei forenkling av den gitt av Ronald Cools [5] for
latticereglar av vilkårleg rank, og vil her gjelde berre for reglar av rank 1. Den fyrste
likninga Q(1) = I(1) = 1 er triviellt tilfredsstilt. Kvadraturet reduserer her til å ta
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gjennomsnittet av ein konstant funksjon. Den andre må vi skrive om.

















Ein latticeregel har då per denisjon utvida grad δ dersom







som, ut i frå Teorem 2.1 og denisjonen 2.2 av det duale latticet ΛT , er ekvivalent med
∀h : 0 < ||h||1 < δ,h · z mod N 6= 0 (15)
Dersom ein varierer h systematisk i eit område for ||h||1 = δ′ > 0 for δ′ aukande og
testar for kravet i (15), nn ein δ = δ
′ − 1 fyrste staden testen feilar. Algoritmen vil bli
skildra detaljert i kapittelet om koding og implementering, og er basert på ei algoritme
gitt av Ronald Cools [5].
3.3 Deltasekvensar
Alt eg har presentert no er standard sto for latticereglar og nnast i litteratur. For
å kunne gå vidare med å nne gode z vektorar treng vi noko meir teori. Teorien eg
no vil presentere er tidlegare upublisert materiale frå eit sett av notat skrive av James
Lyness [28] [15]. Desse notatane inneheld mellom anna nokre svært nyttige teorem som
er til hjelp i algoritmer for konstruksjon av gode latticeregla, og fortel korleis z må vere
oppbygd for å generere latticereglar av gitt trigonometrisk grad.
Vektorane z kan sjåast på som talfylgjer, og ut i frå teorem 2.2 kan ein utan problem
sortere komponentane i stigande rekkjefylgje. Dette vil berre korrespondere til ei renu-
merering av dimensjonane og fører ikkje til noko tap av generalitet. For ein latticeregel
med utvida grad δ kan ein vise at om vi krev at
z = (z1, . . . , zi, . . . , zs); zi = 1, 1 ≤ i ≤ s (16)
må den kunne konstruerast ut i frå ein deltasekvens. Vi kan også vise ut i frå dette at
for ein kvar δ må det nnast ein latticeregel av utvida grad δ generert ut i frå ein z på
denne forma.
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|λj | ≥ δ for alle λ ∈ Zσ. (18)
Dersom ein har ein λ som gjer (18) til ein likskap vert a kalla ein strikt deltasekvens.
Vi kan no kome med eit viktig teorem for denne oppgåva.
Teorem 3.1 (Deltasekvens). Eitkvart rank 1 lattice Λ av utvida grad δ generert av z ∈ Zs
og N , der z = (z1, . . . , zi−1, 1, zi+1, . . . , zs)
T ; 1 ≤ i ≤ s, må vere i same ekvivalensklasse
som eit lattice Λ′ generert av z′ og N der z′ er danna av ein deltasekvens av grad δ.
Prov For ein z′ = (z′1, . . . , z
′




der z′i = 1, 1 ≤ i ≤ s kan vi fyrst, ut i frå Teorem
2.2 sortere alle elementa i z′ i stigande rekkjefylgje slik at z = (1, z2, . . . , zs)
T
Dette gir
oss at for einkvar µ ∈ Zs vil alle h på forma
h = [(Nµ1 −
s∑
i=2
µizi), µ2, . . . , µs]
T
vere punkt i Λ⊥. Vi kan også skrive dette som
h = [(Nµ1 +
s∑
i=2
µizi),−µ2, . . . ,−µs]T . (19)
Ut i frå dette fyl det av (15) at ||h||1 ≥ δ for ein latticeregel av utvida grad δ. For
ein vilkårleg µ får vi då at
||h||1 = ||[(Nµ1 +
s∑
i=2












µjzj + µ1N |+
s∑
j=2
|µj| ≥ δ (20)
Dette må særskild gjelde når µ1 = 0. Vi ser ut i frå dette at om vi set a = (z2, . . . , zs)
T
med σ = s − 1 element og λ = (µ2, . . . , µs)T , får vi at dersom z skal generere ein
latticeregel av utvida grad δ må a vere ein deltasekvens av grad δ . 
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Eit resultat av dette og Teorem 2.3 er at vi for einkvar δ alltid kan nne ein latticeregel
av rank 1 og utvida grad δ generert av ein z = (1, z2, . . . , zs) der 0 < z1 = 1 < z2 < · · · <
zs < N/2.
Vi ser at for latticereglar Λ av denne typen og for h ∈ Λ⊥ nnast det ein µ ∈ Zσ slik
at
||h||1 = |Nµ1 + λ · a|+ ||λ||1.
Vi ser at ||h||1 ≥ ||λ||1, så ved å undersøkje alle h generert av µ = (0, λ)t der ||λ||1 ≤ δ
har vi garantert fått med alle h ∈ Λ⊥ som trengst for å evaluere (15). Vi let m vere talet
på h vi må evaluere for kvart par av z og N .
Dette leier naturleg til ein 2-stegs strategi for søk etter latticereglar. Fyrste steg vil
vere å nne gode deltasekvensar, a, før ein i andre steg nn ein minst mogleg N slik
at z og N genererer eit lattice av utvida grad δ. Frå teorem 2.3 ser vi at zs er ei nedre
grense for N/2, og det vil derfor vere naturleg å nne deltasekvensar med låg verdi på
zs. I resten av dette kapittelet vil eg konsentrere meg om teori for steg ein.
3.4 Krav for deltasekvensar
For å kunne søkje etter deltasekvensar eektivt må vi vite noko om eigenskapane deira.
Vi må setje nokre krav til z for at den skal vere ein deltasekvens.
Lemma 3.1. Nødvendige krav for at ein sekvens z skal vere ein deltasekvens av utvida
grad større eller lik δ er
z1 ≥ δ − 1
zj − zj−1 ≥ δ − 2; 1 < j ≤ s
Prov Begge desse kan lett visast ved motseiing. Vi antar at z1 ≤ δ − 2. Dersom då
λ = (1, 0, . . . , 0) får vi at uttrykket i (20) reduserer til z1 + 1 ≤ δ − 2 + 1 som er mindre
enn δ. Vi må derfor ha at z1 ≥ δ − 1.
Tilsvarande, dersom vi antar at det for z nnast eit par zj − zj−1 ≤ δ − 3 får vi då
for λj = −λj−1 og med 0 elles at (20) reduserer til λjzj − λj−1zj−1 + 2 ≤ δ − 3 + 2 < δ.

Teorem 3.2 (Reduksjon og ekspansjon av deltasekvensar). Dersom a = (a1, a2, . . . , ai−1, ai, ai+1, . . . , as)
er ein deltasekvens så vil også a˜ = (a1, a2, . . . , ai−1, ai+1, . . . , as) vere ein deltasekvens.
Dersom a = (a1, a2, . . . , as−1, as) er ein deltasekvens så må det også nnast ein
as+1 ≥ as + δ − 2 som gjer at a¯ = (a1, a2, . . . , as, as+1) blir ein deltasekvens.
ProvDersom a˜ ikkje er ein deltasekvens må det nnast ein λ˜ = (λ1, . . . , λi−1, λi+1, . . . , λs)
som gjer at kravet (18) ikkje held. For amå også den tilsvarande λ = (λ1, . . . , λi−1, λi, λi+1, . . . , λs)
med λi = 0 gjere at (18) ikkje held. Dette fører til ei sjølvmotseiing og a˜ må derfor også
vere ein deltasekvens.
Dersom a er ein deltasekvens har vi at (18) vil gjelde for alle λ = (λ1, λ2, . . . , λs) og
dermed også for a¯ og λ¯ = (λ, 0). For λs+1 6= 0 treng vi kun å konsentrere oss om λ der
|λ|1 < δ − 1. Då vil
as+1 > (δ − 2)as
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alltid gi ein ny deltasekvens a¯. På grunn av (3.1) kan as+1 ikkje vere mindre enn as+δ−2.

Som eg har nemnd vil eg i denne oppgåva konsentrere meg om δ = 5, og eg vil derfor
kome med ei teorem, Teorem 3.3, som er viktig for nettopp tilfellet δ = 5. Men før det
må vi få på plass to lemma.
Lemma 3.2. La 0 < a1 < a2 < · · · < as, 2a1 − as ≥ 0,
∑s
i=1 |λi| ≤ 4 og
∑s





λiai| ≥ 2a1 − as.
Vi viser dette ved å sjå på alle moglegheitene for å konstruere λ ut i frå desse krava.
For λ1 6= 0 og λi = 0∀ i 6= 1 har vi S ≥ |λ1|a1 ≥ 2a1 − as.
For λ1 = {2, 3};λi = −1∀ i > 1 blir S = |λ1a1 − ai| ≥ 2a1 − as.
For λ1 = 2, λi = −λj = 1 får vi S = |2a1 + ai − aj | ≥ 2a1 − as
For λ1 = λi = −λj = 1 får vi S = |a1 + ai − aj| ≥ 2a1 − as
For alle andre moglegheiter der
∑s
i=1 λi 6= 0 har vi at forteikna til alle λi ∈ λ;λi 6= 0
er like. Dette gir S ≥ ai ≥ a1. 









Prov Dette ser vi ut i frå at for
∑s





1 + δ − 1. 
Teorem 3.3 (Tilstrekkjelege og nødvendige krav til deltasekvensar av utvida grad 5).
La as < 2a1− δ+1 og i,j = |ai− aj|. Då vil a = (a1, a2, · · · , as) danne ein deltasekvens
med δ ≥ 5 dersom, og kun dersom
E = {i,j ; s ≥ i > j ≥ 1}
inneheld distinkte element og i,j ≥ 3





ai − aj − ak + al = 0.
Dersom vi så vel







λmam| = 4 < 5.
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Dette viser at fyrste kravet er nødvendig for at a skal vere ein deltasekvens.
For å vise at dette er eit tilstrekkjeleg krav treng vi, ut i frå lemma 3.3, berre å
vurdere dei tilfella der
∑s
i=1 λi = 0.
For λi = −λj får vi S = |λi(ai − aj)| som gir
∑s
k=1 |λk|+ S ≥ 2 + i,j ≥ δ
For λi = −λj = λk = −λl får vi S = | ± i,j ± k,l|. Sidan alle  er distinkte får vi∑s
m=1 |λm|+ S ≥ 4 + S ≥ δ
For λi = −2λj = −2λk blir S = |2ai−aj−ak| = |±i,j±j,k|. Dette gir
∑s
l=1 |λl|+S ≥
4 + S ≥ δ. 
3.5 Golomblinjalar og kopling til deltasekvensar
Kravet om distinkte avstandar kjenner vi att som det som denerer eit anna fenomen
kalla golomblinjalar.
Denisjon 3.3 (Golomblinjal). Ein vektor, a = (a1, a2, . . . , aσ); a1 < a2 < · · · < aσ,
der alle tala er heiltal, vert kalla ein golomblinjal dersom det for eit heiltal, x 6= 0, nnast
høgst ei løysing på likninga x = aj − ai, ai, aj .
Eit enkelt tal i ein slik golomblinjal vert kalla eit merke. Lengda av ein golomblinjal
G(σ) vert denert som G(σ) = aσ der aσ er det merke med høgast verdi. Ein optimal
golomblinjal er den kortast moglege for eit gitt tal på merker.
To operasjonar som er nyttige, og som gjer at golomblinjalane framleis er golomblinjal,
er fjerning av merker og forskuving av merka med ein heiltalsverdi.
Teorem 3.4 (Forskuving og trunkering av golomblinjal). For einkvar golomblinjal a =
(a1, . . . , aσ−1, aσ) og konstant c ∈ Z vil også a′ = (a1, . . . , aσ−1) og a′′ = (a1+c, . . . , aσ−1+
c, aσ + c) vere golomblinjal.
Prov Dersom vi har ein golomlbinjal a = (a1, a2, . . . , ai−1, ai, ai+1, . . . , aσ) kan vi fjerne
eit merke og får a′ = (a1, a2, . . . , ai−1, ai+1, . . . , aσ). Dersom a
′
ikkje er golomblinjal må
det nnast j, k, l,m slik at aj − ak = al − am. Men sidan operasjonen vi har utført er
å fjerne eit merke, må desse merka framleis nnast i a, som impliserer at a ikkje er
golomblinjal. Ved motseiing må derfor også a′ vere golomblinjal.
For å vise at forskuving gir ein ny golomblinjal antar vi fyrst at a = (a1, a2, . . . , aσ)
er golomblinjal. For ein c ∈ Z har vi a′′ = (a1 + c, a2 + c, . . . , aσ + c). Dersom a′′ ikkje er
golomblinjal må det nnast i, j, k, l slik at
ai + c− (aj + c) = ak + c− (al + c)
⇓
ai − aj = ak − al.
Men dette impliserer at a ikkje er golomblinjal og vi får ei motseiing. Vi får då at a′′
også må vere golomblinjal. 
Golomblinjalar dukka fyrst opp i eit arbeid av Wallace C. Babcock frå 1953 [2] som
ei løysing på eit problem i samband med radioteknikk. Ein kunne redusere interferens
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mellom ulike frekvensar ved å justere dei ulike kanalane ut i frå merka på ein golomblinjal.
Golomblinjalen er oppkalla etter Solomon W. Golomb som var den fyrste til å studere
dei systematisk.
Ein ekvivalent denisjon er sidonsett, som denerast ut i frå at det inneheld distinkte
summar for kvart par av merker. Vi ser lett denne ekvivalensen ved at om ai − aj 6=
ak − al, ∀ {i, j, k, l} ∈ Z må også ai+ al 6= ak + aj . Sidonsett har blitt studert sidan 1930
talet, og vart fyrst skildra av Simon Sidon [21], saman med Pál Erd®s og Pál Turán [8].
Frå teori bak sidonsett har vi ei nedre grense for lengda på ein golomblinjal [14]
G(σ) ≥ σ2 − 2σ√σ +√σ − 2. (21)
Ekvivalens med golomblinjalar har blitt demonstrert av Apostolos Dimitriomanolakis [7].
Ingen lukka løysing på konstruksjon av optimale golomblinjalar nnast endå. Dei
vi kjenner er funne ved systematiske søk, fyrst manuellt og seinare med datamaskiner.
Særskild kan ein nemne projectOGR drive på www.distributet.net [9], som er eit massivt
kooperativt søk etter optimale golomblinjalar.
Det nnast likevel eire ulike konstruksjonar som gir nær optimale golomblinjalar.
Med nær optimale golomblinjalar meinar ein golomblinjalar med lengde aσ ≤ σ2, som
er i nærleiken av denne nedre grensa nemnd over. Dette fyl også eit framlegg, presentert
av Erd®s [8], som seier at alle optimale golomblinjalar med σ merker er kortare enn σ2.
Dette har ikkje blitt universellt prova, men det har blitt vist korrekt for s < 65000 [1]
[13] [7].
Ein spesiell måte å framstille golomblinjalar på, som eg har gjort nytte av i dette
arbeidet er det som vert kalla sykliske golomblinjalar, eller også modulære golomblinjalar.
Dei er kort fortald kjenneteikna ved at dei der ein vanleg golomblinjal er denert ut i
frå å ha unike dieransar mellom merka, har ein syklisk golomblinjal unike dieransar
modulo eit heiltal b. Meir persist vert dette denert slik.
Denisjon 3.4 (Sysklisk golomblinjal). For to tal ai, aj ∈ a; i 6= j der a er ein syklisk
golomblinjal, har vi at (ai − aj)(mod b) 6= (aj − ai)(mod b)
Ein nyttig måte å illustrere ein slik golomblinjal er å ta ein sirkel med omkrins b og
plassere ut distansane rundt denne sirkelen. Derav har vi namnet sykliske golomblinjalar.
Ein grunn til at sykliske golomblinjalar er av interesse i denne oppgåva er at mange
av dei gode konstruksjonane som gir korte golomblinjalar er basert på modulære kon-
struksjonar og gir nettopp sykliske golomblinjalar. Dei beste av dei gir golomblinjalar
med lengde rundt s2, som også er i nærleiken av denne nedre grensa for lengda av
golomblinjalar nemnd over. Dette er praktisk for oppgåva i og med at vi er på jakt
etter golomblinjalar som er så korte som mogleg.
Når vi fyrst har funne ein syklisk golomblinjal med s merker, kan vi konstruere s− 1
nye golomblinjalar ved forskuving av golomblinjalen modulo b. Det vil seie, om vi har ein
golomblinjal a = a1, a2, . . . , as, kan vi danne ein ny golomblinjal ved transformasjonen
a
′
= Sc(a) = {a1 + c(mod b), a2 + c(mod b), . . . , as + c(mod b)} (22)
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der c er eit vilkårleg heiltal. Ved å velje c = b − as får vi ein ny golomblinjal der det
øverste merket har blitt det lågaste. Denne prosessen kan halde fram inntil vi er tilbake
til den originale golomblinjalen, og vi vil ha eit sett på s ulike linjalar. Alle desse vil vere
deltasekvensar, men generelt ulike med omsyn til grad.
Som vi såg i Teorem 3.3 må ein deltasekvens δ ≥ 5, i tillegg til å vere golomblinjal, ha
minste avstand min(i,j) ≥ 3. Dette gjer at om ein kan konstruere golomblinjalar med dei
rette eigenskapane kan ein også, i alle fall ut i frå teorien, konstruere gode latticereglar.
Problemet er at ein ikkje for tida har tilstrekkjeleg gode krav til desse golomblinjalane,
og ein kan berre eksperimentellt nne gode kandidatar mellom dei mange mindre gode.
Det er helder ikkje blitt vist at ein optimal golomblinjal automatisk vil gi ein optimal
latticeregel. Samanhangen her er at på grunn av Teorem 2.3 vil vi rekne med at dei beste
z har zs liten. Dessutan er det ikkje så lett å seie kva som er ein god latticeregel når ein
ikkje allereie har den optimale.
Framgongsmåten eg her vil nytte vil vere å fyrst konstruere ein nær optimal golomblin-
jal, for så å fjerne eit eller to merker slik at min(i,j) ≥ 3. Vi kan kalle mengda av alle
golomblinjalar med minste avstand i, j ≥ k for GLk, og vi er derfor ute etter deltasekven-
sar a ∈ GL3. Implementeringa og algoritmene frå denne teorien vil eg skildre i neste
kapittel.
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4 Algoritmer og kompleksitet
4.1 Algoritmer
For no å kunne arbeide vidare må vi kunne implementere denne teorien i robuste algorit-
mer. Dei algoritmene vi treng for å gjennomføre vårt søk etter gode latticereglar består
fyrst og fremst ein metode for å rekne ut trigonometrisk grad. Denne, som vi skal sjå,
kan delast i to mindre algoritmer. Vidare vil vi ha behov for å kunne konstruere z, og
ut i frå førre kapittel, også metodar for å konstruere deltasekvensar. Dette er også ein
todelt prosess, der vi fyrst dannar deltasekvensar, for så å modisere dei på ulike måtar
for å gi ein z av ynska grad for gitt dimensjon. Til slutt treng vi ei algoritme for å setje
saman desse til eit eektivt søk.
Programmet eg har nytta baserer seg på å konstruere latticereglar ved hjelp av
golomblinjalar, for så å teste latticereglane for trigonometrisk grad. Det er likevel in-
genting i vegen for å nytte algoritmene for testing av trigonometrisk grad i eit program
som tek ikkje eksplisitt sykliske golomblinjalar som input. Det at golomblinjalane er syk-
liske i mitt program gjer det enklare å manipulere dei, slik at vi kan teste eire linjalar
ut i frå den same konstruksjonen. Dessutan dannar alle dei beste av dei kjende konstruk-
sjonane sykliske golomblinjalar. Vi vil derfor gjerne også utnytte denne eigenskapen i
programmet.
Andre ting vi vil utnytte i denne oppgåva er det faktum at det nnast eire ulike
metodar for å generere golomblinjalar. Dette gir grunnlag for ein del heuristiske metodar
for å forbetre søket etter latticereglar. Eg vil kommentere dette for dei algoritmene der
dette er aktuelt.
4.2 Utrekning av trigonometrisk grad
Før eg no gjer noko anna vil eg presentere metoden eg brukar for å nne trigonometrisk
grad. Standardmåten å rekne ut trigonometrisk grad er å variere h med ||h||1 = d for
stigande d, for så å teste h · z(mod N) 6= 0 inntil dette feilar ??h-norm<delta). For
den h der testen feilar har vi δ = ||h||1. For mine algoritmer har eg teke utgangspunkt
i eit program skildra av Ronald Cools [5], som nettopp er basert på denne opplagde
algoritmen. Dersom vi kun er ute etter å vite om ein gitt latticeregel har utvida grad
δ ≥ δˆ, og ikkje treng å vite den eksakte grada til latticeregelen, kan vi stoppe når alle h
der ||h||1 < δˆ er evaluert.
Eit problem med denne metoden å gjere det på er at når vi vil undersøke eire
latticereglar har vi behov for å generere mange h vektorar. Utfordringa vert då å generere
kun dei h vektorane vi har behov for, og ikkje eire.
Det nye eg har her i mine algoritmer er ein observasjon som gjer at vi kan dele
prosessen med å nne trigonometrisk grad inn i to trinn, og i tillegg kune ta vare på ein
del informasjon utan å måtte rekne ut alt på nytt for kvar nye N . Dersom vi vil evaluere
h · h for mange z kan det vere nyttig å lagre alle h i ei matrise H. I tillegg, om vi så
vil evaluere Hz(mod N) for mange N kan det vere lønsamt å lagre q = Hz og helder
evaluere q(mod N).
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I mine algoritmer vil eg også i hovudsak nytte denne metoden for å forbetre køyretida.
Eg vil fyrst leggje fram algoritmen nnq(), som dannar kjernen for desse utrekningane.
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Algorithm 1 nnq(z, δˆ)
1: d← 1 {Inneverande trigonometrisk grad}
2: h← (1, 0, . . . , 0)










5: k ← 0
6: for d ≤ δˆ do
7: for ∀h; ||h||1 = d do
8: k ++







På grunn av at h er glissen når δ er lågare enn s kan vi utnytte dette til å spare
endå meir tid og lagringsplass. Det nnast allereie gode algoritmer for å rekne med glisne
vektorar og matriser, og eg vil derfor ikkje gå inn på desse teknikkane her.
Legg merke til at det er ein skilnad på denne algoritmen og teorien over. I denne
algoritmen lagrar eg ikkje H matrisen, men helder vektoren q og ein annan vektor ∆q
som representerer endringa i q som resultat av endringa ∆z i z. Grunnen til dette er at
alle z vi evaluerer er danna ved å konstruere deltasekvensar ut i frå golomblinjalar, og som
vi vil sjå under, treng vi kun å rekne ut Hz ein gong for kvar deltasekvens konstruert.
Valet er gjort ut i frå eit omsyn både til tidsbruken og til kravet for lagringsplass. Å
lagre heile H kan vere fornuftig dersom ein gjennomfører eit reint brute force søk, og
vil evaluere Hz for kvar z danna, men når utrekningane uansett vert utført relativt få
gongar kan det vere lurt å også spare på lagringsplass.
Frå Teorem 3.1 fyl det at om vi har ein deltasekvens a av grad δ vil einkvar z =
(1,a)T saman med ein godt vald N generere ein latticeregel av utvida grad δ. Vi søkjer
systematisk etter den beste z mellom alle danna ut i frå a. Teorem 3.3 viser oss at alle
deltasekvensar a må vere golomblinjalar, og at alle golomblinjalar med minste distanse
i,j mellom to merker må vere deltasekvens. I tillegg kan vi ut i frå Teorem 3.4, om vi
har ein golomblinjal a, danne eit heilt sett av nye golomblinjalar ved å forskuve a. Kvar
av desse nye golomblinjalane vil også vere deltasekvensar. Forskuving av a kan vi bruke
for å utvide søkjeromet utan å måtte rekne ut Hz eire gonger, noko vi vil demonstrere
under. Å forskuve a med ein konstant distanse tilsvarar å endre på z med ein ∆z. Dei
∆z eg vil bruke er ∆zˆ = (1, . . . , 1)T og ∆z = (0, 1, . . . , 1)T . Grunngjevinga for å bruke
akkurat desse ∆z vil vi sjå i kapittelet om algoritmer for konstruksjon av deltasekvensar,




= Hz0 +H∆z. (23)
Ved å la ∆q = H∆z og la qi+1 = qi+∆q sparer vi endå meir utrekningar, og det er dette
siste trikset som gjer at vi verkeleg får ned køyretida samanlikna med brute force meto-
den. Ved å bruke denne utrekninga treng vi helder ikkje å lagre heile H matrisen, men vi
bygg opp q og ∆a som i linje 9 og 10. Dette verkar kun dersom vi nyttar deltasekvensar
beslekta ved forskuving. Vi har med dette ein algoritme for fyrste trinn i utrekning av
grad. Siste trinn, testing for aukande N , inngår i algoritmen testLatticeregel() under,
men fyrst vil eg sjå på algoritmer for å konstruere deltasekvensar.
4.3 Algoritmer for konstruksjon av deltasekvensar
Frå Teorem 3.3 har vi at alle deltasekvensar av grad δ = 5må vere golomblinjalar med alle
avstandar i,j ≥ 3. Samstundes garanterer dette teoremet at om vi har ein golomblinjal
a ∈ GL3 vil den også vere deltasekvens av grad δ = 5. Dette motiverer oss til å konstruere
z ut i frå denne teorien.
Det nnast mange ulike måtar å konstruere golomblinjalar på, men Teorem 2.3 gir oss
grunn til å sjå etter metoder for å danne golomblinjalar så korte som mogleg. Som nemnt
nnast det ein teori om at for einkvar σ ∈ Z nnast det ein golomblinjal med σ merker og
med lengde G(σ) ≤ σ2, og alle golomblinjalar kortare enn dette vert kalla nær optimale
golomblinjalar. To konstruksjonar som gir golomblinjalar med lengde i nærleiken av σ2
er Ruzsa konstruksjonen [20] og Bose-Chowla konstruksjonen [3], og dei har begge blitt
brukt i eit arbeid av Dimitriomanolakis [7] for å konstruere golomblinjalar opp til 65000
merker og med lengde kortare enn σ2. Dei vil derfor kunne gi golomblinjalar som er
nær optimale, og sidan vi er ute ettere så korte linjalar som mogleg vil eg bruke desse
konstruksjonane i mi oppgåve.
Ruzsakonstruksjonen baserer seg på å løyse kongruensen
ai ≡ i ·mod(p− 1); ai ≡ gimod(p),
der p er eit primtal og g er eit primitiv rot modulo p, og i = {1, 2, · · · , p− 1}. Dette gir
ei løysing
ai = [pi+ (p− 1)gi]mod(p(p − 1))
opp til ein kongruens. Resultatet blir ein golomblinjal med p− 1 merker, ai, og distinkte
avstandar modulo p(p− 1)
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Algorithm 2 konstruerSykliskGL(p) Ruzsa konstruksjon
1: s← p− 1
2: c← p
3: g ← primitivt rot modulo p
4: d← (p− 1)g
5: b← p(p− 1)
6: z← 0
7: for i=0 to s-1 do
8: ai ← (c+ d)(mod b)
9: c← c+ p





Bose-Chowla konstruksjonen baserer seg på evaluering av Galois eld GF (p) for p
primtal. La p vere eit primtal og θ vere eit primitivt element i GF (p2). Då har dei p
heiltala
a1, a2, . . . , ap = α : 1 ≤ α < p2& θα − θ ∈ GF (p)
parvist distinkte avstandar modulo p2 − 1.
Ein heldig eigenskap hos denne konstruksjonen er at alle ai vert danna i stigande
rekkjefylgje etter storleik, og trengst derfor ikkje å sorterast, som er tilfellet med med
Ruzsa konstruksjonen. Det er lett å sjå at max ap < p
2 − 1 for a normalisert til a1 = 0.
Algorithm 3 konstruerSykliskGL(p) Bose-Chowla konstruksjon
f ← irredusibelt element i GF (p) av orden 2
ζ ← θ ← primitivt element i GF (p) av orden 1
for n = 1 to p2 do




ζ ← ζ · θ(mod f)
end for
return z
Ved hjelp av desse to konstruksjonane kan vi danne z vektorar som tilfredsstiller
kravet i Teorem 3.1. Ser vi på likning (16) og Teorem 3.3 vil det vere naturleg å la
z = (1,a)T for a deltasekvens der zi = ai−1; ∀1 < i ≤ s, z1 = 1, og z vil ha s = σ + 1
dimensjonar.
Desse konstruksjonane gir golomblinjalar kun for kvart primtal p. Dette gjer at det
blir nokre hol mellom linjalane konstruert på denne måten. Desse hola kan fyllast ut
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ved å trunkere z. Vi har mange alternativ for korleis ein vil trunkere z, men ut i frå
ynskjet om å få så korte z som mogleg vil det vere naturleg å fjerne zs for å danne ein
ny z av dimensjon s − 1. Dette vil vere analogt med fyrst å konstruere deltasekvensar
a = (a1, a2, . . . , aσ−1, aσ)
T
for så å forkorte dei. Dette gjer vi ved å fjerne anten aσ eller
a1 før ein dannar z. Men for sykliske golomblinjalar vil desse to operasjonane danne eit
identisk sett av nye golomblinjalar, og vi treng berre å nytte ein av dei.
Eit alternativ til dette, som eksperimentelt har vist seg å vere like bra, om ikkje
betre, er å la fyrste trunkering vere å ta bort z1 = 1. Dette vil vere analogt med å la
z = a, og eg vil behandle det på denne måten frå no av. Grunnen til at dette kan vere
interessant ser vi frå Teorem 2.2. Dersom ein god N = zi ± 1 nnast som gir grad δ ≥ 5,





same ekvivalensklasse som z. I dei tilfella der vi har funne ein god N og vi ikkje kan nne




ved dene prosessen kan vi likevel rekne med å nne ein
z′′ = (1, z′′2 , . . . , z
′′
s ) = cz(mod N), c ∈ Z (24)
der zi 6= 0∀ 1 ≤ i ≤ s, for eit godt val av c og N , og som også genererer Λ.
Mange eire alternativ nnast i tillegg til desse, men på grunn av avgrensa tid på
oppgåva har eg valt å bruke berre desse to metodane.
Desse to alternativa vil også ha noko å seie for valet av ∆z i likning (23). Dersom
Vi vel å la z = (1,a)T vil vi ha ∆z = (0, 1, . . . , 1)T , slik at z1 = 1 for alle z
′
danna ved
z+ c∆z. Dersom vi let z = a vil vi få ∆z = (1, . . . , 1)T .
Til saman får vi dermed re ulike metodar for å danne z. Metodane r1 og r2 vil
heretter vere basert på å danne golomblinjalar a ved hjelp av Ruzsa konstruksjon, og
høvesvist la z = (1,a)T og z = a. Tilsvarande har vi to metodar, heretter kalla b1 og b2,
som er basert på å konstruere golomblinjalar ved Bose konstruksjon, og med tilsvarande
z vektorar.
Både Ruzsa og Bose konstruksjonen gir golomblinjalar som er eksplisitt sykliske. Som
nemnt i innleiinga, kan vi bruke dette for å utvide søkjeromet etter gode latticereglar.
Dersom vi har ein σ dimensjonal a syklisk golomblinjal i GL3 normalisert slik at a1 = 0,
kan vi ved hjelp av modulær translasjon, som skildra i (22), danne σ nye golomblinjalar.
Vi har a = (a1, a2, . . . , aσ)
T
golomblinjal med distinkte avstandar modulo b. La c = b−aσ.
Set så
a′ = (a1 + c, a2 + c, . . . , aσ−1 + c, aσ + c)(mod b)
a′ = (a1 + c, a2 + c, . . . , aσ−1 + c, b)(mod b).
Om vi sorterer alle a′i i stigande rekkjefylgje får vi
a′ = (0, a1 + c, a2 + c, . . . , aσ−1 + c)
som er ein ny golomblinjal med distinkte avstandar modulo b. Dersom vi utføre denne
operasjonen σ − 1 gongar får vi σ ulike golomblinjalar, medrekna den fyrste a.
Ein bieekt av dette at vi enkelt kan dele opp søket i eire mindre trådar, noko som
i seg sjølv legg til rette for parallelprogrammering. Ved å la evalueringa av kvar z danna
ut i frå desse golomblinjalane bli utført som ein tråd kvar parallelt.
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4.4 Algoritme for søk etter latticeregel
Til slutt vil vi setje saman algoritmen testLatticeregel(p, s,Nmin , Nmax). Denne tek re
heiltal, p, s,Nmin, Nmax som input, der p er eit primtal og basis for algoritmen for å danne
golomblinjalar, s er dimensjon for latticereglane vi vil undersøkje, og Nmin og Nmax er
minimum og maksimumverdiar for N . Vi må her setje krav til s om at den ikkje kan vere
høgare enn ein smax avhengig av konstruksjonsmetoden for z. Algoritmen under er i den
form eg har brukt for konstruksjon r1.
Algorithm 4 nnLatticeregel(p, s,Nmin , Nmax)
1: δˆ ← 5
2: a← konstruerSykliskGL(p)
3: Ngod ← Nmax
4: b← p(p− 1)
5: for k = 1 to s do




9: q = q+∆qc slik at qi 6= 0 ∀ 1 ≤ i ≤ m
10: for l = qs to l = Ngod − 1 do
11: for N = min(Nmin, qs + 2) to max(Ngod, 4qs − 2) do
12: if qimod N 6= 0 ∀ 1 ≤ i ≤ m then
13: Ngod ← N





19: c← b− aσ
20: a← (a1 + c, . . . , aσ + c)(mod b)
21: sorterElement(z)
22: end for
23: return zgod, Ngod
Loopen i linje 9 til 25 gir kun meining dersom vi har nytta ein eksplisitt syklisk
konstruksjon av golomblinjalar. Dersom vi brukar ein generell golomblinjal, vilkårleg av
om den er syklisk eller ikkje, vil vi erstatte heile loopen med koden i linje 10 til 21.
Ein bieekt av at vi lagrar h · z i ein vektor q er at dette kan gjerast slik at z =
(q1, . . . , qs)
T
, dei s fyrste elementa i q. Dette ser vi lett ut i frå at når |h|1 = 1 vil
hi = ei ∀ 1 ≤ i ≤ s der e er kanonisk einingsvektor,og vi vil få at qi = hi · z = zi. Dette
har vi utnytta i algoritmen over for å sleppe å konstruere alle z generert ved addisjon
med ∆z. Av tilsvarande argumentasjon kan vi sjå at ∆z = (∆q1, . . . ,∆qs)
T
. Derfor kan
vi i linje 16 la zgod = (q1, . . . , qs)
T
.
Vi har her sett ei øvre grense for N på 4qs − 2 = 4zs − 2. For å sjå dette vil vi fyrst
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anta at qi = hi · z 6= 0 ∀ |hi|1 ≤ 4. Kravet vert då at cN 6= qi, ∀ c ∈ Z, og for å nne
ein N som garantert oppfyller dette kravet treng vi berre å velgje ein N som ligg mellom
dei to største elementa i q, og der N > max(qi)/2. Dersom vi let alle elementa i q vere
sortert slik at qi ≤ qi−1 får vi at det største elementet er qm = 4zs og det nest største
elementet er qm−1 = 3zs + zs−1. Dieransen qm − qm−1 blir
4zs − 3zs − zs−1 = zs − zs−1 = s,s−1 ≥ 3.
Ut i frå dette ser vi at om vi vil garantere qm−1 < N < qm kan vi velgje
N = qm − 2 = 4zs − 2. (25)
Eg nemnde over at algoritmen er tilpassa konstruksjonane r1, men om vi brukar
konstruksjonane b1, r2 eller b2 vil vi ha nokre endringar. Fyrst og fremst har vi for b1
og b2 at, sidan dei genererer golomblinjalar modulo p2 − 1, får vi i linje 4 b = p2 − 1.
Vidare, for r1 og b1 er det, ut i frå Teorem 2.3, naturkeg å velgje ei nedre grense for
N ≥ qs + 2. For r2 og b2 vil nedre grense for N bli endra til N ≥ z1 + 1. Dette ser vi ut
i frå grunngjevinga over for å bruke r2 og b2, som nettopp er fordi vi her vil kunne nne
ein N = zi ± 1.
Dersom vi har køyrt eit søk for ein av konstruksjonane har vi funne ein Ngod. Denne
kan vi vidare bruke som ei øvre grense for vidare søk med dei tre andre metodane for å
kunne innskrenke søkeområdet. Eg har i denne oppgåva brukt metode r1 som fyrste søk.
Ein annan måte å avgrense søket på spring ut i frå at dei golombkonstruksjonane
vi har brukt dannar golomblinjalar for kvart primtal p, og med tal på merker avhengig
av dette. Vi vil no sjå på tilfellet for konstruksjonen r1, men argumentasjonen vil vere
tilsvarande for dei tre andre konstruksjonane. La pi og pi−1 vere to primtal der
pi−1 < pi, pi − pi−1 = ρ
og ingen primtal ligg mellom. For pi og pi−1 konstruerer vi to deltasekvensar ai og ai−1
med lengde σi = pi − 2 og σi−1 = pi−1 − 1. Avstanden mellom desse deltasekvensane vil
då også vere lik ρ. For å danne ein deltasekvens a1i med σi − 1 element kan vi trunkere
ai og set
a1i = (a1, a2, . . . , aσ−1)
T
. Denne prosessen kan vi gjenta inntil vi har alle deltasekvensar a
j
i ; 1 ≤ j ≤ ρ− 1.
Ut i frå Teorem 3.2 vil vi, for dei deltasekvensane aj konstruert på denne måten, ha
at grada δj ≥ δi. Gitt ein N får vi då at ein zj = (1,aji )T der aji = (a1, . . . , aσ−j)T vil
ha same grad eller betre enn ein zi generert av ai = (a1, . . . , aσ). Har vi funne beste Ni
for zi vil derfor denne Ni kunne brukast som øvre grense i utrekningane for zi−1 og med
den Ni.
Ut i frå det same teoremet får vi ei nedre grense for Ni lik Ni−1. Dette kan vi også
utnytte etter å ha funne ein god Ni. For å nne ei nedre grense for N for alle z konstruert
ut i frå den same deltasekvensen som zi vil vi evaluere zi−ρ+1. Ni−ρ+1 vil no vere ei nedre
grense for alle Nj, i− ρ+ 1 < j < i.
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4.5 Kompleksitet
Hovudtyngda av utrekningane ligg i Algoritme 4. Algoritme 1 er også krevjande, men den
vert utført kun ein gong for kvar z testa, og vert dermed utført totalt s gongar. Likevel
er det nyttig å sjå på kva som skjer her. Eg har allereie sagt at ein av tinga algoritmen
gjer er å nne alle h der |h|1 < δˆ. For å kunne nne kompleksiteten til utrekningane er
det derfor essensiellt å vite kor mange ulike h vi treng å rekne ut. Dette er likt talet på
trigonometriske monom av grad mindre enn 5 og vi nyttar eit resultat vist i [18].























Vi denerer også τ(s, 0) = 1. Vi vil her i frå også rekne med at s > d og vi er i tillegg
kun interesserte i d ≤ δ − 1 = 4. Om vi ser på alle h der |h|1 < δˆ får vi då det totale












































I våre utrekningar ser vi bort i frå to typar h vektorar. Dersom h = 0 får vi triviell løysing
for (12), og dette er alltid tilfredsstillt. Alle vektorar av typen h′ = −h der {h′,h} ∈ Λ⊥
fordi dei vil gi identiske resultat for (15). På grunn av symmetri i latticet vil vi for ein
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kvar h 6= 0 ha ein h′ = −h og vi kan derfor sjå bort i frå halvparten. Vi vil derfor måtte
ta med maksimalt
m =














ulike h. For ein generell δˆ vil vi få m = O(sδˆ−1), som gjer at vi for δˆ = 5 får m = O(s4),
og kvar evaluering der q i Algoritme 4 inngår kan derfor krevje O(s4) operasjonar.
Dette uttrykket er essensielt, både for tidsbruken til programmet, og for krav til
lagringsplass. Eg vil fyrst sjå på minnebruken til programmet. I algoritmen vert det, som
nemnd, lagra to store vektorar q og ∆q, der begge desse vil vere av lengdem. På grunn av
at desse vert overskrivne i prosessen for kvar ny z vektor vert den totale lagringsplassen
2m. For dimensjonar s ≤ 100 vil dette vere godt innanfor det moderne datamaskiner kan
takle. Dersom vi derimot skulle lagre alle h i ei matrise H, som skildra i Algoritme 1, vil
lagringsplassen bli O(s5).
Viktigare vert det då at ein kan redusere tidsbruken. Her også er uttrykket (26) viktig,
i og med at (h ·z)mod N vert testa m gongar for kvar N . Sidan utrekningane vert utført
som qmod N treng vi høgst m operasjonar for kvar N Ved, som skildra i Algoritme 1,
å lagre vektorane q og ∆q treng vi kun å rekne ut q+∆q for å oppdatere q. Dette tek
m operasjonar for kvar t i algoritme 4, men sidan dette ikkje inngår i den indre loopen
har dette mindre å seie for tidsbruken.
Vidare er det nødvendig å vite kor mange N som totalt sett vert evaluert. I verst
mogleg tilfelle har vi at beste N = Nmax. Frå Teorem 3.3 har vi at ein golomblinjal
a ∈ GL3 av lengde σ garantert er deltasekvens av grad δ dersom 2a1 − aσ > δ − 1. Ein
z konstruert frå ein slik deltasekvens vil då, for konstruksjon r1 og b1, ha dimensjon
s = σ + 1 og for konstruksjon r2 og b2 vil den ha dimensjon s = σ. Dersom a er danna
ved å forskuve ein a′ ,der a′1 = 0, med ein konstant distanse c, får vi
2(a′1 + c)− (a′σ + c) ≥ 4
2c− a′σ − c ≥ 4
c ≥ a′σ + 4.
Sidan a′1 = 0 vil vi her få a1 = c = a
′
σ + 4 og vi får
aσ < 2a
′
σ + 4. (28)
I tillegg har vi også at golomblinjalen a′ har ulik lengde for ulik konstruksjon gitt eit
primtal p. For Ruzsa konstruksjonen får vi ein golomblinjal med p− 1 merker og lengde
G(p − 1) ≤ p(p − 1). For å få a med minste avstand 3 må vi fjerne høgst to merker, og
vi får då i verste fall at σ = p − 3, noko som gir lengde a′s ≤ G(σ) = (σ + 3)(σ + 2).
Tilsvarande argument for Bose konstruksjon, som dannar ein golomblinjal med p merker
og lengde p2 − 1, får vi at a′ har lengde a′s ≤ σ2 − 4σ − 1.
Vidare vil eg kun sjå på konstruksjonsmetoden r1, i og med at eg har brukt denne
som grunnlag for fyrste søk. For dei tre andre konstruksjonane har eg brukt resultata frå
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denne som øvre grense, og dei vil derfor normalt ikkje fylgje det mønsteret vi ser her. Vi
har som kjend for r1 at s = σ + 1. På grunn av testen i linje 9 i Algoritme 4 får vi at
z = (q1, . . . , qs)
t
garantert dannar ein latticeregel av grad δ ≥ 5 for ein eller annan N .




= 2(s + 2)(s + 1) + 4
zs = 2s
2 + 6s+ 8.
Frå (25) får vi at Nmax = 4zs− 2, og for r1 har vi Nmin(zs) = zs+2. For dette verste
fall tilfellet får vi lågaste Nmin for zs = 2s
2 + 6s+ 8, som gir
Nmin = 2s
2 + 6s+ 10.
Algoritmen går inntil Nmin(zs) = Nmax, og vi let zs gå frå zs = 2s
2 + 6s + 8 til zs =
Nmax − 2. Vi har då at
Nmax = 4zs − 2
= 8s2 + 24s + 30
Dersom beste N = Nmax gir dette oss eit uttrykk for verst mogleg tal på N vi må
evaluere gitt dimensjon s og konstruksjon r1.
(Nmax −Nmin)(Nmax − 2− (2s2 + 6s+ 8))
2
=




Vi vil få eit tilsvarande tal for konstruksjonane r2, b1, og b2. Sidan vi for kvar N
testar q(mod N) får vi med dette O(s4) ·O(s4) = O(s8) operasjonar. Til slutt observerer
vi at vi i og med at vi har brukt konstruksjonar som gir sykliske golomblinjalar, og derfor
av orden s ulike golomblinjalar for kvar konstruksjon. Dette gir oss at vi i verste fall vil
måtte utføre totalt O(s9) operasjonar.
Dette er eit `verst mogleg' estimat og baserer seg på at vi nn den beste N som den
siste vi undersøkjer. I tillegg må vi også ha at for alle N vi evaluerer må det vere den
siste qi frå Algoritme 4 som gjer at testen feilar. Vi vil derfor kunne forvente ei faktisk
køyretid som er lågare enn dette.
Det er likevel betre enn det vi ville forvente ved ikkje å nytte metoden skildra i
Algoritme 1. Om vi skulle kalkulere (15) direkte for kvar N og alle h ville vi fått ei




For latticereglar av dimensjon s ≤ 10 for utvida grad δ = 5 har dei optimale latticereglane
av rank 1 allereie blitt utrekna [29], og vi kan bruke desse som samanlikningsgrunnlag.
Søket for s = 10 tok ca 26.5 timar, noko som også tydeleg viser at å gå ut over s = 10 med
fullstendig søk ikkje er vegen å gå. Som vi ser av tabellen under har vi for s = 10 ei total
køyretid på 19.35 sekund, som er langt betre enn for eit fullstendig søk. For dimensjon
s > 10 kan vi bruke eit resultat gitt av Cools og Sloan [6], som seier at ei asymptotisk
nedre grense for N er N ≥ NME = 2(s + 1/2)2 + 1/2 for grad δ = 5.
CPU tida oppgitt her er den samla tida brukt på å evaluere z danna ved alle dei
ulike konstruksjonane eg har nytta og gir derfor eit bilete av kor godt dei heuristiske
metodane brukt i dette programmet fungerer. Programmeringsspråket eg har brukt i
mitt program er Java, kompilert med Eclipse Compiler 0.A48, og programmet vart køyrt
på ei datamaskin med 32 kjerner på 2.00 GHz kvar. Programmet er parallelisert slik at
kvar genererte deltasekvens går på ein tråd, som gir oss at for deltasekvensar generert
frå ein σ dimensjonal golomblinjal a ∈ GL3, vil vi få σ trådar. Køyretida som her er
oppgitt er samla CPU-tid for alle desse trådane, og den reelle køyretida var derfor ein
del kortare.
Alle z er normalisert slik at dei har 1 som fyrste element. For konstruksjonane r1 og
b1 treng vi ikkje gjere noko i og med at alle z = (1,a)T i utgangspunktet. For r2 og b2
har vi brukt operasjonen (24).
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Tabell 1: Tabell over latticereglar
s N NME Nopt Konstr. z CPU-tid
1 5 5 triviell (1) 0.11s
2 13 13 triviell (1,5) 0.15s
3 27 25 27 alle (1,5,8) 0.10s
4 46 41 45 r1 (1,6,16,19) 0.80s
5 69 61 69 b2 (1,4,13,19,29) 1.69s
6 109 85 103 r1 (1,7,12,16,38,41) 2.46s
7 163 113 130 b1 (1,15,20,38,42,48,51) 4.96s
8 244 145 168 r1 (1,21,40,72,85,89,97,103) 6.88s
9 298 181 209 b2 (1,13,34,57,76,79,107,117,122) 12.41s
10 380 221 268 r2 (1,24,66,69,82,96,104,115,143,158) 19.35s
11 495 265 b2 (1,20,52,63,121,170,176,180,188,217,230) 49.64s
12 593 313 b2 (1,42,78,82,145,151,154,204,211,241,259,
272)
72.98s
13 707 365 b2 (1,9,26,32,81,97,111,154,165,202,205,241,
279)
129.30s
14 829 421 b2 (1,130,144,208,216,241,246,264,293,308,
315,334,354,399)
199.37s
15 979 481 b2 (1,6,98,114,125,194,231,246,278,282,295,
336,369,436,480)
510.60s
16 1137 545 b2 (1,19,34,58,225,237,253,285,366,370,407,
412,457,468,554,562)
647.82s
17 1278 613 b2 (1,72,101,120,151,244,284,306,310,441,490,
495,523,580,601,607,618)
1277.47s
18 1485 685 b2 (1,142,201,250,267,281,289,331,396,405,
416,437,528,588,604,628,699,724)
2167.48s
19 1655 761 b2 (1,38,137,156,160,214,250,258,322,362,377,
403,451,512,529,595,600,622,799)
1888.14s
20 1805 841 r2 (1,60,70,86,161,169,199,249,354,385,407,
422,426,469,688,746,785,819,842,863)
1924.09s




Tabell over latticereglar [forts.]
s N NME Konstr. z CPU-tid
22 2309 1013 b1 (1,193,239,277,354,379,390,412,418,422,430,
439,453,483,509,512,528,578,620,635,640,687)
9738.25s



















































Tabell over latticereglar [forts.]
s N NME Konstr. z CPU-tid



















































Tabell over latticereglar [forts.]
s N NME Konstr. z CPU-tid
















































Eit naturleg mål for kvaliteten til latticereglane konstruert med vår metode vil vere
å samanlikne N mot den nedre grensa gitt av Cools og Sloan [6] på N ≥ NME =
2(s+1/2)2 +1/2 for grad δ = 5, og der dei er kjende, også opp mot Nopt som er verdien
for optimal latticeregel av gitt dimensjon s. Dersom N(s) er av same orden som NME(s)
vil
√
N vere lineær. Som ei samanlikning vil eg også plotte
√
NME.
I tillegg kan det vere interessant å samanlikne med ei øvre grense for N avhengig
av dimensjon s. Generelt har vi, som vi vil sjå under, at deltasekvensane basert på
Bose konstruksjonen dannar dei beste latticereglane i denne oppgåva, og eg vil derfor
samanlikne med ei øvre grense basert på dette. Å nne ein god Nmax(s) for b2 er ikkje
heilt triviellt, men på grunn av at denne metoden som nemnd i førre kapittel er analog
med å trunkere bort z1 frå ein z generert ved b1 kan vi bruke øvre grense for denne
konstruksjonen.
Her vil eg fylgje same utrekninga som i kompleksitetsanalysa i føregåande kapittel.
Frå likning (25) har vi at N ≤ 4zs − 2. Bose konstruksjonen dannar golomblinjalar a′
med p merker og med alle merker a′i < p
2−1. Dersom vi må fjerne to merker for at vi skal
ha i, j ≤ 3 får vi at talet på merker for den resulterande golomblinjalen blir σ = p− 2,
og for b1 har vi z = (1,a)T som gir s = σ+1 = p− 1. Vi nyttar så likning (28) og vi får
at
zs = aσ < 2(p
2 − 1) + 4
zs < 2s
2 + 4s + 4
Dette gir oss ei øvre grense Nmax(s) < 8s
2+16s+14. På grunn av at denne øvre grensa
er av orden O(s2) må også N vere av orden O(s2), men det som er interessant er å sjå
om resultata vi har er nærmare øvre enn nedre grense.
I grafen under er
√
(N) representert ved den heiltrekte linja, høvesvist
√
Nmax og√
NME med dei to stripla linjene øverst og nederst, og punkta markert med `x' er dei
optimale latticereglane for s ∈ 3, 10.
Vi legg fyrst merke til at
√
N er nokså nært ein lineær funksjon, men med relativt
stor stigning i høve til
√
NME . Vi ser med det at O(s
2) er korrekt, men vi har N ≈
2NME ≈ 5s2, og ein faktor på 2 er relativt høgt. Samanliknar vi så med dei kjende
optimale Nopt støttar desse resultata noko opp om dette. Vi ser en svak tendens til at dei
optimale latticereglane ligg nærmare inn til grensa NME dei gjer til våre N , men med
lite materiale å gå etter kan vi ikkje konkludere med noko sikkert. Det gir oss likevel
motivasjon for å ville undersøke andre konstruksjonar av z for å om mogleg minske dette
gapet.
Vi samanliknar så i tillegg med den øvre grensa skildra ovanfor, og ser at den verkelege
verdien av
√




NME. Håpet var at vi skulle nne at N
ligg nærmare nedre grense, og ut i frå dette har vi framleis ein del å gå på. Samanlikninga
med dei resultata vi har sett for Nopt, som ligg nærmare NME enn mine N , bekreftar dei
også dette.
For å få eit bilete av kor langt ein kan nå med god reknekraft og tid vil vi no sjå
på den faktiske køyretida til programmet. Frå førre kapittel har vi eit `dårlegast mogleg'
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Figur 1: Grenser for N
estimat som seier at køyretida vil ligge på t = O(s9) eller lågare. Under antakinga at
dette attspeglar den faktiske køyretida vil vi plotte t1/9/s. Dersom vi då observerer ei
stabilisering om ein konstant verdi kan vi konkludere med at estimatet er korrekt.
Ut i frå den fyrste grafen her ser vi at dette estimatet er alt for høgt, noko som vi
allereie har forutsett. Det nnast då også eire grunnar til at køyretida skulle vere lågare
enn estimatet på O(s9). For det fyrste kan vi la Algoritme 4 vere implementert slik at
den avbryt evalueringa av gitt N når den nn ein qi(mod N) = 0, noko som gjer at vi
sjeldant får ei full køyring av den indre loopen i algoritmen. Som oftast får vi at den
indre loopen køyrer fullstendig kun dersom vi nn ein god N . For alle andre tilfelle vil
ein nne ein eller annan qi som gir qi ≡ 0(mod N), og programmet avbryt køyringa.
I tillegg vil vi som oftast kunne nne ein god N for gitt z lenge før vi har nådd
N = Nmax. Med ei meir dynamisk grensesetjing, som vist i Algoritme 4, der vi let den
nye Ngod bli brukt som øvre grense for resten av køyringa. Når vi i tillegg brukar denne
Ngod som øvre grense for vidare søk med andre konstruksjonar vil vi forvente å sjå ein
markant reduksjon i køyretida i høve til dette estimatet.
Dersom vi ser på dei resultata vi har viser det seg at den eigentlege køyretida er
nærmare t = O(s7). Dette ser vi ut i frå grafen under, der vi har plotta g(s) = t1/7/s.
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Figur 2: Test køyretid for O(s9)






På begge desse grafane kan vi sjå ei relativt stor spreiing av køyretida, og det kan
sjå ut til å vere oscillerande. Dette er ikkje uventa ut i frå måten z er blitt konstruert.
Som skildra for Algoritme 2 og 3 har vi kun golomblinjalar for kvar p primtal. Vi har
kunna utnytte dette slik det er skildra i Kapittel 4.4. For dei z vektorane generert ut i frå
trunkerte deltasekvensar har vi kunne brukt tidlegare funne Ngod som grenser. Derimot,
for dei deltasekvensane konstruert frå utrunkerte deltasekvensar, kan vi ikkje utnytte ein
Ngod funne for ein tilsvarande lenger z som grense. Dette gjer at køyretida vert tilsvarande
lenger for sistnemnde tilfelle, og vi vil derfor også få toppar i køyretida for kvart primtal.
Ut over dette er det også verdt å merke seg kva valet av konstruksjonsmetode har
for resultatet. Vi kan setje opp ein tabell, med talet på beste latticereglar funne for kvar
konstruksjonsmetode. Eg har ikkje rekna med dei genererte latticereglane for dimensjon
s ≤ 3 i og med at alle konstruksjonane her gav optimale latticereglar.
Det fyrste vi ser ut i frå dette er at dei aller este gode latticereglar er konstruert
anten med metode r2 eller b2, og dei tilfella der gode latticereglar har blitt funne for
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Figur 3: Test køyretid for O(s7)
r1 eller b1 er det for låg dimensjon. Ingen av dei beste latticereglane vi har funne for
dimensjon s > 22 er generert ved hjelp av r1 eller r2. Vi kan derfor rekne med at dette
er eit mønster som også held for s > 50, og for vidare utrekningar kan vi sannsynlegvis
sjå bort i frå desse konstruksjonane, og med det nesten halvere køyretida.
Når vi så samanliknar balansen mellom latticereglar konstruert av r2 og b2 er det eire
mønster som viser seg. Det fyrste er at det er nesten dobbelt så mange gode latticereglar
generert med b2 som med r2. Det kan dessutan sjå ut til at dess høgare dimensjon vi har
dess større overvekt er det av konstruksjonar danna ved b2 enn det er av r2. Dette er
helder ikkje unaturleg sidan Bose konstruksjonen gir golomblinjalar som er noko kortare
enn dei linjalane generert ved Ruzsa konstruksjonen.
Det andre er at dei ikkje er jamt fordelt, men latticereglar konstruert med ein av
metodane ligg gjerne i grupper. Ut i frå at vi for dei este deltasekvensane må forkorte ein
lenger deltasekvens er dette helder ikkje unaturleg. Dersom ein utrunkert deltasekvens
a gir ein god latticeregel z av dimensjon s er det helder ikkje unaturleg å nne ein
god latticeregel ved å trunkere deltasekvensen a. Desse to punkta gir grunnlag for å
ville danne meir intelligente metodar for val av rekkjefylgja på evalueringa av dei ulike
konstruksjonane, der ein vel å fyrst evaluere den latticeregel som mest sannsynleg gir
best N , for så å bruke denne N som øvre grense for vidare evaluering. I tillegg kan vi
også vente oss at om vi går ein del høgare opp i dimensjon vil konstruksjonen b2 ta over
heilt samanlikna med r2.
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6 Konklusjon
I denne oppgåva har vi sett på latticereglar av rank-1 og utvida grad δ = 5, og utvikla
algoritmer for å nne gode medlemmer av desse. Til dette har vi brukt ein del tidlegare
upublisert teori om deltasekvensar, som bind saman latticereglar av grad δ ≥ 5 og teorien
om golomblinjalar. På grunn av dette har det vore mogleg å bruke tidlegare utvikla
konstruksjonar for golomblinjalar for å generere deltasekvensar av grad 5, og dermed
også latticereglar av utvida grad δ = 5. Teknikken med å dele opp utrekninga av grad i
to trinn, med utrekninga av q og ∆q i Algoritme 1 og q(mod N) i Algoritme 4 er nytt
i denne oppgåva. Det er i all hovudsak dette som har gjort det mogleg å få algoritmer
som er hurtige nok til at vi kunne bruke dei i eit program for søk etter gode latticereglar
av høg dimensjon. Desse algoritmane har eg så nytta i eit program for å søke etter rank
1 latticereglar for høg dimensjon.
Dette søket har vore ein suksess ved at vi hurtig har funne relativt gode rank 1
latticereglar opp til dimensjon s = 50. At dei er gode ser vi ut i frå at for s ≤ 50 er alle
N av orden O(s2). Dette er det vi ville forvente ut i frå grensa gitt av Cools og Sloan [6]
på NME = 2(s + 1/2)
2 + 1/2, og noko betre enn O(s2) kan vi derfor ikkje oppnå. Men
optimale er dei ikkje, noko vi også har sett ved å samanlikne N med både ei øvre grense
Nmax, nedre grense NME, og for dimensjon s ≤ 10 også opp mot optimale Nopt funne
ved brute force søk.
Vidare undersøkte vi køyretida til dette programmet opp mot ein antatt verste
køyretid på O(s9). Her såg vi at vi kunne forvente ei køyretid på nærmare O(s7), noko
som er signikant betre enn estimatet for verst mogleg køyretid. I tillegg såg vi at når
eit fullstendig søk etter ein optimal latticeregel for dimensjon s = 10 tok omtrent 26.5,
tok det for mitt program 19.35 sekund på den same datamaskinen å nne ein akseptabel
latticeregel av lik dimensjon. Eg vil ut i frå dette derfor føretrekke algoritmen vi har sett
i denne oppgåva.
Det søket vi har gjennomført er på ingen måte komplett, og vi har berre fått undersøkt
ein liten del av alle moglege deltasekvensar. For det fyrste nnast det eire måta å kon-
struere eller nne golomblinjalar, som vidare vil kunne gi oss nye sett av deltasekvensar.
For det andre så har vi helder ikkje undersøkt alle moglegheitene for å danne deltasekven-
sar ut i frå dei spesike konstruksjonane, men konsentrert oss om å la dei vere så korte
som mogleg. Likevel, ut i frå samanlikninga med optimale latticereglar funne for lågare
dimensjon kunne vi forvente å nne endå betre konstruksjonar enn dei vi har brukt.
Meir interessant enn å undersøkje eire latticereglar av dimensjon mindre enn 50,
kan det vere å gå endå høgare og nne laticereglar av dimensjon s > 50. Men for å klare
dette må vi få algoritmene til å gå endå fortare enn dei har gjort til no. Fleire områder i
algoritmene kan forbetrast for å gjere de hurtigare. Vi såg ein klar tendens i samanlikninga
mellom dei ulike konstruksjonsmetodane for z at r2 og b2 dannar eire av dei beste
latticereglane funne enn r1 og b2 gjer. Dette motiverer oss til å ville undersøkje om vi
kan kutte ut desse konstruksjonane heilt, og dermed redusere mengda av deltasekvensar
vi må undersøke. Eit slikt grep vil kunne nesten halvere køyretida. Vi såg også ein slik
tendens mellom b2 og r2, der det ser ut til at eire gode latticereglar er danna med b2 enn
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med r2, noko som motiverer oss til å ville bruke b2 som basis for fyrste gjennomkøyring,
og bruke resultata frå dette som grense for ei andre gjennomkøyring med r2.
Det vil også vere av interesse å nne latticereglar av høgare trigonometrisk utvida
grad enn δ = 5. Dei algoritmene eg har funne for å avgjere om ein latticeregel er av grad
δ = 5 kan lett modiserast til å gjelde δ > 5. På grunn av at (27) gir m = O(sδˆ−1) vil vi
dessverre måtte rekne med å sjå ei korresponderande auke i køyretida, og ein vil derfor
ynskje å utvikle desse algoritmene vidare for å kunne senke køyretida endå meir. Ein av
desse metodane kan vere meir intelligente måtar å utnytte parallelprogrammering enn
dei eg har brukt. I tillegg vil arbeid med gensesetjing for N naturleg gjere algoritmene
meir eektive.
Eit meir alvorleg problem er at vi no ikkje har nokon algoritmer endå for å automatisk
generere deltasekvensar av grad δ = 6. For tilfellet δ = 5 var vi heldige, då det allereie ek-
sisterte gode metodar for konstruksjon av golomblinjalar. Vil vi søke etter deltasekvensar
av høgare grad er vi ikkje garantert å vere like heldige.
Kjernen i dette problemet vil vere å nne gode nok krav til ei talrekkje for at den
skal vere deltasekvens av grad δ = 6. Dessverre vil ikkje Teorem 3.3 vere tilstrekkjeleg
for dette, sjølv om desse krava er nødvendige, og for å kunne gå vidare må ein derfor
utarbeide nye krav. Ut i frå Lemma 3.1 er det klart at for ein deltasekvens av grad δ = 6
må vi ha at minste avstand mellom to element må vere  ≥ 4. Ut over dette er ikkje
nokon andre krav til no kjende.
Oppsumert vil derfor arbeidet vidare i fyrste rekkje ligge i å nne ein analog til
Teorem 3.3 for δ = 6. Deretter er det nødvendig å nne konstruksjonar for deltasekvensar
av grad δ = 6. På grunn av dimensjonsspøkelset vil det til slutt også vere nødvendig med
forbetringar av algoritmen for at søket skal vere eektivt nok.
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