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Abstract. This paper introduces a hybrid dynamic modelling approach for the prediction of NOx 
emissions for a Diesel engine, based on a multi-physics simulation platform coupling a 1-D air path model 
(GT-Suite) with in-cylinder combustion model (CMCL Stochastic Reactor Model Engine Suite). The key 
motivation for this research was the requirement to establish a real time stochastic simulation capability 
for emissions predictions early in engine development, which required the replacement of the slow 
combustion chemistry solver (SRM) with an appropriate surrogate model. The novelty of the approach in 
this research is the introduction of a hybrid approach to metamodeling that combines dynamic experiments 
for the gas path model with a zonal optimal space-filling design of experiments (DoEs) for the combustion 
model. The dynamic experiments run on the virtual Diesel engine model (GT- Suite) was used to fit a 
dynamic model for the parameters required as input to the SRM. Optimal Latin Hypercubes (OLH) DoE 
run on the SRM model was used to fit a response surface model for the NOx emissions. This surrogate 
NOx model was then used to replace the computationally expensive SRM simulation, enabling real time 
simulations of transient drive cycles to be executed. The performance of the proposed approach was 
validated on a simulated NEDC drive cycle against experimental data collected for the engine case study, 
which proved the capability of methodology to capture the transient trends for the NOx emissions. The 
significance of this work is that it provided an efficient approach to the development of a global model 
with real time transient modelling capability based on the integration of dynamic and local DoE 
metamodeling experiments. 
Keywords: Engine Modelling, Dynamic Modelling, Emission Modelling, LOLIMOT, Local Model 
Networks, SRM 
1 Introduction 
Computer aided virtual engineering methods are playing an increasingly significant role in the engine 
development during preliminary stages of product development. This is enabled by significant cost and time 
compression achieved by replacing traditional testing and validation on physical prototypes during initial stages 
with high fidelity simulation models. The application of CAE system models for internal combustion engine is 
exemplified by the virtual engine prototypes which combine air path models with combustion process model to 
enable complete engine simulation during early stages of development and replaces engine testing as the basis for 
mapping and calibration experiments. 
This is an area of current research, as high-fidelity simulation models such as three-dimensional Computation 
Fluid Dynamics (3D-CFD) models are computationally expensive and require considerable time to converge. 
While data-driven models for emissions [1–4] are now common practice, these are not available during 
preliminary development phase due to their dependency on the engine testbed data. A significant advancement 
has been enabled by the introduction of Probability Density Function (PDF) based Stochastic Reactor 
Thermodynamic Models (SRM) [5–7], which can provide reasonably fast computation using the reduced 
chemistry mechanism, with a computation time of 2-3 minutes per cycle, while still preserving good prediction 
capabilities [8]. Although being relatively faster compared to the expensive 3D-CFD model, the SRM models still 
do not afford real time simulation capability. The industrial requirement, which demands real time simulation 
capability to evaluate driveability and emissions performance against legislative drive cycles, require methods 
which complement each other to strike a balance between high prediction quality and lower cost. 
A preferable strategy would be to replace expensive simulation models with approximation models that are more 
efficient to run. These approximation models are referred to as metamodels (“model of a model”) [9] or surrogate 
models. The methodology for developing metamodels (metamodeling) is based on response surface modelling 
techniques [10] initially introduced to develop prediction models for expensive physical experimental responses 
[11]. Metamodeling is frequently and increasingly used in various fields as an alternative to expensive simulation 
models [12], with an increased diversity of models (polynomials, radial basis functions, kriging) [13] and physics 
based CAE analysis. 
Korsunovs [14] has developed a Multi-Physics Engine Simulation (MPES) framework for a Diesel engine, that 
combines one-dimensional fluid dynamics model for air path model with Probability Density Function based 
Stochastic Reactor Thermodynamic model (SRM) for the combustion process.  In order to develop real time 
2 
emissions prediction capability, the approach in [14] was to replace the slow combustion chemistry solver (SRM) 
with an appropriate surrogate model, derived from DoEs on the virtual engine model that replicated the steady 
state experiments normally carried out during the engine development. However, many researchers [15–17]  
discussed that the practices of the steady-state process do not always transfer well to dynamic processes. 
Furthermore, due to multiple engine operating modes (steady-state and transient) and challenges imposed by 
legislation such as transient emission regulations, steady state modelling process would be expensive to represent 
the transient behavior, as data need to be captured at an increased number of reference point for each of the 
multiple control parameters. Therefore, to incorporate the transient behavior into virtual engine prototypes and 
still being able to meet the industrial requirement (quality, cost, and time) during initial stages of engine 
development, a novel hybrid dynamic modelling approach for modelling engine emissions is introduced in this 
work. 
The underlying principle of the proposed , Hybrid Dynamic Modelling framework  in conjunction with the MPES 
platform, is to integrate dynamic modelling (using dynamic design of experiments and identification based 
models) with a global exploration-based design of experiments strategy to develop a global model for emissions. 
The proposed framework develops surrogate models for the two principal components of MPES, air path model 
and combustion process model. This is achieved by coupling two distinct metamodeling approaches; dynamic 
modelling techniques to develop a dynamic surrogate model for virtual engine air path, providing the input for a 
zonal design of experiments to develop metamodel for engine-out emissions (focusing on NOx) based on the 
combustion process simulation model. The effectiveness of the proposed framework is validated through an 
engine case study, as a proof of concept, focusing on a specific region of the engine operating domain.  
One of the contributions of the research presented in this paper lies in the efficient development of metamodel 
capable of predicting transient drive cycle behavior during preliminary stages and enhancement of real time 
performance by incorporating dynamic modelling techniques.  The latter arises from the fact that conventional 
methods for engine data collection are generally based on steady-state methods, which requires time to stabilize 
the engine before recording any data. Consequently, this takes a considerable amount of time.  In this study, a 
MPES is used as virtual engine simulation platform where GT-Suite air path model (1D-model) provides air path 
states as response, which are then utilized as inputs to SRM combustion process model to estimate engine-out 
emissions (NOx emissions being the focus of this study). By implementing the proposed hybrid dynamic 
modelling framework, where 1D-model is replaced by surrogate model (dynamic air path model), the time taken 
to evaluate the air path states was dramatically reduced. A DoE of 170 points was implemented, both on the 1D-
model and surrogate model (dynamic air path model), to generate inputs for SRM model and it was observed that 
1D-model requires more than two hours to provide mean-value estimates for the air path states (model reaches 
steady state in 15-20 seconds). While on the other hand, surrogate model (dynamic air path model) was able to do 
the same in less than one minute. Also, the incorporation of dynamic metamodel would allow use of detailed 
models in Fast Response Model (FRM) applications without the need of reducing the model, i.e. simplify pipe, 
heat transfer in cylinder etc. Although the proposed methodology is presented in the context of emissions 
modelling, the fast simulation speed of the resulting models allows their implementation in context such as 
hardware-in-the-loop (HiL) systems to enable model based calibration of ECU [18]. Also, the resulting models 
can be utilized to perform analysis on different transient cycles or adapted for vehicle variants to suit the 
engineering requirements.  
The structure of the paper includes a review of existing literature in section 2, followed by introduction of the 
proposed methodology in Section 3 along with the engine case study and evaluation criteria. Sections 4 and 5 
present the implementation of proposed framework to develop metamodels of air path system and combustion 
process. The validation of the framework is detailed in section 6, and the paper concludes with the discussion of 
results and future work. 
2 Review of Dynamic Modelling 
There has been increasing interest in techniques for modelling dynamic behavior due to challenges imposed by 
legislation (such as transient emission regulations/ fuel economy reduction/ optimizing driveability for load 
changes) and multiple engine operating modes (steady-state and transient. This has led to a rise in efforts placed 
on investigation of dynamic calibration methodologies [1,19–21] and application of dynamic experiments and 
modelling techniques for the system modelling task [2,3,22–26]. The reason for these developments was 
underpinned by the possible advantages of these techniques such as faster data capture as no settling time is 
needed; improved model fidelity by capturing dynamic behavior; and inherent interpolation. The research in 
dynamic modelling can be categorized into two main categories: 
 design of dynamic experiments, 
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 identification of dynamic models. 
2.1 Design of Dynamic Experiments 
For design of dynamic experiments, the popular choices are pseudo random binary signals (PRBS), amplitude 
modulated pseudo random binary signals (APRBS) and varying frequency sinusoidal signals (chirps). The PRBS 
sequence only alternates between the minimum and maximum value, this leads to poor coverage of input space 
[19], thus, makes the signal not suitable for the nonlinear system identification as no information regarding the 
system behavior is gathered other than at maximum and minimum points. This drawback is addressed by the 
APRBS type signals which vary in their amplitudes leading to better data coverage over a wide frequency range. 
However, the harsh nature of the step changes of these types of signals are not suitable to all systems and could 
be problematic for safe engine operation. 
In this regard, the continuous nature (slow varying dynamic) of the chirp signals make them less problematic with 
regards to safe engine operation as they do not include step disturbances [2,27]. However, the disadvantage of the 
chirp signal is the scarce coverage of the center of the input space [26], thus, they require a long measurement 
time in order to cover the whole input space which increases with the number of relevant inputs. Application of 
these identification signals in literature is listed in Table 1 and a generic illustration of these three type of 
excitation signal is depicted in Fig. 1. 
Table 1. Overview of dynamic experiments applications in literature. 
Excitation Signal Modelling Approach Application 
Chirps Volterra series Engine Emissions [2] 
Chirps 
Volterra series/ MLP/ Hammerstein-
wiener Model/ RBF/ NARX Model 
Engine Emissions [27] 
Chirps Volterra Series Exhaust Temperatures [25] 
APRBS Local neuro-fuzzy model  NOx Emission  [28] 
APRBS Local neuro-fuzzy model  NOx Emissions [29][30] 





Fig. 1. Illustrations of common excitation signals: PRBS (top); APRBS (centre); Chirp (bottom). 
There are range of non-linear dynamic modelling techniques which can be applied for modelling internal 
combustion engines. These modelling techniques define the mathematical relationship in between input and output 
without trying to adopt the physical system structure. These techniques have been widely implemented in the 
4 
literature related to engine modelling such as Volterra series for prediction of emissions in [2,27], neural networks 
for modelling torque and lambda and fuel optimization in [32], modelling of Diesel engine with neural networks 
in [33], and NOx modelling using local linear neuro-fuzzy model in [34] and [30]. 
In existing work by the authors, a co-modelling strategy was presented which allows to select a signal and 
modelling technique combination suitable for the system modelling task [35].  For the co-modelling strategy, a 
combination of different excitation signal (PRBS/APRBS/chirps) with different identification techniques (Local 
linear neuro-fuzzy modelling/Neural Network) were studied for the same engine as in this research. The chosen 
model-signal combination was selected by comparing coefficient of determination (R2), training & validation 
Root Mean Square Error (RMSE) and correlation between model prediction and system response. Based on these 
criteria, it was established that the APRBS with local neuro fuzzy modelling technique performed better than the 
other combinations for the system modelling task. Therefore, this combination is also selected in this work. 
2.2 Local Linear Neuro-Fuzzy Modelling 
The local linear neuro fuzzy (LLNF) modelling approach is based on the divide and conquer strategy. The most 
important factor for the success of such an approach is the division strategy for the original complex problem. 
Therefore, the properties of local linear neuro-fuzzy models crucially depend on the applied construction 
algorithm that implements a certain division strategy. The construction algorithm implemented in this research is 
Local Order Linear Model Tree (LOLIMOT) [36]: a multi-model approach which utilizes incremental partitioning 
strategy of axis orthogonal nature. The partitioning strategy and global structure of LOLIMOT is illustrated in 
Fig. 2. The model architecture has one hidden layer which consists of fuzzy neurons and one linear output layer. 
In this iterative modelling technique, for each iteration a new local linear model (LLM) is added [19]. These local 
models (LMs) are associated with the partition of the operating space, where they are valid, which is determined 
by the tree construction algorithm utilizing axis orthogonal splits [1]. 
 
Fig. 2. a) Tree construction algorithm and its partitioning strategy and b) model structure of LOLIMOT illustrating 
the contribution of LLM towards the global model output. 
The output of each LLM is given as: 
 
?̂?𝑖 =  𝑤𝑖0 + 𝑤𝑖1𝑢1 + 𝑤𝑖2𝑢2+ . . . . . . . +𝑤𝑖𝑝𝑢𝑝    (1) 
 
where 𝑤𝑖𝑗 denote the LLM parameters for neuron 𝑖 [19] and 𝑢 = [𝑢1 𝑢2  … 𝑢𝑝] is the input space vector. 
The sum of the outputs of each LLM weighted by a validity function, 𝛷𝑖, leads to the global output (?̂?) of LLNF 
models and is given as: 
 




The network interpolates between different LLMs with the validity functions (𝛷𝑖) and generally validity functions 
are normalised Gaussian functions which depend on centre coordinates ( c𝑖𝑗) and standard deviations ( σ𝑖𝑗) [19], 
given as: 
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The generic form of the local linear neuro fuzzy model described in (2), possess identical input space 𝑢 =
[𝑢1 𝑢2  … 𝑢𝑝]
𝑇
 for both rule consequents (local linear models) and premises (validity function). However, for local 
linear neuro fuzzy models, premises and consequents do not have to have identical variables and thus (2) can be 
extended to  
 
?̂? =  ∑ (𝑤𝑖0 + 𝑤𝑖1𝑥1 + 𝑤𝑖2𝑥2+ . . . . . . . +𝑤𝑖,𝑛𝑥𝑥𝑛𝑥)𝛷𝑖(𝑧)
𝑀
𝑖=1     (4) 
 
where local linear models depend  on 𝑥 = [𝑥1 𝑥2  … 𝑥𝑛𝑥]
𝑇  and validity function depends on 𝑧 = [𝑧1 𝑧2  … 𝑧𝑛𝑧]
𝑇. 
This represents the static form of the local linear neuro fuzzy model, a dynamic local linear neuro fuzzy model,  
for p number of inputs and m order, can be obtained by setting rule consequent input vector (𝑥) and rule premises 
input vector (𝑧) as: 
 
x = φ(k),      z =  φk     (5) 
𝑤𝑖𝑡ℎ  φ(k) =
[u1(k − 1) … u1(k − m) … up(k − 1) … up(k − m) 
 y(k − m) … y(k − m)]
T
    (6) 
 
where 𝜑(𝑘) is the vector containing regressors. By incorporating (5) and (6), a dynamic local linear neuro fuzzy 
model for single input can be written as 
 
ŷ(k) = ∑ {bi1u(k − 1)+. . +
M
i=1 bimu(k − m) − ai1ŷ(k − 1)−. . . aimŷ(k − m) + ζi}𝛷i (z)  (7) 
 
where 𝑏𝑖𝑗  and 𝑎𝑖𝑗  represent the numerator and denominator coefficients, 𝜁𝑖  is the offset of the i
th local linear model 
and M denotes the number of local linear models. The ability to assign different input vector for validity function 
and local linear model is one of the strength of local linear neuro fuzzy modelling [19]. However, if no prior 
knowledge is available regarding the system, same input vector is chosen for both consequents and premises. 
3 Methodology 
The principle of the proposed hybrid dynamic modelling approach based on the multi-physics engine simulation 
framework (MPES) is presented in Fig. 3. The MPES virtual engine simulation framework, highlighted in the top 
section of Fig. 3, combines air path simulation model (GT-Suite 1D-model) with a combustion chemistry solver 
(SRM) which describes the combustion process. Engine mapping and calibration experiments based on the MPES 
platform could be in principle similar to the model based calibration (MBC) strategy of running steady-state 
experiments on a physical engine. 
It is important to note that the GT-Suite model accounts only for the air path variables, not involving any chemical 
calculations. In order to account for the combustion phenomena within the cylinder, experimental heat release rate 
(HRR) profiles are used to predict the in-cylinder pressure, but the model cannot predict engine-out emissions. 
The SRM combustion models have proven capability [5] for in-cylinder emissions predictions based on boundary 
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conditions, which could be either from engine experiments or virtual engine air path simulations – in this case 
provided by the GT-Suite model. While the GT-Suite air path model runs in real-time with good accuracy, 
depending on the complexity of the model, the SRM combustion solver requires significant computation expense, 
and therefore an overall real time simulation capability is not immediately possible. 
The proposed hybrid dynamic modelling framework aims to overcome this challenge by replacing the GT-air path 
model with a surrogate model, which would provide the air path states as input to the SRM combustion model. 
Thereafter, SRM model being replaced by a surrogate emissions model developed by fitting statistical model on 
SRM predictions. A research challenge is to design an efficient experimentation strategy to enable the 
development of a global metamodel at a cost comparable with the steady state experiments performed to develop 
the SRM surrogate model. To this end, a hybrid meta-modelling strategy is proposed, which couples two 
fundamentally different types of metamodeling strategies for the 2 structural parts of the MPES framework: 
─ A dynamic modelling / identification technique is deployed to develop a surrogate for the GT-Suite dynamic 
airpath simulation model of the Diesel engine (labelled as block 1 in Fig. 3); 
─ A global exploration DoE experiment, based on space-filling Optimal Latin Hypercube (OLH) DoEs, to 
develop a surrogate model for emissions – focusing on NOx engine-out emissions, based on the SRM model 
(labelled as block 2 in Fig. 3). 
The integrated combination of the dynamic experimental modelling deployed to the real-time GT airpath model 
with the global OLH DoE experiment deployed on the SRM individual cycle emissions solver justifies the hybrid 
nature of the proposed approach. The surrogate model for the dynamic GT airpath model is needed to provide a 
fast mean-value estimate for the inputs required for the SRM model. The reason being in order to develop 
surrogate NOx emission model (based on SRM model NOx predictions), at cost comparable to steady-state 
modelling, would require capability to provide mean-value estimates of air path states faster than real time. By 
deploying the dynamic model for surrogate modeling of  GT-air path model would deliver a considerable time 
saving, as otherwise, the GT model would have to be run for a considerable amount of time (15-20 seconds to 
reach stable steady state operation) to deliver a robust input for the global SRM experiments. 
 
Fig. 3. Hybrid dynamic modelling approach based on MPES platform. 
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3.1 Engine Case Study 
The engine case study for this research was a 4-cylinder 2.0-liter turbocharged Diesel engine with common rail 
injection technology, single variable geometry turbocharger, high and low pressure exhaust gas recirculation 
(EGR) systems, and water charge air cooler (CAC) set up as in test bed environment and controlled to a fixed 
value. The basic information regarding this engine is tabulated in Table 2. The experimentally validated GT-Suite 
engine model of a 2.0 L Euro 6c Diesel engine was available. The model was initially developed as a One-
dimensional (1D) fluid dynamics model representing the air path of the Diesel engine and then converted into a 
fast running model (FRM) capable of running in real-time to act as a virtual engine for collecting data to train 
dynamic models. The probability density function (PDF) based stochastic rector model (SRM), developed by 
Korsunovs et. al. [5], was used to represent the combustion process model and is used to predict the emissions. In 
addition to this, New European Drive Cycle (NEDC) data measured on a transient engine dynamometer test 
facility was also available. 
Table 2. Diesel Engine Basic Information 
Parameter Value 
Bore 83 mm 
Stroke 92.35 mm 
Connecting Rod Length 140 mm 
Compression Ratio 15.5 
Emissions Standard Euro 6c 
Peak Power 130 kW @ 4000 RPM 
Peak Torque 430 Nm @ 1750 – 2500 RPM 
Combustion Modes Standard-calibration combustion for experiments 
3.2 Simulation Case Study 
The task of developing the hybrid dynamic modelling framework was approached by partitioning of the 
operational domain of the available drive cycle data into smaller sections, zones, based on engine speed, as 
illustrated in Fig. 4. To allow smooth interpolation and gradual transition in between the global models identified 
at each zone, an overlap between the zones (soft partitioning) was introduced [37,38]. The rationale for this is that 
by decomposing modelling problem into zones, compliance to constraints for dynamic experiments can be taken 
into account more easily [24] and global models at zones could have better accuracy relative to global models 
generated on a wide range, as experiments can be planned to suit the needs of a particular zone [37]. 
A subset of the operating range for the selected zone (zone 3) that lies between engine speeds of 1500-1750 rpm 
and torque of 20-160.6 Nm was selected as focus for the study, with the aim to prove the validity of the 
methodology concept. This was facilitated by the availability of an accurate injector model [14] for this zone in 
the form of injection profiles capturing the injection characteristics. The suitability of this zone for the study can 
also be argued in relation to the observation of a good distribution of both low and high loads across the operating 
range of this zone. The load band selected is representative, as it covers a wide range where engine operates in 
NEDC drive cycle. While this does not directly relate to the engine speed, it is still an acceptable range as the 
engine does commonly operate in the selected speed band. Given the main purpose was to provide a proof of 
concept validation for the proposed methodology, the selected zone is suitable for the objective of NOx emission 
modelling given load affects NOx more significantly than speed. 
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Fig. 4. Operational domain partition of the drive cycle based on engine speed. 
 
3.3 Model Evaluation 
The quality of surrogate air path model was evaluated using fit statistics detailed by Root Mean Square Error 
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× 100  (9) 
 
For surrogate combustion modelling following fit statics, Prediction Error Sum of Squares-RMSE (PRESS-





 . ∑ (yi − ŷi)
2n
i=1   (10) 
 
Relative Error (%) = 
𝑅𝑀𝑆𝐸
?̅?
× 100  (11) 
These statistical criterions provide information about quality of model if applied to prediction of training data 
whereas they give measure of predictive performance if applied to validation data (new set of data not used in 
training). If there is a significant difference in between the model prediction for training and validation data, this 
is a sign that model is over-fitted. 
4 Surrogate Dynamic Air Path Model 
4.1 Model Inputs and Outputs 
The methodology for development of surrogate airpath model presented here closely follows the work presented 
by the authors in [35]. The dynamic metamodel for the 1D airpath model was developed to provide a fast mean 
value estimate for the combustion model inputs. The desired engine speed and load were selected as control 
variables for the identification of the dynamic air path as these two quantities are required to simulate the GT-
suite engine model. In addition to these two, Mass Air Flow was also selected as it controls the EGR valve position 
in a closed loop, which regulates the amount of exhaust gas entering the engine cylinder. 
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The excitation method and the range for input variables is defined in the Table 3. The excitation range, for the 
desired engine speed and load, was defined by the operational limit of the simulation case study zone. For MAF, 
the limit was set to be ± 10% of MAF set position (from calibration maps in ECU), to account for the variation in 
between transient and steady-state modes of operation. In addition to excitation range, frequency range was 
defined based on the frequency analysis of the drive cycle data and is tabulated in Table 3. 
In Korsunovs et. al. [5], it was established that three air path states, inlet pressure (P_inl) / inlet temperature 
(T_inl) or intake manifold temperature / overall EGR mass fraction (EGR_mf), have a significant effect on the 
NOx prediction while the other external parameters did not have any effect or not significant enough. Thus, these 
three quantities were selected as response to be modelled. 
Table 3. Input parameters for surrogate dynamic air path model. 
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The APRBS type excitation signals generated for training based on the configuration listed in Table 3 are 
illustrated in Fig. 5. The signals are designed individually for each input. However, this will result in operating 
points that are not achievable in practice because of limitations either in terms of mechanical integrity of the 
engine or because of operation in unstable conditions [2]. To account for this, the engine torque signal has been 
continuously scaled as a function of engine speed. In Fig. 5, the solid line stands for original torque and dashed 
line is signal after scaling. 
 
Fig. 5. APRBS training input signals (dash: scaled signal & solid: original signal). 
 
4.2 Development of Diesel Engine Dynamic Air Path Model 
The dynamic air path metamodel is developed by data obtained from dynamic tests (illustrated in Fig. 6) in virtual 
diesel engine air path (GT-Suite) model. This stage is illustrated in Fig. 3, where excitations signals are fed to 
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virtual Diesel engine air path of MPES platform, and the system responses of interest are captured. The inputs 
signal along with the outputs are used for training the dynamic models. 
In this paper, a dynamic local linear neuro-fuzzy model (Lolimot) was chosen as the dynamic model format. Since 
models are used for simulating the air path output rather than predicting the output k-step ahead, parallel model 
structure is selected which simulates the current output by input and previously simulated output. The local model 
network is constructed in conventional manner with one hidden layer and a single output layer. The number of 
local linear models is determined by the Lolimot construction algorithm (training procedure illustrated in Fig. 7) 
based on the improvement in modelling accuracy and number of parameters. 
The input and output delays should be optimized to give the best trade off model between model accuracy and 
complexity. As multiple dimension optimization can be time consuming, in this study they are selected by trial-
and-error tests on few settings.  
Dynamic air path was modelled as nonlinear Multiple Input Single Output (MISO) system and models of the 
selected response quantities, EGR_mf / P_inl / T_inl, were developed and relational form is given as follow: 
 
?̂?𝐸𝐺𝑅(k) = 𝑓(𝑢1(𝑘 − 1), 𝑢1(𝑘 − 2), 𝑢2(𝑘 − 1), 𝑢2(𝑘 − 2), 𝑢2(𝑘 − 3), 𝑢3(𝑘 − 1), 𝑢3(𝑘 − 2), 𝑢3(𝑘 − 3), 𝑦(𝑘 −
1), 𝑦(𝑘 − 2))  (12) 
 
?̂?𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒(k) = 𝑓(𝑢1(𝑘 − 1), 𝑢2(𝑘 − 1), 𝑢3(𝑘 − 1), 𝑦(𝑘 − 1), 𝑦(𝑘 − 2)) (13) 
 
?̂?𝑇𝑒𝑚𝑝(k) = 𝑓(𝑢1(𝑘), 𝑢2(𝑘 − 1), 𝑢3(𝑘 − 1), 𝑦(𝑘 − 1), 𝑦(𝑘 − 2), 𝑦(𝑘 − 3)) (14) 
 
  




Fig. 7. Identification of dynamic air path model using LLLNF modelling technique. 
 
4.3 Results 
The model predictions for the dynamic air path model for both training and validation are illustrated in Fig. 8 and 
Fig. 9 respectively. The correlation between all response quantities from virtual engine and Lolimot show a good 
match, for both training and validation, and follow the trends in the data. 
In addition to this the quality of the model is quantified by the statistics summarized in the Table 4. The 
performance of the three response models is satisfactory for both training and validation datasets. The fit statistics 
observed for the temperature model is relatively higher when compared to the other two response models but is 
within the reasonable limits. 
For the intake manifold temperature model results, the model accurately predicts the associated trends but has 
some limitations in capturing the rapid transients. This limitation with capturing transients could have an effect 
on NOx prediction, as increase in inlet temperature leads to higher combustion temperature, resulting in higher 
NOx. However, as the temperature increases, the density of air decreases, which results in lower amount of air 
mass trapped in the cylinder, and hence less cylinder pressure at the beginning of the combustion process. This 
counters, to a certain degree, the effect the increasing inlet temperature has on NOx. From the sensitivity analysis 
carried out by authors in [5], it was observed that one kelvin of change in temperature would lead to approximately 
1.1 ppm change in NOx. The error in the inlet temperature model presented here, both for training and validation, 
is less than 3 Kelvin. This would imply approximately 3 ppm error in NOx, assuming the trend observed in the 
sensitivity analysis is more or less linear, which was within acceptable range for this study. This justifies the 
number of delay terms selected for modelling, (12) - (14), as they allow to accurately capture the dynamics 




Fig. 8. Surrogate air path LOLIMOT model training performance. 
 
 
Fig. 9. Surrogate air path LOLIMOT model validation performance. 
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14 1.882 5.0 % 2.124 6.8 % 
5 SRM Combustion Process Model 
The combustion process was modelled in the CMCL SRM environment and the chemistry mechanism for the 
model was chosen to be “Reduced Diesel with NOx”, which is CMCL internally developed mechanism. The 
CMCL SRM combustion solver sub-models and settings [14] are summarized in Table 5. 
Details regarding the methodology for the SRM model calibration are discussed in detail in the previous work by 
the authors [5]. The calibration goal was to derive settings for the SRM parameters, such that a good correlation 
can be obtained with the engine testbed measurements and SRM model outputs. To proceed with the calibration 
task a detailed sensitivity analysis of the SRM model outputs, engine emissions (NOx) prediction and in-cylinder 
condition, in relation to SRM parameters was carried out in [5]. 
 
Table 5. CMCL SRM Sub-Models Settings 
Sub-Model Settings 
Initial Mixture at the Inlet 
• Oxidiser Composition (air surrogate): 76.7% nitrogen (N2), 
23.3% oxygen (O2), 
• EGR composition auto-generated for the initial cycle, then 
updated from cycle to cycle. 
Fuel and Injection 
• PDF injection model (Fuel evaporation is described by the 
PDF) 
• No wall impingement 
• Elkotb SMD correlation 
• Imposed Injection Rate Profile 
• Surrogate Diesel fuel: 80% n-Heptane (C7H16), 20% iso-
octane (C8H18) 
• EN590 diesel fuel physical properties 
Heat Transfer 
• Woschni Heat Transfer Model 
• In-cylinder wall temperatures estimated from GT-Power 
Turbulence • Empirical k-epsilon Mixing Model 
 
5.1 Surrogate NOx Model 
The SRM combustion model developed and validated by the authors in [5] provides engine-out emissions as a 
response. While SRM combustion model provides results for all the engine out emissions, such as CO, HC, soot, 
NOx etc., this work focuses only on modelling of NOx. This is because the current SRM model is single zone 
thermodynamic model and present limitations in the prediction of other pollutants [14]. The combustion model 
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used in this study, although relatively faster compared to the expensive 3D-CFD model, does not have real time 
simulation capability. 
To overcome the limitation of SRM combustion model, to instantaneously predict NOx emission based on the air 
path conditions provided by the surrogate dynamic air path model, it is replaced by a surrogate NOx model. The 
said surrogate NOx model is a statistical model fitted to the NOx emissions response predicted by SRM during 
combustion. The modelling process involved in the development of a NOx surrogate model, the second stage of 
the proposed hybrid dynamic modelling approach is illustrated in Fig. 10, and can be summarized in the following 
few steps: 
─ Design of Experiment 
─ Data Collection 
─ Fitting Surrogate Model 
 
Fig. 10. Process of developing surrogate NOx model. 
5.2 Design of Experiment 
The model inputs considered for the development of the surrogate combustion model can be classified into three 
types depending on their point of origin: 
─ Operation Point Inputs: these inputs are directed from the engine operational domain. These inputs include 
engine speed and engine load (Torque): they represent the engine demand through the driving cycle. 
─ Intake Mixture Dynamics: these inputs are directed from the air path model and in this study from the dynamic 
air path model. In other words, the outputs of the dynamic air path model: EGR_mf; P_inl; T_inl. 
─ Intake Fuel Dynamics: the usage of common rail systems enables the variation of rail pressure and a splitting 
of the injection in the pilot, main and post injections. However, the settling of rail pressure has dynamics 
associated with it, but it is relatively fast [1], and is disregarded in this study. To account for the injection 
characteristics of the system, injection profiles were provided by the sponsor company, and these profiles were 
utilized for the combustion process model. 
The design of experiments (DoE) approach used in this work is an exploration based sequential DoE strategy 
based on optimal space filling OLH design proposed by Kianifar et al in [39] and implemented into custom 
MATLAB toolbox [40]. The OLH based sequential DoE is a Model Building - Model Validation (MB-MV) DoE 
strategy, where a response model is fitted to the MB OLH DoE, and the quality of the model is evaluated, using 
internal and external information criteria, against the MV OLH DoE. By deploying this framework, the cost 
associated with the development of surrogate model could be minimized due to its property of terminating 
introduction of additional test points once the target accuracy is achieved. Thus, fitting the response surface model 
with the least possible number of test points.  
The designed experiments, for an example Fig. 11, were plugged into the dynamic air path model (surrogate 
model) to generate intake mixture dynamics input (dynamic air path outputs)  for combustion. In the process of 
surrogate NOx modelling, the MB-MV DoE strategy was applied in six iterations and design space for the first 




Fig. 11. Illustration of Design of Experiment: design space for the first and sixth iteration. 
 
The DoE design quality was evaluated and it was observed (see Fig. 12) that the space filling property for the 
DoE was maintained after 6 iterations, where none of the generated test points (for both MB and MV) is too close 
to each other. Also, the correlation coefficient (r) for all the design parameters was within the range of −0.04 ≤ 𝑟 
≤ 0.04, thus correlation is negligible. Therefore, the final design is quasi-orthogonal. 
 
 
Fig. 12. Euclidean distance for all MB-MV test points (170 points). 
5.3 Data Collection 
The planned DoEs were plugged into the dynamic air path model and the SRM inputs captured by the surrogate 
model are illustrated in Fig. 13, along with the response from the GT-Suite Diesel engine model. It can be observed 
that the surrogate model predicts the trends in air path dynamics quite accurately. 
The R-squared value illustrated in Fig. 13, indicates that the dynamic model of air path states input account for 
more than 95% of variance associated with the response of the system. The fitted line plot above illustrates that 
the model (dynamic model trained on dynamic signals) accurately (>96% fit for all three air path states input) 
describes the response for steady state points. In addition to the R-squared value, the statistical analysis of the 
prediction using validation RMSE (9) and relative error (12) is listed in Table 6. From the table, it can be observed 
that the dynamic models predict accurately for EGR_mf (<0.01 RMSE/1% EGR_mf or ~2% relative error), Inlet 
pressure (<1% relative error) and temperature (<1% relative error). This analysis illustrates that accuracy of the 
dynamic models developed earlier is not compromised for the different type of design of experiment approach, 
i.e. global OLH DoE (steady-state tests).  
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Fig. 13. Prediction of planned DoE by GT-Suite engine model and dynamic air path model. 
 
Additionally incorporation of dynamic models also enhances the real time performance of the simulation model 
by reducing simulation time required (refer Table 7) to estimate the mean-value response of the inputs for the 
combustion process model. This reflects on the benefit of the hybrid dynamic modelling framework which 
incorporates a dynamic model for system modelling task, allowing quick modelling and fast data capture. 
Table 6. Evaluation of performance of surrogate air path model on the DoE for SRM input parameters. 
Model Val_RMSE % Relative Error 
EGR 0.0084 2.1 
Inlet Pressure 0.0026 0.20 
Inlet Temperature 0.4146 0.12 
Table 7. Simulation time to run steady state DoE. 
Model Simulation Time (sec) 
GT-Suite Diesel Engine Model 8490 
Surrogate Air Path Model (LOLIMOT-APRBS) 40 
5.4 Development of Surrogate NOx Model 
The procedure of the development of surrogate combustion model for predicting NOx emission is illustrated in 
Fig. 14. The figure depicts the procedure followed and presents the division of the process into stages. In this 




Fig. 14. The offline DoE and modelling strategy proposed for the metamodeling of combustion model. 
In modelling stage of development process, response surface models are fitted to the NOx emission using 
MATLAB MBC toolbox. For every new iteration of DoE test plan, i.e. from MV1 to MV6, a new response model 
was fitted to the update system response. MATLAB MBC toolbox offers a range of statistical models for response 
surface modelling. Several combinations of response models, Polynomials, RBF with different kernels, Gaussian 
Process Models with different kernels, were fitted to the NOx emissions response. 
The candidate models with various kernel functions were fitted to the first iteration of model building DoE with 
50 test points. The comparison of prediction capability (PRESS RMSE) and the number of parameters required 
by each model are illustrated in Fig. 15 and Fig. 16 respectively. 
From the Fig. 15 and Fig. 16, it can be observed that Gaussian Process Model (GPM) with different basis function 
and kernels provides both good prediction capability and have a reasonable number of effective parameters. 
Amongst the GPM models, GPM with squared exponential basis function slightly performs better than the rest, 
therefore, is selected for further improvement with additional iterations of MB-MV DoE sequence. 
The evaluation of the NOx surrogate model with a subsequent iteration of MB-MV sequential DoE (from MV1 
to MV6) is illustrated in Fig. 17. The model was evaluated as per the information criteria, PRESS RMSE and 
Validation RMSE. It can be observed that the PRESS RMSE and Validation RMSE are decreasing, this indicates 
that the quality of the response model is improving with every new iteration of the sequential process. 
The reason for this improvement comes from the fact that there are more infill or test points available for the 
response models to accurately capture the trends in the modelling data. The similar trend was observed in terms 
of relative error associated with the developed surrogate model and is depicted in Fig. 18. The relative error 




Fig. 15. Comparison of fitted response surface candidate models based on their prediction capability (PRESS 
RMSE) at MV1 iteration. 
 
 
Fig. 16. Comparison of fitted response surface models based on the number of parameters required for modelling 








Fig. 18. NOx prediction relative error for all six stages of MB-MV sequential process. 
The acceptable engineering target for NOx emission modelling lies in between one to ten percent. It can be 
observed in Fig. 18, this target was reached at stage 6 (MV-6) with a relative error of 9.4%, and thus, the process 
was terminated. However, subsequent iterations can be carried if further improvement is required. The identified 
response surface model at sixth iteration was based on a mapping DoE of 150 MB and 20 MV test points. This is 
significantly less than normal stationary mapping DoEs, which typically use 120-150 ( at each steady state speed 
and load minimap points) test points [41]. 
The illustration of NOx emission response surfaces through stage 1 (MV-1), and stage 6 (MV-6) is presented in 
Fig. 19 and Fig. 20 respectively. These figures depict the changes in the response surface, shape and trend, of 
NOx emission through the iterative process of sequential design of experiments. With the increase in the number 
of test points, the prediction accuracy of the model improves throughout the design space. The major improvement 
in between MV-1 and MV-6 response surface can be observed at the extremities of the design space. In Fig. 19, 
the design space of stage 1 is deficient at low load region at both low and high engine speed. With the increment 
in infill points, it can be observed the corners of the design space has extended to cover the low loads, and the 
prediction accuracy has also improved. In Fig. 20, there is a clear trend that the concentration of NOx in the engine 
out emission increases as the load increases. The increase in load is a result of vigorous combustion which results 
in increased in-cylinder pressure and temperatures, leading to increase in the NOx. Also, as the load increases less 
amount of exhaust gas is recirculated by the EGR system. Recirculating exhaust gas into the cylinder leads to 




Fig. 19. GPM NOx surrogate response surface model at MV1 stage. 
 
 
Fig. 20. GPM NOx surrogate model response surface model at MV6 stage. 
6 Hybrid Dynamic Modelling Framework Validation 
The final stage in this study was to evaluate the performance, in terms of effectiveness and efficiency, of the 
hybrid dynamic modelling approach. This was carried out by evaluating the performance of hybrid dynamic 
modelling approach on the transient drive cycle. 
The regions of the drive cycle which are within the boundaries of the operation domain of the diesel engine case 
study were selected and are presented in Fig. 21. The selected regions are continuous in time, as extracting points 
which are not continuous points would lead to distortion of drive cycle and the prediction on such points by NOx 
model would not be comparable. 
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Fig. 21. Selected regions of the continuous point in NEDC drive cycle within the operational boundaries of case 
study zone. 
In this paper, ‘Region 9’ is selected to present the model performance, as this region had the longest length of the 
continuous sequence (29 seconds). The performance of the developed modelling framework on region 9 is 
illustrated in Fig. 22. For all the other regions, the corresponding fit statistics have been summarized in Table 8 
and the trend analysis is illustrated in Fig. 24. 
From Fig. 22, it can be observed that hybrid dynamic modelling approach predict the trends, associated with the 
drive cycle NOx emission, reasonably well.  
 
Fig. 22. NOx emission model performance at region 9 of the NEDC drive cycle. 
For Hybrid dynamic modelling approach, both the RMSE and relative error are approximately two times the one 
observed during surrogate modelling. This increase in error can be linked to two main factors: 
─ As GT suite engine model is a representation of the actual system, it would have an error associated with it. 
This error is propagated to dynamic models, as the dynamic air path model is developed based on GT-Suite 
Diesel engine model. During the validation of GT-air path model in [14], it was observed that controller 
struggles with rapid changes in EGR requirement and some regions of NEDC are predicted with an error. This 
would explain some of the discrepancy in between measured and modelled response, as it was observed during 
the sensitivity analysis carried out by authors in [5] that changes in EGR significantly impact the NOx results 
predicted by SRM model. Additionally, the dynamic air path model which provides inputs for combustion 
model also has a validation error of 0.014 mf associated with EGR predictions. 
─ Secondly, there will be difference in between the prediction of emissions from SRM combustion model (MPES 
platform) and measurements on the test bench, and this error will be introduced into the surrogate NOx model. 
This would also affect the model capability to measure the absolute values accurately. During the development 
of the SRM combustion model carried out by the authors in [5] it was observed that the SRM model can 
accurately capture the trends but underestimates the NOx concentration in the case study domain. The 
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experimental NOx (measured on test bench) and the simulated NOx (SRM combustion model) were compared 
during SRM model development in [5] and the observations are illustrated in Fig. 23. 
 
Fig. 23. Simulated NOx (SRM combustion model) versus experimental NOx (measured on test bench) at 
calibration reference points. 
Although the relative error in region 9 is higher than expected but the average relative error across all the nine 
regions was observed to be 13.7%, refer to Table 8. Also, it can be observed from Fig. 24 that the trends predicted 
by surrogate NOx model for other selected regions is similar as for region 9. 
In literature there are studies [2,21,27], which have been able to estimate NOx emission using dynamic modelling 
techniques in a range of 5 % -10%. However, in these studies the models were fitted to the test bench data or 
virtual engine calibration was developed using dynamic modelling techniques based on test bench data. Given 
that the NOx predictions in this work are based on a virtual engine model, with uncertainty about some important 
parameters (like the injection profiles, actual EGR etc.), and that the objective of the work is to provide prediction 
capability for early engine development stage, the accuracy of predictions can be considered adequate. 
Table 8. Statistical performance of both surrogate models (hybrid dynamic modelling and steady-state approach) 
across all the 9 regions. 
Region RMSE % Relative Error 
Region 1 13.09 18.01 
Region 2 1.35 2.30 
Region 3 13.8 20.35 
Region 4 3.07 5.66 
Region 5 9.74 14.99 
Region 6 5.20 7.05 
Region 7 4.09 5.87 
Region 8 8.56 11.480 
Region 9 13.94 20.93 
Weighted Average 9.33 13.67 
 
Based on the analysis carried out for hybrid dynamic modelling, the proposed approach provides significant 
improvement both in terms of capturing trends and accuracy. Although the data on which comparison is carried 
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out is small, the hybrid dynamic modelling framework exhibit enormous potential for simulating drive cycles in 
real time while providing reasonable accuracy. 
 
Fig. 24. NOx Surrogate Model response over the selected regions of transient drive cycle. 
7 Conclusion 
The main aim of this paper was to introduce a novel hybrid dynamic modelling framework to enable the 
development of a global metamodel of engine emissions. The hybrid methodology, coupling dynamic modelling 
with a global exploration-based DoE on a multi-physics virtual engine simulation platform, was proved to be an 
effective approach to develop an engine emissions model that has transient cycle simulation capability during 
early stages of engine development. 
The use of nonlinear dynamic models enabled the development of global metamodel of emission at a comparable 
cost to steady-state experiments performed to develop the SRM surrogate model by providing fast mean value 
estimate for the inputs required for SRM combustion process model. It was observed that surrogate dynamic 
model can provide inputs for SRM model 210 times faster than it would have taken for GT model to run to reach 
stable steady state operation. Also, with the incorporation of global exploration DoEs based on space-filling OLH 
DoEs, the number of measurements required to capture the transient behavior of the system was considerably 
reduced when compared to steady-state point-based approach. The surrogate NOx model was fitted using 150 
model building test points and validated on additional 20 test points.  
Integration of the dynamic surrogate models for GT-Suite Diesel engine model and statistical models (developed 
based on data collected using global exploration Doe approach) for SRM combustion process model can enhance 
the modelling of engine emissions, through delivering high quality models fulfilling the target model accuracy 
with faster simulation time and reduced number of measurements. As illustrated in the case study (Fig. 24 and 
Table 8), the NOx surrogate model (developed based on a simulation model) fitted using 150 test points was able 
to follow the trends observed in the transient drive and was able to do so with associate RMSE of 9.33 ppmv (parts 
per million by volume) which translates to a competitive 13.7%  relative error (ratio of RMSE to mean of measured 
NOx). The accuracy, of the surrogate NOx model for prediction for drive cycle NOx emissions, whether it is 
acceptable or not would depend on the development stage. However, given that the modelling error (during the 
development of surrogate combustion model) was observed to be 9.64%, in Fig. 18, the relative error of 13.7% in 
between simulated and measured drive cycle NOx emission is within reasonable limits. This reflects on the 
effectiveness of the developed hybrid dynamic modelling framework. While the accuracy achieved for the design 
space chosen as scope for the validation experiments in the present case study was deemed satisfactory for the 
purpose of early engine development work, these models might not be of sufficient accuracy to support detailed 
tuning work on other parts of the system such as after treatment system control. The accuracy of the models can 
be improved by increasing the number of iterations, as this will increase the infill points within the design space 
and the boundary, while also employing a hybrid intelligent learning performance metrics to avoid overfitting. 
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Secondly, by exploring the option of improving the SRM model prediction fidelity through investigation of multi-
zone SRM models. 
This study demonstrated that the proposed hybrid dynamic modelling framework could provide a trade-off 
between system modelling accuracy and development time. Although the hybrid dynamic modelling approach 
provides a feasible solution to some of the challenges in the industry, further work is needed regarding its 
application. The work presented here by the authors has been a proof of concept for the proposed hybrid dynamic 
modelling approach, therefore has only been applied and validated on a limited operating range (one zone, i.e. 
1500-1750 rpm). This needs to be addressed in the future work by extending the modeling work to capture the 
entire engine operating domain, such that it can be established that methodology could work with other regions 
given the relevant data is available. Furthermore, the framework needs to be validated on other dynamic cycles 
such as WLTP (Worldwide Harmonised Light Vehicle Test Procedure), RDE (Real Driving Emissions) test or 
FTP (Federal Test Procedures). This will strengthen the argument that the approach developed here offers the 
possibility to be incorporated into engine calibration, since it allows fast data capture and reduced measurement 
effort, thus, the less experimental effort required (compared to traditional point-based calibration). 
We envisage that the proposed hybrid modelling methodology will be of broader interest for application in other 
areas given the increase use of multi-physics simulations, as well as for dynamic physical or hardware-in-the-loop 
(HiL) based testing and analysis, to support faster and cheaper modelling and calibration experiments. 
 
References 
1. Sequenz, H., “Emission Modelling and Model-Based Optimisation of the Engine Control,” VDI Verlag, 
Düsseldorf, ISBN 978-3-18-522208-5, 2013. 
2. Burke, R.D., Baumann, W., Akehurst, S., and Brace, C.J., “Dynamic modelling of diesel engine emissions 
using the parametric Volterra series,” Proc. Inst. Mech. Eng. Part D J. Automob. Eng. 228(2):164–179, 
2014, doi:10.1177/0954407013503629. 
3. Cheng, C.M., Peng, Z.K., Zhang, W.M., and Meng, G., “Volterra-series-based nonlinear system modeling 
and its engineering applications: A state-of-the-art review,” Mech. Syst. Signal Process. 87(November 
2016):340–364, 2017, doi:10.1016/j.ymssp.2016.10.029. 
4. Sakushima, N., Baumann, W., Röpke, K., and Knaak, M., “Transient Modeling of Diesel Engine 
Emissions,” Int. J. Automot. Eng. 4(3):63–68, 2013, doi:10.20485/jsaeijae.4.3_63. 
5. Korsunovs, A., Campean, F., Pant, G., Garcia-Afonso, O., and Tunc, E., “Evaluation of zero-dimensional 
stochastic reactor modelling for a Diesel engine application,” Int. J. Engine Res., 2019, 
doi:10.1177/1468087419845823. 
6. Smallbone, A. and Coble, A., “A ‘Physics-Based’ Combustion and Emissions Tool for Transient 
Simulations,” in: Sens, M. and Wiedemann, B., eds., Motorprozesssimulation und Aufladung, III: Engine 
Process Simulation and Supercharging, Expert-Verlag GmbH: 17–24, 2011. 
7. Parry, O., Dizy, J., Page, V., Bhave, A., and Ooi, D., “Fast Response Surrogates and Sensitivity Analysis 
Based on Physico-Chemical Engine Simulation Applied to Modern Compression Ignition Engines,” in: 
Röpke, K. and Gühmann, C., eds., Automotive Data Analytics, Methods, Design of Experiments (DoE) : 
Proceedings of the International Calibration Conference, Expert-Verlag GmbH, Berlin: 233–254, 2017. 
8. Coble, A.R., Smallbone, A., Bhave, A., Mosbach, S., Kraft, M., Niven, P., and Amphlett, S., 
“Implementing Detailed Chemistry and In-Cylinder Stratification into 0/1-D IC Engine Cycle Simulation 
Tools,” SAE Technical Paper 2011-01-0849, SAE International, 2011, doi:10.4271/2011-01-0849. 
9. Kleijnen, J.P.C., “Statistical tools for simulation practitioners,” M. Dekker, New York, ISBN 
0824773330, 1987. 
10. Box, G.E.P., Hunter, W.G., and Hunter, J.S., “Statistics for experimenters : an introduction to design, data 
analysis, and model building,” John Wiley & Sons, New York :, ISBN 0471093157, 1978. 
11. Simpson, T.W., Peplinski, J.D., Koch, P.N., and Allen, J.K., “Metamodels for computer-based 
engineering design: Survey and recommendations,” Eng. Comput. 17(2):129–150, 2001, 
doi:10.1007/PL00007198. 
12. Jin, R., Chen, W., and Simpson, T.W., “Comparative studies of metamodelling techniques under multiple 
modelling criteria,” Struct. Multidiscip. Optim. 23(1):1–13, 2001, doi:10.1007/s00158-001-0160-4. 
25 
13. Kianifar, M.R. and Campean, F., “Performance evaluation of metamodelling methods for engineering 
problems: towards a practitioner guide,” Struct. Multidiscip. Optim. 61(1):159–186, 2020, 
doi:10.1007/s00158-019-02352-1. 
14. Korsunovs, A., “Multi-Physics Engine Simulation Framework for Drive Cycle Emissions Prediction,” 
PhD Thesis, University of Bradford, 2020. 
15. Brahma, I., Sharp, M.C., and Frazier, T.R., “Empirical Modeling of Transient Emissions and Transient 
Response for Transient Optimization,” SAE Int. J. Engines 2(1):1433–1443, 2009, 
doi:https://doi.org/10.4271/2009-01-1508. 
16. Brahma, I. and Chi, J.N., “Development of a model-based transient calibration process for diesel engine 
electronic control module tables – Part 1: data requirements, processing, and analysis,” Int. J. Engine Res. 
13(1):77–96, 2012, doi:10.1177/1468087411424376. 
17. Brahma, I. and Chi, J.N., “Development of a model-based transient calibration process for diesel engine 
electronic control module tables – Part 2: modelling and optimization,” Int. J. Engine Res. 13(2):147–
168, 2012, doi:10.1177/1468087411424377. 
18. Tietze, N., Konigorski, U., Fleck, C., and Nguyen-Tuong, D., “Model-based calibration of engine 
controller using automated transient design of experiment,” in: Bargende, M., Reuss, H.-C., and 
Wiedemann, J., eds., 14. Internationales Stuttgarter Symposium, Springer Fachmedien Wiesbaden, 
Wiesbaden, ISBN 978-3-658-05130-3: 1587–1605, 2014. 
19. Nelles, O., “Nonlinear System Identification: From Classical Approaches to Neural Networks and Fuzzy 
Models,” 1st ed., Springer-Verlag Berlin Heidelberg, New York, ISBN 9783642086748, 2001, 
doi:10.1007/978-3-662-04323-3. 
20. Knaak, M., Schoop, U., and Barzantny, B., “Dynamic Modelling and Optimization: The Natural 
Extension to Classical DoE,” in: Röpke, K., ed., Design of Experiments (DoE) in Engine Development 
III, Expert Verlag, Berlin, ISBN 978-3816927204: 10–21, 2007. 
21. Röpke, K., Baumann, W., Köhler, B.-U., Schaum, S., Lange, R., and Knaak, M., “Engine Calibration 
Using Nonlinear Dynamic Modeling,” Lecture Notes in Control and Information Sciences, ISBN 
9781447122203: 165–182, 2012, doi:10.1007/978-1-4471-2221-0_10. 
22. Baumann, W., Klug, K., Kohler, B.U., and Röpke, K., “Modelling of Transient Diesel Engine Emissions,” 
in: Röpke, K., ed., Design of Experiments in Engine Development, Expert Verlag, Berlin, ISBN 
9783816929376: 41–53, 2009. 
23. Fang, K., Li, Z., Ostrowski, K., Shenton, A.T., Dowell, P.G., and Sykes, R.M., “Optimal-Behavior-Based 
Dynamic Calibration of the Automotive Diesel Engine,” IEEE Trans. Control Syst. Technol. 24(3):979–
991, 2016, doi:10.1109/TCST.2015.2476781. 
24. Hametner, C. and Nebel, M., “Operating regime based dynamic engine modelling,” Control Eng. Pract. 
20(4):397–407, 2012, doi:10.1016/j.conengprac.2011.10.003. 
25. Baumann, W., Schaum, S., Knaak, M., and Röpke, K., “Excitation Signals for Nonlinear Dynamic 
Modeling of Combustion Engines,” Proc. 17th World Congr. Int. Fed. Autom. Control 1066–1067, 2008, 
doi:10.3182/20080706-5-KR-1001.1590. 
26. Heinz, T.O. and Nelles, O., “Iterative Excitation Signal Design for Nonlinear Dynamic Black-Box 
Models,” Procedia Comput. Sci. 112:1054–1061, 2017, doi:10.1016/J.PROCS.2017.08.112. 
27. Guhmann, C. and Riedel, J.M., “Comparison of Identification Methods for Nonlinear Dynamic Systems,” 
in: Röpke, K., ed., Design of Experiments (DoE) in Engine Development, Expert Verlag, ISBN 
9783816930747: 41–53, 2011. 
28. Isermann, R., “Engine Modeling and Control,” 1st ed., Springer Berlin Heidelberg, Berlin, Heidelberg, 
ISBN 978-3-642-39933-6, 2014, doi:10.1007/978-3-642-39934-3. 
29. Hafner, M. and Isermann, R., “Multiobjective optimization of feedforward control maps in engine 
management systems towards low consumption and low emissions,” Trans. Inst. Meas. Control 25(1):57–
74, 2003, doi:10.1191/0142331203tm074oa. 
30. Isermann, R. and Muller, N., “Modelling and Adaptive Control of Combustion Engines with Fast Neural 
Networks,” Eur. Symp. Intell. Technol. Hybrid Syst. Their Implement. Smart Adapt. Syst. 566–582, 2001. 
31. Tietze, N., “Model-based Calibration of Engine Control Units Using Gaussian Process Regression,” PhD 
Thesis, Technischen Universität Darmstadt, 2015. 
26 
32. Fang, K., Li, Z., Shenton, A., Fuente, D., and Gao, B., “Black Box Dynamic Modeling of a Gasoline 
Engine for Constrained Model-Based Fuel Economy Optimization,” SAE Tech. Pap. 2015-01-1618, 2015, 
doi:10.4271/2015-01-1618. 
33. He, Y. and Rutland, C.J., “Application of artificial neural networks in engine modelling,” Int. J. Engine 
Res. 5(4):281–296, 2004, doi:10.1243/146808704323224204. 
34. Hafner, M., Schüler, M., Nelles, O., and Isermann, R., “Fast neural networks for diesel engine control 
design,” Control Eng. Pract. 8(11):1211–1221, 2000, doi:10.1016/S0967-0661(00)00057-5. 
35. Pant, G., Campean, F., Korsunovs, A., Neagu, D., and Garcia-Afonso, O., “Co-modelling Strategy for 
Development of Airpath Metamodel on Multi-physics Simulation Platform,” in: Ju, Z., Yang, L., Yang, 
C., Gegov, A., and Zhou, D., eds., Advances in Computational Intelligence Systems, Springer International 
Publishing, Cham, ISBN 978-3-030-29933-0: 504–516, 2019. 
36. Nelles, O., Sinsel, S., and Isermann, R., “Local basis function networks for identification of a 
turbocharger,” UKACC International Conference on Control. Control ’96, IET, ISBN 0 85296 666 0: 7–
12, 1996, doi:10.1049/cp:19960518. 
37. Johansen, T.A. and Foss, B.A., “Operating regime based process modeling and identification,” Comput. 
Chem. Eng. 21(2):159–176, 1997, doi:10.1016/0098-1354(95)00260-X. 
38. Johansen, T.A. and Foss, B.A., “ORBIT – operating-regime-based modeling and identification toolkit,” 
Control Eng. Pract. 6(10):1277–1286, 1998, doi:10.1016/S0967-0661(98)00128-2. 
39. Kianifar, M.R., Campean, L.F., and Richardson, D., “Sequential DoE Framework for Steady State Model 
Based Calibration,” SAE Int. J. Engines 6(2):843–855, 2013, doi:https://doi.org/10.4271/2013-01-0972. 
40. Kianifar, M.R., Sequential DoE and Multidisciplinary Optimisation Tools for Engine Experiments, 2015. 
41. Yin, X.F., “Application of Multidisciplinary Design Optimisation to Engine Calibration Optimisation,” 
PhD Thesis, University of Bradford, 2013. 
 
