ABSTRACT One of the common ways to perform data-driven fault diagnosis is to employ statistical models, which can classify the data into nominal (healthy) and a fault class or distinguish among different fault classes. The former is termed fault (anomaly) detection, and the latter is termed fault isolation (classification, diagnosis). Traditionally, statistical classifiers are trained using data from faulty and nominal behaviors in a batch mode. However, it is difficult to anticipate, a priori, all the possible ways in which failures can occur, especially when a new vehicle model is introduced. Therefore, it is imperative that diagnostic algorithms adapt to new cases on an ongoing basis. In this paper, a unified methodology to incrementally learn new information from evolving databases is presented. The performance of adaptive (or incremental learning) classification techniques is discussed when: 1) the new data has the same fault classes and same features and 2) the new data has new fault classes, but with the same set of observed features. The proposed methodology is demonstrated on data sets derived from an automotive electronic throttle control subsystem.
I. INTRODUCTION
The complexity of automotive systems is increasing at a rapid rate to improve vehicle performance, and to provide the necessary convenience and safety features with increasing levels of automation and control. Automobiles consist of huge amounts of software embedded on micro-processors, also termed electronic control units (ECUs), which continuously interact with mechanical and electrical components through sensors and actuators for vehicle operation and control. There is also an increased dependence on ECUs for monitoring the health condition of vehicular components. This is because operational problems associated with degraded components, failed sensors, and improperly implemented controls affect the efficiency, safety and reliability of vehicles, which, in turn, lead to potentially large warranty costs. Hence, it is crucial to quickly detect and isolate (classify/diagnose) faults in order to improve vehicle availability and customer satisfaction.
Methods for fault diagnosis can be categorized into the following three approaches: data-driven, model-based, and knowledge-based [1] . The data-driven approach is preferred when the system monitoring data for nominal and degraded conditions is available. One of the common ways to perform data-driven fault diagnosis is to employ neural network and statistical machine learning techniques to classify data into nominal (healthy) and a fault class or into different fault classes [2] , [3] . The former is termed fault (anomaly) detection and the latter fault isolation (classification, diagnosis). The model-based approach employs consistency checks between the sensed measurements and the outputs of a mathematical model. The expectation is that inconsistencies are large in the presence of malfunctions and small in the presence of normal disturbances, noise and modeling errors. Two main methods of generating the consistency checks are based on observers [4] , [5] (e.g., Kalman filters, reducedorder unknown input observers, interacting multiple models, particle filters) and parity relations [6] (dynamic consistency checks among measured variables stemming from hardware or information redundancy relations). The knowledge-based approach uses graphical models such as dependency graphs (digraphs), Petri nets, multi-signal (multi-functional) flow graphs, and Bayesian networks for diagnostic knowledge representation and inference [7] - [9] . This paper presents a data-driven incremental learning approach for fault diagnosis in automotive systems based on fleet warranty data.
Automotive companies collect a variety of vehicle health data from test fleet and production vehicles via telematics and dealer diagnostics services. These data sources acquire different types of vehicle data at different sampling rates. For example, dealer diagnostic data is collected when a vehicle comes for repair at a dealer shop; this warranty data, collected infrequently, includes the diagnostic trouble codes (or fault codes), freeze frame data (engineering variables or so-called parameter identifiers (PIDs) collected from various sensors, such as engine speed, temperature and battery voltage) at the onset of a fault code, repairs/replacement actions specified in terms of repair codes, and structured/unstructured text in the form of customer verbatim. The fleet data is collected at a much higher sampling frequency (e.g., every few ignition cycles) for inferring the overall health of vehicle subsystems, such as the engine and/or transmission system, emission system, airbag system, anti-lock brake system, tire pressure; this data is gathered even when the vehicle is functioning normally. Thus, the test fleet data evolves over a period of time with new fault classes added as they occur in the field. As a result, a diagnostic classifier (model) trained on an earlier data set may become inconsistent or even obsolete with new data. In addition, with new software/hardware content being constantly integrated into the vehicles, a diagnostic model built for one vehicle type might not always be appropriate across all vehicle ranges, because new software/hardware leads to new fault codes/failure modes. Therefore, periodic updating of the classifier structure and its parameters is necessary.
Traditional data-driven techniques operate in a batch mode and need to retrain the diagnostic model structure and parameters from scratch by combining the old and new instances. If classifiers are trained infrequently, they may miss new behavioral trends (the so called ''concept drift'' [10] ). Batch training also suffers from increasingly larger computational complexity for training as the data is accumulated. In order to overcome this limitation, it is essential to incrementally adapt the classifiers to evolving data.
The problem of learning from evolving databases can be divided into four major categories depending on how the data evolves over time. They are: (i) The new data has the same fault classes and same features; (ii) The new data has the same fault classes, but with new features, (iii) The new data has new fault classes, but with the same features, and (iv) The new data has new fault classes and new features. In this paper, we consider categories (i) and (iii), which are most common in automotive systems because sensor suite is typically fixed during vehicle design.
The contributions of this paper are as follows: 1) An age-based incremental learning methodology for adaptive learning of classifier models with evolving databases;
2) An ensemble of classifiers in an incremental learning framework for accurate fault classification when new data and new fault classes are present; 3) An application to datasets obtained from GM's electronic throttle control (ETC) subsystem; the datasets represent vehicle health data and the corresponding fault codes collected from model year (MY) 2008 and MY 2009 vehicles; and 4) A systematic validation analysis of the incremental learning classifier on a number of scenarios to demonstrate diagnostic accuracy improvement as the data evolved from one vehicle model year to the next. A major advantage of the incremental learning approach in an automotive application is that it minimizes or avoids retraining of classifiers when a new model year vehicle is released into the market. The methodologies and scenarios presented in this paper provide insights for automotive diagnostic engineers to determine if an existing classification/diagnosis algorithm performs effectively across all model years and all vehicle types; if not, how often should these algorithms be adapted/learned? In addition, evolving databases is a common concern in many areas, for instance, facial recognition where incremental learning of various facial expressions, lighting conditions, orientation etc., is of vital importance; therefore, the work presented in this paper has a wide range of real world applications, including aerospace vehicles, medical equipment, cyber security, power networks, semiconductor fabrication facilities, and social networks, to name a few.
The paper is organized as follows. An overview of the existing incremental learning techniques is provided in Section II. The proposed data-driven adaptive learning framework is described in Section III. The framework is evaluated using the data derived from an automotive ETC subsystem and the associated experimental results are presented in Section IV. Finally, the paper concludes with a summary in Section V.
II. BACKGROUND
The incremental learning techniques for evolving data employ one of the following three approaches:
(i) Re-train with new instances and compressed representation of old instances, (ii) Remember the functional mapping between the old features and fault classes and modify the map in light of new data, or (iii) Update the weighted metrics of each class with new data. Yamauchi et al. [11] proposed two methods, viz., incremental learning with retrieving interfered patterns (ILRI)-R, and ILRI-G, for learning new patterns incrementally when the data has the same classes and same features. In the first method, the incorrectly classified patterns from the old database of instances are selected for subsequent training with new data (reminiscent of AdaBoost [12] ). In the second method, the past patterns are reconstructed from the previously trained classifier knowledge (for example, support vectors in the case of a Support Vector Machine (SVM)). This avoids remembering the entire database of instances. However, both methods suffer from either requiring substantial memory or severe sub-optimality. Clustering techniques also can be employed to compress the past database of instances [13] . However, this is not widely used because of the behavioral differences of new data from the original data.
Incremental SVMs have been developed to adapt classifiers to evolving data. In [14] , the algorithm stores only the support vectors instead of the entire database, thereby reducing the storage space. A sequential (one instance at a time) SVM learning algorithm is proposed in [15] , where the Kuhn-Tucker conditions for the old data are enforced with the addition of every new instance. This is extended in [16] by using an optimization technique called multiparametric programming to update the trained model with multiple data points in a single step rather than a series of optimization problems for each data point. Incremental fusion techniques are also proposed using SVM as the base classifier in [17] , which employs Bayesian averaging. In [18] , ensemble SVM classifiers are developed using the boosting strategy. An incremental version of probabilistic neural network (PNN) is also proposed to classify new classes [19] - [21] . Skocaj et al. [22] proposed an incremental learning method by combining discriminant analysis and principal component analysis to incorporate both new features and new classes. A pattern recognition-based method is proposed in [23] for detecting drifts in non-stationary processes. This method tracks the changes observed in classes' conditional probability distributions after the classification of each new pattern and when the accumulated changes reach a suitable predefined threshold, the classifier parameters are adapted online.
Techniques based on decision trees are widely used to construct incremental classification strategies. A series of algorithms, ID4, ID5, and ID5R have evolved with successive improvements made to the basic decision tree method, ID3 [24] , [25] . A disadvantage of these models is the need to update the branches of the nodes with the inclusion of new training instances. This sometimes equals the effort required in constructing a new tree from scratch.
In [26] , a heuristic hill-climbing search method is employed to incrementally learn the structure of a Bayesian network by adding/deleting links at each step. The need to update the network structure is decided based on a score at each step. In the same vein, tree-augmented Naïve Bayes (TAN) method incrementally adapts the network structure when the new instances result in invalidated branches [27] . An averaged tree-augmented Naïve Bayes method is discussed in [28] to improve the overall performance of class probability estimation by averaging the class membership probabilities from a set of TAN classifiers.
Fusion techniques combine the decisions from more than one classifier for better performance. Learn++ [29] , inspired by AdaBoost, generates a new ensemble of ''weak classifiers'' based on a weighted distribution of errors on new data. This method is superior to compression because of the inclusion of previously trained classifiers in the decision process. An ensemble-based incremental-learning algorithm for fault classification is discussed in [30] to learn new relationships corresponding to new operational conditions while keeping the previous classifiers to retain the existing knowledge. Another variant of Learn++, called Learn++.NC is proposed in [31] with a new inference rule to avoid the bias for old classes. Normally, there will be more classifiers categorizing the old classes, thereby increasing their corresponding weights in the inference rule. This can be avoided by increasing the number of classifiers to categorize new classes.
Although there is considerable literature on incremental learning and ensemble classifiers, this paper presents an automotive application of the age-based incremental learning methodology. The scenarios presented in this paper are to guide automotive engineers to determine whether or not a classifier model needs adaptation and, if needed, to adaptively learn the new classifier model. The subsystem considered for the demonstration of the methodologies is the ETC subsystem and the datasets pertain to vehicle health data and the corresponding fault codes collected from MY 2008 and MY 2009 vehicles.
III. METHODOLOGY
Our approach to developing adaptive classification strategies is guided by the following criteria given in [29] : a) Learn additional information from new data, b) Not requiring access to the original data used to train the existing classifier, c) Preserve the previously acquired knowledge (avoid ''catastrophic forgetting''), and d) Accommodate new fault classes as they occur with new data. The proposed incremental data-driven classification framework accommodates all the four evolving data types as shown in Fig. 1 . Firstly, when the features and fault classes are the same, the existing diagnostic model is evaluated on the new data. If this results in significant degradation in diagnostic accuracy, the diagnostic model is updated via incremental learning algorithms. Secondly, when new features are observed, it is important to utilize the information from these features and update the diagnostic model. This is crucial because newly observed feature sets may become salient for classification with higher predictive power than the current ones. Incremental feature selection techniques that can constantly update the set of features used for classification are needed. Thirdly, when the observed features correspond to a new fault class, then the new instance is classified as an ''unknown'' class and the model is updated with the new class information. Lastly, when both new features and new classes are observed, the considerations in categories 2 and 3 are used to adapt the diagnostic model over time [31] . In this paper, the discussion on incremental learning of classifiers will be limited to the following two categories because our application context is limited to these two categories:
(i) New data with the same classes and the same features, and (ii) New data with new classes, but with the same features. The diagnostic model comprises of ensemble of classifiers including AdaBoost, bagging, and Learn++.NC classifiers.
A. ENSEMBLE OF CLASSIFIERS FOR INCREMENTAL LEARNING
Ensemble classifiers generally seek to improve the classification accuracy by generating a set of classifiers, each trained with samples from training data using a different probability distribution. The outputs of these classifiers are then combined to obtain the final classification rule. Some examples of ensemble classifiers include the AdaBoost [12] , bagging [32] , [33] , Learn++ [29] , Learn++.NC [31] , and so on. Here, we will briefly discuss the different ensemble classifier techniques and the major differences/drawbacks among them.
1) ADABOOST
AdaBoost is a technique widely known to improve the performance of moderately accurate (also termed weak) classifiers. The training data D{(x i , y i ), i = 1, 2, . . . , N } is sampled with replacement to create an ensemble of classifiers {t = 1, 2, . . . , T }. The initial distribution to sample the training patterns is assumed to be uniform over the training data as in (1), i.e., the samples are chosen with equal probability from the training data.
The weight vector for each training pattern is initialized as,
where y i ∈ = {1, 2, . . . , C} and y is the predicted class. The training samples are supplied to the classifier, and based on the classifier performance, the distribution and weight vectors are updated such that the patterns which are most difficult to classify (or incorrectly classified) are likely to be included in the next training set. The distribution update rule, at any iteration, is given by,
and 
It can be seen from (4) that the weight of pattern i is multiplied by the normalized error given by,
when the pattern is correctly classified and left unchanged when incorrectly classified implying that more weight is given to the incorrectly classified instance and less weight for the correctly classified instances. The error (pseudo-loss, ε) for the classifier 't' can be computed as,
When the training error is greater than 50% (or) when the training accuracy is 100%, the training of the classifier ensemble is stopped. Subsequently, when a test pattern is given to the classifier ensemble, the final class label L f is decided based on the weighted voting rule given by,
where h t (x, y) represent the output class prediction from the ensemble classifier t. More details on the AdaBoost algorithm can be found in [12] .
2) BAGGING
Bootstrap aggregating (Bagging) is another widely used ensemble technique to improve the classifier performance. The algorithm generates multiple training subsets from the original training set and classifiers are trained with each of the training subsets. Given a training dataset D of size N , the algorithm generates M bootstrap training subsets of size N ; here, the training dataset is sampled with replacement. Therefore, some of the original training examples will not be selected for inclusion in the bootstrap training set and others will be chosen one or more times. The M individual classifiers thus generated are combined together to form the classifier ensemble. When a test pattern is presented to the ensemble, the final class label is decided using the majority voting rule, viz., the class that is predicted the most by the trained classifiers is chosen as the class label for the test pattern.
The primary difference between bagging, and boosting is that, unlike AdaBoost, there is no distribution update or pattern weight update rule based on classifier performance; instead, bagging chooses training patterns at random with replacement based on a uniform distribution. More details can be found in [33] .
3) LEARN++
The Learn++ algorithm builds on the AdaBoost idea; it generates a set of classifiers and the final classification decision is obtained by combining the decisions of individual classifiers in a majority voting scheme that is reminiscent of the AdaBoost algorithm.
Given a dataset D k {k = 1, 2 . . . K }, the pattern weights and the pattern distribution are initialized to be,
The distribution at any iteration is obtained by normalizing the weights as,
Subsequently, a training subset is drawn according to D t and the classifier is trained with this training subset. The classifier error is computed as the sum of distribution weights of misclassified instances as in (10) .
where h t (x i , y) is equal to 1 for incorrectly classified instances (that is, h t (x i , y) = y i ) and 0 otherwise. If this error is less than 0.5, the classifier is considered for the ensemble, else it is discarded. The classifier decisions obtained thus far are combined using a weighted majority voting rule to compute the ensemble decision as,
Similar to the AdaBoost algorithm, the normalized error of an individual classifier error can be computed from (5) using (10) . Given the individual classifier decisions, the ensemble error is calculated to be,
Subsequently, the normalized ensemble error is obtained as,
This normalized error is used in updating the weight of training patterns (see (14) ). Here, similar to AdaBoost, the weight associated with the correctly classified instance is reduced and for the incorrectly classified instance, it is left unchanged, meaning, it is more likely that the incorrectly classified instance is chosen for training in the next iteration.
After generating T k classifiers for each database D k , the final classifier decision of a test pattern is computed via a majority voting rule -the class with the highest vote among all the classifiers, and is given by,
The primary difference between Learn++ and AdaBoost is that in Learn++, at each iteration, the pattern distribution is updated based on the ensemble classifier performance H k t (i.e., classifiers learned so far (see (14)), whereas in AdaBoost, the distribution is updated based on a single classifier performance at the previous iteration (see (4) ). In other words, Learn++'s pattern distribution rule is fine-tuned to accommodate the new data, whereas in AdaBoost, the pattern distribution is adjusted to improve the classifier performance. Accordingly, when a new dataset is presented, Learn++ generates additional classifiers to accommodate new data in the form of new instances or new classes. Suppose a new dataset with new classes is presented. The algorithm generates a number of classifiers until the decisions of previously trained classifier ensembles are out-voted with the decisions of newly trained classifiers. This is a major drawback of Learn++ algorithm because, since all the old classifiers are guaranteed to misclassify the new class, the algorithm has to generate a significant number of new classifiers so as to out-vote the decisions from the old classifiers. In order to address this issue of classifier proliferation, Muhlbaier et al. [31] developed Learn++.NC algorithm in which each classifier is assigned a voting weight based on their performance on the training data and this voting weight is dynamically updated depending on whether or not a classifier is trained on a particular class. The description of the Learn++.NC is presented in the subsequent section.
4) LEARN++.NC
The main idea of Learn++.NC is that the algorithm stores the list of class labels on which each classifier is trained, and depending on whether or not a classifier is trained on a particular class, the voting weight of the classifier is adjusted. This is called dynamically weighted consult and vote (DWCAV) scheme.
Given a dataset D k {k = 1, 2, . . . K }, the initial distribution is selected as in (9) and the dataset thus obtained is used to train the base classifier. The classifier performance is computed using equations similar to (10) and (5) in Learn++ algorithm and the list of class labels (CL k t ) for which each classifier is trained is stored. Subsequently, the DWCAV subroutine is called to compute the ensemble classifier decision. The ensemble error is calculated from the incorrectly classified instances and, consequently, the normalized ensemble error is used to update the weights of classifier instances. These steps are similar to Learn++ algorithm except that Learn++.NC keeps track of the class labels for each trained classifier and accordingly updates the voting weight of the classifier.
Initially, each classifier, h t is assigned a regular voting weight, W k t computed via normalized classification error based on the classifier performance on the training dataset as in (16) .
This classifier weight is dynamically adjusted based on the classifiers' decision on current instance x i . The dynamically updated voting weight of classifier t for instance x i is given by,
Here P c (x i ) is the class-specific confidence that represents the confidence of classifiers trained on class ω c in choosing class ω c for an instance x i . If a classifier t is not trained on a particular class label ω c , the voting weight of that classifier is reduced. Formally,
and
The final ensemble classifier decision for an instance x i is the class with the largest sum of adjusted voting weights (see (19) ).
More details about the algorithms can be found in [31] . Several statistical and pattern classification techniques, such as support vector machines, k-nearest neighbor, partial least squares, probabilistic neural network and relevance vector machine, can be employed as the base classifiers in an ensemble learning framework.
B. BASE CLASSIFIERS FOR INCREMENTAL LEARNING 1) SUPPORT VECTOR MACHINE (SVM)
Support vector machine is one of the most widely used supervised learning algorithms for classification. Given a set of training samples belonging to different classes, support vector machines find an optimal decision boundary (also called hyperplane) that maximizes the margin between the classes [34] . Therefore, SVM is also known as the maximummargin classifier. The vectors that define the optimal separating hyperplane are known as the support vectors. These support vectors lie closest to the decision surface and can be used to estimate the fault class of a test feature vector. In the case of non-linear classification, where a linear boundary is not appropriate, a kernel function is used for mapping the data onto a higher dimensional feature space and the optimal hyper-plane is then constructed. Some of the kernel functions that are commonly used are polynomial, Gaussian, radial basis functions, and hyperbolic tangent [3] .
2) k -NEAREST NEIGHBOR (KNN)
The KNN classifier is a simple non-parametric method that classifies test vectors based on the samples from the training data [2] . The classifier finds the k-nearest points to a test vector from the training data, and the class with the maximum a posteriori probability within those k points is declared as the most-likely class. Normally, k is chosen as an odd number to avoid ties. Mathematically, the posterior class probabilities P(c i |x new ) are given by,
where k i is the number of vectors belonging to class c i within the k−nearest points. P(c i ) is the prior probability of class c i .
A new test sample x new is assigned to the class c i with the highest a posteriori class probability P(c i |x new ).
3) PARTIAL LEAST SQUARES (PLS)
PLS is a conjugate gradient-based regression technique used to find a set of components that explain the covariance between the independent training data matrix X (of size N × J , N -number of patterns and J -number of measurement variables or features), and the dependent matrix Y (of size N × M , M -number of fault classes).
Both matrices X and Y are decomposed into a number of components, which is known as the model reduction order plus residuals. Each component captures certain amount of variation in the data. This reduction order is determined by cross-validation [35] . The decompositions are given by,
where L is the model reduction order, T and U are score matrices, and P and Q are loading matrices, while E and F are residuals. The goal of the PLS algorithm is to determine highly correlated latent variables (or the score vectors) that not only capture the variations in the input data X , but also the variations that are most predictive of the output data Y . Once the latent variables are extracted, a least squares regression is performed to estimate the fault class. The score vectors are determined using nonlinear iterative partial least squares (NIPALS) algorithm [36] .
4) PROBABILISTIC NEURAL NETWORK (PNN)
PNN is a supervised method that computes the likelihood of an input vector belonging to a specific class based on the learned probability distributions of each class [3] . The learned patterns can also be weighted with a priori probability (relative frequency) of each category and misclassification costs to determine the most likely class for a given input vector. If the relative frequency of the categories is unknown, then all the categories can be assumed to be equally likely and the determination of category is solely based on the closeness of the input feature vector to the class distribution function.
5) RELEVANCE VECTOR MACHINE (RVM)
RVM is a supervised machine learning algorithm that has the same functional form as SVM, but employs a Bayesian approach to learning. The algorithm provides probabilistic outputs for the class membership, given an input x i based on the training data. The idea of RVM is to learn a dependency model of the targets Y and input data X , and subsequently make accurate predictions of class labels for any unseen or new pattern. Similar to SVM, RVM employs kernel functions to describe the input-output relationship and the output (or class) predictions are based on the functional mapping F(X ) learned from the training data. The targets are assumed to be of the form, y n = F (x n ; w) + ε n (22) where, ε is assumed to be Gaussian process noise with zero mean and variance σ 2 , and w = (w 0 , w 1 , w 2 , . . . , w m ) T is a weight vector. Assuming the conditional independence of y n , the likelihood of the training data is given by,
where prior on w is assumed to be Gaussian and is given by,
Here α = {α m } is a vector of hyper-parameters, with one hyper-parameter α m assigned to each model parameter w m and
With the prior density (24) and the likelihood function (23), the posterior density over the weights, p(w|y, α, σ 2 ) can be computed using Bayes rule [37] . Then, given a test point x s , the output class prediction in the form of probability density function is given by,
More information on RVM can be found in [37] .
IV. APPLICATION OF INCREMENTAL LEARNING METHODOLOGY TO AN AUTOMOTIVE ELECTRONIC THROTTLE CONTROL SYSTEM
The methodology for adaptive learning is validated using a dataset derived from an automotive electronic throttle control (ETC) subsystem. The subsystem details and the experimental results are discussed in the following subsections.
A. ELECTRONIC THROTTLE CONTROL SYSTEM DESCRIPTION
The electronic throttle control system mainly comprises of throttle pedal assembly, electronic throttle body, throttle position sensor, and vehicle electronic control module or powertrain control module (ECM/PCM). Fig. 2 shows the block diagram of electronic throttle control subsystem. The ETC subsystem determines the necessary throttle opening using various input sensors (for e.g., accelerator pedal position, engine speed, vehicle speed, etc.) and is responsible for controlling the servomotor (actuator) to achieve the required throttle position via a closed-loop control algorithm in the ECM. The ECM is also responsible for monitoring the VOLUME 3, 2015 FIGURE 2. Electronic Throttle Control Subsystem [38] .
health of the subsystem by processing parameter identifier data (PIDs) collected from various sensors. The parameter identifier data contains valuable information about vehicle operating condition -e.g., engine speed, engine coolant temperature and so on. 
B. FEATURE SELECTION FOR FAULT DIAGNOSIS
To decrease the implementation complexity of classification approaches, information gain (IG) algorithm [39] is employed to rank order the PIDs and the optimal number of PIDs are then selected for classification/diagnosis. The idea of IG algorithm is to evaluate the amount of information contributed by each feature to a particular class; and the subset of features with high information content is used for classification. In the current application, IG algorithm is employed on 638 status parameters and the top 16 PIDs are chosen based on the diagnostic accuracy on test data. Fig. 3 shows the value of mutual information for each of the status parameters and the top features are circled in red.
C. RESULTS AND DISCUSSION
After selecting the top-ranked PIDs, the MY 2008 and MY 2009 cases are arranged in an age-ordered sequence for incremental learning analysis. The age-ordered datasets are divided into training and testing subsets for experimentation with the age-based incremental learning scenarios discussed below. Throughout our experimentation process, the base classifiers discussed earlier are employed in a Learn++.NC ensemble framework. The performance of incremental ensemble classifier is illustrated using four Table 1 shows the data distribution (Refer to Appendix for fault class description). Once the datasets D 1 -D 8 are available, the adaptive methodology is validated using three experimental runs. The experimental setup consisted of different classifiers in a Learn++.NC framework. Table 2 (Note that SVM consistently performed well in Scenarios 1 to 4 and hence only SVM results will be provided in detail from now on for different experimental runs. More details on classification techniques and their performance on other real world applications and synthetic datasets can be found in some of our previous work [40] - [42] ). It can be seen that the classification performance improved after incrementally learning with each of the datasets when compared to learning from D 1 alone. Initially, the evaluation of testing dataset D 8 (MY 2009 cases with highest age) on D 1 (MY 2008 cases with least age) was only 31.6% (run (iii) in Table 2 ), but with incremental learning of new information with new datasets, Table 2 ). Similarly, for MY 2009 data alone, the classification accuracy of D 8 increased from 88.9% to 98.6% (run (ii) in Table 2 ).
The results also showed that the classifiers built for each model year when trained with at least two datasets from the same model year could achieve classification accuracy of approximately 84%. Table 2 ). In other words, classifiers learned with at least two datasets from a previous model year (i.e., cases corresponding to an age of at least 542 days) could be used for fault diagnosis in subsequent model year vehicles. . 6 ). In this scenario, the data distribution and the data partition is similar to the previous case (see Table 1 for data distribution). Here, the classification model is built using MY 2008 datasets i.e., {{D 1 , . . . , D i }: i = 1, 2, 3, 4}, and validated using datasets from MY 2009 {{D 5 , D 6 , . . . , D j }: j = 5, 6, 7, 8} as shown in Fig. 6 . In this scenario, similar to the previous scenario, the performance of classifiers, except for PLS classifier, is poor when trained with dataset D 1 alone, and the diagnostic accuracy improved significantly when trained with subsequent datasets (see top right figure of Fig. 5 ). Table 3 shows the SVM classifier performance in the Block method. The classification performance increased from 36.1% to 97.7% with increase in the number of datasets. This again shows that in order to use the classifiers built on previous MY data, the classification techniques should be trained with at least two datasets (approx. 542 days for MY 2008) to achieve a classification accuracy of 93.4% in the subsequent year (i.e., MY 2009). ({D 4 , D 5 , . . . , D 8 }) . This again demonstrates that, in order to use the classification model built with MY 2008 cases for the next model year, the classification techniques need to be trained with at least two datasets in the increasing order of age to achieve a diagnostic accuracy of 81% (see Table 4 ). The performance of different classifiers is provided in Fig. 5  (bottom left corner) . Once again, SVM performed better than the other classifiers compared here. and testing on each of the remaining datasets. In this scenario, the data partitioning is similar to Scenario 1 (Fig. 4) but here the classifiers are trained using data {{D 1 , D 2 , . . . , D i }: i = 1, 2, . . . , 7} and tested on {{D j }: j = i + 1, i + 2, . . . , 8} individually. Here, the classifiers need to be trained with at least two datasets to achieve a diagnostic accuracy of approximately 80% on the subsequent datasets. When the classifiers are learned with only one dataset, i.e., D 1 alone, the classification performance on D 2 was 72% whereas the performance on all the other subsequent datasets is very poor (approx. 35%). This is in conformance with the assertion on other scenarios that at least two windows of datasets are required for the training of classifiers in order to achieve good diagnostic accuracy on subsequent datasets. Table 5 summarizes the classification performance.
Thus, the different age-based scenarios presented here for incremental learning of classifiers consistently showed improved performance with new datasets. Also, it is evident from the presented scenarios that, partitioning the data based on window size (as in Scenarios 1 through 4) and training the diagnosis algorithm using the approach described in either Scenario1 or Scenario 4 enables us to use least amount of data and yet achieve good diagnostic accuracy (Scenario4: >83%; and Scenario 1: 84%) on the subsequent datasets.
V. CONCLUSION
In this paper, we briefly discussed the incremental learning techniques and validated the performance of an ensemble of classifiers on an automotive system via four incremental learning scenarios. The different scenarios presented here enable us to train the classifiers incrementally with one model year (e.g., MY 2008) data and use the resulting classifiers to diagnose faults in the subsequent model year vehicles (e.g., MY 2009). In all of the scenarios, a variety of statistical and pattern classification techniques, such as support vector machines, k-nearest neighbor, partial least squares, probabilistic neural network and relevance vector machine, are employed as the base classifiers in an ensemble learning framework. The performance of the classifiers improved when they are incrementally trained with new datasets. The increase in accuracy shows that the classifiers are able to learn the behavioral trends captured in the new data. However, among all the classifiers, SVM consistently performed well in all the scenarios 1-4. Another empirical finding is that if we need to achieve a diagnostic accuracy of approximately 90% on data from a subsequent model year, the classifier must be trained with at least two of the datasets (each with a window size of approx. 271 days) from the prior model year. The scenarios presented also provide insights to automotive diagnostic engineers to determine whether an existing diagnosis algorithm is efficient across all MY vehicles; and if needed, allows incremental learning of the classifier ensemble. The approach is suitable for a wide-range of real-world applications where a large amount of data is anticipated to evolve with time and accordingly continuous learning is needed. In the future, we plan to investigate the incremental learning approach with respect to the evolving data with new features. SATNAM SINGH (S'00-M'08-SM'13) received the B.E. degree from IIT Roorkee, the master's degree in electrical and computer engineering from the University of Wyoming, and the Ph.D. degree in electrical and computer engineering from the University of Connecticut. To his credit, he holds eight granted patents, 15 patent applications, and has authored 32 journal and conference publications. He is a speaker in various Big Data and Data Science Conferences. He spent nearly five years with General Motors Research as a Senior Researcher, with responsibility for conceptualizing and developing data products from scratch for several verticals.
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