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Abstract
A minimum path cover (MPC) of a directed acyclic graph (DAG) G = (V,E) is a minimum-
size set of paths that together cover all the vertices of the DAG. The size k of a MPC is also
called the width of G. Computing a MPC is a basic problem, dating back to Dilworth’s and
Fulkerson’s results in the 1950s, and is solvable in quadratic time in the worst case. Since the
width of the DAG can be small in practical applications (e.g., from bioinformatics), research
has also studied algorithms whose complexity is parameterized on k. Despite these efforts, it
is a major open problem whether there exists a linear-time O(f(k)(|E| + |V |)) parameterized
algorithm. We present here two significant results in this direction.
First, we obtain anO(|E|+k2|V | log |V |)-time algorithm, which in particular is faster than all
existing MPC algorithms when k = o(
√|V |/ log |V |) and |E| = ω(k|V |) but |E| = o(|V |2). We
obtain this by a new combination of three techniques: transitive edge sparsification (reducing the
factor O(|E|) to O(k|V |)), divide-and-conquer (enabling the use of sparsification), and shrinking
(allowing to reuse and combine recursive solutions). This algorithm is also simple and can be
parallelized, making it ideal for practical use. We also show that some basic problems on DAGs
(reachability queries, longest increasing / common subsequence, co-linear chaining) get faster
algorithms as immediate corollaries of this result.
Second, we obtain an O(poly(k)(2k|E|+4k|V |))-time algorithm for the dual problem of com-
puting the width of the DAG. This is based on the notion of frontier antichains, generalizing the
standard notion of right-most maximum antichain. As we process the vertices in a topological
order, these (at most 2k) frontier antichains can be maintained with the help of several com-
binatorial properties. As such, it is enough to sweep the graph once from left to right, paying
only f(k) along the way, which is a new surprising insight into the classical MPC problem.
∗This work was partially funded by the European Research Council (ERC) under the European Union’s Horizon
2020 research and innovation programme (grant agreement No. 851093, SAFEBIO) and by the Academy of Finland
(grants No. 322595, 328877).
1 Introduction
1.1 Background and related work
A path cover of a (directed) graph is a set of paths such that every vertex of the graph appears in
some path in the set. Aminimum-size path cover of a graph is called a minimum path cover (MPC).
While computing a MPC is NP-hard in general, it is a classic result, dating back to Dilworth [1]
and Fulkerson [2], that this can be done in polynomial time on directed acyclic graphs (DAGs).
From this point onward we assume a fixed DAG G = (V,E) admitting a MPC of size k.
Dilworth’s theorem [1] states that the size of a MPC of a DAG equals the size of a maximum
antichain of it. An antichain is a set of vertices that are pairwise non-reachable, and a maximum
antichain is one of maximum size. Fulkerson’s constructive proof [2] of this fact shows that com-
puting a MPC can be reduced to finding a maximum matching in a bipartite graph with 2|V |
vertices and |E∗| ∈ [|E|...|V |2] edges, where E∗ is the set of edges in the transitive closure of G.
It follows that one can compute a MPC in time O(
√|V ||E∗|) with the Hopcroft-Karp algorithm
[3], assuming that E∗ is already computed. Another reduction to a minimum flow problem gives
a different complexity: one can subdivide every vertex and add the demand 1 for each such new
edge. Since minimum flows are reducible to maximum flows (see e.g. [4]), it follows from Orlin’s
result [5] that the MPC problem can be solved in O(|V ||E|)-time. Finally, observe that the MPC
problem is in general at least as hard as the maximum bipartite matching problem, because the
converse reduction also holds: it is enough to orient the edges of the bipartite graph from left to
right, and obtain a maximum matching as the one-edge paths in a MPC.
The MPC problem has applications in various fields, ranging from program testing [6], schedul-
ing [7], to some assembly problems in bioinformatics [8, 9, 10, 11, 12]. A MPC can also act as a
backbone to solve other problems. For example, Jagadish [13] shows that O(1)-time reachability
queries can be supported given a path cover of size k: it is enough to compute from it a O(k|V |)-size
table, storing, for every vertex v and path in the cover, the index inside the path of the first vertex
reachable from v. Recently, Ma¨kinen et al. [14, 15] showed that using essentially the same table,
other basic problems extended to a DAG can be parameterized by its width (longest increasing sub-
sequence and longest common subsequence). The same holds also for a string matching problem
extended to DAGs (co-linear chaining) [14, 15].
In practical applications, the width of the DAG may be small. For example, in [15] the DAG
comes from a so-called pan-genome: it has hundreds of millions of vertices, is “long” (i.e., it has
O(|V |2) transitive edges), but yet it has a small width. It is thus natural to ask whether there
exists a faster MPC algorithm when the width k is small. The first algorithms parameterized on k
are due to Chen and Chen: the first runs in time O(|V |2 + k√k|V |) [16], and the second in time
O(max (
√|V ||E|, k√k|V |)) [17]. Recently, Ma¨kinen et al. [14, 15] obtained a faster one for sparse
graphs, running in time O(k(|V |+ |E|) log |V |).
Despite these efforts, the fixed-parameter tractability (FPT ) of the MPC problem is far from
settled. This issue is also related to the recent line of research “FPT inside P” [18] (see e.g. the
parameterizations for the maximum matching problem [19, 20].) As a first question, observe that
all the existing algorithms have either a superlinear dependence on |E|, or a quadratic dependence
on |V |, in the worst case. Thus, we can state:
Open Question 1 (Intermediate goal). Is there an FPT algorithm running in time O(f(k)(|E|+
|V |2−ε)), for some ε > 0 and some function f(k) depending only on k?
However, the final goal is to obtain an FPT algorithm having a linear dependence on both |E|
and |V |:
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Open Question 2 (Final goal). Is there an FPT algorithm running in time O(f(k)(|E| + |V |)),
for some function f(k) depending only on k?
To open some hope in this direction, Felsner et al. [21] gave an O(|V | + |E|)-time algorithm
based on an exhaustive combinatorial approach to decide whether the width of a DAG is 3. Their
technical result can be regarded as a special case for the decision problem for k = 3.
1.2 Results
We affirmatively answer Open Question 1 with the following result.
Theorem 1. Given a DAG G = (V,E) of width k, we can compute a MPC of it in time O(|E|+
k2|V | log |V |).
Theorem 1 obtains linear dependence on |E| (i.e., without any f(k)-multiplicative factors), and
moreover, demonstrates that f(k) can be just k2. This algorithm is also faster than all existing
MPC algorithms when k is small but the graph is dense. In particular, it is faster when k =
o(
√|V |/ log |V |) and |E| = ω(k|V |) but |E| = o(|V |2).
In order to describe our algorithm, we briefly review the O(k(|V |+ |E|) log |V |)-time algorithm
of Ma¨kinen et al. [14]. This works in two steps. In step (i) it finds an approximate path cover,
namely one of size O(k log |V |). This can be done in O(k(|V | + |E|) log |V |) time, by running a
greedy algorithm, iteratively taking a path covering the most uncovered vertices. This can be
done in O(|V | + |E|) time per path. The standard set cover approximation analysis ensures that
the number of paths thus obtained is O(k log |V |). For step (ii), this solution is shrunk to the
optimal size k, by using the standard reduction to maximum flow (see e.g. [4, Theorem 3.9.1]).
Each shrinking step takes O(|V | + |E|)-time, and there are O(k log |V |) such steps. We will also
use this procedure as a primitive called shrinking (Lemma 1).
In order to obtain |E| as additive term in the bound from Theorem 1, we resort to the same
high-level idea of Jagadish [13]: transitive edges are immaterial to reachability, and thus also to
computing a MPC. More precisely, having a path cover of size k, one can sparsify the DAG to
have at most k out-going edges per vertex: for each vertex v and path P , we keep only the edge
from v to the earliest vertex in P , to have overall O(k|V |) remaining edges. This can be done in
time O(|E|+ k|V |), while also ensuring that shrinking does not destroy the path cover (Lemma 2).
However, we do not have a MPC to start with, since we are trying to compute one!
To solve this, we need to interleave computing a MPC with sparsifying the DAG as we progress.
Since black-box reductions such as flow or matching cannot allow for this, we need a new approach.
We first devise a new O(k(|V | + |E|) log |V |)-time algorithm for the MPC problem, which, to the
best of our knowledge, is the first one based on divide and conquer. This works by splitting a
topological order of the vertices in half, and recursing in each half. When combining the MPCs
from the two halves, we need to (i) account for the new edges between the two parts (and here we
can exploit sparsification), and (ii) efficiently combine the two partial path covers into one for the
entire graph (and here we use shrinking). We present this in Section 2, and in Section 4 we present
the implications of Theorem 1 to the problems from [14] mentioned above.
Since the algorithm from Theorem 1 divides the problem in disjoint subgraphs, we obtain a
linear-time FPT parallel algorithm in the PRAM model [22].
Theorem 2. Given a DAG G = (V,E) of width k, we can compute a MPC of it in O(|E|+ k2|V |)
parallel steps using O(log |V |) single processors in the PRAM model.
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This answers Open Question 2 in the parallel setting, using a reasonable number of parallel
processors. In the canonical setting we present a linear-time FPT algorithm for solving the dual of
Open Question 2; finding a maximum antichain.
Theorem 3. Given a DAG G = (V,E) of width k, we can compute a maximum antichain of it in
time O(poly(k)(2k|E|+ 4k|V |)).
Assuming k is constant, this is the fastest possible algorithm for the problem. Our strategy is
to traverse the graph in a topological order and have an antichain structure sweeping the graph,
while performing only f(k) work per step. As such, it can also be viewed as an online algorithm
receiving in every step a sink vertex and its in-coming edges.
As a first attempt, one can think of maintaining only the (unique) right-most maximum an-
tichain (recall that all maximum antichains form a lattice [23]). However, it is difficult to update
this antichain in time f(k). As such, since we are allowed to spend f(k) per step, we can maintain
more structure at every step, in addition to the right-most maximum antichain.
Therefore, we introduce the notion of frontier antichain. A frontier antichain is one such that
there is no other antichain of the same size and “to the right” of it (see Definition 3). Thus, the
largest frontier antichain is also the (unique) right-most maximum antichain, and gives thus the
width of G. Since any antichain can take at most one vertex from any path in a path cover, there
are at most O(2k) frontier antichains (Lemma 7).
In Section 3.1 we show how to maintain all frontier antichains when a new vertex v is added.
For example, if a frontier antichain A does not reach v, then A ∪ {v} is also a frontier antichain
in the new graph. However, A ∪ {v} can now be to the right of an old frontier antichain of size
|A ∪ {v}|, thus invalidating it. Moreover, we show that it is sufficient to compare old frontier
antichains against the newly added frontier antichains, therefore a pair-wise comparison between
frontier antichains suffices to compute them all, maintaining the complexity as a function of k.
Since this involves testing reachability, as another key ingredient we prove that it is enough to
maintain reachability only from vertices belonging to frontier antichains to the newly added vertex.
Thus, we can store O(k2k) information per vertex (Section 3.2).
1.3 Preliminaries
We say that a graph S = (VS , ES) is a subgraph of G if VS ⊆ V and ES ⊆ E; in this case we also
say that G is a supergraph of S. If V ′ ⊆ V , then G[V ′] is the subgraph of G induced by V ′, defined
as G[V ′] = (V ′, EV ′), where EV ′ = {(u, v) ∈ E : u, v ∈ V ′}. A walk W in G is a sequence of
vertices v1, . . . , vℓ of G, such that (vi, vi+1) ∈ E, for all i ∈ [1 . . . ℓ− 1]. We say that W is proper if
ℓ ≥ 2. A path P is a walk not repeating vertices. We say that v is reachable from u, or equivalently,
that u reaches v, if there exists a path P = v1, . . . , vℓ in G, with u = v1 and v = vℓ. We say that
a set of vertices A reaches a vertex v if there exists u ∈ A, such that, u reaches v. The transitive
closure of G, denoted G∗, is the supergraph G∗ = (V,E∗) of G, such that (u, v) ∈ E∗ if and only if
u reaches v in G with a proper path. A partially ordered set (poset) is a set P and a partial order
(reflexive, transitive and antisymmetric binary relation) over P . If the number of elements of a
poset is finite, then there exist at least one maximal (minimal) element, and every element in the
poset is comparable to a maximal (minimal) element [24].
We recall the following result from [14].
Lemma 1 (Path cover shrinking [14]). Given a DAG G = (V,E) of width k, and a path cover
P = P1, . . . , Pt of G, we can obtain a MPC of G in time O((|V |+ |E|)(t− k + 1)).
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2 Combining sparsification, divide and conquer, and shrinking
We first give the sparsification algorithm (Section 2.1), then present the O(k(|V | + |E|) log |V |)
version of the divide-and-conquer algorithm (Section 2.2), and finally combine these two to obtain
Theorem 1 (Section 2.3).
2.1 Sparsification
First, we formalize the concept of sparsification of a graph, which we will use intensively.
Definition 1. Let G = (V,E) be a graph. We call another graph G′ = (V,E′) a sparsification of
G if and only if E′ ⊂ E and G∗ = G′∗.
When we obtain a sparsification of a graph G we say that we sparsify G. Sparsification has
been studied before with the name of reduction (see [25] for a brief survey). Indeed, a sparsification
having the minimum number of edges is called a transitive reduction.
Next, we show that the sparsification process in DAGs does not modify the size of a MPC. This
is not necessarily true in general graphs, but it will let us sparsify our DAGs when computing its
MPC without changing its width.
Observation 1 (Sparsification on DAGs). If G is a DAG, and G′ a sparsification of G, then the
size of a MPC of G is the same as the size of a MPC of G′.
Proof. Since G and G′ have the same transitive closure and set of vertices, a set of vertices A is an
antichain in G if and only if it is an antichain in G′. Therefore, the size of the maximum antichain
is the same in both graphs. Finally, since G and G′ are DAGs, they also share the size of their
MPCs, by Dilworth’s theorem.
We are now ready to present the sparsification building block.
Lemma 2 (Sparsification algorithm). Let G = (V,E) be a graph, and P = P1, . . . , Pt be a path
cover of G. Then, we can sparsify G to G′ = (V,E′), such that P is a path cover of G′ and
|E′| ≤ t|V |, in O(t|V |+ |E|) time.
Proof. First, we compute for every vertex v ∈ V and every path Pi ∈ P, index(v, i), which is the
position of vertex v in path Pi or ∞ if v 6∈ Pi. We can do this in O(t|V |) by initializing all the
index values to ∞, and then scanning the paths in P one by one and filling the corresponding
values. Using the same scan we can compute for every vertex v ∈ V , paths(v), which is a list of
the indexes of paths where v belongs.
For every vertex v we initialize an array v.P = (v∞)
t, where v∞ is a vertex not in V , such that,
index(v∞, i) = ∞, for all i ∈ [1 . . . t]. Then, in O(t|V |) time we process every path Pi, and for
every edge (u, v) in Pi, we set u.P [i] = v. After that, we process the edges e = (u, v) one by one,
set i = paths(v).some(), and if index(v, i) < index(u.P [i], i) we set u.P [i] = v. Finally, E′ will be
the edges (u, u.P [i]) such that u.P [i] 6= v∞, thus in total the number of edges is at most t|V |.
Finally, G′ is a sparsification of G because if an edge e = (u, v) is not considered in G′ it means
that there is an edge e′ = (u, x) such that, x, v ∈ Pi ∧ index(x, i) < index(v, i). Therefore, there is
a path from u to v, using first e′ and then, the edges in Pi between x and v. Note that G
′ contains
all the edges in the paths because we initialized u.P [i] = v for every edge (u, v) in path Pi, and
these are not updated during the algorithm.
4
2.2 Divide and conquer plus shrinking
In the divide-and-conquer solution we need to divide the DAG in such a way that a solution (i.e. a
MPC) in each of its parts is smaller or equal than a solution of the entire graph. We will see in the
next lemma that it is sufficient to consider consecutive vertices in a topological order.
Lemma 3. Let G = (V,E) be a DAG, and v1, . . . , v|V | a topological order of its vertices. Then, for
all i, j ∈ [1 . . . |V |], i ≤ j, the width of Gi,j := G[{vi, . . . , vj}] is at most the width of G.
Proof. We first show that the intersection of any path of G with the vertices of Gi,j is a path in
Gi,j . Consider a path P , and remove from it all the vertices from V \ {vi, . . . , vj}. Thus, we obtain
a (possibly empty) sequence Pi,j of vertices from {vi, . . . , vj}. We say that Pi,j is the intersection
of P with Gi,j . Since G is a DAG, Pi,j is a sequence of consecutive vertices in P (otherwise, if it
is not empty, we would have a vertex of smaller (bigger) topological index that is reached by vi
(reaches vj)), and therefore a path in G. Finally, since Pi,j only contains vertices from {vi, . . . , vj}
and Gi,j is an induced subgraph, Pi,j is a path also in Gi,j .
Consider a MPC P = P1, . . . , Pk of G. The intersection of each of those paths with Gi,j forms
a path cover of Gi,j, whose size is greater than or equal to the size of a MPC of Gi,j .
Now we present our divide-and-conquer approach, which solves the MPC problem in the same
time complexity as in [14].
Theorem 4. Let G = (V,E) be a DAG of width k. We can compute a MPC of G in time
O(k(|V |+ |E|) log |V |), without using the greedy approximation algorithm.
Proof. Compute a topological order of the vertices v1, . . . , v|V | in time O(|V | + |E|), we will use
this order to make the following divide-and-conquer algorithm. Solve recursively in the subgraph
Gℓ induced by v1, . . . , v|V |/2, obtaining a MPC P
ℓ
1 , . . . , P
ℓ
kℓ
of Gℓ, and in the subgraph Gr in-
duced by v|V |/2+1, . . . , v|V |, obtaining a MPC P
r
1 , . . . , P
r
kr
of Gr. We consider the path cover
P ℓ1 , . . . , P
ℓ
kℓ
, P r1 , . . . , P
r
kr
of G, and shrink our solution to size k in O((kℓ + kr − k)(|V | + |E|))
time, which is O(k(|V |+ |E|)), since kℓ + kr − k ≤ k (by Lemma 3).
To analyze this recursive algorithm consider its recursion tree. At each node of the recursion tree
every vertex and edge of the respective subgraph pays O(k). Also, since the division of the graph
into two subgraphs generates disjoint graphs, every vertex and edge is considered in O(log |V |)
nodes of the recursion tree. Therefore, the cost of the algorithm is O(k(|V |+ |E|) log |V |).
2.3 Putting it all together
The next observation is the last one needed for proving the correctness of our final algorithm. It
states that when we sparsify a subgraph, if we remove the same edges in the original graph, the
result is still an sparsification of the graph.
Lemma 4 (Sparsification of a subgraph). Let G = (V,E) be a graph, S = (VS , ES) ⊆ G a subgraph
of G, and S′ = (VS , E
′
S) a sparsification of S. Then G
′ = (V, (E \ ES) ∪ E′S) is a sparsification of
G.
Proof. Since S′ is a sparsification of S, (E \ES) ∪E′S ⊂ E and every two vertices connected in G′
are also connected in G. Suppose by contradiction that u and v are connected in G by a path P , but
they are not connected in G′. Then, P contains an edge e = (a, b) ∈ ES \E′S disconnecting b from
a in S′, but since S′ is a sparsification of S, a is connected to b in S′, which is a contradiction.
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With this final observation we can sparsify the subgraphs in our divide-and-conquer approach
without worrying about modifying the size of the MPC, because of Observation 1. This gives rise
to our final solution.
Theorem 1. Given a DAG G = (V,E) of width k, we can compute a MPC of it in time O(|E|+
k2|V | log |V |).
Proof. We will modify the recursive solution given in Theorem 4 by sparsifying before the shrinking.
Take a topological order of the vertices v1, . . . , v|V |. Solve recursively in the subgraph Gℓ =
(Vℓ, Eℓ) induced by v1, . . . , v|V |/2, obtaining a MPC P
ℓ
1 , . . . , P
ℓ
kℓ
of a sparsification G′ℓ = (Vℓ, E
′
ℓ) of
Gℓ with |E′ℓ| ≤ 2kℓ|Vℓ|, and in the subgraph Gr = (Vr, Er) induced by v|V |/2+1, . . . , v|V |, obtaining
a MPC P r1 , . . . , P
r
kr
of a sparsification G′r = (Vr, E
′
r) of Gr with |E′r| ≤ 2kr|Vr|. Note that G′ =
(V,E′ = E \ (Eℓ ∪Er) ∪ (E′ℓ ∪ E′r)) is a sparsification of G according to Lemma 4 with |E′| ≤
|Eℓr| + |E′ℓ| + |E′r| ≤ |Eℓr| + 2kℓ|Vℓ| + 2kr|Vr| ≤ |Eℓr| + 2k|V |, where Eℓr are the edges in G from
Vℓ to Vr. We consider the path cover P
ℓ
1 , . . . , P
ℓ
kℓ
, P r1 , . . . , P
r
kr
of G′ and use Lemma 2 to obtain an
sparsification G′′ = (V,E′′) of G′ in time O(|E′|+ (kℓ+ kr)|V |) = O(|Eℓr|+ k|V |) such that |E′′| ≤
(kℓ + kr)|V | ≤ 2k|V |. Then, we shrink our solution to size k in O((kℓ + kr − k)k|V |) = O(k2|V |)
time.
The complexity analysis will consider again the recursion tree. Note that the complexity of a
recursion step is O(k2|V |+ |Eℓr|), that is, every vertex of the corresponding subgraph pays O(k2)
and every edge going from the left subgraph to the right subgraph pays O(1). Since the division of
the graph generates disjoint subgraphs, every vertex appears in O(log |V |) nodes in the recursion
tree, and every edge going from left to right appears in exactly one node in the recursion tree.
Therefore, the total cost is O(|E|+ k2|V | log |V |).
Remark 1. Note that in the above algorithm, from the level in the recursion tree where |V | ≤ k
down, the cost of a level will be half of the cost of the previous level, then in total all these levels
will cost O(k2|V |) (without considering the cost in the edges, we count this as before). The reason
for this is that in these nodes of the recursion tree, the number of paths is bounded by |V | ≤ k, and
since |V | is halving in the recursion, the cost of shrinking also halves. With this refinement of the
analysis, our algorithm actually costs O(|E|+ k2|V | log (|V |/k)).
Figure 1 shows an schematic example of the algorithm. Since our algorithm is based on divide
and conquer, we can parallelize the work done on every sub-part of the input, and obtain a linear-
time parallel algorithm for the MPC problem.
Theorem 2. Given a DAG G = (V,E) of width k, we can compute a MPC of it in O(|E|+ k2|V |)
parallel steps using O(log |V |) single processors in the PRAM model.
Proof. We use our algorithm from Theorem 1. Since the algorithm divides the problem into two
disjoint subgraphs we can easily solve each sub-part by using separate processors, and then join
the solutions as explained above in O(|E|+k2|V |). We do this subdivision until we have O(log |V |)
processors, that is, when the size of the input is O(|V |/ log |V |). When reaching this point we run the
algorithm in the O(log |V |) inputs in parallel running in O(|E|+k2 (|V |/ log |V |) log (|V |/ log |V |)) =
O(|E| + k2|V |). Finally, note that all the merge in the first O(log log |V |) levels in the recursion
tree are done in parallel, adding up to O(|E|+ k2|V |).
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(a) Input graph (b) Result of recursion
(c) Result of sparsification (d) Result of shrinking
Figure 1: The main steps of our algorithm applied to an example input graph G. Figure 1a shows
the input graph, a maximum antichain of size k = 4 is highlighted inside a dotted vertical oval,
and its division into Gℓ and Gr colored in red and blue, respectively. Figure 1b shows the resulting
graph G′ after applying the algorithm recursively into Gℓ and Gr, the corresponding sparsifications
G′ℓ and G
′
r are colored in red and blue, respectively, the last vertices of the paths found in G
′
ℓ
are labeled as P ℓ1 , P
ℓ
2 and P
ℓ
3 , and the last vertices of the paths found in G
′
r are labeled as P
r
1
and P r2 . Figure 1c shows the result G
′′ of the sparsification algorithm run on G′ with the paths
P ℓ1 , P
ℓ
2 , P
ℓ
3 , P
r
1 and P
r
2 . Figure 1d shows the result after shrinking the paths P
ℓ
1 , P
ℓ
2 , P
ℓ
3 , P
r
1 and P
r
2
in G′′, the paths are colored in violet and labeled at its last vertices by P1, P2, P3, Pk=4.
3 A linear-time FPT algorithm
In this section we present an algorithm running in time O(poly(k)(2k|E| + 4k|V |)) for computing
the width of the DAG (Theorem 3). The core idea is to process the vertices in topological order
v1, . . . , v|V |, and maintain all frontier antichains (Definition 3) of the current subgraph Gi :=
G[{v1, . . . , vi}]. To do so, we maintain reachability from vertices in the frontier antichains to the
currently processed vertex.
Definition 2 (Antichain domination). Let A and B be antichains of the same size. We say B
dominates A if and only if for all b ∈ B, there exists a ∈ A, such that a reaches b. We denote this
by A  B, if also A 6= B, we denote it A ≺ B.
Note that frontier antichains can dominate only antichains of the same size, since antichains of
different size are not comparable. Algorithm 1 shows a function determining whether an antichain
dominates another. Although naive, it is an essential piece in our final solution, and uses the
efficient reachability computation explained in Section 3.2.
Lemma 5. Domination is a partial order on antichains.
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Function dominates(B,A,S):
isDominated← |A| = |B| // true if A  B
for v ∈ B do
if not reaches(A, v,S) then // reaches(A, v,S) is true if A reaches v
isDominated← false
return isDominated
Algorithm 1: Function dominates(B,A,S) checks if an antichain B dominates an antichain
A (Definition 3), assuming S can compute reachability from vertices of A to vertices of B. If
reaches(A, v,S) takes O(|A|) time (see Algorithm 2), then this function takes O(|A||B|) =
O(k2) time.
Figure 2: A DAG and all its frontier antichains of size 1, 2 and 4, as colored sets. The sub-indices
represent a topological order. The unique maximum-size frontier antichain is {v1, v2, v3, v4}, and is
thus also the right-most maximum antichain. There are 2 frontier antichains of size 2, {v1, v2} and
{v6, v7}. The frontier antichains of size 1 are {v6} and {v7}. Frontier antichains of size 3 are not
highlighted, there are 3 of them, {v1, v2, v7}, {v1, v3, v4} and {v2, v3, v4}. Vertex v5 belongs to the
support of G5, but it does not belong to the current support, because there is no frontier antichain
containing it.
Proof. Clearly, domination is a reflexive and transitive relation. We argue that it is also antisym-
metric: suppose A and B are antichains such that A  B and B  A. Suppose by contradiction
that there exists b ∈ B \ A. Since A  B, there exists a ∈ A such that a reaches b (note a 6= b).
Since B  A, there exists b′ ∈ B such that b′ reaches a. Thus, there is a proper path from b′ to a
to b in G. If b′ = b, this implies a cycle exists in a DAG, a contradiction. If b′ 6= b, this implies B
is not an antichain, a contradiction. Thus, B \A = ∅. A symmetric argument shows A \B = ∅, so
A = B. We conclude domination is also antisymmetric.
Definition 3 (Frontier antichains). Frontier antichains are the maximal elements of the domination
partial order, i.e. those antichains that are not dominated by any other antichain.
Figure 2 shows frontier antichains of an example graph. The next lemma establishes that frontier
antichains dominate all antichains of the graph, i.e., every non frontier antichain is dominated by
some frontier antichain (thus of the same size).
Lemma 6. Let A be a non frontier antichain of G. Then, there exists a frontier antichain domi-
nating A.
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Proof. Since there are a finite number of antichains of G, the antichains with the domination
relation form a finite poset (Lemma 5), therefore every element of this poset (i.e. antichain) is less
than or equal to (i.e. is dominated by) a maximal element (i.e. a frontier antichain).
Now we show that the number of such antichains only grows with k, thus there is no problem
for our complexity bound to maintain them all.
Lemma 7. If G = (V,E) is a DAG of width k, then G has at most 2k frontier antichains.
Proof. Let P = P1, . . . , Pk be an MPC of G. Since any antichain can take at most one vertex
from each of those paths, we show that for every size-ℓ subset of paths of P, there is at most one
frontier antichain of size ℓ whose vertices come from those paths, and thus there are at most 2k
frontier antichains. Without loss of generality consider the subset of paths P1, . . . , Pℓ, and suppose
by contradiction that there are two different size-ℓ frontier antichains A and B whose vertices come
from P1, . . . , Pℓ. Let us label the vertices in these antichains by the path they belong to. Namely,
A = {a1, . . . , aℓ}, B = {b1, . . . , bℓ}, with ai and bi in Pi for all i ∈ [1 . . . ℓ]. We define the following
set of vertices:
M := {mi := (bi, if ai reaches bi, and ai otherwise) : i ∈ [1 . . . ℓ]} .
Note that if mi = ai, then bi reaches ai, because ai and bi appear on the same path Pi.
First, note that M is an antichain of size ℓ. Otherwise, if there exists mi that reaches mj
(i 6= j), then without loss of generality, suppose that mi = ai and mj = bj. Since mi = ai, we have
that bi reaches ai, and thus it reaches bj, which contradicts B being an antichain. Second, note
that M 6= A, since otherwise B ≺ A. Finally, A ≺ M , since for all mi ∈ M there exists ai ∈ A,
such that ai reaches mi.
3.1 Maintaining frontier antichains
Our algorithm will maintain all frontier antichains of the current graph Gi. We say that an antichain
is Gi-frontier if it is a frontier antichain in the graph Gi. The following two lemmas will show us
how these frontier antichains evolve when processing the vertices of the graph, i.e. when passing
from Gi−1 to Gi.
Lemma 8 (Type 1). Let A be a Gi-frontier antichain with vi ∈ A. Then A\{vi} is a Gi−1-frontier
antichain.
Proof. Otherwise, there would exist an antichain B, such that A \ {vi} ≺ B in Gi−1. Consider
B ∪ {vi}, which is an antichain (otherwise B would reach vi, a contradiction, since A \ {vi} ≺ B,
and A is an antichain). Finally, note that A ≺ B ∪ {vi} in Gi, which is a contradiction since A is
Gi-frontier antichain.
Lemma 9 (Type 2). Let A be a Gi-frontier antichain with vi 6∈ A. Then A is a Gi−1-frontier
antichain.
Proof. Otherwise, there would exist an antichain B, such that A ≺ B in Gi−1, and also in Gi,
which is a contradiction.
Looking at these two lemmas, we establish two types of Gi-frontier antichains: the ones con-
taining vi, called of type 1, and the ones that are also Gi−1-frontier antichains, called of type 2. We
handle these two cases separately. First, we find all type-1 frontier antichains, then all of type 2.
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Type-1 Gi-frontier antichains are made up of one Gi−1-frontier antichain and vertex vi. A first
requirement for a Gi−1-frontier antichain, A, to be a subset of a type-1 Gi-frontier antichain is that
A does not reach vi. We now show that this is enough to ensure that A ∪ {vi} is a Gi-frontier
antichain.
Lemma 10. Let A be a Gi−1-frontier antichain not reaching vi, then A ∪ {vi} is a Gi-frontier
antichain.
Proof. If A = ∅, A ∪ {vi} = {vi} is frontier antichain, because vi is a sink of Gi. Otherwise A 6= ∅
and, by contradiction, take an antichain B, such that A ∪ {vi} ≺ B in Gi. Suppose that vi ∈ B,
then for all b ∈ B there exists a ∈ A ∪ {vi}, such that, a reaches b, but since vi is a sink of Gi, for
all b ∈ B \ {vi} there exists a ∈ A, such that, a reaches b, i.e., A ≺ B \ {vi} in Gi−1, which is a
contradiction. If vi 6∈ B, then every vertex of B is reached by a vertex of A (it cannot be reached
by vi since it is a sink in Gi), and therefore take any S ⊆ B, |S| = |A|, S 6= A, which A ≺ S, a
contradiction.
We use this lemma to find all type-1 Gi-frontier antichains by testing reachability from Gi−1-
frontier antichains to vi, with O(k2
k) reachability queries in total.
Type-2 Gi-frontier antichains are Gi−1-frontier antichains that are not dominated by any an-
tichain in Gi containing vi (this is sufficient since they are frontier in Gi−1). Moreover, by Lemma 6,
if a Gi−1-frontier antichain is dominated in Gi, then it is dominated by a Gi-frontier antichain.
Therefore, type-2 Gi-frontier antichains are Gi−1-frontier antichains that are not dominated by any
type-1 Gi-frontier antichain. For every Gi−1-frontier antichain A we check if there exists a type-1
Gi-frontier antichain dominating A. We can do this in total O(k
24k) reachability queries from
vertices in Gi−1-frontier antichains to vertices in Gi−1-frontier antichains and vi.
Both type-1 and type-2 Gi-frontier antichains need answering reachability queries efficiently
among vertices in Gi−1-frontier antichains and vi. In the next section we show how to maintain
constant-time reachability queries among these vertices in O(k2k) time per vertex and edge.
3.2 Reachability between frontier antichains
To complete our algorithm, we aim to maintain reachability queries among all vertices in Gi−1-
frontier antichains and vi.
Definition 4 (Support). Let G = (V,E) be a DAG of width k, and v1, . . . , v|V | a topological order
of its vertices. For every i ∈ [1 . . . |V |], we define the support Si of Gi = G[{v1, . . . , vi}], as the set
of all vertices belonging to some Gi-frontier antichain, that is,
Si :=
⋃
A : Gi-frontier antichain
A.
We say that G0 = (∅, ∅), thus S0 = ∅. Note that |Si| = O(k2k) follows by Lemma 7. Also,
vi ∈ Si, since {vi} is a Gi-frontier antichain. Another interesting fact is that if a vertex exits the
support in some step, then it cannot re-enter. This is formalized in the following two lemmas.
Lemma 11. Let x ∈ {v1, . . . , vi}. If x 6∈ Si, then x 6∈ Sj for all j ∈ [i . . . |V |].
Proof. By induction on j. The base case j = i is the hypothesis itself. Suppose that it is true for
j, and suppose by contradiction that x ∈ Sj+1. Then x ∈ X, for some Gj+1-frontier antichain X.
If vj+1 6∈ X, then by Lemma 9, X is a Gj-frontier antichain, and x ∈ Sj, which is a contradiction.
But if vj+1 ∈ X, then by Lemma 8, X \{vj+1} is a Gj-frontier antichain, and x ∈ X \{vj+1} ⊆ Sj ,
a contradiction.
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Function reaches(A, vt,S = (S0, . . . , Si−1)):
isReached← false // true if vt is reached from some vertex in A
for vs ∈ A do
if vs = vt or (s < t and St−1.vs.reaches) then
isReached← true
return isReached
Algorithm 2: Function reaches(A, vt,S) checks if some vertex of A reaches vt. It assumes
that A ∪ {vt} ⊆ Si−1 ∪ {vi}. It also assumes St−1 ∈ S , and for all the vertices u ∈ St−1,
St−1.u.reaches indicates if u reaches vt. Reachability in Si−1 ∪ {vi} is reduced to reachability
from Sj−1 to vj for all j ∈ [1 . . . i], according to Theorem 5. This function takes O(|A|) = O(k)
time.
Lemma 12. Let vi ∈ {v1, . . . , vj}. If vi ∈ Sj, then vi ∈ St holds for all t ∈ [i . . . j].
Proof. If this is not true, we have that exists i < t < j, vi 6∈ St, which is a contradiction with vi ∈ Sj
and Lemma 11.
We now state that it is sufficient to support reachability queries from every Sj−1 to vj to answer
queries among vertices in Si−1 and vi. Then, we show how to maintain these reachability relations
in O(k2k) time per vertex and edge.
Theorem 5. If we know reachability from Sj−1 to vj for all j ∈ [1...i], then we can answer
reachability queries among vertices in Si−1 ∪ {vi}.
Proof. Let vs, vt ∈ Si−1 ∪ {vi}. We can answer whether vs reaches vt by doing the following. If
s = t we answer true, if t < s we answer false. Suppose s < t, then by Lemma 12 it holds that
vs ∈ St−1, and then we can use reachability from St−1 to vt to answer this query.
Algorithm 2 shows a function deciding whether an antichain reaches a vertex, using the tech-
nique explained in Theorem 5. This function is used to implement Algorithm 1, and our final
solution in Algorithm 4.
We will compute reachability from Sj−1 to vj for all j ∈ [1 . . . i] incrementally when processing
the vertices in topological order. That is, we assume that we have computed reachability from Sj−1
to vj for all j ∈ [1 . . . i− 1] and we want to compute reachability from Si−1 to vi.
For this we do the following. Initially, we set reachability from u to vi to false for all u ∈ Si−1.
Then, for every edge (vj, vi), if vj ∈ Si−1 we set reachability from vj to vi to true, and for each
u ∈ Si−1 ∩ Sj−1 (we can compute this intersection in O(k2k) per edge, by scanning u ∈ Si−1 and
deciding whether u ∈ Sj−1 by testing if topologicalIndex(u) ≤ j − 1 by Lemma 12) such that
u reaches vj (known since u ∈ Sj−1) we set reachability from u to vi to true. After doing this,
reachability is correctly computed and stored from Si−1 to vi.
Theorem 6. The procedure above correctly computes reachability from Si−1 to vi.
Proof. Clearly, what the algorithm sets to true is correct. Suppose by contradiction that it exists
y ∈ Si−1 reaching vi, such that reachability from y to vi was not set to true. Since y reaches vi,
the in-neighbourhood of vi is not empty. Since y was not set to true, in particular, y 6∈ N−(vi),
thus it reaches vi through a path whose last vertex previous to vi is vj ∈ N−(vi). Take the last
vertex (in topological order) that y reaches in N−(vi), vM . Again, since y was not set to true,
y 6∈ Si−1∩SM−1, thus y 6∈ SM−1. But then, by Lemma 11 we have y 6∈ Si−1, a contradiction, unless
y 6∈ GM−1, i.e., y is after vM in topological order, which is a contradiction since y reaches vM .
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Function updateReachability(vi,S = (S0, . . . , Si−1)):
for u ∈ Si−1 do
Si−1.u.reaches← false // true if u reaches vi
for vj ∈ N−(vi) do
if vj ∈ Si−1 then // Direct (by an edge) reachability
Si−1.vj .reaches← true
for u ∈ Si−1 ∩ Sj−1 do // Indirect (more than one edge) reachability
if Sj−1.u.reaches then
Si−1.u.reaches← true
Algorithm 3: Function updateReachability computes reachability from vertices in Si−1 to
vi. It assumes that Si−1 ∈ S, for all j ∈ [1 . . . i − 1], Sj−1 ∈ S , and for all the vertices
u ∈ Sj−1, Sj−1.u.reaches indicates if u reaches vj . Correctness of this function is explained
in Theorem 6. This function takes O(k2k(|N−(vi)|+ 1)) time.
Algorithm 3 shows a function that computes the reachability from Si−1 to vi, according to what
was explained in this section. The correctness of this procedure is guaranteed by Theorem 6.
We now have all the ingredients to prove the main theorem.
Theorem 3. Given a DAG G = (V,E) of width k, we can compute a maximum antichain of it in
time O(poly(k)(2k|E|+ 4k|V |)).
Proof. We process the vertices in topological order. After processing vi, we will have computed
all Gi-frontier antichains (including the right-most maximum antichain of Gi), and constant-time
reachability queries from Sj−1 to vj , for all j ∈ [1 . . . i]. Suppose we have this for i − 1. First, we
obtain constant-time reachability queries from Si−1 to vi, using the procedure from Theorem 6,
spending O(k2k) time, and O(k2k) time per edge incoming to vi. For the entire algorithm, this
adds up to O(k2k(|E|+ |V |)).
By Lemma 10, we obtain all type-1 Gi-frontier antichains by taking every Gi−1-frontier antichain
A, and testing if A reaches vi using the reduction from Theorem 5. This takes O(k2
k) time,
O(k2k|V |) in total.
We compute type-2 Gi-frontier antichains by taking every Gi−1-frontier antichain A and search-
ing if there exists a type-1 Gi-frontier antichain B, such that A ≺ B in time O(k24k) (O(k2) con-
stant time reachability queries to test domination between a pair of antichains, O(4k) such pairs),
O(k24k|V |) in total. The total complexity of the algorithm is O(k2k|E|+ k24k|V |).
Algorithm 4 shows the pseudocode of the final solution explained in Theorem 3. It maintains
reachability from the corresponding support to the newly added vertex using Algorithm 3. Type-1
frontier antichains are found by using Algorithm 2, and type-2 frontier antichains are confirmed
using Algorithm 1.
Remark 2. The number of frontier antichains can be as much as 2k (e.g., k independent vertices),
and as little as k (e.g., a sequence of sets of independent vertices of sizes k, k − 1, . . . , 1, such that
the out-neighbourhood of every vertex in the set of size i is the set of size i− 1). Since in practical
examples the number of frontier antichains could be much smaller than its bound 2k, we refine the
analysis of the algorithm in terms of the number of frontier antichains. Let fi be the number of
frontier antichains in Gi, then the i-th step of the algorithm takes O(|Si−1|+ k2f2i−1+ kfi|Si|), and
O(|Si−1|) per incoming vertex. Noting that |Si| = O(kfi), this is O(k2f2i−1 + k2f2i ) and O(kfi−1)
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Result: Right-most maximum antichain R
v1, . . . , v|V | ← topologicalOrder(G)
R← ∅
F0 ← {∅}
S ← {S0 = ∅}
for vi ∈ v1, . . . , v|V | do
updateReachability(vi,S)
Fi ← {∅} // Fi stores Gi-frontier antichains
for antichain A ∈ Fi−1 do // Compute type-1 Gi-frontier antichains
if not reaches(A, vi,S) then
Fi.add(A ∪ {vi}) // Then A ∪ {vi} is a type-1 Gi-frontier antichain
if |A ∪ {vi}| > |R| then
R← A ∪ {vi}
T1 ← Fi // Contains type-1 Gi-frontier antichains
for antichain A ∈ Fi−1 do // Compute type-2 Gi-frontier antichains
isType2← true // true if A is a type-2 Gi-frontier antichain
for antichain B ∈ T1 do
if dominates(B,A,S) then
isType2← false
if isType2 then
Fi.add(A)
S.add (Si ←
⋃
A∈Fi
A
)
return R
Algorithm 4: FPT-algorithm from Theorem 3 computing the right-most maximum antichain
of size k of a DAG G = (V,E) in time O(poly(k)(2k|E|+ 4k|V |)).
per incoming vertex. If we take f = maxi∈[1...|V |] fi, then the algorithm takes O(kf |E| + k2f2|V |)
time.
4 Applications
Ma¨kinen et al. [14] showed that several problems involving a DAG G can solved by a “dynamic
programming framework” on top of a path cover of it. We briefly review these here, and refer the
reader to [14] for further details.
Longest increasing subsequence Given also integer-labels on the vertices of G, a subsequence
of G is a subsequence of a path label in G. Find a longest increasing subsequence of G.
Longest common subsequence Given also character labels on the vertices of G, and a string
T , find a longest string that is a subsequence of both T and G.
Co-linear chaining Given a set M of pairs made up of a substring of a string T and a path of G,
find a subset of M such that both its substrings and its paths appear “in order”. Co-linear
chaining asks for such a sequence maximizing the “coverage” of T .
The “dynamic programming framework” of [14] scans vertices in a topological order, and syn-
chronizes partial solutions between the k paths of the cover. The key ingredient of this syncroniza-
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tion are so-called forward propagation links (see Lemma 13), which are basically the same links also
identified in [13]. Computing these links is done in [14] in time O(k|E|).
Having a path cover, one can first use Lemma 2 to sparsify the DAG, and then compute the
forward propagation links as in [14]. This computation now takes O(|E|+ k2|V |):
Lemma 13 (Dynamic programming framework). Let G = (V,E) be a DAG and let P1, . . . , Pk be
a MPC of G, then in time O(|E|+ k2|V |) we can compute for all u ∈ V,
forward[u] := {(v, i) | u is the last vertex in Pi reaching v}
Proof. In [14] it was shown how to compute these values in O(k|E|) time from any MPC. We first
sparsify G in O(|E| + k|V |) time to have |E′| ≤ k|V | edges and then obtain forward[u] for all
u ∈ V in time O(k|E′|) = O(k2|V |).
Morever, we also have the faster MPC algorithm from Theorem 1. As such, all problems
mentioned above are improved by replacing the O(k(|V | + |E|) log |V |) term in their complexities
by O(|E|+k2|V | log |V |). For example, the Co-linear chaining problem is improved from O(k(|V |+
|E|) log |V |+ k|M | log |M |) in [14] to O(|E| + k2|V | log |V |+ k|M | log |M |).
Another problem where our results can be used is reachability queries, which we can improve
w.r.t. [14] as explained next.
Corollary 1 (Reachability queries). Given a graph G = (V,E) of width k, we can build an index
of size O(k|V |), in time O(|E|+ k2|V | log |V |), such that we can answer in O(1)-time if one given
vertex is reachable from another given vertex.
Proof. Notice that reachability in an arbitrary graph is reducible to reachability in the DAG of
its strongly connected components. The index of [14] consists of a path cover and the forward
propagation links. Applying Theorem 1 and Lemma 13 we reduce the construction time of the
same index from O(k(|V |+ |E|) log |V |) to O(|E|+ k2|V | log |V |).
5 Conclusions
In this paper we provided the first significant results towards a linear-time FPT algorithm for
computing a MPC of a DAG, where the parameter is the natural one, its width k.
Our divide-and-conquer algorithm is the first algorithm to have a linear dependence on |E| (and
a sub-quadratic dependence on |V |). This is based on showing, for the first time, how shrinking
can be used inside the MPC algorithm itself, once the computation is organized in a new manner
(e.g. different than flow or matching reductions). This new approach is also powerful enough to
lead to the first linear-time parallel FPT algorithm. The divide-and-conquer algorithm is also very
close to practice, being both simple and fast.
Our second algorithm is the first one to compute a maximum antichain by a single sweep of
the DAG, paying only f(k) per vertex and edge. Again, this approach is different than all existing
ones, and shows novel combinatorial insights into the MPC problem itself, many decades after it was
first considered. Our main technique, frontier antichains, naturally generalize the standard notion
of right-most maximum antichain. As such, we believe that they further poses many significant
combinatorial properties of independent interest.
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