Abstract-In this paper, we consider the use of unlicensed Wi-Fi band for vehicular ad hoc networks. In particular, we focus on exploiting channelization to improve spatial reuse, and avoiding interference that is external to the vehicular network. To this end, we propose Cognitive Channel Hopping (CCH), a decentralized channel hopping protocol where nodes select their channels based on cognitively collected channel quality measurements, in a manner that the network's connectivity is maintained. Our evaluation shows that CCH can take advantage of multiple channels that are available to significantly improve the network performance over a single-channel network, and can effectively tolerate external interference.
I. INTRODUCTION
In a vehicular ad hoc network (VANET), moving vehicles communicate among themselves or with an infrastructure network via a wireless means [1] - [3] . In this work, we consider the scenario in which these vehicular nodes use the unlicensed Wi-Fi band as the main communication medium. Using the Wi-Fi band not only suits the need for fast short-range communication, but also eases the infrastructure access via widely available road-side Wi-Fi access points and provides an affordable communication solution.
In particular, we pay attention to the fact that the Wi-Fi band is divided into multiple channels to improve spatial reuse and increase the system capacity [4] , [5] . In a multi-channel ad hoc environment, a pair of nodes wishing to communicate must first locate each other in one of the channels (i.e., make a channel rendezvous), thus rendering a channel rendezvous guarantee essential in maintaining the connectivity of the network. There are a few full-fledged multi-channel protocols with some form of a channel rendezvous guarantee [6] - [9] , yet these protocols treat every channel as an equal resource, which we believe is a significant drawback -wireless channels can be of different quality depending on time, and on the locations and activities of all wireless devices using the channel (especially true in the unlicensed band), and the channel quality can significantly affect the network performance [10] .
In the work presented in this paper, we attempt to jointly solve the problems of channel rendezvous and quality-aware channel assignment for VANETs, or any multi-channel wireless network with high node mobility. More specifically, we devise a protocol called CCH, short for Cognitive Channel Hopping, with the following features:
• Channel quality assessment: Every node individually measures the channel quality (à la using cognitive radio techniques) to select channels to use. This is done periodically to adapt to the changing environment and node mobility.
• Decentralized channel selection: Based on the measured channel quality, each node independently selects a set of channels, as opposed to a single channel, in a manner that there is at least one common channel between two nodes. More precisely, there is a predefined list of channel sets, which form a quorum system, and each node picks a channel set with the greatest combined channel quality.
• Channel hopping with a rendezvous guarantee: Each node generates a channel hopping sequence based on its channel selection, and constantly hops its channels in a manner that guarantees a channel rendezvous between a pair of nodes in a finite duration. Our evaluation shows that CCH significantly outperforms a single-channel network (i.e., 802.11), and its quality-aware channel selection achieves as much as 54% more throughput than a quality-oblivious scheme in a large-scale network.
The rest of the paper is organized as follows. In Section II, we review the related work, followed by the discussion of the design and details of CCH in Section III. We evaluate our protocol in Section IV and conclude in Section V.
II. RELATED WORK As mentioned in the previous section, channel rendezvous must be guaranteed for a multi-channel network to stay connected. Such a channel agreement is established with the aid of a central entity in centralized networks [11] - [13] , while there have also been efforts to make channel agreements in a distributed fashion [14] , [15] . Among these, the most relevant variants to CCH include SSCH [6] , McMAC [7] , and QCH [15] . SSCH and McMAC adopt coordinated/random channel hopping to exploit the channelization of the frequency band, without considering the quality variation among channels. QCH uses a quorum-based channel hopping for guaranteeing channel rendezvous and establishing a control channel among nodes, yet its focus is more on minimizing the time to rendezvous than on improving the system throughput, and it is designed to work in a dynamic spectrum access (DSA) network.
The recent development of cognitive radios and their uses in DSA networks [16] , where channelization is inherent, have led to further investigation into the multi-channel problem [17] , [18] . The majority of existing work focuses on avoiding portions of the band that are used by primary users, and on efficiently sharing the available portions among the secondary 978-1-4244-8327-3/11/$26.00 ©2011 IEEE users (e.g., [19] ). The former problem is solved via a simple or sophisticated detection technique, whereas the latter involves quantifying the quality of each candidate channel via a cognitive means. It has been shown that airtime utilization is an effective metric in serving this purpose, detecting white spaces in a dynamic spectrum access network [18] . In our work, we tap into such a cognitive ability to quantify the quality of each channel in an unlicensed (i.e., Wi-Fi) band-based network. Our work bears a similarity to Bluetooth's Adaptive Channel Hopping (ACH), which is developed by IEEE 802.15 Task Group 2 [20] to mitigate co-channel interference experienced when simple pseudo-random channel hopping is used as dictated by the original standard. The idea of ACH is to identify bad channels by measuring packet error rate at each channel and eliminate them from the hopping sequence [21] - [23] . Our work is essentially a WLAN frequency allocation scheme designed for a mobile ad-hoc network, and differs from ACH in that hopping occurs at a much slower rate and thus tight synchronization (say, at the symbol level) or coordination among nodes is not required. The lack of coordination is in fact intended to naturally support a node to make simultaneous encounters with different nodes, a necessary property in our target network.
III. CCH PROTOCOL DESCRIPTION A. Basic protocol operation
CCH divides time into rounds, within each there are two phases. A round begins with a channel quality assessment (CQA) phase, during which a node scans the band to assess the quality of each channel. According to the results of this process, the node selects a set of channels to use, such that the combined channel quality is maximal. Based on the selected channels, it generates two channel hopping sequences u tx and u rx , for transmission and reception, respectively. The ensuing communication phase consists of time slots, or simply slots. By default, a node channel-hops over receiving channels specified by u rx every slot, waiting for possible data frames arriving at itself. (It also advances its position in the transmission sequence (u tx ) each slot.) When it has a frame to transmit, it then switches to its transmission channel and transmits the frame. After the transmission of the frame, it returns to the receiving channel. If a new slot begins when the node is involved in a transmission/reception, the channel switch is deferred until after the transmission/reception completes. Fig. 1 illustrates this process.
Within a slot, nodes use carrier sense and rely on the conventional RTS/CTS mechanism, as done in 802.11 DCF.
B. Channel quality assessment (CQA)
During the CQA phase, a node scans all channels in the system and quantifies the amount of activities taking place in each channel. Among the variety of methods, we use airtime utilization (or the inverse of it) as an indicator for channel quality, computed easily by a node capable of sniffing the air, although any quality metric can work with CCH.
Note that due to the lack of synchronization among nodes, during a CQA phase, it is possible that a node can hear wireless signals from another node in the same network, which causes it to avoid the channel. This is okay -in effect, this helps achieve some level of load balance, by diverting a node away from a channel that is used by another node.
C. Quorum-based channel hopping sequence generation
After the channel qualities are determined in the CQA phase, CCH generates channel hopping sequences using a predefined list of n channel sets that form a quorum system, which is hard-coded in every node. A quorum system is a collection of subsets of some universal set U , every two of which share at least one common element 1 . Table I shows example channel sets, each of which is a quorum, with n = 13. In this particular example, every channel has an equal chance of being utilized because they appear the same number of times in the system, thus satisfying the equal responsibility property 2 and helping achieve some level of load balance, yet any fixed-size quorum system can be used in CCH.
Suppose there are n channels (0, 1, 2, ..., n − 1) in the system, and that CQA returns a vector of channel quality values, a = {a 0 , ..., a n−1 }. For a channel set Q = {q 1 , ..., q k }, where k ≤ n, define the combined channel quality as:
After the CQA phase, the node picks the setQ with the highest combined channel quality, and uses it for the round. Ties are broken arbitrarily. CCH requires that every channel set has the same size k. Given a channel setQ of size k, the node x creates channel hopping sequences u tx and u rx , each of length k 2 . x uses k × k matrices (referred to as M tx and M rx ) and assigns channels to the elements of the matrices. For convenience, let the rows and columns be indexed 0, ..., k − 1. x first generates a base sequence q of length k using channels inQ, such that each channel inQ appears in q exactly once. Then channels are assigned to M tx and M rx as follows:
where 0 ≤ i, j < k, q(i) is the i-th channel in q, and M(i, j) is the element in the i-th row and j-th column of M. An example is presented in Fig. 2 . Given these matrices, u tx and u rx are generated as follows:
where the notations used here are as explained above.
A rendezvous of a pair of nodes, say x and y, is guaranteed within k 2 slots, proven informally as follows, first assuming x and y are synchronized. By the intersection property of a quorum system, there is at least one common channel used by x and y. Let c denote this common channel. c appears in a certain column j in every row of M (x) tx and at least once in every column in M (y) rx due to the way the matrices are constructed, as described in (2) . Therefore, there must be some
rx (i, j) = c. If every node is synchronized, because each element M(i, j) maps to the same slot u(i × k + j) in its respective channel hopping sequence, the channel rendezvous will occur within k 2 slots, which is the length of u. This reasoning still holds even when one of the hopping sequences is circularly shifted by an arbitrary amount, thus enabling asynchronous rendezvous between two nodes. While we have assumed slot boundaries are aligned here, let us note that we can make a similar argument as Theorem 3 in [15] for potential slot misalignments.
D. Implementation details 1) Link establishment and data exchange: When a node
x has a data frame to send to another node y, but does not know if it can communicate with y, it first switches to its transmission channel (as specified in u tx ), then transmits an RTS frame after a random backoff. If y is within x's range and is listening to the same channel at that instant, it receives this RTS and sends back a CTS, and upon receiving the CTS, x sends a data frame to y.
However, y may not receive the RTS for various reasons: 1) the channel quality may be poor, 2) y may have moved out of x's range, 3) y may be transmitting, or 4) y may be in the range of x, but may not be in the same channel as x. A traditional retransmission scheme (i.e., ARQ) can account for the first three cases, yet the fourth case is a unique consequence of the introduction of additional dimension (multiple channels). To account for this, after retransmission attempts fail, instead of dropping the frame immediately, CCH keeps this frame in the queue and defer its transmission until the next slot. It also marks y as an invalid neighbor for the current slot. When a neighbor y is marked invalid, all frames in the neighbor queue for y will not be considered for transmission in that slot. This status gets reset (i.e., all neighbors become valid again) in the beginning of a new slot to give the deferred frames another chance. When a data frame lives in the queue for more than 3 slots, CCH drops the frame and signal the network layer of this, such that the routing algorithm can trigger its recovery mechanism.
2) Caching of u rx : Keeping a unicast frame only for 3 slots is sufficient because CCH has a caching scheme in place. Every broadcast, data, and ACK frame includes the channel hopping sequence that the transmitting node, say y, is using in that round and a timestamp. Specifically, it embeds three 1-byte integers and a 4-byte timestamp. One integer specifies the index to the channel set y is using (this is sufficient as the list of channel sets is hard-coded in every node), and two indices to M rx indicate y's progress within u rx at the time specified in the timestamp. All nodes that hear this information stores it in its hopping sequence cache.
Given this information, a node, say x, can predict which channel y is currently in, as long as y is still using the same hopping sequence (i.e., in the same round). Therefore, when x has a frame destined to y, it first checks if y's sequence is stored in its hopping sequence cache, and if it is, it predicts the current receiving channel for y by computing the number of slots that have elapsed since the time indicated in the timestamp. With the actual receiving channel of y computed, x switches to y's receiving channel, instead of switching to its transmission channel hoping for a fortuitous encounter of y. If x cannot find y in the expected channels for 3 slots, with a high probability y has either chosen another receiving sequence or moved out of x's range. x thus invalidates the cache entry for y and drops all packets destined to y from its queue.
3) Handling broadcast frames / queueing discipline: Another issue unique to the multi-channel environment is the treatment of broadcast frames. Broadcast frames play an important role for most routing protocols in discovering the network topology. Since nodes in a single collision domain may not be in the same channel simultaneously, for the broadcast frames to be truly "broadcast," they must be transmitted multiple times to reach all the neighbors.
In the beginning of each slot, each broadcast frame that is queued at the node is broadcast once, and the slot count for each frame will be incremented. If the slot count goes above a certain threshold (set to k 2 in our implementation to ensure that the node reaches all its neighbors, although using a lesser threshold would not affect the connectivity much), the frame is dropped.
After every queued broadcast frame is served for the slot, then the node starts transmitting queued unicast frames.
4) Multi-channel hidden terminals:
Multi-channel hidden terminal problem poses another challenge to the protocol design [7] . Consider a simple, extreme scenario where x has a frame to transmit to y, while y has a frame to transmit to x. Assuming they have cached each other's hopping sequence, x will switch to y's receiving channel, and y will switch to x's receiving channel. Except for the case where they are using the same receiving channel, they will look for each other in different channels, effectively being hidden to each other.
CCH mitigates this problem by having each node stay in its receiving channel after a successful (or failed) transmission for a short duration, even if it has another frame to transmit in its queue. Such a yield delay increases the chance to meet another node in its receiving channel, yet it constitutes pure overhead, thus must be used stingily. CCH picks the yield delay to be a random number in [1, T hresh yield ] multiplied by the backoff slot length (9µs in CCH), where T hresh yield is dynamically set to a number in [8, 256] . This value is adaptively set according to the level of observed congestion: when a node's RTS is not answered, it doubles T hresh yield , and for each data frame or ACK that it receives, it decreases T hresh yield additively. This yielding trick incurs a mild throughput decrease, yet is empirically verified to effectively avoid most multi-channel hidden terminal situations. We omit the experimental discussion due to the space limit.
5) Other Parameters:
We use 10ms as the slot size as done in [6] , which is long enough to fit in 35 maximum-length packet transmissions at 54Mbps. A round is set to 3 seconds, or 300 slots, derived from our field measurement study, where we observed that most of the time a significant channel quality variation occurred within the interval of 30 to 40m, which is the distance covered by a vehicle passing at 50km/s in about 3 seconds.
IV. PERFORMANCE EVALUATION
We evaluate the performance of CCH mainly in QualNet simulator [24] . CCH is implemented as a full-fledged MAC protocol, and uses IEEE 802.11a channels and PHY, with the link data rate fixed at 54Mbps. We use 13 orthogonal channels, and use channel sets of 5 channels each, as shown in Table I . Each channel switch takes 80µs, and random jitter is added in the beginning of the simulation to desynchronize the nodes. DSR is used as the routing protocol.
Our interference model defines an interferer as a 5-tuple (x, y, transmit power, channel, active percentage), where (x, y) is the coordinate of the interferer. active percentage indicates the portion of time the interferer is transmitting.
Our benchmarks compare CCH with two other schemes, namely IEEE 802.11a (where the same channel is used for all nodes in the network) and random hopping-based scheme (RH) where channel sets are selected randomly without considering the channel quality, thus representing the quality-blind channel selection scheme.
A. Small-scale experiments
In this set of experiments, we set up a simple linear topology where nodes are spaced such that the next-hop node sits near ... the edge of the range of a node, as in Fig. 3 . In the unidirectional experiment, we set up a saturated constant bit-rate (CBR) stream of 1500-byte packets from node 1 to node y, where y varied from 2 to 9. In the bi-directional experiment, we introduce another CBR stream going from y to 1. The goal is to see how much intra-flow interference in a multi-hop network can be avoided by utilizing multiple channels. Fig. 4(a) presents the results. For point-to-point (i.e., onehop) communication, 802.11a outperforms CCH/RH (with no external interference, CCH and RH more or less behave the same way), mostly due to overhead incurred by channel hopping and yield delays in CCH/RH. Yet as the number of hops increases, CCH takes advantage of multiple channels and achieves better channel reuse, both in the uni-directional and bi-directional scenarios, resulting in more than twice the throughput when the path is more than 4 hops long.
To see how the different schemes tolerate the interference external to the network, we fix the number of hops at 4, set up a uni-directional CBR stream from node 1 to 5, and introduce interferers. These interferers are placed randomly within the vicinity of the nodes. Channels are randomly selected for interferers, but for the 802.11a scenario, every interferer tunes to the same channel. While this setup may seem unfair to 802.11a, as Fig. 4(b) shows, both CCH and RH achieve better throughput than what 802.11a achieves without interference, showing a single-channel network's limit -even when every interferer is active only 20% of the time, 802.11a becomes nearly useless with more than 9 interferers in the vicinity.
The closeness of CCH and RH results tells us that channel hopping alone can effectively tolerate low interference. When the level of interference is increased to 60%, however, CCH's channel quality-aware channel selection is shown to add more interference tolerance, as illustrated in Fig. 4(c) (the 802.11a result is omitted, as it is incomparable). Even as the number of interferers increases, CCH maintains a significant level of throughput, while RH's throughput constantly decreases.
B. Large-scale experiments 1) Static scenario:
In order to investigate CCH's behavior in a larger network, we first create a static mesh network that consists of 100 nodes uniformly placed in a 200m × 200m terrain, with the transmit power of 21dBm for each node. A varying number of interferers are randomly placed, each with the transmit power between 17 and 25dBm, and active percentage randomly selected from [0.3, 0.8]. We then set up 10 random simultaneous CBR traffic flows, and compare the performance of three schemes. Fig. 5(a) plots the average throughput for varying number of interferers. 802.11a performs poorly compared to CCH or RH, mostly due to poor spatial reuse. As the amount of external interference increases, CCH outperforms RH by as much as 54%, due to its quality-aware channel selection mechanism.
2) Mobile scenario: We add node mobility in this scenario, where 30 nodes move about the 500m × 500m region at various speeds. We use Random Waypoint mobility model to generate node movements. 3000 interference sources are randomly placed, and 5 random CBR streams are configured. Fig. 5(b) presents the results of this experiment. Node mobility sometimes increases the chance for two nodes to encounter each other, resulting in the mild fluctuation in the throughput. Both channel hopping schemes do suffer from the increasing vehicle speed, yet still outperforms 802.11a. CCH achieves 17% more throughput than RH on average, again, for its ability to avoid external interference.
V. CONCLUSION
Our development and evaluation of Cognitive Channel Hopping (CCH) protocol for VANETs yield two conclusions: 1) channel hopping is an effective way of utilizing multiple channels defined in the wireless medium for VANETs, improving spatial reuse, and coping with node mobility, and 2) cognitive techniques can prove useful not only in a dynamic spectrum access network, but also in the unlicensed band as well, as demonstrated by CCH's ability to avoid channels that are occupied by others.
This work projects into a couple of directions. One direction is the quantification of channel quality. The recent development of cognitive radios makes many options available in addition to traditional RSSI or SNR. Another issue that is unexplored in this work is the interaction between these channelhopping vehicular nodes and the infrastructure network (i.e., road-side APs). It may be necessary for nodes to pause channel hopping for an opportunistic infrastructure access in this case. We plan to investigate these issues in the future.
