First-principles derivation is given for the heuristic exchange-hole model of London dispersion forces by Becke and Johnson ͓J. Chem. Phys. 122, 154104 ͑2005͔͒. A one-term approximation is used for the dynamic charge density response function, and it is shown that a central nonempirical ingredient of the approximate nonexpanded dispersion energy is the charge density autocorrelation function, a two-particle property, related to the exchange-correlation hole. In the framework of a dipolar approximation of the Coulomb interaction around the molecular origin, one obtains the so-called Salem-Tang-Karplus approximation to the C 6 dispersion coefficient. Alternatively, by expanding the Coulomb interaction around the center of charge ͑centroid͒ of the exchange-correlation hole associated with each point in the molecular volume, a multicenter expansion is obtained around the centroids of electron localization domains, always in terms of the exchange-correlation hole. In order to get a formula analogous to that of Becke and Johnson, which involves the exchange-hole only, further assumptions are needed, related to the difficulties of obtaining the expectation value of a two-electron operator from a single determinant. Thus a connection could be established between the conventional fluctuating charge density model of London dispersion forces and the notion of the "exchange-hole dipole moment" shedding some light on the true nature of the approximations implicit in the Becke-Johnson model.
I. INTRODUCTION
London dispersion forces are universal attractive forces resulting from dynamical correlations between fluctuating charge distributions. 1 Popular local or gradient-corrected density functionals are known to be inappropriate to describe dispersion interactions correctly and, in spite of several promising attempts in the density functional framework, [2] [3] [4] [5] there is a continuing interest in finding generally applicable and computationally feasible methods to extend the range of validity of density functional theory for van der Waals systems. In a recent series of publications, Becke and Johnson ͑BJ͒ introduced a novel treatment of London dispersion forces. [6] [7] [8] [9] [10] [11] Their model, proposed on the basis of heuristic arguments, relies on the idea that position-dependent dipole moments, d x ͑r͒, given by
can be associated with electrons plus their exchange holes. The exchange-hole dipole moment has been defined for electrons of spin = ͕␣ , ␤͖ in terms of occupied molecular orbitals i ͑r͒ and r ij dipole moment matrix elements, r ij = ͵ dr i ͑r͒ j ͑r͒r.
͑2͒
Supposing that the dipoles d x ͑r͒ of one of the subsystems induce dipole moments in a polarizable partner, and these induced moments interact on their own turn with the dipole moments associated with electrons and their exchange holes belonging to the partner, BJ arrive to the following expression for the C 6 dispersion coefficient,
where the average of the squared exchange-hole dipole moment over the subsystem A is defined as an integral over the volume ⍀ A occupied by the subsystem A,
and ␣ A is the corresponding dipole polarizability. This model has also been extended to higher-order ͑C 8 , C 10 ͒ dispersion coefficients by generalizing the multipolar treatment from dipoles to quadrupoles and octupoles. 9, 10 The reasoning followed by BJ is analogous to that of the reaction field theory of charge fluctuation forces. 12, 13 An additional hypothesis, implicitly used by BJ, consists in replacing one of the fluctuating dynamic charge distributions by its time average.
14 This is essentially equivalent with the direct reaction field approach. 15 As explained in Ref. 16 , the direct reaction field method works reasonably well to describe dispersion interaction between electronic systems with very different excitation energies, like the interaction of core and valence electrons, [17] [18] [19] but for systems having their lowest excited states in a similar spectral range, the direct reaction field model has a systematic tendency of overestimating the dispersion energy by a factor of 2. This provides a partial justification of the heuristic correction factor introduced in the derivation of BJ. 6 The charge density fluctuation can be obtained as a ground state expectation value of a two-electron operator 20 and includes the exchange part of the two-particle density matrix related to the exchange hole. Since the exchange hole is a consequence of the Fermi correlation, its presence in a dispersion energy expression may give rise to the false impression that Fermi correlation is at the origin of the London dispersion forces themselves. This would be in contradiction with the widely accepted view that London dispersion is a Coulomb-correlation effect. The BJ model has already been criticized on this basis. 21 In fact, even in the absence of the exchange hole, charge fluctuation dispersion forces exist in nonfermion systems or between fermion systems without explicit exchange. Therefore, considering the exchange-hole dipole as the origin of the dispersion forces might be conceptually misleading.
The exchange-hole model has the undeniable merit of leading to successful approximate dispersion energy formulas for atoms and molecules. The working expressions, derived from the exchange-hole model, allowed BJ to obtain remarkably good long-range C 6 dispersion coefficients between atoms and molecules 6 from Hartree-Fock wave functions and experimental atomic polarizabilities. An extended version of the model was able to describe full potential curves 7 and binding energies 11 of van der Waals complexes successfully, and the good performance has been maintained even after replacing the Hartree-Fock exchange hole by a density functional model of the hole, involving the density, its gradient, the Laplacian, and the kinetic energy density. 8 The aim of the present work is to propose a nonheuristic derivation of the exchange-hole model, establishing a relationship with the conventional charge density fluctuation model. Since heuristic arguments of the original derivation will be replaced, as far as possible, by clearly identifiable approximations, it is hoped that the range of validity of the BJ method can be better appreciated and possible future improvements can rely on a sounder basis. Starting from the generalized Casimir-Polder formula of the nonexpanded dispersion energy, 1 the concept of exchange-hole dipole moment will be avoided from the outset, and the quantity d x ͑r͒ that appears only at a particular approximation level will be given an alternative interpretation. Recently, I became aware of an ongoing work of Ayers, who used a similar strategy to find a relationship between the BJ model and the conventional perturbational or Casimir-Polder expressions of dispersion forces. 22 As a first step on the way toward an approximate dispersion energy expression, the charge density autocorrelation function ͑average charge density fluctuation͒ will be introduced in an approximate form of the full dynamical charge density response function, as described in Sec. II. The properties of the charge density autocorrelation function are discussed in Sec. III, and it is shown that it is essentially determined by the exchange-correlation hole. Expanding the Coulomb interaction in single-and multicentered multipole series, various long-range dispersion energy expansions, analogous to the BJ model, can be obtained, as shown in Sec. IV. These formulas include a quantity which can be interpreted as the dipole moment of the electron and its exchange-correlation hole and which reduces to the dipole of the electron and its exchange hole for single-determinant wave functions. As discussed in Sec. V, the particular way using the exchange-hole dipole by Becke and Johnson can be regarded as an original method to get a genuine two-electron expectation value that includes certain correlation effects, using information only from a single-determinant wave function. Section VI summarizes the main conclusions of the paper and outlines some possible future perspectives.
II. APPROXIMATE FORM OF THE LONDON DISPERSION ENERGY
The most general nonexpanded expression of the London dispersion energy between two subsystems, A and B, is given in terms of dynamic charge density response functions, ͑r , rЈ ; i͒, by the generalized Casimir-Polder formula 1, 23, 24 
where T͑rЈ , s͒ = ͉rЈ − s͉ −1 is the Coulomb interaction function. In the following, the space variables r , rЈ refer to subsystem A, while s , sЈ are within subsystem B. The dynamical charge density response function of the subsystems is defined as
with ͑r͒ = ͚ A Z ␦͑R − R ͒ − ͚ i N ␦͑r − r i ͒, the total charge density operator. 25 The Casimir-Polder formula ͓Eq. ͑5͔͒ can be easily interpreted in terms of correlated charge density fluctuations between two couples of points in the two subsystems at various frequencies. The sum over all possible pairs of interaction and frequencies yields the total dispersion energy.
The Casimir-Polder formula can be simplified by considering the approximate subsystem response functions,
where a dominant excitation frequency ͑r , rЈ͒ is attributed to each couple of coordinates. This is a generalization of the well-known Unsöld approximation. 26 By requiring that ͑r , rЈ ; i͒ have the same limiting form and satisfy the same sum rules as the exact response function, explicit expressions can be given for S͑r , rЈ͒ and ͑r , rЈ͒.
The zero-temperature fluctuation-dissipation theorem, telling that
where ␦͑r͒ = ͑r͒ − ͑r͒ is the charge density fluctuation operator taken with respect to the mean ground state density ͑r͒, is one of the fundamental sum rules to be satisfied by ͑r , rЈ ; i͒. On this basis, one obtains that S͑r , rЈ͒ is the static charge density fluctuation autocorrelation function,
The zero-frequency limit of the exact charge density response function, ͑r , rЈ ;0͒ϵ͑r , rЈ͒, is equal to ͑r , rЈ ;0͒ and leads to another condition for the average excitation frequency, namely, ប ͑r,rЈ͒͑r,rЈ͒ = 2S͑r,rЈ͒, ͑10͒
where ͑r , rЈ͒ denotes the static charge density response function. Relationships ͑7͒-͑10͒ provide a possible parametrization of the approximate frequency dependent response function in terms of the charge density autocorrelation function and of the zero-frequency limit of the response function. In principle, both the charge density autocorrelation function and the static polarizability can be calculated. The first quantity is a ground state expectation value of a two-particle operator, making problematic its precise estimation from independent particle wave functions. The second one is a response property, and its average over atomic regions can be estimated, for instance, from experimental atomic polarizability data. 7, 8 Direct substitution of relationships ͑6͒ and ͑10͒ in the Casimir-Polder formula, followed by a frequency integration, leads to a nonlocal approximation of the dispersion energy,
The upper index "STK" refers to the fact that this expression is a generalization of the the Salem-Tang-Karplus approximation of the long-range dispersion energy. [27] [28] [29] The first part of the integrand in Eq. ͑11͒ comes from the frequency integral ͓cf. Eq. ͑5͔͒ and will be referred to as the frequency factor,
while the second part of the expression can be called the geometric factor. It should be noted that an analogous approximate nonexpanded dispersion energy expression has been suggested by Longuet-Higgins and Salem in 1961. 20 Quite recently, dispersion energy estimates in terms of an atom-atom decomposition of the exchange part of the second order density matrix were proposed as well. 30 The main advantage of Eq. ͑11͒ with respect to the full Casimir-Polder expression ͓Eq. ͑5͔͒ is that it contains space integrations only. However, it is still quite involved, and further approximations are needed to obtain a computationally practicable form. Before proceeding to such approximations, a few properties of the charge density autocorrelation function will be overviewed in the next section.
III. CHARGE DENSITY AUTOCORRELATION FUNCTION AND THE EXCHANGE-CORRELATION HOLE

A. Global properties
The charge density autocorrelation function S͑r , rЈ͒, also called static form factor, 31 obeys similar symmetry properties and charge-conservation sum rule as the charge density response function itself, i.e., S͑r,rЈ͒ = S͑rЈ,r͒, ͑13͒
͵ drS͑r,rЈ͒ = ͵ drЈS͑r,rЈ͒ = 0.
͑14͒
Remembering the definition of the two-particle density function, the expectation value of the operator 2 ͑r , rЈ͒ = ͑r͒ ͑rЈ͒ − ͑r͒␦͑r − rЈ͒ and its decomposition to a trivial uncorrelated part and a correlation factor, usually written in terms of the exchange-correlation hole h xc ͑r , rЈ͒, the charge density autocorrelation function becomes S͑r,rЈ͒ = ͑r͒h xc ͑r,rЈ͒ + ͑r͒␦͑r − rЈ͒, ͑15͒ establishing a clear relationship between the charge density fluctuation and the exchange-correlation hole.
Since the exchange-correlation ͑xc͒ hole belonging to an electron in r is normalized to minus one, i.e., ͐drЈh xc ͑r , rЈ͒ = −1, for each fixed value of r, it can be considered as a distribution in the variable rЈ with a net charge of −1. Accordingly, one can associate to it a center of charge ͑bary-center͒, denoted by D͑r͒ and defined as D͑r͒ = − ͵ drЈh xc ͑r,rЈ͒rЈ.
͑16͒
The density-weighted average of the xc-hole barycenter function reconstitutes the total electronic dipole moment of the system,
as it can be easily proven with the help of the chargeconservation sum rule valid for the form factor.
The second cumulant moment of the charge density fluctuation, ͗r ␣ r ␤ ͘ c , also called localization tensor, 32 is defined as
͑18͒
This quantity can be written in several equivalent forms. For instance, the following one 33 makes obvious its origin independence:
The trace of the localization tensor ͗r
is non-negative, as it follows from the the Garrod-Percus sum rule. 34, 35 It consists in a "classical" term, the second moment of the charge distribution, and a nonclassical one, involving scalar product of the position operator and the xchole barycenter, D͑r͒.
B. Decomposition over domains
Supposing the partition of the molecular volume in a set of disjoint domains, ͕⍀ a ͖, the form factor and its moments can be decomposed to contributions associated with individual domains and pairs of domains.
The domain decomposition of the form factor S͑r , rЈ͒ leads to a sum of terms, describing the correlation of fluctuations ͑covariances͒ of the number of electrons between pairs of domains,
where for a b, one has the delocalization index, I ab ,
reflecting the number of electrons shared by the two domains. In the a = b case, the localization index, a = I aa , gives the number of electrons localized in the domain ⍀ a . 36 A well-localized domain can be defined by the equality a Ϸ N a , which implies that the xc hole must be ͑at least approximately͒ normalized over the domain ⍀ a , i.e., ͐ ⍀ a drЈh xc ͑r , rЈ͒Ϸ−1. In these conditions the local sum rule,
holds true, providing a condition of the localizability over the domain ⍀ a . Similarly, the second cumulant moment ͗r ␣ r ␤ ͘ c can be decomposed over domains, according to the definition
where R a and R b are appropriately selected fixed centers within the domains ⍀ a and ⍀ b . In well-localized systems, one can take benefit from the local charge-conservation sum rule, leading to an origin-independent form of the domaindecomposed dipole-dipole fluctuation,
͑25͒
As it will be seen in the following, the domain-decomposed generalized Salem-Tang-Karplus dispersion energy expression is considerably simplified for well-localized systems.
What can be considered as a well-localized system/ domain in the above sense? Obviously, unless one has an assembly of closed shell atoms or ions, genuine atomic decomposition of the space, like the quantum theory of atoms in molecules ͑QTAIM͒ partitioning of Bader, 37 is not a good candidate. On the contrary, space domains, obtained by the topological partition of the electron localization function, 38 seem to be good candidates as domains which satisfy much better the above defined localizability criterion.
A very simple example can be provided by the singledeterminant wave function, expressed in terms of a set of localized spin-orbitals, ͕ i ͑r͖͒. Such a system is well localized if the product ͑differential overlap͒ i ͑r͒ j ͑r͒ of two different localized orbitals ͑i j͒ of -spin electrons is small and therefore the xc hole, which reduces for a single determinant to an exchange hole, can be represented in the following "diagonal" form:
In this limit, the molecular space is in effect divided to approximately disjoint regions ⍀ i , where ͉ i ͑r͉͒ 2 / ͑r͒Ϸ1. Introducing the function ⌰ i ͑r͒ which is unity if r ⍀ i and 0 otherwise, the exchange-hole function becomes approximately
It is easy to see that such a subdivision of the molecular space satisfies the local charge-conservation sum rule. Furthermore, the exchange-hole barycenter function D ͑r͒ is nearly constant in a given domain ⍀ i ,
where D i = ͗ i ͉r͉ i ͘ is the centroid of the localized orbital.
In other words, within a domain of a given electron pair, the shape of the exchange hole remains stable and, by consequence, the position of the exchange-hole barycenter remains practically unchanged within the domain. 39 The main result of this section is that the form factor ͑charge density autocorrelation function͒ S͑r , rЈ͒, which is a ground state measure of the average charge density response, is essentially determined by the exchange-correlation hole. Therefore, the connection between the dispersion energy and the exchange-correlation hole ͑and in some extent, with its major component, the exchange hole͒ is formally established through the Casimir-Polder formula. Furthermore, an analysis of the domain decomposition of the zeroth and second cumulant moments of the charge density highlighted the particular status of a partition to "well-localized" domains, which are characterized by a vanishingly small fluctuation of their total charge.
IV. MULTIPOLE EXPANSIONS OF THE DISPERSION ENERGY
A multipole expansion of the Coulomb interaction will be applied first by treating subsystems A and B globally and then by considering a partition of each subsystem to localization domains ⍀ i , in the spirit of the distributed multipole description of intermolecular forces.
40
A. Single-center expansion of the dispersion energy
As far as the distance between the subsystems is sufficiently large, the Coulomb interaction function T͑r , s͒ can be expanded in multipole series around appropriately selected centers R A and R B as
where the
A summation over repeated indices ␣ , ␤, which stand for the Cartesian components x , y , z, is assumed.
The general expression ͓Eq. ͑11͔͒ implies that the position-dependent frequency factor is to be integrated together with the geometric factor. However, we can assume that the position-dependent mean excitation energies ប A ͑r , rЈ͒ of a given subsystem are approximately constant. Therefore, the system averaged frequency factor F AB , to be defined below, will be taken out of the integral.
The dispersion energy expression ͓Eq. ͑11͔͒ can be integrated over the space variables after substitution of the multipole expansions ͓Eq. ͑29͔͒. By the virtue of the chargeconservation sum rule ͓Eq. ͑14͔͒, all low-order terms vanish, up to the dipole-dipole interaction contribution, which becomes the leading term. Using the origin independence of the second cumulant moment of the charge density fluctuation, defined in Eq. ͑18͒, one has
where an implicit summation convention over the repeated indices ͑Cartesian components͒ is assumed. As a further simplification, the cumulant tensors can be replaced by their spherical averages, ͗r ␣ r ␤ ͘ c = ͑1/3͒␦ ␣␤ ͗r 2 ͘ c , where
It remains to determine an approximate value of the frequency factor F AB . In harmony with the spherically averaged dipole approximation, it can be written in terms of the mean dipole polarizability, ␣ = ͑1/3͚͒ ␣ ␣ ␣␣ , and the spherically averaged second cumulant moment as
and combining all together one obtains straightforwardly the following expression for the dispersion energy of two interacting subsystems in the dipole approximation:
͑33͒
This expression is just the Salem-Tang-Karplus ͑STK͒ formula, [27] [28] [29] which provides one of the best available approximations to the C 6 coefficient. For instance, for a set of binary complexes formed by rare gas atoms ͑He, Ne, Ar, Kr, Xe͒ the STK approximation, using input ͗r 2 ͘ c and ␣ values derived from experimental sum rules, 41 provides C 6 coefficients with an accuracy of 4.2%, which remains around 4% even if the test set is augmented by H, Li, Na, and K atoms. Although similar in its form, Eq. ͑33͒ obtained from the present derivation differs from the one proposed by BJ ͓Eq. ͑3͔͒ by replacing the dipole moment fluctuations ͗r 2 ͘ c by the average of the squared distance between the electron and the barycenter of its exchange hole ͗d x 2 ͘ ͓Eq. ͑4͔͒. Introducing the vector d͑r͒ = D͑r͒ − r, between the position r and the corresponding exchange-correlation hole barycenter D͑r͒, the second cumulant moment can be written also as
͑34͒
in contrast to the quantity used by BJ ͓Eq. ͑4͔͒, which is
͑35͒
A possible interpretation for this difference will be presented in Sec. V.
B. Multicenter expansion of the dispersion energy
Single-center multipole expansions of the Coulomb interaction between two systems are valid only between small, nearly spherical systems. 42 For extended systems of nonspherical shape, it is advisable to use a multicenter multipole expansion, around several appropriately chosen centers. For instance, a multicentered multipolar approach 43 has been developed for QTAIM atomic domains, 44, 45 where the local expansion centers are the nuclear sites. This method leads to numerous, mostly small, multipole-multipole contributions of the Coulomb interaction ͑e.g., charge-charge, chargedipole, and dipole-dipole͒ coupling different pairs of atomic sites. The general form of the multicenter expansion of the dispersion energy is particularly complicated, since it involves all possible multipole-multipole couplings of four sites, two in each of the subsystems.
At present, in a somewhat unusual manner, the expansion centers will be chosen as the centroids of the exchange holes, D͑r͒ and D͑s͒, and they move together with the position variables within each subsystems r and s. Using the shorthand notation d͑r͒ = D͑r͒ − r, the first few terms of the expansion is
where again a summation over the repeated Cartesian indices is assumed. A considerable simplification can be achieved, as far as one supposes that both subsystems A and B are composed of well-localized domains ⍀ i , ⍀ i Ј and ⍀ j , ⍀ j Ј . Supposing that the frequency factor is constant for a quadruplet of domains, the fourfold integral can be significantly simplified by considering that the exchange-correlation hole barycenter is approximately constant with such a domain, i.e., D͑r͒ϷD i for r ⍀ i . By the virtue of the local charge-conservation sum rule ͓Eq. ͑23͔͒ and after neglecting the two-center dipole-dipole contributions ͗r ␣ r ␤ ͘ c iiЈ , one arrives to the following expression of the domain-decomposed dispersion energy:
where
Similarly to the case of the single-center expansion, the dipole fluctuation tensors can be replaced by their spherical averages and the frequency factor F ij can be estimated using a spherical average of the polarizability density and of the second position moment of the form factor taken over the localization domains ⍀ i and ⍀ j , respectively,
Putting everything together, the dispersion energy can be written as
͑39͒
It should be emphasized that, unlike most of the usual distributed ͑multicenter͒ expressions of the dispersion energy based on an atomic or functional group partitioning, the domains ⍀ i used in the present formulation correspond specifically to a maximum of electron ͑or electron pair͒ localization, according to a minimum fluctuation criterion.
Furthermore, in analogy to the case of the one-center expansion, treated in the previous subsection, the multicenter formula differs from the one suggested by BJ by the ͗r 2 ͘ c ⇒ ͗d x 2 ͘ substitution. Recall that the quantities ͗r 2 ͘ c i are supposed to be evaluated with the exact exchange-correlation hole, the calculation of ͗d x 2 ͘ requires only the independent particle exchange hole.
It can be concluded that, in spite of a formal analogy between the result of the present derivation and the expressions suggested by Becke and Johnson, neither the single-, nor the multicentered expansions of the approximate dispersion energy are identical with the predictions of the exchange-hole model. This first-principles derivation, without any heuristic adjusting of numerical factors, makes clear that the central quantity to be calculated from the subsystem wave functions is the the second cumulant moment of the charge density. This is a genuine two-electron quantity to be evaluated from correlated wave functions, using the exchange-correlation hole, and as it has already been remarked by BJ, a noncorrelated, single-determinant approximation to the second cumulant moment is insufficient to achieve a satisfactory accuracy of the dispersion coefficients. It seems that by the simple fact of substituting the second cumulant moment by a strictly single-determinant quantity, called by BJ the average of the squared exchange-hole dipole moment, i.e., the average of the squared distance between the electron and its exchange-hole, Becke and Johnson succeeded in bypassing the explicit evaluation of correlation effects on the dipole fluctuation. In fact, this point seems to be the most intriguing aspect of the Becke-Johnson model. A somewhat formal analysis of this question will be given in the next section.
V. CORRELATION EFFECTS ON THE DIPOLE MOMENT FLUCTUATION
As it has already been mentioned by BJ, the SalemTang-Karplus expression ͓Eq. ͑33͔͒, when applied with experimental atomic polarizabilities and ͗r 2 ͘ c values derived from experimental oscillator strength sum rules, 41 leads to excellent dispersion coefficients, to an accuracy better than 5%. On the contrary, the same expression leads to a bad precision of around 30%, if the ͗r 2 ͘ c values are taken directly from uncorrelated Hartree-Fock atomic wave functions. 6 In the meantime, the BJ formula, which heuristically replaces ͗r 2 ͘ c by ͗d x 2 ͘, seems to reproduce the values of explicitly correlated dipole moment fluctuations using the exchange hole only. The use of ͗d x 2 ͘ expectation values calculated from Hartee-Fock wave functions instead of ͗r 2 ͘ c improves significantly the agreement with the experiment. As it can be verified using atomic ͗d x 2 ͘ and Hartree-Fock ͗r 2 ͘ c data published by BJ, 6 the mean absolute error of the C 6 coefficients decreases from about 30% to 14% for a set of complexes composed of noble gas and alkaline atoms.
The fact that the STK dispersion energy expression of ͗d x 2 ͘ in a single-determinant context improves considerably the quality of the results, as compared to the numbers obtained by ͗r 2 ͘ c from the same single determinant, suggests that the BJ expression fortuitously includes some implicit correlation effects, even if the calculation is entirely based on the Hartree-Fock wave function. In the following, this hypothesis will be examined in more detail.
First, remark that in the general case, the mean of d x 2 ͑r͒ leads to a quantity which is similar to the total dipole moment fluctuation of the system and differs from it by a corrective term,
where D ͑r͒ is the centroid of the exchange hole of a singledeterminant wave function, and ͗r 2 ͘ c,SD is the second cumulant moment calculated from from a single determinant. The correction can be regarded also as a measure of the asphericity of the electron pairs, which vanishes for spherically symmetric systems ͑atoms͒ containing only s electrons. Since in general, due to the neglect of electron-correlation effects, Hartree-Fock dipole moment fluctuations are systematically larger than the experimental ones, the smaller ͗d x 2 ͘ expectation values are necessarily smaller and are in better agreement with experience. Thus, in some sense the use of ͗d x 2 ͘ can be regarded as a correction to the insofar neglected correlation effects to ͗r 2 ͘ c . A possible justification of the BJ expression can be given by looking for an approximation to the correlated form factor S͑r , rЈ͒ in terms of the noncorrelated form factor, S 0 ͑r , rЈ͒ = ͑r͒h x ͑r , rЈ͒ + ͑r͒␦͑r − rЈ͒, and the exchange hole h x ͑r , rЈ͒. For instance, starting from the following "superposition approximation:"
it is easy to recover the BJ expression as the second moment of S͑r , rЈ͒. In fact,
The density-weighted average of r · ͑r − D ͑r͒͒ provides the exchange-only contribution, which is reduced by the "correlation" contribution of −D ͑r͒ · ͑r − D ͑r͒͒. Although the above sketched superposition approximation arguments are admittedly phenomenological, they may shed some light on the most interesting feature of the BeckeJohnson model, which consists in producing good-quality expectation value of the second cumulant moments from a one-determinant wave function. Deeper reasons for the success of this way of calculating them are probably worthwhile to be clarified in the future.
VI. CONCLUSIONS AND PERSPECTIVES
Starting from the nonexpanded generalization of the Casimir-Polder formula, the zero-temperature fluctuationdissipation theorem and a simple condition for the lowfrequency behavior of the one-term approximation to the dynamical charge density response function were used to derive approximate nonexpanded dispersion energy expressions. It has been shown that the key quantities are the charge density autocorrelation functions and static charge density susceptibilities of the subsystems. In a subsequent step, which consists in performing a multicenter multipolar expansion of the interaction, the centroids of the exchange-correlation holes appeared as natural expansion origins, making possible further simplifications of the formulas in the case of welllocalized systems, and have led to the working expressions similar to those of the exchange-hole model.
The present attempt to derive the BJ exchange-hole model from first principles rationalizes the relationship between the correlation of charge density fluctuations, which is the basic physical mechanism that explains the origin of London dispersion forces and the exchange-correlation hole. The exchange-hole densities of interacting subsystems play an important role, since they are related to one of the nonclassical contributions to the charge density fluctuation in an electronic system. Recalling that the derivation of the multicenter expressions heavily relies on the existence of localization domains, it can be conjectured that the locally additive 1/R 6 form of the dispersion interaction energy is valid for well-localized electronic system, as it has already been discussed by Longuet-Higgins and Salem. 20 Such a hypothesis is in harmony with recent results of Dobson et al., 46 who showed that the interaction potential of metallic ͑strongly delocalized͒ bodies cannot be deduced from a locally additive 1 / R 6 law. It is remarkable that in the present scheme, the maximum localizability domains ͑instead of commonly used atomic domains͒ appear naturally as the optimal partition of the molecular space for a multicenter description of dispersion forces.
Even if various versions of the BJ model were able to give rather satisfactory numerical results for van der Waals complexes, a number of open questions remain. For instance, how to treat intramolecular London dispersion forces, which have important impact on the conformation of macromolecules? Is it possible to have a fully ab initio approach, without using empirical atomic polarizability values? What happens in strongly delocalized systems? In order to answer these questions, one should probably choose another strategy, starting from the noninteracting charge density response function of the entire system, possibly in an approximate form, and taking into account electron localization subsequently. Work in these directions is in progress.
