This paper applies the variational iteration method to solve two systems of nonlinear partial differential equations, numerically and/or analytically. Two examples are given to illustrate the accuracy and effectiveness of the method. Comparison with Adomian decomposition method reveals that the method is easier to be implemented.
INTRODUCTION
In this paper, we obtain numerical and/or explicit solutions for two systems of nonlinear partial differential equations. The first one is a coupled higherdimensional Burgers equation. The other is an integro-differential reaction diffusion equation. We apply the variational iteration method (see [1, 2, 3, 4] ) to find the explicit and numerical solutions of these systems.
In many different fields of science and engineering, it is very important to obtain exact or numerical solutions of nonlinear partial differential equations. It is well known that nonlinear phenomena are very important in a variety of scientific fields, especially in fluid mechanics, solid state physics, plasma physics, plasma waves and chemical physics. Searching for exact and numerical solutions, especially for traveling wave solutions of nonlinear equations in mathematical physics plays an important role in soliton theory [8, 9] . Recently many new approaches to nonlinear equations were proposed, such as Backlund transformation [10] , Hirota's bilinear method [10] , the sine-cosine method [11] , the homogeneous balance method [12, 13] , the Riccati expansion method [14] , homotopy perturbation method [15, 16, 17, 18, 19, 20, 21, 22, 23] , spectral collocation method [26, 27, 28, 29, 30] , parameter expansion method [31, 32, 33] and others. Among all of the analytical methods in open literature, the variational iteration method proposed by He [1, 2, 3, 4] is the most promising method for all kinds of nonlinear equations. It is an epoch-making theory after the perturbation method. The main application of the variational iteration method shows miraculous exactness and convenience compared to other methods [5, 6, 7] . The variational iteration method is explained in the following section.
The motivation of this paper is to illustrate the merits of the method in solving some differential equations. The reminder of this paper is organized as follows: in the following section variational iteration method is explained. In Section 3 we apply the variational iteration method to solve two test problems. The paper is concluded in Section 4.
VARIATIONAL ITERATION METHOD
In 1978, Inokuti et al. [24] proposed a general Lagrange multiplier method to solve nonlinear problems. In this method the solution of a mathematical problem with linearization assumption is used as an initial approximation or a trial function. Then a more highly precise approximation at some special point can be obtained. To illustrate the variational iteration method (VIM), consider the following differential equation where L is a linear operator, N is a nonlinear operator, g(t) is an inhomogeneous term and u is an unknown function. Ji-Huan He modified the above method into an iteration method. He's iteration method, or more precisely, He's variational iteration method [2, 3, 4, 25, 34, 35] constructs a correctional functional as follows where λ is a general Lagrange multiplier [1, 2, 3] , which can be identified optimally via the variational theory, the subscript n denotes the nth approximation and u ∼ n is consider as a restricted variation [1, 2, 3] , i.e., δu ∼ n = 0. The variational iteration method has been shown to solve effectively, easily, and [36] . In review paper [36] there exists a complete knowledge of He's variational iteration method. In the next section, the variational iteration method has been successfully used to study two systems of nonlinear partial differential equations. The obtained results are consistent with those found by other methods such as Adomian decomposition method [37, 38] .
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METHOD OF SOLUTION
In this section we obtain the explicit and/or numerical solutions of two test problems.
Problem 1. The first test problem is a coupled higher-dimensional Burgers equation [40, 42] and has the following form (1) where ∆ is the two-dimensional Laplacian operator, that is
The initial conditions of system (1) are (2) where and f, F, α, β, γ, δ are arbitrary constants. To obtain the solution of system (1) by variational iteration method the correction variation functional in t-direction, respectively, can be expressed as 
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Solution of Some Systems of Nonlinear Partial Differential Equations by Variational Iteration Method and The Lagrange multipliers therefore, can be identified as λ 1 (τ) = −1 and λ 2 (τ) = −1. Thus, the following variational iteration formulas can be obtained (5) and (6) By initial conditions (2), we start with initial approximations u 0 = u(x, y, 0), v 0 = v(x, y, 0) and by (5) and (6), in t-direction we can obtain the following results:
In the same manner the rest of components of the iteration formulas (5) and (6) can be obtained using the Maple Package [39] . The solutions of u(x, y, t) and v(x, y, t) in closed form are found to be
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which are the solitary wave solutions for system (1) with S 1 = αFR, S 2 = αf + β, k = −αF, l = S 2 , w = 2βF and f, F, α, β, γ, δ are arbitrary constants. This result can be verified through substitution (see, e.g., [40] ).
It must be noted that, Problem 1 is an extension of two-dimensional Burgers' equations in Soliman's paper [41] .
In order to verify, numerically, whether the proposed methodology leads to a high accuracy, we can evaluate the numerical solutions using mth approximations. These show the high degree of accuracy and in most cases u m , the mth approximation, is accurate for quite low of m (m = 1,2). In an m -order approximation we approximate the analytical solution of system (l) by Figure 1 . We show the error curves of the approximations u m of u (x, y, t) in Figures 2 and 3 . These figure show the 'residual error' for mth-order approximations as and clearly indicate that the VIM gives a rapid convergence. From these results we conclude that the variational iteration method for this system gives a remarkable accuracy in comparison with our analytical solution of equations (7) such as Adomian decomposition method (see, e.g., [43] ). Problem 2. In this model we consider an initial value problem for integrodifferential reaction diffusion equation [44] as (8) where α > 0, 0 < β < l + α, λ > 0, − ∞ < x < + ∞, and t > 0, whereas g is an even function that satisfies g (y) → 0 as y → ±∞, and so Equation (8) represents the nonlocal reaction diffusion population to model the behavior of a single species that derives some competitive advantage from local aggregation (modeled by term αu in (8)) within the capacity of the local environment (modeled by the term −βu 2 in (8)), but also competes with itself through the depletion of resources in a neighborhood of its original position (modeled by the convolution integral in (8)). Here, we begin by focusing on the simple kernel . Since this particular choice of g (y) is the Green's function for an ordinary differential equation, hence (8) is equivalent to the coupled equations (9) with the following initial and boundary conditions 
The obtained results by variational iteration method for u(x, y, t) and v(x, y, t) summarized in
El-Wakil et al. [45] by using Adomian decomposition method solved this system, numerically.
To solve system (9) by variational iteration method, we construct correction functional which reads (11) (12) where and are considered as restricted variations, i.e., δ = 0 and δ = 0. Similar to previous problem by making the correction functional (11) and (12) we can obtain the stationary conditions as The Lagrange multipliers therefore, can be identified as λ 1 (τ) = −1 and λ 2 (ξ) = ξ − x and the following variational iteration formulas can be obtained as 
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We start with initial approximations u 0 = u (x, 0) and v 0 = v (0, t) which are given by (10) , that is By the iteration formulas (13) and (14) in t-direction and x -direction, respectively and assuming that α = 0.5, β = 1, λ = 0.03, we can obtain directly the other components as and so on. In a similar manner the rest components of the iteration formulas (13) and (14) can be obtained using Maple Package [39] . Results which obtained by variational iteration method are exactly the same results which are obtained by the Adomian decomposition method in [45] . The behavior of the solution obtained by variational iteration method using 3th approximation for different values of time are shown in Figure 4 . We can see the high degree of accuracy and in most cases u m , the mth approximation, is accurate for quite low volume of m (m = 3). From these results we conclude that the variational iteration method for our models gives a remarkable accuracy in comparison with our analytical solution of equations. 
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