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In memory of Ron Graham
ABSTRACT. We introduce and study randomized sequential importance sampling
algorithms for estimating the number of perfect matchings in bipartite graphs.
In analyzing their performance, we establish various non-standard central limit
theorems. We expect our methods to be useful for other applied problems.
1. INTRODUCTION
Sequential importance sampling is a widely used technique for Monte Carlo
evaluation of intractable counting and statistical problems. Using randomized
algorithms, we apply this method to estimate the number of perfect matchings in
bipartite graphs for a suite of test problems [16] where careful analytics can be
carried out. We think that our techniques should be useful for estimating the number
of perfect matchings in other types of bipartite graphs, and also for a variety of
applied problems, such as counting and testing for contingency tables [10] and for
graphs with given degree sequence [5].
Importance sampling uses a relatively simple measure µ to obtain information
about a more complicated measure ν  µ of interest. The Kullback–Leibler
divergence L = Eν log(dν/dµ) relates the two. Recent work [9] (see Section 2.2)
shows that, if log(dν/dµ) is concentrated, roughly eL samples from µ are necessary
and sufficient to well approximate quantities of the form
∫
f dν .
In this work, µ is the uniform measure on the set of perfect matchings of a given
graph, and ν is some other measure on this set induced by a randomized sampling
algorithm. This work is the first to prove limit theorems for log(dν/dµ) for a
variety of graphs and algorithms, and thereby accurately gauge the efficiency of
importance sampling in this context. Even for simple graphs and natural sampling
algorithms, this turns out to be quite a non-standard problem.
Typically L∼ cn is asymptotically linear, resulting in algorithms with exponential
running times. However, the constants c involved are small enough so that, for n of
practical interest, accurate estimates of huge numbers are available using reasonably
small sample sizes. Indeed, our algorithms compare well with polynomial Markov
chain Monte Carlo algorithms [4, 17, 21] within this range of n.
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2 P. DIACONIS AND B. KOLESNIK
1.1. Setup. Suppose that Bn is a bipartite graph on vertex sets Un = {u1, . . . ,un}
and Vn = {v1, . . . ,vn} with various edges between them. LetMn be the set of perfect
matchings in Bn, supposing here and throughout thatMn 6= /0. We identify a perfect
matching in Mn with the permutation pi ∈ Sn such that pi(i) = j if ui and v j are
matched (and so speak of perfect matchings and permutations interchangeably).
In a variety of statistical problems arising with censored or truncated data it is
important to understand the distribution of various statistics, e.g., the number of
involutions, cycles or fixed points of uniformly distributed elements of Mn. For
example, Efron and Petrosian [18] need random matchings in a bipartite graph
arising in an astrophysics problem; see [16] for discussion on how many such
matchings are required in tests for parapsychology. These are provably #P-complete
problems, so approximation is all that can be hoped for. See Section 2.1 for further
discussion on matching theory.
u1
u2
u3
u4
u5
v1
v2
v3
v4
v5
FIGURE 1. A bipartite graph and its three perfect matchings.
Importance sampling, selects pi ∈Mn according to a distribution P(pi) which
is relatively easy to sample from. For instance, consider the case that vertices in
Un are matched in the fixed order u1,u2, . . . ,un, where in the ith step ui is matched
with a vertex v ∈Vn uniformly at random amongst the remaining allowable options.
Then P(pi) =∏i |Ii|−1, where Ii(pi)⊂Vn is the set of vertices v ∈Vn which (a) are
not matched with any of u1,u2, . . . ,ui−1 and (b) such that if next ui is matched with
v then it would still be possible to complete what remains to a perfect matching.
For example, the graph in Figure 1 has three perfect matchings pi1 = 12534, pi2 =
12543 and pi3 = 24153. Under the algorithm described in the previous paragraph,
P(pi1) = 1/4, P(pi2) = 1/4 and P(pi3) = 1/2. To see this, note that u1 can be
matched with either v1 or v2. In the former case, u2 must be matched with v2, and
then u3 must be matched with v5, and then finally u4 can then be matched with either
v3 or v4 (and then u5 is matched with whichever of v3 and v4 remains to complete
the matching). In the latter case, once u1 is matched with v2, the rest of the matching
is forced, as then there is only one way to complete to a perfect matching.
The first key observation is that, letting Mn = |Mn| and T (pi) = P(pi)−1, we have
ET (pi) =∑
pi
T (pi)P(pi) = Mn,
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so T (pi) is an unbiased estimator of Mn. Moreover, if pi1, . . . ,piN is a sample from
P(pi) then
Pu(Q(pi)≤ γ2) .= 1N
N
∑
i=1
δ (Q(pii)≤ γ2)T (pii),
where on the left, Q(pi) is a statistic of interest and u = 1/Mn is the uniform
distribution onMn.
As already mentioned, recent work [9] suggests that in many cases a sample
of size N .= eL is necessary and sufficient to well approximate Mn by an impor-
tance sampling algorithm, where L = Eu log(T (pi)/Mn) is the Kullback–Leibler
divergence of the importance sampling measure P(pi) from the uniform measure
u = 1/Mn onMn. To apply this result, one needs to verify that logT (pi) under u is
concentrated about its mean. See Section 2.2 for more details.
1.2. Results. Our main focus is the the test case of Fibonacci matchings
Fn,1 = {pi ∈ Sn : |pi(i)− i| ≤ 1}.
Our techniques also extend to other related classes of graphs introduced in [16],
such as t-Fibonacci matchings
Fn,t = {pi ∈ Sn :−1≤ pi(i)− i≤ t},
and distance-d matchings
Dn,d = {pi ∈ Sn : |pi(i)− i| ≤ d}.
FIGURE 2. The 5 Fibonacci matchings of size n = 4.
For simplicity, we restrict ourselves for the time being to the Fibonacci case. The
reason for the name is that Fn,1 = |Fn,1| is equal to the Fibonacci number Fn+1, as is
easily seen by considering whether pi(1) = 1 or pi(1) = 2 (in which case necessarily
pi(2) = 1). Although the size ofFn,1 is known, our aim is to estimate Fn,1 by various
importance sampling algorithms, so as to obtain a benchmark for its performance
and to gain insight towards applying these methods in more complicated situations,
in practice and theory.
For example, when n = 4, there are 5 Fibonacci matchings. Two distributions P1
and P2 are listed below, corresponding to proceeding in orders 1,2,3,4 and 2,3,1,4,
in each step matching i at random amongst its neighbors whose matchings are yet
to be determined. For instance P1(1234) = 1/8, since 1 can be matched with 1 or 2;
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then given pi(1) = 1, 2 can be matched with 2 or 3; then given pi(12) = 12, 3 can be
matched with 3 or 4, and then pi(4) = 4 is forced. Similarly P2(1324) = 1/3, since
2 can be matched with 1, 2 or 3; then given pi(2) = 3, the rest of pi is forced.
TABLE 1. Two schemes for Fibonacci matchingsF4,1.
pi 1234 2134 1324 1243 2143
P1(pi) 1/8 1/4 1/4 1/8 1/4
P2(pi) 1/6 1/6 1/3 1/6 1/6
A natural question to ask is how accurately can one estimate Fn,1 by an importance
sampling algorithm A which in each step matches the current index i with another
index uniformly at random (amongst the remaining allowable options). We consider
three such algorithms Ar, A f and Ag which match indices [n] in uniformly random
order, the fixed order 1,2, . . . ,n, and according to a certain greedy order. In each
step of Ag the smallest unmatched index i is matched amongst those indices i with
the maximal number of remaining choices for pi(i). For instance, if in the first step
of the algorithm 2 is matched with 1 or 2 (in which case pi(12) is determined), then
4 is matched in the next step; whereas if 2 is matched with 3 (in which case pi(123)
is determined), then 5 is matched in the next step.
To analyze the performance of these algorithms, we prove the following central
limit theorems.
Theorem 1.1. Consider the distributions Pr(pi), Pf (pi) and Pg(pi) on Fibonacci
matchings pi ∈Fn,1 obtained by algorithms Ar, A f and Ag, which in random, fixed
and greedy orders (as above), sequentially match indices randomly amongst the
remaining allowable options. Then, under the uniform measure u = 1/Fn,1,
logTr(pi)−µrn
σr
√
n
,
logTf (pi)−µ f n
σ f
√
n
,
logTg(pi)−µgn
σg
√
n
all converge in distribution to standard normals N(0,1), where
µr
.
= 0.4944, µ f
.
= 0.5016, µg
.
= 0.4913,
σ2r
.
= 0.0267, σ2f
.
= 0.0430, σ2g
.
= 0.0195.
See Theorems 3.2, 3.4 and 3.5 below for the precise values of µ and σ2. Using
[9] discussed above, we find that about N∗ = eµn+σ
√
n/Fn,1 samples are sufficient
to well approximate Fn,1. For example, only about 194, 1520 and 75 samples are
required for F200,1
.
= 4.5397×1041 by algorithms Ar, A f and Ag. See Section 3.7 for
more data.
In particular, we verify a conjecture of Don Knuth [22] that about ecrn+O(
√
n),
where cr
.
= 0.013, samples are needed to approximate Fn,1 using Ar. Indeed, by
Theorem 3.2, and since Fn,1 ∼ ϕn+1/
√
5, where ϕ = (1+
√
5)/2, we find
cr =
1
5
(
13
6
− 2√
5
) log2+
1
5
(1+
1√
5
) log3− logϕ .= 0.013143.
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1.3. Discussion. We conclude with a series of remarks.
1.3.1. Comparing algorithms. By the results above we see that, in the case of
Fibonacci matchings, the random order algorithm Ar performs significantly better
than A f , which matches “from the top.” This was not clear to us at the outset,
and was an early motivating question. It would appear that the reason for this is
that typically in several steps of Ar there are three choices for pi(i), whereas in A f
there are only ever at most two. The greedy algorithm Ag capitalizes on this, and
outperforms the others. Note that, although the means µr, µ f and µg are roughly
comparable, the variances σ2r , σ2f and σ2g differ significantly.
The intuition behind Ag (sequentially matching the nearest unmatched vertex
amongst those of largest degree) may lead to useful strategies for other classes of
matchings, or other similar combinatorial tasks (where, depending on the situation,
“largest degree” might be replaced with e.g. “most spead out choice”).
1.3.2. Exponential running times. Further to the exponential running times of our
algorithms, we mention here that we also consider variants in Section 3.5 which
make non-uniform decisions about how to match indices. Such non-uniform choices
are crucial in the application of sequential importance sampling to estimating the
number of contingency tables with fixed row/column sums [10] or the number of
graphs with a given degree sequence [5]. The present paper gives the first set of
cases where such improvements can be proved.
More specifically, we find “almost perfect” versions A∗, for which VaruT (pi) =
O(1). Such algorithms require only O(1) samples to well approximate Fn,1. For
example, in the case of the fixed order algorithm A f , we obtain A∗f by in step i setting
pi(i) = i with probability 1/ϕ and pi(i) = i+1 with probability 1/ϕ2 (unless in the
previous step pi(i−1) = i, in which case the matching pi(i) = i−1 is forced). Recall
that Fn,1 ∼ ϕn+1/
√
5, so 1/ϕ and 1/ϕ2 are the asymptotic proportions of Fibonacci
matchings with pi(1) = 1 and pi(1) = 2. The optimal probabilities for other “almost
perfect” algorithms A∗ are found by similar considerations.
Of course, in these examples we have used the asymptotics of Fn,1, which in
practice we would instead be attempting to approximate. Nonetheless, these obser-
vations suggest that adaptive versions of our algorithms (using e.g. the cross-entropy
method [13]) might achieve sub-exponential running times.
1.3.3. CLTs for random order. Although Fibonacci matchingsFn,1 and the random
matching scheme Ar are quite simple and natural, we do not see a clear way of
proving a central limit theorem for Ar by standard techniques. Instead, we apply
the theory of Neininger and Rüschendorf [29] for probabilistic recurrences associ-
ated with randomized divide-and-conquer algorithms, often occurring in computer
science contexts. This work develops an observation of Pittel [30] that random
combinatorial structures with “nearly linear” mean and variance, and a recurrence
for the associated moment generating functions, are often asymptotically normal.
These methods may be useful for analyzing the performance of importance sampling
algorithms in other applications.
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The main difficulty in proving versions of Theorem 1.1 for Ar on matchings in
Fn,t and Dn,d , more generally, is calculating the mean and variance of logTr(pi).
The computations become quite involved. The theory of [29] on the other hand is
considerably robust.
1.3.4. Related works. Importance sampling was recently applied to Fibonacci and
related matchings in [11]. This work takes a combinatorial approach to obtaining,
amongst other results, the asymptotics for the mean and variance of logT (pi) under
certain fixed order matching schemes. The present work, on the other hand, uses
probabilistic arguments to obtain central limit theorems for logT (pi). This allows
for a more accurate evaluation of the performance of these algorithms.
A different approach to proving central limit theorems, using limit theory for
inhomogenious Markov chains is being developed by Andy Tsao [32]. These are
competitive with the present approach in some cases, but also suffer from the same
difficulty we have; it is often not straightforward to compute the mean and variance
of the limiting normals.
In some of our examples, generating functions for quantities of interest are
available, either in closed form, or as solutions of differential equations. In these
cases, methods of analytic combinatorics can give central limit theorems. For a
worked example with t-Fibonacci matchings, see Melczer [25] Section 5.3.3.
We also establish central limit theorems for random order matching schemes,
which seem inaccessible by the methods in [11, 32]. Prior to our work, the best
upper bound for the required sample size N in the case of sampling from Fn,1
using Ar was N ≤ 6n/3/Fn,1, coming from the recent work [14], where Brègman’s
inequality [8] from matching theory is used to show that for any bipartite graph
N ≤ 1
Mn
n
∏
i=1
di!1/di .
However, this general bound only gives that for algorithm Ar, a sample of size
1.6446×1010 is sufficient to well approximate F200,1. However Theorem 1.1 shows
that far fewer, only about 194 samples, suffice.
1.3.5. MCMC alternatives. Another approach to computing averages over bipartite
matchings is to use the Markov chain Monte Carlo algorithms of [4, 17, 21]. These
have provable polynomial running times. Unfortunately, since the focus in the
computer science theory literature is on general results, the running times are
given as O∗(n7) (where O∗ hides logarithmic factors and dependence on an error
parameter ε controlling the accuracy of the algorithm). For our example of Fibonacci
matchings, the greedy algorithm Ag, for instance, outperforms n7 within a range of
practical interest, until about n = 4894.
We have here of course committed the offense of using a general bound on a
specific problem. Indeed, for the special case of Fibonacci matchings, [6, 7, 32]
shows that the Markov chain mixes in order n logn. Alas, the n7 bound is all that is
generally available; tuning the results for specific graphs is hard work and largely
open mathematics. With this caveat, we will compare with the benchmark n7 in
what follows.
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2. BACKGROUND
This section gives additional background on matching theory and importance
sampling, as well as a brief review of related literature.
2.1. Matching theory. Matching, with its many attendant variations, is a basic
topic of combinatorics. The treatise of Lovász and Plummer [24] covers most
aspects. While there are efficient algorithms for determining if a bipartite graph has a
perfect matching, Valiant [33] showed that counting the number of perfect matchings
is #P-complete. We encountered the enumeration and equivalent sampling problems
through statistical testing scenarios where permutations with restricted positions
appear naturally. They appear in evaluating strategies in card guessing experiments
[12, 15]. In [16] bipartite matchings occur in testing association with truncated
data. Other statistical applications are surveyed in Bapat [1]. Matching problems
have had a huge resurgence because of their appearance in donor matching for
organ transplants, medical school applications and ride sharing à la Uber/Lyft where
drivers are matched to customers, see e.g. [26] and references therein.
A host of approximation algorithms are available. These range from probabilistic
limit theorems (e.g., the chance that pi(i) 6= i for all i) with many extensions, see [2]
through recent work on stable polynomials [3]. As discussed above, the widely cited
works [4, 17, 21] offer Markov chain Monte Carlo approximations which provably
work in O∗(n7) operations.
2.2. Importance sampling. Let X be a space with ν a probability measure on
X . For a real valued function onX with finite mean, let
I( f ) =
∫
f (x)ν(dx).
One wants to estimate I( f ), however this can be intractable, so one calls upon a
second measure µ  ν that is “easy to sample from” with
ρ(x) = dν/dµ.
Then I( f ) =
∫
f (x)ρ(x)µ(dx) so we may sample x1,x2, . . . ,xN from µ to estimate
I( f ) by
IˆN( f ) =
1
N
N
∑
i=1
f (xi)ρ(xi).
For background and surveys with many variations and examples, see e.g. [9, 23].
In our examples,X =Mn, the set of perfect matchings in a bipartite graph of size
Mn = |Mn|, ν(pi) = 1/Mn is the uniform distribution and µ(pi) = P(pi) a specified
importance sampling distribution. Then ρ(pi) = T (pi)/Mn, where T (pi) = P(pi)−1.
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We investigate two ways Nv and N∗ of assessing the sample size N required to
well approximate Mn. The first is the classical criteria Nv of choosing N based on
the variance
VarIˆN( f ) =
1
N
Var( f (x)ρ(x)).
For the standard deviation of IˆN to be I( f ), we require N Var( fρ)/I( f )2. In
our examples, estimating Mn, we have f (pi) = Mn and Var( fρ) = ∑pi T (pi), and so
the criteria becomes
(2.1) Nv 1
M2n
Eν [T (pi)2] =
1
M2n
∑
pi
T (pi),
since typically [EνT (pi)]2 Eν [T (pi)2].
As eluded to above, a different approach to sample size determination is suggested
in [9]. Let us now state this result precisely. They argue that importance sampling
estimators are notoriously long-tailed and that variance may be a poor indication of
accuracy. Define the Kullback–Leibler divergence by
L = D(ν |µ) =
∫
ρ logρdµ =
∫
logρdν = Eν logY,
where Y = ρ(X) and X has distribution ν . The main result shows that (roughly)
“N = eL is necessary and sufficient for accuracy.”
Theorem 2.1 ([9] Theorem 1.1). Let I, IˆN and L be as defined above.
(i) For f with || f ||2,ν =
√
E[ f (Y )2]< ∞, N = eL+t and t > 0, we have that
E|IˆN( f )− I( f )| ≤ || f ||2,ν [e−t/4+2P1/2ν (logY > L+ t/2)].
(ii) Conversely, if f ≡ 1, N = eL−t and t > 0, then for any δ ∈ (0,1),
Pν(IˆN( f )> 1−δ )≤ e−t/2+[Pν(logY < L− t/2)]/(1−δ ).
To explain, suppose that || f ||2,ν ≤ 1, e.g., f is the indicator of a set. Then (i)
says that if N > eL+t and logY is concentrated about its mean (recall E logY = L),
then IˆN( f ) is close to I( f ) with high probability (use Markov’s inequality with (i)).
Conversely, (ii) shows that if N < eL−t and logY is concentrated about its mean,
then I(1) = 1, but there is only a small probability that IˆN(1) is correct.
This theorem suggests that in our examples N∗ samples are sufficient, where
(2.2) N∗ eL+σ , L = Eν logρ(pi) = 1Mn∑pi
log(T (pi)/Mn)
and σ2 = Varν logρ(pi).
Examples in [11] show that (2.1) and (2.2) can lead to very different estimates
of the required sample size. Of course, the required N must be estimated, either by
analysis (as done in [11]) or by sampling (see [9] Section 4). The concentration of
logY must also be established. In [11] this is done by computing the variance of
logY . In this work, we obtain concentration in a number of examples by proving a
central limit theorem for logY .
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3. FIBONACCI MATCHINGS Fn,1
In this section, we consider sampling Fibonacci matchings
Fn,1 = {pi ∈ Sn : |pi(i)− i| ≤ 1}
by various importance sampling schemes. Of course, for this test case we in fact
know that Fn,1 = |Fn,1|= Fn+1 and other detailed information about such matchings.
For instance, in a uniform Fibonacci matching, it is more likely for a given index
0 < i < n to be involved in a transposition pi(i) ∈ {i±1} than to be a fixed point
pi(i) = i. Indeed, the asymptotic proportions of Fibonacci matching with pi(i) = i
and pi(i) ∈ {i± 1} are 1/√5 and 2/ϕ√5. On the other hand, it is more likely
for indices 1 and n to be a fixed point. In practice, however, the precise number
of perfect matchings and other related information is often unknown and to be
estimated. It is thus natural to ask how accurately Fn,1 can be estimated by an
importance sampling algorithm, which rather than using such detailed information,
instead in each step matches an index i∈ [n] with another index uniformly at random
amongst the remaining allowable options.
FIGURE 3. Perfect matchings in this graph (see Figure 2)
correspond to Fibonacci permutations inF4,1.
We analyze three such algorithms. First, in Section 3.2 we consider algorithm
Ar which matches indices in uniformly random order. Then in Section 3.3 we
consider algorithm A f which matches in the fixed order 1,2, . . . ,n. It turns out that
Ar outperforms A f , as the variance of logT (pi) is much smaller.
In [11] the algorithm which matches in order 2,5,8, . . . (and then fills in the rest
in order 1,3,4, . . .) is analyzed. This algorithm performs better than A f , since in
many of its steps there are 3 choices for pi(i), whereas in A f there are always at
most 2. In Section 3.4 we analyze a related algorithm Ag which improves on all
of the above. Roughly speaking, this algorithm first matches 2, and then in each
subsequent step matches the second smallest index whose matching has yet to be
determined. This further increases the number of steps with 3 choices.
We let N∗(n) denote the required sample size given by the Kullback–Leibler (2.2)
criterion. The main results of this section, Theorems 3.2, 3.4 and 3.5, combined
with Theorem 2.1 imply, for instance, that
(3.1) N∗f (200)
.
= 1520, N∗r (200)
.
= 194, N∗g (200)
.
= 75.
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Thus all three algorithms result in small sample sizes, relative to the total number
of matchings F200,1
.
= 4.5397× 1041. Bounds on sufficient sample size Nv given
by relative variance considerations (2.1) are calculated in Section 3.6 below. See
Section 3.7 for a comparison of N∗ and Nv under algorithms Ar, A f and Ag for
various values of n.
As discussed in Section 1, limit theory [29] for distributional recurrences of
divide-and-conquer type is a key element in our proofs. We next briefly recall this
theory, before turning to the analysis of the algorithms described above.
3.1. Concentration, via probabilistic recurrence. A key observation for the
analysis of several of our algorithms is that the corresponding random variable
Yn = logT (pi), under the uniform distribution u on a set of matchings pi depending
on n (in this section, pi ∈Fn,1), satisfies a distributional divide-and-conquer type
recurrence relation of the form
(3.2) Yn
d
= Y (1)
I(n)1
+Y (2)
I(n)2
+bn.
The function bn is the toll function, giving the “cost” of splitting the problem
of determining Yn into sub-problems of sizes I
(n)
1 and I
(n)
2 . The special case of
recursions of Quicksort type, where I(n)1 =Un is uniform on {0,1, . . . ,n−1} and
I(n)2 = n− I(n)1 − 1, was first studied in [20]. Therein it is shown that bn =
√
n is
roughly the threshold at which point larger toll functions can lead to non-normal
limits. General recursions of the form (3.2) are analyzed in [29]. We use the
following special case of their results.
Lemma 3.1 ([29] Corollary 5.2). Suppose Yn is s-integrable, s > 2, and satis-
fies (3.2) where (Y (1)n ),(Y
(2)
n ),(I
(n)
1 , I
(n)
2 ,bn) are independent, all Y
( j)
i
d
= Yi, and
I(n)1 , I
(n)
2 ∈ {0,1, . . . ,n}. Suppose that, for some positive functions f and g,
EYn = f (n)+o(g1/2(n)), VarYn = g(n)+o(g(n)).
Further assume that, for some 2< s≤ 3 and j = 1,2,
bn− f (n)− f (I(n)1 )− f (I(n)2 )
g1/2(n)
→ 0, g
1/2(I(n)j )
g1/2(n)
→ A j
in Ls, and that
A21+A
2
2 = 1, P(max{A1,A2}= 1)< 1.
Then, as n→ ∞,
Yn− f (n)
g1/2(n)
d−→ N(0,1).
Note that the I(n)1 and I
(n)
2 need not sum to n. In all of our applications of this
result, the technical conditions follow easily. In particular, we will always have
EYn = µn+O(1) and VarYn = σ2n+O(1), for some constants µ and σ2, and
bn = O(1).
We note here that recent work [28] shows that, in the special case of Quicksort,
the independence condition in Lemma 3.1 can be relaxed given suitable control of
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third absolute moments. It seems plausible [27] that for very small toll functions
bn = O(1), Lemma 3.1 holds with dependence on bn under workable conditions.
This might, for instance, allow us to apply this theory also in the greedy case Ag
(Section 3.4 below) for which we instead use renewal theory arguments to establish
a central limit theorem.
3.2. Random order algorithm Ar. We first consider algorithm Ar which matches
indices in uniformly random order. This algorithm is the most naturally suited to
the results described in Section 3.1.
In the first step of Ar, an index i is selected uniformly at random from those in [n].
Then pi(i) is set to some index j ∈ {i, i±1}∩ [n] uniformly at random. Note that if
pi(i) = i+1 then necessarily pi(i+1) = i. Similarly, if pi(i) = i−1 then necessarily
pi(i−1) = i. As such, the problem of determining pi then splits into two independent
sub-problems, namely determining pi on [min{i, j}−1] and [n]− [max{i, j}].
We establish the following central limit theorem for logT (pi). Note that to obtain
the required concentration of logY = log(T (pi)/Fn,1) appearing in Theorem 2.1, we
simply subtract the (deterministic) quantity logFn,1.
Theorem 3.2. Let Pr(pi) be the probability of pi under the random order algo-
rithm Ar, where pi is uniformly random with respect to u = 1/Fn,1 on Fibonacci
permutations pi ∈Fn,1. Put Tr(pi) = Pr(pi)−1. As n→ ∞,
logTr(pi)−µrn
σr
√
n
d−→ N(0,1)
where
µr = (
13
6
− 2√
5
)
log2
5
+(1+
1√
5
)
log3
5
.
= 0.4944
and
σ2r = (
1049
10
√
5
− 361
9
)
log2 2
50
− (1579
5
√
5
−113) log2log3
225
+(
131
5
√
5
−7) log
2 3
100
.
= 0.0267.
To prove this result, we first show that logTr has asymptotically linear mean and
variance.
Lemma 3.3. As n→ ∞,
Eu logTr(pi) = µrn+O(1), Varu logTr(pi) = σ2r n+O(1)
where µr and σ2r are as in Theorem 3.2.
More exact approximations are given in the proof, although those stated above
are sufficient for our purposes.
Before turning to the proof of this lemma, we first show how our main result
follows by this and Lemma 3.1. As mentioned in Section 1, we do not see how to
prove this result easily by more standard methods.
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Proof of Theorem 3.2. Let Yn = logTr(pi) for pi ∈Fn,1 uniformly random with re-
spect to u = 1/Fn,1. For convenience, set Fn,1 = 0 for all n< 0.
As discussed already, algorithm Ar selects a uniformly random i∈ [n] and matches
i with one of j ∈ {i, i± 1} uniformly at random. Given this, it then matches the
indices in [min{i, j}− 1] and [n]− [max{i, j}] independently and in a uniformly
random order. Since there are no edges between these sets in a Fibonacci matching,
we may view the matchings of these sets by Ar as occurring separately and also in
uniformly random order. Therefore
Yn
d
= Y (1)
I(n)1
+Y (2)
I(n)2
+bn,
where, for i ∈ [n],
P((I(n)1 , I
(n)
2 ) = (i1, i2))
=
1
nFn,1

Fi−2,1Fn−i,1 (i1, i2) = (i−2,n− i)
Fi−1,1Fn−i,1 (i1, i2) = (i−1,n− i)
Fi−1,1Fn−i−1,1 (i1, i2) = (i−1,n− i−1).
Here Fi−2,1Fn−i,1/Fn,1, Fi−1,1Fn−i,1/Fn,1 and Fi−1,1Fn−i−1,1/Fn,1 are the probabilities
that Pu(pi(i) = j) for j = i−1, i and i+1. The extra term bn = O(1), is equal to
log2 if i ∈ {1,n} and log3 if i ∈ [n]−{1,n}, as there are 2 and 3 choices for pi(i) in
these cases and Ar choses from them uniformly at random. By Lemmas 3.1 and 3.3
the result follows, noting that I(n)1
d
= Un +O(1) and I
(n)
2
d
= n−Un +O(1) for Un
uniform on [n]. 
Finally, to complete the proof of Theorem 3.2, we analyze the mean and variance
of logT (pi). We give a detailed proof of this result for Ar. Similar results for other
algorithms analyzed below will be discussed more briefly.
Proof of Lemma 3.3. For pi selected with respect to u = 1/Fn,1 and t ∈ R, put
xn = Fn,1Eu(et logTr(pi)) = Fn,1Eu[Tr(pi)t ].
Denote the associated generating function by
X(z, t) =
∞
∑
n=0
xnzn.
Note that X is the Hadamard product of the generating functions for the sequences
Fn,1 and Eu[Tr(pi)t ], the latter of which is the moment generating function of the
random variable logTr(pi) under u = 1/Fn,1. Therefore, for k ≥ 0,
(3.3) Eu[(logTr(pi))k] =
1
Fn,1
[zn]
∂ k
∂ tk
X(z,0).
We obtain a recurrence for xn as follows. Observe that trivially x0 = x1 = 1.
For n ≥ 2, we argue as follows. Algorithm Ar first selects i ∈ [n] uniformly at
random. If i ∈ {1,n} then it matches i correctly with pi(i) with probability 1/2, and
otherwise, if i∈ [n]−{1,n}, this happens with probability 1/3. Since pi is uniformly
random, note that we have pi(1) = 1 and pi(1) = 2 with probabilities Fn−1,1/Fn,1 and
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Fn−2,1/Fn,1, and a similar situation in the case i= n. On the other hand, for 0< i< n,
we have pi(i) = i−1, pi(i) = i and pi(i) = i+1 with probabilities Fi−2,1Fn−i,1/Fn,1,
Fi−1,1Fn−i,1/Fn,1 and Fi−1,1Fn−i−1,1/Fn,1. Given the first step of Ar is successful,
the algorithm then matches indices in [min{i,pi(i)}− 1] and [n]− [max{i,pi(i)}]
independently. Therefore, for n≥ 2,
nxn = 2t+1(xn−1+ xn−2)+3t
n−1
∑
i=2
(xi−2xn−i+ xi−1xn−i+ xi−1xn−i−1)
= 2(2t −3t)(xn−1+ xn−2)+3t(
n−1
∑
i=0
xixn−i−1+2
n−2
∑
i=0
xixn−i−2).
Summing over n≥ 2 (and recalling x0 = x1 = 1), we find
(3.4)
∂
∂ z
X(z, t)−1 = 2(2t −3t)[(1+ z)X(z, t)−1]+3t [(1+2z)X(z, t)2−1].
It follows immediately that
X(z,0) =
1
1− z− z2 =
∞
∑
n=0
Fn,1zn,
as to be expected. Differentiating (3.4) with respect to t and setting t = 0, we obtain
∂ 2
∂ z∂ t
X(z,0) = 2(log2− log3)((1+ z)X(z,0)−1)
+(log3)((1+2z)X(z,0)2−1)+2(1+2z)X(z,0) ∂
∂ t
X(z,0).
Noting (∂/∂ t)X(0,0) = 0, it follows that
(3.5) (1− z− z2)2 ∂
∂ t
X(z,0)
= z3(z2+5z+5)
log3
5
− z2(12z3+45z2+20z−60) log2
30
.
Similarly, differentiating (3.4) twice with respect to t and setting t = 0, we find that
∂ 3
∂ z∂ t2
X(z,0) = 2(log2 2− log2 3)((1+ z)X(z,0)−1)
+4(log2− log3)(1+ z) ∂
∂ z
X(z,0)+ log2 3((1+2z)X(z,0)2−1)
+4(log3)(1+2z)X(z,0)
∂
∂ z
X(z,0)+2(1+2z)(
∂
∂ z
X(z,0))2
+2(1+2z)X(z,0)
∂ 2
∂ t2
X(z,0).
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Noting (∂ 2/∂ t2)X(0,0) = 0, it follows
(3.6) (1− z− z2)3 ∂
2
∂ t2
X(z,0)
=−z3(z7+5z6−5z5−50z4−60z3+10z2−50) log
2 3
50
+ z4(18z6+90z5−20z4−710z3−955z2+435z+1125) log2log3
225
− z2(36z8+180z7+25z6−1250z5−1745z4+1065z3+1875z2−900) log
2 2
450
.
Recall that
Fn,1 = Fn+1 = (ϕn+1− ϕˆn+1)/
√
5∼ ϕn+1/
√
5,
where ϕ = (1+
√
5)/2 and ϕˆ =−1/ϕ . Decomposing into partial fractions,
1
(1− z− z2)2 = ∑x∈{ϕ,ϕˆ}
1
5
[
1
(z−1/x)2 −
2
5
1+2/x
z−1/x ]
and
1
(1− z− z2)3 = ∑x∈{ϕ,ϕˆ}
1
25
[− 1+2/x
(z−1/x)3 +
3
(z−1/x)2 −
6
5
1+2/x
z−1/x ].
Therefore
(3.7)
1
Fn,1
[zn]
1
(1− z− z2)2 ∼
1
Fn,1
[zn]
1
5
[
1
(z−1/ϕ)2 −
2
5
1+2/ϕ
z−1/ϕ ]
∼ 1√
5
[(n+1)ϕ+
2
5
(1+
2
ϕ
)]
and
(3.8)
1
Fn,1
[zn]
1
(1− z− z2)3
∼ 1
Fn,1
[zn]
1
25
[− 1+2/ϕ
(z−1/ϕ)3 +
3
(z−1/ϕ)2 −
6
5
1+2/ϕ
z−1/ϕ ]
∼ 1
5
√
5
[
(n+2)(n+1)
2
(1+
2
ϕ
)ϕ2+3(n+1)ϕ+
6
5
(1+
2
ϕ
)]
where ∼ denotes equality up terms of size O(n2(ϕˆ/ϕ)n) = O((n/ϕn)2) = o(1).
Finally, we conclude as follows. Let
An =
1√
5
[(n+1)ϕ+
2
5
(1+
2
ϕ
)]∼ 1
Fn,1
[zn]
1
(1− z− z2)2
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denote the right hand side of (3.7). Combining (3.3), (3.5) and (3.7), we find that
Eu logTr(pi)∼ [An−5ϕ5 +5
An−4
ϕ4
+5
An−3
ϕ3
]
log3
5
− [12An−5
ϕ5
+45
An−4
ϕ4
+20
An−3
ϕ3
−60An−2
ϕ2
]
log2
30
.
Straightforward, although tedious, algebra then shows
Eu logTr(pi)∼ µrn+ 125 [(
1√
5
− 16
5
) log3+(
71
3
− 185
6
√
5
) log2]
giving the first claim of the lemma.
Similarly, by (3.3), (3.6) and (3.8) we find
Eu[(logTr(pi))2]− (µrn)2
∼ [( 43
5
√
5
−31) log
2 3
100
+(44− 937
5
√
5
)
log2log3
225
+(
1223
10
√
5
+97)
log2 2
450
]n
+(
765√
5
+547)
log2 3
2500
+(
2
3
− 2795√
5
)
log2log3
1875
+(
5935√
5
− 15983
9
)
log2 2
2500
.
and so
Varu logT (pi)∼ σ2r n+(
1405√
5
−497) log
2 3
2500
+(
7373
9
− 2155√
5
)
log2log3
625
+(
105955
4
√
5
−10748) log
2 2
5625
finishing the proof. 
3.3. Fixed order algorithm A f . Next, we turn to the case of algorithm A f , which
recall matches in the fixed order 1,2, . . . ,n. Applying Lemma 3.1 in this case is
perhaps less natural, but nonetheless establishes the following central limit theorem.
Theorem 3.4. Let Pf (pi) be the probability of pi under the fixed order algorithm A f ,
where pi is uniformly random with respect to u = 1/Fn,1 on Fibonacci permutations
pi ∈Fn,1. Put Tf (pi) = Pf (pi)−1. As n→ ∞,
logTf (pi)−µ f n
σ f
√
n
d−→ N(0,1)
where
µ f =
1
2
(1+
1√
5
) log2 .= 0.5016, σ2f =
1
5
√
5
log2 2 .= 0.0430.
We note here that in [14] it is observed that this result follows by the results
in [16]. Specifically, it is observed that Pf (pi) = 1/2n−k−1, where k = k(pi) is the
number of transpositions in pi not counting (n,n− 1). This is because each time
A f matches pi(i) = i+1, the next matching pi(i+1) = i is made deterministically.
The transposition (n,n−1), however, does not contribute to Pf (pi), since the last
step of algorithm A f is always forced, irrespective of pi . In [16], several ways
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of establishing a central limit theorem for k (for uniform matchings pi ∼ u) are
discussed. In particular (see [16])
Euk(pi) =
1
2
(1− 1√
5
)n+O(1), Varuk(pi) =
1
5
√
5
n+O(1).
This leads to a proof of Theorem 3.4.
To point out yet another proof along these lines, we note that once the asymptotic
linearity of Euk(pi) and Varuk(pi) are established, it is easy to derive a central limit
theorem for Yn = k(pi) via Lemma 3.1, noting that
Yn
d
= Y (1)
I(n)1
+Y (2)
I(n)2
+bn
with
P((I(n)1 , I
(n)
2 ,bn) = (i1, i2,b))
=
1
Fn,1

Fkn−2,1Fn−kn,1 (i1, i2,bn) = (kn−2,n− kn,1)
Fkn−1,1Fn−kn,1 (i1, i2,bn) = (kn−1,n− kn,0)
Fkn−1,1Fn−kn−1,1 (i1, i2,bn) = (kn−1,n− kn−1,1)
where kn = bn/2c. To see this, observe these are the probabilities under u that
pi(kn) is equal to kn−1, kn or kn +1. In the first case, given pi(kn) = kn−1, note
that Yn is distributed as k(pi1)+ k(pi2)+1, where pi1 and pi2 are uniform Fibonacci
permutations of sizes kn−2 and n− kn. The other cases are seen similarly.
Let us also mention here that, through recent conversations with Andy Tsao
[32], we have observed the following simple proof by renewal theory. Consider
the renewal process (Nt , t ≥ 0) whose inter-arrival times Xi are equal to 1 and 2
with probabilities 1/ϕ and 1/ϕ2. Since Pu(pi(1) = 1) = Fn−1,1/Fn,1
.
= 1/ϕ and
Pu(pi(1) = 2) = Fn−2,1/Fn,1
.
= 1/ϕ2, we see that logTf (pi) is well-approximated by
Nn log2. Hence Theorem 3.4 is essentially an immediate consequence of the central
limit theorem for renewal processes, noting that
1
E(X1)
=
1
2
(1+
1√
5
),
Var(X1)
E(X1)3
=
1
5
√
5
.
We give a more detailed argument of this kind for the greedy algorithm Ag in
Section 3.4 below, for which it seems Lemma 3.1 is not directly applicable.
We conclude this section with a proof of Theorem 3.4 by Lemma 3.1, in order
to further demonstrate its versatility. To motivate this proof, we note that the proof
in [14] described above relies on the fact that for the fixed order algorithm A f , the
probability Pf (pi) of obtaining a given permutation pi has a simple formula 1/2n−k−1.
However, for many algorithms, such as the random order algorithm Ar studied in
the previous section, P(pi) does not have a simple closed form. On the other hand,
applying Lemma 3.1 does not require a formula for Pf (pi), rather only that A f can
be thought of as a divide-and-conquer algorithm of the form (3.2).
Proof of Theorem 3.4. The proof that logTf (pi) has asymptotically linear mean and
variance is similar to Lemma 3.3. In fact, the calculations are simpler since we can
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obtain the generating function
(3.9) X(z, t) =
1+(1−2t)z
1−2tz(1+ z)
for the sequence of xn = Fn,1Eu[Tf (pi)t ] explictly (whereas for Ar we had a differen-
tial equation for X). Using this, it follows that
(3.10) Eu logTf (pi) = µ f n+O(1), Varu logTf (pi) = σ2f n+O(1).
We refer to Appendix A.1 for further details.
Our application of Lemma 3.1, however, is less straightforward in the present
case than in the random case Theorem 3.2.
Let Yn = logTf (pi), where pi is selected according to u = 1/Fn,1. If we think of
algorithm A f in the most obvious way, as matching from top to bottom, we obtain
Yn
d
= Y (1)
I(n)1
+ log2
with
P(I(n)1 = i1) =
1
Fn,1
{
Fn−1,1 i1 = n−1
Fn−2,1 i1 = n−2.
Here Fn−1,1/Fn,1 = Pu(pi(1) = 1) and Fn−2,1/Fn,1 = Pu(pi(1) = 2), and log2 is the
contribution to logTf (pi) from the probability that A f matches 1 correctly with pi(1).
However, if we think of Yn in this way, we clearly have A1 = 1, and so Lemma 3.1
does not apply.
Instead, to calculate Yn we informally speaking divide at index kn = bn/2c, that
is, at “the middle” instead of at “the top” of pi . In order for this division to result in
two independent and like problems, we apply a small trick. Consider a modified
algorithm Aεf onFn,1∪{ε}. Algorithm Aεf operates in exactly the same way as A f ,
except if in the very last step of the algorithm all indices in [n−1] have been matched
with indices in [n−1]. In this case, note that A f deterministically matches pi(n) = n.
On the other hand, Aεf does this with probability 1/2, and otherwise, instead of
producing a matching pi ∈Fn,1 returns ε . Note that logTf (pi) = logT εf (pi)+O(1),
since the two quantities differ by at most log2 for any pi . Therefore it suffices to
prove a central limit theorem for Y εn = logT
ε
f (pi).
We think of ε in this context as an “error message”. This device allows for a
constant toll function bn = log2 in the recursion below for Y εn , whereas for A f we
cannot write a recursion for Yn in this way with all Y
(1)
i
d
= Y (2)i . By the construction
of Aεf , we have
Y εn
d
= (Y ε
I(n)1
)(1)+(Y ε
I(n)2
)(2)+ log2
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with
P((I(n)1 , I
(n)
2 ) = (i1, i2))
=
1
Fn,1

Fkn−2,1Fn−kn,1 (i1, i2) = (kn−2,n− kn)
Fkn−1,1Fn−kn,1 (i1, i2) = (kn−1,n− kn)
Fkn−1,1Fn−kn−1,1 (i1, i2) = (kn−1,n− kn−1).
To see this, note that the probabilities here correspond to whether pi(kn) is equal to
kn−1, kn or kn+1 in a permutation pi ∼ u. Given the matching pi(kn), the probability
Pεf (pi) is equal to the product P
ε
f (pi1)P
ε
f (pi2)/2, where pi1 and pi2 are uniform Fi-
bonacci permutations of sizes min{kn,pi(kn)}−1 and n−max{kn,pi(kn)}, and 1/2
is the probability that Aεf correctly matches min{kn,pi(kn)} with pi(min{kn,pi(kn)}).
By (3.10) and since kn = k/2+O(1), the conditions of Lemma 3.1 are clearly
satisfied, giving the result. 
3.4. Greedy algorithm Ag. In this section, we analyze algorithm Ag, which matches
indices i ∈ [n] in a certain greedy order, so as to maximize the number of steps with
3 choices for the value of pi(i).
To describe Ag precisely, it is useful to think of indices as being either matched or
forced by the algorithm. An index i is matched if pi(i) is directly selected in a step of
the algorithm, whereas we say that an index is forced if its matching is determined
by previous matchings. In this terminology, in each step of algorithm Ag, the vertex
of second smallest index, amongst those yet to be matched or forced, is matched.
More specifically, in the first step, 2 is matched with one of 1,2,3 uniformly at
random. If pi(2) = 1, then pi(1) = 2 is forced, and so the algorithm matches 4 in
the next step with one of 3,4,5 uniformly at random. Similarly, if instead pi(2) = 2
then pi(1) = 1 is forced, and so the algorithm matches 4 in the next step with one
of 3,4,5 at random; if pi(2) = 3 then pi(1) = 1 and pi(3) = 2 are forced, and so the
algorithm matches 5 in the next step with one of 4,5,6 at random. The algorithm
continues in this way until some pi ∈ Sn has been determined.
Theorem 3.5. Let Pg(pi) be the probability of pi under the greedy algorithm Ag,
where pi is uniformly random with respect to u = 1/Fn,1 on Fibonacci permutations
pi ∈Fn,1. Put Tg(pi) = Pg(pi)−1. As n→ ∞,
logTg(pi)−µgn
σg
√
n
d−→ N(0,1)
where
µg =
1√
5
log3 .= 0.4913, σ2g = (1−
11
5
√
5
) log2 3 .= 0.0195.
Due to the nature of the greedy order there seems to be no obvious way of
writing Yn = logTg(pi) in the form (3.2) while preserving the independence of
(Y (1)n ),(Y
(2)
n ),(I
(n)
1 , I
(n)
2 ,bn) required for the application of Lemma 3.1. We instead
give a proof via renewal theory, following the argument outlined for the fixed
algorithm A f after the statement of Theorem 3.4 above.
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Proof. The idea is to approximate Yn using the renewal process (Nt , t ≥ 0) whose
inter-arrival times X1 are equal to 2 and 3 with probabilities 2/ϕ2 and 1/ϕ3. The
reason is that if in the first step Ag matches pi(2) = 1 then pi(1) = 2 is forced; if
pi(2) = 2 then pi(1) = 1 is forced; if pi(2) = 3 then pi(1) = 2 and pi(3) = 2 are forced.
Each of these possibilities are equally likely under Ag, and ϕ2, ϕ2 and 1/ϕ3 are the
asymptotic probabilities that pi(2) is equal to 1, 2 and 3 in a Fibonacci permutation
pi ∼ u. Therefore we expect Yn to be well-approximated by Nn log3. Note that, by
the central limit theorem for renewal processes,
(3.11)
Nt − t/E(X1)√
tVar(X1)/E(X1)3
d→ N(0,1).
Since
1
E(X1)
=
1
2
(1+
1√
5
),
Var(X1)
E(X1)3
=
1
5
√
5
,
the theorem is proved if we verify that
(3.12)
Zn−n/E(X1)√
nVar(X1)/E(X1)3
d→ N(0,1),
where Zn = Yn/ log3.
To this end, note that any pi ∈Fn,1, can be viewed from “top to bottom”, as a
sequence of blocks of the form
• pi(i−1, i) = i, i−1,
• pi(i−1, i) = i−1, i or
• pi(i−1, i, i+1) = i−1, i+1, i
(except the very last block, which can be pi(n) = n). Note that the indices i are
ones that need to be correctly matched by Ag in order to construct pi (the other
indices being forced). In this terminology Zn is, up to an additive O(1) error, simply
the number of blocks in pi . The O(1) error accounts for unimportant issues at the
“bottom” of pi .
Next, recall that in the proof of (3.11), we do not in fact need that (Nt) is a
renewal process, rather only that
∑ni=1 Xi−n/E(Xi)√
nVar(Xi)
d→ N(0,1).
Finally, we make the connection with (Nt). For a given n consider the process
(X ′i )where X
′
1 is equal to 2 and 3 with probabilities 2Fn−ti−2,1/Fn,1 and Fn−ti−3,1/Fn,1
where ti = ∑ j<i X ′i . Let N′n = max{i : ti ≤ n}. Then the number of blocks in pi ∼ u
is equal in distribution to N′n+O(1). Hence Zn
d
= N′n+O(1). Noting that all
|Fn−k,1/Fn,1−1/ϕk|= O((ϕˆ/ϕ)n) = O(1/ϕ2n),
it is easy to see that
∑i<N′n |Xi−X ′i |√
n
p→ 0,
and (3.12) follows. 
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3.5. Almost perfect variants. In this section, we observe that by adjusting the
probabilities with which pi(i) is set to i or i±1 in algorithms A f and Ag to agree with
the asymptotic proportion of Fibonacci matchings with the same value of pi(i), we
obtain “almost perfect” version A∗f and A
∗
g, for which log(T
∗(pi)/Fn,1) has variance
of O(1) (under u = 1/Fn,1). As such, these algorithms require only O(1) samples in
order to well approximate Fn,1.
3.5.1. Algorithm A∗f . In algorithm A
∗
f we match indices in order 1,2, . . . ,n, setting
pi(i) equal to i with probability 1/ϕ and equal to i+1 with probability 1/ϕ2 (unless
in the previous step pi(i−1) = i in which case we deterministically set pi(i) = i−1
as this is the only allowable option in this case). As explained above, the reason for
this choice is that these are the asymptotic proportions of Fibonacci matchings with
pi(1) = 1 and pi(1) = 2. This leads to the generating function
X(z, t) =
1+(1−ϕ t)z
1−ϕ tz(1−ϕ tz)
for the sequence xn = Fn,1Eu[T ∗f (pi)t ]. Using this, it can be shown (arguing as in
Appendix A.1) that
Eu logT ∗f (pi)/n→ logϕ, Varu logT ∗f (pi) = O(1).
Therefore, by Theorem 2.1, N∗(n)=O(1) samples are sufficient to well approximate
Fn,1 by this algorithm.
We note here that a different heuristic is given in [11] Section 5.4, where the
optimal p∗ = 1/ϕ2 is derived in two ways by leaving the probability p that in a
given step pi(i) is set to i+ 1 as a free variable, and then computing the relative
variance and L, and finally minimizing in p. In each case this leads to the same p∗.
3.5.2. Algorithm A∗g. Next, we note that Ag can similarly be modified to obtain
an “almost perfect” algorithm A∗g. As in Ag, we start by matching 2 and then in
each subsequent step match the second smallest index whose matching is yet to
be determined, however now we match an index i with i− 1, i and i+ 1 with
probabilities 1/ϕ2, 1/ϕ2 and 1/ϕ3. This leads to the generating function
X(z, t) =
1+ z+2(2t −ϕ2t)z2
1−ϕ2t(2−ϕ tz)z2 ,
for xn = Fn,1Eu[T ∗g (pi)t ], and using this it can be shown that
Eu logT ∗g (pi)/n→ logϕ, Varu logT ∗g (pi) = O(1).
3.6. Relative variance. Finally, we investigate the relative variance approach (2.1)
to sample size determination for importance sampling algorithms Ar, A f and Ag.
Recall that in the proofs of the asymptotic linear variance of logT (pi) for these
algorithms, we made use of the generating function X(z, t) for the sequence of
xn = Fn,1Eu[T (pi)t ]. Let Y (z) denote the generating function for the sequence of
yn = E[T (pi)2], where the expectation in this case is with respect to the importance
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sampling measure P(pi). It is not difficult to see that Y (z) = X(z,1). Using this
observation, we analyze the bounds on the sufficient Nv given by (2.1), i.e.,
Nv =
E[T (pi)2]
[ET (pi)]2
=
1
F2n,1
∑
pi
T (pi).
3.6.1. Nv for Ar. Let Y (z) be the generating function for yn = E[Tr(pi)2] under the
measure Pr(pi) onFn,1. By (3.4), and observing that Y (z) = X(z,1), we have
Y ′(z) =−2(1+ z)Y (z)+3(1+2z)Y (z)2.
It follows that
Y (z) =
1
3
[1− e(1+z)2(2/3e−
∫ 1+z
1
e−u
2
du)]−1.
Basic calculus arguments show that the function e(1+z)
2
(2/3e− ∫ 1+z1 e−u2du) is
convex on R and minimized at z .= −0.2115, see Figure 4 (we omit the details).
Using this, we note that the function Y (z) has singularities at zr
.
= 0.3720 and
z′ .=−1.0079, as can be verified numerically. Let
cr = lim
z→zr
(zr− z)Y (z) .= 0.1911.
By [19] Corollary VI.1, as n→ ∞,
E[Tr(pi)2] = [zn]Y (z)∼ crz−(n+1)r .
Therefore, since Fn,1 = Fn+1 ∼ ϕn+1/
√
5,
Nvr ∼ 5cr(zrϕ2)−(n+1).
FIGURE 4. Y (z) has singularities at zr
.
= 0.3720 and z′ .=
−1.0079, where e(1+z)2(2/3e− ∫ 1+z1 e−u2 du) = 1.
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3.6.2. Nv for A f . In the case of A f we have by (3.9) that
Y (z) =
1− z
1−2z(1+ z) .
Therefore
E[Tf (pi)2] = [zn]Y (z)∼ z−nf /2
where z f
.
= 0.366 is the smallest singularity of Y , and so
Nvf ∼
5
2ϕ2
(z fϕ2)−n.
3.6.3. Nv for Ag. First, we derive the generating function X(z, t) for the sequence
xn =Fn,1Eu[T (pi)t ]. The argument is similar to the proof of (3.9) given in Lemma A.1,
except that in this case we have x0 = x1 = 1, x2 = 2t+1 and for n≥ 3,
xn = 3t(2xn−2+ xn−3).
Hence
X(z, t) =
1+ z+2z2(2t −3t)
1−3tz2(2+ z) .
Therefore, setting t = 1,
Y (z) =
1+ z(1−2z)
1−3z2(2+ z) ,
and so
E[Tg(pi)2] = [zn]Y (z)∼ 169(8+17z3+9z
2
3)z
−(n+1)
3
where z3
.
= 0.3747 is the smallest singularity of Y . Hence
Nvg ∼
5
69
(8+17z3+9z23)(z3ϕ
2)−(n+1).
3.7. Comparison of algorithms. The table appearing below compares the per-
formance of the algorithms studied in this section. The numbers N∗ are based
on eL+σ in (2.2). Note that the eL+t bounds of Theorem 2.1 are accurate if
P(| logY − L| ≥ t/2) is small. Here E logY = L. More quantitative bounds fol-
low by the one-sided Chebyshev inequalities
P(logY −L≥ aσ)≤ 1/(1+a2), P(logY ≤ L−aσ)≤ 1/(1+a2).
Since we have proven normal approximation, we may replace 1/(1+ a2) with
exp(−a2/2)/(a√2pi). We have been content to use eL+σ in our numerical examples
since simulations show that this is a good indication of the sample size needed.
On the other hand, the numbers Nv are based on standard relative variance
considerations (2.1). For small values of n, these are roughly comparable to the
Kullback–Leibler numbers N∗; however, larger values of n suggest that smaller
sample sizes than those given by Nv are adequate.
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TABLE 2. Comparison of algorithms Ar, A f and Ag which
match in random, fixed and greedy orders. The values N∗ and
Nv are the estimates for required sample size given by the
Kullback–Leibler (2.2) and relative variance (2.1) criteria.
n 200 300 500 1000
N∗r 194 1211 38257 1.25×108
Nvr 121 1702 3.37×105 1.86×1011
N∗f 1520 22479 3.75×106 6.72×1011
Nvf 4884 3.50×105 1.79×109 3.34×1018
N∗g 75 321 4889 2.79×106
Nvg 54 368 17102 2.54×108
n7 1.28×1016 2.19×1017 7.82×1018 1×1021
Fn,1 4.54×1041 3.60×1062 2.26×10104 7.04×10208
4. 2-FIBONACCI MATCHINGS Fn,2
Next, we consider the class of 2-Fibonacci matchings
Fn,2 = {pi ∈ Sn :−1≤ pi(i)− i≤ 2}.
In [11] t-Fibonacci matchingsFn,t are analyzed in general, however only for fixed
order algorithms. Specifically, the mean and variance of logT (pi) is computed for
algorithm A f ,2 which matches in fixed order 1,2, . . . ,n. For simplicity, we restrict
ourselves to the case t = 2, although our methods extend to the general case. The
cases t > 2 present no additional challenges, apart from more complicated formulas.
The case t = 2, on the other hand, is more involved than t = 1, since unlike the
case of Fibonacci matchings, after a single pi(i) is determined by an algorithm, the
problem of determining pi does not necessarily split independently. Note that, given
that pi(i) ∈ {i, i+1, i+2} for some 1< i< n, the values of pi on [i−1] and [n]− [i]
are independent; but if pi(i) = i−1, this is no longer the case since pi(i−1) = i+1
is possible in a 2-Fibonacci matching.
FIGURE 5. Perfect matchings in this graph correspond to
2-Fibonacci permutations inF5,2.
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We consider sampling using algorithms A f ,2, Ar,2 and Ag,2, which are analogues
of A f , Ar and Ag studied in the previous section. Since the calculations become quite
lengthy, we will highlight the main differences with the Fibonacci case, but only
sketch the details.
Algorithm A f ,2 matches in the fixed order 1,2, . . . ,n. This case is no more
involved than that of A f for Fibonacci matchings in any essential way, since this
algorithm only ever assigns some pi(i) = i−1 when such a matching is forced due
to previous matchings.
On the other hand, some care is required to define tractable analogues Ar,2 and
Ag,2. Algorithm Ar,2 matches in a random order, however when an index i is selected,
not only is pi(i) determined, but also the full cycle in pi containing i. In this way Ar,2
matches indices in a small (of minimal size) neighborhood of i so that the further
construction of pi splits into independent parts. More specifically, in the first step of
Ar,2 a uniformly random i∈ [n] is selected. If 2< i< n−1, there are six possibilities
(see Figure 6) for the cycle in pi containing i, namely
• pi(i−2, i−1, i) = i, i−2, i−1
• pi(i−1, i) = i, i−1
• pi(i−1, i, i+1) = i+1, i−1, i
• pi(i) = i
• pi(i, i+1) = i+1, i
• pi(i, i+1, i+2) = i+2, i, i+1.
If i ∈ {1,2,n−1,n} then only a subset of these are possible. Algorithm Ar,2 selects
one of these possibilities at random. The algorithm continues in this way until a
2-Fibonacci permuation pi is constructed. We note that this algorithm is a natural
extension of the Fibonacci case t = 1 case, since in that case choosing whether pi(i)
is equal to i−1, i or i+1 is equivalent to selecting the cycle containing i.
ii i i i i
FIGURE 6. If index i is selected in some step of algorithm
Ar,2, one of the above configurations (or one amongst the
remaining allowable options) is selected uniformly at random
for pi near i. Note that determining pi “above and below”
this configuration splits independently, since there are no
pi( j)< j−1 in a 2-Fibonacci matching.
Finally, we consider the greedy algorithm Ag,2 which in each step, starting with
index 3, selects the minimal unmatched index i amongst those with the maximal
number of remaining allowable choices for the cycle containing i. Similarly as
the Ar,2 case, indices are matched in a neighborhood of i by selecting a uniformly
random cycle structure for unmatched indices j ≤ i, and we continue in this way
until pi is constructed.
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By the main results of this section, Theorems 4.1–4.3, and Theorem 2.1 we obtain
estimates for the required sample size N∗ listed in the table below. The greedy
algorithm Ag,2, for instance, outperforms n7 until about n = 1549.
Approximate values of Fn,2 are obtained as follows. By considering whether
pi(1) is equal to 1, 2 or 3, it follows that Fn,2 = Fn−1,2 +Fn−2,2 +Fn−3,2 for n ≥ 3.
Therefore
(4.1) Fn,2 ∼ c2ϕn+12
where ϕ2
.
= 1.8393 satisfies ϕ32 = ϕ
2
2 +ϕ2+1 and
c2 =
1
22
(3+
7
ϕ2
+
2
ϕ22
)
.
= 0.3363.
TABLE 3. Comparison of algorithms Ar,2, A f ,2 and Ag,2 which
match in random, fixed and greedy orders. The values N∗ are
the estimates for required sample size given by the Kullback–
Leibler (2.2) criterion.
n 200 300 500 1000
N∗r,2 1.48×105 1.49×107 1.04×1011 1.64×1020
N∗f ,2 5.52×108 2.16×1012 1.95×1019 1.26×1036
N∗g,2 9057 2.81×105 2.00×108 1.27×1015
n7 1.28×1016 2.19×1017 7.82×1018 1×1021
Fn,2 5.26×1052 1.54×1079 1.31×10132 2.76×10264
4.1. Random order algorithm Ar,2. We begin with the random order algorithm
Ar,2, since it is the most involved of the three. Our discussion of A f ,2 and Ag,2 will
be less detailed.
Recall that Ar,2 selects a random index i and then selects a cycle containing i
randomly from amongst the allowable options. The algorithm continues in this way
until a 2-Fibonacci permutation pi is obtained.
Theorem 4.1. Let Pr,2(pi) be the probability of pi under the random order algo-
rithm Ar,2, where pi is uniformly random with respect to u = 1/Fn,2 on 2-Fibonacci
permutations pi ∈Fn,2. Put Tr,2(pi) = Pr,2(pi)−1. As n→ ∞,
logTr,2(pi)−µr,2n
σr,2
√
n
d−→ N(0,1)
where µr,2
.
= 0.6465 and σ2r,2
.
= 0.0799.
Although it is possible by our arguments to obtain closed form expressions
(involving the implicitly defined quantity ϕ2 in (4.1)) for the quantities µr,2 and σ2r,2,
we omit these as they are quite complex.
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Proof. The proof is similar to that of Lemma 3.3. We define xn analogously (re-
placing Fn,1 and Tr with Fn,2 and Tr,2). Then we have that x0 = x1 = 1, x2 = 2t+1,
x3 = (4/3)[3t(1+2t)+4t ], and for n≥ 4,
nxn = 2(3t −6t)(xn−1+ xn−2+ xn−3)+2(5t −6t)(2xn−2+2xn−3+ xn−4)
+6t(
n−1
∑
i=0
xixn−i−1+2
n−2
∑
i=0
xixn−i−2+3
n−3
∑
i=0
xixn−i−3).
Therefore, along the same lines as (3.4), we find that
∂
∂ z
X−1−2t+2z−4[3t(1+2t)+4t ]z2
= 2(3t −6t)[(1+ z+ z2)X− (1+2z+2(1+2t)z2)]
+2(5t −6t)[z(2+2z+ z2)X−2z(1+2z)]
+6t [(1+2z+3z2)X2− (1+4z+8(1+2t−1)z2)]
where X(z, t) is the generating function for the sequence of xn. Using the asymptotics
(4.1) for Fn,2 and the above equation in place of (3.4), it follows by the the proof of
Lemma 3.3 that
Eu logTr,2(pi) = µr,2n+O(1), Varu logTr,2(pi) = σ2r,2n+O(1).
Indeed, the same strategy of proof works essentially line-for-line, however with
more complicated expressions. We omit the details.
To conclude, put Yn = logTr,2(pi) and Fn,2 = 0 for n< 0. Note
Yn
d
= Y (1)
I(n)1
+Y (2)
I(n)2
+bn,
where, for i ∈ [n],
P((I(n)1 , I
(n)
2 ) = (i1, i2))
=
1
nFn,2

Fi−3,2Fn−i,2 (i1, i2) = (i−3,n− i)
Fi−2,2Fn−i,2 (i1, i2) = (i−2,n− i)
Fi−2,2Fn−i−1,2 (i1, i2) = (i−2,n− i−1)
Fi−1,2Fn−i,2 (i1, i2) = (i−1,n− i)
Fi−1,2Fn−i−1,2 (i1, i2) = (i−1,n− i−1)
Fi−1,2Fn−i−2,2 (i1, i2) = (i−1,n− i−2)
and bn = O(1) is equal to log3, log5 or log6 if i ∈ {1,n}, i ∈ {2,n−1} or 3≤ i≤
n−2. Since I(n)1
d
=Un+O(1) and I
(n)
2
d
= n−Un+O(1) for Un uniform on [n], the
theorem follows by Lemma 3.1. 
4.2. Fixed order algorithm A f ,2. Next, we turn to the simpler case of A f ,2 which
samples fromFn,2 by matching indices in [n] in the fixed order 1,2, . . . ,n, in each
step setting pi(i) equal to one of the remaining allowable options uniformly at
random. Note that if previously we have set pi(i− 2) = i or pi(i− 1) ∈ {i, i+ 1},
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then pi(i) = i−1 is forced. Otherwise, we set pi(i) to i, i+1 or i+2 uniformly at
random.
Theorem 4.2. Let Pf ,2(pi) be the probability of pi under the fixed order algorithm
A f ,2, where pi is uniformly random with respect to u = 1/Fn,2 on 2-Fibonacci
permutations pi ∈Fn,2. Put Tf ,2(pi) = Pf ,2(pi)−1. As n→ ∞,
logTf ,2(pi)−µ f ,2n
σ f ,2
√
n
d−→ N(0,1)
where µ f ,2
.
= 0.6794 and σ2f ,2
.
= 0.1592.
Proof. The argument is similar to the proof of Theorem 3.4 for A f . (Alternatively,
the central limit theorem for renewal processes can be used, see the proof for Ag,2
below.) In this case, we obtain the generating function
X(z, t) =
1+(1−3t)z+2(2t −3t)z2
1−3tz(1+ z+ z2)
for the sequence of xn = Fn,2Eu[Tf ,2(pi)t ]. From this, it follows (arguing as in the
proof Appendix A.1) that
Eu logTf ,2(pi) = µ f ,2n+O(1), Varu logTf ,2(pi) = σ2f ,2n+O(1).
We omit the details. Hence, as in the proof of Theorem 3.4, the result follows by
Lemma 3.1 by considering a modified algorithm Aεf ,2. 
4.3. Greedy algorithm Ag,2. As discussed above, algorithm Ag,2 maximizes the
number of steps with 6 choices for the cycle containing i. For n≤ 4, for simplicity,
suppose that Ag,2 selects a uniformly random pi ∈Fn,2. For n ≥ 5, starting with
index 3, the smallest unmatched index is selected with the maximal number of
choices for the cycle containing i. Then a uniformly random cycle structure is
chosen for unmatched indices j ≤ i, and the algorithm continues in this way until
pi is constructed. Note that, for i ≤ n− 2 there are 9 such cycle structures (see
Figure 6), since if pi(i)≥ i then there are 2 choices for the cycle containing i−1,
either pi(i−2, i−1) = i−2, i−1 or pi(i−2, i−1) = i−1, i−2.
Theorem 4.3. Let Pg,2(pi) be the probability of pi under the algorithm Ag,2, where
pi is uniformly random with respect to u = 1/Fn,2 on 2-Fibonacci permutations
pi ∈Fn,2. Put Tg,2(pi) = Pg,2(pi)−1. As n→ ∞,
logTg,2(pi)−µg,2n
σg,2
√
n
d−→ N(0,1)
where µg,2
.
= 0.6365 and σ2g,2
.
= 0.0514.
Proof. This result follows in a similar way as Theorem 3.5, where in this case we
compare logTg,2(pi) with Nn log9, where (Nt , t ≥ 0) is the renewal process whose
inter-arrival times Xi are equal to 3, 4 and 5 with probabilities 4/ϕ32 , 3/ϕ
4
2 and 2/ϕ52 .
Since
1
E(X1)
.
= 0.2897,
Var(X1)
E(X1)3
.
= 0.0106,
the result follows by the central limit theorem for renewal processes. 
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4.4. Almost perfect variants. As in Section 3.5 we can, for instance, modify
A f ,2 to obtain an “almost perfect” version A∗f ,2 (such that Varu log(T
∗
f ,2(pi)/Fn,2) =
O(1) under u = 1/Fn,2) by instead setting pi(i) equal to i, i+ 1 and i+ 2 with
probabilities 1/ϕ2, 1/ϕ22 and 1/ϕ32 (unless pi(i) = i−1 is forced), corresponding
to the asymptotic proportions of pi with pi(1) equal to 1, 2 and 3. Presumably this
reasoning generalizes to all other cases t ≥ 3.
5. DISTANCE-2 MATCHINGS Dn,2
Finally, we briefly discuss the case of distance-2 matchings
Dn,2 = {pi ∈ Sn : |pi(i)− i| ≤ 2}.
This class is significantly more complex than the previous casesFn,t , as matchings
in Dn,2 can have cycles of all sizes. For instance, such a permutation can even be
unicyclic (e.g., pi(12345) = 24153 ∈D5,2). As a result, it seems quite involved to
obtain the precise asymptotics for the mean and variance of logT (pi) under a random
order algorithm Br,2 (which like Ar,2 selects a random vertex i and then matches
around i until the problem of determining pi splits into independent problems), so
we do not pursue this here. However, assuming that logT (pi) has asymptotically
linear mean and variance, Lemma 3.1 would readily yield a central limit theorem.
In this section, we restrict ourselves to algorithm B f ,2 which matches in the fixed
order 1,2, . . . ,n. We also indicate how to obtain an “almost perfect” version B∗f ,2 in
Section 5.1.1 below.
Distance-2 matchings are studied in Plouffe’s thesis [31], where in particular the
generating function for Dn,2 = |Dn,2| is derived. For completeness, we include the
following lemma, which gives the asymptotics of Dn,2 and the related number D′n,2
of pi ∈Dn,2 with pi(1) = 2. See Appendix A.2 for a proof.
FIGURE 7. Perfect matchings in this graph correspond to
distance-2 permutations in D5,2.
Lemma 5.1. For n≥ 4,
Dn+1,2 = 2Dn,2+2Dn−2,2−Dn−4,2
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and
2D′n+2,2 = Dn+1,2+Dn,2+Dn−1,2−Dn−2,2−Dn−3,2.
By Lemma 5.1, we find that
(5.1) Dn,2 ∼ d2γn+12 , D′n,2/Dn,2 ∼ γ ′2
where γ2
.
= 2.3335 satisfies γ52 = 2γ
4
2 +2γ22 −1,
d2 =
4652γ42 +10711γ32 +3737γ
2
2 −3424γ2−2388
49163γ42
.
= 0.1948,
and
γ ′2 = (γ
4
2 + γ
3
2 + γ
2
2 − γ2−1)/2γ52 .= 0.3213.
Note that, probabilistically, (5.1) says that the chance that a random pi ∈Dn,2 has
pi(1) = 2 is approximately 0.32.
5.1. Fixed order algorithm B f ,2. We consider the algorithm B f ,2 which samples
a distance-2 permutation by matching the indices [n] in the fixed order 1,2, . . . ,n,
in each step matching i with a uniformly random index (amongst the remaining
allowable options).
In establishing the following central limit theorem for logTf ,2(pi), our arguments
resemble those for Theorems 3.4 and 4.2 (for A f and A f ,2), but are significantly
complicated by the potential for long cycles in a distance-2 permutation. We sketch
the main ideas.
Theorem 5.2. Let Pf ,2(pi) be the probability of pi under the fixed order algorithm
B f ,2, where pi is uniformly random with respect to u = 1/Dn,2 on distance-2 permu-
tations pi ∈Dn,2. Put Tf ,2(pi) = Pf ,2(pi)−1. As n→ ∞,
logTf ,2(pi)−µ f ,2n
σ f ,2
√
n
d−→ N(0,1)
where µ f ,2
.
= 0.9053 and σ2f ,2
.
= 0.1147.
Combining this result with Theorem 2.1, we obtain the following estimates.
Algorithm B f ,2 outperforms n7 until about n = 617.
TABLE 4. Estimates for required sample N∗f ,2 size given by
the Kullback–Leibler (2.2) criterion for the fixed order algo-
rithm B f ,2 on distance-2 matchings Dn,2.
n 200 300 400 500
N∗f ,2 2.85×107 2.74×1010 2.23×1013 1.63×1016
n7 1.28×1016 2.19×1017 1.64×1018 7.81×1018
Dn,2 1.82×1073 1.15×10110 7.26×10146 4.59×10183
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Proof. The mean and variance of logTf ,2(pi) are derived in [11] (by other methods),
but for completeness, we present a concise derivation of these. As in the proofs in
Section 3, put xn = Dn,2E[Tf ,2(pi)t ] and X(z, t) = ∑∞n=0 xnzn. Recall that D′n,2 is the
number of pi ∈Dn,2 with pi(1) = 2. Similarly, let D′′n,2 be the number of pi ∈Dn,2
with pi(1) = 3. Define x′n,X ′ and x′′n ,X ′′ as for xn,X .
Observe that, for n≥ 3,
xn = 3t(xn−1+ x′n+ x
′′
n)
since in the first step of B f ,2, we set pi(1) equal to one of 1,2,3 uniformly at random.
Likewise, for n≥ 4, it is easy to see that
x′n = 3
t(xn−2+ xn−3+ x′n−2), x
′′
n = 3
t(x′n−1+ xn−3+ xn−4).
Hence
X−1− z−2t+1z2 = 3t [z(X−1− z)+(X ′− z2)+X ′′]
X ′− z2−2t+1z3 = 3t [z2(X−1− z)+ z3(X−1)+ z2X ′]
X ′′−2t+1z3 = 3t [z(X ′− z2)+ z3(X−1)+ z4X ].
Solving, we obtain X(z, t) =U(z, t)/V (z, t), where
U(z, t) = 1− (3t −1)z+[2t+1− (2+3t)3t ]z2
+3t [2t+2−1− (2+3t)3t ]z3+2(2t −3t)3t(3t −1)z4−2(2t −3t)32tz5
and
V (z, t) = 1 − 3tz − 3t(1 + 3t)z2 − 32t(1 + 3t)(1 + z)z3 + 33t(1 + z)z5.
Using this generating function and the asymtotics (5.1), precise asymptotics for
the mean and variance of logTf ,2(pi) can be obtained, arguing as in the proof of
Lemma 3.3. We report only the numerical approximations
(5.2) Eu logTf ,2(pi) = 0.9053n+O(1), Varu logTf ,2(pi) = 0.1147n+O(1).
Next, we apply Lemma 3.1 to obtain a central limit theorem for logTf ,2(pi). As
in the proofs of Theorems 3.4 and 4.2, we consider a modified algorithm Bεf ,2 and
instead prove a central limit theorem for logT εf ,2(pi). Moreover, as in these proofs,
we consider the matching of kn = bn/2c and try to split the problem of determining
pi into two independent problems “above and below” kn. However, due to the
potential for long cycles in a pi ∈Dn,2, the arguments are slightly more involved.
We call a set of consecutive indices I ⊂ [n] a block in pi if all indices in I are
matched with indices in I. We view a permutation pi ∈Dn,2 as a sequence of blocks,
beginning with the block containing index 1. As noted above, there are unicyclic
pi ∈Dn,2, and so possibly [n] is the only block in pi . However, for n> 3, there are
only two ways in which this can occur (see Figure 8):
• pi(1) = 2, pi(2) = 4 (so necessarily pi(3) = 1); and then pi(4) = 6 (so pi(5) =
3); and then pi(6) = 8 (so pi(7) = 5), etc. until finally some pi(2i) = 2i−1.
• pi(1) = 3, pi(2) = 1; and then the above pattern is repeated (but offset by
one index) starting with pi(3) = 5 (so pi(4) = 2), etc.
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FIGURE 8. Block-avoiding configurations in distance-2 matchings.
To complete the proof, let Kn = {xn, . . . ,yn} be the block containing kn in a pi ∼ u.
As noted already, Kn can be large in general, and even possibly Kn = [n]. The key to
applying Lemma 3.1, however, is to note that since pi ∼ u, Kn is very unlikely to be
large. Indeed, since for n> 3 there are only two block-avoiding patterns, it is easy
to see that
(5.3) Pu(|Kn|= `)≤ O(`γ−`2 )
where γ2 is as in (5.1). Thus, setting Yn = logT εf ,2(pi), we have
Yn
d
= Y (1)xn−1+Y
(2)
n−yn +bn,
where bn is the log of the probability that, given all indices in [xn−1] are matched
correctly, Bεf ,2 correctly matches those in Kn. By (5.3) the conditions of Lemma 3.1
are clearly satsified, giving the result. 
5.1.1. Almost perfect algorithm B∗f ,2. Finally, we briefly explain how to modify
algorithm B f ,2 to obtain an “almost perfect” version B∗f ,2. It is easiest to describe
such an algorithm which in some steps determines the matching of more than one
index. As in B f ,2, indices are matched in order 1,2, . . . ,n. If i> n−4, then we set
pi(i) equal to one of the permissible options uniformly at random. If, on the other
hand, i≤ n−4, then we consider two cases. Recall γ2 and γ ′2 in (5.1).
(1) If all indices in [i] have been matched with indices in [i], then algorithm B∗f ,2
sets
• pi(i+1) = i+1 with probability 1/γ2
• pi(i+1) = i+2 with probability γ ′2
• pi(i+1, i+2) = i+3, i+1 with probability γ ′2/γ2
• pi(i+1, i+2, i+3) = i+3, i+2, i+3 with probability 1/γ32
• pi(i+1, i+2, i+3, i+4) = i+3, i+4, i+1, i+2 with probability 1/γ42 .
(2) On the other hand, if all indices in [i] have been matched with indices in
[i+1]−{i}, then algorithm B∗f ,2 sets
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• pi(i+1) = i with probability 1/γ ′2γ22
• pi(i+1, i+2) = i+2, i with probability 1/γ ′2γ32
• pi(i+1, i+2) = i+3, i with probability 1/γ22 .
The reason for the choices in (1) is that 1/γ2, γ ′2, γ ′2/γ2, 1/γ32 and 1/γ
4
2 are the
asymptotic proportions of matchings in Dn,2 with pi(1) = 1, pi(1) = 2, pi(12) = 31,
pi(123) = 321 and pi(1234) = 3412. The probabilities in (2) are chosen similarly,
considering the asymptotic proportions of matchings inD ′n,2 with pi(2) = 1, pi(23) =
31 and pi(23) = 41.
Defining xn,X and x′n,X ′ as in previous proofs, in this case we obtain x0 = x1 = 1,
x2 = 2t+1, x′0 = x
′
1 = 0, x
′
2 = 1 and x
′
3 = 2
t+1, and for n≥ 4,
xn = γ t2xn−1+(1/γ
′
2)
tx′n+(γ2/γ
′
2)
tx′n−1+ γ
3t
2 xn−3+ γ
4t
2 xn−4
x′n = (γ
′
2γ
2
2 )
txn−2+(γ ′2γ
3
2 )
txn−3+ γ2t2 x
′
n−2.
Therefore
X−1− z−2t+1z2−2t+13t+1z3
= γ t2z(X−1− z−2t+1z2)+(1/γ ′2)t(X ′− z2−2t+1z3)
+(γ2/γ ′2)
tz(X ′− z2)+ γ3t2 z3(X−1)+ γ4t2 z4X
and
X ′− z2−2t+1z3 = (γ ′2γ22 )tz2(X−1− z)+(γ ′2γ32 )tz3(X−1)+ γ2t2 z2X ′.
Hence X(z, t) =U(z, t)/V (z, t), where
U(z, t) = 1+(1− γ t2)z
+(2t+1− γ t2−2γ2t2 )z2+(6t+1−2(2γ2)t −2γ2t2 −2γ3t2 )z3
+ γ t2(2(2/γ
′
2)
t +(γ2/γ ′2)
t −2(2γ2)t − γ3t2 )z4
+ γ2t2 (−6t+1+2(2/γ ′2)t +2(2γ2)t +(γ2/γ ′2)t + γ3t2 )z5
and
V (z, t) = 1− γ t2z−2γ2t2 z2−2γ3t2 z3−2γ4t2 z4+ γ5t2 z5+ γ6t2 z6.
Using this generating function, it can be shown that
Eu logT (pi)/n→ logγ2, Varu logT (pi) = O(1).
Hence, by Theorem 2.1, N∗(n) = O(1) samples are sufficient to well approximate
Dn,2 by this algorithm.
APPENDIX A. SUPPLEMENTARY RESULTS
A.1. Mean and variance for A f . In this section we establish (3.10) giving the
asymptotics for the mean and variance of logTf (pi) under the uniform distribution
u = 1/Fn,1.
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Lemma A.1. As n→ ∞,
Eu logTf (pi)∼ µ f n+ 2(1−
√
5)
5
log2
and
Varu logTf (pi)∼ σ2f n+
11
√
5−27
25
log2 2,
where
µ f =
1
2
(1+
1√
5
) log2, σ2f =
1
5
√
5
log2 2.
Proof. As in the proof of Lemma 3.3, let xn = Fn,1Eu[Tf (pi)t ]. Let X(z, t) be the
associated generating function, and note that
Eu[(logTf (pi))k] =
1
Fn,1
[zn]
∂ k
∂ tk
X(z,0).
Clearly, x0 = x1 = 1. For n≥ 2, note that Pu(pi(1)= 1)=Fn−1,1/Fn,1 and Pu(pi(1)=
2) = Fn−2,1/Fn,1, and in either case A f correctly matches 1 with pi(1) with probabil-
ity 1/2. Therefore, for n≥ 2, we have that
xn = 2t(xn−1+ xn−2).
Summing over n≥ 2, it follows that
X−1− z = 2t [z(X−1)+ z2X ]
and so, as stated in (3.9),
X(z, t) =
1+(1−2t)z
1−2tz(1+ z) .
Therefore
(1− z− z2)2 ∂
∂ t
X(z, t) = z2(2+ z) log2
and
(1− z− z2)3 ∂
2
∂ t2
X(z, t) = z2(2+ z)(1+ z+ z2) log2 2.
Hence the lemma follows, arguing as in the proof of Lemma 3.3, using the asymp-
totics (3.7) and (3.8). Indeed, let An and Bn denote the right hand sides of (3.7) and
(3.8). By the above arguments, we find that
Eu logTf (pi)∼ [An−3ϕ3 +2
An−2
ϕ2
] log2 = µ f n+
2(1−√5)
5
log2
and
Eu[(logTf (pi))2]∼ [Bn−5ϕ5 +3
Bn−4
ϕ4
+3
Bn−3
ϕ3
+2
Bn−2
ϕ2
] log2 2
= (µ f n)2− 125 [7
√
5n+3(
√
5−1)] log2 2.
Hence
Varu logTf (pi)∼ σ2f +
11
√
5−27
25
log2 2
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completing the proof. 
A.2. Distance-2 asymptotics. In order to prove Lemma 5.1, we first establish the
following observation.
Lemma A.2. For n≥ 4,
Dn,2 = Dn−1,2+D′n,2+D
′
n−1,2+Dn−3,2+Dn−4,2
and
D′n,2 = Dn−2,2+Dn−3,2+D
′
n−2,2 =
n−2
∑
k=0
Dk,2.
Proof. Indeed, to see the first equality, note that there are Dn−1,2 matchings with
pi(1) = 1; D′n,2 with pi(1) = 2; D′n−1,2 with pi(1) = 3 and pi(2) = 1; Dn−3,2 with
pi(1) = 3 and pi(2) = 2 (so necessarily pi(3) = 1); and Dn−4,2 with pi(1) = 3 and
pi(2) = 4 (so necessarily pi(3) = 1 and pi(4) = 2). The second equality is similarly
derived. 
Using these formulas, we deduce the result.
Proof of Lemma 5.1. The first equality follows immediately by Lemma A.2, noting
that for all n≥ 4,
Dn+1,2−Dn,2 = Dn,2−Dn−1,2+Dn−2,2−Dn−4,2+D′n+1,2−D′n−1,2
and D′n+1,2−D′n−1,2 = Dn−1,2+Dn−2,2.
Then, for the second equality, note that by the first, for all k ≥ 4, we have
Dk+1,2−Dk,2 = Dk,2+2Dk−2,2−Dk−4,2.
Summing over 4≤ k ≤ n, we find
Dn+1,2−D4,2 = 2
n
∑
k=0
Dk,2− (D0,2+D1,2+D2,2+D3,2)
−2(D0,2+D1,2+Dn−1,2+Dn,2)+(Dn−3,2+Dn−2,2+Dn−1,2+Dn,2),
and the result follows noting that D0,2 =D1,2 = 1, D2,2 = 2, D3,2 = 6 and D4,2 = 14,
and recalling that, by Lemma A.2, D′n+2,2 = ∑
n
k=0 Dk,2. 
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