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Abstract
We show that L0(φ,H) is extremely amenable for any diffused submeasure φ and any solvable compact
group H . This extends results of Herer–Christensen, and of Glasner and Furstenberg–Weiss. Proofs of these
earlier results used spectral theory or concentration of measure. Our argument is based on a new Ramsey
theorem proved using ideas coming from combinatorial applications of algebraic topological methods. Us-
ing this work, we give an example of a group which is extremely amenable and contains an increasing
sequence of compact subgroups with dense union, but which does not contain a Lévy sequence of compact
subgroups with dense union. This answers a question of Pestov. We also show that many Lévy groups have
non-Lévy sequences, answering another question of Pestov.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
A topological group is called extremely amenable if each of its continuous actions on a com-
pact space has a fixed point. These types of groups and their connections with concentration of
measure and with Ramsey theory have received considerable attention. For recent treatments of
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L0(φ,H) for certain locally compact second countable groups H and certain submeasures φ,
see [5,7]. While among very disconnected groups—those with a basis at the identity consisting
of open subgroups—extreme amenability is well understood through its connection with struc-
tural Ramsey theory [8], this is not the case for many connected groups, such as L0(φ,H). The
present paper contributes to the clarification of this situation.
Now we explain the notions of submeasure and of L0(φ,H). Let B be an algebra of subsets
of a set X. A function φ mapping B to R is called a submeasure if φ(∅) = 0 and, for U,V ∈ B,
φ(U) φ(V ), if U ⊆ V , and φ(U ∪V ) φ(U)+φ(V ). A submeasure μ is called a measure if
μ(U ∪ V ) = μ(U)+μ(V ) for U,V ∈ B that are disjoint. Note that we do not require countable
additivity. We say that a submeasure φ has no measure below if there is no non-zero measure μ
such that μ φ. The generic submeasure turns out to have no measure below [7]. A submeasure
φ is called diffused if for any  > 0 there is a covering of X by sets from B of φ-submeasure less
than .
Let φ be a submeasure, and let H be a topological group. By H -valued step functions we un-
derstand functions on X with values in H , with finite ranges, and with preimages of points in B.
We make two step functions f,g equivalent if φ({x ∈ X: f (x) = g(x)}) = 0. Define S(φ,H) to
be the space of all equivalence classes of H -valued step function with the topology of conver-
gence in the submeasure φ. If H is locally compact, second countable (lcsc), we view S(φ,H)
as equipped with the right invariant metric
dφ(f, g) = inf
{
 > 0: φ
({
x ∈ X: ρ(f (x), g(x))> })< }, (1.1)
where ρ is a right invariant metric on H . (Such a metric ρ exists and is automatically complete
as H is lcsc.) Of course, the value of dφ(f, g) depends only on the equivalence classes of f and
g in S(φ,H). We define L0(φ,H) as the completion of S(φ,H) with respect to the metric dφ .
As usual, if X = 2N and B is the algebra of all closed and open subsets of X, then elements of
L0(φ,H) can be identified with equivalence classes of certain Borel functions from 2N to H .
It consists of all equivalence classes of Borel functions if and only if φ is exhaustive, i.e., if
limn φ(An) = 0 for every disjoint family An ∈ B. All measures are exhaustive. In an answer to
an old question of Maharam, an exhaustive submeasure with no measure below was constructed
recently by Talagrand [20].
To fix attention, we first consider the case of the circle group H = T. We come back to the
issue of more general groups H below.
1. The following observation goes back to Nikodým [13, pp. 139–141]: φ is not diffused if and
only if L0(φ,T) has a nontrivial continuous homomorphism to T. (In [13] this is proved
only for φ a measure and with R in place of T, but the method adapts with minor changes
to the present situation.) In particular, if φ is not diffused, then L0(φ,T) is not extremely
amenable.
2. It follows from the results of Herer and Christensen [7] that if φ is a submeasure with no
measure below, then L0(φ,T) is extremely amenable. Note that such a φ is necessarily dif-
fused. On the opposite end of the spectrum, it was proved by Glasner [5], and independently
Furstenberg and Weiss, that if μ is a diffused measure, then L0(μ,T) is also extremely
amenable.
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if φ is only assumed to be diffused. We settle this question in the affirmative in the following
result, whose sharper version is proved as Theorem 3.1.
Theorem 1.1. Let φ be a diffused submeasure, and let H be a solvable compact second countable
group. Then L0(φ,H) is extremely amenable.
It is worth pointing out that Herer and Christensen’s method [7] is based on the spectral
theorem while that of Glasner, Furstenberg, and Weiss [5] is based on concentration of measure.
Our argument, presented in Sections 2 and 3, is different from both. It is combinatorial and uses
a new Ramsey-type result for groups Z/p with p prime. This is Theorem 2.1, whose motivation
and proof stem from some applications of algebraic topology to combinatorics. (For background
see [2] and [11].) This seems to be the first result relating generalizations of the Borsuk–Ulam
theorem to extreme amenability.
We now consider the following broader problem. So far there have been two main methods
for proving extreme amenability: structural Ramsey theorems [12] and concentration of measure
(Lévy property) [9]. The appropriate class of groups for application of structural Ramsey theory
are automorphism groups of countable models or, in other words, closed subgroups of the group
S∞ of all permutations of N, see [8,14]. Such a group is extremely amenable if an appropri-
ate structural Ramsey theorem holds. Furthermore, by [8], within this class of groups the two
phenomena, extreme amenability of a group and existence of an appropriate structural Ramsey
theorem, are essentially equivalent.
The appropriate class of groups for application of concentration of measure are groups that
contain increasing sequences of compact subgroups with dense union, see [5,6]: given such a
group if a sequence of compact subgroups with dense union exhibits an appropriate concentra-
tion of measure, the group is extremely amenable. A question of Pestov, motivated by an older
problem of Furstenberg, asks if this implication is an equivalence within the class of groups hav-
ing increasing sequences of compact subgroups with dense unions (much like structural Ramsey
theory/extreme amenability equivalence within closed subgroups of S∞). See [17, §7.2] for a
discussion of this problem. We give an example of a group, again of the form L0(φ,H) for a
certain submeasure φ and a compact group H , that answers this question in the negative.
We will now be more precise. The concentration of measure phenomenon is used in proving
extreme amenability through the following notion (see e.g., [5,6,16]). Let G be a topological
group. An increasing sequence (Kn) of compact subgroups of G, equipped with their Haar prob-
ability measures μn, is a Lévy sequence if for every open V 	 1 and every sequence An ⊆ Kn of
measurable sets such that infn μn(An) > 0 we have that limn μn(VAn) = 1. A group is a Lévy
group if it has a Lévy sequence of compact subgroups whose union is dense in G. Lévy groups
were introduced by Gromov and Milman in [6], where it was shown that every Lévy group is
extremely amenable. This theorem was applied in a number of situations to obtain various ex-
treme amenability results. This prompted the question, which originated with Furstenberg in the
late 1970s and was later reconsidered by Pestov, asking whether each group that is extremely
amenable and has an increasing sequence of compact subgroups whose union is dense is a Lévy
group [17, p. 155]. For more background see [17, §7.2].
We consider Lévy groups in Section 4. Theorem 4.2 contains a slightly more precise for-
mulation of the following result showing that Lévy sequences cannot be used to prove extreme
amenbility of L0(φ,H) if H is compact and not connected.
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diffused submeasure ψ on the algebra of all closed and open subsets of 2N such that L0(ψ,H)
is not Lévy.
The Pestov question is now answered as follows. Let H = Z/2, and let ψ be the submeasure
from Theorem 1.2. Then L0(ψ,Z/2) is extremely amenable by Theorem 1.1 as ψ is diffused.
Each element of L0(ψ,Z/2) has order 2, so there are increasing sequences (Kn) of compact, in
fact finite, subgroups of L0(ψ,Z/2) with
⋃
n Kn dense. Finally, L0(ψ,Z/2) is not a Lévy group
by Theorem 1.2.
One ingredient of the proof of Theorem 1.2 is Lemma 4.1, in which we show that in a Lévy
group each increasing sequence of compact subgroups with dense union retains a certain amount
of concentration.
Developing this theme, in Lemma 4.4, we give a simple method of constructing non-Lévy
increasing sequences of compact subgroups with dense unions and apply it in Propositions 4.5
and 4.6 producing non-Lévy sequences in Lévy groups. This answers a question of Pestov [17,
p. 155]. In a different direction, we generalize the concentration of measure method from [5]
and [16] to prove Proposition 4.7. On the one hand, this generalizes the Glasner–Furstenberg–
Weiss–Pestov result that L0(μ,H) is Lévy for a compact group H and a diffused measure μ.
On the other hand, it gives examples of submeasures φ with no measure below, as in the Herer–
Christensen result discussed earlier, such that L0(φ,H) is Lévy. Such examples were not known
according to the earlier version of [17].
Additional notation and conventions. For a set x, we write |x| for the cardinality of x. The
set of natural numbers, denoted by N, includes 0. A natural number n ∈ N will be sometimes
identified with the set of all smaller natural numbers, so n = {0, . . . , n − 1}. Given two sets x
and y, by xy we denote the set of all functions from y to x.
2. A Ramsey-type result
Our proof of extreme amenability will involve a Ramsey result for groups Z/p with p a
prime, Theorem 2.1. In fact, we will only need a consequence of this result which is stated as
Corollary 2.2 at the end of this section.
Let A be a set. Let n l be positive natural numbers. We denote by An:l the set of all partial
functions from n to A whose domain has at least n − l elements. If A = Z/p, h ∈ (Z/p)n:l , and
r ∈ Z/p, we write r + h for the element of (Z/p)n:l whose domain is equal to that of h and that
is such that
(r + h)(i) = r + h(i)
for any i in the domain of h. A subset L of (Z/p)n:l is called full if there exist h ∈ (Z/p)n and
a ⊆ n such that |a| n− l and for any r ∈ Z/p,
(r + h)  ar ∈ L
for some ar ⊆ n with a ⊆ ar .
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∃l1∀n1  l1∃l2∀n2  l2 . . .∃lk∀nk  lk for any d-coloring of
k∏
i=1
(Z/pi)
ni :li
there exist full sets L1 ⊆ (Z/p1)n1:l1, . . . ,Lk ⊆ (Z/pk)nk :lk
such that L1 × · · · ×Lk is monochromatic.
It may be instructive for the reader to phrase and prove the above theorem for k = 1, p1 = 2,
and d = 2. The proof in this special case is rather simple but, unlike in other Ramsey type results,
the 2-color version is not representative of the general case. Needless to say it is the general case
that is used in applications. See also the remarks following the proof of Corollary 2.2 below.
Let us first review terminology and results from algebraic topology that will be used in the
proof. More details can be found in [11, p. 138]. We recall the basic notions around abstract
complexes. Let X be a finite set. By a complex with vertex set X, we understand a closed under
subsets family F of subsets of X. We call elements of F the simplices of the complex. Given two
complexesF1 on X andF2 on Y , a function f :X → Y is called simplicial if {f (x): x ∈ F } ∈F2
for any F ∈ F1. For a group H , we say that a complex F with vertex set X is an H -complex if
there is an action of H on X such that {hx: x ∈ F } ∈ F for any F ∈ F and h ∈ H . Given two
H -complexes F1 on X and F2 on Y , we say that a simplicial map f :X → Y is equivariant if
f (hx) = hf (x) for any x ∈ X and h ∈ H . If such an equivariant simplicial function exists, we
write
F1 H−→F2.
For a complex F , define the complex sd(F) by declaring its set of vertices to be F and by letting
sd(F) = {C ⊆F : C = ∅ and ∀F1,F2 ∈ C,F1 ⊆ F2 or F2 ⊆ F1}.
We say that sd(F) is obtained from F by the barycentric subdivision. By sdk , with k ∈ N, we
will indicate the k-fold iteration of the barycentric subdivision operation.
If F is an H -complex, then sd(F) with the natural induced action of H is an H -complex
as well. If K is a simplicial complex, the polyhedron of its geometric representation is denoted
by ‖K‖. If K is an H -complex, the action of H on K naturally induces an action of H on
‖K‖. A simplicial map f between simplicial complexes K and L induces a continuous function
from ‖K‖ to ‖L‖ which sends geometric simplexes to simplexes. Moreover, if K and L are
H -complexes and f is equivariant, then the induced map is also equivariant.
The following complex is a basic object. Let n be a natural number. Let (Z/p)∗n be the
complex whose vertices are ordered pairs (i, r) with i < n and r ∈ Z/p. A set of vertices is a
simplex of (Z/p)∗n if it forms a partial function from n to Z/p. The complex (Z/p)∗n is a
Z/p-complex when considered with the following action on the vertices
(
s, (i, r)
)→ (i, s + r),
where s ∈ Z/p and (i, r) is a vertex of (Z/p)∗n. We will use the following theorem which is an
immediate consequence of Proposition 6.2.4 and Theorem 6.3.3 in [11].
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Rd there exists an orbit of the Z/p action on ‖sdk((Z/p)∗n)‖ that is mapped to a single point
in Rd .
Proof of Theorem 2.1. We start with a claim.
Claim. Let p be a prime number. For any d ∈ N, d > 0, there exists l ∈ N such that for any n l
any d-coloring of (Zp)n:l has a monochromatic full set.
Proof of Claim. We consider (Z/p)n:l to be the set of vertices of the simplicial complex
(Z/p)n:lc whose simplices are precisely those C ⊆ (Z/p)n:l for which for any h1, h2 ∈ C either
h1 ⊆ h2 or h2 ⊆ h1. Consider it with the action of Z/p given by
Z/p × (Z/p)n:l 	 (r, h) → r + h ∈ (Z/p)n:l .
Now we relate the complex (Z/p)n:lc to the complexes obtained by iterated application of the
barycentric subdivision to (Z/p)∗ (l+1). An immediate checking gives
sd
(
(Z/p)∗ (l+1)
)= (Z/p)l+1:lc . (2.1)
We further show that for any n > l
sd
(
(Z/p)n:lc
)Z/p→ (Z/p)n+1:lc . (2.2)
To see this, let h1 ⊆ h2 ⊆ · · · ⊆ hk be a simplex in (Z/p)n:lc , that is, v = {h1, . . . , hk} is a vertex
in sd((Z/p)n:lc ). If the domain of hk has > n− l elements, then hk is a vertex in (Z/p)n+1:lc , and
in this case map v to hk . If the domain of hk has precisely n− l points, in which case hk = h1 and
v = {h1}, map v to hk ∪ {(n,hk(m))}, where m is the minimal element of the domain of hk . Note
that hk ∪ {(n,hk(m))} a vertex in (Z/p)n+1:lc . One easily checks that this defines an equivariant
simplicial map witnessing (2.2). Combining (2.1) and (2.2), we see that for n > l
sdn−l
(
(Z/p)∗ (l+1)
)Z/p→ (Z/p)n:lc . (2.3)
Let now c : (Z/p)n:l → d be a d-coloring. Let ej , j = 0, . . . , d − 1, be the standard basic vec-
tors in Rd . Let Δ be the simplex whose vertex set is {ej : j = 0, . . . , d − 1} (and whose simplices
are all non-empty subsets of the vertex set). Consider the simplicial map f from (Z/p)n:lc to Δ
induced by the function
(Z/p)n:l 	 h → ec(h).
By composing the function given by (2.3) with f we get a simplicial map
sdn−l
(
(Z/p)∗ (l+1)
)→ Δ
which induces a continuous map from ‖sdn−l ((Z/p)∗ (l+1))‖ to the geometric simplex ‖Δ‖ ⊆ Rd
spanned by the vectors e0, . . . , ed−1. Now if we take l+1 d · (p−1)+1, by the theorem stated
as the final remark preceding this proof, there exists a point in ‖sdn−l ((Z/p)∗ (l+1))‖ whose
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in (2.3) preserves the action, we obtain a point x0 ∈ ‖(Z/p)n:lc ‖ such that
F(x0) = F(r + x0) for each r ∈ Z/p, (2.4)
where F :‖(Z/p)n:lc ‖ → ‖Δ‖ is the continuous induced by f . Since F(x0) is a point in ‖Δ‖, at
least one of its coordinates, say i0, is not equal to 0. Point x0 lies in the geometric realization of
a maximal simplex of (Z/p)n:lc , that is, of a simplex of the form
hl ⊆ hl−1 ⊆ · · · ⊆ h0
where hi ∈ (Z/p)n:l has n − i elements in its domain. Fix r ∈ Z/p. Point r + x0 lies in the
geometric realization of the maximal simplex
r + hl ⊆ r + hl−1 ⊆ · · · ⊆ r + h0.
By (2.4), the i0th coordinate of F(r+x0) is non-zero. Thus, there is 0 jr  l such that the point
of ‖(Z/p)n:lc ‖ corresponding to r +hjr is mapped by F to a point with non-zero i0th coordinate.
By the definition of F , this implies that ec(r+hjr ) has non-zero i0th coordinate, which means that
c(r + hjr ) = i0. Since
{r + hjr : r ∈ Z/p}
is a full set, Claim is established. 
We now prove the theorem by induction on k. For k = 1 it is simply Claim. Assume our
theorem holds for k. In order to prove it for k+1, we pick li for i  k given l1, n1, . . . , li−1, ni−1
using our inductive assumption. Here is how to pick lk+1 given l1, n1, . . . , lk, nk . Apply Claim
with the number of colors equal to
d ′ = d ·
∣∣∣∣∣
k∏
i=1
(Z/pi)
ni :li
∣∣∣∣∣
to obtain l. Let lk+1 be equal to this l. Now given a d-coloring c of the product
∏k+1
i=1 (Z/pi)ni :li
consider the following d ′-coloring c′ of (Z/pk+1)nk+1:lk+1 :
c′(h) =
(
c(h1, . . . , hk, h): (h1, . . . , hk) ∈
k∏
i=1
(Z/pi)
ni :li
)
.
Let Lk+1 ⊆ (Z/pk+1)nk+1:lk+1 be a c′-monochromatic full set. For an h ∈ Lk+1 let
c′′(h1, . . . , hk) = c(h1, . . . , hk, h)
be a d-coloring of
∏k
i=1(Z/pi)ni :li . Note that since Lk+1 is c′-monochromatic, the definition of
c′′ does not depend on the choice of h ∈ Lk+1. Find full sets
L1 ⊆ (Z/p1)n1:l1, . . . ,Lk ⊆ (Z/pk)nk :lk
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c-monochromatic. 
J. Matoušek has pointed out to us that an isomorphic version of the simplicial complex
(Z/p)n:lc used in the proof above occurs in [10] (it is denoted there by K), where the lower
bound for its Z/p-index is derived by Sarkaria’s trick.
In the sequel, we will need only the following consequence of Theorem 2.1. In its statement,
for X ⊆∏ki=1(Z/pi)ni we write X −X = {h1 − h2: h1, h2 ∈ X}.
Corollary 2.2. Let p1, . . . , pk be prime numbers. Let d ∈ N, d > 0. Then ∃l1∀n1  l1∃l2
∀n2  l2 . . .∃lk∀nk  lk for any d-coloring of ∏ki=1(Z/pi)ni there exist v1 ⊆ n1, . . . , vk ⊆
nk and a color X such that |v1| = l1, . . . , |vk| = lk and for every f ∈ ∏ki=1 Z/pi there is
h ∈ X −X satisfying h(j) = f (i) for all i  k and all j ∈ ni \ vi .
Proof. We claim that, given p1, . . . , pk and d , any sequence l1, n1, . . . , lk, nk obtained by us-
ing Theorem 2.1 is as required. Given a coloring c of
∏k
i=1(Z/pi)ni define a coloring c′ of∏k
i=1(Z/pi)ni :li by letting c′(h) = c(hˇ), where hˇ ⊇ h is an extension defined by hˇ(j) = 1 for
j /∈ dom(h). An application of Theorem 2.1 to c′ completes the proof. 
Note that Theorem 2.1 becomes false even when k = 1 if Z/p is replaced by Z. In fact, for
every l  1, for n = 2l + 1, we have a partition Zn = X1 ∪ X2 such that for every h ∈ Zn and
color X ∈ {X1,X2} there is a ∈ Z such that |{j : f (j) = a + h(j)}| l + 1 for every f ∈ X. To
see it, let f ∈ X1 if |{j : f (j) > 0}|  l + 1 and f ∈ X2, otherwise. Since for every h ∈ Z2l+1
we can find a and a′ such that a + h(j) > 0 for all j and a′ + h(j) < 0 for all j , the conclusion
follows.
On the other hand, it is not difficult to see that Corollary 2.2 with k = 1 and d = 2 and with
Z/p replaced by Z (or any other group) remains true already with l = 1. However, the argument
does not seem to generalize to the higher values of d .
3. Extreme amenability of L0
In this section, we will prove the following theorem of which Theorem 1.1 is an immediate
consequence.
Theorem 3.1. Let φ be a diffused submeasure. Let H be a second countable group such that
the closure of each finitely generated subgroup of H is compact and solvable. Then L0(φ,H) is
extremely amenable.
We will be using the following old characterization of extreme amenability due to Pestov [15]
(see also [17, Theorem 3.4.9]):
G is extremely amenable if and only if SS−1 is dense for every S ⊆ G such that FS = G for
some finite F .
In the following lemma, we register some well-known preservation properties of extremely
amenable groups.
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(i) Let H be a closed normal subgroup of G. If both H and G/H are extremely amenable, then
so is G.
(ii) If G is the union of a family of extremely amenable subgroups which is directed under
inclusion, then G is extremely amenable.
(iii) If G contains a dense extremely amenable subgroup, then G is extremely amenable.
(iv) Let (Hn) be a sequence of topological groups, and let πn :Hn+1 → Hn be surjective contin-
uous homomorphisms such that G = lim←−(Hn,πn). If each Hn is extremely amenable, then
so is G.
(v) The product of an arbitrary family of extremely amenable groups is extremely amenable.
(vi) Continuous homomorphic images of extremely amenable groups are extremely amenable.
Proof. These are all well known. Points (iii) and (vi) are immediate from the definition of ex-
treme amenability, as are (i) and (ii) if one only realizes that the set of fixed points of a continuous
action of a topological group on a compact space is compact. Point (v) is a consequence of (i),
(ii) and (iii).
Point (iv) follows from Pestov’s characterization of extreme amenability stated in the begin-
ning of the present section. Indeed, let G = FS for some finite F ⊆ G. Let π∞n :G → Hn be the
projection. It follows from our assumptions that each π∞n is surjective. Thus, since each Hn is
extremely amenable, π∞n (S)π∞n (S)−1 is dense in Hn for each n. This immediately implies that
SS−1 is dense in G since the topology on G is generated by sets of the form (π∞n )−1(U) for
U ⊆ Hn open in Hn. 
Now we have a couple of lemmas giving an analysis of groups S(φ,H).
Lemma 3.3. Let H be a compact, second countable, Abelian group. Then H = lim←−(Hn,πn),
where each Hn is a compact, second countable, Abelian group in which torsion elements are
dense, and πn :Hn+1 → Hn is a continuous surjective homomorphism.
Proof. Let T = R/Z. Since each compact second countable Abelian group is isomorphic to a
closed subgroup of (T)N, it is the inverse limit, with continuous surjective homomorphisms as
bonding maps, of closed subgroups of (T)n with n ∈ N. The lemma follows, therefore, from the
fact that the torsion elements are dense in any closed subgroup H of (T)n with n ∈ N. This can
be seen as follows. There is a surjective homomorphism from the dual group of (T)n, which
is Zn, onto the dual group of H . Thus, this last group is finitely generated and, therefore, it is the
product of a finite Abelian group and Zk , for some k ∈ N. Now H being the dual of such a group
is isomorphic to H ′ × (T)k with H ′ finite. 
Lemma 3.4. Let φ be a submeasure.
(i) Let (Hn) be a sequence of topological groups, and let πn :Hn+1 → Hn be continuous sur-
jective homomorphisms. Then π∗n :S(φ,Hn+1) → S(φ,Hn) given by π∗n (f ) = πn ◦ f is a
surjective continuous homomorphism and
S
(
φ, lim←−(Hn,πn)
)= lim←−(S(φ,Hn),π∗n ).
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S(φ,H).
(iii) If H is the union of a directed by inclusion family of subgroups H, then S(φ,H) =⋃{S(φ,H ′): H ′ ∈H}.
(iv) Let H ′ be a closed normal subgroup of a topological group H . Then
S(φ,H/H ′) = S(φ,H)/S(φ,H ′).
Proof. (i) Define r : lim←−(S(φ,Hn),π∗n ) → S(φ, lim←−(Hn,πn)) by letting
r
(
(fn)
)
(x) = (fn(x)).
We leave it to the reader to check that r is a bijective homomorphism which is a homeomorphism.
(ii) is immediate as is (iii) which, however, depends on the fact that each function in S(φ,H)
attains finitely many values.
(iv) Define r :S(φ,H) → S(φ,H/H ′) be r(f )(x) = f (x)/H ′. One checks that r is a contin-
uous surjective homomorphism whose kernel is S(φ,H ′). Thus, it induces a bijective continuous
homomorphism from S(φ,H)/S(φ,H ′) onto S(φ,H/H ′). We leave it to the reader to check that
this homomorphism is open. 
Extreme amenability will be proved using the lemma below.
Lemma 3.5. Assume G is a topological group such that for every partition G = X1 ∪ · · · ∪ Xd ,
every finite F ⊆ G and every open neighborhood W of the identity there is t  d such that
F ⊆ WXt(Xt )−1. Then G is extremely amenable.
Proof. We will use Pestov’s characterization of extreme amenability stated at the beginning of
this section. Let S ⊆ G be such that G =⋃td gtS. Put Xt = gtS. By our assumption, for ev-
ery W and finite F there is t = t (W,F ) d such that F ⊆ WXt(Xt )−1. We claim there is t =
t (W) d such that G = WXt(Xt )−1. Otherwise, for every t  d there is ht ∈ G \ WXt(Xt )−1.
Then F = {h1, . . . , hd} is not included in WXt(Xt )−1 for any t  d , contradicting our assump-
tion. A similar argument shows that there is t0  d such that G = UXt0(Xt0)−1 for every open
neighborhood U of the identity. Therefore, Xt0(Xt0)−1 = gt0SS−1g−1t0 is dense in G, which
makes SS−1 dense, and the extreme amenability follows. 
A condition easily equivalent to the one in Lemma 3.5 was considered by Christensen already
in [3, p. 104]. In fact, the condition from the lemma is equivalent to extreme amenability as
proved in [17, Theorem 3.4.9].
Proof of Theorem 3.1. By Lemmas 3.2(iii), 3.4(iii), and 3.2(ii), it suffices to prove the theo-
rem for S(φ,H), where H second countable, compact and solvable. Now, by Lemmas 3.4(iv)
and 3.2(i), it is enough to prove it for H second countable compact and Abelian. By Lemmas 3.3,
3.4(i), and 3.2(iv), we can assume that H is second countable, compact, Abelian, and that the tor-
sion elements are dense in H . Therefore, by applying Lemma 3.4(ii) and (iii) and Lemma 3.2(ii)
and (iii), we reduce proving the theorem to the case when H is finite. One more application of
Lemmas 3.4(iv) and 3.2(i) shows that we can restrict ourselves to H = Z/p for a prime num-
ber p. We consider this case in what follows.
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Let X1 ∪ · · · ∪ Xd = S(φ,Z/p), let F ⊆ S(φ,Z/p) be finite, and let W ⊆ S(φ,Z/p) be an
open neighborhood of 0. Then there exists t0  d with F ⊆ W + (Xt0 −Xt0).
Our intention is to use Corollary 2.2. We can assume that F consists of all elements of
S(φ,Z/p) which are constant on sets in a fixed partition b1, . . . , bk of X into sets from B. This
is because each finite subset of S(φ,Z/p) is contained in a set of this form. Since φ is diffused,
we can also assume that for some  > 0,
W = {g ∈ S(φ,Z/p): φ({x ∈ X: g(x) = 0})< }.
At this point we are given , the number k of elements in the partition of X, and the number d
of elements in the partition of S(φ,Z/p). With these k and d , use Corollary 2.2 to find l1.
Partition b1 into finitely many sets in B of φ-submeasure < δ1 such that 0 < δ1 · l1 < /k. (We
use diffusion of φ here.) Let n1 be the number of elements in this partition of b1. We can assume
that n1  l1. Now given l1, n1 use Corollary 2.2 to find l2. Repeat what was done above with b2
replacing b1. That is, partition b2 into finitely many sets in B of φ-submeasure < δ2 such that
0 < δ2 · l2 < /k. Let n2, which we can assume to be  l2, be the number of elements in this
partition of b2. Continue in this fashion using Corollary 2.2 until all sets bi are taken care of. For
each 1 i  k, let
ai0, a
i
1, . . . , a
i
ni−1
be the partition of bi constructed above.
Now we describe a coloring of
∏k
i=1(Z/p)ni into d colors. Given
c¯ = (c1, . . . , ck) ∈
k∏
i=1
(Z/p)ni ,
consider gc¯ ∈ S(φ,Z/p) defined by
gc¯  aij = ci(j).
The color assigned to c¯ = (c1, . . . , ck) is equal to the subscript of the element of the partition
X0, . . . ,Xd−1 of S(φ,Z/p) to which gc¯ belongs.
By our choice of the numbers li and ni there are
h1 ∈ (Z/p)n1 , . . . , hk ∈ (Z/p)nk ,
t0 < d , and v1 ⊆ n1, . . . , vk ⊆ nk such that |v1| = l1, . . . , |vk| = lk , and for every d¯ =
(d1, . . . , dk) ∈ (Z/p)k there are f¯ and f¯ ′, both colored by t0, such that di = f¯ (j) − f¯ ′(j)
for all i and all j ∈ ni \ vi .
Every g ∈ F is constant on each bi , hence by the last observation there are gf¯ and gf¯ ′ satis-
fying
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({
x: g(x) = (gf¯ ′ − gf¯ )(x)
})
 φ
(
k⋃
i=1
⋃{
aij : j ∈ vi
})

k∑
i=1
∑
j∈vi
φ
(
aij
)
< k · /k = .
It follows from it that g ∈ W + (gf¯ ′ − gf¯ ). Since g ∈ F was arbitrary and since gf¯ ′ , gf¯ ∈ Xt0 ,
we see that F ⊆ W +Xt0 −Xt0 , and we are done. 
4. Extreme amenability and Lévy groups
In this section, we study connections between extreme amenability and being Lévy and
between being Lévy and having non-Lévy sequences of compact subgroups. This is done prin-
cipally for groups of the form L0(φ,H), but also for the unitary group of the separable Hilbert
space and the group of measure preserving transformations.
We start with a lemma proving a property of general Lévy groups. This property may be of
some independent interest and we make some additional comments on it in Section 5. It says
that in a Lévy group all increasing sequences of compact subgroups with dense unions exhibit
some degree of concentration as in (4.1). This degree of concentration has to be carefully cali-
brated since, as shown by Propositions 4.5 and 4.6, in general Lévy groups arbitrary increasing
sequences of compact subgroups with dense unions are not Lévy, that is, full concentration fails
on them.
The immediate usefulness of the lemma below is in proving that a given group is not Lévy.
The lemma allows us to replace the necessity of showing that no increasing sequence of com-
pact subgroups with dense union is Lévy by constructing one increasing sequence of compact
subgroups with dense union on which concentration fails in a uniform way, that is, on which
condition (4.1) is violated.
Lemma 4.1. Let a topological group G be Lévy. Then for any increasing sequence (Kn) of
compact subgroups of G with dense union, an open neighborhood V of 1, a compact set F ⊆ G,
and Borel sets An ⊆ Kn, we have
lim inf
n
νn(VAn)− νn(FAn) 0, (4.1)
where νn is the probability Haar measure on Kn, considered as a measure on G with support Kn.
Proof. Assume the conclusion fails and pick (Kn), V , F , and An witnessing the failure of (4.1).
By going to a subsequence of (Kn), we can suppose that there are δ1, δ2 so that
νn(FAn) > δ2 > δ1 > νn(VAn). (4.2)
Let (Hm) be an arbitrary increasing sequence of compact subgroups of G with dense union.
We will show that the sequence is not Lévy, thereby proving that G is not a Lévy group. Let μm
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Using compactness of F , find m0 such that F ⊆ Hm0W and h1, . . . , hp ∈ Hm so that
F ⊆
p⋃
i=1
hiW. (4.3)
We claim that there are constants β1, β2 > 0 such that for m  m0 we can find Borel C ⊆ Hm
with
μm(C) >
β2δ2
p
and μm(Hm \WC) > β1(1 − δ1), (4.4)
thereby proving that (Hm) is not a Lévy sequence. Let
W ′ = the interior of
⋂
f∈F
fWf−1. (4.5)
The open set W ′ is a neighborhood of 1 since F is compact. Let m  m0 be fixed. Fix n large
enough so that
Hm ⊆ W ′Kn. (4.6)
Claim. Let B ⊆ Kn be a measurable set and let α,β  0, α + β = 1. Then
νn
({
g ∈ Kn: μm
(
W ′Bg−1
)
 βνn(B)
})
 ανn(B).
Proof. Consider the compact group Hm × Kn with the product measure μm × νn. By (4.6)
all vertical sections of the set {(h, g) ∈ Hm × Kn: hg ∈ W ′} are non-empty. By the translation
invariance of νn each vertical section of
X = {(h, g) ∈ Hm ×Kn: hg ∈ W ′B}
is of νn-measure at least νn(B). By Fubini’s theorem, {g ∈ Kn: the horizontal section of X at g
has μm-measure  βνn(B)} has νn-measure at least ανn(B). But the horizontal section of X at
g is Hm ∩W ′Bg−1. 
Using (4.2), we can fix 0 < α1, α2 < 1 such that
α1(1 − δ1)+ α2δ2 > 1. (4.7)
Set β1 = 1 − α1 and β2 = 1 − α2. We show that for this choice of β1 and β2 (4.4) holds.
Applying the claim to the set Kn \VAn with α1 and β1 and using (4.2), we get a set of g ∈ Kn
of νn-measure  α1νn(Kn \ VAn) > α1(1 − δ1) such that
μm
(
W ′(Kn \ VAn)g−1
)
 β1νn(Kn \ VAn) > β1(1 − δ1).
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μm
(
Hm \W ′VAng−1
)
> β1(1 − δ1). (4.8)
Now apply the claim to the set FAn with α2 and β2 in combination with (4.2) to obtain a set of
g ∈ Kn of νn-measure  α2νn(FAn) > α2δ2 such that
μm
(
W ′FAng−1
)
> β2νn(FAn) > β2δ2. (4.9)
Therefore, using (4.5) and (4.3), we obtain
W ′FAn = W ′FAn ⊆ FWAn ⊆ h1W 2An ∪ · · · ∪ hpW 2An
⊆ h1VAn ∪ · · · ∪ hpVAn.
In view of this, (4.9) implies
μm
(
h1VAng
−1 ∪ · · · ∪ hpVAng−1
)
> β2δ2.
Since μm is invariant under translations by h1, . . . , hp as they are elements of Hm, we see that
for a set of g ∈ Kn of νn-measure > α2δ2 we have
μm
(
VAng
−1)> β2δ2
p
. (4.10)
Taking into account (4.7), we get g0 ∈ Kn for which both (4.8) and (4.10) hold. Thus, (4.4) is
fulfilled by C = VAng−10 ∩Hm. 
Theorem 4.2 below is a more precise version of Theorem 1.2. We need some definitions. Let
Mi , i ∈ N, be a sequence of non-zero natural numbers. Put Σ =⋃∞i=0∏j<i Mj . For σ ∈ Σ , if
σ ∈∏j<i Mj , let |σ | = i and let [σ ] = {x ∈∏i Mi : x  |σ | = σ }. Define a submeasure on all
subsets of
∏
i Mi by letting
ψ0(A) = inf
{∑
σ∈I
2−|σ |: I ⊆ Σ,A ⊆
⋃
σ∈I
[σ ]
}
.
The submeasure ψ0 coincides with the first element of the sequence of the so-called auxiliary
measures in the definition of the one-dimensional Hausdorff measure on
∏
i Mi taken with the
metric d(x, y) = 2−min{i: xi =yi } [18, p. 50].
Theorem 4.2. For every compact group H that is not connected there is a sequence of natural
numbers Mi , i ∈ N, such that the submeasure ψ0 on the algebra of all clopen subsets of ∏i Mi
has the following properties:
(i) it is diffused;
(ii) L0(ψ0,H) is not a Lévy group.
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For g :M → d and j0 < d , let
μ(g) = j0
if ∣∣{l <M: g(l) = j0}∣∣= max
j<d
∣∣{l <M: g(l) = j}∣∣ (4.11)
and the value of min{l < M: g(l) = j} for j = j0 is the smallest of all such numbers evaluated
for j realizing the maximum on the right-hand side of (4.11). Assume non-zero natural numbers
M0, . . . ,Mk and d are given. Let
Xk =
{(
xσ : σ ∈
⋃
i<k
M0 × · · · ×Mi
)
: ∀σxσ ⊆ M|σ | and |xσ | < 2|σ |
}
.
Let f ∈ dM0×···×Mk , and let x¯ ∈Xk . For i  k define
f ix¯ :M0 × · · · ×Mi → d
as follows. Put f kx¯ = f . Assume f i+1x¯ is defined. Let σ ∈ M0 × · · · × Mi . Put f ix¯ (σ ) = μ(g),
where g :Mi+1 → d is given by
g(l) =
{
f i+1x¯ (σl), if l ∈ Mi+1 \ xσ ;
0, if l ∈ xσ .
This defines f ix¯ for all i  k and all x¯ ∈Xk .
Lemma 4.3. Let  > 0 and d ∈ N be given. There exists a sequence of natural numbers
M0,M1, . . . such that for each k
∣∣{f ∈ dM0×···×Mk : ∃x¯ ∈Xkf 0x¯ (∅) = 0}∣∣<
(
1
d
+ 
)
· dM0···Mk .
Proof. First we specify how fast the sequence Mi , i  0, grows. We will use a probability argu-
ment involving the claim below, which is a consequence of the central limit theorem.
Claim. Let d  1 be a natural number. Let m ∈ N and Δ > 0 be given. There exist M ∈ N and
δ > 0 such that if Y0, . . . , YM−1 are independent random variables taking values 0, . . . , d − 1 so
that for any i <M and k < d ∣∣∣∣Pr(Yi = k)− 1d
∣∣∣∣< δ, (4.12)
then
Pr
(∣∣{i <M: Yi = 0}∣∣+ 2m> max
0k<d
∣∣{i <M: Yi = k}∣∣)< 1
d
+Δ. (4.13)
486 I. Farah, S. Solecki / Journal of Functional Analysis 255 (2008) 471–493Proof of Claim. Let X0,X1, . . . be a sequence of independent random variables with
Pr(Xi = k) = 1
d
(4.14)
for k = 0, . . . , d−1. For each i define a random variable Zi with values in Rd by letting Zi = eXi ,
where e0, . . . , ed−1 is the standard orthonormal basis in Rd . Put SM =∑i<M Zi . Note that
Pr
(∣∣{i <M: Xi = 0}∣∣+ 2m> max
0k<d
∣∣{i <M: Xi = k}∣∣)
= Pr
(
SM
M
· e0 + 2m
M
> max
0k<d
SM
M
· ek
)
, (4.15)
where · is the ordinary inner product. For a fixed m, 2m/M goes to 0 faster than 1/√M and
the distribution of each Zi is invariant under the orthonormal transformations of Rd induced by
any permutation of the vectors ei ; thus, by the central limit theorem [1, Theorem 29.5], for large
M not depending on the particular sequence X0,X1, . . . , the second term in (4.15) is < 1d + Δ2 .
Therefore,
Pr
(∣∣{i <M: Xi = 0}∣∣+ 2m> max
0k<d
∣∣{i <M: Xi = k}∣∣)< 1
d
+ Δ
2
. (4.16)
Fix M as above. Let δ = Δ2M . Let Y0, . . . , YM−1 be independent random variables ful-
filling (4.12). It is easy to see that given X0, . . . ,Xi−1 each fulfilling (4.14) and such that
X0, . . . ,Xi−1, Yi, . . . , YM are independent, there is Xi fulfilling (4.14) such that X1, . . . ,Xi−1,
Xi, Yi+1, . . . , YM−1 are independent and Pr(|Xi − Yi | = 0) < δ. Note now that the probabil-
ity that one of the events |{i < M: Xi = k}| = |{i < M: Yi = k}| happens with 0  k < d is
< δ ·M <Δ/2. Thus, it follows from (4.16) that (4.13) holds. 
Now we are ready to finish proving Lemma 4.3. Let  > 0 be given. Let δ−1 = . If δi > 0
is defined, using Claim with m = 2i and Δ = δi , find Mi+1 ∈ N and δi+1 > 0. This describes a
sequence (Mi)∞i=0 along with an auxiliary sequence of positive real numbers (δi)∞i=−1.
Fix k. We show by backward induction on i0  k that for any σ0 ∈⋃i<k M0 × · · · ×Mi with|σ0| = i0
∣∣{f ∈ dM0×···×Mk : ∃x¯ ∈Xkf i0x¯ (σ0) = 0}∣∣<
(
1
d
+ δi0−1
)
dM0···Mk .
For i0 = 0 this gives the conclusion of the lemma. The estimate clearly holds for i0 = k. Assume
this is true for all σ0 l with l ∈ Mi0 . Define Yl , l <Mi0 , to be independent random variables such
that Yl = 0 with probability
1 ∣∣{f ∈ dM0×···×Mk : ∃y¯ ∈Xkf i0+1y¯ (σ0 l) = 0}∣∣,dM0···Mk
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d
+ δi0 . Obviously, it is  1d . Further, let Pr(Yl = i) =
Pr(Yl = i′) for 1 i, i′ < d . It follows that for all i < d
1
d
− δi0  Pr(Yl = i) <
1
d
+ δi0 . (4.17)
Fix x¯ ∈ Xk for a moment. Note now that from the definition of f i0 in the following list each
condition implies the next one:
f
i0
x¯ (σ0) = 0, (4.18a)∣∣{l: f i0+1x¯ (σ0 l) = 0}∣∣+ 2i0 > max
i>0
∣∣{l: f i0+1x¯ (σ0 l) = i}∣∣− 2i0, (4.18b)
∣∣{l: ∃y¯ ∈Xkf i0+1y¯ (σ0 l) = 0}∣∣+ 2 · 2i0
> max
0<i<d
∣∣{l: ∀y¯ ∈Xkf i0+1y¯ (σ0 l) > 0 and f i0+1x¯ (σ0 l) = i}∣∣. (4.18c)
The left-hand side of (4.18c) does not depend on x¯. We analyze now the right-hand side
of (4.18c). The set of all f ∈ dM0×···×Mk with ∀y¯ ∈ Xkf i0+1y¯ (σ0 l) > 0 does not depend on
x¯. Furthermore, in this set, for a given x¯, the fraction of functions f with f i0+1x¯ (σ0 l) = i is the
same for all 0 < i < d , and this fraction does not depend on x¯. Thus, the implications of (4.18)
give the first inequality in the formula below; the second inequality follows from (4.17) and from
the choice of δi0 and Mi0 .
1
dM0···Mk
∣∣{f ∈ dM0×···×Mk : ∃x¯ ∈Xkf i0x¯ (σ0) = 0}∣∣
 Pr
(∣∣{l <Mi0 : Yl = 0}∣∣+ 2 · 2i0 > max
i<d
∣∣{l <Mi0 : Yl = i}∣∣)
<
1
d
+ δi0−1.
Thus, we obtain our inductive conclusion. 
Proof of Theorem 4.2. By our assumption H is a compact group that is not connected, hence it
contains a proper open subgroup V . The index of V in H ,
d = [H : V ],
is finite. Pick (Mi) so that the conclusion of Lemma 4.3 holds with d and some 0 < 0 < 1/2.
The submeasure ψ0 is as in the paragraph preceding the statement of Theorem 4.2.
Point (i) is immediate since for each n ∈ N, ∏i Mi is covered by {[σ ]: |σ | = n}, and
ψ0([σ ]) 2−n if |σ | = n.
We prove (ii). We aim to apply Lemma 4.1. Let Kn consist of all elements of S(ψ0,H) that
are constant on all [σ ] for σ ∈ Σ with |σ | = n+ 1. Clearly Kn is a compact group, Kn ⊆ Kn+1,
and
⋃
Kn = S(ψ0,H) is dense in L0(ψ0,H).n
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constant functions in S(ψ0,H) with values in F . Let V ′ ⊆ L0(ψ0,H) be an open set whose
intersection with S(ψ0,H) gives the relatively open in S(ψ0,H) set{
f ∈ S(ψ0,H): ψ0
({
x: f (x) /∈ V })< 1/2}.
Using Lemma 4.3, we will find Borel sets An ⊆ Kn such that
F ′An = Kn and νn(V ′An) 1
d
+ 0, (4.19)
where νn is the Haar probability measure on Kn. This clearly implies that (4.1) fails since 0 <
1 − 1
d
, and therefore L0(ψ0,H) is not Lévy. We identify H/V with d . Since each f ∈ Kn is
constant on each [σ ] for σ ∈ Σ with |σ | = n+ 1, each such f induces a function fˆ :M0 × · · · ×
Mn → d by fˆ (σ ) = f (x)/V for any x ∈ [σ ], σ ∈ M0 × · · · × Mn. Recall the notation from
Lemma 4.3. Let 0¯ be the element of Xn with all its entries equal to the empty set. The set
An =
{
f ∈ Kn: fˆ 00¯ (∅) = 0
}
is clearly Borel and F ′An = Kn. It remains to check the second part of (4.19). Let h ∈ V ′An∩Kn.
Pick f ∈ An such that h ∈ V ′f . We have
ψ0
(⋃{[σ ]: σ ∈ Σ, |σ | = n+ 1, and fˆ (σ ) = hˆ(σ )})< 1
2
.
Let I ⊆ Σ be such that
⋃{[σ ]: σ ∈ Σ, |σ | = n+ 1 and fˆ (σ ) = hˆ(σ )}⊆⋃{[τ ]: τ ∈ I} and
∑
τ∈I
2−|τ | < 1
2
. (4.20)
Note that the condition in Lemma 4.3 guarantees that Mk  2k for each k. With this in mind, we
see that the second part of (4.20) gives that if |σ | = n+1, then [σ ] =⋃{[τ ]: τ ∈ I, σ ⊆ τ, σ = τ }
allowing us to remove from I any τ with |τ | > n+ 1. Thus, we assume that |τ | n+ 1 for each
τ ∈ I . For σ ∈⋃i<n M0 × · · · ×Mi let
xσ = {l <M|σ |: σl ∈ I }.
Note that by the second part of (4.20) we have |xσ | < 2|σ |. So x¯ = (xσ : σ ∈⋃i<n M0 × · · · ×
Mi) ∈Xn. By the first part of (4.20), we have
hˆ0x¯ (∅) fˆ 00¯ (∅) = 0.
Thus,
V ′An ∩Kn ⊆
{
h ∈ Kn: ∃x¯ ∈Xnhˆ0(∅) = 0
}
. (4.21)x¯
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νn
({h ∈ Kn: hˆ ∈ D})= |D|
dM0···Mn
,
it follows from (4.21) that
νn(V
′An)
1
dM0···Mn
∣∣{g ∈ dM0×···×Mn : ∃x¯ ∈Xng0x¯ (∅) = 0}∣∣,
which is < 1
d
+ 0 by Lemma 4.3. 
Propositions 4.5, 4.6 and 4.7 below complement Theorem 4.2.
A non-Lévy sequence for G is an increasing sequence of compact subgroups with dense union
that is not a Lévy sequence. Below we prove two propositions on the existence of non-Lévy
sequences. In the first one, we show that groups L0(φ,H) with H compact disconnected and φ
an arbitrary diffused submeasure contain non-Lévy sequences despite the fact that some of them
are Lévy groups as proved in [16] or in Lemma 4.7.
We start with a lemma on constructing non-Lévy sequences. For  > 0 and a subset A of a
group G with a right invariant metric d , we write (A) = {g ∈ G: d(g,h) <  for some h ∈ A}.
Lemma 4.4. Assume a metric group G with a right invariant metric d is the increasing union of
compact subgroups Kn, n ∈ N. Assume there are ε > 0 and compact groups Ln, n ∈ N, such that
Kn < Ln, supn[Ln : Kn] < ∞, and Ln  (Kn) . Then G can be written as an increasing union
of a non-Lévy sequence.
Proof. Our assumption supn[Ln : Kn] < ∞ guarantees that for each n there is n′ with Ln ⊆ Kn′ .
By going to a subsequence, we can ensure two things, first that Ln ⊆ Kn+1, and so Ln ⊆ Ln+1,
and second that for all n, [Ln : Kn] = m for some fixed m ∈ N.
If νn is the Haar measure on Ln, we have νn(Kn) = 1/m. Further, since d is right invariant, if
Ln  (Kn) , then a left coset of Kn in Ln is disjoint from (Kn) . Thus, νn((Kn)) 1 − (1/m).
It follows that (Ln) is an increasing sequence of compact subgroups whose union is G and which
is not Lévy. 
Proposition 4.5. The group L0(φ,H) for a diffused submeasure φ and a compact disconnected
Abelian group H contains a non-Lévy sequence.
Proof. Fix a diffused φ on an algebra B and a compact disconnected group H with an invariant
metric dH . There is α > 0 such that for every finite subalgebra A of B there is b ∈ B satisfying
φ(aΔb) > α for all a ∈A. Otherwise, the group S(φ,Z/2) is totally bounded with respect to dφ ,
hence its completion L0(φ,Z/2) is compact, contradicting its extreme amenability. Since H is
disconnected, it has a closed normal subgroup G of finite index m. By the compactness of H
there is 0 < ε < α such that dH (g,h) > ε for all g,h belonging to different cosets of G. Let
Bn be an increasing sequence of finite algebras with union B and let Kn be the subgroup of all
Bn-measurable maps. By Lemma 4.4 applied to S(φ,H), it will suffice to find ε > 0 such that
for every n there is a compact group Ln ⊇ Kn with [Ln : Kn] = m and (Kn)ε ∩Ln = Kn.
For each n find bn such that φ(bnΔa) > ε for all a ∈ Bn. Let B′n be the subalgebra generated
by Bn and bn. Then with π :H → H/G being the natural projection, Ln = {f ∈ S(φ,H): f is
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subalgebra generated by bn} is a compact subgroup of S(φ,H) including Kn. For h ∈ H let
h˜ ∈ L0(φ,H) be equal to h on bn and equal to 1 on bn . Then h˜ ∈ Ln and for F ⊆ H such that
FG = H we have F˜Kn = Ln with F˜ = {f˜ : f ∈ F }. Therefore [Ln : Kn] = m. If f and g in Ln
belong to different cosets of Kn, then {x: dH (f (x), g(x)) > ε} is of the form aΔbn or aΔbn for
some a ∈ Bn, hence dφ(f, g) > ε. Hence Kn is a subset of Ln of Haar measure 1/m such that
(Kn)ε ∩Ln = Kn. 
The next proposition gives an application of Lemma 4.4 to groups other than L0(φ,H). Both
groups in this proposition are Lévy; see [17, §4].
Proposition 4.6. The unitary group U(H) of a separable infinite-dimensional Hilbert space (with
the strong topology) and the group Aut(X,μ) of measure preserving transformations of a stan-
dard measure space (with the weak topology) have non-Lévy sequences.
Proof. Fix an orthonormal basis (en) such that U(n) is the group of all operators that fix all
vectors in the closed linear span of {ei | i > n}. Let gn be an involution defined by the permutation
of the basis {ei}∞i=1 that swaps en+1 with en+2 and sends ei to itself for i /∈ {n,n + 1}. Then
gn ∈ U(n + 2) and it clearly commutes with all elements of U(n). Also, for a, b in U(n) the
vectors gna(en) = en+1 and b(en) = en are orthogonal, and the conclusion follows by Lemma 4.4
applied to the dense subgroup
⋃
n U(n) with Kn = U(n) and Ln = Kn ∪ gnKn.
For Aut(X,μ) it suffices to consider the case when X = [0,1] and μ is the restriction of the
Lebesgue measure. Let Kn be the finite group of all transformations interchanging the intervals
Ijn = [j2−n, (j + 1)2−n) for 0 j < 2n by translations. Since the weak topology is the weak-
est topology making all functions f → μ(A ∩ f [A]), for A ⊆ X measurable, continuous, by
Lemma 4.4 applied to
⋃
n Kn it suffices to find gn ∈ Kn+1 of order 2 which commutes with ele-
ments of Kn and is such that for some measurable Jn of measure 1/2 and all a, b in Kn we have
a[Jn] ∩ gnb[Jn] = ∅. (Then Ln = Kn ∪ gnKn will do the job.) Let τ ∈ S2n+1 be the permutation
swapping 2j with 2j +1 for all j < 2n. Let gn ∈ Kn+1 be the transformation moving each Ij,n+1
to Iτ(j),n+1 by translations. Then gn ∈ Kn+1 has order 2 and it commutes with all elements of Kn.
If Jn =⋃j<2n I2j,n+1 then μ(Jn) = 1/2, a[Jn] = Jn for all a ∈ Kn and gn[Jn] = [0,1] \ Jn. 
In contrast with Theorem 4.2, the next result shows that there is a large class of diffused
submeasures φ such that L0(φ,H) is Lévy for any compact H .
A submeasure φ on an algebra B of subsets of X is called strongly diffused if for any  > 0
there exists δ > 0 for which there exist partitionsP of X into arbitrarily large number of sets from
B such that for any A⊆P if |A| < δ · |P|, then φ(⋃A) < . Note that all diffused measures are
strongly diffused. Many submeasures with no measures below are also strongly diffused, see the
examples on [19, p. 98] with σn Cn for some finite constant C  2.
Proposition 4.7. Let φ be a strongly diffused submeasure.
(i) If H compact, then L0(φ,H) is a Lévy group.
(ii) If H is an amenable locally compact second countable group, then L0(φ,H) is extremely
amenable.
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sets from B. We will refer to such P simply as a partition. We write H(P) for the subgroup of
S(φ,H) consisting of all the functions constant on each set in P . This group is isomorphic to Hk
where k is the number of elements in P and by λk we will denote the probability Haar measure
on it. Further, by dk we will denote the Hamming metric on H(P) given by
dk(f, g) = 1
k
∣∣{a ∈P: f  a = g  a}∣∣.
We produce a Lévy sequence consisting of groups of the form H(P) where P is a partition. If
a partition P refines another partition Q, then H(Q) < H(P). Thus, it will suffice to show that
given a partition Q and  > 0, there is a partition P refining Q such that for any measurable
A ⊆ H(P) with λ(A) > , we have λm({f ∈ H(P): dφ(f,A) < }) > 1 − . Let k = |Q|. Let
δ > 0 be as in the definition of strong diffusion chosen for the given  > 0. By concentration of
measure (e.g., [9]), find n0 ∈ N so that for any partition P with |P| = m n0 and any A ⊆ H(P)
with λm(A)  we have
λm
({
f ∈ H(P): dm(f,A) < δ
k
})
> 1 − . (4.22)
This is possible since H(P) is isomorphic to H |P |. Find a partition P ′ with at least n0 elements
such that for anyA⊆P ′ with |A| < δ · |P ′| we have φ(⋃A) < . Let P be the partition induced
by the elements of P ′ ∪Q. Put m0 = |P|. Note that n0 m0  |Q| · |P ′|.
Let A ⊆ H(P) be measurable and such that λm0(A) > . Since (4.22) holds for m = m0, it
suffices to show that for f ∈ H(P), dm0(f,A) < δ/k implies dφ(f,A) < . Let g ∈ A be such
that dm0(f, g) < δ/k. Then
∣∣{a ∈P: f  a = g  a}∣∣< δ
k
·m0  δ
k
· |Q| · |P ′| = δ · |P ′|.
It follows that
⋃{a ∈ P: f  a = g  a} can be covered by at most δ · |P ′| elements of the
partition P ′. Thus, φ(⋃{a ∈P: f  a = g  a}) < , and therefore dφ(f,A) < .
(ii) We obtain this point by combining the argument above with a use of Følner sequences as
in [16, Theorem 2.2]. 
5. Remaining questions
Herer and Christensen [7] proved that L0(φ,R) is extremely amenable if φ has no measure
below. Pestov [16, Theorem 2.2] showed that L0(μ,H) is extremely amenable if μ is a diffused
measure and H is an amenable lcsc group. Neither of these results is implied by our Theorem 3.1.
In fact, no group of the form L0(φ,H) with H Abelian lcsc containing an element which gener-
ates a subgroup whose closure is not compact is covered by Theorem 3.1. Therefore, it is natural
to ask for generalizations of this theorem as in questions 1 and 2 below.
1. Is every group of the form L0(φ,H), for φ diffused and H compact, extremely amenable?
2. For what diffused φ is L0(φ,Z), or L0(φ,R), extremely amenable?
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arbitrary finite group in place of Z/p. In fact, it would suffice to prove it for simple finite groups.
Similarly for question 2. Hence the next question, the answer to which might involve extending
the methods of [4].
3. Is there a Ramsey-type result along the lines of Theorem 2.1 or Corollary 2.2 for arbitrary
finite (or simple finite) groups? Is there a Ramsey-type result analogous to Corollary 2.2 with Z
replacing Z/p?
A rudimentary argument shows that Corollary 2.2 with k = 1 and d = 2 and Z/p replaced
by an arbitrary group remains true already with l = 1. However, the argument does not seem to
generalize to the higher values of d .
Now, a question related to Theorem 4.2.
4. Let φ be a diffused submeasure, and let H be a compact connected second countable group.
Is L0(φ,H) Lévy?
In Lemma 4.1 we introduced the following property of Polish groups G.
(∗) For any increasing sequence (Kn) of compact subgroups of G with dense union, an open
neighborhood V of 1, a compact set F ⊆ G, and Borel sets An ⊆ Kn, we have
lim inf
n
νn(VAn)− νn(FAn) 0,
where νn is the probability Haar measure on Kn, considered as a measure on G with sup-
port Kn.
In connection with the lemma, Pestov suggested the following question.
5. (Pestov) Let G be a Polish group containing an increasing sequence of compact groups with
dense union. Assume G satisfies (∗) above. Is G Lévy?
The following proposition, communicated to us by the referee, shows that (∗) implies extreme
amenability.
Proposition 5.1. Let G be a Polish group that contains an increasing sequence of compact groups
with dense union and satisfies (∗). Then G is extremely amenable.
Proof. Fix an increasing sequence (Kn) of compact subgroups of G with dense union, and let
νn be the normalized Haar measure on Kn. Fix A ⊆ G such that FA = G for some finite F , and
let V be a symmetric neighborhood of the identity. Let A be the closure of A. (We consider the
closure of A only because of questions of measurability.) Then (∗) implies
lim sup
n
νn
(
V (A∩Kn)
)
 lim sup
n
νn
(
F(A∩Kn)
)= 1.
We claim VA(A)−1V is dense in G. Otherwise, there is g ∈⋃n Kn for which VA and gVA are
disjoint, and consequently lim supn νn(V (A∩Kn)) 1 .2
I. Farah, S. Solecki / Journal of Functional Analysis 255 (2008) 471–493 493Since V was arbitrary, A(A)−1 is dense in G and, therefore, so is AA−1. It follows that G is
extremely amenable by Pestov’s characterization stated at the beginning of Section 3. 
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