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2 Composition of Modular Telemetry System with Interval Multiset
Estimates
Mark Sh. Levin ∗
The paper describes combinatorial synthesis approach with interval multset estimates of system elements for
modeling, analysis, design, and improvement of a modular telemetry system. Morphological (modular) system
design and improvement are considered as composition of the telemetry system elements (components) configura-
tion. The solving process is based on Hierarchical Morphological Multicriteria Design (HMMD): (i) multicriteria
selection of alternatives for system components, (ii) synthesis of the selected alternatives into a resultant com-
bination (while taking into account quality of the alternatives above and their compatibility). Interval multiset
estimates are used for assessment of design alternatives for telemetry system elements. Two additional systems
problems are examined: (a) improvement of the obtained solutions, (b) aggregation of the obtained solutions
into a resultant system configuration. The improvement and aggregation processes are based on multiple choice
problem with interval multiset estimates. Numerical examples for an on-board telemetry subsystem illustrate the
design and improvement processes.
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1. Introduction
In recent decades, the significance of vari-
ous telemetry systems is increased (e.g., [2],[3]).
In this article, combinatorial synthesis approach
with interval multset estimates of system ele-
ments is suggested for modeling, analysis, design,
and improvement of a modular telemetry system.
Morphological (modular) system design and im-
provement are considered as composition of the
telemetry system element (components) configu-
ration. Morphological analysis for system design
is widely used many years ([1],[5],[20]). Some
recent modifications of the approach have been
described in ([8],[9],[10],[16],[17]). Here the solv-
ing process is based on our new modification of
Hierarchical Morphological Multicriteria Design
(HMMD) approach (with usage of interval multi-
set estimates) ([13],[14]): (i) design of a hierarchi-
cal structure (tree-like structure) for the designed
system, (ii) generation of design alternatives for
each leaf node of the system hierarchical model,
(iii) assessment of the designed alternatives and
their compatibility, (iv) multicriteria selection of
∗Mark Sh. Levin: http://www.mslevin.iitp.ru; email:
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alternatives for system components, (v) synthesis
of the selected alternatives into a resultant combi-
nation (while taking into account ordinal quality
of the alternatives above and their compatibil-
ity). Interval multiset estimates are used for as-
sessment of design alternatives for telemetry sys-
tem elements. Two additional systems problems
are examined: (a) improvement of the obtained
solutions (e.g., [9],[11]), (b) aggregation of the ob-
tained solutions into a resultant system configu-
ration [12]. The improvement and aggregation
processes are based on multiple choice problem
with interval multiset estimates.
Note, combinatorial modeling and design of
a telemetry system has been studied in [15]
(HMMD with ordinal estimates) and and this
work is used as a preliminary one. In this ar-
ticle, the numerical design example is targeted to
modeling, design, and improvement of on-board
telemetry subsystem while taking into account
assessment of system components with interval
multiset estimates [14]. The considered exam-
ple corresponds to real design project. The ex-
ample involves the following: tree-like structure
of the subsystem, design alternatives (DAs) for
subsystem parts/components, estimates of DAs
1
2and their compatibility, Bottom-Up design pro-
cess, analysis and improvement of the obtained
system solutions, and aggregation of the obtained
solutions into the resultant one. Assessment of
DAs and their compatibility is based on expert
judgment.
Fig. 1. Telemetric system
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2. Basic Hierarchical Morphological Model
The following hierarchical system model is con-
sidered ([9],[12]) (Fig. 2):
Fig. 2. Hierarchical system model [12]
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(i) tree-like system model,
(ii) set of leaf nodes as basic system
parts/components,
(iii) sets of DAs for each leaf node,
(iv) estimates of DAs (e.g., ordinal priorities,
interval multiset estimates); and
(v) estimates of compatibility between DAs (or-
dinal estimates).
Generally, the hierarchical structure of a
telemetry system is the following (Fig. 3):
0. Telemetry system S = A ⋆ R ⋆ L:
1. On-Board equipment A = D ⋆ E ⋆ F :
1.1. power supply D,
1.2. sensor elements E,
1.3. data processing F .
2. Radio channel R.
3. Ground point L = B ⋆ O:
3.1. ground equipment B = U ⋆ V :
3.1.1. power supply U ,
3.1.2. operator working place(s) V ,
3.2. operator(s) O.
Fig. 3. Structure of applied telemetry system
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3. Combinatorial Synthesis with Interval
Multiset Estimates
3.1. Interval Multiset Estimates
Interval multiset estimates have been suggested
by M.Sh. Levin in [14]. The approach consists in
assignment of elements (1, 2, 3, ...) into an ordinal
scale [1, 2, ..., l]. As a result, a multi-set based
estimate is obtained, where a basis set involves
all levels of the ordinal scale: Ω = {1, 2, ..., l} (the
levels are linear ordered: 1 ≻ 2 ≻ 3 ≻ ...) and the
assessment problem (for each alternative) consists
in selection of a multiset over set Ω while taking
into account two conditions:
1. cardinality of the selected multiset equals a
specified number of elements η = 1, 2, 3, ... (i.e.,
3multisets of cardinality η are considered);
2. “configuration” of the multiset is the follow-
ing: the selected elements of Ω cover an interval
over scale [1, l] (i.e., “interval multiset estimate”).
Thus, an estimate e for an alternative A is
(scale [1, l], position-based form or position form):
e(A) = (η1, ..., ηι, ..., ηl), where ηι corresponds to
the number of elements at the level ι (ι = 1, l),
or e(A) = {
η1︷ ︸︸ ︷
1, ..., 1,
η2︷ ︸︸ ︷
2, ...2,
η3︷ ︸︸ ︷
3, ..., 3, ...,
ηl︷ ︸︸ ︷
l, ..., l}. The
number of multisets of cardinality η, with ele-
ments taken from a finite set of cardinality l, is
called the “multiset coefficient” or “multiset num-
ber” ([7],[19]): µl,η = l(l+1)(l+2)...(l+η−1)
η! . This
number corresponds to possible estimates (with-
out taking into account interval condition 2). In
the case of condition 2, the number of estimates is
decreased. Generally, assessment problems based
on interval multiset estimates can be denoted as
follows: P l,η. A poset-like scale of interval multi-
set estimates for assessment problem P 4,3 is pre-
sented in Fig. 4. The assessment problem will be
used in our applied numerical examples.
In addition, operations over multiset estimates
are used [14]: integration, vector-like proximity,
aggregation, and alignment.
Integration of estimates (mainly, for compos-
ite systems) is based on summarization of the
estimates by components (i.e., positions). Let
us consider n estimates (position form): es-
timate e1 = (η11 , ..., η
1
ι , ..., η
1
l ), . . ., esti-
mate eκ = (ηκ1 , ..., η
κ
ι , ..., η
κ
l ), . . ., estimate
en = (ηn1 , ..., η
n
ι , ..., η
n
l ). Then, the integrated es-
timate is: estimate eI = (ηI1 , ..., η
I
ι , ..., η
I
l ), where
ηIι =
∑n
κ=1 η
κ
ι ∀ι = 1, l. In fact, the oper-
ation
⊎
is used for multiset estimates: eI =
e1
⊎
...
⊎
eκ
⊎
...
⊎
en.
Further, vector-like proximity is described. Let
A1 and A2 be two alternatives with correspond-
ing interval multiset estimates e(A1), e(A2).
Vector-like proximity for the alternatives above
is: δ(e(A1), e(A2)) = (δ
−(A1, A2), δ
+(A1, A2)),
where vector components are: (i) δ− is the num-
ber of one-step changes: element of quality ι + 1
into element of quality ι (ι = 1, l− 1) (this corre-
sponds to “improvement”); (ii) δ+ is the num-
ber of one-step changes: element of quality ι
into element of quality ι + 1 (ι = 1, l− 1) (this
corresponds to “degradation”). It is assumed:
|δ(e(A1), e(A2))| = |δ
−(A1, A2)|+ |δ
+(A1, A2)|.
Fig. 4. Scale, estimates (P 4,3)
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Now let us consider median estimates (aggrega-
tion) for the specified set of initial estimates (tra-
ditional approach). Let E = {e1, ..., eκ, ..., en}
be the set of specified estimates (or a corre-
sponding set of specified alternatives), let D
be the set of all possible estimates (or a cor-
responding set of possible alternatives) (E ⊆
D). Thus, the median estimates (“general-
ized median” Mg and “set median” M s) are:
Mg = argmin
M∈D
∑n
κ=1 |δ(M, eκ)|; M
s =
4argminM∈E
∑n
κ=1 |δ(M, eκ)|.
3.2. Morphological Design with Interval
Multiset Estimates
A brief description of combinatorial synthesis
(HMMD) with ordinal estimates of design alter-
natives is the following ([9],[10],[13],[14]). An ex-
amined composite (modular, decomposable) sys-
tem consists of components and their intercon-
nection or compatibility (IC). Basic assumptions
of HMMD are the following: (a) a tree-like struc-
ture of the system; (b) a composite estimate for
system quality that integrates components (sub-
systems, parts) qualities and qualities of IC (com-
patibility) across subsystems; (c) monotonic cri-
teria for the system and its components; (d)
quality of system components and IC are evalu-
ated on the basis of coordinated ordinal scales.
The designations are: (1) design alternatives
(DAs) for leaf nodes of the model; (2) priori-
ties of DAs (ι = 1, l; 1 corresponds to the best
one); (3) ordinal compatibility for each pair of
DAs (w = 1, ν; ν corresponds to the best one).
Let S be a system consisting of m parts (com-
ponents): R(1), ..., R(i), ..., R(m). A set of de-
sign alternatives is generated for each system part
above. The problem is:
Find a composite design alternative S =
S(1) ⋆ ... ⋆ S(i) ⋆ ... ⋆ S(m) of DAs (one repre-
sentative design alternative S(i) for each system
component/part R(i), i = 1,m ) with non-zero
compatibility between design alternatives.
A discrete “space” of the system excellence
(a poset) on the basis of the following vector is
used: N(S) = (w(S); e(S)), where w(S) is the
minimum of pairwise compatibility between DAs
which correspond to different system components
(i.e., ∀ Rj1 and Rj2 , 1 ≤ j1 6= j2 ≤ m) in S,
e(S) = (η1, ..., ηι, ..., ηl), where ηι is the num-
ber of DAs of the ιth quality in S. Further, the
problem is described as follows:
max e(S),
max w(S),
s.t. w(S) ≥ 1.
As a result, we search for composite solutions
which are nondominated by N(S) (i.e., Pareto-
efficient). “Maximization” of e(S) is based on
the corresponding poset. The considered combi-
natorial problem is NP-hard and an enumerative
solving scheme is used.
In the article, combinatorial synthesis is based
on usage of multiset estimates of design alterna-
tives for system parts. For the resultant system
S = S(1) ⋆ ... ⋆ S(i) ⋆ ... ⋆ S(m) the same type of
the multiset estimate is examined: an aggregated
estimate (“generalized median”) of corresponding
multiset estimates of its components (i.e., selected
DAs). Thus, N(S) = (w(S); e(S)), where e(S) is
the “generalized median” of estimates of the solu-
tion components. Finally, the modified problem
is:
max e(S) =Mg = arg min
M∈D
m∑
i=1
|δ(M, e(Si))|,
max w(S),
s.t. w(S) ≥ 1.
Here enumeration methods or heuristics are used
([9],[10],[13],[14]).
3.3. Multiple Choice Problem with Inter-
val Multiset Estimates
Basic multiple choice problem is: (e.g., [4], [6]):
max
m∑
i=1
qi∑
j=1
cijxij
s.t.
m∑
i=1
qi∑
j=1
aijxij ≤ b,
qi∑
j=1
xij ≤ 1, i = 1,m,
xij ∈ {0, 1}.
In the case of multiset estimates of item “util-
ity” ei, i ∈ {1, ..., i, ...,m} (instead of ci), the fol-
lowing aggregated multiset estimate can be used
for the objective function (“maximization”) [14]):
(a) an aggregated multiset estimate as the “gen-
eralized median”, (b) an aggregated multiset es-
timate as the “set median”, and (c) an integrated
multiset estimate.
5A special case of multiple choice problem is con-
sidered:
(1) multiset estimates of item “utility” ei,j , i ∈
{1, ..., i, ...,m}, j = 1, qi (instead of cij),
(2) an aggregated multiset estimate as the
“generalized median” (or “set median”) is used
for the objective function (“maximization”).
The item set is:
A =
⋃m
i=1Ai, Ai = {(i, 1), (i, 2), ..., (i, qi)}.
Boolean variable xi,j corresponds to selection
of the item (i, j). The solution is a subset of the
initial item set: S = {(i, j)|xi,j = 1}. The prob-
lem is:
max e(S) = max M =
arg min
M∈D
∑
(i,j)∈S={(i,j)|xi,j=1}
|δ(M, ei,j)|
s.t.
m∑
i=1
qi∑
j=1
aijxi,j ≤ b,
qi∑
j=1
xij = 1, xij ∈ {0, 1}.
Here the following algorithms can be used
(as for basic multiple choice problem) (e.g.,
[4],[6],[14]): (i) enumerative methods includ-
ing dynamic programming approach, (ii) heuris-
tics (e.g, greedy algorithms), (iii) approximation
schemes (e.g., modifications of dynamic program-
ming approach). Evidently, this problem is simi-
lar to the above-mentioned combinatorial synthe-
sis problem without compatibility of the selected
items (objects, alternatives).
4. Example for On-Board Telemetry Sub-
system
Here a numerical example for on-board teleme-
try subsystem is considered from [15]. The initial
morphological structure for on-board subsystem
is the following (Fig. 5):
1. On-board subsystem A = D ⋆ E ⋆ F .
1.1. Power supply D = X ⋆Y ⋆Z: 1.1.1. stabi-
lizer X : X1 (standard), X2 (transistorized), X3
(high-stability); 1.1.2. main source Y : Y1 (Li-
ion), Y2 (Cd-Mn), Y3 (Li); 1.1.3. emergency cell
Z: Z1 (Li-ion), Z2 (Cd-Mn), Z3 (Li).
1.2. Sensor elements E = I ⋆ Q ⋆ G: 1.2.1.
acceleration sensors I: I1 (ADXL), I2 (ADIS), I3
(MMA); 1.2.2. position sensors Q: Q1 (SS12),
Q2 (SS16), Q3 (SS19), Q4 (SS49), Q5 (SS59), Q6
(SS94); 1.2.3. global positioning system (GPS)
G: G1 (EB), G2 (GT), G3 (LS), G4 (ZX).
1.3. Data processing system F = H ⋆ C ⋆ W :
1.3.1. data storage unit H : H1 (SRAM), H2
(DRAM), H3 (FRAM); 1.3.2. processing unit
(CPU) C: C1 (AVR), C2 (ARM), C3 (ADSP),
C4 (BM); 1.3.3. data write unit W : W1 (built-
in ADC), W2 (external ADC I2C), W3 (external
ADC SPI),W4 (external ADC 2W),W5 (external
ADC UART(1)).
Fig. 5. Structure on-board subsystem
①A = D ⋆ E ⋆ F
A1 = D1 ⋆ E1 ⋆ F1
A2 = D1 ⋆ E1 ⋆ F2
A3 = D1 ⋆ E2 ⋆ F1
A4 = D1 ⋆ E2 ⋆ F2
A5 = D2 ⋆ E1 ⋆ F1
A6 = D2 ⋆ E1 ⋆ F2
A7 = D2 ⋆ E2 ⋆ F1
A8 = D2 ⋆ E2 ⋆ F2
D = X ⋆ Y ⋆ Z
D1 = X2 ⋆ Y2 ⋆ Z2(1; 2, 1, 0, 0)
D2 = X3 ⋆ Y3 ⋆ Z3(2; 1, 2, 0, 0)
✉
sX
X1(0, 3, 0, 0)
X2(2, 1, 0, 0)
X3(0, 2, 1, 0)
sY
Y1(0, 1, 2, 0)
Y2(2, 1, 0, 0)
Y3(0, 1, 1, 1)
sZ
Z1(1, 2, 0, 0)
Z2(2, 1, 0, 0)
Z3(0, 2, 1, 0)
E = I ⋆ Q ⋆ G
E1 = I3 ⋆ Q5 ⋆ G4(3; 3, 0, 0, 0)
E2 = I1 ⋆ Q1 ⋆ G4(4; 2, 1, 0, 0)
✉
Is
I1(1, 2, 0, 0)
I2(0, 1, 1, 1)
I3(3, 0, 0, 0)
Qs
Q1(2, 1, 0, 0)
Q2(1, 2, 0, 0)
Q3(1, 1, 1, 0)
Q4(0, 1, 1, 1)
Q5(3, 0, 0, 0)
Q6(0, 2, 1, 0)
Gs
G1(2, 1, 0, 0)
G2(1, 1, 1, 0)
G3(0, 1, 1, 1)
G4(2, 1, 0, 0)
F = H ⋆ C ⋆W
F1 = H2 ⋆ C1 ⋆ W2(1; 2, 1, 0, 0)
F2 = H3 ⋆ C1 ⋆ W2(3; 1, 2, 0, 0)
✉
Hs
H1(0, 1, 1, 1)
H2(2, 1, 0, 0)
H3(0, 2, 1, 0)
Cs
C1(2, 1, 0, 0)
C2(1, 1, 1, 0)
C3(0, 2, 1, 0)
C4(0, 1, 1, 1)
Ws
W1(0, 0, 2, 1)
W2(2, 1, 0, 0)
W3(0, 2, 1, 0)
W4(0, 1, 1, 1)
W5(1, 1, 1, 0)
6Interval multiset estimates of DAs are shown
in Fig. 5 in parentheses (expert judgment). Or-
dinal estimates of compatibility are presented in
Tables 1, 2, 3 (expert judgment, from [15]). Note
the initial combinatorial set of design solutions in-
cludes 116640 possible system combinations (i.e.,
(3 × 3× 3)× (3× 6× 4)× (3× 4× 5)).
Table 1. Compatibility
X1
X2
X3
Y1
Y2
Y3
Y1 Y2 Y3 Z1 Z2 Z3
3 2 2 1 1 1
2 1 1 1 1 1
4 3 3 1 1 2
2 1 1
1 2 1
1 1 2
Table 2. Compatibility
I1
I2
I3
Q1
Q2
Q3
Q4
Q5
Q6
Q1Q2Q3 Q4Q5Q6G1 G2 G3 G4
4 4 4 4 4 4 3 4 4 4
3 3 3 3 3 3 2 3 3 1
3 3 3 3 2 2 1 1 1 3
3 2 3 4
1 1 3 1
2 2 3 4
2 2 2 4
2 2 2 4
2 2 2 4
Table 3. Compatibility
H1
H2
H3
C1
C2
C3
C4
C1 C2 C3 C4 W1 W2 W3 W4 W5
3 3 3 2 3 3 3 3 3
1 1 2 3 2 3 3 2 2
4 3 3 3 3 3 3 3 3
3 3 3 3 3
3 3 3 3 3
3 3 3 3 3
1 1 1 1 1
4.1. Composite Solutions
The obtained Pareto-efficient composite DAs
for composite components are the following:
(1) for D: D1 = X2 ⋆ Y2 ⋆ Z2, N(D1) =
(1; 2, 1, 0, 0);
D2 = X3 ⋆ Y3 ⋆ Z3, N(D2) = (2; 1, 2, 0, 0);
(2) for E: E1 = I3 ⋆ Q5 ⋆ G4, N(E1) =
(3; 3, 0, 0, 0);
E2 = I1 ⋆ Q1 ⋆ G4, N(E2) = (4; 2, 1, 0, 0);
(3) for F : F1 = H2 ⋆ C1 ⋆ W2, N(F1) =
(1; 2, 1, 0, 0);
F2 = H3 ⋆ C1 ⋆ W2, N(F2) = (3; 1, 2, 0, 0).
Fig. 6 illustrates “discrete space” (poset, each
component corresponds to Fig. 4) of quality for
subsystem F .
Fig. 6. Illustration for quality of F
✓
✓
✓
✓
✓
✓
❙
❙
❙
❙
❙
❙
✓
✓
✓
✓
✓
✓
❙
❙
❙
❙
❙
❙
✓
✓
✓
✓
✓
✓
❙
❙
❙
❙
❙
❙
✓
✓
✓
✓
✓
✓
❙
❙
❙
❙
❙
❙tN(F1) t
N(F2)
r❢
The ideal
point
w = 1
w = 2
w = 3
w = 4
The worst
point♣❡
For the resultant system, eight obtained com-
binations of DAs for system parts are considered:
A1 = D1 ⋆ E1 ⋆ F1 = (X2 ⋆ Y2 ⋆ Z2) ⋆ (I3 ⋆ Q5 ⋆
G4) ⋆ (H2 ⋆ C1 ⋆ W2),
A2 = D1 ⋆ E1 ⋆ F2 = (X2 ⋆ Y2 ⋆ Z2) ⋆ (I3 ⋆ Q5 ⋆
G4) ⋆ (H3 ⋆ C1 ⋆ W2),
A3 = D1 ⋆ E2 ⋆ F1 = (X2 ⋆ Y2 ⋆ Z2) ⋆ (I1 ⋆ Q1 ⋆
G4) ⋆ (H2 ⋆ C1 ⋆ W2),
A4 = D1 ⋆ E2 ⋆ F2 = (X2 ⋆ Y2 ⋆ Z2) ⋆ (I1 ⋆ Q1 ⋆
G4) ⋆ (H3 ⋆ C1 ⋆ W2),
A5 = D2 ⋆ E1 ⋆ F1 = (X3 ⋆ Y3 ⋆ Z3) ⋆ (I3 ⋆ Q5 ⋆
G4) ⋆ (H2 ⋆ C1 ⋆ W2),
A6 = D2 ⋆ E1 ⋆ F2 = (X3 ⋆ Y3 ⋆ Z3) ⋆ (I3 ⋆ Q5 ⋆
G4) ⋆ (H3 ⋆ C1 ⋆ W2),
A7 = D2 ⋆ E2 ⋆ F1 = (X3 ⋆ Y3 ⋆ Z3) ⋆ (I1 ⋆ Q1 ⋆
G4) ⋆ (H2 ⋆ C1 ⋆ W2), and
7A8 = D2 ⋆ E2 ⋆ F2 = (X3 ⋆ Y3 ⋆ Z3) ⋆ (I1 ⋆ Q1 ⋆
G4) ⋆ (H3 ⋆ C1 ⋆ W2).
4.2. Analysis and Improvement
System improvement process can be based on
the following ([9],[11]): (i) improvement of a sys-
tem component (element), (ii) improvement of
compatibility between system components, (iii)
change a system structure, e.g., extension of the
system by addition of system components/parts.
On the other hand, aggregation of several initial
system solutions into a resultant one can be con-
sidered as the improvement as well [12]. Here
system improvement (or reconfiguration) actions
by elements and by compatibility are briefly pre-
sented. Subsystem F = H ⋆ C ⋆ W is examined
as an example (Table 4).
Table 4. Bottlenecks, improvement actions
Composite
DAs
Bottle-
necks
DA/IC
Improvement
actions
w/e
F1 W2 (2, 1, 0, 0)⇒ (3, 0, 0, 0)
F1 C1 (2, 1, 0, 0)⇒ (3, 0, 0, 0)
F1 H2 (2, 1, 0, 0)⇒ (3, 0, 0, 0)
F1 (H2,W2) 1⇒ 3
F2 (H3,W2) 3⇒ 4
F2 (C1,W2) 3⇒ 4
F2 W2 (2, 1, 0, 0)⇒ (3, 0, 0, 0)
F2 C1 (2, 1, 0, 0)⇒ (3, 0, 0, 0)
F2 H3 (0, 2, 1, 0)⇒ (3, 0, 0, 0)
The following hypothetical improvement pro-
cess (by elements) for F2 is examined (binary vari-
ables {yij} are used):
(1) two versions for element W2: y11 (none),
y12 ((2, 1, 0, 0)⇒ (3, 0, 0, 0));
(2) two versions for element C1: y21 (none), y22
((2, 1, 0, 0)⇒ (3, 0, 0, 0));
(3) five versions for element H3: y31 (none),
y32 ((0, 2, 1, 0) ⇒ (0, 3, 0, 0)), y33 ((0, 2, 1, 0) ⇒
(1, 2, 0, 0)), y34 ((0, 2, 1, 0) ⇒ (2, 1, 0, 0)), y35
((0, 2, 1, 0)⇒ (3, 0, 0, 0)).
Table 5 contains binary variables (yij), im-
provement actions and their estimates (illustra-
tive, expert judgment). Thus, the improvement
problem is:
arg min
M∈D
∑
(i,j)∈S={(i,j)|yij=1}
|δ(M, eij)|
s.t.
3∑
i=1
qi∑
j=1
aijyij ≤ b,
qj∑
j=1
yij = 1, yij ∈ {0, 1}.
Table 5. Improvement of F2
Improvement
actions
Multiset
estimate eij
Cost
(aij)
y11 (W2, none)
y12 (W2 ⇒W
1
2 ,
improvement 1)
y21 (C1, none)
y22 (C1 ⇒ C
1
1 ,
improvement 1)
y31 (H3, none)
y32 (H3 ⇒ H
1
3 ,
improvement 1)
y33 (H3 ⇒ H
2
3 ,
improvement 2)
y34 (H3 ⇒ H
3
3 ,
improvement 3)
y35 (H3 ⇒ H
4
3 ,
improvement 4)
(2, 1, 0, 0) 0
(3, 0, 0, 0) 17
(2, 1, 0, 0) 0
(3, 0, 0, 0) 15
(0, 2, 1, 0) 0
(0, 3, 0, 0) 1
(1, 2, 0, 0) 7
(2, 1, 0, 0) 13
(3, 0, 0, 0) 22
Some examples of the improvement solutions
are:
(1) b = 1: y11 = 1 (W2, none), y21 = 1 (C1,
none), y32 = 1 (H3, improvement 1);
F2 ⇒ F˜ 12 = H
1
3 ⋆ C1 ⋆ W2, e(F˜
1
2 ) = (2, 1, 0, 0);
(2) b = 45: y12 = 1 (W2, improvement 1),
y22 = 1 (C1, improvement 1), y34 = 1 (Z1, im-
provement 3),
F2 ⇒ F˜ 22 = H
3
3 ⋆ C
1
1 ⋆ W
1
2 , e(F˜
2
2 ) = (3, 0, 0, 0).
4.3. Aggregation of Solutions
Aggregation procedures for hierarchical struc-
tures are presented in [12]. Here, a simplified
approach to aggregation (extension of a “system
kernel” based on multiple choice problem) is con-
sidered for the obtained eight solutions:
A1 = (X2⋆Y2⋆Z2)⋆(I3⋆Q5⋆G4)⋆(H2⋆C1⋆W2),
A2 = (X2⋆Y2⋆Z2)⋆(I3⋆Q5⋆G4)⋆(H3⋆C1⋆W2),
A3 = (X2⋆Y2⋆Z2)⋆(I1⋆Q1⋆G4)⋆(H2⋆C1⋆W2),
A4 = (X2⋆Y2⋆Z2)⋆(I1⋆Q1⋆G4)⋆(H3⋆C1⋆W2),
A5 = (X3⋆Y3⋆Z3)⋆(I3⋆Q5⋆G4)⋆(H2⋆C1⋆W2),
8A6 = (X3⋆Y3⋆Z3)⋆(I3⋆Q5⋆G4)⋆(H3⋆C1⋆W2),
A7 = (X3⋆Y3⋆Z3)⋆(I1⋆Q1⋆G4)⋆(H2⋆C1⋆W2),
A8 = (X3⋆Y3⋆Z3)⋆(I1⋆Q1⋆G4)⋆(H3⋆C1⋆W2).
In Fig. 7 and Fig. 8, supersolution and subso-
lution are depicted.
Fig. 7. Supersolution
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Fig. 8. Subsolution
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The obtained subsolution contains three ele-
ments (this combination will be considered as
“system kernel”). Thus, the aggregation process
is considered as multiple choice problem for selec-
tion of DAs for subsystem Θ = X ⋆ Y ⋆ Z ⋆ I ⋆
Q⋆H (Fig. 9) (without taking into account com-
patibility). Corresponding binary variables are:
{xij}, i = 1, 6, j = 1, 2.
Fig. 9. Selection of DAs for subsystem
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Subsystem: Θ = X ⋆ Y ⋆ X ⋆ I ⋆ Q ⋆ H
Thus, the problem is:
arg min
M∈D
∑
(i,j)∈S={(i,j)|xij=1}
|δ(M, eij)|,
s.t.
6∑
i=1
2∑
j=1
aijxij ≤ b;
2∑
j=1
xij = 1; xij ∈ {0, 1}.
Estimates are presented in Table 6 (illustrative,
expert judgment). Some examples of the resul-
tant solutions are:
(1) b = 42: x12 = 1 (X3), x22 = 1 (Y3), x32 = 1
(Z3), x41 = 1 (I1), x51 = 1 (Q1), x62 = 1 (H3),
Θ1 = X3⋆Y3⋆Z3⋆I1⋆Q1⋆H3, e(Θ1) = (0, 2, 1, 0);
(2) b = 53: x11 = 1 (X2), x21 = 1 (Y2), x32 = 1
(Z3), x41 = 1 (I1), x51 = 1 (Q1), x62 = 1 (H3),
Θ2 = X2⋆Y2⋆Z3⋆I1⋆Q1⋆H3, e(Θ2) = (1, 2, 0, 0);
(3) b = 87: x11 = 1 (X2), x21 = 1 (Y2), x31 = 1
(Z2), x42 = 1 (I3), x52 = 1 (Q5), x61 = 1 (H2),
Θ3 = X2⋆Y2⋆Z2⋆I3⋆Q5⋆H2, e(Θ3) = (2, 1, 0, 0).
Table 6. Estimates for aggregation
Selection of
DA
Multiset
estimate eij
Cost
(aij)
x11 (X2)
x12 (X3)
x21 (Y2)
x22 (Y3)
x31 (Z2)
x32 (Z3)
x41 (I1)
x42 (I3)
x51 (Q1)
x52 (Q5)
x61 (H2)
x62 (H3)
(2, 1, 0, 0) 11
(0, 2, 1, 0) 4
(2, 1, 0, 0) 10
(0, 1, 1, 1) 2
(2, 1, 0, 0) 12
(0, 2, 1, 0) 6
(1, 2, 0, 0) 7
(3, 0, 0, 0) 20
(2, 1, 0, 0) 14
(3, 0, 0, 0) 21
(2, 1, 0, 0) 13
(0, 2, 1, 0) 5
5. Conclusion
The paper describes a hierarchical approach to
composition of modular telemetry systems. Hi-
erarchical morphological multicriteria design and
multiple choice knapsack problem with interval
multiset estimates are used for combinatorial syn-
thesis and improvement of the telemetry system.
Evidently, usage of more complicated assessment
problems (e.g., P 6,5) will lead to more exact and
realistic solving processes.
In the future, it may be prospective to consider
the following research directions: 1. examination
of design and improvement/adaptation problems
for telemetry systems as real-time reconfigura-
tion; 2. examination of a distributed telemetry
system that is based on a set of vehicles and/or
a set of ground points; 3. examination of vari-
ous applications in engineering and management;
4. usage of interval multiset estimates for com-
patibility between design alternatives (in this case
9the combinatorial synthesis problem may be more
easy); 5. consideration of AI techniques (e.g.,
[18]); and 6. usage of the described approach in
engineering/management/CS education.
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