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1. INTRODUCTION 
Existence and symmetry properties of solutions are among the major 
questions in the study of partial differential equations. In this paper we 
consider the following semilinear elliptic equation 
h.4-u+Q~u~~-124=0 in R” 
u30, u f 0 in R”, and u-to at co, 
(l-1) 
where p is a constant satisfying 
n+2 
1 <p<-. 
n-2 (1.2) 
(For n = 2, the number (n + 2)/(n - 2) is considered to be co.) 
We study the existence of solutions of Eq. (1.1) with some restrictions on 
Q in Section 2 below. In Sections 3 and 4 below, the symmetry properties 
and nonexistence of solutions are investigated. We find a class of radially 
symmetric potentials Q for which positive nonradial solutions of ( 1.1) exist, 
and a nonexistence theorem is proved for certain radial potentials. 
Equation (1.1) is referred to as a (nonautonomous) scalar field equation. 
It arises in various branches of applied mathematics, for example, in the 
study of standing wave solutions of nonlinear Klein-Gordon equations and 
of nonlinear SchrGdinger equations. For existence theory of Eq. (1.1 ), a 
major difficulty is that in R” we no longer have Sobolev Compact 
Embedding Theorems. Nevertheless, the important special case Q = 1 and 
its generalizations have been investigated extensively by various authors, 
which in particular include Nehari [lo]. Synge [13], Berger [2]. Coffman 
[3], Strauss [12], Berestycki and Lions [l], and McLeod and Serrin [9]. 
In 1963 Nehari [lo] showed that in R3 Eq. (1.1) with Q= 1 has a positive 
radial solution provided that 1 <p < 4, and that in case p= 5, such a 
34 
OOZZ-0396/88 $3.00 
Copyright 0 1988 by Academic Press, Inc. 
All rights of reproduction in any lorm reserved. 
SEMILINEAR ELLIPTIC EQUATION ON [w" 35 
solution does not exist. Nehari’s results may be extended to general p and n 
with 1 <p < (n + 2)/(n - 2) for existence and p > (n + 2)/(n - 2) for non- 
existence (see, e.g., [2,11]). This nonexistence result together with the fact 
that any solution of (1.1) with Q = 1 must be radial (see [S, 63) gives us a 
nonexistence result of positive solution for (1.1) in case p 2 (n + 2)/(n - 2). 
For general potentials Q, existence theorems have been established recently 
under various kinds of hypotheses on Q by Lions [8] and by Ding and Ni 
[4]. However, very simple examples (see Ni [ 1 l] for more details) show 
that in general one cannot hope to solve (1.1) even for bounded Q’s. On 
the other hand, a result recently given by Ding and Ni [4] shows that the 
solvability is guaranteed for any nonnegative bounded Q provided that it is 
radial. The results presented in Section 2 below improve some of Lions in 
[S]. Symmetry properties of solutions have been studied by Gidas, Ni, and 
Nirenberg in a series of elegant papers [S, 63. Our results here (Section 3 
below) indicate that the radial symmetry of solutions of (1.1) is, in general, 
very sensitive to perturbations of the potential Q. In [4], the existence of 
positive radial solutions of (1.1) has been studied by Ding and Ni for a 
radial potential Q. It seems that our nonexistence result in Section 4 below 
shows that Corollary 4.8 in Ding and Ni [4] is optimal and thus completes 
the theory in some sense for radial cases. 
We would like to point out that the results in Sections 2 and 3 can be 
extended to more general second order elliptic operators than A. 
2. EXISTENCE RESULTS 
2.1. Preliminaries. In this section we study the existence of solutions of 
Eq. (1.1). We shall use a variational approach, namely the so-called 
“Concentration-Compactness Principle” developed by Lions (see [S]) in 
solving Eq. (1.1). 
First, for convenience, some notations need to be introduced. Let 
J(Q,[ul = s,. Q(x) b+‘+‘(x) dx, (2.1) 
where Q(x) is continuous and bounded in R” with Q+(x) & in R” and 
UELP+‘(IW), where Q+(x) = max { Q(x), O}. Next for A > 0, we define 
Z,(Q)=inf{~~~~~‘: UEH~(R”) and J(Q>lIul = A>. (2.2) 
Recall that H’(R”) is the space of the closure of Cr(KY) under the follow- 
ing norm 
Ilull*= iluli~,=~~“(Ivu1*+u*)dx. 
Finally, let us denote Q* as lim sup,, o. Q(x) and Q* as inf,. w” Q(x). 
36 YI LI 
Remarks 2.1. By (1.2), it is clear that H1(R”) c Lp+ ‘(KY), so that 
J(Q)[-] is well defined in H1(R”). 
2.2. Since it is assumed that Q+ $ 0 in R”, we have that 
{uEH’(R”):J(Q)[u]=IZ} is not empty for every ;1> 0. 
Now, one may ask the following 
QUESTION. Is there a UEH’(W) such that J(Q)[u] =A and 
In(Q)= Ilull*? 
This is a problem of existence of minimizers, and we will denote it by 
(PA(Q)) or simply by (P). It is clear that to establish the existence of 
solutions of Eq. ( 1.1 ), one can instead prove the existence for (P,(Q)) for 
some 2 > 0 because such a minimizer will be a solution of Eq. (1.1) after a 
scaling. 
It is known (see [4, 83) that 
(A) (P) always possesses a positive minimizer if Q* = Q*, or Q* 6 0. 
(B) (P) has no minimizers if lim,, co Q(x) = supXc u” Q(x) and Q is 
not a constant. 
In view of (A), we shall assume that Q* > 0 for the rest of this paper. 
For (Pi(Q)) we can always choose minimizing sequences and it is known 
(see [S]) that if {u,} is a minimizing sequence of (PA(Q)), there exists a 
subsequence, say, without loss of generality {urn} itself, and a sequence 
{ y,> in R”, such that for any E > 0, there is a R, < +co so that 
i 
l~,I~+~(x)dx>l:,-~ for all m 3 1, (2.3) 
~R,hA 
where 
d:=J’w” I~,,$‘+~(x)dx and l:,+A’>O as m + 00 (2.4) 
and {urn} converges to some function u in H’(W) weakly. By the lower 
semicontinuity of norm, we have llujl* < Z,(Q). Therefore, to show that ZJ is 
indeed a minimizer of (PI(Q)), what we have to show is that .Z( Q) [ u] > I ! 
Remark 2.3. It is clear that we may assume that {u,} and u are non- 
negative in this section, because if we replace u by 1~1, .Z(Q)[ .] remains the 
same and llfll can be only reduced (see [7, pp. 1523). 
For the sake of convenience we state the following fact as a lemma and 
give a simple proof. 
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LEMMA 2.1. Suppose that {u,} is a minimizing sequence of (PA(Q)) 
which converges to some function u in H’(W) weakly. Zf there exists a 
bounded sequence {y,} in Iw” such that the inequality (2.3) holds for all 
E > 0, then J(Q)[u] = A. 
Proof: Since { ym} is bounded, (2.3) becomes V’E >O, 3R, < +oo, so 
that 
I u;+‘(x)dx>&-E B&(O) (2.3)’ 
and correspondingly, since 
J. = J(Q)Cd = s, (o) Q(x) up,+ l(x) dx + j- Q(x) %,+ '(xl dx, R& I"\&, 
i.e., 
f Q(x) up,+ ’ BR,(O) (xl dx = A- fRniBn (o) Q(x) u;+ l(x) dx E 
by (2.3)’ and (2.4), we have then 
A- IIQIIL~EG f Q(x) u”,“(x) dx< A+ IlQllLm E. (2.5) h,(O) 
But on BR,(0), we have the Sobolev Compactness Theorem. Hence let 
m + co in (2.5), it becomes 
A-- IlQll,-EG s Q(x,~~+~(x)dx<A+ IlQll.-E BR,W 
which of course implies that 
5 Q(x)~~+~(x)dx=l. R” Q.E.D. 
2.2. THEOREM 2.1. Zf V’E > 0, we have 
l{x~~“,Q(x)~Q~+~}l~~.. 
Then (PA(Q)) has at least one positive minimizer for every il > 0. 
Proof Let (u,>, {Y,}, and u be as in (2.3) and (2.4). There are two 
possible cases: 
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First, there exists a bounded subsequence of (y,}, then the conclusion 
follows from the argument in Lemma 2.1. 
Second, if y, + co as m + co. Let 
&n(x) = &tl(x + YA 
Hence for ii,(x), we have 
Ilk II* = Ilu, II* + Zn(Q) as m+co, 
and YE > 0, 3R, < +co, so that 
I fi;+l(~)dx>&,-~, h,(O) 
where again we have 
A;=J 
R” 
ii”,+‘(x)dx=jwnu”,+‘(x)dx. 
Now, since {ii,,,} is bounded in H’(W), there is a subsequence of {ii,}, 
say (ii,} itself again converges to a function ii in H’(W) weakly, with 
ll~ll*~u!2,. 
Next we want to show that 
which will end the proof. 
From our assumption on Q, it is clear that for any E > 0, there is a 
i?, < +co, such that 
Since y, hrn 00, there exists N,, such that ly,,,( > R, + R, for m > N, (R, 
as in (2.3)). Therefore for m 2 N, 
s Q(x) ii”,’ ‘(x) dx - s Q(x) up,+ ‘(x) dx BRJO) RQ,(YnJ 
= s [Q(x -vm) - Q(x)1 %z+ ‘(~1 dx WYd 
= I [Q(x-~m) - Q(x)1 up,+ l(x) dx 
lIQ(x -Y,) - Q(x)1 up,+ ’ (~1 dx 
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2 -(llQll~-Q,)j~~>~ + J\BR(0)~~+‘I(W~ 
*E 6 
-& 
f 
up,+ ‘(x) dx 
BR,(Y,)~{Q<Q,+&) 
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I/P’ 
dx u$‘(“-~)(x) dx 
fQ>Q,+~I\&?,(O) 
where p’(p + 1) = 2n/(n - 2), and l/p’+ l/q’= 1 and C is a constant 
depending only on n, Q, p, and 1. And because JBR,(y,J Q(x) UP,+ ‘(x) dx > 
A-- llQllL”~& by (2.3) and (2.4), we have 
I 
Q(~)ii~+‘(x)dx>~-JlQl~~m~-C~“~‘-& 
BR,(O) 
and applying the Compactness Theorem on BR,(0) for (ii,,,}, we have 
I 
Q(x)fiP+‘(x)dx>A-IIQ~lLm~-C~l’q’-~A’ 
BRdo) 
for any E > 0. Therefore, we finally get 
s R~Q(x)z2p+‘(x)dx21. 
This completes the proof. Q.E.D. 
THEOREM 2.2. LetD(r)={,,,G,[Q(x)-Q*]dx,forr>,O.ZfD(r)BOin 
5!+ and is not identically 0 then (PA(Q)) has at least one minimizer in 
H’(lR”)for every A>O. 
- 
Proof: First we want to show that under the above assumption on Q, 
we have for every 1> 0 the following: 
Z,(Q) < ZAQ*). (2.6) 
Let u. be a positive minimizer of (P1( 1)) in 
symmetric, u;(r) < 0 for r > 0 and more 
lim r@- ‘V2 e’uo(r) = p > 0 
r-+00 
R”. Then u. must be radially 
(see C61). (2.7) 
And u. is also a minimizer of (PQ*(Q*)), but since 
UP+ 1) 
lQ* 
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for any Q with Q* > 0, we get that 
IA(Q) < ZdQ*,> VA > 0 iff Z,.(Q) <Z&Q*). 
Now, by the hypotheses on Q, we have 
I Iw” Q(x) @+l(x)dx-jRn Q*up,+’ (x)dx 
= s iw” [Q(x) - Q*l u$+‘(x)dx= lim 1 [Q(x) - Q*] u{+‘(x) dx r’ +a, Ixl<r 
= lim 
s I 
rdt [Q(x) - Q*l @+ ’ (t) ds, r-r+cc 0 1.x = I 
= lim 
I r u:+‘(t) D’(t) dt r--t+02 0 
= lim 
r-+ +m 
I&” (r)D(r)-(p+ l)jrD(t)ug(t)ub(t)dt 
0 1 
= -(p+ 1) j’D(t)u{(t)ub(t)dt>O 
0 
by (2.7) which implies that Zo*(Q)<Z,.(Q*). 
Second, we want to show that {y,} has a bounded subsequence. If not, 
suppose y, +m az. But we have from (2.3) and (2.4) 
Since 
s Q(x) u”,” ’ b)dx>A- IlQll,-E, QE>O. B,Q&(Ym) 
s 
Q*u”,“‘(x)dx> j Q*u,+ ‘(x) dx 
W” BR&(Ym) 
= 
s Clim sup Q(Y)] uL+ ‘W dx (2.8) B 
4 m 
(y ) 
Y-m 
and y,+ co as m-boo, we will have the following: let 
A:=~.nQ*u;+l (x) dx, which converges to Q*A’>O by (2.4), and with 
(2.8), we have that Q*A’ > A. But 
Z,*,JQ*) < lirn+irmrf llu, II *, 
giving us that Z,.,,(Q*) < Z,(Q), in particular 
z,(Q*) G IA(Q) since 
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contradicting the above result. Therefore, {y,} does have a bounded 
subsequence. This ends the proof by Lemma 2.1. Q.E.D. 
Remark 2.4. From the argument of Theorem 2.2 it follows that Eq. (1.1) 
possesses a solution if 
s 
Q(x) upO+ l(x) dx > lim sup Q(x). aB” 
x-00 
2.3. EXAMPLES. (1) For any f (x) E C”( Rn), f (x) 3 0, and supp f c B,(O), 
let QJx) = 1 +Ckm_If(kZ(x-kv)) for some VE S”-‘. Then Q, = I, 
Q*= I+ llfll~m=~~~x~w Q(x), but the hypothesis of Theorem 2.1 is 
satisfied. Note that D(r) < 0 for r large enough if f f 0 in R”. 
(2) Letting Qo(x) = 1 + e-1”” cos( Ixln), we see that Q$ = I> Qo,. 
Theorem 2.2 can be applied for Q,: 
Do(r) = w, j: t”- ’ e-‘” cos(t”) dt 
z-1 yn l+$e-“sin rn-$ 
[ ( )I >O 
for all r > 0. 
3. AN EXAMPLE OF POSITIVE NONRADIAL SOLUTIONS 
3.1. Preliminaries. We shall consider only radial potentials in this 
section. It is well known that every positive solution of Eq. (1.1) must be 
radially symmetric if Q is a positive constant, and it is also the case for the 
Dirichlet Problem with boundary value zero on aB,(O) (see [S, 61). But 
nevertheless, for certain type Q(r), the existence of positive nonradial 
solutions in BR(0) has been proved in [4] for large R. Here we will give an 
example showing the existence of positive nonradial solutions in 08” with 
n 2 3. 
Let H#!“) be the closure of compactly supported smooth radial 
functions on R” in Hl(R”). For a given Q(r) E C?(v), which is bounded 
and Q + (r) f 0 in [w+, define 
M,(Q) = su~{J(Q)Cul: ~EWV and II4 = 1 > (3.1) 
and 
M(Q)=sup{J(Q)[u]: :uEH’(R”) and ll4l = I>. (3.2) 
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Remarks. 3.1. It is obvious that M,(Q) < M(Q) and we may assume 
that the maximizers (if they exist) are nonnegative. And for bounded Q in 
R” we always have M(Q) < co: 
By the Sobolev inequality we know that for all u on the unit sphere in 
H’( R”) we have 
s iw” I4 
2n’(n ~ “(X) dx 6 c(n), 
where C(n) is some positive constant depending only on 12. 
Now because of condition (1.2), we have for some positive constant z’(p) 
that 
tP+ l < Z’(p)(t’+ t2”‘(“-2)) in F. 
Hence for any u in H’(R”) with llulj = 1, we have the following 
< c(P)( 1+ c(n)) . SUP Q 
R” 
< co. Q.E.D. 
3.2. It is well known (see [12]) that every UE H,1(lR”) is almost 
everywhere equal to a function ii(x), which is continuous for x #O and 
such that 
Iii(x)1 <c, IXl(1-n)‘2 Ilull, for llxll > un, (3.3) 
where C, and c(, are positive constants depending only on n. 
3.3. By a compactness result (see [l, 121) for Hj(R”), M,(Q) is 
realized for every such Q. 
3.2. Example. We are now ready to construct an example for which a 
positive nonradial solution of (1.1) exists. Let 
cpcdt) = 1 + cos t -; XCon,(t), 
( > 
tER, 
where xE denotes the characteristic function of set E c [w. Set 
v,(t) = cPo(t - a:); (3.4) 
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we know that M,(9,) (and M(9,), resp.) is achieved by some positive 
function in H!(W) (in H’(W), resp.) [4, 83. Denote U, as a maximizer 
which assumes M,(9,) in H:(W). But by (3.3), if a > a,, + 7r/2, we have 
where l=((p+1)/2)1+((p+l)/q)(l-I), 2<p+l<q by the Holder 
Inequality. Since j(u, II= 1, we then have by choosing q = 2n/(n - 2) >p + 1 
41 )C%l - J(cpA%l 
0 1 
((P+1)/4K-~) 
a- 
z<,x,-;I+nu~(‘X’)dx 
> -qp, n) cl-tP-l)(n-l)/2, 
where C(p, n) is a positive constant depending only on p and n. 
Combining with the fact that M,(9,) 2 M,(l), we finally obtain that 
W9,) + W(l) as a+ +al. 
Now observing that M,(l) =M(l) (see [6]), and that M(9,)> 
M(9 -n,2) > M( 1) for all a 2 -n/2, because by the maximum principle each 
maximizer must be strictly positive, we conclude that M,(9,) is strictly less 
than M(9,) for a sufficiently large, which in turn implies that maximizers 
attaining M(9,) must be nonradial for large ~1. Because otherwise, if one of 
the positive maximizers, say Us, is radially symmetric about some point x, 
in R”, then we know that U, is a solution of Eq. (1.1) with the potential 9x 
and more we have that (u, - &J/u{ = cpol is also radially symmetric about 
x0, which implies that x,, must be the origin because cpol is radially 
symmetric only about the origin. 
Therefore u, is in H,‘(W) and M(9,) must thus be equal to M,(9,) 
which contradicts our argument for large ~1. 
Remark 3.4. It is clear from this proof that nonradial solutions exist for 
various positive perturbations of constant Q = 1. 
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4. A NONEXISTENCE RESULT 
While one could expect the existence of solutions of Eq. (1.1) for boun- 
ded Q under mild restrictions, it was not known in general, for the 
situations where Q is unbounded near infinity. Recently, in a paper by 
Ding and Ni [4], it was proved that Eq. (1.1) always possesses a positive 
radial solution in [w” provided that Q(x) is radially symmetric and 
0 < Q(x) d (positive constant)(l + 1x1)‘, 
where O</<(n--l)(p-1)/2. 
Our concern here is the nonexistence of solutions of (1.1) for radial 
potentials; for this we have obtained 
THEOREM 4.1. There is no positive radial solution of (1.1 ), if Q(r) 3 0 and 
Q(r)r-(-l)(f-1”2 is nondecreasing, where Q(r) E Co, ‘(w’) and n > 3. 
4.1. Preliminaries. Suppose that U(X) E C*( 68”) is a solution of (1.1). Set 
V(x)=K(Ixl)u(x) where O<KEC*(IW+). Then 
x.VV(x)- 1+ { EE+ (0 +y”’ 
- “~~~~~” V(x) + Q(r) K’ -p(r) V’(x) = 0 (4.1) 
in [w”\(O), where r= 1x1. 
Now, for a special K(r) = r(+ ‘)I’, we have 
n-l 
dv(x)-y,xw(x) 
,+(n-W-3) 
4r2 
V(x) + Q(r) r-(“- ‘)(P- ‘)I2 V’(x) = 0 (4.2) 
in IF!“\(O). 
If we assume further that u is radial (and so is V), we then have 
1 +(n- l)(n-3) 
4r2 
V(r) + Q(r) r-(“-‘)(P-1)‘2 VP(r)=0 (4.3) 
in Iw+. 
4.2. Some lemmas. Here we will first prove some lemmas for Theorem 
4.1. The case n = 3 appears to be easier in (4.3) and we have a better 
understanding about it. 
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LEMMA 4.1. The initial value problem 
V(t)- V(t)+ VP(t)=O, P>l, 
V(0) = 0, V(O)=a>O 
(4.4) 
does not possess any positive solution in (0, co). 
Proof Suppose V is a positive solution of Eq. (4.4). We then have 
vyt) = V(t)[l - VP--l(t)] = 
i 
;; 
if O<V<l 
if V> 1. (4.5) 
Claim. 3t,>O, so that V’(&)=O. 
Suppose not; i.e., we suppose that V’(t) > 0 for t > 0. 
(i) If V< 1 for all t > 0, then V” > 0 by (4.5) together with V’(t) > 0 
for t > 0 will imply that V(t) + +GO as t + + co, a contradiction; 
(ii) If for some t, V(t) 2 1. Now, let t, be the point where V= 1. 
Therefore V(t) 2 V(t, + 1) > 1 for t 2 tl + 1. Since V’ > 0 for t > 0, then, V’ 
is decreasing in (t, + 1, co) since V(‘) < 0 there, which in turn implies that 
V’(t) = V’(tl + 1) +I’ V”(s) ds 
1, + 1 
< V’(t, + 1) + vyt, + l)(t - t, - 1) + --co 
as t + +co, a contradiction. 
Therefore, let to be the first point where V’(t,) =O. By the uniqueness 
and time-invertible property of Eq. (4.4), we conclude that V(2t,) =0, a 
contradiction again. This completes the proof. Q.E.D. 
LEMMA 4.2. Every positive solution for the following initial value problem 
V(t)+ W(t) VP(t)=0 for t>O 
(4.6) 
V(0) = 0, V(O)=a>O, 
where c > 0, p > 1, W is a nondecreasingfunction in C’*‘(p) with W(0) 2 0, 
W f 0, and (1 - c) a2 2 0, satisfies V(t) = O(eeaf2) at co for some a > 0. 
Proof Let V be such a solution. We first claim that 3 to >O, so that 
V’(to) = 0. For otherwise, since V(0) = 0, V’(0) 3 0, and V(t) > 0 for t > 0, 
we must have that V’(t) > 0 for t > 0. Now let fi = lim, ~ +oo W(t) (B could 
be co). We discuss three possible cases. 
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(i) fl<cc andflVP-l(f)<1 for all t>O.Then V”(r)>Oforall t>O. 
It gives a contradiction as in Lemma 4.1 (i); 
(ii) /I< cc and there exists a point t, at which fiVpP’(t,)= 1. Then 
V(t)> vtl+ l)> (l/P) “(P-‘), for all t>,ti+ 1 since V’>O and 
V(t) = V-(t) 
[( ) 
1+; - W(t) V-‘(t) 1 6 -d(c, P)<O 
for all t large enough, where d is a constant depending only on c and /I for 
all large t. But as in Lemma 4.1 (ii), this again gives a contradiction; 
(iii) /I = co. This case can be handled as in case (ii) above. Therefore, 
our assertion follows. 
Multiplying Eq. (4.6) by V’(t) and integrating over [E, t] for any E > 0, 
we have 
fy.2(+“2(~)-~j:l(l+;)(V2)‘(~)d~ 
1 ’ 
+- s p+l E 
W(s)( VP+ l)‘(s) ds = 0. 
Integration by parts gives 
3 P(t)-f VII(E)--f (I+;) V’(r)+f(l+$ V(s) 
s 
1 - ‘4 V2(s)ds+- 
1 
W(t) v”+‘(t)-- W(E) VP+ $2) 
ES P+l P+l 
1 ’ -- 
s p+l E 
W’(s) Vp+‘(s)ds=O. 
Now, letting E + 0 and noting that V(E)/& --, V’(O), we obtain 
v2(r,+2cj;Tdv-& W(t) VP+ l(t) 
2 ’ 
+- I ptl 0 
W’(s) l’f’+1(s)ds+(1-c)u2. 
Next, we multiply (4.6) by V(t) and subtract (4.7) from 
V(r) V”(r)- V2(t)= -2cj;yds-‘s W(t) VP+‘(t) 
2 * -- 
s p+l 0 
W’(s) VP+ l(s) ds - (1 - c) u2, 
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V(t) ’ L-1 V(t) 2c ’ V2(s)&p-1 =-v’(t)0 s3 s- p+l W(t) VP- l(t) 
2 
I 
’ W’(s) VP+ l(s) ds - 
(1 -c)u2 
-tp+ 1) v’(t) 0 V2(t) ’ 
Integrating over [to, t] for r > to, we have 
v’(t) 
-= -2c j,;&j;Fds-psj; W(r) VP-‘(r)dr 
V(t) 
(48) 
W’(s) VP+‘(s) ds-(I-c)a’j,;&. 
Thus V’(t) < 0 for all t > to; i.e., V(t) decreases in 
z< -2c jl;& j;Tds 
to, co) and 
= -2u( t - to), 
where c1= c[ V(to)le2 sfp V2(s) sp3 d S, and which gives us the desired result. 
Q.E.D. 
LEMMA 4.3. Suppose V is a positive solution for the following initial 
value problem 
V(t)- V(t)+ W(t) VP(t)=0 for t>O 
V(0) = 0, V’(O)=a20, 
(4.9) 
where p > 1 and W is as in Lemma 4.2. Then V(t) . eat2 is bounded in IF! + for 
some 01 > 0, provided that W is not a constant. 
The proof follows from Eq. (4.8), where we have 
v’(t) p-l * -= -- 
V(t) I P+l r0 
W(r) VP-‘(r) dr - W’(s) VP + l(s) ds 
-a2 
f 
’ dr 
t,VZ(r) 
505/74/l-4 
(4.10) 
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and we make use of the following 
W’(s) VP+ l(s) ds. 
Then the very same arguments above work provided that W is not a 
constant, i.e., 3 I> 0, so that 
s 
7 
W’(s) VPtl(s)ds>O. 
0 
4.3. Proof of Theorem 4.1. Suppose u is a positive radial solution of 
Eq. (1.1) with Q satisfying the hypotheses of Theorem 4.1. Since Q(r) 2 0, 
we have 
Au-u<0 
which implies that (see [6]) for some p > 0: 
u(x) 2 pe-lxi/lxl’” - ‘)‘* near co. 
Hence, if we set V(r)=r(“-1)‘2 u(r), we get 
V(r) 2 pe-’ for large r (4.11) 
and by (4.3) we see that V satisfies Eq. (4.6). Now (4.11) contradicts the 
conclusions of Lemmas 4.1, 4.2, and 4.3. Q.E.D. 
Remark 4.1. Theorem 4.1 shows that the existence result obtained by 
Ding and Ni in [4] (namely, Corollary 4.8 in [4]) is optimal in a certain 
sense. 
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