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Abstract-we show that while we have found closed form, albeit unwieldy, expressions for a 
tandem queueing model with finite queue lengths and proportional service, the measures computed 
can be reduced to more manageable expressions. This is advantageous for placing models of this 
type in the model base of a decision support system where manageable, good approximate values will 
suffice. 
1. INTRODUCTION 
The inclusion of tandem queueing models in the model base of a decision support system can 
be approached in several ways. Queue measures can be represented as coded procedures to 
calculate the measures or as closed form expressions which are evaluated. If the models have 
infinite queue length, then the model may have queue measures calculated by using Jackson’s 
product form. In some cases, numerical techniques have been employed [l]. However, in the case 
of a model with limited waiting lines, we do not have the luxury of Jackson’s product result. 
Fortunately, with the computer program Mathematics [2], queues have been studied (see [3]) and 
it is possible to obtain closed form results for queue measures such as average waiting time in the 
system and average number in the system. The behavior of a queueing model can be described 
by observing the model’s states, that is, the status of the servers in the model. In Markov 
analysis, we develop a differential-difference equation for each model state. Using Mathematics, 
we then solve symbolically for the model’s steady-state probabilities, which in turn can be used 
to calculate the above-mentioned measures. However, as the parameters of the model increase in 
size and number, the symbolic results quickly become intractable when transferring the results 
to simple decision support systems as spreadsheets for sensitivity analysis. Moreover, as will be 
seen below, it is difficult to determine the behavior of these expressions. In the case where a 
close approximation will suffice, we develop a compact version of the measure which provides two 
advantages: the behavior of the model is more easily understood and the measure as data can 
be handled more easily. 
2. THE MODEL 
We begin first with a queueing model, T[K, c], which is structurally simple but will be shown 
to be analytically complex. Station 1, & , is composed of K parallel servers each having a Poisson 
distribution with mean cp, where proportion c > 0. Station 2, 5’2, has a single server with a 
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Poisson distribution with mean p. Customers enter the model according to a Poisson distribution 
with mean X. There are no queues before the two stations which have the two consequences. 
Newly arriving customers balk from a full Si and a customer may be blocked at Si if the server 
at Sz is still busy. “Blocking” means that the server is not released until there is an available 
server at Ss (see [4]). 
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Figure 1. The T[K,c] model. 
1 
P 
Station 2 
I --_-_-_-> 
Markov analysis as reviewed by Gross and Harris [5] requires the derivation of a steady-state 
equation by considering the behavior of the model. That is, we can describe the model by 
viewing the status of each of the servers (idle, busy, blocked). The difference equations yield 
corresponding differential-difference equations, which in turn lead to the Kolmogorov equations. 
The stationary equations, S, are found by making the following observation: the model at steady- 
state is independent of time, and hence, the Kolmogorov equations (derivatives) are zero. It is 
the system S of equations that are solved to yield steady-state probabilities for the model. 
In an attempt to obtain a more general solution, we solve S symbolically via Mathematics. 
For fixed Kc, we can solve the system symbolically in terms of c and p, where p = X/cl, and 
calculate closed form expressions for the queueing measures. The latter option is limited since a 
symbolic algebra package is constrained by memory and processor speed. Moreover, the queue 
measures obtained are exact closed form expressions but as can be seen are extremely unwieldy 
and complicated. We wish to find simpler expressions for these measures. 
3. NOTATION 
We use the notation as proposed for similar models in Taha [6]. For the nonblocking states, 
the K servers at Si the following values are assigned: 
0 means the server is idle, 
1 means the server is busy. 
Thus, the states can be described as ordered pairs: 
(O,O)-All servers are idle. 
(j, O)-Server at ,I& is idle and j servers at Si are busy for 1 5 j 5 k. 
(j, 1)-The server at Sz and j servers at 5’1 are busy for 1 5 j 5 k. 
The corresponding steady-state probabilities for each state, (i, j), is denoted by Pi,j. Similarly, 
the blocked states are of the form b(i, j), where i and j denote the number of busy servers and 
blocked servers, respectively. 
4. STEADY-STATE EQUATIONS 
The general forms for the system S of steady-state equations are written below. We have 
transformed the equations by dividing through by ,u, that is, the equations are in terms of c and 
P = V/J* 
(07 0) 
(07 1) 
(k, 0) 
(5 0) 
(k, 1) 
(A 1) 
W, 1) 
W, 1) 
b(O, k) 
WA j) 
b(j, 4 
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- PPo,o + CPO,l = 0 
- (P + c> PO,1 + pl,o + c&l = 0 
- kpk,O + p%-1,o + Cpk,l = 0 
- (P + j) pj,o + Ppj-I,O + C Pj,l = 0, ifj<k 
- (c + k) pk,l + ppk-I,1 = 0 
- (P+C+j) $,I + Pp,-I,1 f (j + 1) Pj+l,O + cb(j, 1) = 0, 
- cb(0, 1) + PI,~ = o, ifj=k=l 
- (p + c) b(O, 1) + Pl,l = o, ifj=l<k 
- cb(0, k) + b(1, k - 1) = 0, ifk#l 
-(p+c)b(O,j)+b(l,j-l)=O,ifl<j<k 
-(c + j), 
-(c+j+p), ifi+j<k 
b(j,i)+pb((j-l),i) 
+ (j+l)(j+l,i-l), ifi#l _. 
{ (j + 1) Pj+l,l! > ifi=l - 
(1) 
(2) 
(3) 
(4) 
(5) 
j<k (6) 
(7) 
(8) 
(9) 
(10) 
(11) 
In addition to the steady-state equations, we also include the boundary equation which is 
substituted for any one of the equations (1) through (11). 
Po,o + Po,l + PI,O + . . . + b(k, 0) = 1. (12) 
Using Mathematics, S, is solved symbolically for the steady- state probabilities. Before we can 
calculate the queuing measures, there are several preliminary adjustments that must be made. 
The effective arrival rate must be calculated since some customers will balk because no server 
is available at Station 1. Therefore, this adjusted rate is defined by: 
X,ff = X Prob(3 Idle Server 8 Station 1) = X 
( 
k-l k-l 
c Pi,-, + c Pi,1 + c b(j, i) . (13) 
i=o i=l j+l#k ) 
The average number in the system, AvgNum, is the expected number in the system and is 
calculated using the intermediate value, P,, which denotes the probability of n customers in the 
system. This measure is calculated by the following expressions: 
k+l k 1 k 
AvgNum = c n J’, = 71 x(i + j) Pi,j + c (i + j + 1) b(i,j) + Pal. 
n=l i=o j=O i+j=l 
The average waiting time in the system, AvgWait, is calculated using Little’s result: 
AvgWait = AvgNum/&. (15) 
SYMBOLIC RESULTS. We now show expressions for two measures by setting K = 2 ad solving 
the system in terms of c and p. The average number in the system in terms of p and c is the 
following ratio: 
(2p(2c3 + 5c4 + 4c5 + c6 + 4c2p + 14c3p + 16c4p 
+ 7c5p + c6p + 6p2 + 21cp2 + 32c2p2 + 26c3p2 
+ 13c4p2 + 3c5p2 + 12p3 + 27cp3 + 22c2p3 
+ llc3p3 + 3c4p3 + 6p4 + 6cp4 + 3c2p4 + c3p4)) / 
(4c4 + 6c5 + 2c6 + 4c3p + 18c4p + 12c5p (16) 
+ 2c6p + 4c2p2 + 18c3p2 + 22c4p2 + 9c5p2 
+ c6p2 + 4p3 + 14cp3 + 24c2p3 + 24c3p3 
+ 13c4p3 + 3c5p3 + 8p4 + 18cp4 + 16c2p4 
+ 9c3p4 + 3c4p4 + 4p5 + 4cp5 + 2c2ps + c3p5). 
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Similarly, the average time in the system in terms of p and c has the following closed form 
expression: 
(2c3 + 5c4 + 4c5 + c6 + 4c2p + 14c3p + 16c4p 
+ 7c5p + c6p + 6p2 + 21cp2 + 32c2p2 + 26c3p2 
+ 13c4p2 + 3c5p2 + 12p3 + 27cp3 + 22c2p3 (17) 
+ llc3p3 + 3c4p3 + 6p4 + 6cp4 + 3c2p4 + c3p4) / 
(c2(2 + c)(l + p)(c2 + c3 + cp + 3&J + p2 + 3cp2 + p3)). 
5. APPROXIMATING THE MEASURE 
We now use these results to obtain an approximation for the measure, AvgNum. Several 
alternatives are presented with varying degrees of fit. The linear regression on transformed 
variables provided by the statistical package, Systat [7], is the following: For c > 1 and all p with 
T2 = 0 9950 * ? 
AvgNum = 2.0329 - 1.6650; + 1.4544:. (18) 
We note that the predominant terms in the expression are reciprocals of c and p. 
If we fit the curve in two parts, we have two results. The first part, 
XvgNum = 1.5187 - 2.5723 e-j’ + 1.5450:: (19) 
is valid for c > 1 and p < 2.4 with r2 = 0.9990. The second part, 
XvgNum = 2.0581 - 1.7861: + 1.4525:, (20) 
has r2 = 0.9960 when c > 1 and p 2 2.4. 
Finally, we show two results where r 2 = 1.0. For c = 1 and p < 4.0, we have the following 
relationship: 
AvgNum = 2.7537 - 1.9112 emp. 
Similarly, when c = 1 and p > 4.0, 
XvgNum = 2.9186 - 0.75391. 
P 
6. APPLYING THE METHOD TO OTHER MODELS 
We close our discussion by demonstrating that the above methodology can be extended to 
similarly structured queueing models. The T[k,c] model is actually a generalization of the two 
station series queue introduced in first courses in operations research. A model that can be viewed 
through Markov analysis and requires the formulation of a system of steady-state equations is a 
good candidate for the method. 
The system S, composed of equations (1) through (12), was derived by first formulating the 
steady-state equations for the T[k,c] model for k = 1,2,3, and 4. Then, by observation, the 
general steady-state equations are developed for each state. Since the states and corresponding 
steady-state equations have been generalized, then the system of steady-state equations can be 
coded. 
Alternatively, we can view the actual behavior of queueing models by observing the state 
diagrams for the models. We may think of the model as changing from one state to another state 
as events (arrivals and service completions) occur or do not occur. A state diagram explicitly 
indicates for a given state S all the states that enter S. In addition, an event and its corresponding 
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probability are shown. Hence, all the information to formulate the differential-difference equation 
is available. 
We extend this concept of state diagrams in queueing models to state diagrams in object- 
oriented programming (OOP). This is a natural application for OOP and we now provide a 
framework for the code. Recall we are concerned with models that can be analyzed through 
Markov analysis. Every state communicates, or can be reached from any other state. 
The objects are defined to be the’model states where we record the number and status (blocked, 
busy, idle) of the state. The state objects 0 are then inserted into a primary linked list, P depicted 
in Figure 2. 
Primary List P 
<-B-_-w 0 <.m----------w.- 
El 
_______I 
01 <-____- 
Secondary List P* 
Figure 2. State diagrams es objects in a linked list. 
Then each is tested with an event E. If 0 and E result in another state object 0’, we find 0’ 
on list P. Then we create a secondary linked list P’ for 0’ and insert 0 into P’. Continuing in 
this fashion, we have all the states of the model contained on P and for each state object 0 on 
list P, we have all the state objects 0’ that enter 0. This is all we need to write the steady-state 
equations in an Ascii file for input into Mathematics. 
7. CONCLUSION 
Not only have we shown that closed form expressions for this discussion’s queueing model 
can be derived, we have shown that the measures can be reduced to a more manageable form. 
Thus, for most levels of precision, these very good approximate measures are practical. We 
have also shown that the methodology can be automated through OOP or by generating general 
forms of the steady-state equations and coding the process to write the equations. Although the 
methodology presented can be applied to a large family of queueing models (tandem, split and 
merge configurations), the results are bound by hardware memory and the limits of the computer 
algebra software. 
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