We propose an accelerated Mini-Batch k-means algorithm which combines three key improvements. The first is a modified center update which results in convergence to a local minimum in fewer iterations. The second is an adaptive increase of batchsize to meet an increasing requirement for centroid accuracy. The third is the inclusion of distance bounds based on the triangle inequality, which are used to eliminate distance calculations along the same lines as Elkan's algorithm. The combination of the two latter constitutes a very powerful scheme to reuse computation already done over samples until statistical accuracy requires the use of additional data points.
Introduction
k-means clustering is an important tool in machine learning, with several applications. The objective is to find a set of k centroids which represent the data well. More precisely, k centroids should be chosen so as to minimise the mean distance from datapoints to their nearest centroids, a quantity referred to as the Mean Squared Error (MSE). Obtaining the globally minimal MSE is in general NP-hard, and so approximation algorithms are used.
The most popular such approximation algorithm is often referred to as Lloyd's algorithm, the exact k-means algorithm, or simply as the k-means algorithm. Lloyd's algorithm, which we will refer to as lloyd, relies on a twostep iterative refinement technique. In the assignment step, all datapoints are assigned to their nearest centroids. In the subsequent update step, centroids are updated as the mean of all datapoints assigned to them. The MSE is guaranteed to decrease at every iteration, and thus the algorithm is guaranteed to converge to a local minimum.
Variants of lloyd exist which process only a fraction of the data during the assignment step, the most popular of which being the Mini-Batch k-means algorithm (Sculley, 2010) , henceforth mb. Another example is the online algorithm presented in Bottou & Bengio (1995) , referred to in Sculley (2010) as Stochastic Gradient Descent k-means and henceforth as sgd, which is in fact mb with batchsize 1. These algorithms have the advantage of being robust against slowdowns caused by data redundancy. However, they have the potential disadvantage of viewing fewer datapoints per unit time than lloyd does, due to a greater proportion of time being spent in the update step. The optimal batchsize is one which balances redundancy, data throughput, and other considerations. The algorithm presented in this paper automatically and dynamically chooses an appropriate batchsize.
In Bottou & Bengio (1995) sgd is presented as a gradient descent learning algorithm, with a learning rate which guarantees convergence. Specifically, the learning rate guarantees that a centroid is the mean of all assignments ever made to it. This learning rate is also used for mb in Sculley (2010) . While this learning rate is shown to have good performance in Bottou & Bengio (1995) , in the context of k-means one can do better.
Effectively, the works of Bottou & Bengio (1995) and Sculley (2010) maintain, for each cluster, a running sum of all datapoints ever assigned to them, as well as the total number of such assignments. Updating a centroid effectively consists of using these cumulative quantities to compute the mean of all datapoints ever assigned to each cluster. As such, the influence of each assignment is inversely proportional to the total number of assignments made, rendering early 'contaminating' assignments less important as rounds progress, as desired. However, with a minor modification to the algorithm and by keeping track of the most recent assignment for each datapoint, it is possible to completely remove contaminating early assignments. In this paper we present the necessary modification and show how it results in more rapid convergence to a local minimum.
In Celebi et al. (2013) , it is shown that the choice of initial Figure 1 . Performance (MSE) relative to best (V0) across all runs, on infMNIST (top) and RCV1 (bottom) datasets. Baselines are Lloyd's algorithm (lloyd) and Mini-Batch (mb). Our three algorithms are: mb-f, a version of Mini-Batch which corrects for reassignment contamination ( § 3.1), guaranteeing faster convergence, gb-∞, which reuses and dynamically grows an active batch according to a specific state of convergence criterion ( § 3.2), and tb-∞, an extension of gb-∞ which uses triangle inequality bounds to turbocharge performance ( § 3.3). The advantage of our fixed Mini-Batch algorithm mb-f over standard Mini-Batch is clear after one pass through the data at around 12 seconds on both datasets. The main motivation behind dynamically growing and reusing a batch as in gb-∞ is to facilitate the use of triangle inequality bounding, but we observe that even before turbocharging with triangle inequality bounds, gb-∞ performs favourably. The subsequent addition of triangle inequality bounding with tb-∞ then dramatically improves performance.
centroids plays an important role in the quality of the final clustering obtained using lloyd. Their conclusion is that naive approaches, such as uniformly selecting k datapoints as initial centroids, do not in general result in as good final clusterings as more sophisticated initialisation techniques such as k-means++ (Arthur & Vassilvitskii, 2007) .
It is important to note that, for a given initialisation, the final clusterings obtained with lloyd and mb are not in general the same. Therefore, results relating initialisation techniques and final cluster quality for lloyd are not necessarily relevant for mb. Moreover, certain initialisation techniques such as k-means++ are not practical for mb as they require a full pass through the dataset. As far as we know, initialising centroids for mb is a topic which has not yet been investigated.
Many approaches to making lloyd run faster have been suggested. These approaches do not change the output of the assignment and update steps, they simply use clever techniques to enable these steps to execute in fewer operations. The goal of most of these approaches has been to obtain nearest centroids with fewer than k distance calculations per point. In Hamerly (2010) , it is shown that the class of approaches relying on triangle inequality based distance bounds (Phillips, 2002; Elkan, 2003; Hamerly, 2010) provide greater speedups than those based on spatial data structures (Pelleg & Moore, 1999; Kanungo et al., 2002) . Improving methods for accelerating lloyd remains an active area of research (Drake, 2013; Ding et al., 2015) .
To the best of our knowledge, this paper offers the first attempt at incorporating any acceleration techniques such as those just mentioned into mb or sgd.
There have been several clustering algorithms proposed as alternatives to lloyd. These include an algorithm which treats datapoints lying near Voronoi cell boundaries with priority (Wang et al., 2012) . Another is based on the idea of core-sets (Agarwal et al., 2005) , which clusters only a representative subset of the data. While being very fast in low-dimensions, these algorithms require at least one pass through the data, and in higher dimensions can be slow and find poor solutions.
To summarise our contribution, we take as point of departure the state-of-the-art Mini-Batch k-means clustering algorithm, and perform three modifications to it to arrive at a significantly accelerated algorithm. The three modifications allow, firstly, the removal of contaminating early assignments, as discussed in Section (3.1), secondly, the incorporation of a triangle inequality based acceleration technique, as discussed in Section (3.2), and finally, the automatic and dynamic selection of an appropriate batchsize, as discussed in Section (3.3).
Related Works
The notation that we will use is based on that of Hamerly (2010) and Sculley (2010) , and only where necessary is new notation introduced. We use for example N for the number of training datapoints and k for the number of clusters. Indices i and j always refer to data and cluster indices respectively, with a datapoint denoted by x(i) and the index of the cluster to which it is assigned denoted by a(i). A cluster's centroid is denoted as C(j). We introduce new notation by letting n 1 (i) denote the index of the cluster whose centroid is nearest to datapoint i. 
In general, the assignment step is the more costly of the two steps, requiring Ω(dkN ) operations where d is the cost of a distance calculation.
Mini-Batch K-Means
The work of Sculley (2010) introduces mb as a scalable alternative to lloyd. Reusing the notation of Sculley (2010) , let b denote the batchsize and let v(j) denote the number of assignments to cluster j, initially zero. The algorithm for one round of mb is given in Algorithm 1. Note that the version of mb as presented in Sculley (2010) is specifically intended for sparse datasets, and at the end of each round, to encourage centroid sparsity, an l 1 -sparsification is performed. In this paper we are interested in mb in a more general context and will not discuss this sparsification operation.
Algorithm 1 Round of mb, as per Sculley (2010 
Triangle Inequality K-Means
The standard approach to performing the reassignment step of lloyd requires k distance calculations, as presented in Algorithm 2. The idea introduced in Elkan (2003) is to eliminate certain of these k distance calculations by keeping bounds on distances between datapoints and centroids. Since the publication of Elkan (2003) , several related bound based k-means algorithms have been proposed, the most recent being that of Ding et al. (2015) . A thorough comparison of bound based algorithms in presented in Drake (2013) .
To illustrate the basic idea, suppose that for each datapoint i, one maintains k lowerbounds, l(i, j) for j ∈ {1, . . . , k}, which obey
Before computing the distance x(i) − C(j) in Algorithm 2, the idea is to check that
, in which case we deduce that a(i) and d(i) will not change and thus there is no need to compute x(i) − C(j) . The incorporation of l(i, j) is presented in Algorithm 3. The fully-fledged algorithm of Elkan (2003) is slightly more complex than Algorithm 3, using upper bounds and inter-centroid distances to eliminate further distance calculations.
To maintain the validity of the lowerbounds, after each centroid update round the following update is performed,
where p(j) is the distance moved by centroid j during the preceding centroid update. Update (4) guarantees the validity of the lowerbound (Elkan, 2003) by a simple application of the triangle inequality. Note that lowerbounds are initialised as exact distances in the first pass through data, and that only in subsequent passes lowerbounds can help in eliminating distance calculations.
Algorithm 2 Standard reassignment as per lloyd
a(i) = j 6:
end if 8: end for
Methods
We first discuss modifying mb to enable the removal of contaminating datapoints ( § 3.1) which results in the mb-f al-gorithm. We then discuss modifying mb to enable the use of triangle inequality bounds ( § 3.2, § 3.3) and the resulting Grow-Batch algorithms and their turbocharged variants.
Removing Contaminating Samples
Suppose that after a certain number of iterations of mb, a datapoint has been selected more than once. Such a datapoint might then contribute to more than one centroid. If the objective is to minimise the training set MSE, as is the case with lloyd and EM algorithms more generally, it would be better for such a duplicitous datapoint to contribute only to the centroid to which it was most recently assigned. We propose that, in addition to modifying centroids with newly assigned data, centroids with expired assignments be corrected. We present the resulting modified version of Mini-Batch k-means in Algorithm 3.1, and refer to it henceforth as mb-f, the 'f' signifying 'fixed version'. In addition to the variable v of Algorithm 1, in Algorithm 3.1 a cumulative sum of assignments (S) is maintained, although mb-f can be formulated without S as in Algorithm 1. Our decision to choose the formulation using S is discussed in Supplementary Material.
Modifications To Facilitate Bound Use And Grow-Batch Algorithms
To get the most out of a turbocharger, engines require a modified design. In the same way, to fully benefit from the use of bounds, the Mini-Batch algorithm needs to be modified.
When there is a large amount of redundancy in a dataset, mb may converge having sampled only a small fraction of datapoints, with very few datapoints being visited more than once. But as already mentioned, the use of bounds in eliminating distance calculations is only effective from the second time a datapoint is used. Therefore, if one includes bounds in mb without modifying the sampling strategy, it is possible that most bounds established will never have the opportunity to pay dividends.
In addition to the abovementioned concern that the majority of datapoints sampled are only ever sampled once, there is a second concern that even those bounds that are eventually used are ineffective. This is because the number of rounds between a bound being established and then being used is likely to be large when the dataset is large, meaning that bounds are likely to be high due to repeated application of (4).
The above concerns suggest that we need a sampling scheme which favours the use of datapoints which have recently been used. We propose the Grow-Batch algorithm, henceforth gb, which stipulates that once used, a datapoint must be used in all subsequent batches. Specifically, let I = {1, . . . , N } be the set of indices of all datapoints, and let M t ⊆ I be the set of indices of datapoints used in update round t. A gb algorithm is one for which M t ⊆ M t+1 for all t. To guarantee that unused datapoints may enter into use at a later stage, a gb algorithm should allow the batchsize to increase, whence the name. Skeletal pseudocode for a gb algorithm is given in Algorithm 5. for i ∈ {1, . . . , b} do 5:
end for 8:
// update step 9:
for j ∈ {1, . . . , k} do 10:
end for 12:
increase b or leave unchanged 13: end while
The key to an effective gb algorithm lies in the decision of when and by how much the batchsize should increase. These questions will be addressed in Section 3.3.
Dynamically Increasing Batchsize In Grow-Batch Algorithms And Turbocharging
The primary argument in favour of using small batches in machine learning algorithms is that redundancy induced slow-downs are avoided. However, it is not always the case that smaller is better. In this section we present arguments in favour of and against a large batchsize in the context of gb algorithms, and develop a dynamic scheme for selecting the optimal batchsize. We first present two possible measures of redundancy, the first based on training set MSE, the second on centroid displacement and inter-centroid MSE. The first measure is potentially interesting, but does not easily lead to a scheme for determining optimal batchsize. The second measure is more readily usable, and also introduces the opposing idea to redundancy in the context of gb algorithms which is premature finetuning, or overfitting. The algorithms gb-ρ and tb-ρ which we present are based on this second measure of redundancy. There is one parameter ρ which needs to be selected in gb-ρ and tb-ρ, we discuss the interesting degenerate case when this parameter diverges, and the resulting algorithms gb-∞ and tb-∞.
AN MSE BASED DEFINITION OF REDUNDANCY
One may consider additional data to be redundant for a particular task if it does not reduce some specified loss, in the case of k-means the training set MSE, over and above what some initial data does. We will expand on this idea after introducing some new notation.
Let M ⊆ I, and define M (j) = {i ∈ M : n 1 (i) = j}, so that M (j) is the set of datapoints in M which have centroid j as nearest centroid. Let C t+1 (j|M ) denote the centroid obtained by updating C t (j) using data M (j), that is
Let C M t+1 = {C t+1 (j|M ) | j ∈ {1, . . . , k}}, and denote by MSE M (C) the MSE on the training datapoints indexed by M using centroids C, that is
The MSE on the full training set, MSE I (C), will be abridged as MSE(C). It is always true that,
but if |M | < |I| one may consider that the computational saving of updating with only |M | datapoints outweighs the higher MSE suffered using M alone. More generally, consider M, M ⊆ I with |M | = |M |, M ∪ M = ∅. One may consider that the computational saving of using M as opposed to M ∪ M outweighs the higher MSE if,
). (6) On the left hand side of Inequality 6 is the drop (or increase) in training set MSE obtained by updating C t with M , and on the right side is the additional drop (or increase) incurred by using M . If Inequality 6 holds, M can be considered redundant with respect to M in the pragmatic sense that the decrease in MSE per unit time is significantly lower when M is included.
While this definition of redundancy goes straight to the heart of our objective of MSE reduction, computing the MSE on the full training set is costly. We thus turn our attention to an alternative definition of redundancy, one which can be incorporated into a gb algorithm without any extra cost.
CENTROID BASED DEFINITIONS OF REDUNDANCY AND OVERFITTING
Using M, M as defined in Section 3.3.1, consider the updated centroids, C t+1 (j|M ) and C t+1 (j|M ). If for some j,
the addition of M to M does not affect the update of centroid j much relative the distance that centroid j moves between rounds t and t + 1 when updated on just M , and thus one may consider that M is redundant with respect to M . On the other hand, suppose that the inequality goes the other way so that for some j,
Using the triangle inequality, it is easy to see that (8) is equivalent to,
Inequality 9 says that updating with M ∪ M results in a much greater change to centroid j than updating with just M does. This suggests that C t may be much closer to a local minimum of MSE M than it is to a local minimum of MSE M ∪M , and thus that C t might have overfit to data M . The danger of overfitting in this context is that any finetuning on data M will be undone as soon as more data is added, and thus is a waste of time.
With the additional constraint that |M (j)| = |M (j)| = n(j), one can show that the expectation over M, M of the square of the left hand side of Inequality 8 is the same as the expectation of,σ
whereσ 2 s (j) is the empirical sample variance,
Reusing the notation whereby p(j) denotes the distance moved by centroid j in the most recent update, we reformulate (7) to state that if
then there is redundancy in M as determined by centroid j. Similarly, one may consider that centroid j might have overfit to data M ifσ
Inequalities 11 and 12 suggest that one should aim to keep σ C (j) and p(j) of equal magnitude, so as to avoid redundancy and premature finetuning. As the p(j)s are expected to decrease from round to round, we expect that batchsize should increase from round to round, so as to allowσ C (j) to decrease in synchrony with p(j). This agrees with the requirements of a gb algorithm.
Algorithm 6 combines these ideas, using the ratioŝ σ C (j)/p(j) for j ∈ {1, . . . , k} to determine whether or not to double the batchsize. The choice of a double-or-nothing scheme is motivated by the fact thatσ C (j) decreases by a constant factor ( √ 2) when batchsize doubles, although one could imagine a more finetuned scheme. Ideally, one would be able to increase the amount of data in each cluster individually, but this is not possible and so a joint decision needs to be taken between clusters. This is done with a simple majority vote in Algorithm 6, although one could imagine alternative approaches. There is one parameter to be set in Algorithm 6, ρ. If ρ is too large, one runs the risk of adding new data too late and suffering from premature finetuning, or overfitting. If ρ is too small, one runs the risk of adding new data too early, and suffering a redundancy induced slowdown as consequence.
Algorithm 6 Updating Batchsize
1: if med j [σ C (j)/p(j) ] ≥ ρ then 2: b ← min (2b, N ) 3: else 4: b ← b 5: end if
GROW-BATCH-ρ AND TURBOCHARGING
gb-ρ, presented in Algorithm 7, is a gb algorithm which incorporates Algorithm 6 as its dynamic batchsize selection scheme. Extending gb-ρ to incorporate triangle inequality bounds is straightforward, and we refer to the extension of gb-ρ as tb-ρ, the t in consideration of the turbocharging analogy of § 1. Complete pseudocode for tb-ρ is provided in Supplementary Material.
When the assignments to cluster j are unchanged between rounds, p(j) = 0 and soσ C (j)/p(j) = ∞. If more than half of the clusters have unchanged assignments, Algorithm (6) results in a doubling irrespective of ρ as the median ratio is ∞. For ρ = ∞, Algorithm (6) results in a doubling if and only if more than half of the centroids are unchanged. Thus the degenerate case of ρ = ∞ is special in thatσ C (j)'s are not used which allows for a slight simplification in the algorithm. The pseudocode for gb-∞ and tb-∞ is provided in Supplementary Material. // process datapoints seen at least once 10:
a o ← a(i) // temporarily store previous assignment 12: a(i) ← n 1 (i) // determine new assignment 13: for i ∈ {b 0 , . . . , b} do 25:
end for 31:
C o (j) ← C(j) // temporarily store old centroid 34: 
Experiments
We have implemented the baseline mb 1 , as well as the new algorithms mb-f, gb-ρ and tb-ρ, for dense and sparse datasets. The objective of this paper is ultimately to compare the algorithm mb with the new algorithms. In particular, we are interested in two measures of performance, the quality of the final clustering and the runtime. The quality of the final clustering is implementation independant, and so issues such as programming language used, use of multithreading, use of cache memory, and memory footprint are not relevant. However, when comparing runtimes, such computational issues can be decisive.
To establish that any runtime difference between mb and a new algorithm is not simply an implementation issue, we first compare our implementation of mb with other existing implementations of mb. This is done in Section § 4.2, with the analysis of algorithms proper done in Section § 4.3.
Datasets
The Infinite MNIST dataset (Loosli et al., 2007) is an extension to the MNIST dataset, consisting of a program for generating infinitely many deformations of the original 28×28 hand-written grayscale digits. We generate 400,000 such digits for performing k-means and 40,000 for computing a validation MSE. We refer to this as the infMNIST dataset.
The RCV1 dataset (Lewis et al., 2004) consists of sparse data in 47,237 dimensions, with two partitions containing 781,265 and 23,149 examples respectively. As is done in Sculley (2010) , we use the larger partition to learn clusters, and the smaller partition for validation.
Comparing Baseline Implementations
We compare our implementation of mb with two publically available implementations, namely that accompanying Sculley (2010) written in C++, and that in the machine learning library scikit-learn (Pedregosa et al., 2011) written in Cython. Comparisons are presented in Table 1 , where our implementations are seen to be competitive. Experiments run to obtain values in Table 1 used one thread.
Comparing New Algorithms
We compare our implementations of baseline algorithms with our implementations of new algorithms. The experimental setup used on each of the datasets is the following. For 20 random seeds, the training dataset is shuffled and the first k datapoints are taken as initialising centroids. Then, for each of the algorithms, k-means is performed on the training set. At regular intervals, a validation MSE is computed. The time taken to compute validation MSEs is not included in runtimes. The Mini-Batch batchsize (b) and the initial Grow-Batch batchsize (b 0 ) are b = b 0 = 5, 000, and k = 50. The mean and standard deviation of the MSEs from the 20 runs are computed, and this is what is plotted in Figure 1 in the Introduction, relative to the lowest obtained MSE over all runs (in figure) , V 0 .
The above experiments are performed with algorithms lloyd, mb, mb-f, gb-ρ and tb-ρ (with ρ ∈ {1, 10, 100, 1000, ∞}), thus 260 runs of k-means on each dataset were performed.
THE EFFECT OF ρ ON PERFORMANCE
In Figure 2 the effect of ρ in the algorithms gb-ρ and tb-ρ is presented for the dataset infMNIST. The equivalent Figure for the RCV1 dataset is in Supplementary Material, the conclusions we draw here apply equally well to the RCV1 dataset. For gb-ρ, it is not clear what the optimal value of ρ is, in the initial iterations a value of order 10 appears to be best, but at later stages larger values of ρ result in lower MSEs. In the case of tb-ρ, it is apparent that ρ should be chosen to be very large, with ρ = 1000 and ρ = ∞ giving equally good results.
It seems reasonable that tb-ρ should perform well with very large ρ. This is because finetuning in tb-ρ can be done rapidly due to more effective bound tests when centroids move only a small amount. The accelerated convergence of the tb-ρ algorithm endows it with a robustness against the premature finetuning discussed in Section 3.3.2.
In the case of tb-ρ, we observe a sort of wave pattern with ρ = 1000, with shallower sections corresponding to premature finetuning, followed by steeper sections with the arrival of new datapoints in the batch. At the other extreme, it is apparent that with ρ = 1 there is a redundancy induced slowdown caused by a too early addition of new datapoints.
COMPARISONS TO MINI-BATCH K-MEANS
We repeat what is discussed in the caption of Figure 1 . Figure 2 . The effect of parameter ρ on the gb-ρ (top) and the tb-ρ (bottom) algorithms on the infMNIST dataset, with mb included for reference. For gb-ρ there appears to be some intermediate optimal value for ρ, while ρ = ∞ appears optimal for tb-ρ. Further comments in § 4.3.1.
fixed versions of Mini-Batch, mb-f, results is faster convergence. Secondly, that gb-∞, even though developed as a stepping stone towards the turbocharged version gb-∞, performs favourably as compared to mb-f. Finally, we note that tb-∞ performs much better than mb, as well as converging to exact local minima orders of faster than lloyds.
FINAL CLUSTER QUALITY
In Table 2 we compare final cluster quality of lloyd and tb-∞ using different initial batchsizes, b 0 . The experimental setup is identical to that already discussed. The values reported are as in the figures, that is the mean of the final validation MSE over 20 runs relative the best MSE obtained over all runs of all algorithms.
We observe that on infMNIST the expected final validation MSE is approximately the same for tb-ρ and lloyd for all values of b 0 . However, on RCV1 with b 0 = 100, the final cluster quality is significantly better for lloyd. We can think of no obvious explanation for why this should be the case, as both algorithms are initialised with the same centroids on each run, and both algorithms terminate at a local minimum.
infMNIST (dense) 100 1000 5000 lloyd 1.4e-03 1.3e-03 1.8e-03 tb-∞ 1.5e-03 1.2e-03 1.1e-03 RCV1 (sparse) 100 1000 5000 lloyd 2.4e-03 2.4e-03 2.4e-03 tb-∞ 1.5e-02 4.6e-03 2.9e-03 Table 2 . Comparing final cluster quality of lloyd and gb-∞ for initial batchsize b0 ∈ {100, 1000, 5000} and datasets infMNIST (top) and RCV1 (bottom). Values are the same as those in Figure 1: mean validation MSE across 20 runs relative to lowest MSE over all runs. We observe that lloyd and tb-∞ have equally good final cluster quality for infMNIST across the full range of batchsizes, while on the dataset RCV1, tb-∞ has inferior cluster quality for small batchsizes.
Conclusion and Future Work
We have introduced a turbocharged Grow-Batch algorithm which harnesses the strengths of Mini-Batch K-Means and triangle inequality based algorithms. The new algorithm can be used as a drop-in replacement for Mini-Batch KMeans, displaying faster convergence than the later.
We mention two possible directions for future work. The first regards initialisation and final cluster quality. There has been much research into initialisation schemes for Lloyd's algorithm, but none as far we know for algorithms updating with subsamples. We believe that the order in which datapoints are visited needs to explored simultaneously with initialisation, as the two act together in determining cluster quality.
The second direction will be the exploration of different Grow-Batch algorithms. In this paper we have considered one scheme for increasing batchsize, gb-ρ with its turbocharged variant tb-ρ, but there are potentially better approaches.
Our multithreaded implementations of all algorithms described will be provided as an open source software package at time of publication. cumulative sum of datapoints assigned to each cluster, denoted by S(j) for j ∈ {1, . . . , k}, needs to be maintained. Algorithm 8 presents the modified version of mb. We reiterate that this reformulation does not affect the final clustering.
Algorithm 8 Round of mb with very minor modification M ← b randomly selected datapoint indices // assignment step
The main difference between Algorithm 8 and that presented in Section 2.1 is in the update step. Where the original Mini-Batch algorithm has a loop containing b scalar multiplications of a centroid, Algorithm 8 has a loop containing k scalar multiplications of a cluster sum. This difference can be significant in the case when datapoints and centroids are sparse vectors, with datapoints having fewer non-zero components than centroids and b > k. This is the natural setting when clustering sparse vectors, as the summation of sparse vectors is not in general a sparse vector. The sparsification of centroids as in Sculley (2010) can reduce the gap between datapoint and centroid sparsity, but in general the gap still remains. In this setting, centroid-scalar multiplication is the most expensive operation, whence the efficiency gain of Algorithm 8 over the original formulation. We again reiterate that the two versions perform the exact same clustering.
A.2. Small Batchsize Reduces Data Throughput
Consider a gb algorithm based on Algorithm 5 on page 4, in the setting where data belongs to R d , and datapoints and centroids have expected number of non-zero elements given by s and ϕs respectively. The variable ϕ denotes the ratio of expected non-zero elements between centroids and datapoints. Suppose that the expected number of operations for the assignment step a(i) ← n 1 (i) is ν. It is easy to verify that in this setting, to process the b datapoints of the batch requires Θ(bν + bs + kϕs), and therefore that the amortized number of operations per datapoint is
Note that we refer to (13) as being amortized, as the operations of the centroid update have been absorbed by datapoint assignment. Without the use of any techniques to eliminate distance calculations, ν = Θ(ks), in which case (13) reduces to
Note that the batchsize b required to maintain the amortized operations per datapoint (14) constant is proportional to ϕ, the ratio of the expected centroid and datapoint sparsities. Therefore, when ϕ 1, small batchsizes will reduce throughput more than when ϕ ≈ 1. In short, when datapoints are significantly sparser than centroids, too small a batchsize can severely reduce data throughput.
A.3. Small Batchsize and Stochastic Noise
We believe that the apparent inferior performance of the online algorithm as presented in the figures of (Sculley, 2010) is in part a consequence of a slow-down caused by the rate at which the sparsification operation is performed. We have dug into the code accompanying (Sculley, 2010) where the online and mini-batch sparsification rates are 50 and 1,000 respectively. Of course, this needs further investigation.
In short, we do not consider the concept of stochastic noise to be relevant when selecting batchsize, but mention it here because it is a term used in relevant literature.
A.4. Varying ρ
We present Figure 3 , illustrating the effect of parameter ρ in the gb-ρ (top) and the tb-ρ algorithms on dataset RCV1. Figure 3 . The effect of parameter ρ in the gb-ρ (top) and the tb-ρ algorithms on dataset RCV1. For gb-ρ, it is not clear what the optimal value of ρ is, but in the case of tb-ρ, it is clear that ρ should be chosen to be very large, the limiting case ρ = ∞ (tb-∞) giving best results. N : number of training datapoints I : training datapoint indices, I = {1, . . . , N } i : index of a datapoint, i ∈ I x(i) : datapoint i k : number of clusters j : index of a cluster, j ∈ {1, . . . , k} c(j) : current centroid of cluster j C t (j) : centroid of cluster j at iteration t n 1 (i) : cluster index of centroid nearest to x(i) a(i) : cluster to which x(i) is currently assigned d(i) : distance from x(i) to c(a(i)) M : indices of datapoints in a batch, M ⊆ I M t : indices of datapoints used in batch in update round t M (j) : indices of datapoints in most recent batch which are assigned to cluster j, M (j) = {i ∈ M | n 1 (i) = j} v(j) : cumulative count of assignments to cluster j S(j) : cumulative sum of datapoints assigned to cluster j b : batchsize, b = |M | b 0 : starting batchsize for grow-batch l(i, j) : lowerbound on distance from x(i) to c(j) p(j) : distance moved by c(j) in last update s : (sparsity) mean number of non-zero elements of datapoint, specific to case where x(i) is a vector ϕ : factor by which centroid sparsity is greater than datapoint sparsity C t+1 (j|M ) : update to C t (j) resulting from use of batch M C M t+1
: {C t+1 (j|M ) | j ∈ {1, . . . , k}} n(j) : |M (j)| σ c 2 : variance in centroid update induced by using batch of finite size ρ : threshold in gb-ρ algorithms 
