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Abstract
Federated learning (FL) is a privacy-preserving
paradigm for training collective machine learn-
ing models with locally stored data from multi-
ple participants. Vertical federated learning (VFL)
deals with the case where participants sharing the
same sample ID space but having different fea-
ture spaces, while label information is owned by
one participant. Current studies of VFL only sup-
port two participants, and mostly focus on binary-
class logistic regression problems. In this pa-
per, we propose the Multi-participant Multi-class
Vertical Federated Learning (MMVFL) framework
for multi-class VFL problems involving multiple
parties. Extending the idea of multi-view learn-
ing (MVL), MMVFL enables label sharing from
its owner to other VFL participants in a privacy-
preserving manner. To demonstrate the effec-
tiveness of MMVFL, a feature selection scheme
is incorporated into MMVFL to compare its per-
formance against supervised feature selection and
MVL-based approaches. Experiment results on
real-world datasets show that MMVFL can ef-
fectively share label information among multiple
VFL participants and match multi-class classifica-
tion performance of existing approaches.
1 Introduction
Traditional machine learning (ML) approaches require that
all data and learning processes gather in a central entity. This
limits their capability to deal with real-world applications
where data are isolated across different organizations and data
privacy is being emphasized. Federated learning (FL), a dis-
tributed and privacy-preserving ML paradigm, is well suited
for such scenarios and has been attracting growing attention.
Existing FL approaches mostly focus on horizontal fed-
erated learning (HFL) [Yang et al., 2019b], which assumes
that datasets from different participants share the same fea-
ture space but may not share the same sample ID space (Fig-
ure 1-Left). Most existing HFL approaches aim to train a sin-
gle global model for all participants [McMahan et al., 2016;
Konecˇny` et al., 2016], while a few focus on learning separate
models for each participant [Smith et al., 2017].
Figure 1: HFL vs. VFL [Yang et al., 2019b].
Vertical federated learning (VFL) [Yang et al., 2019b] as-
sumes that datasets from different participants do not share
the same feature space but may share the same sample ID
space. Furthermore, label information is assumed to be held
by one participant. For example, two e-commerce companies
and a bank which all serve users from the same city can train
a model to recommend personalized loans for users based on
their online shopping behaviours through VFL [Yang et al.,
2019c]. In this case, only the bank holds label information
for the intended VFL task. A key challenge in VFL is how to
enable local label information from one participant to be used
for training an FL model in a privacy-preserving manner.
VFL is currently less well explored compared to HFL
[Kairouz et al., 2019]. Existing VFL approaches can only
handle two VFL participants, and are generally focused on
binary classification tasks [Hardy et al., 2017; Nock et al.,
2018]. This makes them unsuitable for complex classification
tasks in VFL applications involving multiple participants.
To address this limitation, in this paper, we propose
the Multi-participant Multi-class Vertical Federated Learn-
ing (MMVFL) framework. It extends the idea of multi-view
learning (MVL) [Xu et al., 2013], which jointly learns mul-
tiple models for tasks of multiple separate views of the same
input data, to establish a VFL framework that is suitable for
multi-class problems with multiple participants. Like the
multi-task FL framework proposed in [Smith et al., 2017],
MMVFL learns a separate model for each participant, instead
of a single global model for all participants, to make the learn-
ing process more personalized. Furthermore, MMVFL en-
ables label sharing from the label owner to other participants
to facilitate federated model training. It is worth mentioning
that MMVFL is privacy-preserving, which means data and
labels do not leave their owners during the training process.
In addition, we propose a feature importance evaluation
scheme based on MMVFL. It can quantify the contribution of
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different features from each participant to the FL model. By
discarding redundant and harmful features in initial training
periods, the communication, computation and storage costs
of a VFL system can be reduced for subsequent training un-
der incremental learning settings.
To the best of our knowledge, MMVFL is the first
VFL framework for multi-class problem with multiple par-
ticipants. Through extensive experimental evaluation, we
demonstrate that MMVFL can effectively share label infor-
mation among multiple VFL participants and match multi-
class classification performance of the existing approaches.
2 Related Work
VFL is suitable to the FL scenarios that participants have
datasets that share the same sample ID space but with dif-
ferent feature space. The idea of VFL was first proposed in
[Hardy et al., 2017], where a federated logistic regression
scheme is designed with messages encrypted with an addi-
tively homomorphic scheme. It also provided a formal anal-
ysis of the impact of entity resolution mistakes on learning.
[Nock et al., 2018] then extended [Hardy et al., 2017] to
provide a formal assessment of the impact of errors in entity
resolution on learning which spans a wide set of losses. [Yang
et al., 2019a] and [Yang et al., 2019d] are two extensions of
[Hardy et al., 2017] that assumes sample IDs being already
matched. The former focused on reducing the rounds of com-
munication required by proposing a limited-memory BFGS
algorithm based privacy-preserving optimization framework.
The latter built a parallel distributed system by removing the
third-party coordinator to decrease the risk of data leakage
and reduce the complexity of the system.
In [Wang et al., 2019], the authors proposed an approach
to evaluate feature importance in VFL participants’ local
dataset. The approach dynamically removes different groups
of feature to assess the impact on FL model performance fol-
lowing a Shapley Value-based method. It is able to evaluate
feature importance at the granularity of feature groups. In ad-
dition, the computation of Shapley Values incurs exponential
computational complexity, making it hard to scale up.
Nevertheless, these approaches are only able to deal with
two VFL participants, and are generally focused on bi-
nary classification tasks. This limits the applicability of
these methods in real-world application scenarios. The pro-
posed MMVFL is more advantageous than these state-of-
the-art approaches as it is designed to support multi-class
multi-participant VFL settings, which makes it possible for
more complex collaborations among businesses via VFL to
emerge.
3 Preliminaries
Multi-View Learning
MVL approaches aim to learn one function to model each
view and jointly optimize all the functions to improve gener-
alization performance [Xu et al., 2013]. Data from each view
are assumed to share the same sample ID space but with het-
erogeneous features, making MVL well-suited for the VFL
scenario. Unfortunately, existing MVL methods require raw
data from different views to interact during learning, making
them not suitable for direct application in FL for violating the
privacy preservation requirement.
Feature Selection
Feature selection is a set of frequently used dimensionality
reduction approaches for selecting a subset of useful features
from a dataset for a given learning task [Li et al., 2017]. It can
help FL save communication cost by compressing the data
based on feature importance. A common practice of feature
selection is to first measure the importance of each feature to
the learning task and discard features that are less important
[Zhao et al., 2010; Yang et al., 2011].
4 The Proposed MMVFL Framework
The pipeline of MMVFL is shown in Fig. 2. By design,
only the locally predicted labels cross the privacy barriers to
reach the VFL Server. The global FL model can be trained
without raw data, labels or local models leaving their owners’
machine. In this section, we present the problem definition
and the details of MMVFL.
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Figure 2: The pipeline of MMVFL.
4.1 Notations and Problem Definition
Throughout this paper, matrices are denoted as bold upper-
case letters. For a matrix A ∈ RR×C , ‖A‖2,1 =∑R
i=1 ‖A(i)‖2 denotes the `2,1-norm of A, where ‖A(i)‖2
denotes the vector corresponding to the ith row ofA.
For a VFL task for a Nc-class problem involving K partic-
ipants, each participant owns a dataset Xk ∈ RN×dk stored
locally for FL model training. dk denotes the dimensional-
ity of the dataset and N denotes the number of samples in
it. Following the setup in [Hardy et al., 2017], label infor-
mation is assumed to be owned by one participant. Without
loss of generality, we assume that the first participant owns
the labels. The research problem here is how to transfer la-
bel information from the first participant to others for VFL
model training, while performing feature importance evalu-
ation for each participant. We assume that sample IDs are
already matched in this paper.
4.2 Sparse Learning-based Unsupervised Feature
Selection
For participants who do not have access to the label informa-
tion, unsupervised feature selection is adopted to select fea-
tures that are representative of the underlying subspace struc-
ture of the data [Du and Shen, 2015]. A transformation matrix
is designed to project data to a new space and guide feature
selection based on the sparsity of the transformation matrix.
MMVFL performs feature selection on the kth participant
by optimizing the following objective function:
min
Wk,Zk
‖XkWk − Zk‖2F + βk‖Wk‖2,1
s.t. ZTkZk = I, Zk > 0
(1)
where βk is a balance parameter,Wk ∈ Rdk×Nc is the trans-
formation matrix, and Zk ∈ RN×Nc is an embedding matrix
in which each row denotes the representation of the corre-
sponding data point. The second term is used as a regular-
ization function to enhance feature importance measure. The
two constraints enable Zk to serve as a pseudo-label matrix
forXk.
OnceWk is produced, a feature importance score for each
feature is computed by the `2-norm value of the correspond-
ing row of Wk following [Yang et al., 2011]. Although so-
phisticated sparse learning-based unsupervised feature selec-
tion algorithms have been proposed during recent years, we
adopt the linear transformation method for its simplicity as
our focus is to provide a proof-of-concept rather than exhaust-
ing all possible feature selection schemes.
4.3 Privacy-Preserving Label Sharing
Since most MVL approaches assume that all views share the
same label space and they are correlated through the label
space, following [Tang et al., 2013], the local feature selec-
tion scheme in Eq. (1) can be adapted to MVL as follows:
min
Wk,Z
K∑
k=1
‖XkWk − Z‖2F + βk‖Wk‖2,1
s.t. ZTZ = I, Z > 0.
(2)
However, the optimization of Z needs access to raw data
from different views. Thus, it cannot be directly applied to
VFL. To adapt Eq. (2) to VFL, we propose the following
objective function:
min
Wk,Zk,Z
K∑
k=1
‖XkWk − Zk‖2F + βk‖Wk‖2,1
s.t. Z1 = Y, Zk = Z, Zk > 0, ZTkZk = I
(3)
where Y ∈ {0, 1}N×Nc is an one-hot matrix containing the
label information that is owned by the first participant.
Following Eq. (3), each participant trains a pseudo-label
matrix Zk locally. The constraint condition Zk = Z ensures
that these locally learned matrices are equal (Z is an imple-
mentation that data from all participants share the same label
space). The constraint condition Z1 = Y ensures that the
pseudo-labels learned by the first participant are equal to the
true labels. Note that the combination of the two constraint
conditions Zk = Z and Z1 = Y indirectly ensures that Zk is
equal toY. This achieves label sharing without direct access
to raw data from different participants, making it suitable for
VFL operations.
4.4 Optimization
Following [Feng et al., 2012], we relax the constraints of
Zk = Z and Z1 = Y by adding a large enough penalty
term ζk and η to each of them respectively. Eq. (3) can be
rewritten as:
min
Wk,Zk,Z
K∑
k=1
‖XkWk − Zk‖2F + βk‖Wk‖2,1+
ζk‖Zk − Z‖2F + η‖Z1 −Y‖2F
(4)
Note that the constraints ZTkZk = I and Zk > 0 are ignored
because the large values of ζk and η ensure that Zk is close to
Y. The fact thatY satisfiesYTY = I andY > 0 makes the
two constraints redundant.
The closed form solution of the optimization problem in
Eq. (4) is hard to obtain due to the `2,1-norm regularization
term. To solve it, we design an alternative optimization ap-
proach with all parameters being iteratively updated, until the
objective function value in (4) converges or a maximum num-
ber of iterations is reached.
When Zk and Z are fixed, Wk can be solved locally. Eq.
(4) becomes:
min
Wk
‖XkWk − Zk‖2F + βk‖Wk‖2,1. (5)
Following [Hou et al., 2014], Eq. (5) can be re-written as:
min
Wk,Ak
‖XkWk − Zk‖2F + βkTr
(
WTkAkWk
)
(6)
where Ak ∈ Rdk×dk is a diagonal matrix whose ith element
on the diagonal is
A
(i,i)
k = 1/
[
2
(‖Wk(i)‖2 + )] . (7)
 is a small constant to avoid overflow. Thus, ‖Wk(i)‖2 is
nonzero for every i.
Therefore, when Ak is fixed, the optimal value of Uk can
be obtained through
W∗k =
(
XTkXk + βAk
)−1
XTkZk. (8)
We can update Ak through Eq. (7) when Wk is fixed, and
updateWk through Eq. (8) whenAk is fixed with an iterative
scheme until convergence.
When Wk is fixed, the optimization problem for solving
Zk and Z is
min
Zk,Z
K∑
k=1
‖XkWk−Zk‖2F + ζk‖Zk−Z‖2F + η1‖Z1−Y‖2F
(9)
When Zk, k = 2, 3, · · · ,K and Z are fixed, Z1 can be
solved locally through
min
Z1
‖X1W1 − Z1‖2F + ζ1‖Z1 − Z‖2F + η1‖Z1 −Y‖2F
(10)
It is straight forward to obtain the optimal Z1 as
Z∗1 = (X1W1 + ζ1Z+ ηY) / (1 + ζ1 + η) (11)
Algorithm 1 MMVFL
Inputs: Each participant’s own local dataset {Xk}, k =
1, 2, · · · ,K;
Outputs: Transformation matrix for each participant {Wk},
k = 1, 2, · · · ,K
1: Initialize each Wk randomly; initialize each Zk and Z
randomly as ZTkZk = I and Z
TZ = I;
2: while not converged do
3: for participant k ∈ {1, 2, · · · ,K} in parallel over K
nodes do
4: while not converged do
5: UpdateAk according to Eq. (7);
6: UpdateWk according to Eq. (8);
7: end while
8: if k=1 then
9: Update Zk according to Eq. (11);
10: else
11: Update Zk according to Eq. (12);
12: end if
13: end for
14: Update Z according to Eq. (14);
15: end while
When Z1 and Z are fixed, the optimization of Zk for
k = 2, 3, · · · ,K can be carried out in a similar way, and
the optimal Zk is:
Z∗k = (XkWk + ζkZ) / (1 + ζk) (12)
When Zk (k = 1, 2, · · · ,K) are fixed, Z can be optimiza-
tion by solving the following problem:
min
Z
K∑
k=1
ζk‖Zk − Z‖2F . (13)
The optimal value of Z is:
Z∗ =
K∑
k=1
ζkZk/
K∑
k=1
ζk. (14)
The details of MMVFL are summarized in Algorithm 1.
5 Analysis
5.1 Convergence
The optimization problems for Z1, Zk (k = 1, 2, · · · ,K),
and Z, when other parameters being fixed, are all simple con-
vex optimization problems with global minima. It can be
easily shown that the optimization scheme for Wk is able
to make Eq. (5) consistently decrease until convergence fol-
lowing the same analysis in [Hou et al., 2014]. Interested
readers can refer to [Hou et al., 2014] for details. This way,
the objective function is consistently non-increasing during
optimization.
5.2 Time Complexity
For the kth participant in VFL, the most time consuming part
during local training under MMVFL is the optimization of
Wk following Eq. (8). The time complexity is O(d3k). Since
the proposed optimization scheme requires per-iteration com-
munications among all participants, the time complexity of
each iteration of the federated learning is O((maxk(dk))3),
which means the time taken for FL training under MMVFL
depends on the slowest participant in each round (referred to
as stragglers). Techniques such as those reported in [Liu et
al., 2019] can be used to improve the communication effi-
ciency. We do not delve into more details of such techniques
here.
5.3 Privacy Preservation
The main idea of MMVFL is that each participant learns its
own model parameters Wk and Zk locally, while Z is up-
dated in a federated manner as expressed in Eq. (14). In this
process, only Zk values from all participants are required to
be transmitted to the FL server, while Xk and Y values are
stored locally by their owners. Therefore, MMVFL provides
a privacy-preserving label sharing as the transformation ma-
trices are not enough to be used to derive the original data
even when they are intercepted by a malicious entity in mul-
tiple rounds.
6 Experimental Evaluation
In this section, we evaluate the performance of MMVFL in
terms of its effectiveness in label sharing. Experiments are
conducted on two benchmark computer vision datasets.
6.1 Real-world Data
We perform experiments on 2 benchmark MVL datasets:
Handwritten and Caltech7 [Li et al., 2015]1, while the for-
mer contains 5 views2 and the latter contains 6 views, which
can be regarded as from 5 and 6 VFL participants with each
owning data with features from one view, respectively. In or-
der to eliminate the side effect caused by imbalanced classes,
for each dataset we ensure the number of instances from each
class to be the same for both the training and the validation
sets. The properties of datasets are summarized in our exper-
iments are shown in Table 1.
Table 1: Properties of the Datasets.
Handwritten Caltech7
Data Dimensionalities 240, 76, 216, 48, 40, 254,
of All Views 47, 64 1984, 912, 528
Training Samples / Class 120 20
Validation Samples / Class 40 5
Number of Classes 10 7
6.2 Comparison Baselines
MMVFL is compared against the following relevant state-of-
the-art approaches:
1Both datasets downloaded from https://drive.google.com/drive/
folders/1O 3YmthAZGiq1ZPSdE74R7Nwos2PmnHH
2Handwritten is propsoed to contain 6 views in [Li et al., 2015].
We remove the one with morphological features because it only con-
tains 6 features, which makes feature selection insignificant.
1. supFL [Zhao et al., 2010]: which performs independent
supervised feature selection on each of the K partici-
pants assuming that they all have access to label infor-
mation. It optimizes the following objective function:
min
Wk
‖XkWk −Y‖2F + βk‖Wk‖2,1. (15)
Note that notation Y in Eq. (15) refers to the one-hot
matrix that contains the label information as defined in
Section 4.3, which is different from the same notation
used in [Zhao et al., 2010].
2. supMVLFL: which performs supervised multi-view fea-
ture selection under a linear transformation framework.
It is a direct extension of supFL [Zhao et al., 2010] into
an MVL architecture, which optimizes the following ob-
jective function:
min
Wk
K∑
k=1
‖XkWk −Y‖2F + βk‖Wk‖2,1. (16)
According to [Tang et al., 2013], MVL can improve learning
performance for each view compared to learning separately as
multiple views can complement each other and and reduce the
effect of noisy and partial data for separate single-view learn-
ing put together. The above two approaches are distributed
machine learning approaches capable of sharing information
across multiple participants, but do not preserve data privacy
in this process.
6.3 Experiment Settings
We fix some parameters and tune others according to a “grid
search” strategy. For all algorithms, we set the balance pa-
rameters βk = β and ζk = ζ, ∀k for simplicity, where
β ∈ {10−5, 10−4, 10−3, 10−2, 10−1, 1, 10} and ζ = 1000.
We also set η1 = 1000.
We performed a 5-fold cross validation for classification.
That is, for each view on a given dataset, samples from each
class is divided equally into 5 parts. Five training/validation
processes are conducted separately. Four out of the five parts
are used together as the training set, while the remaining
part is used as the validation set. For each specific fold and
each specific view on a given dataset, after the transforma-
tion matrix is obtained for each participant, we first perform
feature importance evaluation based on the scheme proposed
in Section 4.2. Then, we keep the top p% of the features
with the highest importance during validating. We select
p ∈ {2, 4, 6, 8, 10, 20, 30, 40, 50, 60, 70, 80, 90, 100} of all
the features from each dataset. For each specific value of p,
each specific fold, and each specific view on a certain dataset,
we tune the parameters for each algorithm in order to achieve
the best results among all possible parameter combinations.
Finally we report the averaged classification accuracy of 5-
fold cross validation for each view of each dataset.
6.4 Results and Discussion
We present the classification results of MMVFL and the com-
parison algorithms on the Handwritten dataset and the Cal-
tech7 dataset in Fig. 3 and Fig. 4, respectively. The aver-
aged differences (%) between performance of MMVFL and
supFL and supMVLFL across all choices of selected features
are listed in the first and second row of Table 2, respectively,
where a positive number means better performance achieved
by MMVFL. It can be observed that the performance of
MMVFL is comparable with its supervised counterparts in
most cases, and sometimes even better. On the Handwrit-
ten dataset, MMVFL outperforms supFL and supMVLFL by
1.42% and 2.31%, respectively when averaged over the 5 par-
ticipants. On the Caltech7 dataset, the accuracy of MMVFL
is lower than supFL and supMVLFL by 1.21% and 0.88%,
respectively when averaged over the 6 participants. The re-
sults of classification performance provided by MMVFL be-
ing comparable with the two competitors demonstrate that it
is able to effectively share label information from the label
owner participant to other participants under VFL settings to
train a global FL model. As a side note, the comparison be-
tween supFL and supMVLFL shows that MVL helps improve
learning performance in this experiment.
Meanwhile, in some cases MMVFL can achieve compa-
rable or even better performance using a smaller number of
important features than other approaches using all the fea-
tures. As discussed in Section 5, by discarding feature that
are less important to the FL system based on the feature im-
portance evaluation scheme proposed in Section 4.2, the re-
sources required such as communication bandwidth, com-
puting devices, and memory space can be reduced. This is
advantageous especially for VFL systems under incremental
learning settings.
Table 2: Performance Differences (%).
Method
Participant 1 2 3 4 5 6 Avg
Handwritten 1.46 -2.39 0.76 6.48 0.77 1.421.99 -2.31 1.03 9.67 1.16 2.31
Caltech7 0.69 2.16 1.55 -1.22 -6.29 -4.12 -1.210.41 2.82 2.61 -1.18 -5.71 -4.20 -0.88
7 Conclusions and Future Work
In this paper, we proposed a multi-participant multi-class ver-
tical federated learning (MMVFL) framework, which shares
the label information from its owner to all the other partic-
ipants without data leakage. Unlike similar existing tech-
niques that can only support two participants, MMVFL can
work in more complex scenarios, making it suited for a wider
range of applications. To the best of our knowledge, it is
the first attempt to transfer multi-view learning approach into
the VFL setting. Experimental results on feature selection
demonstrate that the performance of MMVFL can achieve
comparable performance to its supervised counterparts.
In subsequent research, we will focus on three major di-
rections to further enhance MMVFL. Firstly, we plan to ex-
plore how to incorporate more sophisticated classification
techniques into this framework to expand its applicability.
Secondly, we will improve the communication efficiency of
MMVFL and explore ways for it to handle stragglers more
effectively. Last but not least, we will explore the effect of re-
lationships across tasks among different participants in VFL
on the overall FL model performance.
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Figure 3: Performance of MMVFL and competing algorithms on Handwritten in classification as a function of the percentage of features
selected p (%).
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Figure 4: Performance of MMVFL and competing algorithms on Caltech7 in classification as a function of the percentage of features selected
p (%).
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