In this paper we discuss statistical properties and convergence of the Stochastic Dual Dynamic Programming (SDDP) method applied to multistage linear stochastic programming problems. We assume that the underline data process is stagewise independent and consider the framework where at first a random sample from the original (true) distribution is generated and consequently the SDDP algorithm is applied to the constructed Sample Average Approximation (SAA) problem. Then we proceed to analysis of the SDDP solutions of the SAA problem and their relations to solutions of the ''true" problem. Finally we discuss an extension of the SDDP method to a risk averse formulation of multistage stochastic programs. We argue that the computational complexity of the corresponding SDDP algorithm is almost the same as in the risk neutral case.
Introduction
The goal of this paper is to analyze convergence properties of the Stochastic Dual Dynamic Programming (SDDP) approach to solve linear multistage stochastic programming problems of the form Min Components of vectors c t , b t and matrices A t , B t are modeled as random variables forming the stochastic data process 1 n t = (c t , A t , B t , b t ), t = 2,. . . , T, with n 1 = (c 1 , A 1 , b 1 ) being deterministic (not random). By n [t] = (n 1 , . . ., n t ) we denote history of the data process up to time t. The SDDP method originated in Pereira and Pinto [11] , and was extended and analyzed in several publications (e.g., [2, 4, 7, 12] ). It was assumed in those publications that the number of realizations (scenarios) of the data process is finite, and this assumption was essential in the implementations and analysis of the SDDP type algorithms. In many applications, however, this assumption is quite unrealistic. In forecasting models (such as ARIMA) the errors are typically modeled as having continuous (say normal or log-normal) distributions. So one of the relevant questions is what is the meaning of the introduced discretizations of the corresponding stochastic process.
Related questions are convergence properties and error analysis of the method. We make the basic assumption that the random data process is stagewise independent, i.e., random vector n t+1 is independent of n [t] = (n 1 , . . . , n t ) for t = 1,. . . , T À 1. In some cases across stages dependence can be dealt with by adding state variables to the model. For example, suppose that parameters of the data process n t other than b t are stagewise independent (in particular are deterministic) and random vectors b t , t = 2,. . . , T, form a first order autoregressive process, i.e., b t = Ub tÀ1 + e t , with appropriate matrix U and error vectors e 2 , . . . , e T being independent of each other. Then the feasibility equations of problem (1.1) can be written as b t À Ub tÀ1 ¼ e t ; B t x tÀ1 À Ub tÀ1 þ A t x t ¼ e t ; x t P 0; t ¼ 2; . . . ; T:
ð1:2Þ
Therefore by replacing x t with (x t , b t ) and data process with (c t , A t , B t , e t ), t = 2,. . ., T, we transform the problem to the stagewise independent case. Of course, in this new formulation we do not need to enforce nonnegativity of the state variables b t .
We also assume that the implementation is performed in two steps. First, a (finite) scenario tree is generated by randomly sampling from the original distribution and then the constructed problem is solved by the SDDP algorithm. A current opinion is that the approach of random generation of scenarios (the so-called Sample Average Approximation (SAA) method) is computationally intractable for solving multistage stochastic programs because of the exponential growth of the number of scenarios with increase of the number of stages (cf., [18, 19] ). An interesting property of the SDDP method is that the computational complexity of one run of the involved backward and forward step procedures is 0377-2217/$ -see front matter Ó 2010 Elsevier B.V. All rights reserved. doi:10.1016/j.ejor.2010. 08.007 proportional to the sum of sampled data points at every stage and not to the total number of scenarios given by their product. This makes it computationally feasible to run several such backward and forward steps. Of course, this still does not give a proof of computational tractability of the true multistage problem. It also should be remembered that this nice property holds because of the stagewise independence assumption.
We also discuss an extension of the SDDP method to a risk averse formulation of multistage stochastic programs. We argue that the computational complexity of the corresponding SDDP algorithm is almost the same as in the risk neutral case.
In order to present some basic ideas we start our analysis in the next section with two-stage linear stochastic programming problems. For a discussion of basic theoretical properties of two and multi-stage stochastic programs we may refer to [21] . In Section 3 we describe the SDDP approach, based on approximation of the dynamic programming equations, applied to the SAA problem. A risk averse extension of this approach is discussed in Section 4. Finally, Section 5 is devoted to a somewhat informal discussion of this methodology.
We use the following notations and terminology throughout the paper. The notation '':¼" means ''equal by definition". For a 2 R, [a] + :¼max{0, a}. By jJj we denote cardinality of a finite set J. By A T we denote transpose of matrix (vector) A. For a random variable Z, E½Z and Var[Z] denote its expectation and variance, respectively. Pr(Á) denotes probability of the corresponding event. Given a convex function Q(x) we denote by @Q(x) its subdifferential, i.e., the set of all its subgradients, at point x 2 R n . It is said that an affine function
n . Note that cutting plane '(x) can be strictly smaller than Q(x) for all x 2 R n . If, moreover, Q ð xÞ ¼ 'ð xÞ for some x 2 R n , it is said that '(x) is a supporting plane of Q(x). This supporting plane is given by 'ðxÞ ¼ Q ð xÞ þ g T ðx À xÞ for some subgradient g 2 @Q ð xÞ.
Two-stage programs
In this section we discuss a setting of the SDDP method applied to the following two-stage linear stochastic programming problem:
where X :¼ fx 2 R n 1 : Ax ¼ b; x P 0g, QðxÞ :¼ E½Q ðx; nÞ and Q(x, n) is the optimal value of the second stage problem Min y2R n 2 q T y s:t: Tx þ Wy ¼ h; y P 0:
ð2:2Þ
It is assumed that some/all elements of vectors q, h and matrices T, W are random. The data vector n is formed from elements of q, h, T, W, and the expectation in (2.1) is taken with respect to a (known) probability distribution P of n. In order to emphasize what probability distribution is used we sometimes write E P ½Q ðx; nÞ for the corresponding expectation. We use the same notation n to denote random vector and its particular realization; which one of these two meanings will be used in a particular situation will be clear from the context. As it was discussed in the Introduction we do not restrict our analysis to the case of a finite number of scenarios, i.e., the distribution P can be continuous. We assume, however, that we can sample, say by using Monte Carlo techniques, from the distribution of n. ð2:3Þ
Both problems (2.2) and (2.3) possess optimal solutions provided that both problems are feasible. We assume that the expectation function QðxÞ is well defined and finite valued. In particular, we assume that the second stage problem (2.2) is feasible for all x 2 X and almost every realization of the random data. That is, we assume that the considered problem has relatively complete recourse. Note that for every n the function Q(Á, n) is convex, and hence the expected value function QðxÞ is also convex. Since we do not make the assumption of a finite number of scenarios, several strategies are possible. Let us consider the following approach in the spirit of [11] . A random sampleñ 1 ; . . . ;ñ N of N (independent) realizations of the random vector n is generated and consequently the ''true" distribution P is replaced by the (empirical) distribution P N constructed from N scenariosñ 1 ; . We use notation S N :¼ ½ñ 1 ; . . . ;ñ N for this sample. A possible strategy is to apply the SDDP algorithm to the SAA rather than the original problem. That is, we assume now that the sample S N is fixed 2 and discuss implementation of the SDDP algorithm to the obtained SAA problem. At the kth iteration the SDDP algorithm performs the following procedure referred to as the backward step. Let x k 2 X be a current first stage solution and Q k ðxÞ be an approximation of e QðxÞ, given by maximum of a finite number of its supporting planes. Next a subgradient g k 2 @ e Qð x k Þ is computed and the new supporting plane
is constructed. The current approximation is updated by replacing Q k ðxÞ with Q kþ1 ðxÞ :¼ maxfQ k ðxÞ; ' k ðxÞg, i.e., the supporting plane ' k (x) is added to the collection. Consequently x k is updated by an optimal solution of the problem Min x2X c T x þ Q kþ1 ðxÞ: ð2:7Þ
In order to ensure that problem (2.7) has an optimal solution we may assume that the set X is nonempty and bounded. Since e QðÁÞ is greater than or equal to its every supporting plane and Q k ðÁÞ is given by maximum of a collection of supporting planes, we have that e QðÁÞ P Q k ðÁÞ, k = 1,. . . , and hence the optimal value of problem (2.7) is less than or equal to the optimal value of the SAA problem (2.4). That is, values
give lower bounds for the optimal value of the SAA problem. In order to perform the above backward step at each iteration we need to make the following computations. The second stage problem (2.2) should be solved for x ¼ x k and each n j ¼ ðh j ; e T j ; f W j ;q j Þ, j = 1,. . . , N. Let y kj be an optimal solution of (2.2) and p kj be an optimal solution of its dual (2.3) for n ¼ñ j ,
2 Since in the discussion below the sample is fixed we do not indicate in the notation of the function e QðxÞ dependence on the sample size N.
This procedure requires solving the second stage problem N times. In order for that to be computationally feasible the sample size N should be not too large.
It could be noted that in the considered case of two-stage stochastic programming, the ''backward step" procedure of the SDDP algorithm does not involve sampling of scenarios. It also could be noted that the above ''backward step" procedure is the standard cutting plane algorithm (Kelley's cutting plane algorithm [6] ) applied to the SAA problem (2.4). Its convergence properties are well known. It produces a sequence of iterates x k which finds an optimal solution of problem (2.4) in a finite number of iterations (see, e.g., [14, 
gives an (approximate 4 ) 100(1 À a)% confidence interval for e Qð xÞ.
Here z a denotes the (1 À a)-quantile of the standard normal distribution. For example, z 0.025 = 1.96 corresponds to the 95% confidence interval.
Remark 1.
It was suggested in [11, p. 368 ] to stop the procedure if the current lower bound # k is inside the confidence interval (2.11) (the same suggestion was made in [4, p.24] ). This means that the procedure is stopped if # k becomes greater than # À z a=2r# = ffiffiffiffi ffi M p . This, however, does not give any guarantee that the SAA problem was solved with a reasonable accuracy. The meaning of the confidence interval (2.11) is that with (approximate) probability 1 À a some number inside this interval gives an upper bound for the optimal value of the SAA problem. However, this upper bound could be any point of that interval and this will be too optimistic to assume that the lower end of the confidence interval gives such an upper bound. According to that criterion the larger the variancer 2 # is the sooner we stop. Moreover, increasing the confidence 1 À a makes the critical value z a/2 bigger, and the lower end of the confidence interval can be made arbitrary small for sufficiently large confidence 1 À a. That is, by increasing the confidence 1 À a the procedure could be stopped at any iteration by this stopping criterion; this does not make sense. A more meaningful criterion would be to stop the procedure if the difference between the upper confidence bound # þ z ar# = ffiffiffiffi ffi M p and the lower bound # k is less than a prescribed accuracy level e > 0. This will suggest, with confidence of about 1 À a, that the SAA problem is solved with accuracy e. We will discuss this further below.
Remark 2. The above SDDP procedure is applied to the SAA problem (2.4) while actually the true problem (2.1) needs to be solved. So the natural question is how optimal solutions and the constructed optimality bounds of the SAA problem are related to their counterparts of the true problem. The SAA problem is a function of the sample S N ¼ ½ñ 1 ; . . . ;ñ N and therefore in itself is random. For a (fixed) x 2 X the value e Qð xÞ is random and we have that E½ e Qð xÞ ¼ Qð xÞ. It follows that
Qð xÞ ¼ Qð xÞ;
i.e., # is an unbiased estimator of Qð xÞ ¼ E½Q ð x; nÞ. In order to compute variance of # we use formula
We have thatr 2 # =M is an unbiased estimator of the first term in the right hand side of (2.12), and
Therefore the second term in the right hand side of (2.12) can be estimated bŷ
This leads to the following 100(1 À a)% confidence interval for the ''true" expected value Qð xÞ:
Of course, since e Qð xÞ is an unbiased estimate of Qð xÞ, it is possible to construct a confidence interval for Qð xÞ directly as e Qð xÞ
Remark 3. It is not difficult to show and is well known that the expectation of the optimal value of the SAA problem (2.4) is less than the optimal value of the true problem (2.1). By estimating the expectation of the optimal value of the SAA problem, may be by solving several SAA problems based on independently generated samples, and using an upper bound discussed in Remarks 1 and 2, one can estimate the optimality gap for the true problem (cf., [8, 10] ). Of course, by construction the optimal value # k+1 of problem (2.7) is less than the optimal value of the SAA problem (2.4). Therefore E½# k is a lower bound for the optimal value of the true problem as well.
Rates of convergence of the optimal value and optimal solutions of the SAA problems to their counterparts of the true problem (2.1) are well investigated. In short, optimal values of SAA problems converge to their true counterparts at a rate of
), which is typical for Monte Carlo type estimates. In other words in order to solve the true problem with accuracy e > 0 one needs to solve the SAA problem with a sample size of order N = O(e À2 ). For a de-tailed analysis of rates of convergence and statistical properties of SAA estimators we may refer to [21, Chapter 5] . Often a reasonably manageable sample size N is sufficient to approximate the true problem by an SAA problem with a practically acceptable accuracy. It should be pointed out that the above cutting plane algorithm is not an efficient method for solving two-stage linear programs. The convergence is rather slow and there are much better algorithms for solving such problems 5 (see, e.g., [14] ). We discussed it here as a preparation for an investigation of the SDDP method applied to multistage linear problems.
Multistage programs
Consider the linear multistage stochastic programming problem (1.1). Recall that we make the assumption that the data process n 1 , . . . , n T is stagewise independent. Then the dynamic programming equations for problem (1.1) take the form
ð3:1Þ
where Min
ð3:3Þ
should be solved. We assume that the cost-to-go functions Q t ðÁÞ are finite valued, in particular we assume the relatively complete recourse.
Recall that a collection of functions x t ¼ x t ðn ½t Þ, t = 1,. . . , T, is said to be an (implementable) policy. Such policy gives a decision rule at every stage t of the problem based on a realization of the data process up to time t. A policy is feasible if it satisfies the feasibility constraints for almost every realization of the random data. By the classical result we have that policy x t ¼ x t ðn ½t Þ is optimal if it satisfies the dynamic programming equations, i.e., x t is a solution of the minimization problem in the right hand side of (3.1) (see, e.g., [21, section 3.1] for a discussion of these concepts). Note that here the cost-to-go functions Q t ðx tÀ1 Þ do not depend on the data process because of the stagewise independence assumption.
We also assume that we can sample from the probability distribution P t of the random vector n t , t = 2,. . . , T (recall that n 1 is deterministic, not random). A sample average approximation (SAA) of the ''true" problem (1.1) is constructed by replacing the true distribution of n t , t = 2,. . . , T, by the empirical distribution P Nt based on a random samplẽ n j t ¼ ðc tj ; e A tj ; e B tj ;b tj Þ; j ¼ 1; . . . ; N t ; ð3:4Þ from P t of size N t . Consequently the probability distribution P 2 Â Á Á Á Â P T of the random process n 2 , . . ., n T is replaced by (finitely generated) distribution P N 2 Â Á Á Á Â P N T . This probability distribution (of the SAA problem) can be represented by a tree where at stage t À 1 every node of the tree has the same branches corresponding toñ 1 t ; . . . ;ñ Nt t . Note that in that way the stagewise independence of the original (true) problem is preserved in the SAA problem.
The total number of scenarios of the constructed SAA problem is N ¼ Q T t¼2 N t . Even with a moderate number of scenarios per stage, say each N t equals several hundreds, the total number of scenarios grows exponentially and quickly becomes astronomically large with increase of the number of stages. This suggests that a scenarios-based approach to multistage stochastic programming is computationally intractable (cf., [18] ). On the other hand it is known that (under mild regularity conditions) in order to solve the true problem with a given accuracy e > 0 the sample sizes N t , t = 2,. . . , T, used to construct the SAA problem, should be of order O(e À2 ) (cf., [19] , [21, section 5.8.2] ). That is, if the SAA problem with reasonable sample sizes N t could be solved in a reasonable time with a reasonable accuracy, then its solution could give a reasonable approximation for its counterpart of the true problem.
We discuss now the SDDP method applied to the SAA problem. The dynamic programming equations for the SAA problem can be written as
e Q tþ1;j ðx t Þ; ð3:6Þ t = T, . . .,2 and e Q Tþ1 ðÁÞ 0. The optimal value of the SAA problem is given by the optimal value of the first stage problem Min
ð3:7Þ
The cost-to-go functions, of the true and SAA problems, are convex and since the number of scenarios of the SAA problem is finite, the cost-to-go functions e Q t ðÁÞ of the SAA problem are piecewise linear. A backward step of the SDDP algorithm, applied to the SAA problem, can be described as follows. Let x t 2 R nt be a trial decision at stage t = 1,. . . , T À 1 and Q t ðÁÞ be a current approximation of the cost-to-go function e Q t ðÁÞ, given by the maximum of a collection of cutting planes, at stage t = 2,. . . , T. At stage t = T we solve the problem
ð3:8Þ for x TÀ1 ¼ x TÀ1 and j = 1,. . . , N T . Note that the optimal value of problem (3.8) is equal to e Q Tj ðx TÀ1 Þ. Letx Tj be an optimal solution of problem (3.8) andp Tj be an optimal solution of its dual for x TÀ1 ¼ x TÀ1 and j = 1,. . . , N T . Then
is a supporting plane for e Q T ðÁÞ at x TÀ1 . This supporting plane is added to the collection of supporting planes of Q T ðÁÞ, i.e., Q T ðÁÞ is replaced by max Q T ðÁÞ; ' T ðÁÞ f g . Next the updated approximation Q T ðÁÞ is used at stage t = T À 1, where problem Min
e B TÀ1;j x TÀ2 þ e A TÀ1;j x TÀ1 ¼b TÀ1;j ; x TÀ1 P 0;
ð3:11Þ
should be solved for x TÀ2 ¼ x TÀ2 and j = 1,. . ., N TÀ1 . Since Q T ðÁÞ is given by maximum of affine functions, problem (3.11) can be formulated as a linear programming problem with additional variables corresponding to each cutting plane used in construction of Q T ðÁÞ.
Consider the optimal value, denoted e Q TÀ1;j ðx TÀ2 Þ, of problem (3.11), and let 5 Unfortunately it is not clear how to extend these better algorithms to multistage programs.
By construction we have that e Q TÀ1;j ðÁÞ 6 e Q TÀ1;j ðÁÞ, j = 1,. . ., N TÀ1 , and hence e Q TÀ1 ðÁÞ 6 e Q TÀ1 ðÁÞ. By solving (3.11) and its dual for every j = 1,. . . , N TÀ1 , we can compute value e Q TÀ1 ð x TÀ2 Þ and a subgradientg TÀ1 of e Q TÀ1 ðx TÀ2 Þ at x TÀ2 ¼ x TÀ2 , and hence construct the supporting plane
for e Q TÀ1 ðx TÀ2 Þ at x TÀ2 ¼ x TÀ2 . Then the approximation Q TÀ1 ðÁÞ is updated by replacing it with max Q TÀ1 ðÁÞ; ' TÀ1 ðÁÞ f g . This process is continued backwards until at the first stage the following problem is solved Min
ð3:13Þ
Of course, the above backward step can be performed simultaneously for several values of trial decisions x t , t = 1,. . ., T À 1. It could be also noted that starting from t = T À 1, . . ., values e Q t ðx tÀ1 Þ could be strictly smaller than e Q t ðx tÀ1 Þ for some/all x tÀ1 , and the constructed planes are supporting planes for e Q t ðÁÞ but could be only cutting planes for e Q t ðÁÞ. Similarly to the two-stage case we denote by # k the optimal value of problem (3.13) at kth iteration of the backward step procedure. Since Q 2 ðÁÞ 6 e Q 2 ðÁÞ we have that # k is less than or equal to the optimal value of the SAA problem. The value # k depends on the random sample used in the construction of the SAA problem, and therefore is random. Recall that the expectation of the optimal value of the SAA problem, and hence E½# k , is smaller than the optimal value of the true problem. Therefore, on average, # k gives a lower bound for the optimal value of the true problem.
The computed approximations Q 2 ðÁÞ; . . . ; Q T ðÁÞ (with Q Tþ1 ðÁÞ 0 by definition) and a feasible first stage solution 6 x 1 can be used for constructing an implementable policy as follows. For a realization n 2 , . . ., n T of the data process, decisions x t , t = 1,. . . , T, are computed recursively going forward with x 1 being the chosen feasible solution of the first stage problem (3.13), and x t being an optimal solution of
ð3:14Þ
for t = 2,. . ., T. These optimal solutions can be used as trial decisions in the backward step of the algorithm. Note that x t is a function of x tÀ1 and n t = (c t , A t , B t , b t ), i.e., x t is a function of n [t] = (n 1 , . . ., n t ), for t = 2,. . ., T. That is, x t ¼ x t ðn ½t Þ is an implementable policy for the true problem (1.1). Moreover, by the construction this policy satisfies the feasibility constraints for any realization of the data process. If we restrict the data process to the generated sample, i.e., we consider only realizations n 2 , . . ., n T of the data process given by scenarios of the SAA problem, then x t ¼ x t ðn ½t Þ becomes an implementable and feasible policy for the corresponding SAA problem. Since the policy x t ¼ x t ðn ½t Þ is feasible, the expectation
gives an upper bound for the optimal value of the corresponding multistage problem. If we take this expectation over the true probability distribution of the random data process, then the above expectation (3.15) gives an upper bound for the optimal value of the true problem. On the other hand, if we restrict the data process to scenarios of the SAA problem, each with equal probability 1/N, then the expectation (3.15) gives an upper bound for the optimal value of the SAA problem conditional on the sample used in construction of the SAA problem (compare with Remark 2 of the previous section). The forward step of the SDDP algorithm consists in generating M random realizations (scenarios) of the data process and computing the respective optimal values # j :¼ P T
t¼1c
T tj
x tj , j = 1,. . ., M. Consequently the sample average # and sample variancer 2 # are calculated, by using the same formulas as in (2.10), and the respective confidence interval (2.11) is constructed. Similarly to the case of two-stage programming, discussed in Section 2, the random sample can be constructed as a subsample of the sample used in the SAA problem or can be generated directly from the original (true) distribution of the data process. In both cases the average # is an unbiased estimator of the corresponding expectation (3.15), and E½ # is an upper bound for the optimal value of the true problem. In the case of subsampling,
gives an upper bound for the optimal value of the SAA problem with confidence of about 1 À a. Similarly in the case of direct sampling from the true distri-
gives an upper bound for the optimal value of the true problem with confidence of about 1 À a.
Remark 4.
As it was discussed in Section 2 (see Remark 1) the stopping criterion of ending the computational procedure the first time the lower bound # k becomes bigger than the lower end
of the confidence interval could be quite misleading. The larger the variancer 2 # and the confidence 1 À a are, the sooner the procedure will be stopped by this criterion. Note thatr 2 # is an unbiased estimator of the variance of P T t¼2 c
T t x t , and this variance could be expected to grow with increase of the number of stages T more or less proportionally to T if the terms c T t x t of that sum have more or less the same variances and nearly uncorrelated with each other. It makes more sense to consider the difference between the upper bound # þ z ar# = ffiffiffiffi ffi M p and lower bound # k . This difference gives an approximate upper bound for the gap between the value of the current policy and the optimal value of the SAA problem. For a further discussion of this issue see Section 5.
Remark 5. The upper bound ub :¼ # þ z ar# = ffiffiffiffi ffi M p depends on sampled scenarios and hence is random. The meaning of this upper bound is that for one run of the forward step procedure the upper bound ub is bigger than the expected value (3.15) of the considered policy with probability 1 À a. Suppose that we run the forward step procedure several, say k, times for the same policy, and hence compute respective upper bounds ub 1 , . . . , ub k . Consider the minimum ub k :¼min{ub 1 , . . . , ub k } of these upper bounds. This could be motivated by desire to pick a ''best" of computed upper bounds. The probability that ub k is an upper bound for the expected value of the considered policy is Prð\ k i¼1 A i Þ, where A i is the event that ub i is bigger than the expected value of the considered policy. By the Bonferroni inequality we have that Prð\ k i¼1 A i Þ P 1 À ka. That is, if we want ub k to give the required upper bound with confidence 1 À a, to be on safe side we need to employ the individual upper bounds at the confidence level 1 À a/k, i.e., to use
. If the samples used in calculations of the upper bounds are independent of each other, and hence the events A i are independent, then Prð\ k i¼1 A i Þ ¼ ð1 À aÞ k . For small a > 0 and not too large k we have that (1 À a) k % 1 À ka, and hence the choice of confidence level 1 À a/k for the individual upper bounds is not very conservative. It could be mentioned that the critical values z a/k , given by the respective quantiles of the standard normal distribution, are justified by an application of the Central Limit Theorem. It also should be remembered that for very small probabilities a/k, i.e., for large k, approximation of the ''true" quantiles by using normal distribution could be poor (this is why the Central Limit Theorem is called ''central").
Remark 6. It is also possible to compare values of two policies, say associated with two different sets of the lower approximations Q 2 ðÁÞ; . . . ; Q T ðÁÞ. That is, let x t ¼ x t ðn ½t Þ andx t ¼x t ðn ½t Þ, t = 1,. . . , T, be two implementable and feasible policies. Generate M random realizations n j 2 ; . . . ; n j T , j = 1,. . . , M, of the data process, and for ðn 2 ; . . . ; n T Þ ¼ ðn
16Þ
Note that E½Z j is equal to the difference between expected values of these two policies. Therefore we can apply the standard t-test to Z 1 , . . ., Z M to construct a confidence interval for the difference between these expected values and hence to test 7 whether this difference is bigger/smaller than zero.
Convergence properties of the SDDP method
In this section we discuss convergence properties of the SDDP algorithm applied to the SAA problem governed by dynamic programming Eqs. (3.5)-(3.7). Consider optimization problems (3.14) used in the forward step procedure with approximations Q tþ1 ðÁÞ constructed at kth iteration of the backward step procedure (recall that Q Tþ1 ðÁÞ 0). We make the following assumption.
(A1) Problem (3.13) and problems (3.14), t = 2,. . ., T, have finite optimal values for all realizations (scenarios) of the data used in the SAA problem.
Since the functions Q tþ1 ðÁÞ are convex piecewise linear it follows that if a problem of the form (3.13) or (3.14), t = 2,. . . , T, has finite optimal value, then it has an optimal solution. Now let us consider cutting planes
which were constructed in the backward step procedure. The required subgradientg t 2 @ e Q t ð x tÀ1 Þ is computed by solving the corresponding dual problems, for j = 1,. . ., N t , and averaging their optimal solutions. These dual problems can be written as linear programming problems and because of assumption (A1) have optimal solutions. If we compute basic feasible solutions of these dual problems, then we say that basic optimal solutions are used. In that case the number of such optimal solutions is finite, and hence the number of cutting planes of the form (3.17) is finite (cf., [14, section 2.1]). Proposition 3.1. Suppose that in the forward steps of the SDDP algorithm the subsampling procedure is used, assumption (A1) holds and in the backward steps the basic optimal solutions are employed. Then w.p.1 after a sufficiently large number of backward and forward steps of the algorithm, the forward step procedure defines an optimal policy for the SAA problem.
Proof. Let us first observe that under the specified assumptions the total number of possible different realizations of functions Q t ðÁÞ, t = 2,. . . , T, and first stage solutions generated by the backward step procedure, is finite. Indeed, let us look at the construction of Q T ðÁÞ at stage t = T, see Eqs. (3.8)-(3.10). As it was discussed above, since basic optimal solutions are used in the construction of supporting planes of e Q T we have that there is only a finite number of different functions Q T ðÁÞ that can be constructed by this procedure. Next for each possible realization of Q T ðÁÞ there is only a finite number of different functions Q TÀ1 ðÁÞ that can be constructed by (3.11) and (3.12), and so on.
Recall that a policy x t ¼ x t ðñ ½t Þ, t = 1,. . . , T, is optimal for the SAA problem if the following (dynamic programming) optimality conditions x t ðñ ½t Þ 2 arg min xt 2R n tc T t x t þ e Q tþ1 x t ð Þ : e B t x tÀ1 ðñ ½tÀ1 Þ þ e A t x t ¼b t ; x t P 0 n o ;
ð3:18Þ
hold for t = 1,. . ., T, and all realizationsñ 2 ; . . . ;ñ T of the data process of the SAA problem (recall that e B 0 ¼ 0 and e Q Tþ1 ðÁÞ 0). Now let Q t ðÁÞ, t = 2,. . ., T, be a current set of constructed approximation functions, x 1 be the first stage solution generated by the backward step procedure and x t ¼ x t ðñ ½t Þ, t = 2,. . ., T, be the corresponding forward step policy. Suppose that the forward step policy is not optimal for the SAA problem. That is, the optimality conditions (3.18) do not hold for some t 0 2 {2, . . ., T} and some realizationñ T will happen in the forward step procedure for a sufficiently large number of iterations. Since the total number of different realizations of functions Q t ðÁÞ is finite, we obtain that w.p.1 after a sufficiently large number of iterations the optimality conditions (3.18) will hold for all t and all realizations of the data process of the SAA problem. h Some remarks about this proof are now in order. The main argument of the above proof of finite convergence of the SDDP algorithm is based on finiteness of all possible realizations of the lower approximation functions. This, in turn, is based on that the total number of scenarios of the SAA problem is finite and basic optimal solutions of the dual problems are used in the backward steps. Another argument of the proof is that the forward step procedure will generate w.p.1 every possible scenario of the considered SAA problem for sufficiently large number of runs. This, in turn, is based on the assumption that the sampled scenarios of the forward step procedure are generated from the scenarios of the SAA problem and, more importantly, are generated independently of each other. Without this condition of independence of scenarios generated in the forward steps, there is no guarantee of convergence even for relatively small problems.
Risk averse approach
Let us look again at the two-stage problem (2.1) and (2.2). At the first stage the value Q(x, n) is minimized on average. Of course, for a particular realization of the random vector n the second stage cost Q(x, n) can be quite bigger than its mean (expected value) QðxÞ. Therefore, in order to control this cost one can add the constraint Q(x, n) 6 g for some chosen constant g and trying to enforce it for all realizations of the random vector n. However, enforcing such constraint for all realizations of n could be infeasible for any reasonable value of the parameter g. 7 The above is a paired t-test since the same sample was used in two terms in the right hand side of (3.16). It seems that it would be advantageous to use here the paired t-test since these two terms are expected to be positively correlated.
A more realistic approach would be to enforce this constraint with a certain confidence level, i.e., to write it in the following form of a chance (probabilistic) constraint Pr Q ðx; nÞ 6 g f g P 1 À a; V@R a ½Qðx; nÞ 6 g:
ð4:3Þ
The difficulty with the above risk averse formulation (4.3) is that the function V@R a [Q(x, n)] typically is not convex in x, even if Q(Á, n) is convex, and is difficult to handle numerically. It was suggested in [13] to replace chance constraint (4.2) by the following conservative approximation CV@R a ½Q ðx; nÞ 6 g;
ð4:4Þ
where the Conditional Value-at-Risk of a random variable Z is defined as
The minimum in the right hand side of the above definition is attained at u* = V@R a [Z], and hence
That is, 
ð4:7Þ
The parameter k 2 [0, 1] can be tuned for a compromise between optimizing on average and risk control. The function q k (Á) is an example of the so-called coherent risk measures (cf., [1] ). An advantage of formulation (4.7) over (4.6) is that the constraint (4.4) can make the problem (4.6) infeasible, even in the case of relatively complete recourse, while problem (4.7) does not have this drawback. On the other hand the parameter g has a more intuitive explanation in formulation (4.6) than parameter k in formulation (4.7). By using definition (4.5) of CV@R a we can write problem (4.7) as Min x2X;u2R where V(x, u, n) is the optimal value of the second stage problem
Tx þ Wy ¼ h; y P 0:
ð4:10Þ
Note that problem (4.10) can be written as the linear program:
ð4:11Þ
Problem (4.9) can be viewed as a linear two-stage stochastic program with (first stage) decision variables x 2 R n 1 and u 2 R, and second stage problem (4.11) with (second stage) decision variables y 2 R n 2 and v 2 R. Consequently the methodology discussed in Section 2 can be applied in a straightforward way.
The above approach can be extended to a multistage setting. That is, an extension of the two-stage risk averse formulation (4.7) to the multistage setting 8 is obtained by replacing in Eq.
(3.2) the expectation operators with the (conditional) risk measures Min
ð4:15Þ
should be solved. Note that because of the stagewise independence condition, the cost-to-go functions Q tþ1 ðx t Þ do not depend on the random data process. These dynamic programming equations correspond to the following nested formulation of the risk averse problem (cf., [17] ) 
ð4:16Þ
An intuitive explanation of this approach is that at tth stage of the process one tries to control an upper limit of the corresponding cost-to-go function Q t+1 (x t , n t+1 ) for different realizations of the data process. By using definition (4.5) of Conditional Value-at-Risk we can write formula (4.14) in the form
As it was mentioned earlier the minimum in the right hand side of (4.17) is attained at
A balance between optimizing on average and risk aversion can be controlled by tuning the parameters k t and a t at different stages of the process. It also could be noted that the above formulation (4.16) satisfies a condition of time consistency (cf., [15, 20] ). By using formula (4.17) we can proceed in writing dynamic programming Eqs. (4.13) and (4.14) as follows. At last stage t = T we have that Q T (x TÀ1 , n T ) is equal to the optimal value of problem
At stage t = T À 1 we have that Q TÀ1 (x TÀ2 , n TÀ1 ) is equal to the optimal value of problem
ð4:20Þ
By using (4.19) and (4.20) we can write that Q TÀ1 (x TÀ2 , n TÀ1 ) is equal to the optimal value of problem
ð4:21Þ
where
ð4:22Þ
By continuing this process backward we can write dynamic programming Eqs. (4.13) and (4.14) for t = T, . . .,2 as
ð4:23Þ
ð4:24Þ
with Q Tþ1 ðÁÞ 0 and k T+1 :¼0. At the first stage problem Min
ð4:25Þ
should be solved. Note that in this formulation decision variables at tth stage are x t 2 R nt and u t 2 R, and with some abuse of notation we denote the cost-to-go functions in (4.24) by Q tþ1 ðx t ; u t Þ while these functions are different from the cost-to-go functions Q tþ1 ðx t Þ defined in (4.17) . Note also that functions Q tþ1 ðx t ; u t Þ are convex. Now consider the corresponding SAA problem based on random samples (3.4 
Consequently, if e g tj 2 @ e Q tj ð x tÀ1 Þ, j = 1,. . ., N t , then a subgradient of e Q t ðx tÀ1 ; u tÀ1 Þ at ð x tÀ1 ; u tÀ1 Þ is given by
One can proceed now in backward steps of the SDDP algorithm in a way similar to the risk neutral case by adding cutting planes of the cost-to-go functions e Q t ðx tÀ1 ; u tÀ1 Þ. Let us consider now construction of the corresponding forward step procedure. Given a feasible first stage solution ð x 1 ; u 1 Þ and a current set of piecewise linear lower approximations Q t ðx tÀ1 ; u tÀ1 Þ of cost-to-go functions e Q t ðx tÀ1 ; u tÀ1 Þ, t = 2,. . . , T, we can proceed iteratively forward by solving problems Min xt 2R n t ;ut 2R c T t x t þ k tþ1 u t þ Q tþ1 ðx t ; u t Þ s:t:
A t x t ¼ b t À B t x tÀ1 ; x t P 0;
ð4:30Þ
for a (randomly) generated scenario n 2 , . . ., n T . Let ð x t ; u t Þ, t = 1,. . . , T, be respective optimal solutions. These solutions can be used in constructions of cutting planes in the backward step procedure.
We have that x t ¼ x t ðn ½t Þ and u t ¼ u t ðn ½t Þ, t = 1,. . . , T, are functions of the data process, and x t ðn ½t Þ gives a feasible and implementable policy. Value of this policy can be computed by using nested formulation (4.16) . At the last stage t = T we need to compute value q Tjn ½TÀ1 ½c T T x T . This value is given by
Note that the (conditional) Value-at-Risk of c T T
x T ðn ½T Þ is replaced here by its estimate u t given by the considered policy, and
. At stage t = T À 1 we need to com-
Þ is a function of n [TÀ2] , and so on going backwards in time.
In order to estimate value of this policy by sampling, and hence to construct a respective upper bound, one would need to employ a conditional sampling. To simplify the presentation let us assume for the moment that T = 3. Generate independent samples n ti , i = 1,. . . , M t , from respective random vectors n t , t = 2,3. For every n 2i , i = 1,. . . , M 2 , we can estimate v 3 ðn 2i Þ bŷ
where the optimal values ð x 3j ; u 3j Þ correspond to scenarios (n 2i , n 3j ), j = 1,. . ., M 3 . Note thatv 3i is a function of n 2i , i = 1,. . ., M 2 . Consequently v 2 is estimated bŷ
Finally, the policy value is estimated by c T 1
x 1 þv 2 . For T-stage programs this estimation procedure requires solving M ¼ Q T t¼2 M t linear programs and for a large number of stages could be impractical. Anyway for a large number of stages the considered sample based upper bounds typically are too loose and practically are not very useful. We will discuss this further at the end of next section.
Discussion
One run of the backward step procedure requires solving 1 + N 2 + Á Á Á + N T linear programming problems. Each of these problems has a fixed number of decision variables and constraints with additional variables and constraints corresponding to cutting planes of the approximate functions Q t ðÁÞ. That is, complexity of one run of the backward step procedure is more or less proportional to the sum of the sample sizes, while the total number of scenarios is given by the product of the sample sizes. Therefore for a not too large number P T t¼2 N t one can run a reasonable number of backward steps of the algorithm, while the total number of scenarios N ¼ Q T t¼2 N t could be astronomically large. Similarly, one run of the forward step procedure involves solving T À 1 linear programming problems and could be run for a reasonably large number of repetitions M.
The proof of finite convergence of the SDDP algorithm, given in Section 3.1, is based on that the SAA problem has a finite number of scenarios. The finiteness arguments used in that proof are typical for proofs of that type (cf., [12] ). Although correct from a mathematical point of view, such proofs can be misleading. If the number of possible cuts is huge and the number of scenarios is astronomically large, and hence the probability of randomly generating a particular scenario is practically negligible, then an unrealistically large time could be required for such an algorithm to converge to the true optimum. Moreover, as it was pointed out, for two-stage programming the SDDP algorithm becomes the classical Kelley's cutting plane algorithm [6] . Worst case analysis of Kelley's algorithm is discussed in [9, pp.158-160] , with an example of a problem where an e-optimal solution cannot be obtained by this algorithm in less than ð 
Þ1:15
nÀ1 lnðe À1 Þ calls of the oracle, i.e., the number of oracle calls grows exponentially with increase of the dimension n of the problem. It was also observed empirically that Kelley's algorithm could behave quite poorly in practice. Unfortunately it is not clear how more efficient, bundle type algorithms, can be extended to a multistage setting. Of course, in the multistage setting it can only become worse. So the bottom line is that it could be impossible to solve the SAA problem to optimality and the true problem can be computationally intractable (cf., [18] ). However, with a reasonable computational effort the SDDP algorithm could produce a practically acceptable and implementable policy. Moreover, although it could be impossible to solve the multistage problem to optimality, one can compare performance of different competing policies by sampling (see Remark 6) .
It was argued (see Remark 4) that the stopping criterion suggested in [11] could be too optimistic. A more realistic approach could be to stop the SDDP algorithm when the lower bounds # k start to stabilize (cf., [5] ). It could be possible to test statistically whether further runs of the SDDP algorithm significantly improve the associated policy by employing a t-test type methodology discussed in Remark 6. It also should be pointed out that stabilization of the lower bounds # k does not mean that the SAA problem is solved to optimality. It simply means that further runs of the SDDP algorithm do not significantly improve the constructed policy.
One can try to make various improvements in a practical implementation of the SDDP method. One obvious improvement could be a procedure of removing some ''redundant" cutting planes in the computational process. This should be done with a care since such procedure could alter statistical properties of computed upper and lower bounds on which a stopping criterion could be based.
We discussed here the SDDP method applied to the SAA rather than the original (true) problem. This has an advantage of separating the study of statistical properties of sample average approximations and computational properties of the SDDP algorithm applied to a finitely generated problem. It is also possible to consider a version of the SDDP method applied directly to the true problem. This would require a further investigation.
The risk averse approach, discussed in Section 4, aims at finding a compromise between optimizing (minimizing) the average cost and trying to control the upper limit of cost-to-go functions at every stage of the process. The corresponding parameters k t and a t allow to tune this compromise. The computational complexity of the backward steps of the SDDP method, adjusted to the considered risk averse approach, is almost the same as in the risk neutral case. The forward step of the SDDP method has two goals. It provides trial decisions for the backward steps and allows a construction of an upper bound for value of the considered policy. Unfortunately, it is not easy and straightforward to construct respective upper bounds in the considered risk averse procedure. On the other hand, for large multistage programs such upper bounds typically are too loose to be practically useful anyway even in the risk neutral case. What could be more meaningful is to compare the expected values of constructed risk averse and risk neutral policies, say by using the statistical t-test discussed in Remark 6.
