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EGY LEGKISEBB VÉGES REGULÁRIS 
HIPERBOLIKUS SÍK 








A véges reguláris síkra vonatkozó néhány újabb — GRAVES- , OSTROM- és 
CROWEtól eredő — publikációtól indíttatva REIMAN ISTVÁN egy olyan axiómarendszert 
adott, mely egységesen definiálja a véges projektív, véges affin és a véges reguláris 
hiperbolikus síkokat. A második axiómában szereplő bizonyos természetes szám 
paraméter értékétől függ, hogy e síkok melyik fajtájáról van szó. REIMAN dolgozatá-
nak [1] eredményeire támaszkodva könnyen megszerkeszthető egy legkisebb 
(nem triviális) reguláris hiperbolikus sík. 
Ez a sík 13 pontból és 26 egyenesből áll; 
minden egyenesnek 3 pontja van, minden 
ponton 6 egyenes megy át. E síkot ön-
magába átvivő kollineációk csoportot al-
kotnak, mely a harmadfokú teljes permu-
táció csoporttal izomorf. 
1. A szóban forgó síkot a következő 
axiómarendszerrel definiálhatjuk. (Vö. [1].) 
i) Bármely két pontnak egyetlenegy 
összekötő egyenese van. 
ii) Bármely egyenest egy hozzá nem 
illeszkedő ponton átmenő egyenesek közül 
к számú metszi és I számú nem. 
iii) Minden a sík nem egyenes vonalú 
ponthármasát tartalmazó H ponthalmaz 
legyen olyan, hogy bármely két pontját 
összekötő egyenes minden pontja a síkhoz 
tartozik. Tartalmazza H a sík összes pont-
jait. 
Egy az i), ii), iii) kirovásokkal defi-
niált (pont, egyenes, incidencia)-struktúra 
előállítása bonyolultnak látszó kombina-
torikai feladat. A rengeteg kombinációval 
járó próbálkozást egy heurisztikus észre-
vétel fölöslegessé tette. A közölt modell, 
ennek az észrevételnek a segítségével, alig 
néhány kombináció kipróbálásával rövi-
den adódott. Az észrevétel az a feltevés 
volt, hogy esetleg van olyan teljesnégyszög 
a keresett síkon, melynek egyetlen átlós- i ábra 
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pontja sincs. — Modellünkön a Pt, P2, P3. Pi3 pontnégyes. — Ha a 13 pontból, 
26 egyenesből álló reguláris hiperbolikus sík unicitása nem érdekek csupán realizál-
hatóságát kívánjuk a modell előállításával igazolni, akkor azt a következő inciden-
cia-táblázat már el is intézi. 
2. Tekintsük a táblázatot síknak, ay'-edik sorát a sík /у nevű egyenesének, aA'-adik 
oszlopát a sík Pk nevű pontjának, és a • jellel a jelben találkozó sornak és oszlopnak 
megfelelő egyenes és pont illeszkedését fejezzük ki. 
Minthogy 7 = 1,2, . . . , 26 és к = 1,2, ... , 13, síkunk 26 egyenesből és 13 pont-
ból áll. Számláljuk meg a • jeleket soronként és oszloponként. E számlálás szerint 
minden egyenesen 3 pont van, s minden ponton 6 egyenes megy át. 
Könnyen ellenőrizhető, hogy síkunkon az i) axióma érvényes. Ragadjunk ki 
ugyanis két különböző oszlopot, például a 4 és a 7 indexű oszlopokat. Könnyen 
ellenőrizhető, hogy egy és csakis egy olyan sor van, a 19 indexű sor, mely mindkét 
oszlopot jellel kitüntetett mezőben keresztezi. Ez azt jelenti, hogy a P 4 , P7 pontokat 
egyetlenegy egyenes köti össze: az /19 egyenes. A I 1 = 78 ilyen ellenőrző próba 
tanúsága szerint az i) axióma valóban érvényes. 
További ellenőrzésre már nincs szükség, mert az eddigiekből következik, hogy 
a másik két axióma is érvényes. 
Legyen ugyanis Pr$ ls = {Ps, P„, Pk). A Pr ponton átmenő 6 egyenes közül 
a PrPj, PrP„, PrPk metszi az ls egyenest, tehát a további három nem metsző, ennél-
fogva az ii) axióma valóban érvényes. 
A harmadik axiómában mondott H halmaz háromszögének a szerepét most 
vegye át az előbbiekben szerepelt {Pj, P„, Pr) ponthármassal mint csúcspontokkal 
létesített háromszög. Ha P r-et az ls egyenes minden pontjával összekötjük, a kapott 
három egyenes mindegyikén egy-egy harmadik pontot is kapunk, s így összesen 
három újabb pontot állítottunk elő. Az előbbi 4 és az utóbbi 3 pontból összetett 
G ponthalmazra G g H nyilvánvaló. Legyen mármost síkunk tetszőleges pontja Px, 
és kössük ezt össze G-nek mind a 7 pontjával. Minthogy a Px ponton át sem mehet 
6-nál több egyenes, kell, hogy e ponton átmenő egyenesek közt legyen olyan is, mely 
a G-nek, tehát H-nak két pontját tartalmazza. Ez az iii) axióma érvényességét 
jelenti. 
3. A pontsík kollineációja a pontok olyan permutációja, mely egyenes vonalú, 
de csak egyenes vonalú ponthármast egyenes vonalú ponthármasba visz át. A sík 
kollineációinak összessége csoportot alkot. Modellünk így definiált kollineációinak 
a csoportját jelölje К, a kollineációkat n s ( s = l , 2, ...). 
A kollineációkat és а К csoportot meghatározó következtetéseket mellőzve, 
befejezésként még a következőket ismertetjük. 
Ha a pontokat csupán indexükkel nevezzük meg, akkor a kollineációk a követ-
kező 6 permutációt jelentik: 
1 2 3 4 5 6 7 8 9 10 11 12 13 
" L ' 1 2 3 4 5 6 7 8 9 10 11 12 13 
n2: 7 2 5 10 3 12 1 8 11 4 9 6 1 3 
Я 3 : 4 9 7 1 10 13 3 8 2 5 11 12 6 
ТГ4: 3 9 10 5 7 12 4 8 11 1 2 13 6 
7Г 5 : 10 11 1 7 4 1 3 5 8 2 3 9 6 12 
7 г 6 : 5 11 4 3 1 6 1 0 8 9 7 2 1 3 12 
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А л 1 , . . . , п 6 kollineációk közül az első az azonosság. Az általuk alkotott 
К csoport a S 3 csoporttal izomorf. A Ps pont mindegyik kollineációra nézve fix-
pont ; az lg és / 1 4 egyenes mindegyik kollineációra nézve fixegyenes. Ezenkívül 
7Г2 fixpontjai — a P,. Pa, P13 pontok — egy egyenesen — vagyis az /2 tengelyen — 
vannak; továbbá hat fixegyenese van. A Tt3 kollineáció fixpontjai, a Pa, Pll P12, 
pontok az /26 tengelyen vannak, ezzel együtt hat fixegyenese van. A ne kollineáció 
fixpontjai, a P6, Pg. Pc, pontok az / 2 1 tengelyen vannak, ezzel együtt hat fixegyenese 
van. A további két kollineációnak — а л4 és 7r5 kollineációnak — azonban csak egy 
fixpontja és két fixegyenese van — a már mondott P8 és /6, / 1 4 —; vagyis ezeknek 
nincs tengelyük. A n 2 , . . . . kollineációk egyikének sincs középpontja. 
Ezzel a — mondhatnánk — nevezetes, de szimmetria szempontjából elég szegény 
[1] REIMAN I. : A véges síkok jellemzése, Magyar Tud. Akad. Mat. Fiz. Tud. Oszt. Közi, 17 (1967) 
(Beérkezett: 1968. II. 27.) 
U N M 1 N I M O P I A N O G R A F I C O F I N I T O I P E R B O L I C O R E G O L À R E 
È opportuno aver un niodello (minimo, ma non banale) dei piani finiti iperbolici di tipo rego-
lare. Un tal piano contiene 26 rette e 13 punti. Ogni retta del piano contiene 3 punti distinti; per 
ogni punto passano 6 rette distinti. 
L'autore ha costruito la tabella d'incidenza di un tal piano. Le righe della tabella: le rette 
del piano; le colonne della tabella: i punti del piano; il segno - dénota Tincidenza. Inoltre viene pre-
sentate il gruppo delle collineazioni di questo piano. 
Considerando le colonne d'incidi 1, 2, 3, 13, cié il quadrangolo PlP2P3P13, si puö stabilire 
che il quadrangolo non ha punto diagonale. Considerando le righe d'indici 6, 8, 12, 25, cioè i lati 
del quadrilatero 1618112 Eó. si puo stabilire che due a due non hanno punti in comune. Dunque 
esiste „quadrilatero senza vertici". Potrebbe dire che questo piano „regolare" ha parti „irregola-
rissimi". 
konfiguráció elemzését be is fejeztük. 
IRODALOM 
F . KÁRTESZI 
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AZ INFORMÁCIÓ SHANNON-FÉLE MÉRTÉKÉRŐL 
í r t a : D A R Ó C Z Y ZOLTÁN (Debrecen) 
Az információelmélet alapvető mennyisége a SHANNON [14] által bevezetett 
n 
Hn(Pi,Pi, -,Pn) = - 2Piiog2 Pi 1=1 
entrópia, amely minden {plf p2, ..., pn} véges valószínűségeloszlásra értelmezett 
valós értékű függvény. A Hn SHANNON-féle entrópiát a {p\,p2, ...,/>„} eloszlás által 
nyújtott információ mértékének is szokás nevezni. 
A SHANNON-féle entrópia jellemzésével számos szerző foglalkozott. Ennek a dol-
gozatnak az a célja, hogy az eddig ismert jellemzések közös magvára rámutasson. 
A dolgozat l .§ -ában egyszerű meggondolásokra támaszkodva definiáljuk a [0,1] 
zárt intervallumban értelmezett f ( x ) információfüggvény fogalmát az 
/ ( x ) + (1 - x ) f I - ^ J = /(>') + (1 ~ y ) f \ f l y 
függvényegyenlet segítségével, ahol x, j € [ 0 , 1) és x + y S l tetszőleges változók, 
továbbá f(i)= 1 és f(0) — / (1 ) . A fenti igen egyszerűnek látszó függvényegyen-
letet az információ alapegyenletének nevezzük. A 2. §-ban kimutatjuk, hogy ha f ( x ) 
információfüggvény és { p \ , p 2 , •••,/>„} egy tetszőleges véges valószínűségeloszlás, 
akkor a 
H„(Pi,P2, -,p„) = 2 s i f 
i = 2 
(Sí = P l + ... + P i ; / = 2 ,3 , ...,rí) 
egyenlettel értelmezett, az f ( x ) által meghatározott entrópia rendelkezik a Shannon-
féle entrópiára ismert fontosabb algebrai jellegű tulajdonságokkal. Innen kapjuk 
a 3 . § - b a n — h i v a t k o z v a FADDEJEW [9], TVERBERG [15], KENDALL [10] és LEE [11] 
eredményeire —, hogy [0, \\-ben folytonos, vagy [0, 1 ]-ben Lebesgue-integrálható, 
vagy (0, f\-ben monoton növekvő, vagy (0, 1 )-ben Lebesgue-mérbető információfügg-
vények azonosak az 
S(x) = — x log2 х - ( 1 — x) log2 (1 — x) 
SHANNON-féle információfüggvénnyel. A 4 . §-ban megadjuk az információ alapegyen-
letének legáltalánosabb megoldását a (0, 1) intervallum racionális pontjaiban. Erre 
az eredményre támaszkodva az 5. §-ban megmutatjuk, hogy ha az / ( x ) információ-
függvény a 0 pontban folytonos, akkor / ( x ) = S(x). Ezzel egy új jellemzést nyerünk 
a SHANNON-féle entrópiára. A 6. §-ban BORGES [3] gondolataira támaszkodva elemi 
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bizonyítást adunk KENDALL [10] tételére, a monoton növekedés helyett csak mono-
tonitást (csökkenést vagy növekedést) megkövetelve a (0, intervallumban. A 7. §-
b a n m e g m u t a t j u k , h o g y m á s i s m e r t j e l l e m z é s e k ÍS(CHAUNDY—MCLEOD [4], ACZÉL— 
DARÓCZY [1], DARÓCZY [6]) l é n y e g é b e n a z i n f o r m á c i ó a l a p e g y e n l e t é n e k b i z o n y o s 
feltételek melletti megoldására vezethetők vissza. 
1. § Az információ alapegyenlete 
Legyen A egy véletlen esemény, és jelölje x = P(A) az A esemény valószínűségét. 
Ha az A eseményre vonatkozóan elvégzünk egy kísérletet, akkor a kísérlet ered-
ménye által nyújtot t információ mértékét jelölje 1(A). Az 1(A) ismeretlen mennyiség-
ről tegyük fel, hogy az csak az A esemény x valószínűségétől függ, azaz 
1(A) = f ( x ) , 
ahol f ( x ) a[0, 1] zárt intervallumban értelmezett ismeretlen valós függvény. На В 
egy további véletlen eseményt jelöl, melyre AB = 0, és y = P(B) а В esemény való-
színűsége, akkor az A eseményre vonatkozó kísérlet után elvégezve egy további 
kísérletet а В eseményre vonatkozóan, a második kísérlet által nyert I(B\A) relatív 
információ A-ra nézve (Ba A miatt) legyen az 
.у
 = P(B) 
l - x ~ P(Ä) 
valószínűséghez tar tozó információ 1— x = P(A) súllyal vett értéke, azaz 
7 ( 5 [ A )
 = ( l - x ) / [ í ^ 3 c ] . 
A két kísérlet egymás utáni elvégzése után kapjuk az 
I(A, B) = 1(A) + I(B\Ä) (AB= 0) 
információnyereséget, amelyről tegyük fel, hogy független az A és В események sor-
rendjétől. Ez a feltétel az ismeretlen f ( x ) függvényre az 
(1)
 / ( x ) + ( i _ x ) / í r Z _ ] = / ( J ) + ( i _ J ) / | _ Á _ J 
függvényegyenlet teljesülését jelenti minden 
(x,y)cD = {(x, F ) : 0 = S X < 1 , 0 S J < 1 , x+yS 1} 
számpárra. Az információ mértékének egységéül — szokásos módon — válasszuk 
az x = \ valószínűséghez tar tozó f ( f ) információt , azaz legyen f ( f ) = 1. Továbbá 
tegyük fel, hogy a lehetetlen, illetve biztos eseményre vonatkozó kísérlet ugyanakkora 
információt nyújt , azaz legyen / ( 0 ) = / ( l ) . Az előző meggondolások alapján fogad-
juk el a következő értelmezést. 
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1. DEFINÍCIÓ. A [0, 1] zárt intervallumban értelmezett f ( x ) valós függvényt 
információfüggvénynek nevezzük, ha minden (x,y)£D számpárra teljesül rá az (1) 
függvényegyenlet, továbbá /(•£) = 1 és / ( 0 ) = / ( l ) . Az (1) függvényegyenletet az 
információ alapegyenletének nevezzük. 
1. LEMMA. Ha / ( x ) információfüggvény, akkor / ( 0 ) = / ( 1 ) = 0 és 
(2) f(x) = / ( l - x ) 
minden x Ç [0, 1 ]-re. 
Bizonyítás. Legyen f i x ) tetszőleges információfüggvény. Az információ alap-
egyenletébe y = 0-t helyettesítve / ( x ) + ( 1 - x ) / ( 0 ) = / ( 0 ) + / ( x ) minden x f [ 0 , l)-re, 
ahonnan / ( 0 ) = 0. Tegyünk most (l)-ben y = 1 —x-et ((x, 1 — x)£D, ha xÇ[0, l ) ) , 
/ ( x ) + ( l - x ) / ( l ) = / ( l - x ) + x / ( l ) , 
ahonnan Д 1 ) = / ( 0 ) = 0 miatt 
/ ( x ) = / ( l - x ) , 
ha x £ [ 0 , 1). Ez viszont / ( 1 ) — / ( 0 ) miatt x = l-re is teljesül. Ezzel a Iemmát be-
bizonyítottuk. 
Legyen 
J - x l o g 2 x ha X 6 ( 0 , l ] 
r-*
 0 h a x = 0 
ahol y = log2t ( t > 0 ) a 2-es alapú logaritmusfüggvényt jelöli. Legyen továbbá 
(4) S(x) = /(x) + / ( l—x) , 
akkor könnyen belátható, hogy S(x) információfüggvény. A (4) információfügg-
vényt SHANNON-/Ó/É> információfüggvénynek nevezzük. A jövőben /(x) helyett a 
— x log2 x jelölést használjuk azzal a megkötéssel, hogy 0 1 o g 2 0 definíció szerint 
0-val egyenlő. így 
Six) = - x l o g 2 x - ( l - x ) l o g 2 ( l - x ) 
minden x £ [ 0 , l]-re. Alapvető kérdés, hogy egy / ( x ) információfüggvény milyen 
további feltételek mellett lesz S(x)-szel azonos. A SHANNON-féle információfüggvény-
től különböző információfüggvényre példa a következő. Legyen a f t ) tetszőleges 
megoldása az 
(5 ) + = Ö ( 0 + Ű(Í) 
Cauchy-féle függvényegyenletnek, amelyre a ( l ) = l . Ekkor 
, , , í x a ( - l o g 2 x ) + ( l - x ) я ( - l o g , ( 1 - х ) ) ha x € ( 0 , l ) 
'
/ a W
~ i 0 ha x = 0 vagy 1 
információfüggvény. Ugyanakkor létezik olyan megoldása (5)-nek (az a( 1) = 1 fel-
tételt is beleértve), amely egyetlen pontban sem folytonos, tehát / a ( x ) nem lehet 
a folytonos S(x) függvénnyel azonos. 
2
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2. § Információfüggvények entrópiája 
Vizsgálataink alapja a következő 
2. DEFINÍCIÓ. Legyen f ( x ) tetszőleges információfüggvény és {px, p2, ...,/>„} 
n 
egy véges valószínűségeloszlás, azaz amelyre p ; = 0 (j = 1, 2, . . . , ri) és 2 j P i = 1 
i = l 
teljesül. Ekkor a 
(6) H„(Pi,P2, -,Pn) = Ê ^ [ f : ] Ói = P1+P2+ ••• +PÓ / = 2 , 3 , . . . , « ) 
mennyiséget a {pi,p2, . . . , />„} eloszlás / -hez tartozó entrópiájának nevezzük. 
n . 
Itt 1 definíció szerint 0-val egyenlő, ha p~0 (7=1, 2, . . . , и). 
Ha / ( x ) = S(x), ahol S(x) a SHANNON-féle információfüggvényt jelöli, akkor 
könnyen belátható, hogy az ,S(x)-hez tartozó entrópia éppen a 
n 
Hn{Pi,Pi, ...,p„) = - 2><1о8гЛ 
i = l 
SHANNON-féle entrópiával azonos. A következőkben megmutatjuk, hogy egy tetsző-
leges f{x) információfüggvényhez tartozó Hn{p1,p2, ...,pn} entrópia rendelkezik 
a SHANNON-féle entrópiára ismert algebrai jellegű tulajdonságokkal. 
1. TÉTEL. Ha f ( x ) információfüggvény és Hn(p1, p2, ...,pn} az f-hez tartozó 
entrópia, akkor //„ rendelkezik a következő tulajdonságokkal: 
1° Hn{pltp2, ...,pn) szimmetrikusрх,рг, ...,p„-ben; 
20
 Ч т 4 ) = 1 ; 
3° Hn(Pl,Pi,Pz, -,P„) = ífe-l(Pl+P2tP3, -,/>„) + 
Bizonyítás. Legyen { p i , p 2 } tetszőleges valószínűségeloszlás. A 2. definíció és 
az 1. lemma miatt 
H A P u P 2 ) = I = / ( P 2 > = / ( l - p 2 ) = 
I Pl +P2 ) 
= f(Pi) = ( P * + P í ) f [ p p i p ^ \ = 
továbbá # 2 ( í> = / ( £ ) = 1. Ezzel az 1° állítást и =2- re és a 2° állítást bebizonyí-
tottuk. Ezek után könnyű belátni a 3° tulajdonság teljesülését, ugyanis az előzőket 
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felhasználva я £ 3 esetén 
Н
П
(Р!,Р2,Р3, •••,Рп)~Нп-ЛР\+Р2,Рз, •••,Pn) = 
- ( Л + Л > / = ( Л + P Ù H 2 
Pi Рг 
Pl +P2 Pl +Pî 
Hátra van még az 1° tulajdonság bizonyítása n > 2 esetére. Teljes indukciós bizonyí-
tásunkhoz tegyük fel, hogy 1° (я —l)-re ( « ё 3) már igaz. Ekkor a most bizonyí-
tott 3° tulajdonság miatt 
H*(pl,Pi>Pa, •••>Pn) = Hn-l(Pl+P2,PS, ~;Pn) + 
+(л+л)я8[—71 P2 
. Pi +Pz Pl +Pi 
A feltétel miatt H„(p1,p2,p3, ...,p„), a {p3 , ...,p„}, illetve a {pi,p2} változó-
csoportokban végrehajtható permutációkkal szemben invariáns, ezért elegendő 
csak azt megmutatni, hogy p2 és p3 felcserélhető Hn változása nélkül. Ekkor ugyanis 
Hn változatlan, ha változóinak bármely két elemét felcseréljük egymással. Az el-
mondottak szerint a 
(7) Hn(p1,p2,p3, ...,p„) = Hn(p1,p3,p2, ...,pn) 
azonosságot kell bizonyítani, amely a 
Pi Pi Hn-i(pi+p2,p3, :.,pn) + (Pi+Pí)Ha 
P1+P2 P1+P2 
H„-l(.Pl+P3,P2, •••,P„)+(Pl+P3)H2 Pl 
. Pl +Ps Pl +Рз 
azonossággal ekvivalens. Felhasználva a 2. definíciót, innen 
( P l + P s + P s ) / P3 
, Pl +P2 +Ps 




 W + P s ) / A 
.Pl+Ps+Pz) l Pl +P3 
következik, ahol ptС[0, 1] ( / = 1 , 2 , 3) és p1+p2+p3^\. Legyen most 
* = * , >> = P * 
P 1 + P 2 + P 3 Pi+Pi+P3 
akkor ( x , y ) £ D és a fenti egyenlet átmegy az 
/ ( * ) + ( 1 = f ( y ) + ( 1 
2
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egyenletbe, amely nyilván teljesül, mert / ( x ) információfüggvény volt. Mivel az 
átalakítások ekvivalensek voltak, ezért az utóbbiból következik (7), s ezzel a tétel 
bizonyítását befejeztük. 
KOROLLÁRIUM. Ha f ( x ) információfüggvény és Hn(p1, p2, ..., pn) az f-hez 
tartozó entrópia, akkor //„ rendelkezik a következő tulajdonságokkal: 
49 Hn+1(pi,p2, ...,pn, 0) = Hn(p1,p2, ...,p„); 
m 
5° Ha (<hk = Q> I ' = L , 2 , . . . , И; к = 1 , 2 , . . . , m), 
k = 1 
akkor 
H n m (<7ll> <7l2> •••> <7lm> <722 > •••» <72m> •••> <7nl ' <7n2> •••» <7nm) = 
i — X I F í F> Fi 1 
Bizonyítás. Ennek az állításnak a bizonyítása megtalálható FADDEJEW [9] 
dolgozatában, ahol ki van mutatva, hogy az 1° és 3° tulajdonságokból következik 
4° és 5°. A 4° és 5° tulajdonságokra épült CHINTSCHIN [5] axiómarendszere. 
A következő eredmény az 1. tétel megfordításának tekinthető. 
2. TÉTEL. Legyen Hn(p1,p2, ...,pn) minden {pltp2, ...,pn) (F. SO, i = 1,2,. . . , n; 
n 
2Pi=.\) véges valószínüségeloszlásra értelmezve, aliol n = 2 és n = 3. Tegyük fel, 
i= 1 
hogy Hn(p1,p2, ..., pn)-re (n = 2, 3) teljesül az 1. tételben szereplő 1° és 3° tulajdon-
ság п — Ъ-га, továbbá a 2° tulajdonság. Ekkor 
/ ( x ) = Я 2 (х , 1 - х ) (x€[0, 1]) 
információfüggvény. 
Bizonyítás. Legyen / ( x ) = Я.,(х, 1 — x). Legyen a 3° egyenletben (amely most 
и = 3-га teljesül) p1 = uv, p2 = r( l — u), p3 = 1— v, ahol u, t>€[0, 1] tetszőlegesek. 
Felhasználva az 1° tulajdonságot, kapjuk, hogy 
f(v) + vf(u) = H2(v, 1 -v) + vH2(u, 1-й) = H3(uv, v(l-u), 1 -v) = 
= H
 3(p±, p2,ps) — H3(p2,p1,p3) = H3(v(l-u), uv, l-t>) = 
= H2(v, 1 - r) + vH2(\ - и, u) = f(v) + v f ( l - u), 
ahonnan f(u) = f(\—u) következik. Speciálisan / ( 0 ) = / (1) . Legyen most a 3° 
egyenletben Pi=x, p2=y és p 3 = l—x — y, ahol (x,y)fD tetszőleges. Ekkor 
megint csak 1° miatt 
f(x+y) + ( x + y ) f \ ~ ^ \ = H,(x + y, 1 - x - y ) + 
+ (x+y)H2 = H3(pi,p2,p3) = 
(1 —X—V 1 
= / ( l - x )
 + ( l - x ) / ( l ^ j , 
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ahonnan a már bebizonyított f ( x ) = / ( 1 —x) miatt 
- / W + O - j O / ^ ) 
következik, azaz / (x)- re teljesül az információ alapegyenlete. A 2° tulajdonságból 
következik, hogy / ( I ) = H f \ , i ) = 1 ; s ezzel a tétel bizonyítását befejeztük. 
Meg kívánjuk jegyezni, hogy az itt közölt bizonyítás gondolatai BORGES [3] 
dolgozatában implicit módon megtalálhatók. 
3. § Folytonos információfüggvények 
Az előző vizsgálatok lényegét a következő módon foglalhatjuk össze. Egy tetsző-
leges f i x ) információfüggvényhez tartozó entrópia rendelkezik a SHANNON-féle 
entrópiára ismert fontosabb algebrai jellegű tulajdonságokkal és fordítva, ezek 
implikálják, hogy fix) = H f x , 1-х) információfüggvény. Ezért a SHANNON-féle 
entrópia azon jellemzési tételei, amelyek a fent említett algebrai jellegű tulajdonsá-
gokra támaszkodnak, nem mások, mint az információ alapegyenletének meg-
oldásai különböző regularitási feltételek mellett. Az ilyen megoldások természetesen 
mindig a SHANNON-féle információfüggvényre vezetnek. Ezeket foglalja össze 
a következő 
3. TÉTEL. Ha az f i x ) információfüggvény 
a) [0, \\-ben folytonos; vagy 
b) [0, 1 ]-ben Lebesgue-integrálható; vagy 
c) (0, f\-ben monoton növekvő; vagy 
d) (0, 1 )-ben Lebesgue-mérhetö, 
akkor f i x ) A SHANNON-/?/? információfüggvény, azaz 
fix) = - x l o g 2 x - ( l - x ) l o g 2 ( l - x ) 
minden x£ [0, 1 ]-re. 
Bizonyítás. FADDEJEW [9] d o l g o z a t á b a n ( a m e l y CHINTSCHIN [5] m u n k á j á h o z 
kapcsolódik) a következő állítás van bebizonyítva: Ha a H f p t , p2, ..., p„) 
in — 2 , 3 , . . . ) függvény minden {p1, p2, ..., p„) valószínűségeloszlásra értelmezve 
van, és rendelkezik az 1. tételben szereplő 1°, 2° és 3° tulajdonságokkal, továbbá 
H .fx, 1 — x) folytonos függvény a [0, 1] zárt intervallumban, akkor 
n 
HniP!,P2, — ,P„) = - 2Pil°g2 Pi 1 = 1 
minden n^2-re. Legyen most fix) [0, l]-ben folytonos információfüggvény. Ekkor 
az 1. tételben szereplő 1°, 2° és 3° tulajdonságok teljesülnek az / -hez tartozó entró-
piára, továbbá fix) — H f x , 1 - х ) folytonos [0, l]-ben, ezért FADDEJEW tételéből 
következik, hogy / ( x ) = Six). Ezzel az a) állítást bebizonyítottuk. A b) és d) állítás 
teljesen hasonló módon következik TVERBERG [15], illetve LEE [11] tételeiből, ahol 
Hn(Pi,P°, • • •, P„)-re 1°, 2° és 3° mellett az van feltéve, hogy H f x , 1 — x)[0, l]-ben 
2
* MTA III. Osztály Közleményei 19 (1969) 
1 6 DARÓCZY Z. 
Lebesgue-integrálható, ill. (0, L)-ben Lebesgue-mérhető. A c) állítás KENDALL [10] 
dolgozatából következik, ahol 1° és 3° csak n = 2, 3-ra van feltéve, továbbá 
H2(x, 1 - х ) a (0, J] intervallumban monoton növekvő. Ezen utóbbi tételre elemi 
bizonyítás BORGES [3] dolgozatában található. 
Megjegyezzük, hogy a d) állításból (amely LEE [11] tétele) természetesen követ-
kezik a), b) és c). 
4. § Az információfüggvények további tulajdonságai 
Az alábbiakban az információ alapegyenletének megoldásairól további általános 
(azaz regularitások nélküli) eredményeket bizonyítunk be. Igen hasznosnak bizonyul 
a következő 
3. DEFINÍCIÓ. Legyen <p(n) minden /7 = 1 , 2 , 3 , ... természetes számra értelme-
zett additív számelméleti függvény, azaz, amely eleget tesz a 
(8) (p(nm) = q>(n) + (p(m) 
и 
egyenletnek minden «,//7 = 1 , 2 , 3 , . . . értékre. Legyen továbbá r = — €(0,1) tet-
szőleges racionális szám, ahol tehát 1 ^ « < / и . 
Ekkor a 
(9) 4>{r) = cp = cp(n)-(p (m ) 
egyenlettel definiált — a (0, 1) intervallum racionális pont ja iban értelmezett — valós 
értékű függvényt az additív (p kiterjesztésének nevezzük. 
Megjegyezzük, hogy a <p(r) (r Ç (0, 1) racionális szám) függvényérték nem függ 
az /• racionális szám ~ alakban történő előállításától; ugyanis, ha r= — = — . , 
m m m 
akkor cp(nm') = q>{n'm) = (p{n) -f (p(mj = (p(nj + tp(m) miatt cp(r) = q>(n) — (p(m)= 
= <p(n) — (p(mj. Továbbá könnyű belátni, hogy minden r1, r2£(0, 1) racionális 
számpárra teljesül a 
ф(.г i r 2) = 4>(ri) + <p(rù 
azonosság. 
4. TÉTEL. Ha / ( x ) tetszőleges információfüggvény, akkor egyértelmű módon 
létezik egy <p(n) additív számelméleti függvény a q>{2) = 1 tulajdonsággal, hogy minden 
r Ç (0, 1) racionális számra 
(10) Я 0 = - r p ( r ) - ( l - r M 1 - r ) , 
ahol <p{r) az additív <p kiterjesztését jelöli. Fordítva, ha (p(n) tetszőleges additív szám-
elméleti függvény, amelyre <p{2) = 1, akkor (10) eleget tesz az információ alapegyen-
letének minden x, у £ (0, 1) racionális számra. 
Bizonyítás. Legyen / ( x ) tetszőleges információfüggvény. Jelölje Hn(ply p2,...,p„) 
az / -hez tartozó entrópiát, és legyen 
=
 " • ' « - ) ( " Г 2 ' 3 ' - ) 
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és ç>(l)=0. A # „ entrópiára ismert 5° tulajdonság egyenletében legyen qik-
i = l , 2 , ...,n; A = 1,2, . . . , m), ekkor minden n, m S 2 természetes számra 
nm 
1 1 1 (p{nm) = Hnm I —,——,...,—I = HA — , — , ..., —1 + 1
 nm nm nm ) \n n n 1 
+
 ••"é, = <P(n) + <P(.m)> 
( m m m ) 
továbbá (p(2) = H 2 ( i , i ) — !• így <K") ( < P 0 ) = 0 miatt, amely minden additív 
számelméleti függvényre teljesül) eleget tesz a (8) egyenletnek és <p(2) = l . Az 








ha A = 1 ,2 , . . . , m 1 
0 ha A = mx + 1 , ягх + 2, ... , гя 
гя 
ha А = 1, 2, . . . , т — т 1 
0 ha А = т — т
х
 + \, т — яг
х
 + 2, ...т. 
Нот I — > •••> — > 0 , . . . . 0 , — , . . . , — , 0, . . . , 0 1
 m m m m 
Но 
m m I m 
— , . . . , — , 0 , . . . , 0 | + 
яг4 m4
 1 
+ 1 - ^ 1 Я . 
m m — m x ' "' ' m — m x 
Innen felhasználva a Hn entrópiára érvényes 1° és 4° tulajdonságokat 
, ч í , яг , ) m, , . f , гя , ) , . 
cp (m) = H2 1 ,1 - 1 + - i <р (гях) + 1 - U (яг - яг4), ( я г яг J яг ( яг J 
ahonnan # 2 ( х , 1 — х) = / ( х ) miatt 
Л
 =
 («) - ~ ( р (щ)- 1 - — И" ( т ~ m i ) -
\ m ) m \ m ) 
гя, , . /я, , . Г, гя, ) . . ( , гя, ) , 
= — ср(т)- (р (т
х
) + 1 (p(гя) — 1 (p (т - т
х
) = 
m m [ m ) ( m ) 
m x m x 
4> \ — 
m I m 
г
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I 
Mivel W l = r 6 ( 0 , 1) tetszőleges racionális szám lehet, ezért (10)-et bebizonyítottuk. 
A fordított állítás egyszerű számolással ellenőrizhető. 
Megjegyzés. Könnyen belátható, hogy a tételben szereplő <p(n) függvény 
fix) segítségével közvetlenül kifejezhető a 
(11) < p ( r i ) = - 2 i f \ ~ } ( « = 1 , 2 , 3 , . . . ) 
formula szerint. 
5, § Egy újabb feltétel 
Ebben a paragrafusban egy igen egyszerű feltétel mellett oldjuk meg az infor-
máció alapegyenletét. Megmutatjuk, hogy / (x)- re a [0, 1] intervallumbeli folytonos-
ság helyett elegendő a 
(12) l i m / ( x ) = / ( 0 ) 
x ( 0 
feltételt kiszabni ahhoz, hogy / ( x ) = S(x) legyen. Megjegyezzük, hogy közvetlen 
módon (12)-ből nem következik az eddig nyert legenyhébb feltétel, azaz / ( x ) mér-
hetősége (1. a 3. tételt!). 
A bizonyítás alapja ERDŐS [8] következő ismert eredménye, melynek igen ele-
gáns bizonyításai RÉNYI [12] és [13] dolgozataiban találhatók: 
2. LEMMA. Ha a (pin) additív számelméleti függvényre 
(13) lim [<p (и + 1) — <p («)] = 0 
f
eljesül, akkor létezik olyan с konstans, hogy 
(14) </>(«) = с l o g , « 
minden n —1,2,3, ... természetes számra. 
Meg kívánjuk jegyezni, hogy a folytonos (FADDEJEW [9]), illetve (0, R-ben 
monoton növekvő (BORGES [3]) megoldások is erre a lemmára támaszkodnak. 
5. TÉTEL. Ha az f i x ) információfüggvényre (12) teljesül, akkor fix) = Six), 
ahol Six) = — x log a x — (1 — x) log2 (1 — x) a SHANNON -féle információfüggvény. 
Bizonyítás. Az ismert / ( 0 ) = 0 (1. lemma) összefüggés és (12) miatt 
ß
"
= / ( « ) (« = 1 , 2 , . . . ) 
nullsorozat. Ekkor ( l l ) -et felhasználva a 4. tételben szereplő (pin) additív függvényre 
<K") 1 v J l ) « + 1 2 -Л . и + 1 V 
= - Í Z ' / T = r, — } — г ~ г г 2L iai = — 2J 4Í ai, 
« « i t1 ( z j 2и и ( « - И ) i^i 2и
 i = 1 
ahol 
2 i " 
,
 n > 0 ( / = 1 , 2 , . . . , « ) és 2 ? i = 1 -
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n 
Ezért «„ — 0 miatt У ад — 0 (/7 — °°), mert az utóbbi egy nullsorozat súlyozott 
i= l 
számtani közepe. Ebből viszont 
(15) lim = 0 
Л-.00 tl 
következik. Másrészt a 4. tételből. 
űn + l = / 
ahonnan 
következik. Innen viszont «„ — 0 és (15) miatt fennáll (13). Alkalmazva a 2. lemmáj-
<?(«)= log
 2и, 
mivel <p(2) = l miatt c = 1. Ekkor a 4. tételben szereplő <p(r) függvény a log2 r 
függvényt jelenti, azaz 
(16) /(r) = - r l o g 2 r - ( l - r ) l o g 2 ( l - r ) 
minden r £ (0 , 1) racionális számra. Legyen most y€ (0 , £) tetszőleges valós szám, 
és у < rn < 2y (« = 1,2, ... ) olyan racionális számokból álló sorozat, amelyre 
lim r„ = y 
n - oa 
teljesül. Ekkor a feltételek miatt 
*„= l - f б ( о , у ) (« = i ,2 , . . . ) 
nullsorozat. Legyen x = xn az információ alapegyenletében ((*„, y)£D, « = 1, 2, . . .), 
akkor 
7 
/ 0 0 = / 0 J - ( 1 - D / l j ^ j + (1 - x n ) f { l _ 
у 
Elvégezve az « —oo határátmenetet (12), — = r „ és (16) miatt 
I —x n 
/ ( y ) = lim (1 - X j / L z j = l i m / ( r „ ) = 
n-foo \ 1 Л
п
) n-+oo 
= lim [ rn log2 rn (1 r„) log2 (1 - r„)] = - y log2 y - (1 - y ) log2 (1 - y ) . 
n—oo 
Ezzel állításunkat minden У 6(0, I ) valós számra bebizonyítottuk. Ebből viszont 
az 1. lemmát felhasználva következik tételünk. 
2
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KOROLLÁRIUM. Legyen a H„(p1, p2, ..., pn) függvény minden {plt p2, ..., pn) 
valószínüségeloszlásra definiálva és teljesüljön rá az 1. tételben szereplő 1° tulaj-
donság n = 3-ra, továbbá 2° és 3° n = 3 ,4 , ...-re. Ha 
(17) l i m # 2 ( x , 1 - х ) = 0, 
x t 0 
akkor 
n 
Hn(Pi,P2, •••,P„) = - ÜPilogiPi (« = 2 ,3 , ...) i = l 
a SHANNON-féle entrópia. 
Bizonyítás. A 2. tételből következik, hogy / ( x ) = H2(x, 1 - х ) információ-
függvény. A (17) feltétel miatt / (x)- re teljesül (12), így az 5. tételből / ( x ) = S(x). 
Innen 3° (amely most « = 3 ,4 , ...-re teljesül) miatt teljes indukcióval következik 
állításunk. 
Ezzel a SHANNON-féle entrópiára újabb jellemzést nyertünk. 
6. § Monoton információfüggvények 
Ebben a pontban KENDALL [10] eredményét általánosítjuk oly módon, hogy 
a (0, | ] -ben feltételezett monoton növekedés helyett csak monotonitást (csökkenést 
vagy növekedést) követelünk meg. A bizonyításban támaszkodunk BORGES [3] 
munkájában található gondolatokra. 
3. LEMMA. Ha az / ( x ) információfüggvény a (0, J] intervallumban monoton, 
akkor / ( x ) növekvő és nemnegatív (0, -\\-ben. 
1 - 2 1 
Bizonyítás. Az információ alapegyenletében legyen x = \ és y— 
ahol t £ (0, tetszőleges. Ekkor (x, y) € D és így 
2 ( 1 - 0 ' 
/ 1 . 
~2 
1 - 2 1 
l - t = f 
1-21 
2 ( 1 - 0 . 
Ebből az 1. lemmát alkalmazva í£(0 , ^]-re 
(18) 
2 ( 1 - 0 / ( 0 = f h \ - f 
1 - 2 1 




2 ( 1 - 0 / ( 1 - 0 . 
/ t f - t - / ( 0 
Először megmutatjuk, hogy / ( x ) nem lehet monoton csökkenő. Ugyanis ha / ( x ) 
csökkenő lenne, akkor f ( f ) = 1 miatt / ( x ) a 1 minden x £ (0, i]-re. Legyen most 
t £ (0, tetszőleges, ekkor 
1 — 2 / 
2 ( 1 - 0 0 és l - f 
miatt (18)-ból / ( 0 = 0 következne, ami ellentmondás. 
Ha viszont / ( x ) növekvő, akkor (18)-ból / ( f ) S 0 f£ (0 , i]-ban, így a növekedés 
miatt ez í£ (0 , ^j-ben is érvényes. 
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6. TÉTEL. Ha az f ( x ) információfüggvény (0, \\-ben monoton, akkor f(x) = S(x) 
minden x€ [0 , 1 ]-re. 
Bizonyítás. A 3. lemma miatt ekkor f ( x ) monoton növekvő és nemnegatív 
(0, R-ben, ezért 
l i m / ( x ) = / ( 0 + ) f c 0 
x I 0 
létezik. Megmutatjuk, hogy / ( 0 - f ) = 0 = / (0 ) , amiből az 5. tétel miatt követ-
kezik állításunk. Tegyük fel állításunkkal ellentétben, hogy / ( 0 + ) > 0 . Az infor-
máció alapegyenletében legyen y € (0, 4) rögzített és végezzük el az x - * 0 (x Ç (0, ])) 
határátmenetet. Ekkor a monotonitás miatt 
/(0 + ) + f ( y + ) - f ( y ) + (1 - y ) f í 0 + ), 
ahonnan 
Л у + ) - Л у ) = - y f ( 0+)<0 
következik. Ez viszont ellentmond a nyilvánvaló f { y + )—f(y) = 0 egyenlőtlen-
ségnek. 
7. § A SHANNON-féle entrópia további jellemzéseiről 
A SHANNON-féle entrópiára vonatkozólag ismertek olyan közvetlen jellemzések is, 
amelyek az alapvetőnek bizonyuló FADDEJEW-féle jellemzésben feltételezett algebrai 
tulajdonságok helyett más algebrai tulajdonságokat helyeznek előtérbe. Ilyen az 
5° tulajdonságból következő (qik=Piqk, / = 1 , 2 , . . . , « ; k = \, 2, ..., m) 
(19) H n m ( P i q i , P i q 2 ' •••'PlCl'n>P0-ell'PlCh> - . А ? - . —>РпЧ1,РпЯ2> •••,Pndm) 
= н„(р1гр2, ...,p„)+Hm(.qi,q2,~-,qm) 
úgynevezett additivitási tulajdonság,ahol {p1, p2, ..., pn} és {qlt q2, ..., qm) tetsző-
leges valószínűségeloszlások. Ismeretes, hogy (19)-nek eleget tesznek a 
1 " ' 
Hn,x(Pi,P2, -,Pn) = Г ,, 2P" (A > 0 , ее?! 1) 
1 — a
 i = 1 







,р2, ...,p„) = Нп(рг,р2, ...,p„) 
a—1 
teljesül, ahol # „ a SHANNON-féle entrópiát jelöli. Az ACZÉL—DARÓCZY [1] dolgozat-
ban ezekről további eredmények találhatók. 
A (19) additivitási tulajdonságra alapuló közvetlen jellemzések közül első 
CHAUNDY—MCLEOD [4] dolgozatában található (a bizonyítás egyszerűsítésére és 
az eredmény általánosítására lásd ACZÉL—DARÓCZY [1] munkáját ) : Legyen 
H f p 1 , p 2, ..., p„) minden {pi, p2, ...,/>„} valószínűségeloszlásra értelmezett valós 
függvény, amelyre teljesülnek a következő tulajdonságok: 4 
2
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sJ. Létezik a [0, 1] intervallumban definiált folytonos g(x) függvény, hogy 
л 
n„(Pi,Pi, —,Pn) = 
i = l 
а.
 я
*(1'т) = 1; 
. Fennáll a (19) additivitási egyenlet. Ekkor 
n 
Hn(pi,p2, ...,pn) = - Z f f o ë i P i 
i = l 
minden {р
г
, p2, •••, pn) valószínűségeloszlásra. 
Egy további jellemzés DARÓCZY [6] dolgozatban található. Ezzel részletesebben 
foglalkozunk az alábbiakban. 




, p2,..., pn) függvény minden {plt p2,,... pn) véges 
valószínüségeloszlásra értelmezve van és teljesülnek rá a következő tulajdonságok: 
I. Hn(p1,p2, ....p„) szimmetrikus p3, p2, ..., p,,-ben; 





, p2, p3, ..., pn) = Hn_1(p1 +p2,p3, ..., 7>„) + d„_ !(/>!, p2) (n =3) , 
ahol A
 2 (P i , p2) а D = {(Pi, Pfi'-Pi = 0 , p 2 = 0> F i + P a = 1} tartományban folytonos; 
IV. Hn+fp1,p2,...,pn,0) = Hfp1,p2,...,pn); 
V. Teljesül a (19) additivitási egyenlet minden и-re és m = 2-re, azaz 
Н2п(рм, p f i f - q ) , p2q, p2(\-q), ..., pnq, p f \ - q)) = 
= Hn{p3,p2, ..., pn) + H f q , 1 -q) 
minden {p 1 ; p2, ..., pn) eloszlásra és <7£[0, l]-re. 
7. TÉTEL. Ha a Hfp1,p2, ..., p„) függvényre teljesülnek az I., II., III., IV. 
és V. tulajdonságok, akkor Hn-re teljesülnek az 1. tételben szereplő 1°, 2° és 3° tulaj-
donságok, továbbá H f x , 1 - Х ) folytonos [0, 1 ]-ben; így a 3. tétel miatt 
n 
Hn(Pl,P2, •••,Pn) = - 2Pi]Og2Pi 
i= 1 
minden {p3, p2, ..., pn) eloszlásra. 
Bizonyítás. L á s d DARÓCZY [6]. 
Egy további dolgozatomban (DARÓCZY [7]) megjegyeztem, hogy az sé., Sí. és 
c
€. (elegendő < -^t csak m = 2-re feltenni) tulajdonságokból következik I., II., HL, 
IV. és V., ezért az előbb ismertetett jellemzések közös gyökerének a FADDEJEW-féle 
jellemzés bizonyult. További probléma tárgyát képezi a I., II. és III. részaxióma-
rendszer önmagában történő vizsgálata, amely igen érdekes algebrai és topológiai 
kérdésekre vezet. Ezekre itt nem kívánok kitérni. 
A SHANNON-féle entrópiára jellemző — a FADDEJEW-féle jellemzéstől független — 
tulajdonságokra példa az ACZÉL—PFANZAGL [2] tétel: Legyen I„ (P 1 ; p2, ..., pn) 
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minden {px,p2, • ••> Pn] j^ /A > 0 , /=1,2, . . . , « ; £ Pi — ' J valószínűségeloszlásra értel-
mezve, ahol n> 2 rögzített természetes szám. Tegyük fel, hogy In-re teljesülnek a követ-
kező tulajdonságok: 
a) Létezik egy (0, 1 )-hen értelmezett differenciálható h(x) függvény, hogy 
In(Pl,P2, = 2 Pi h(Pi)', 
ß) I„(Pi,P2, ••• ,Pn) = m a x i 2Pih(,qd'-<h > 0 , 2 4t = U • 
li = l i = l J 
Ekkor I„(pi, p2,..., pn) = AHn(p1, p2, ..., pn) + B, ahol Hn a SHANNON-/C7C entrópiát 
jelöli és AS.0, В konstans értékek. 
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Ü B E R D A S S H A N N O N S C H E N M A S S D E R I N F O R M A T I O N 
v o n Z . D A R Ó C Z Y 
Zusammenfassung 
Der Ausgangspunkt der Untersuchungen ist die folgende 
DEFINITION. Die im Intervall [0,1] definierte Funktion f ( x ) mit der Beschränkung / ( ] ) = 1 
und / (0) = / (1) wird eine Informationsfunktion gennant, wenn sie der Grundgleichung der Information 
о ) / ( * ) + ( i ^ . a T H o - D / j f f ) 
für alle (x, y)iD = {(*, y) :0 ^ х < 1 , 0 x+yS 1} genügt. 
Auf Grund dieser Definition kann man die Entropie einer Wahrscheinlichkeitsverteilung 
{Pi,Pt, —,Pn} ( f ^ 0 , J \ p , = l j i n der Form 
(2) Hn(Pi,P2,..;Pn)= ) (Si=Pi+-+PÖ / = 2 , . . . , Я ) 
erklären, wobei f ( x ) eine beliebige Informationsfunktion ist. In der Arbeit wird gezeigt, dass die 
bekannten Charakterisierungen der Shannonschen Entropie auf die Lösung von (1) zurückgeführt 
werden können. Aus dieser Behauptung erhalten wir die stetigen, integrierbaren, monotonen und 
messbaren Lösungen von (1). Die allgemeine Lösung von (1) in den rationalen Punkten des Intervalls 
(0,1) wird mit Hilfe einer additiven zahlentheoretischen Funktion <p(ri) dargestellt. Auf Grund 
dieser Darstellung erhalten wir die im Punkt 0 stetige Lösung von (1). In der Arbeit werden noch 
weitere Ergehnisse und Probleme bezüglich der Grundgleichung der Information diskutiert. 
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írta: MOGYORÓDI JÓZSEF 
Tekintsük a í 0 s 0 < t 1 < í 2 < - pontfolyamatot, amelyről feltesszük, hogy 
rekurrens, azaz, hogy a ti — ti_1 ( / = 1 , 2 , . . .) különbségek nemnegatív, egymástól 
független, azonos eloszlású valószínűségi változók. Legyen a ç ; = tt — 4 változók 
eloszlásfüggvénye E(x) és tegyük fel, hogy ennek várható értéke véges pozitív szám: 
0 = м < + о с . 
Az F{x) függvényt a rekurrens folyamat eloszlásfüggvényének nevezzük. 
R É N Y I A L F R É D [ 1 ] dolgozatában a rekurrens folyamat következő ritkítási 
modelljével foglalkozik: legyen adva a q szám, amelyről feltesszük, hogy 0 < < ? < 1 . 
Sorra haladva а Д , f 2 , ... véletlen pontokon, minden egyes pontot a többitől füg-
getlenül q valószínűséggel megtartjuk és p = \—q valószínűséggel elhagyjuk. Ily 
módon az eredeti rekurrens pontfolyamatnak egy ritkítását nyerjük, azaz olyan 
tó1' = 0 < < . . . véletlen pontsorozatot, amely az előbbinek részsorozata. 
Könnyű látni, hogy az új sorozat is rekurrens folyamat és a í/1 ' — t-l\ ( / = 1 , 2, . . .) 
különbségek eloszlásfüggvénye az x helyen 
! qpk~1 Fk (x), 
ahol Fk(x) az F(x) eloszlásfüggvény önmagával vett k-szoros konvolúciója. 
Az [1] dolgozat eredménye többek között a következő: a fent leírt ritkítási 
eljárást n-szer egymás után a q1, q2, •••, qn számokkal elvégezve, nyerjük, hogy 
n 
lim /7<?; = 0 esetén 
i=i 
lim P 
n-*- + OO 
П (tln) - zfíi) < x\ = l - e X" (x > 0), 
j=г ) 
ahol ?ón) = 0 és t[n) ( / = 1 , 2 , ... ) az 7í-ik ritkítás után nyert rekurrens folyamat Markov-
pontja. Más szóval, megfelelő normálás után határértékben PoAiow-folyamatot 
nyerünk. 
Az [1] dolgozatban alkalmazott ritkítási eljárást megfogalmazhatjuk a követ-
kező módon is: legyenek a v)n> ( / ,« = 1,2, . . .) valószínűségi változók egymástól 
és az eredeti pontfolyamattól független, nemnegatív egész értékeket felvevő 
Pascal-eloszlású változók, 
P (v/») = к) = qn{ 1 - qnf-k (/, «, к = 1,2,...). 
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Legyen ?0(1) = 0 és 
= t , (i = l , 2 , . . . ) . 
Nyilvánvaló, hogy az ily módon konstruált /f(1) (/ = 0, 1,2, . . .) valószínűségi vál-
tozók azonosak a fentebbi eljárás első lépése során nyert valószínűségi változókkal. 
Definiáljuk rekurzíve a tfn) változókat a következő módon: t^n) = 0 és / = 1 , 2 , ... 
esetén 
,/»)
 = ,<»-U (и = 2, 3, ...). 
2Г v<»> 
Ekkor / 1п) megegyezik a ritkítási eljárás n-szer történő alkalmazása után nyert meg-
felelő valószínűségi változóval. 
Ez a megfogalmazás sugalmazza a ritkítási eljárás következő általánosítását. 
Legyenek a v)n) ( / ,« = 1,2, . . .) független valószínűségi változók pozitívak és egész 
értékűek, legyenek továbbá azonos eloszlásúak és függetlenek az eredeti {í,} re-
kurrens folyamattól. A ritkítást a következő módon végezzük el: legyen t-0> = f 
(/ = 0, 1,2, . . .) és definiáljuk a tfn) véletlen pontokat a 
?.(n) = t ( n - l ) (я , / = 1 , 2 , . . . ) 
rekurziós formulával. Legyen továbbá /^n) = /0 = 0. 
Ez a ritkítási eljárás annyiban általánosabb, mint a RÉNYi-féle, hogy a v/n) 
változók tetszőleges eloszlásúak lehetnek, viszont annyiban speciálisabb, hogy min-
den « esetén ugyanazon eloszlás szerint ritkítjuk a folyamatot. Az általunk beve-
zetett ritkítási eljárás alkalmazást nyerhet a részecskeszámlálók elméletében, ahol 
hasonló modellt szoktak vizsgálni, amikor több leosztó fokozaton keresztül regiszt-
rálják a beérekezett részecskéket [2]. 
Vezessük be a P(v\n) — k)=pk (k = 1,2, . . .) jelölést. Érdektelen annak az eset-
nek a vizsgálata, amikor valamilyen к indexre teljesül, hogy pk — 1. Ekkor ugyanis 
a ritkítás szisztematikus. A továbbiakban tehát feltesszük, hogy 1 (Ar = l , 2, ...). 
Legyen 
(1) / 0 ) = I f t Á r = f f + i T , | z | s l 
Jk=l 
a v[n) valószínűségi változók generátorfüggvénye. 
A t[n) véletlen pontokat az általunk vizsgált ritkítási modellben a következő 
módon fejezhetjük ki. Legyen Z;(1) = ( / = 1 , 2 , . . . ) és definiáljuk rekurzíve 
a Z/n) valószínűségi változókat a következő kifejezésekkel: 
v(n) v(n) + v(*> 
Z(n) = 2 z/"-1», z<"> = zí"-1»,... (и S 2) 
' = 1 i = v F + l 
Mármost a t[n) véletlen pontok a {/,} alapul vett rekurrens folyamattal a következő 
módon fejezhetők ki: 
/„<"> = 0, íín) = tZM, tin) = ízw+zw, -
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Könnyű látni, hogy a Z/n ) ( / ,« = 1 , 2 , . . . ) valószínűségi változók generátor-
függvénye az (1) generátorfüggvény önmagával vett «-szeres iteráltja: 
(2) "•s.zer 
továbbá, hogy rögzített « esetén a Z-n) valószínűségi változók egymástól függetlenek 
és azonos eloszlásúak. 
1. LEMMA. Tegyük fel, hogy D2(vfn))< + °° és legyen M(V/ N ) ) = M . Ekkor a 
P(Zfn) <• Mnx) («-+ =o) 
eloszlásfüggvénynek létezik G(x) határértéke. A G(x) függvény eloszlásfüggvény, 
amelynek várható értéke 1 és szórásnégyzete 
D2(vW)l(M2-M). 
Bizonyítás. Nyilvánvaló, hogy M > 1. Tekintsük azt a Galton—Watson-
folyamatot, (vö. [3], I. fej. 8.1. Tétel), amelyben az első nemzedék tagjai számának 
eloszlását az (1) által adott generátorfüggvény határozza meg. Ekkor e folyamatban 
az n-edik nemzedék tagszáma eloszlásának generátorfüggvényét a (2) kifejezés 
adja. Ismeretes, hogy a fenti feltételek fennállása esetén az n-edik nemzedék tagjai-
nak száma M"-nel osztva 1 valószínűséggel konvergál valamely W valószínűségi 
változóhoz, amelynek eloszlásfüggvénye esetleg az x = 0 hely kivételével abszolút 
folytonos, várható értéke 1 és szórásnégyzete 
• T ( i ) + / ' ( ! ) - ( / ч о ) 2 
( / Ч 1 ) ) г - / Ч 1 ) ' 
Minthogy P ( v l B ) = 0 ) = 0 , azért / „ ( 0 ) = 0 . így a IL eloszlásfüggvénye az x = 0 helyen 
folytonos. Esetünkben . f " ( \ ) + f ' ( \ ) — ( f ' ( \ ) ) 2 = D\v) n )) és / ' ( 1 ) = M. A Z\n) 
eloszlása a Galton—Watson-folyamat л-edik nemzedékének eloszlásával egyezik 
meg. Ezért állításunk bizonyítást nyert. 
Megjegyzés. A Z\n) valószínűségi változók konstrukciója eltér a Galton—Watson-
folyamat konstrukciójától. A lemma bizonyításának módszerével nem mutatható meg, 
hogy Zj(n)/M" majdnem mindenütt konvergál valamilyen W valószínűségi változó-
hoz. Ez valószínűleg nem is igaz. 
A //"* — í/ü?i (/ = 1, 2, . . .) valószínűségi változó eloszlásfüggvénye, mint könnyű 
belátni, a következő: 
2 P(Zl"] = k)Fk(x), k = 1 
ahol F f x ) jelentése ugyanaz, mint előbb. Megmutatjuk most, hogy megfelelő nor-
málás után, ha « — + a t[n) — t f j valószínűségi változóknak létezik határeloszlása. 
1. TÉTEL. Ha Z>2(v/n)) < + akkor 
ahol G(x) a Z'f/M" sorozat határeloszlása. MTA III. Osztály Közleményei 19 (1969) 
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Bizonyítás. A t[n) — í/ü?! valószínűségi változó a következő alakban állítható elő: 
Tekintsük a 
j= ir iV )+1 
(3) 2 
valószínűségi változót. Minthogy a ç, valószínűségi változók várható értéke véges 
és a Zln )IM" sorozat határeloszlása, G(x), folytonos, azért (3) sztochasztikusan l-hez 
konvergál. (Vő.: P . R É V É S Z [4], J. M O G Y O R Ó D I [5].) A 
f(n) _
 f(n) f(n) _ ,(n) 7(n) 
H ' i - l _ H ' i - l 
pM" ~ pZf> ' M" 
összefüggés alapján C R A M É R egy lemmáját használva adódik állításunk. 
A véletlen ritkítási eljárás szemléletesebbé tétele céljából tekintsük az alapul 
vett г0 = 0 < Н < . . . rekurrens folyamatot. Nevezzük Rx transzformációnak azt az 
eljárást, amikor a t0 = 0, tv[o, ívp> + va>, fvp' + v<l> + ... + vo), ... véletlen pontok 
kivételével az eredeti rekurrens folyamat többi véletlen pontját elhagyjuk. Nevezzük 
továbbá С transzformációnak a felújítási folyamat 1/М-szeresére való összenyomását. 
A T1 = CR1 transzformáció (amelynél a rekurrens folyamaton először az Ru majd 
а С transzformációt hajt juk végre; egyébként a sorrend tetszőleges) eredménye-
képpen újabb rekurrens folyamatot nyerünk, amelynél két egymásra következő 
Markov-pont távolságának átlagértéke továbbra is p. Hasonlóan definiáljuk 
a T2, T3, ... transzformációkat is. A T<n) transzformáció jelentse a 7 j , T2, ..., T„ 
transzformációk egymás utáni végrehajtását. A TM transzformáció segítségével 
nyerjük a 
A j t z í a — 1 2 3 
M" ( ' 
valószínűségi változót. 
Az 1. Tétel bizonyításánál felhasznált, véletlen tagszámú összegekre vonatkozó 
nagy számok törvénye lehetőséget ad arra, hogy R É N Y I A L F R É D eredményét az övétől 
eltérő módon bizonyítsuk. Legyen v[n) független, /Ywcö/-eloszlású valószínűségi 
változók sorozata: 
P(v/»> = k) = <7„( l -<7„) f c - \ (i,n,k = 1 , 2 , . . . ) , 
ahol 0 < í/„ -< 1. Nyilvánvaló, hogy M{v\n))= ' . Készítsük el, mint fentebb is tettük, 
4n 
a Z[n) valószínűségi változókat. Jelölje fq(z) a q paraméterű AzsröZ-eloszlás gene-
rátorfüggvényét: 
/ . » - r ^ s i -
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Ekkor a Z[n) valószínűségi változók generátorfüggvénye, mint könnyen látható, 
Чг-Чп 
(z). 
A Z/n) valószínűségi változók szintén Pasca/-eloszlásúak és 
P(Z\« = k)=Qn{\-Qnf-\ 
ti 
ahol Q„ = П qx. 
i— 1 
Bebizonyítjuk most a következő állítást: 
2. L E M M A . Ha 0 < a , - = l (/' = 1 , 2 , . . . , « ) és lim Qn — 0, akkor 
1
 n— + => 
lim P ( Z / " > Ô „ < * ) = 1 - е - * . (x > 0, / = 1 , 2 , . . . ) 
Bizonyítás. А 
Ы Гл.1 
P(ZÍ»> 0„ < X) = 2 Qn (1 - Qnf-1 = 1 - (1 - J 
*=1 
összefüggés alapján azonnal adódik állításunk. 
2. T É T E L . Legyen { V - " ' } független valószínűségi változók sorozata, amely függet-
len az alapul vett t0 = 0<tx<t2-<... rekurrens folyamattól, továbbá 
P(ví"> = k ) = qn{\-qn)k~\ (i,n,k = 1,2, . . . , 0 < qn < 1). 
Ha lim Qn = 0, akkor 
П-— + о 
( rí") _ /.("), ) 
lim p p — ß „ < * = 1-е— (x 
+ ~ ( P ) 
0). 
Bizonyítás. A 2. Lemmára támaszkodva, állításunkat az 1. Tételhez hasonló 
módon bizonyíthatjuk. 
Vizsgáljuk meg most a ritkítási eljárás során invariáns alapul vett rekurrens 
folyamatokat. Azt mondjuk, hogy az alapul vett rekurrens folyamat a 7 j (vagy 
akármelyik P,) transzformációra nézve invariáns, ha a Tx transzformáció végre-
hajtása után nyert rekurrens folyamat eloszlásfüggvénye megegyezik a transzfor-
máció elvégzése előtti eloszlásfüggvénnyel. 
3. T É T E L . Tekintsük azokat a rekurrens folyamatokat, amelyeknek F(x) eloszlás-
függvénye véges várható értékkel rendelkezik. Az (1) formula által adott f ( z ) gene-
rátorfüggvényhez tartozó Tx transzformációra nézve egyedül a G j eloszlásfügg-
vénnyel rendelkező rekurrens folyamatok invariánsok, ahol G(x) az 1. Lemmában 
definiált eloszlásfüggvény és p tetszőleges rögzített pozitív szám. 
Bizonyítás. Legyen az alapul vett rekurrens folyamat eloszlásfüggvénye G 
Először belátjuk, hogy ez a folyamat a Tx transzformációra nézve invariáns. Ugyanis 
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a Tx végrehajtása utáni rekurrens folyamat Tűp/űce-transzformáltja 
/ ( * ( £ ) ) , R e 5 s 0, 
ahol g(s) a G(x) eloszlásfüggvény Laplace-transzformáltja. Ismeretes, hogy g(s) 
eleget tesz a 
g(s) 
függvényegyenletnek (vő. [3], 1. fej. 8.2. Tétel). Ezért a 7 j transzformáció elvégzése 
utáni rekurrens folyamat eloszlásfüggvényének Z-np/űce-transzformáltja gips). 
Vagyis a transzformáció elvégzése utáni rekurrens folyamat eloszlásfüggvénye is 
Fordítva, legyen az alapul vett rekurrens folyamat invariáns és a hozzá tartozó 
F(x) eloszlásfüggvény /t > 0 várható értékű. Beláthatjuk, hogy F ( x ) = g | — j . Ha 
<p(s) jelöli az F{x) függvény Lnp/ace-transzformáltját, akkor az alapul vett rekurrens 
folyamat invarianciája miatt 
(4) < P Ó ) = / k 
A g(ps) Laplace-transzformált ugyancsak kielégíti ezt a függvényegyenletet, továbbá 
mindkettő várható értéke p. Ismeretes (vö. [3], 1. fej. 8.2 Tétel), hogy ekkor 
F(x) = G 
Tételünket ezzel bebizonyítottuk. 
Egy következő dolgozatban a pontfolyamatok ritkításának további problémáira 
vissza fogunk térni. 
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О РЕДЕЮЩИХ РЕКУРРЕНТНЫХ ПРОЦЕССАХ 
J . MOGYORÓDI 
Рассмотрим исходный рекуррентный процесс: ?„ = 0<?i-=:?2-=:... т. е. случайный поток 
такой, что разницы ti — ti_1 = Çi (1=1 ,2 , . . . ) неотрицательные, независимые и одинаково 
распределенные случайные величины. Введем следующую операцию: пусть vi"7 (1, и = 1 , 2,. . .) 
независимые и одинаково распределенные случайные величины, принимающие целые поло-
жительные значения и не зависящие от исходного случайного потока. Пусты[0> = ?, (1=0, 1, 2,... 
и определим рекуррентно случайные потоки следующим образом: 
Доказывается, что, если P(vín ) = Á)< 1, ( к = 1, 2...), и ű 2 (v(" ' )< + существует предел 
для всех фиксированных 1= 1, 2,..., где С(х) непрерывная функция распределения, 
и /I = Mit , — lj-i)-= + ~ (1=1, 2,...). Исследуется также функция распределения исходного 
рекуррентного потока, останушаяся инвариантной при вышеупомянутых операциях. 
(л>= Г) ,<„>_ ,(л-1) ,(«)_,(л-1) 
о - и, í j —t , г2 - ' , „ . , „(П)+ ï(>o'" ( « = 1 , 2 , . . . ) 
/ 
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ADOTT TÍPUSÚ VÉLETLEN GRÁFOK 
TULAJDONSÁGAIRÓL 
írta: PALÁSTI ILONA 
1. Bevezetés 
A gráfelmélet a matematika egyik, az utóbbi évtizedekben fejlődésnek indult 
ága, amely felhasználható közlekedési hálózatok, bizonyos kémiai problémák, 
elektromos hálózatok tanulmányozására szolgáló modellként. Alkalmazható 
továbbá az ekonometriában, a híradástechnikában stb. 
Nézzük meg először, hogy mit is értünk a „g rá f " kifejezés alatt, és idézzünk 
néhány alapfogalmat, amelyeket a későbbiek során majd felhasználunk. 
Matematikailag egy gráfot két halmaz megadásával, a csúcsok és az élek hal-
mazának az előírásával definiálunk. Legyen tehát adva azn számozott Px, P2, ..., Pn 
pontból álló véges P ponthalmaz. Nevezzük a P ponthalmaz Pt € P elemeit csúcsok-
nak és magát a P ponthalmazt pedig a csúcsok halmazának. Egy G gráf értelmezhető 
a csúcsok P halmazán, vagyis G valamilyen módon függ a P halmaztól: 
(1 .1) G = G(P). 
Pontosabban G adott, ha előírjuk az 
(1 .2) e = (P„Pj)i P„Pj£P 
pontpároknak olyan családját, amely feltünteti, hogy mely csúcsok vannak össze-
kötve. Az ilyen, vagyis az (1.2) által definiált pontpárokat, vagy csúcsok párjait 
a gráf c/einek nevezzük, a Pt és Pj csúcsokat pedig ezen e élek végpontjainak. 
Ha tehát egy gráfot egy elektromos hálózattal interpretálunk, akkor a gráf 
csúcsai a csatlakozási, vagy csomópontok, az élek pedig a huzalok. 
Definiáljuk az olyan éleket is, amelyeknek mindkét végpontja azonos 
(1.3) l = (Pi ,Pd-
Az ilyen (1. 3) éleket hurok-éleknek fogjuk nevezni. A hurok-él ugyanabba a P( 
csúcsba tér vissza, amelyből kiindult úgy, hogy közben nem megy át más csúcsokon. 
Az élek fenti, (1 .2) definíciójában figyelembe vehetjük, vagy figyelmen kívül 
hagyhatjuk az élek végpontjainak az előfordulási sorrendjét is. Ha a sorrend lényeg-
telen, vagyis ha 
(1.4) с = (Л-, Pj) = (Pj, A), 
akkor azt mondjuk, hogy az e irányítás nélküli, vagy nem irányított él. Ha azonban 
a sorrendre is tekintettel vagyunk, azaz ha előírjuk, hogy a Pt a kezdőcsúcsa, a P j 
pedig a befejező csúcsa legyen az e élnek, akkor az e élt irányított élnek fogjuk ne-
vezni. Azt is mondhatjuk, hogy az e él a Pt csúcsból kimenő él, és egyben a P j 
csúcsba bemenő, vagy befutó él. Az irányított és nem irányított élekre egyaránt 
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vonatkozó terminológia: az e él a P, és P j csúcsokhoz illeszkedik, és fordítva, a P, és 
P j csúcsok az e élhez illeszkednek. 
Izolált az olyan csúcs, amelyhez nem illeszkedik egyetlen él sem. A csak izolált 
pontokból álló gráfot null-gráfnak hívják. 
Ha az élek irányítottak, akkor irányított gráfró\ beszélünk, míg a nem irányí-
tott gráfban az összes élek irányítás nélküliek. 
Ugyanarról a gráfról lehet egy teljesen másnak látszó diagramot is szerkesz-
teni, ezek izomorf gráfok. Pontosabban: akkor mondjuk, hogy két gráf a G és a G' 
izomorf, ha a P és P' csúcshalmazok között van egy olyan, pontról pontra való hozzá-
rendelés, hogy a megfelelő csúcsok csak akkor vannak összekötve az egyik gráf-
ban, ha a másikban levő megfelelő csúcsok is össze vannak kötve egy éllel. Ha ezek 
az élek irányítottak, akkor még az irányításnak is megfelelőnek kell lenni. így tehát 
nem lesz fontos, hogy a gráf melyik képét használjuk, hiszen az izomorf gráfok 
ugyanazokkal a gráftulajdonságokkal rendelkeznek. 
Fontos speciális gráf a (nem irányított) teljes gráf, az olyan U = U(P) gráf, 
amelynek éleit a P halmaz összes különböző (P ;, Pj) csúcspárjaival megadható, 
összes lehetséges élek alkotják. 
A G(P) gráf részgráfján egy olyan D(Q) gráfot ériünk, amelyben a D(Q) gráf 
éleinek halmaza, részhalmaza a G(P) gráf éleiből álló halmaznak, vagyis igaz az, 
hogy eD<zeG és a QczP. 
Egy irányítás nélküli G gráfban jelöljük g(Pa)-val azoknak az éleknek a számát, 
amelyeknek közös végpontja a Pa csúcs. Ezt а д számot a Pa csúcs fokszámanak, 
vagy foka nak nevezzük. 
Szükségünk lesz még a következő definíciókra is. 
Ha a G gráfnak n csúcsa és N számú éle van, akkor a G gráf csúcsainak az átla-
2 N 
gos fokszámát, a — számot a G gráf fokának, fogjuk nevezni. 
A G gráfot kiegyensúlyozott gráj'nak fogjuk nevezni, ha nincs olyan részgráfja, 
amely magasabb fokú lenne mint maga a gráf. 
A gráf fiijának az élek olyan sorozatát nevezzük, amelyben minden él vég-
pontja megegyezik az utána következő él kezdőpontjával úgy, hogy kétszer ugyanaz 
az él, vagy kétszer ugyanaz a csúcs mint kezdőpont, illetve kétszer ugyanaz a csúcs 
mint végpont nem szerepelhet a sorozatban. А p = {P0, P 1 ; . . . , Ph) út hossza, 
a h, egyenlő azoknak az éleknek a számával, amelyekből az út áll. 
A kör olyan véges p = {P0, Plt ...,Pk} út, amelyben a P„ kezdőcsúcs egybe-
esik a Pk utolsó csúccsal. Az egységnyi hosszúságú kör, amely az egyetlen (P ;, P,) 
élből áll, az (1. 3) definíció szerint a hurok. А к élt és к pontot tartalmazó kört к-ad 
rendű (vagy к hosszúságú) körnek nevezzük. 
Azt mondjuk, hogy egy gráf összefüggő, ha bármely Pk és P, csúcsok esetén 
(ahol Pk Pj) van a Pk csúcsból a P r b e vezető út. A definíció szerint a kör önmagában 
is egy összefüggő gráf. 
Lényegében már a definícióból is következik, hogy egy gráf akkor és csak akkor 
összefüggő, ha csupán egy komponense (azaz egyetlen izolált részgráfja) van. 
Az olyan összefüggő G gráfot, amelynek к csúcsa van és egyik részgráfja sem 
kör, k-ad rendű (vagy terjedelmű) fának nevezzük. Egy k-ad rendű fának tehát 
k—\ éle van. 
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A bevezetőben elmondottakkal kapcsolatban elsősorban O . O R E [ 1 ] és C. B E R G E 
[2] könyveire hivatkozunk. 
Jelen dolgozatban adott típusú, véletlen gráfok aszimptotikus tulajdonságait 
vizsgáljuk, ha a pontok száma n — Foglalkozunk pl. különböző faj ta pontokból 
(két szinű véletlen gráfok) és bizonyos típusú összeköttetésekből (irányított véletlen 
gráfok) álló gráfok esetében a szerkezeti tulajdonságok és az összefüggőség, vala-
mint a gráfok fejlődésének kérdéseivel. 
Módszereink a kombinatorikus gráfelmélet és a valószínűségszámítás körébe 
tar toznak. F. FIARARY [3] dolgozatában átfogó bibliográfiát adott meg a kombina-
torikus gráfelmélet körébe tartozó irodalomról. 
Valószínűségszámítási meggondolások elsőnek E R D Ő S P Á L [ 4 ] dolgozatában 
kerültek felhasználásra gráfelméleti tételek bizonyításánál. E R D Ő S P Á L és R É N Y I 
A L F R É D [5], [6], [8] dolgozataiban kidolgozott valószínűségszámítási módszerek 
képezik tételeink bizonyításának eszközét. A valószínűségszámításban elfogadott 
jelöléseket fogjuk használni. P(...)-vel fogjuk jelölni a zárójelben levő esemény való-
színűségét, az M(£) a ç valószínűségi változó várható értékét, D 2 ( í ) pedig a szórás-
négyzetet jelenti. 
2. A véletlen gráfok 
Az n számú számozott csúcsból és az N élből álló F„
 N gráfot akkor nevezzük 
véletlen gráfnak, ha ezt az N élt (az egyenletes eloszlás szerint) véletlenszerűen választ-
juk ki az összes lehetséges j él közül. Más szavakkal, tekintsük a P1, P2, ..., P„ 
csúcsok halmazát, ebből véletlen gráfot úgy kapunk, ha az összes lehetséges 





A rn,N véletlen gráfban lehetnek izolált pontok is és ezeket is a F„ N-hez ta r tozók-
nak tekintjük. 
Jelöljük most (7„iJV-nel azt a tetszőleges, rögzített gráfot , amely » számozot t 
pontból es N élből áll, akkor annak a valószínűségé, hogy а Г
п
 ^ véletlen gráf azonos 
legyen az adott Gn w-nel, az l j í ^ ) j hányi dossal lesz egyenlő. Ál ta lánosabban: 
N _ 
jelentsen A most egy olyan tulajdonságot, amellyel a G„
 N gráf rendelkezhet, vagy 
nem rendelkezhet, és legyen AnJV az A tulajdonságú, ilyen gráfok száma. Jelöl jük 
továbbá P„
 v(/l)-val annak a valószínűségét, hogy а Г„ N véletlen gráf rendelkezik 
az A tulajdonsággal, akkor ez a valószínűség: 




lehetséges kiválasztás valószínűsége azonos legyen. 
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Egy másik, ekvivalens megfogalmazás a következő: Legyen adva n számozott 
t /M 
csúcs. Válasszunk ki az összes lehetséges L J él közül találomra egy élt úgy, hogy 
az összes élek ilyen kiválasztása egyenlő valószínűségű legyen. Ezek után a meg-
maradt í ^ j ~ 1 élből választunk ki egy másik élt és úgy folytatjuk ezt az eljárást, 
hogy ha к élt már rögzítettünk, akkor a megmaradt Q él bármelyike egyenlő 
valószínűséggel választható ki mint soron következő. Ily módon az élek számának 
növelésével a véletlen gráfok növekedését, fejlődését lehet tanulmányozni, meg 
lehet adni a gráf szerkezeti tulajdonságait, különböző fejlődési fokon, ha az N az 
и-nel együtt nő. 
A véletlen gráfok fenti definíciója, fejlődésének és szerkezeti tulajdonságainak 
vizsgálata E R D Ő S P Á L és RÉNYI A L F R É D nevéhez fűződik. (Ezek elemzése, elméleti 
megalapozása, bizonyítási módszereinek kidolgozása az [5], [6], [7] és [8] dolgozataik-
ban található meg részletesen.) 
Véletlen gráfokkal T . L . A U S T I N , R . E . F A G E N , W . F . PENNEY és J . R I O R D A N 
is foglalkoztak [9] , továbbá J . W . M O O N és L . MOSER [ 1 0 ] dolgozatukban. 
ERDŐS P . és RÉNYI A . vizsgálatainak fő célja bizonyos szerkezeti tulajdonságokra 
vonatkozó küszöbfüggvények (vagyis azok a függvények, amelyeknél ezek a tulaj-
donságok megjelennek), illetve a megfelelő eloszlásfüggvények meghatározása volt. 
Vizsgálták pl., hogy а Г„
 N véletlen gráfban adott típusú részgráfok (fák, adott 
nagyságú körök, teljes részgráfok stb.) milyen valószínűséggel fordulnak elő, adott 
fejlődési fokon. Tanulmányozták továbbá a véletlen gráfok bizonyos általános 
tulajdonságait (összefüggőség, az összefüggőség erőssége, az összefüggő komponen-
sek teljes száma stb.). 
Mint már említettük, a véletlen gráfok fejlődését a gráf éleinek növelése során 
figyelhetjük meg. A fejlődés fokát azáltal értelmezzük, hogy megmondjuk, hogy 
az N, azaz az élek száma, a csúcsok számának az /i-nek milyen függvényeként fejez-
hető ki. (Vagyis megadjuk, hogy N az n-nek mely adott függvényével fejezhető ki 
aszimptotikusan.) 
Adott fejlődési fokon „tipikus" struktúra alatt olyan szerkezeti tulajdonságot 
értünk, amelynek a valószínűsége l-hez tart, ha n Ha tehát A egy olyan tulajdon-
ság, amelyre 
(2.2) lim Pn,N(n)(.A) = 1, 
n—« 
akkor azt mondjuk, hogy „majdnem minden" Г
п NW gráf rendelkezik ezzel az A 
tulajdonsággal. 
A gráfok fejlődését felfoghatjuk úgy is, mint pl. egy ország közlekedési háló-
zatának (autóbuszvonalainak, vasútjainak, repülőgép-járatainak stb.) fejlődését 
reprezentáló, igen leegyszerűsített modellt. 
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3. A véletlen gráfok összefüggéséről 
Az első kérdés, amefy a gráfokkal kapcsolatban felmerül az, hogy összefüggőek-e, 
vagy sem. Ennek a kérdésnek matematikai érdekessége is van, és a gyakorlati alkal-
mazás szempontjából is fontos [11]. Ezért foglalkozunk mi is először az összefüg-
gőség kérdéseivel. 
E R D Ő S P Á L és R É N Y I A L F R É D az [ 5 ] dolgozatban vizsgálták a véletlen gráfok 
összefüggőségét az n esetén. Összefüggőnek azt a r„_jV véletlen gráfot nevezték, 
amelyben bármely pontból, bármely másik pontba vezet út. Bebizonyították azt, 
hogy ha az élek száma 
n
 , 
log л + с и , (3. 1) Nc = 2 
ahol а с tetszőleges, rögzített, valós szám, az [x] pedig az x szám egész részét jelenti, 
és ha Р0(и, jVc)-vel jelöljük annak a valószínűségét, hogy а Гп ^с összefüggő legyen, 
akkor az összefüggőség valószínűsége a 
(3.2) l imP
 0 ( и , Л У = e - e " 2 c 
n - oo 
határértékhez tart. 
Felvetették továbbá azt a kérdést, hogy más, bonyolultabb típusú véletlen gráfok 
esetén hogyan alakul az összefüggőség valószínűsége. 
Ezt a kérdést a [12] dolgozatban a páros körüljárású, véletlen gráfok, a [13] 
dolgozatban pedig az irányított, véletlen gráfok esetében válaszoltuk meg. 
Mielőtt az eredményeket részleteznénk, nézzük először a definíciókat. Páros 
körüljárásúnak azt a Gnu,uN gráfot nevezzük, amelynek m számozott Plt P2, ..., Pm 
pontja van az egyik színű pontok halmazából, и adott Q1, Q2, . . . , Qn csúcsa a másik 
színűekből, és olyan N számú éle van, amelyek csak különböző színű pontokat 
köthetnek össze. Elképzelhetjük ezt pl. úgy, hogy az összes Pt ( i = 1, 2, . . . , m) 
pontok pirosak, és az összes Qj (j= 1,2, . . . , и) pontok pedig kék színűek, és fel-
tesszük azt, hogy azonos színű pontokat él nem köthet össze. (Szokás ezeket a páros 
körüljárású gráfokat páros gráfoknak, kétkromatikus vagy kétszínű gráfoknak is 
nevezni.) 
Véletlen, páros körüljárású gráfot úgy kapunk, ha az összes lehetséges mn él 
közül véletlenszerűen választunk ki TV számú élt, úgy, hogy feltesszük, hogy minden él 
kiválasztása azonos valószínűségű. Ez a valószínűség tehát az hányadossal 
egyenlő. Az ilyen típusú véletlen gráfokat Г„, „ nel fogjuk jelölni. (Lásd a [12], 
[14] és [15] dolgozatokat.) 
A páros körüljárású Gm „ N gráf összefüggő, ha bármely P; csúcsból bármely 
Qj csúcs elérhető egy olyan /2 úttal, amely a Gm n N gráfhoz tartozik. 
A [12] dolgozatban a páros körüljárású, véletlen gráfokra megmutattuk, hogy 
az И2~АИ esetben, ahol Á > 1 állandó, annak a valószínűsége, hogy а Г
т п N gráf 





ha a kiválasztott élek száma 
(3. 4) NCi x = [m log m + сиг], 
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és P {m, n, А
с>л) jelöli az ilyen, páros körüljárású, véletlen gráf összefüggőségének 
a valószínűségét. 
Abban a speciális esetben, ha A = 1, a véletlen, páros körüljárású gráfok össze-
függőségének valószínűsége az e~2e'c határértékhez tart, ha Nc = [n log n + cn\ 
számú élt választunk ki. 
E tételek részletes bizonyítását a következő, 4. fejezetben fogjuk tárgyalni, 
itt most csak áttekintést adunk a tárgykörről, és a továbbiakban az irányított, vélet-
len gráfok összefüggőségével foglalkozunk. 
Az irányított élek és irányított gráfok definícióját már a bevezetésben megadtuk, 
rátérhetünk tehát az irányított, véletlen gráfok definíciójára. 
Irányított véletlen Г„tN gráfot úgy kapunk, ha az összes lehetséges n2 
(irányított) él közül választjuk ki azt a N számú élt, amely az n ponthoz illeszkedik 
(n2\ 
úgy, hogy az élek összes lehetséges I I kiválasztásáról feltesszük, hogy egyenlő 
valószínűségűek. (A definíciónak az a része, hogy n2 irányított él közül választjuk 
ki a A számú élt, azt jelenti, hogy most a hurok-éleket, azaz a (P ( , P ;) éleket és a 
(P ; , Pj) mellett a (Pj, P,) éleket is megengedjük. Feltesszük továbbá, hogy két 
csúcsot azonos irányítású, párhuzamos élek nem köthetnek össze.) 
Az irányított gráf összefüggő (gyengén összefüggő), ha a gráf minden csúcs-
párját az irányított élek egy sorozata kapcsolja össze. A közönséges (nem véletlen) 
irányított gráfok esetére vonatkozó, különböző összefüggőségi fogalmak és azok 
alkalmazásai megtalálhatók pl. B . R O Y [ 1 6 ] vagy L . W . B E I N E K E és F . H A R A R Y [ 1 7 ] 
dolgozatában. 
Az összefüggőség itt említett definíciójából könnyen látható, hogy annak a való-
színűsége, hogy az irányított, véletlen gráf összefüggő legyen, határértékben meg-
egyezik az E R D Ő S P . és R É N Y I A. által adott (3. 2 ) határértékkel, amely az irányítás 
nélküli, véletlen gráfok összefüggőségének a valószínűségére vonatkozik. A különb-
ség csupán az, hogy az Erdős—Rényi-féle véletlen gráf valamennyi élét egy-egy 
tetszőleges irányítással látjuk el. (Eltekintve természetesen attól, hogy mi most 
a hurok-éleket és az ellentétes irányítású párhuzamos éleket is megengedjük.) 
Éppen ezért az irányított, véletlen gráfok esetében az erős összefüggőséggel 
való foglalkozás látszik az érdekesebb problémának. 
Az irányított gráf erősen összefüggő, ha a gráf bármely pontjából bármely másik 
pontjába kölcsönösen el lehet jutni, egy-egy jól irányított úttal. (Tehát oda is vezet 
út, és visszafelé is van egy irányított út.) 
Az ilyen gráfokra igaz a következő tétel: 
Ha P(«, Nc) jelenti annak a valószínűségét, hogy a P„ Nc irányított, véletlen 
gráf erősen összefüggő, feltéve, hogy a kiválasztott élek száma 
(3.5) Nc = [и log и + си], 
akkor 
(3.6) lim P (и, Nc) — е~2е'с. 
п —ОО 
A bizonyítást az 5. fejezetben fogjuk részletezni. 
Összefoglalva az eredményeket látjuk, hogy az irányított, véletlen gráfok erős 
összefüggőségére vonatkozó valószínűség határértéke ugyanaz, minta Px, P 2 , . . . , P„ 
piros és a Qx, Q2, •••, Q„ kék színű csúcsokkal rendelkező P„t„;)V páros körüljárású 
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véletlen gráfok összefüggőségi valószínűségének a határértéke. (Pontosabban, 
azoknak a páros körüljárású, véletlen gráfoknak a határértékével egyezik meg, 
amelyekben aszimptotikusan egyenlő elemszáma van a különböző színű pontok 
halmazának.) Feltéve, hogy a kiválasztott élek száma is megegyezik és Nc = 
= [n log n + cn\. Ez az eredmény nem túlságosan meglepő, hiszen ismeretes 
a gráfelméletben az a tény, hogy az irányított, közönséges (nem véletlen) gráfok 
egyértelműen és kölcsönösen átvihetők az azonos pontszámú, páros körüljárású grá-
fokba (egyszerűen az irányított gráf csúcsainak a kettévágása vagy megkettőzése 
által). De ezek az eredmények érdekesek, már csak azért is, mert ez a leképezés nem 
tart ja meg a gráf összefüggőségi tulajdonságát. 
4. A páros körüljárású, véletlen gráfok összefüggőségéről 
Amint azt már az előző fejezetben is említettük, E R D Ő S P . és R É N Y I A. az [5] 
dolgozatban válaszoltak arra a kérdésre, hogy mi a valószínűsége annak, hogy а Г
п N 
véletlen gráf összefüggő legyen. Megmutatták azt, hogy ha az élek száma a (3. 1) 
alakú, akkor a (3. 2) adja meg annak a valószínűségét, hogy a gráf összefüggő. 
Bizonyításuk gondolatmenete a következő: 
Nevezzük A típusúaknak azokat a gráfokat, amelyek egy összefüggő részgráf-
ból, és к számú, izolált pontból ( k = 0 , 1 , . . .) állnak, az összefüggő részgráfnak 
(n — k) csúcsa van. Az összes többi olyan gráfot, melyek nem A típusúak, A típusú-
nak nevezték. Jelölje P(A, n, Nc) annak a valószínűségét, hogy a véletlen gráf 
A típusú. 
Megmutat ták azt, hogy erre a valószínűségre igaz a következő: 
(4.1) lim P (Ä, n, Nc) = 0, 
feltéve, hogy Nc a (3. 1) alatt megadott alakú. Azaz a véletlen gráfnak 1 valószínű-
séggel nem lehet egynél több olyan komponense, amely legalább két csúcsot tartal-
maz. 
Jelöljük most PJ(n, Ac)-vel annak a valószínűségét, hogy а Г„ Nc véletlen gráf 
nem tartalmaz izolált pontokat, akkor (4. l)-ből és (3. 2)-ből következik, hogy 
(4. 2) lim (P„* (n, Nc) - P0(in, ЛУ) = 0. 
П —OO 
Ezek után már csak azt kellett bizonyítani, hogy 
(4.3) l i m P *(n,Nc) = е-е~2с, 
П-* OO 
ami már viszonylag nem nehéz, és így a (3. 2) már következik a (4. 2) és a (4. 3) 
kifejezésekből. 
A probléma megoldásánál azért kellett ezt a bonyolult utat választaniok, 
mert az n csúcsból és a N élből álló összefüggő gráfok számát megadó és könnyen 
kezelhető, olyan explicit formula nem ismeretes, amelynek segítségével az összefüggő 
gráfok aszimptotikus tulajdonságai is tanulmányozhatók. 
Célunk a továbbiakban a páros körüljárású, véletlen gráfok összefüggésének 
a valószínűségét meghatározni és ezen valószínűségeknek vizsgáljuk az aszimptotikus 
tulajdonságait. 
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Mint már említettük, a páros körüljárási! Gm n N gráf összefüggő, ha bármely 
Pt elérhető bármely Q}-bői, egy a Gm„ jJV-ben levő úttal. (Ez a definíció maga után 
vonja azt a tényt is, hogy bármely két pont elérhető egy úttal.) 
A páros körüljárású gráfoknak azzal az esetével fogunk foglalkozni, amikor 
az m~Án (ahol a A s l állandó). Legyen először Á = l , még pontosabban, legyen az 
m=n. Akkor igaz a következő tétel: 
4. 1. T É T E L . Ha P (и, и, Nc) jelenti annak a valószínűségét, hogy а Г„ n Nc páros 
körüljárású, véletlen gráf összefüggő, feltéve, hogy 
(4 .4) Nc = [я log n + cn], 
(ahol а с tetszőleges, rögzített, pozitív, valós szám), akkor 
(4 .5) lim P (и, n, Nc) = e~2e'c. 
rt — со 
Bizonyítás. E R D Ő S P. és R É N Y I A. [5] dolgozatának meggondolásaihoz hasonlóan, 
nevezzük A t ípusúaknak azokat a páros körüljárású gráfokat, amelyek egy össze-
függő komponensből és к ( k = 0, 1, . . . ) olyan, izolált pontból állnak, amelyek az 
egyik színű pontok halmazába tartoznak, és / (/ = 0, 1, . . . ) izolált pontból a másik 
színből, és amelyekben az összefüggő részgráfnak n — k csúcsa van az egyik színű 
csúcsokból és n — l csúcsa a másik színűekből. Minden egyéb gráf A típusú. 
Bizonyítsuk be először is a következő lemmát : 
4 . 1 . L E M M A . Legyen Р(Л, n, n, Nc) annak a valószínűségé, hogy a /,, n<\r 
véletlen gráf Ä típusú. Akkor 
(4.6) ' lim P (A, n, n, Nc) = 0, 
n-*-oo 
ahol az Nc (4. 4) alakú. Vagyis, ha az n elég nagy, akkor ,,majdnem minden Г„ „ Nc 
páros körüljárású, véletlen gráf A típusú, feltéve, hogy a (4. 4) teljesül. 
A 4. 1. lemma bizonyítása. Legyen U = \og\ogn. Akkor minden olyan Г
п л Л о  
páros körüljárású gráf, amely a Px, P2, ..., Pn és a Qx, Q2, Qn csúcsokból 
és Nc élből áll, a következő két osztály egyikébe tartozik: soroljuk az Ev osztályba 
azokat a gráfokat , amelyekben a legnagyobb (azaz a legtöbb csúcsot tartalmazó) 
összefüggő komponens legalább n — U piros és legalább n — U kék pontot tartalmaz. 
Az összes többi gráfok (vagyis azok a gráfok, amelyekben a legnagyobb, összefüggő 
részgráf n — (7-nál kevesebb piros, vagy n — ü-nál kevesebb kék pontot tartalmaz) 
az Ev osztályba tartozzanak. 
Jelentse r és s а legnagyobb összefüggő komponenshez nem tartozó pontok, 
azaz a legnagyobb összefüggő komponens külső pont ja inak számát. Legyen r 
az olyan, külső pontok száma, amely az egyik színű pontok halmazába tartozik és 
jelentse s a másik színű külső pontok számát. Becsüljük először a külső pontok számát. 
Ha a gráf t komponensből áll, akkor jelöljük az í'-edik komponenshez tartozó 
piros pontok számát a(-ve 1, és az /-edikhez tartozó kék pontok számát h;-vel. így 
természetesen teljesülnek a 
t t 
2 ö; = 2 bi = n, 
i=l i=l 
és a 
i = l 
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összefüggések. A számtani és geometriai közepekre vonatkozó egyenlőtlenség fel-
használásával 




max (a, + bj) ^ 2 (at + *>•) | S 4 A c , 
max (ö( + Z>;) s 
2A„ 
I lyenformán, ha a legnagyobb összefüggő komponens и — r piros és n — s kék pont-







max (n — r, n — 5) S Nr 
« — min (r, s) 
m i n ( r , s) ^ n — 
N e 
A , 
Rögzítsük most a legnagyobb összefüggő komponenshez tar tozó n — r piros 
és n — s kék pontok számát ; akkor ezeket a pontoka t a külső pontokka l s(n — r) + 
-1- r(n - s) éllel lehet összekötni, de a (4. 7) miat t ez a komponens és ezek az élek 
nem tar toznak egy Ev t ípusú gráfhoz. Pontosabban,a definíció szerint az Ev osztályba 
tar tozó gráfok legnagyobb komponensének mindkét színből legalább « — log log и 
csúcsot kell tar ta lmaznia, jelen esetben pedig a (4. 7) miatt a kevesebb elemű külső 
pontok száma legfeljebb « — log« , tehát a legnagyobb komponens csúcsainak 
száma így legalább log « < « — log log л szükségképpen az ilyen gráfok száma ё 
mint azoké, amelyek az Ev osztályba tar toznak. így, ha Jí (Ev, л, «, Nc) jelenti 
azoknak a g rá foknak a számát, amelyek nem tar toznak az Ev osztályba, akkor 
(4 .8) JÍ(Ev,n,n,Nj) s 2 2 2 M M Í " 
i»<i<« » c { r ) { s ) \ OSsSn-
sSr 
2




, n, n, Nc) jelenti annak az eseménynek a valószínűségét, hogy 
gráf nem az Ev osztályba tartozik, akkor 
(4 .9) P (Ev,n,n,Nc) 
J f ( E v , n, n,Nc) 
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Ahonnan (az 1 - x ^ e ~ x egyenlőtlenség felhasználásával) azt kapjuk, hogy 
"
2





A (4. 4) feltétel felhasználásával, a (4. 9) és a (4. 10) összefüggésekből következik, 
hogy ez a valószínűség 
(4.11) P(Eu?n,n,Nc)^2 2 2 ars, 
ahol 





 — S (и — г) —Г (и — 5) 2 rs „ (log и + с) — er—cs + 2 
A , l e " 
А . 
r\s\ 
А (4. 11) összeg becslésénél a következő 3 esetet különböztetjük meg: 
1. Eset. í r juk a (4. 12) kifejezést a következő alakba: 
e ( 2 - c ) r + ( 2 - c ) S + 2 ^ i ( l o g „ + c ) _ 2 r _ 2 s 
(4.13) — e 
Vegyük először azokat a tagokat, ahol az r és 5 értékeire igaz a következő 
vs (log/2 + c) S r + S, 
n 
azaz 
(4.14) b 8 » ± £ s l + I . 
n r s 
A (4. 14) pedig feltétlenül teljesül, ha 
(4.15) s 
log и + с 
Akkor mondjuk azt, hogy az első eset forog fenn, ha az s eleget tesz a (4. 15) egyenlőt-
lenségnek. így az 
í , ( 2 - c ) r + ( 2 - c ) s + 2 
(4-16) a r s 
egyenlőtlenség igaz lesz, ha a (4. 15) teljesül, vagy más szavakkal, ha az 1. eset áll fenn. 
2. Eset. Tekintsük most a (4. 11) összeg tagjait abban az esetben, ha az s 
nagyobb, mint a (4. 15) jobb oldala, de igaz az, hogy 
(4. 17) r + s á n . 
MTA III. Osztály Közleményei 19 (1969.) 
ADOTT TÍPUSÚ VÉLETLEN GRÁFOK TULAJDONSÁGAIRÓL 4 3 
Alkalmazzuk a St/Wing-formulát, s akkor elég nagy n esetén ezek a tagok kisebbek 
lesznek a következő kifejezésnél: 
Í2 rs ] 
(4.18) exp ! - ( logn + c) + (l -c)(r + s) — r log r — . s logxí . 
Felhasználva még a következő egyenlőtlenséget: 
, ^ (r + í ) 2 
2 r t S — . — , 
nyerjük, hogy a (4. 18) formula zárójelben levő kifejezése kisebb lesz, mint 
(r + s)2 
(4.19) (logn + c) + ( l - c) + (r + j ) - (r log/• + .$ logs) . Zn 
Mivel az x log x konvex függvény, a Tenscn-egyenlőtlenségből következik, hogy 
Г ~h S 
- ( r l o g r + s l o g s ) S - ( r + s ) l o g — J - . 
Tehát a (4. 19) kisebb lesz, mint <p(x) + x log 2, ahol a 
X 2 
<p (x) = (log n + c) + (1 - c) x - x log x, 
és az 
x = r + s. 
2 n 
Mivel a (4. 17) szerint -
 a cp(x) deriváltja: logn + c 
x 
q>' (x) = — (logn + c) — ( logx + c) < 0, ha az e1~c < x s n, 
n 
x 
mert az — — - növekvő függvénye az x-nek, ha az 
с + log x 
e 1 - c < x «= п. 
Következik tehát, hogy 
(4.20) <p(x)S(p 2n I ^ _ 2 n +
K n l o g l o g « 
logn + c J log и 
ahol a 0 állandó. így tehát a (4. 11) jobb oldalán levő azon tagok összege, ame-
lyekre a (4. 17) egyenlőtlenség igaz, nem haladja meg az n2e~" értéket, vagyis ez 
az összeg n— °° esetén a 0-hoz fog tartani. 
3. Eset. Legyen r ' = n—s, és s' = n — r. Vegyük figyelembe, hogy a szim-
metria miatt ű „ = e r V ; így azon ars tagok becslése, amelyekre nézve az r ' + s ' < n , 
és mivel az r + s > n egyenlőtlenségből következik, hogy r ' + s ' < n , továbbá az 
N N 
s ^ n összefüggésből kapjuk, hogy r ' s — - > £ / = log log n, ha n elég nagy. 
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Ily módon a (4. 11) valószínűségre igaz, hogy: 
P(Eu,n,n,Nc)^2 Z 
U<r-=:n 
(4.21) S 4e2 2 
Ä 4e2+e° 
p(2-c)r 
O S S Î » -
n 
rms 
U'-S'-n í ! 
2 ars = 
Nc 
+ о(\)Ш 
e ( 2 - c ) s | 
V-=s si ) 
Ha az С/— t», és ez teljesül, mert az U-t úgy választottuk meg, hogy í/ = loglogn 
legyen, következik, hogy a keresett valószínűség határértéke: 
(4.22) lim P (£iog iog „, = 0-
Most már csak azt kell bizonyítani, hogy 0-hoz tart annak a valószínűsége, 
hogy a véletlen gráf ne legyen A típusú, de ugyanakkor beletartozzék az Eloglog„ osz-
tályba. (Azaz a gráf legnagyobb komponensének legalább и — loglog« csúcsa 
legyen és még legalább egy élt tartalmazó további komponenssel is rendelkezzék.) 
Mivel az ilyen gráfban a legnagyobb komponensnek « — r piros és n—s kék 
pontja van, ezért, ha most q S 1 jelenti azoknak az éleknek a számát, amelyek nem 
tartoznak a legnagyobb összefüggő komponensekhez (hanem annak az r, ill. s számú 
külső pontját kötik össze), az összes lehetséges rs külső él közül, | ' J j-féleképpen 
választható ki q él. A megmaradó Nc — q belső élt pedig az (« — r) (« — s) lehetőségek 
közül választhatjuk ki, a keresett valószínűség tehát: 
и и 
(4.23) P (AElBgloen,n,n,Nc)^ 2 Z \ " \ " I 2 
r = l s = l V ' M •> ) Î = 1 
Felhasználva a következőket: 
" ] [ " ] < — 
r J ( s J r\s\ í \ " U 
1 < 2r\ 
es 
[ (« - / • ) ( « - * ) 
{ Nc-q N..\ 1 
И 
Nc-1 
П (Nc — q) ! mn (mn — 1)... (mn — q + 1) fái 
\m-r)(ji-s) jWc-e 
(m—r)(n — s) —j + 1 
mn — q-j-F 1 
mn mn — q 
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„ . , . ,
 S ^ J J = o [ ^ Ü S í ) = 0 ( 1 ) . 
A bizonyításnál felhasználtuk az ÄEV típusú gráfoknak azt a fontos tulajdonságát , 
hogy r ^ l , i ^ l és q = \. 
A (4. 22) teljesül és ezzel a 4. 1 lemma bizonyítását befejeztük. 
A 4. 1. tétel bizonyítása. Az izolált pontokkal nem rendelkező, páros körül-
járású, véletlen gráfok számát jelöljük aV'(n, n, Ac)-vel, akkor ez a szám a szitálási 
módszer szerint, nyilván 
(n-k)(n-l) 
,4 .26 , r h ^ ^ i l H r t K I 




(4.27) JV\n,n,Nc)= 2 { - i y 




sf„ nk И«»-« -Nc " Nc 
e n ; ^ r -*• и k\(h-k)\" "' n2 
[Nc\ 
aszimptotikus formulát. Felhasználva azt, hogy Nc = n\ogn + cn következik, hogy 
^ p-A log n + cA 
k\(h — k)\ 
N. 
Nyilvánvaló tehát, hogy a 
l i m
 r t y ^ m ^ w 
Nc 
határérték létezik; de a (4.26) j obb oldalán álló tagok függnek az и-től is, ezért 
a határátmenet nem végezhető el tagonként. Ez a nehézség a következő m ó d o n 
oldható fel: Ismeretes az (lásd pl. a [18] dolgozatban, vagy [21]-ben), hogy tetszőle-
ges Bx, B.2, ..., Bn eseményekre igaz az, hogy 
2 H 
P(B1B2... Bn) s 2 {.-VCSk, ha 0 = g 2 Hsn 
k=0 




P(B1B2...Bn)^ 2 ( - ! № ha 1 = 2H + 1 s и, 
4 = О 
ahol az Sa = 1, és 
Sk= 2 P(BhBh...Bik), k=\,2,-,n, 
az összegezés pedig az 1,2, ...,n számok közül kiválasztható összes (i1,ii, •••,4) 
k-adrendű kombinációkra terjesztendő ki. így azt nyerjük, hogy 
2H + 1 2 H 
( 4 . 2 8 ) 2 (- !)"•< — -Y' (», »> Nc) ^ 2 (- 0" 
A=0 h=0 






 * ! ( * - * ) ! ' 
azt nyerjük, hogy 
Y 
,уГ (/;, n, A c ) lim 
» I / , = о 
Л , 
és 
— J2( kUh — kV 
h —0 k = 
Л с 
Mivel а Я tetszőlegesen nagy számnak választható, ezért 
-cl 
(4.29) lim + 2 7 ( - l ) " ^ ' Í ó D ' V = 
" " " 4 = 0 * ' i = 0 
Y 
Nyilvánvaló továbbá, hogy ha jV(n, n, Nc) jelenti az összefüggő gráfok számát, 
akkor 
( 4 . 3 0 ) 0 ^ ^ ' ( ^ , N c ) - f ( n , n , N c ) s p ( _ ^ И ) N c ) 
n 2 
Nc 
Alkalmazzuk most a 4. I lemmát és a 4. 1. tétel állítása azonnal következik. 
Tegyük fél ezután, hogy Я + l . Akkor a következő tétel igaz: 
4 . 2 . T É T E L . Jelölje P(m, /?, А
С
 Л
) annak a valószínűségét, hogy а Г
т n . 
páros körüljárású, véletlen gráf összefüggő ; tegyük fel még, hogy m ~ 2n és 
(4.31) NCfX = [m log m+cm], 
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(ahol A > 1 és о 0 konstansok), akkor 
(4 .32 ) l im P (m, n, Nc, x) = e-°-c. 
n-*- OO 
Bizonyítás. Ebben az esetben В t ípusúaknak fogjuk nevezni azokat a gráfokat, 
amelyekben a legnagyobb összefüggő komponensnek m — k piros és n kék csú-
csa van (vagyis az összes kék pontok egy komponenshez tartoznak) és a gráf 
к számú, piros színű izolált pontot tartalmaz (k = 0, 1, ...). Minden olyan Г
т п>1уе>л  
gráfot pedig, amely nem В típusú, В t ípusúnak fogunk nevezni. Bebizonyítjuk, 
hogy igaz a következő lemma: 
4 . 2 . LEMMA. Jelölje P ( ß . m, n, Nc J) annak a valószínűségét, hogy a Гга,„,яс,А  
páros körüljárású, véletlen gráf В típusú, akkor 
(4.33) l i m P (B,m,n,NcX) = 0. 
Elég nagy n esetén tehát „majdnem minden'' Г,„>BjJvc,A gráf В típusú lesz, feltéve, 
hogy Nc>x a (4. 31) alakú. 
A 4. 2. lemma bizonyítása. A 4. 1. lemma bizonyításához teljesen hasonlóan 
történik a 4. 2. lemma bizonyítása, ezért itt vázlatosan csak a fontosabb lépéseket 
ismertetjük. 
А В típusú m piros és n kék pontból és NCjX élből álló, páros körüljárású gráfok 
számát jelölje aV(B, m, n, NCiX). Akkor nyilván az 
я-1 I ... <
 n j _ 5 _ _ r _ j) 
N. 
с, A 
(4.34) J r ( B , m , n , N e ^ ^ Z 2 \ m r 
r = 0 s = l V ' , 
Annak valószínűsége pedig, hogy а Г
т
 „>JVcjA gráf В típusú, a következőkkel 
lesz egyenlő: 
(4.35) P 





m и —1 
P(B,m,n,NCtX)rn 2 2 Ks, 
r=0 s = l 
(4-37) h 
mn — s(m — r) — r(n — s) 
N с
 )X 








Jelentse most E 1 azon (г, s) párok halmazát, amelyekre 
О ^ г ^ а т , l e j á r t - í j 
0 < а 
A - l - ó 
2A 
(0 < ó < A — 1 ; A > 1 ) . 
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Könnyen belátható, hogy 
(4.40) 2 Ks = О Í - U . 
(r,s)£Ei l " / 
Jelölje most E2 azon (r, J) párok halmazát , amelyekre 
n (4.41) am < r < m, l S s g y . 
Ezekre a tagokra azt kapjuk, hogy 
(4.42) 2 b r s = 0 ~ 
Végezetül, ha E 3 -mal jelöljük azoknak az (r, s) pá roknak a halmazát , amelyekre 
n (4.43) 0 ^ r ^ m, —<s<n — 1, 
akkor figyelembe véve, hogy 
(4.44) b„ = bm_ri„_s, 
a következőket, nyer jük: 
(4.45) 2 Ks ^ 2 Ks+ 2 Ks-
(r,s)eE3 (r,s) с Ki o,s)eí,2 
Egyszerűen igazolható a (4. 36), (4. 40) és a (4. 45) felhasználásával, hogy a (4. 33) 
igaz. 
S ezzel a 4. 2. lemmát bebizonyítottuk. 
A 4. 2. tétel bizonyítása. Ebben az esetben jelentse Jr'(m, n, Nc f ) azoknak 
a páros körül járású, véletlen gráfoknak a számát, amelyek nem tar ta lmaznak izolált 
piros pontokat . Ennélfogva 
« 4 . « , 
Mivel a fenti sor alternáló, és tagjai abszolút értékben mono ton csökkennek, ezért 
az jV'(m, n, N c f ) értéke a (4. 46) j obb oldalán álló összeg két egymás u tán követ-
kező részletösszege közé esik. Minthogy pedig 
(m — k)n 
с A 
к ) (
 mn ) k\ 




tehát a keresett valószínűség határértéke 
Ж' (m, n, NCiX) _ ^ke~ck 
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A 4. 2. tétel ezután már a 4. 2. lemmából és a 
(4.49) jr(m,n,Ne,d-Jr(m,n,Ne,d = P(B,m,n,Nc>x), 
egyenlőtlenségből folyik, ahol is az Ж(л?, n, Nc f ) az összefüggő, páros körüljárású 
gráfok számát jelenti. 
Az előző, 4. fejezetben a páros körüljárású, véletlen gráfok összefüggésének 
a kérdéseit vizsgáltuk és megmutattuk, hogy az m ~ h i esetben (ahol m az egyik 
színű pontok halmazába tartozó csúcsok számát jelenti, és л a másik színű csúcsokét, 
és Я tetszőleges, pozitív állandó) annak a valószínűsége, hogy а Г
т n Nc Jl véletlen 
gráf összefüggő, az e~a'c határértékhez tart, ha я — °°, feltéve, hogy a kiválasztott 
élek száma: NCyX = [m log m +cm\. (Természetesen Я lehet 1-nél kisebb pozitív 
szám is. A 4. 2. tételez esetben is igaz, feltéve, hogy a (4. 31) helyett az Nc = 





 lesz a határértéke annak a valószínűségnek, hogy a páros körüljárású, 
véletlen gráf összefüggő, feltéve, hogy Nc = [я log л + ся] számú élt választottunk ki. 
Ebben a fejezetben az irányított, véletlen gráfok összefüggőségével foglalkozunk. 
Jelen esetben tehát az л adott pontot összekötő, összes lehetséges n2 (irányított) 
él közül választunk ki N különböző élt úgy, hogy feltesszük, hogy az lehet-
séges kiválasztás közül bármelyik azonos valószínűségű. Ez esetben azért lehet-
séges я2 él közül választani, mert egyrészt megengedjük a hurok-éleket, másrészt 
bármely két csúcsot két ellentétes irányítású él is összeköthet. Feltesszük továbbá, 
hogy két ponthoz nem illeszkedhet azonos irányítású, párhuzamos él. 
Az irányított gráfot akkor nevezzük erősen összefüggőnek, ha a gráf pontjai-
nak minden rendezett {Ph, Pj) párjához tartozik egy, a P r b ó l a P r b e vezető, irá-
nyított út. Egy a P;,-ból a Prbe vezető irányított út alatt az éleknek egy olyan jól 
rendezett sorozatát értjük, amelyben bármely él végpontja azonos a rákövetkező él 
kezdőpontjával (feltéve, hogy egy csúcs legfeljebb csak két élhez tartozhat) úgy, 
hogy az első él kezdőpontja a Ph és az utolsó él végpontja a P, csúcs. 
Az ilyen gráfokra nézve a következőket fogjuk bizonyítani. 
5.1. TÉTEL. Ha P(л, Nc) jelenti annak a valószínűségét, hogy а Гп irányított, 
véletlen gráf erősen összefüggő, feltéve, hogy az élek száma: 
(5.1) Nc = [л log л + си], 
akkor ennek a valószínűségnek a határértéke a következő: 
Bizonyítás. A bizonyításhoz az irányított gráfokat a következő módon fogjuk 
osztályozni : 
5. Az irányított, véletlen gráfok erős összefüggéséről 
(5.2) lim P (л, Nc) = e'2e~c. 
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Soroljuk az A típusba azokat az irányított , véletlen gráfokat , amelyek egy 
erősen összefüggő részgráfból és a következő faj ta izolált pontokból ál lnak: k 1 olyan 
félig izolált pontból (kx = 0, 1, . . .) , amelyekbe vezethetnek bemenő élek, de nincs 
belőlük kifelé irányuló él {nyelőknek, pontosabban nem forrásoknak is lehet ezeket 
hivni), jelölje K~ az ilyen pontok halmazát ; és k 2 olyan, félig izolált pontból 
(k2 = 0, 1, . . .), melyekhez csak kimenő élek illeszkedhetnek, de nincsenek befutó 
éleik (nevezhetnénk forrásoknak, pontosabban nem nyelőknek is), jelölje K+ az 
ilyen pontok halmazát . (Természetesen lehetnek a gráfnak teljesen izolált pontjai 
is, vagyis olyan pontok , amelyek se nem nyelők, se nem források, azaz nincsenek 
se kifelé, se befelé irányuló éleik, és így a K+ és K~ halmazok közös részéhez, a 
К
+
ПК~ halmazhoz tar toznak.) Az összes többi gráfokat pedig az Ä t ípusba 
tar tozóknak fogjuk nevezni. 
Ezek után bebizonyítjuk a következőket: 
5. 1. L E M M A : Jelölje P(Ä,n,n,Nc) annak a valószínűségét, hogy a 10(/VC irá-
nyított, véletlen gráf az Ä típusba tartozzék. Akkor ennek a valószínűségnek a határ-
értéke 
(5 .3) lim P (Я, n, Nc) = 0. 
Vagyis, elég nagy n esetén „majdnem minden" Г
п Nc irányított, véletlen gráf A típusú 
lesz, feltéve, hogy Nc az (5. 1) alakú. 
Az 5. 1. lemma bizonyításához bebizonyítunk egy másik lemmát. 
5 . 2 . L E M M A . A T „ _ V C irányított, véletlen gráf „majdnem biztosan" tartalmaz 
egy [loglog«] nagyságrendű, irányított kört, ha a kiválasztott élek száma Nc — 
= [«log« + си]; más szavakkal, и — esetén l-hez tart annak a valószínűsége, 
hogy a r„§Nc gráf egy [loglog«] hosszúságú jól irányított kört tartalmazzon. 
5 .2 . Lemma bizonyítása. Legyen x = (i1,i2, •••, ' ;) olyan szám 1-еs, ahol az l 
különböző ( í j , i2, ..., ii) számot az 1,2, . . . , и szám közül, tetszőlegesen választottuk 
ki. Nem teszünk különbséget ezen ( / 1 ; i2, ..., ij) szám /-esek és ciklikus permutációik, 
vagyis az {i2, ..., /',, L), ..., (/,, i1, ..., it_ x) között . Az összes lehetséges ilyen x szám 
l-esek halmazát jelöljük 7,-lel. 
Legyen 
1, ha a Ph — Ph — ... -<- Pu — Ph irányított kör a T„jJVc irányított, 
— véletlen g rá fhoz tartozik, 
0, egyébként. 
( 5 . 4 ) 
(A továbbiakban a x-hoz tar tozó köröket is x-val fogjuk jelölni.) 
Az EX várható értéke, feltéve, hogy 1шУп, 







 (и2 — 1 ) . . . (и2 — / + 1 ) 1 + 0 «log«J 
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feltéve, hogy N = «(log n + c). Legyen továbbá e = 2 g x > g nyilván a Tn N c 
irányított , véletlen g rá fban levő összes /-ed rendű körök számát jelenti. Minthogy 
az /,-hez tar tozó elemeknek (azaz az összes lehetséges / hosszúságú, irányított 
köröknek) a száma ( /—!)! , ezért 
(5.6) M ( e ) = , (/— 1)! M(e„) 1 M 
/ 
1 + 0 1 
3 
in. 
ha Ш \ ' п . 
Mivel /V-et úgy választottuk, hogy N~\ogn legyen, ezért az M(e) tart 
(log n)1 
a +°° -hez , méghozzá ugyanolyan nagyságrendben, mint ^ . Ennélfogva 
a „nagy k ö r ö k " várható száma igen nagy szám. N e k ü n k azonban többre van szük-
ségünk. Azt kell megmuta tnunk ui„ hogy „ma jdnem biztosan", azaz elég nagy n 
esetén, l-hez tetszőlegesen közeli valószínűséggel, van egy nagy kör а Г„
 Nc véletlen 
grá fban . Ennek bizonyításához elég megmutatni , hogy и—°° esetén az e relatív 
szórása a O-hoz tart. Mert , ha igazoltuk, hogy 
akkor felhasználva a 
P(e = 0) < PIe 
!™w§) = 0 ' 
M ( e ) 
2 P | 6 - M ( E ) | S 
M (8) 
összefüggést, a Cse/uséT-egyenlőtlenség alkalmazásával az adódik, hogy 










 M 2 " ( 8 ) ' 
4 D2 (e) 
H2 (a) • 
E két utóbbi egyenlőtlenség pedig a sztochasztikus konvergencia definíciójának 
speciális esete. 
Mutassuk meg ezek után, hogy az e relatív szórása valóban a O-hoz tart. 
Az 8 szórásnégyzete a következő módon írható fel: 
(5.7) 
D2(e) = M (e2) — M2 (г) = 
2 2 ( H ( 8 x a x . ) - H ( e x ) M ( s x , ) ) + 2 ( H ( 8 x ) - M 2 ( 8 x ) ) . 
xéh x'íh x í h 
На a y. és x ' sorozatoknak nincs két olyan közös, szomszédos elempárja, amelyeknek 
még az előfordulási sorrendje is megegyezik, sem közös eleme (más szóval, ha a 
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x és у.' irányított köröknek se közös élük, se közös pontjuk nincs), akkor 
2 
(5. 8) H(f i x e x . ) = 












(Az (5. 8) egyenlőtlenség helyessége a következő, igen egyszerű módon látható be. 






M « f í ' - ' l l 
2 
, N -2 1 1 
1 
. U - ' J . 
? 
ahonnan 
(и2 - 2 / ) ! [ (и 2 - / ) ! ] 2 
(N — 2l)\(n2 — N)\ (n2 — N)\ N\ - [(/V—/)!]2[(и2 —/V)!]2 ' 
A faktoriálisokat részletesen felírva és a lehetséges egyszerűsítéseket elvégezve: 
(n2-l+l)...n2 ^ (N-l+\)...N 
(«2 —2/+ 1). . . (и2 — /) ~ (N-21+1) ...(N-I)' 
vagy ami ugyanaz: 
П (n2-l + k)(N-2l + k) S / 7 (n2-2! + k)(N-l + k). 
k=1 k=l 
Ez az egyenlőtlenség pedig tényezőnként igazolható, mert az 
(n2-l + k)(N-2l + k) S (n2-2l + k)(N-l + k) 
egyenlőtlenség az l n 2 ^ I N helyes egyenlőtlenségre redukálódik. Tehát az (5.8) 
fennáll.) 
Visszatérve most az £ szórásának a becslésére, az (5. 8) szerint a diszjunkt 
x és x' sorozat-párokra 
M (exex.) — M (£x) H (£„.) S 0. 
így ha most xx' jelenti a x és x' pontsorozatokkal megadott körök közös éleinek 
a számát, akkor 
D2 (£) ^ H (£) + 2 2 (H (e* Sx.) - H (ex) M (£,.))• 
x x'%0 
Míg a xx' = r esetben a várható érték 
(и2 —2/ + r 
(5 .9) H(£x£x .) = 
N—2l+r N21" 
„41-2Г • 
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Jelölje H(r) azoknak a x és x ' pároknak a számát, amelyekre a x x ' = r, akkor a szórás-
négyzet 
í и2 — 2 / + r | 
{ N - 2 T + r j 
N 
(5.10) D ! ( £ ) S M ( E ) + 2 U -
í"2 ) 
• [ я 1 
Я ( г ) . 
H a most 5 a x és x ' k ö r ö k közös pontjainak a számát jelenti (ahol r + l = 5 S / , 
mivel r a közös élek számát jelöli), akkor a A ( r ) értéke nem haladja meg a követ-
kezőket : 
( 5 . . 1 ) 
és ezért a 
[(/!)2 
n 
(5.12) D2(e) = H(fi) + 0 » 
Ahonnan már könnyen látható, hogy az / = [loglog/j] esetben 
D2(e) 
M 2 ( e) M (a) •0(1). 
Ehelyett í rhat juk a következőt: 
D2(e) 
H 2 (e ) 0, 
amit bizonyítani akar tunk. Ebből már következik, hogy ha az élek száma N = 
= и (log/; + c), akkor az irányított, véletlen gráf l -hez közeli valószínűséggel 
tar talmaz egy [loglogw] nagyságrendű, irányított kört , és ezzel az 5. 2. lemmát 
bebizonyítottuk. 
Az 5. 1. lemma bizonyítása. Legyen M = [loglog«]. A Px, P2, . . . , P„ pon tok-
ból és az Nc élből képezhető összes irányított gráfok közül mindazokat nevezzük 
az EM részhalmaz elemeinek, amelyekben a legnagyobb erősen összefüggő rész-
gráfnak legalább n — M pon t j a van, és az EM kiegészítő halmazát jelentse EM. 
(Azaz az EM azoknak a gráfoknak a halmaza, amelyekben a legnagyobb erősen 
összefüggő részgráfnak nincs több mint M külső pont ja . ) 
Másrészt az 5. 2. lemmából következik, hogy а Г
п Nc irányított , véletlen gráf 
legnagyobb erősen összefüggő részgráfja legalább [loglog/i] vagy ennél több csúcsot 
tartalmaz. Ennek a megállapításnak a helyessége nyilvánvaló, hiszen egy irányítot t 
kör is erősen összefüggő részgráf. 
Jelöljük most L-lel a legnagyobb erősen összefüggő részgráf pont ja inak a szá-
mát , SVgyel azon külső pontok halmazát , amelyekből nem vezet él a legnagyobb 
erősen összefüggő részgráfba, és jelentse az Sx elemeinek a számát. Jelentse 
továbbá S » azon külső csúcsok halmazát, amelyek nem tar toznak az ha lmazba, 
és amelyekbe nem vezet él a legnagyobb erősen összefüggő részgráfból . Legyen 
s2 az S2 halmaz elemeinek a száma. 
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Az 5. 2. lemma alapján feltehetjük, hogy 
L ë / ë [ l o g l o g « ] , 
amiből az 
n — L= sk+s2^n — [loglogn]. 
Jelölje dV(EM, n, Nc) azoknak a gráfonak a számát, amelyek az EM osztályba 
tar toznak, akkor 
s-cEM,n,NC) == z í : ) Í : ) } s 
AÍSsi + S2S«-loglogn t ^ l ) V s2 ) \ ' v c ) 
(5.13) 
M , , O S S 2 S л - l o g l o g n I. V J I A C J 
2 < s i S n — !og log n 
SlSSl 
Az (5. 13) helyessége megmutatható a következő meggondolásokkal. Ha az s x és 
s2 számokat rögzítjük, akkor a legnagyobb erősen összefüggő részgráf n—s1—s2 
pontból áll. Az összes lehetséges élek száma и2 (figyelembe véve a hurok-éleket is). 
Ezekből el kellett hagyni először is azokat az éleket, amelyek az 5
Х
-Ь01 indulnának 
ki és az erősen összefüggő részgráfba vezetnének, mert ilyen élei (az .S', definíciója 
szerint) nem lehetnek a gráfnak; ezeknek az éleknek a száma s1(n—s1—s2). El kell 
hagynunk továbbá azokat az éleket, amelyek a legnagyobb erősen összefüggő rész-
gráfból vezetnek az S 2 -be ; ezeknek az éleknek a száma s2(n — — s2). Az így 
megmaradt élek közül kell kiválasztani az Nc élt. Az és s 2 számú pontokat az n 
csúcs közül — ( " j-féleképpen választhatjuk ki. Ha P ( E M , n, N)c jelenti annak 
a valószínűségét, hogy az irányított, véletlen gráf az EM osztályba tartozzék, akkor 
(5.14) P Œ M , n , N c y ^ „ n , N c ) 
К 
Ezt a valószínűséget néhány elemi becslés felhasználásával egyszerűen tudjuk be-
csülni (hasonlóan ahhoz, ahogyan azt az előző, 4. fejezet (4. 10) és (4. 11) formulái-
ban részleteztük), vagyis 
(y+K)2
 ( l 0 g „ + c ) _ c ( s i + s 2 ) 
(5.15) P ( £ M , « , A C ) S 2<r % 2 e " гут"?— 
— S s i S n — log l o g « 
SlSS2 
Az (5. 15) becsléséhez a következő 3 esetet különböztethetjük meg. 
1. Eset. Legyen 
n 
J j + Jü = i r - ' 




, и , А
с
) ё 2 е 2 Z
 ( 2 
a si a ri — log log и 
M 0 a S2 а и — l o g l o g n sf.sJ. 
2 
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2. Eset. Tekintsük most az (5. 15) tagjait az 
n n 
-, ^ S i + Í » S - , 
log n ff с 1 2 2 
feltétel mellett. Akkor a 5//>/mg-formula alkalmazásával azt nyerjük, hogy az (5. 15) 
tagjai nem léphetik túl a következő értéket: 
1 2
 (log и + с) + (1 - с) fa + У
г
) - i ! log i ! - i 2 log i 2 } = expg(si + j2), 
ahol a g(x) függvény ugyanaz, mint az előző fejezet (4. 19) formulájából levezetett 
<p (x) függvény, eltekintve a <p(x) első tagjában szereplő 1/2 faktortól . S innen már 
adódik, hogy az (5. 15) összeg kisebb lesz, mint 





ahol a g > 0 állandó és az n->-°°. 
3. Eset. Legyen most 
n , • 
2 S í 1 + í 2 S й - l o g l o g « . 
Mivel az (5. 16) tagjai szimmetrikusak az í 4 + í 2 és az n — i i — i 2 kifejezésekben, 
ezért ha («—ÍJ—i 2 ) helyett ( i j + i ^ ' - t írunk, akkor ismét az (5. 13) egyenlőtlen-
ségre ju tunk, csak azt kell még figyelembe venni, hogy ha az —log log т?, 
akkor ( i i + io) ' = 77 — Si — i 2 ^ log log 77 S M = [log log 77]. 
_ Ebből a. 3 esetben most már következik, hogy annak a valószínűsége, hogy 
a G„
 NC gráf ne tartozzék az EM osztályba, a következőképpen becsülhető: 
?(EM,n,Nc)^Ae2 2 . 2 
M , , Si- 02âS2 — H~ ÍOg logn $21 
—^si^n—log logn 
( 5 . 1 7 ) 
M ix! 
Itt is Л7-<-°°, mivel a M-tt úgy választottuk meg, hogy M = [logIog77] legyen, 
helyettesítsük most be ezt az értéket az (5. 17)-be és akkor könnyen adódik a követ-
kező formula : 
(5 .18) H M P ( £ l o g l o g „ , 7 7 , A Q = 0. 
П-*-оо 
H a 
most P(A£joglog„, 77, Nc) jelenti annak a valószínűségét, hogy a gráf az 
Ä és az Ejogiogn osztályba is beletartozzék, akkor az 5. 1. lemma bizonyításához 
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még azt kell igazolnunk, hogy ez a valószínűség a 0-hoz fog tartani. Megmutat juk 
előbb, hogy 
P (аеъ, logn ? 
(5.19) 
SL = L S2 = L 1 J L M S2 ) q = 1 1 
+ 4> 2 
q 
rr - (•+ + s2) n + -
Nc-q 
Az (5. 19) egyenlőtlenség a kővetkezőképpen bizonyítható: 
Legyen G egy olyan gráf, amely az A és az £jogiog„ osztályok közül mind a kettőbe 
beletartozik. Akkor a G gráf legnagyobb összefüggő С részgráfja legfeljebb 
n — [loglog/?] pontot tartalmaz. Jelölje B1 a G gráf azon csúcsainak a halmazát, 
amelyeknek nincs a C-ből а Bx-be vezető éle, és 5 2 legyen a G olyan csúcsainak 
a halmaza, amelyekből nem vezet él a C-be. Jelentse és s2a Bx, illetve B2 halmaz 
elemeinek a számát. Nyilvánvaló tehát, hogy Í J^ log log /? és s 2 ^loglog/? . 
(Megjegyezzük, hogy а Bx és а В., halmazok nem szükségképpen diszjunktak.) 
Világos, hogy G-nek azok a csúcsai, amelyek nem tartoznak a C-hez, vagy a Bx 
halmazhoz tartoznak, vagy а В ,-höz, vagy mind a kettőhöz. Tehát a Bi halmazokba 
tartozó st pontok •féleképpen választhatók ki (? '=1 ,2) . Legyen ß = ß 1 U ß 2 . 
A G gráf azon éleinek a számát, amelyeknek mind a két végpontja а В halmazban 
van, jelöljük 9-val. Ha a G gráf az Л osztályba tartozik, akkor a ^ S l , ha ugyanis 
a q — 0 lenne, akkor a Bx halmaz a források K+ halmazába tartoznék, a B2 pedig 
a nyelők K~ osztályába. Amiből következik, hogy a G gráf egy az A osztályba 
tartozó gráf, ez pedig ellentmond a hipotézisünknek. 
Másrészt, nyilván a Í/SCSJ + S;,)2. A G gráf megmaradó Nc — q éle tehát olyan, 
hogy legalább az egyik végpontja a C-hez tartozik; továbbá, ha egy él a C-ben kez-
dődik, akkor nem végződhet a Bx-ben, ha pedig a C-ben végződik, akkor nem kez-
dődhet 5 2 -ben . Az ilyen élek száma nyilvánvalóan rí1 — «(.?! + + + 
ahol most r a Bx és а В., halmazok közös részéhez tartozó pontok számát jelenti. 
(s -t-s.)2 
Vagyis az ilyen élek száma «(Sj + Sj ) - !— 1 2 . És ezzel az (5. 19) helyes-
ségét igazoltuk. Ebből 'már következik, hogy 
(5.20) 
P (AEloglogn, n, Nc) S 
log/? TL " 2 ( " + «)2 e-c(S! + S2) 
2 2 - га = 0 log/? 
e(2 loglog л)» 
0 ( 1 ) . 
És ezzel az 5. 1. lemma bizonyítást nyert. Következzék most az 
5. 1. Tétel bizonyítása. Jelölje aV'(n, Nc) azoknak az irányított, véletlen gráfok-
nak a számát, amelyeknek nincs izolált pont juk. Akkor nyilvánvaló, hogy 
' — kx n — k2 n + kx k21 (5.21) JÍ'(n,Nc) 2 2(-d*i+*2,. 
ki=0 кг=0 \K1 
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Ebből а к ! + к 2 = I helyettesítéssel adódik, hogy 
JT 
И 1 = 0 
( A J ( A J 
(5.22) 
Az előző fejezetben részletezett módon következik, hogy a 
lim s á i = 2 
k f f o kjd-k,)! 
határérték létezik. Annak a valószínűsége tehát, hogy az irányított, véletlen grá fban 
ne legyen se nyelő, se forrás, se teljesen izolált pont , határértékben a következő: 
(5.23) lim / ' • ' = 2 ( - 2 ) ' 1 ,
 Г
 = в" 
n J *i=o Ki-
A C 
Jelöljük most Ac)-vel az erősen összefüggő gráfok számát, akkor a tétel 
bizonyításához elég belátni azt, hogy 




ami nyilvánvalóan igaz. 
Ezzel az 5.1. tételt bebizonyítottuk. 
6. A páros körüljárású, véletlen gráfok adott típusú részgráfjainak 
küszöbfüggvénye 
A véletlen gráfok című, 2. fejezetben már említettük, hogy a [6] dolgozatban 
E R D Ő S P . és R H N Y I A. a véletlen gráfok fejlődésének kérdéseivel foglalkoztak, 
és azt vizsgálták, hogy adott fejlődési fokon a gráfok mely szerkezeti tulajdonságai 
lesznek tipikusak. Láttuk azt is, hogy ezt a következőképpen értelmezték. Jelentse 
Рц,гу(Л) annak a valószínűségét, hogy a véletlen gráf rendelkezik az A tulajdonság-
gal. Akkor tipikus struktúra alatt olyan szerkezeti tulajdonságot értettek, aminek 
a P„jN(A) valószínűsége l-hez tart, ha az /г->-°°. Ha tehát A egy olyan tulajdonság, 
amelyre igaz az, hogy 
( 6 . 1 ) И т Р
я > к ( Л ) = 1, 
Л - . о о 
akkor azt mondjuk, hogy „majdnem minden" n pontból és A élből álló, véletlen 
gráf rendelkezik ezzel a A tulajdonsággal. 
A küszöbfüggvényeket a következőképpen definiálták: 
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Ha fenti, A szerkezeti tulajdonságra vonatkozóan létezik egy olyan A(n) függ-
vény, amely monoton növekvően tart a + °°-hez, n-+°° esetén úgy, hogy a 
(6.2) l im Р„,*(„)(Л) = 
0, ha hm = 0 
A(n) 
1, ha h m ~ ^ 4 = +co 
n^oe A(n) • 
limesz tulajdonság is teljesül, akkor ezt az A(n) függvényt az A tulajdonságra vonat-
kozó , ,кüszöbfüggvény"-neк nevezték. 
Ezt, a küszöbfüggvényeket értelmező (6. 2) definíciót azonnal felírhatjuk a páros 
körüljárású, véletlen gráfok esetére is: 
Tegyük fel, hogy /?г~си. A{m,n) küszöbfüggvény, ha 
(6. 3) lim P, m,n,N (m 
0, h a l im - 7 7 — - с - = 0 
1, ha 
„ _ c o A ( m , n) 
Szükségünk lesz még a következő definíciókra is: 
(k, /)-ed rendű, teljes, páros körüljárású gráfnak nevezzük azt a Gk l gráfot, 
amelynek к csúcsa van az egyik színű pontokból és / csúcsa a másik színűekből, 
és ezeket kl számú él köti össze. 
Páros körüljárású (к, l) fának egy olyan összefüggő, két színű gráfot nevezünk, 
amelynek к pontja van az első színű pontok halmazából és / pontja a másik színűek-
ből és ezeket (к +1— 1) él köti össze. 
Könnyen belátható az a tény, hogy a teljes gráfok, a fák és a körök kiegyen-
súlyozott gráfok (azaz olyan gráfok, amelyeknek nincs a gráf átlagos fokszámánál 
magasabb fokú részgráfja). 
Jelen fejezet célja: küszöbfüggvényeket keresni a páros körüljárású, véletlen 
gráfok bizonyos, megadott típusú részgráfjaira. Ezt a kérdést a [14] dolgozatunk-
ban a következő módon tárgyaltuk. 
Növeljük az élek számát, az N-et úgy, hogy az a csúcsok számához, az w-hez 
és az и-hez viszonyítva még igen kicsi maradjon. Ha pl. az TV-et addig növeljük, 
míg N = 0 1/ т П lesz, akkor а Г
тп
 véletlen gráf, l-hez közeli valószínűséggel, 
y] m+n) 
izolált pontokból és izolált élekből áll. Abban a speciális esetben, ha m — cn, 
akkor az TV = o(]/w) mellett lesz igen valószínű, hogy a véletlen gráf csak izolált 
pontokból és csak izolált élekből áll. Annak a valószínűsége ugyanis, hogy а Г
т п  
gráfnak legalább két éle rendelkezzék egy közös ponttal, egyenlő 1, mínusz azzal 
a valószínűséggel, hogy nincsenek közös ponttal rendelkező élei a gráfnak. Mint-
hogy bármely megengedhető N élhalmaz kiválasztásának a valószínűsége ugyanaz 
és az 1 / ( 7 ) hányadossal egyenlő, következik, hogy annak a valószínűsége, hogy 
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A! j z\\ "1 N) 1 mn ) 
l 1 
a gráf éleinek ne legyen közös pontja, nem más mint 
(6.4) 
S ennek megfelelően, annak a valószínűsége, hogy a L m n N páros körüljárású, vélet-
len gráfnak legalább két olyan éle legyen, amelynek közös pontja van: 
(6. 5) 
Az az állítás, hogy a gráfnak van két olyan éle, amelyek egy közös ponttal rendel-
keznek, más szavakkal azt jelenti, hogy a gráf legalább olyan fát tartalmaz, amely 
három pontból és két élből áll. 
Alkalmazzuk most azt az összefüggést, hogy 
A! 
m}\ 







_ о 2л kl 
amely érvényes а к = о (л3/2) esetben, így ha A = o | j / j * azt nyerjük, hogy 
(6. 7) 
A! 
' " 1 A J 
í mn 
U . 





= 0 ( 1 ) . 
Legyen most az m ~ сл. Ebben az esetben a három pontból álló, páros körüljárású 
fák, azaz az (1, 2) vagy (2, 1) rendű fák előfordulási valószínűsége pozitív limesz-
szel rendelkezik л — <=° esetén, feltéve, hogy az N — c ^ n , ahol is Сл>0 egy olyan 
konstans, amely nem függ az я-től. De háromnál több pontból álló, összefüggő, 
páros körüljárású részgráfok előfordulása még igen valószínűtlen marad. Növel-
jük most az élek számát, az A-et úgy, hogy közben a pontok száma rögzített marad-
jon. A helyzet csak akkor fog lényegesen megváltozni, ha az A eléri az л2/3 nagyság-
rendet. Ekkor ugyanis már az (1, 3), (2, 2) és a (3, 1) nagyságú fák, azaz a négy 
pontból álló fák is megjelennek. Egészen általánosan, a (к, /)-ed rendű fák meg-
k + l-
Ezt jelenésére vonatkozó küszöbfüggvény nk+l~1 lesz, feltéve, hogy az m~cn. 
az eredményt tartalmazza a következő tétel: 
6 . 1 . Tétel : Legyenek а к s 1 , / s 1 és a v (к + /— 1 s v S kl) pozitív egész számok. 
Jelölje JSk l v a kiegyensúlyozott, páros körüljárású, véletlen gráfok olyan nem üres 
osztályát, amelynek elemei к pontot tartalmaznak az egyik színű pontok halmazából, 
I pontot a másik színűekből és v számú (csak különböző színű pontokat összekötő) 
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2 - * + < 
élt. Akkor n v lesz a páros körüljárású, véletlen gráfok azon tulajdonságára vonat-
kozó küszöbfüggvény, hogy a gráf egy a íAk l<v osztály valamely elemével izomorf 
részgráfot tartalmaz. Feltéve, hogy m ~ cn, ahol а о 0 nem függ az n-től. 
Bizonyítás. A tétel bizonyítása ERDŐS—RÉNYI analóg tételének bizonyításához 
hasonlóan történik, amely tétel az egyszínű, véletlen gráfok adott típusú részgráfjai-
nak a küszöbfüggvényét határozza meg. (Lásd a [6] dolgozat 1. tételét a 23. oldalon.) 
Jelölje B k l v az összes olyan gráfok számát, amelyek úgy képezhetők, hogy 
к pontot veszünk az első színű pontok halmazából és / számozott pontot a második 
színűekből úgy, hogy ezeket a csúcsokat v számú él kösse össze, vagyis, hogy ezek 
a gráfok a osztályba tartozzanak. Jelentse most Pm,niN(@k,i,v) annak a való-
színűségét, hogy а Г
т
 „
 N véletlen gráfnak legalább egy olyan részgráfja legyen, 
amely izomorf a osztály valamely elemével, akkor nyilván 
(6-8) 






féleképpen lehetséges), / pontot a másik színből (amely j különböző módon tehető 
meg); és ezekből képezzük a á?t>íj„ osztály elemeivel izomorf gráfokat (ez Bk, v 
számú különböző módon végezhető el); akkor azoknak a Gm,, N gráfoknak a száma, 
amelyek a kiválasztott gráfot mint részgráfot tartalmazzák, azzal a számmal lesz 
egyenlő, ahányféleképpen a megmaradt N — v élt ki lehet választani az összes lehet-
séges mn — v él közül. (Ily módon többszörösen vettük figyelembe az egynél több 
olyan részgráfot tartalmazó gráfokat, amelyek részgráfjai a â$k<l<v elemeivel izo-
morfok.) 
A (6. 8) egyenlőtlenségből adódik, hogy 
N" (6-9)• Pm.n.N (ßk.l.f) — О 
í 1 
Ha N = o\n " J, akkor a (6.9) azonosságból és abból a feltevésből, hogy az 
m ~ c n nyilvánvalóan következik, hogy 
(6.10) K,nA@k,i,f) = o(\). 
Ezzel a tétel első állítását bebizonyítottuk, vagyis megmutattuk, hogy az A(m, n) = 
= n " függvény esetén a (6. 3) definíció első követelménye teljesül. 
A tétel második részének a bizonyítása az 5. 2. lemma bizonyításához hasonló 
meggondolásokat igényel. 
A tétel második részére vonatkozó bizonyításban az m és n csúcsokból álló 
páros körüljárású teljes gráfok összes olyan részgráfjainak a halmazát, amely a âSkti „ 
valamely elemével izomorf, jelölje à?!™;"'. És definiáljuk az s(S) valószínűségi 
változót a következő módon: Minden S Ç . r é s z g r á f h o z rendeljük hozzá 
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az e(S) valószínűségi változót. Az e ( S ) = l vagy az e ( S ) = 0 legyen aszerint, amint 
az S részgráfja, illetőleg nem részgráfja а Г„, „ ^véletlen gráfnak. Akkor а Г
т n N azon 
részgráfjai számának a várható értéke, amelyek a
 t v elemeivel izomorfok, 
egyenlő lesz a következővel: 
( 6 . 1 1 ) 
м( 2 «($)) = 2 M(e(S)) = 
Bk,l,v 
mn — v 
N-v ) ^ BktUv N"  
mn\ ~ k\l\ ml"knv~1' 
N 
Ha az S x és S 2 két olyan eleme а gráfok halmazának, amelyeknek nincs 
közös éle, akkor az e(S1)e(S2) valószínűségi változók szorzatának a várható értéke 





H a a z SVnek és SVnek van közös éle, és ezek számát jelenti az r(l Sr^v — 1), akkor 
mn — 2v + r 
, N 
Másrészt, ha i, illetve / je löl i az S x és S 2 közös pontjainak a számát az első, illetve 
a második színű pontok halmazából, és ha / + j = ä — úgy, mivel az Sx és S2 közös 
része részgráfja az S / n e k (és az S2-nek is), felhasználva továbbá, hogy feltevésünk 
értelmében minden S kiegyensúlyozott —, akkor az s becslésére azt kapjuk, hogy 
~ S , vagyis hogy s ë + П - p g j ^
 a z £ s részgráfok ilyen, közös 
pontokkal rendelkező párjainak a száma nem lépheti túl a következő összeget: 
i + j ^ — 
V 
Az m~cn feltételt használva nyerjük, hogy 
r(* + lK 
(6 . , 5, „ =
 0 ( » ! " + " " I . 
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Következésképpen a szórás becslésére azt kapjuk, hogy 
M ( ( 2 1 * ( S ) ) 2 ) = 2 H ( 8 ( S ) ) + 
seals' s e л'Щ"' 
(6. 16) + Вц, v mini 
mn — 2v 
N-2v 
А:!2 /I2 (m — 2k)\(n — 2l)\ mn 
N 
+ o N" 




n2v—(k + l) +i) I 2 \ дг 
A (6. 16) összeg második és harmadik tagjának a jelentése nem más, mint az olyan 
részgráfok számának a várható értéke, amelyeknek közös élük nincs, de van i+j 
közös pontjuk. Az ilyen részgráfok száma nem haladja meg a következő értéket: 
(6 .17 ) B'k,l,v 




ж н - л н » 
A (6. 17) összeget két részre bontva 












azokat úgy írhatjuk, hogy 
Bh,vm\n\ (6.19) 
mn — 2v 
N-2v 




t2v - (к +1) 
k+1-1 
2 — A1. ni+j 1 и 
És ez már megadja a (6. 16) második és harmadik tagját. A (6. 16) kifejezés második 
tagjának a becslése az 5. fejezet (5. 8) egyenlőtlenségének bizonyításához teljesen 
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hasonlóan történik; könnyen belátható, hogy 
(6.20) m\n\ 
nm — 2v 
N—2v 
A!2/!2 (m — 2k)\(n — 2l)\ ímn 
1 N 




Л . , / J 




(6.21) Cl)-* + ! 
akkor a D2(ç) = M(£2) — H 2 ( 0 azonosság felhasználásával az e(S) szórásnégy-
zetének becslésére a következőket nyerjük: 
(6.22) D 2 ( 2 e(S)) = 0 
seaírrf 
( Z M(e(5)))2 
S E J ^ ; ; 1 
min (aj, ri) 
íVlásrészt a Csebisev-egyenlőtlenségből következik, hogy 
( 6 . 2 3 ) 
es így 
( 6 . 2 4 ) P„ 
s e » « , 
A (6. 16) felhasználásával nyilvánvalóan következik, hogy az со—oo esetén a 
( 6 . 2 5 ) 2 M ( e ( S ) ) - + = o . 
Az elmondottakból azonban nemcsak az adódik, hogy l-hez tart annak a valószínű-
sége, hogy a r m n N gráf legalább egy olyan részgráfot tartalmaz, amely a 
osztály valamely elemével izomorf, hanem az is, hogy а Г,
и и ЛГ
 ilyen részgráfjai-
nak a száma valószínűségben tart a + °°-hez. 
Ezzel a 6. 1. tételt bebizonyítottuk. 
Ha a tétel által megadott n " küszöbfüggvényben az élek számát általá-
nosan jelentő V helyébe, most a (A, /) fák élei számának megfelelő (A + / — 1) értéket 
írjuk, akkor a következőkre jutunk: 
k + l - 2 
1. KÖVETKEZMÉNY. Ha m-~cn, akkor nk+l~1 arra a tulajdonságra vonat-
kozó küszöbfüggvény, hogy a páros körüljárású, véletlen gráf tartalmaz egy (A, / ) • 
fát. 
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Ez az 1. következmény összhangban van a [15] dolgozatunkban foglalt ered-
ményekkel, amelyeket a következő, 7. fejezetben fogunk részletesen ismertetni. 
На a V helyébe A7-et írunk, akkor az alábbiakat nyerjük: 
2. KÖVETKEZMÉNY, n kl arra a tulajdonságra vonatkozó küszöbfüggvény, 
bogy a páros körüljárású, véletlen gráf egy {k, l) nagyságrendű teljes gráfot, mint 
részgráfot tartalmaz. 
Ez az utóbbi küszöbfüggvény nyilvánvalóan megegyezik azzal, amelyet ERDŐS 
és RÉNYI nyertek a színezés nélküli véletlen gráfokat vizsgálva, arra a tulajdon-
ságra nézve, hogy a gráf egy telített páros részgráfot tartalmaz. Ezt ERDŐS P. és 
RÉNYI A. a [6] dolgozat 24. oldalán adta meg az I. tételük 5. korolláriumában. 
Legyen v = k + l és k = l, ákkor : 
3. KÖVETKEZMÉNY, n-nel egyenlő arra a tulajdonságra vonatkozó küszöbfügg-
vény, hogy a páros körüljárású, véletlen gráf tartalmaz egy (к, к) hosszúságú 
kört, ahol к S 2. 
7. A páros körüljárású, véletlen gráfok izolált részgráfjaiként szereplő fák 
számának eloszlásáról 
ERDŐS P. és RÉNYI A. [6] dolgozatukban bebizonyították, többek között, a követ-
kező tételt: 
Ha az n pontból és az N élből álló Г„
 N véletlen gráfban a kiválasztott élek 
k-2 
száma N—Qnk~k, ahol a q > 0 és к pozitív egész szám, akkor a k-ad rendű olyan 
fák száma, amelyek а Г„ ben mint izolált részgráfok fordulnak elő, /? — <==> esetén, 
határértékben Poisson-eloszlásúak 
_ (2д)к~1 kk~2 
k\ 
várható értékkel. 
Felvetették továbbá azt a kérdést, hogy mi igaz a színezett, véletlen gráfok 
esetében. 
A [15] dolgozatban ezt a kérdést a következő módon válaszoltuk meg. A páros 
körüljárású, véletlen gráfok fáira igaz a következő: 
7. 1. TÉTEL. Legyen n=ml+öm, ahol lim <5M=0, legyen továbbá 
m— oo 
N (m, n) Q — lim í - i t - i 
mk 
Ha xkl (ÁSl, / S l ) azon (к, l) rendű fák számát jelenti, amelyek а Гт п К(т<п)  
páros körüljárású, véletlen gráf izolált részgráfjai, akkor 
(7. 1) lim Pfn.rt.JV (m,n) Ó4,/ = j ) = -, , 
m-*-oo J • 
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(J = 0, 1, ... ), ahol a A paramétert az alábbi kifejezés szolgáltatja: 
ek+i-iki-iik-i 
(7. 2) A = 
kill 
Bizonyítás. A 7.1. tételt a [6] dolgozat analóg, 2a. tételének bizonyításához 
(lásd a 27—30. 1.) hasonló módon bizonyítjuk. Legyen Tjjjin) azon (к, l) rendű 
fák halmaza, amelyek a P1,P2,...,Pm és a Qx, Q2, ...,Qn csúcsokból álló 
teljes, páros körül járású gráfok részgráfjai . Legyen S£Tjf(n> és minden S fához 
rendeljük hozzá az e(A) valószínűségi változót. Legyen e(A) = l , ha A izolált rész-
grá f ja a r m n JV gráfnak, és legyen e ( A ) = 0 egyébként. A k k o r az e(A) várha tó 
értéke 
\(m-k)(n-l)] 
(7.3) H ( e ( A ) ) -
Ebből 
(7 .4 ) 





к+ 1 — 1 N — (k + l) ,




mn J 1 + 0 TV 
r /и/ + kn ) 
22222 J 
Ha az Aj- részgráfok nem diszjunktak ( A j £ T j f r n ) ) ( j = 1 , 2 , . . .) , akkor az e(A) 
definíciója értelmében 
(7 .5) Н(б(А 1 ) . . . б (А г ) ) = 0. 
H a azonban az A 1 ; A2 , . . . , Ar diszjunkt gráfok, akkor minden A s l , / ^ 1 és 
értékekre 222 — °° esetén az e(Aj) ... e(Ar) szorzat várha tó értéke 
H ( 8 ( A 1 ) 8 ( A 2 ) . . . 6 ( A r ) ) 
(7 .6) 
í(m- •rk)(n — rl) 
U - r(k + l - 1), 




r(k + l-1) 
l + 0 | T V r W Í ± ^ ] 
ЯМ j 
Feltevéseinkből nyilvánvalóan következik, hogy «2-1-0° esetén ->Q 
222 
és A ^ L o . 
n 
Másrészt T. L. AUSTIN [19] dolgozatának egyik tétele szerint az összes külön-
böző, olyan színezett fák száma, amelyeknek ck számozot t csúcsa van а к színű 
pontokból (A: = 1 ,2 , . . . , a ) , 
(7.7) A(c, 2 2 - 1 ) = иа~г(и—с1)С1~1(и — с2)С2~1 ... (u — Ca)c 
ahol а с vektor, с = ( с
х
, c 2 , . . . , ca), és az 22 jelentése: и — cx + c2+ ... +ca. így tehát 
a két színű, ( k J ) rendű, összes különböző fák száma: kl~4k~L (Ez utóbbi , vagyis 
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a páros körüljárású fák számát megadó formula és annak egy, a [19] dolgozatban 
megadott bizonyításától teljesen különböző bizonyítása megtalálható RÉNYI A. 
[20] dolgozatában is.) 




így azt nyerjük, hogy 
2 M (e № ) в ( а д . . . e ( $ , ) ) = 
ahol a bal oldalon levő összegzés az összes olyan fa r-esekre terjesztendő ki, amelyek 
a T t i halmazhoz tartoznak. Ily módon a következőkre jutunk 
(7.10) lim _2j M (a (SJ e (S2)... s (Sr)) = , 
N (m,n) _ __ f-
l - l к-1  
гцк+l—l /JA + I - 1 
r-ben egyenletesen, ahol a A jelentését a (7. 2) adja meg. 
Másrészt ERDŐS P.—RÉNYI A. 1. lemmája a [6] dolgozatban a következőket 
állítja : 
Legyenek az ani, ...,£„b valószínűségi változók valamely valószínűségi mezőn 
értelmezve úgy, hogy ezek az e„. (1 változók csak az 1 vagy csak a 0 érté-
ket vegyék fel. Ha még az is igaz, hogy 
(7.11) lim M(e„ (1... £„,„) = Á j , 
n—oo i s í i< i í< . . .< í , sbn £• 
r-ben egyenletesen (r = l , 2 , ...), ahol az összegzés az 1,2, . . . , b n egész számok 
összes r-edrendű kombinácijára van kiterjesztve, akkor 
(7.12) lim P í 2 ещ = j \ = 0 = 0 , 1 , . . . ) . 
П-оо ti = l ) J\ 
Alkalmazzuk ezt a lemmát, akkor a (7. 10)-ből a 7.1. tétel állítása azonnal 
következik. 
Tekintsük most az я-színű Г
П1 „аЛГ véletlen gráfokat, ezeknek n, 
(i = l , 2, . . . , a ) számozott pontja van az i különböző színű ponthalmazból és N 
számú olyan, véletlenül kiválasztott éle van, amelyek csak különböző színű pontokat 
köthetnek össze, és ezen megengedett éleknek minden egyes kiválasztásáról fel-
tesszük, hogy azonos valószínűségű. Ezekre a gráfokra ugyanígy bizonyítható be 
a 7. 1. tétel következő általánosítása: 
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7 . 2 . TÉTEL: HA 
(7.13) lim М(пх,п2, ..., na) 
и — Cl — 1 U — C2 — 1 и — n = É? > о , 
. . . n a 
ahol az = (/ = 2 , . . . , a) és lim ő,(«i) = 0 , jelentse továbbá TC1>CJ CA 
azon и = Ci + с2+ ... + ca-adrendű fák számát, amelyeknek pontosan cf csúcsa 
van az i-edik színű pontok halmazából, és amelyek а Г
П1 „2 „a N a-színű véletlen 
gráf izolált részgráfjai, akkor 
( 7 . 1 4 ) l i m P ( T E I , E A = 
ni — oo J. 
O = 0, 1, . . .) ú/ío/ а Я paraméter a következő alakú: 
-
1
 IRI"2 ( М - C j ) c i - 1 (М — C 2 ) C A - 1 . . . ( И - 0 Е « - 1 (7.15) о-
L.J. Lg. 
zl 7. 2. téte/ bizonyításánál a következő formulából indulunk ki : 
M ( e ( S ) ) = 
( r t j - C i ) ( и 2 - с 2 ) . . . (па-Са) 
TV—(М— 1) 








 [ ( w i _ C i ) ( / ) 2 _ С г ) _ _ _ ^ _ 0 _ у + 1 ] 
Я 
J=1 И 2 . . . Л „ - ( И - 1 ) - у " + 1 
A bizonyítás gondolatmenete teljesen azonos azzal, amelyet az előző tétel igazolása 
során alkalmaztunk. 
8. Az irányított, véletlen gráfok köreinek küszöb-eloszlásfüggvényéről 
A 6. fejezetben idéztük ERDŐS P. és RÉNYI A. által a [6] dolgozatban definiált 
küszöbfüggvény fogalmát, a továbbiakban szükségünk lesz a küszöb-eloszlásfügg-
vény fogalmára is. Láttuk, hogy ha A olyan szerkezeti tulajdonság, amellyel a vélet-
len gráf rendelkezhet, vagy nem rendelkezhet, és ha P„.;v(„)(A) jelenti annak a való-
színűségét, hogy a Г„ ,v véletlen gráf rendelkezik az A tulajdonsággal, ahol az N(n) 
egy adott függvénye az и-пек, és az N az л-nel együtt növekszik, továbbá ha 
(8 .1 ) l imP„ ) J V ( n ) (^ )= 1, 
rt--oo 
akkor azt mondjuk, hogy majdnem minden Tn íV(n) véletlen gráf rendelkezik ezzel 
az A tulajdonsággal. De ha még az is igaz, hogy van egy olyan F(x) eloszlásfügg-
vény, melyre fennáll, hogy 
(8.2) lim Р
Л
,*(П)(Л) = F(x), ha lim ^ = x, 
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akkor azt mondjuk, hogy A(n) reguláris küszöbfüggvény és E(x) az A tulajdonságra 
v o n a t k o z ó k ü s z ö b - e l o s z l á s f ü g g v é n y . I ly m ó d o n ERDŐS P . é s RÉNYI A . a [6] d o l g o z a t -
ban küszöbfüggvényeket és küszöb-eloszlásfüggvényeket nyertek a véletlen gráfok 
bizonyos lokális és globális szerkezeti tulajdonságaira. Igen sok tételt bizonyítottak 
be, köztük a következő, körökre vonatkozó lokális tételt. 
Erdős P. és Rényi A. tétele. (Lásd a [6] dolgozat 3b tételét.) 
Tegyük fel, hogy 
(8.3) N (n) ~ cn, ahol с > 0. 
Jelentse yk azoknak a /с-adrendű izolált köröknek a számát, amelyék а T„ N(n) 
gráfhoz tartoznak, k = 3 ,4 , . . . , akkor 
(8.4) y i m P , h N i n f y k = j ) = ^ Ç - U = 0 , 1 , . . . ) , 
И — OO J • 
ahol 
Í8 5) u - ( 2 C e~ 2 C ) k 
(8.5) p - f i k 
A továbbiakban mi most ismét az irányított, véletlen gráfokkal foglalkozunk. Az 
irányított gráf definícióját a bevezetőben, az irányított véletlen gráf definícióját 
pedig a 3. és 5. fejezetekben adtuk meg. 
Az 5. fejezetben foglalkoztunk azzal a kérdéssel, hogy а T n N c irányított, vélet-
len gráfban milyen nagy irányított kör fog megjelenni 1 valószínűséggel a fejlődés-
nek azon a fokán, amikor a kiválasztott élek száma a Nc = [//logii + cn], és a követ-
kezőket találtuk. 
Ha az Nc = [nlogn + си], akkor az irányított, véletlen Г„ gráf „majdnem 
biztosan" tartalmaz egy [loglogii] nagyságrendű kört ; más szavakkal l-hez tart 
annak a valószínűsége, hogy az irányított, véletlen gráf egy [loglog/?] nagyságrendű 
kört tartalmaz, ha Nc — [nlogn -f си]. 
Ezt az eredményt az 5. fejezetben az irányított, véletlen gráfok erős összefüggő-
ségének bizonyításánál segédtételként alkalmaztuk. Mindezek birtokában már 
igen könnyen bizonyítható a fent idézett Erdős—Rényi-tétel analóg tétele 
az irányított, véletlen gráfok esetére, s az eredmény a következő formába írható: 
8. 1. TÉTEL: Tegyük fel, hogy N(n)~cn, és jelölje <5, ( / = 1 , 2, 3, . . .) a Tn N(N) 
véletlen gráf irányított, izolált köreinek számát. Akkor n — °° esetén a ő, Poisson-
eloszlású 
( 8 . 6 ) „ = < £ £ p ! 
várható értékkel. 
A tétel bizonyításának módszere analóg a [6] dolgozatban vázolt bizonyítási 
eljárással. 
Jelölje x = (ix, i2, . . . , /,) az olyan, rendezett szám l-est, ahol a különböző 
x = ( í j , i 2 , . . . , if számok az 1, 2, . . . , n számok közül vannak kiválasztva tetszőleges 
módon. A x szám 1-е s és annak ciklikus permutációja között nem teszünk különb-
séget. Jelentse az összes lehetséges ilyen x szám l-esek halmazát. 
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Vezessük be a következő valószínűségi vál tozót : 
1, ha az irányított , izolált Ph ->• PÍ2-~... — Pu -*• Ph 
(8. 7) £x = • kör а Г„jv végtelen g rá fhoz tartozik, 
0 egyébként. 
Ekkor az ex várható értéke 
M f e ) = 
(n-lf 




(N—l)... 1 я 2 ( я 2 - 1 ) . . . ( л 2 - А + 1 ) 
N1 N-l + l 
S r П 
0 n - l f - j 
21 J-JL 2 7 ' 
л /=о r r - l - j 
M ( a j 
— 2 1 -
Ebből következik, hogy ha Kj , x 2 , diszjunkt rendezett, s az 1 ,2 , ...,n szá-
mokból képezett szám /-esek, akkor 
(8.10) M(£Z l£„ 2 ...e.J = 
( n - r l f ) 




Legyen s = 2 £>» akkor az г nyilván egyenlő а Г„
 N irányított , véletlen g rá fban levő 
y-íh 
/-edrendű irányított, izolált körök teljes számával. Másrészt az /, halmaz x elemeinek 
a száma (/—1)! 
A következő aszimptotikus formulát fogjuk felhasználni: 
(8.11) ? ) ( 7 ' 
n - ( r - \ ) l 
l 1 + 0 
Rögzített / mellett ekkor a következőket kap juk : 
(8.12) 
Ily módon nyerjük, hogy 
2 M(eX l£X a . . . EXr) 
xiíh 
( i = l , 2 , . . . , r ) 
, т \ri / , \Г n 
N 1 -in — 
e 
(8.13) lim 2 М(е
Х 1 . . .£„ г) = P , 
N Xiíl-
(í=l,2,..., г) 
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/•-ben egyenletesen, ahol 
(8.14) X 
Nyilvánvalóan minden egyes xx, ...,xr r-es a (8. 13) összeg bal oldalán rl-szor 
fordul elő. Ha az összegzést a x elemeinek összes lehetséges különböző /-ed osztályú 
kombinációjára kiterjesztjük, akkor ez az összeg a (8.13)-ból úgy nyerhető, hogy 
a (8.13)-ban szereplő összeget elosztjuk H-sal. Ezért, hogy ha 2 jelenti azt, 
(xi...x r) 
hogy az összegzést a x elemeinek az összes r-edrendü permutációjára kiterjesztjük, 
akkor 
(8.15) lim 2 M(8X l . . .6X r ) = 2 . 
N ( x i . . . x r ) ' • 
с 
л 
Alkalmazzuk most ERDŐS P. és RÉNYI A. [6] dolgozatának 1. lemmáját, melyet 
a 7. fejezetben is idéztünk, akkor a (8. 15)-ből azonnal következik a 8. 1. tétel 
állítása. 
Végezetül hasonlítsuk össze a 8. 1. tételt ERDŐS P. és RÉNYI A. idézett tételével, 
ír juk a (8. 6)-ba az l = k értéket, akkor azt látjuk, hogy a nem irányított, véletlen 
gráf köreinek (8. 5) aszimptotikus várható értéke 2k - 1-szerese az irányított körök 
várható számának, feltéve, hogy mindkét esetben a kiválasztott élek száma azonos. 
Ez elég nyilvánvalónak tűnik, ha meggondoljuk, hogy az irányított gráfok esetében 
nem számoljuk az irányított körök közé azokat a köröket, amelyekben az egymás 
után következő élek irányítása nem megfelelő. Mivel egy 4-adrendű körnek к éle 
van és minden élt két különböző módon lehet irányítani, és mert az összes 2k lehető-
ség közül csak két esetben kapunk jól irányított kört, így a nem megfelelően irányí-
tott körök száma 2 t~1 . Ez a tény tükröződik az aszimptotikus várható értékek 
esetében is. 
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O N S O M E S T R U C T U R A L P R O P E R T I E S O F G I V E N T Y P E S 
O F R A N D O M G R A P H S 
b y I . PALÁSTI 
Abstract 
P. ERDŐS and A. RÉNYI have investigated the structural properties of random graphs in a 
series of their papers. Our aim was to study the properties of bichromatic and those of directed 
random graphs. 
Let the graph consist of m given vertices of one colour n given vertices of another colour, 
and N edges. We obtain a bichromatic random graph if we choose N different edges among the 
possible mn edges supposing that all choices of the edges have the same 1 j probability. It was 
shown in the case of m~Xn that the probability of the random graph Г
т n Nc } being connected, 
tends to the limit e~e c, that is, lim P (m, n, Nc,j)=e~e c, if the number of the chosen edges is 
= [mlogm + cm). In the special case of 2 = 1, the limit of the probability of the connectedness 
of bichromatic random graph is e - 2 e ~c, if Nc = [nlog/i + сл]. 
Threshold functions for subgraphs of the bichromatic random graphs is also given. If N is 
increased, an km 1, Im 1, and v denote positive integers (k + l-l^v^kl) and let lAk,,,v any non 
empty class of connected balanced bichromatic random graphs containing к vertices of the first 
colour, I vertices of another, and v edges. In that case the threshold function concerning the property 
of the bichromatic graph, that it contains a subgraph isomorphic with some element of , „ 
2 - * ± I 
is equal to « " . (If m~cn, where c > 0 is a constant). 
The distribution of the number of trees in a chromatic random graph was determined too. 
A directed random graph Г„,
 N is obtained if we choose N different directed edges among 
the possible n- (directed) ones connecting n given vertices so that each of the I " possible choices 
\N) 
are equiprobable. For such graphs the following hold : 
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A directed random graph Г„
 N contains a directed cycle of order [Ioglog/;] "almost surely" 
' с 
(the probability of it tends to 1 for и — if the number of the edges is Nc = [n log n + cri\. 
If P(n, Nc) denotes the probability, that the directed random graph is strongly connected, 
then 
lim Р(и, Nc) = e~2e", if Nc = [«log 11+at] 
n-* 00 
Finally let us denote by ô, the number of isolated directed cycles of order /, ( / S 1, 2,...) in a direc-
ted random graph. If the number of the choiced edges is then the limiting distribution of d, 
(ce~2c)' 
is a Poisson distribution with the parameter n = , where o O is a constant. 
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írta: RUDA MIHÁLY 
Medgyessy Pál 50. születésnapjára 
Bevezetés 
A diszkrét geometria egy klasszikus feladatköre alakzatok más alakzatokkal 
való kitöltésének a problémája. Ide tartozik például a sík kongruens körökkel való 
legsűrűbb kitöltése vagy a körelhelyezések a gömbfelületen. 
Felvethető bizonyos értelemben a fordított (és valamivel általánosabb) probléma 
is, nevezetesen az, hogy adott alakzatok bizonyos feltételeket kielégítő elrendezéséhez 
keresünk ezt az alakzatrendszert tartalmazó, adott típusú alakzatot, amelynek vala-
milyen jellemzője extremális. Ha ezek után vizsgáljuk az egyes elrendezésekhez 
tartozó extremális tartalmazó alakzatot, kérdezhető, hogy mely elrendezés mellett 
lesz ez az extremális érték extremális. 
A következőkben egymásba nem nyúló, egyenlő sugarú körök síkbeli elren-
dezéseit vizsgáljuk. Tartalmazó alakzatként téglalapokat szerepeltetünk. Az extre-
malitási kritérium a téglalapok területének minimalitása lesz. Másképpen fogal-
mazva: adott számú körhöz keresünk egy olyan téglalapot, mely az adott körökkel 
a lehető legsűrűbben tölthető ki. 
Be fogjuk bizonyítani, hogy ha a körök száma — a következőkben ezt /í-nel 
jelöljük — nem nagyobb nyolcnál, akkor a legsűrűbb kitöltést adó elrendezések-
nél a körök középpontjainak egy négyzetrácson kell elhelyezkedniük. Pontosabban 
fogalmazva: a körök középpontjai úgy helyezkednek el, hogy vagy bármely kör-
középponthoz található másik három, hogy az így adódó négy pont egy 2r oldalú 
négyzet csúcsait adja (r a körök sugara) és az összes ilyen négyzet egyesítése egy 
téglalap, melynek élei az eredeti (kitöltendő) téglalap éleinél 2r-rel rövidebbek 
(1. pl. 26c ábra), vagy valamennyi körközéppont egy 2r(n — 1) hosszúságú szakaszon 
van (1. pl. 26a ábra). A következőkben az ilyen elrendezéseket négyzetrácsos elren-
dezésnek nevezzük. 
Ezek után még néhány megjegyzést teszünk n nagyobb értékeivel kapcsolatban is. 
Általános megjegyzések 
A vizsgálatokat a következőkben úgy fogjuk végezni, hogy a téglalap rövidebb 
oldalának a hosszát — jelöljük m-mel — rögzítjük', és ehhez az értékhez adjuk meg 
(adott n mellett) a másik oldal — legyen ez h — hosszának minimális értékét, tehát 
rögzített m értékekhez keressük, adott körszám esetén, a lehető legnagyobb kitöl-
tési sűrűséget. Ezután megnézzük, hogy a különböző m értékek közül melynél 
érhető el a legnagyobb kitöltési sűrűség. 
A tárgyalás egyszerűsítésének kedvéért legyen a körök sugarának hossza 
egységnyi ( r = 1). Ezenkívül nyilván elég azt a téglalapot vizsgálni, mely csak a körök 
8* M T A III. Osztály Közleményei 19 (1969) 
7 4 r u d a m. 
középpontjai t tartalmazza — vagyis körelhelyezés helyett elég pontelhelyezést vizsgáin i 
egy y = m — 2, x = h — 2 oldalú téglalapban (1. ábra), hiszen, ha adot t m mellett 
a h minimális, akkor a megfelelő y mellett az x is minimális, és fordítva. 
A következőkben becsléseket adunk rögzített y esetén az x minimális értékére, 
vagy adot t y esetén megadunk egy legsűrűbb elrendzést (mikor tehát az x minimális). 
Az itt tárgyalt esetekben az adódó terület: T=m-h = (y + 2) - (x + 2) négyzet-
rácsos elrendezés esetén lesz minimális, vagyis ha m =2, 4, ... . 
A tárgyalás során többször felhasználjuk a következőket: 
1 . S E G É D T É T E L . Ha egy téglalap oldalait (m és h) a következő függvények adják: 
m=kc-sin <p + cx és h = / o c o s (ip — y) + c2, 
7t 
ahol O S a ^ i O ^ y S a , k = 1 , 2 , . . . , / = 1 , 2 , . . . , c,cx,c2 nem negatív 
konstansok (lásd pl. 2. ábrát) , akkor a téglalap T=m-h területe mint cp függvénye 
a cp= a vagy cp=ß helyen veszi fel minimumát. 
h 
1. ábra 
L-2, k = 1, x = 0 1 = 2, k = 1 
2. ábra 
Bizonyítás. A sin <p és cos (<p — y) az [a, ß] zárt intervallumon alulról konkáv, 
nem negatív függvény és deriváltjaik előjele ellenkező. Előállítva tehát a T=m-h 
értéket mint cp függvényét, az szintén alulról konkáv az [a, ß] zárt intervallumon, 
így valamely végpontban veszi fel a minimumát . 
M E G J E G Y Z É S : A Z 1. segédtétel valamivel ál talánosabb fo rmában is megfogalmaz-
ha tó — úgy, hogy m és h nem ilyen speciális függvénye a <p-nek — de ezzel itt nem 
foglalkozunk, mivel a továbbiakban csak a fenti speciális esetre lesz szükség. 
2 . S E G É D T É T E L . Tetszőleges n-re az n, páronként egymástól legalább 2 egységnyire 
levő pontot tartalmazó és y magasságú téglalapok közül a minimális hosszúságúak 
mindkét y hosszúságú oldalán az n pont közül legalább egynek-egynek rajta kell lennie. 
Bizonyítás. Ellenkező esetben a minimális hosszúság rövidíthető lenne — ellent-
mondva a minimalitásnak. 
3. S E G É D T É T E L . A 0 y ^ 1' 3 intervallumon tetszőleges n-re min (x) = 
= (n — 1));4 —у2 (3. ábra). Ha az y a fenti intervallumon változik, akkor, ha n < 14, 
a sűrűségfüggvény az у = 0 pontban veszi fel maximumát (vagyis egy négyzetrácsos 
elrendezésnél) ; ha n S 14, akkor viszont az у = ( 3 helyen (amikor a körközéppontok 
egy szabályos háromszögrács pontjai). 
MTA III. Osztály Közleményei 19 (1969) 
k ö r e l h e l y e z é s e k t é g l a l a p o k o n 75 
Bizonyítás. Az y ~ Í3 értékeknél a kö-
rök egymás után helyezhetőek el a téglalap-
ban, az egyik m hosszúságú oldaltól kiin- rn <J 
dúlva (mint a 3. ábrán). Mindegyik kör 
helyzetét csak a közvetlen előtte levő hatá-
rozza meg, mivel y (vagyis m) elég kicsi. A 
3. ábrán adott elrendezés így valóban — az 3. ábra 
egyetlen •—• extremális. A sűrűség maximu-
mát a különböző m értékeken belül az 1. segédtétel adja (c = 2, с
г
 = c 2 = 2, y = 0 , 
k = l, l = n — 1). 
MEGJEGYZÉS: A 3. segédtételben tulajdonképpen végtelenbe nyúló sávokra is 
megadtuk a legsűrűbb körkitöltést, ha a sáv szélessége 2 és / 3 + 2 között van, és 
az ilyen értékek közül a / 3 + 2 szélességű sávnál lép fel a maximális sűrűség. 
4. SEGÉDTÉTEL. Adott n esetén a vizsgálatot elég a O S Y ^ ( 4// —2 korlátok 
között végezni — hiszen x és у szimmetrikus szerepe miatt feltehető, hogy ygjc, 
és у = / 4 « — 2 értéknél a téglalap területe T=m-h = (x + 2)• (y + 2)^4/7, ez 
a négyzetrácsos elrendezéshez tartozó területérték, tehát nagyobb területű téglalapot, 
vagyis nagyobb у értékeket nem szükséges vizsgálni. 
Extremális elrendezések, becslések a sűrűségre 
Kongruens körökkel kitöltött téglalapokra a következő állítást fogjuk be-
bizonyítani: 
TÉTEL. Tetszőleges téglalapnak nyolcnál nem több, kongruens körrel való kitölté-
71 
sekor ha о = max (S), a kitöltési sűrűség maximuma, akkor д Ш ^  , és az egyenlőség 
csak a négyzetrácsos elrendezéseknél lép fel. 
A bizonyítást az n különböző értékeire külön-külön fogjuk elvégezni (n a ki-
töltő körök száma). 
/7 = 1, n = 2 esetén adott у (illetve m) mellett a legjobb elrendezések és a sűrűség-
maximumok azonnal adódnak (22. ábra), megegyezve állításunkkal. 
/7 = 3 esetén az x minimális értéke: 
a) ha 0 S j = s / 3 ~ , akkor min (x) = 2 / 4 - y 2 , 
1 1 / 3 
b) ha / 3 S j = s 2 , akkor min (x) = - / 4 - у 2 + ~У> 
с) ha 2sys4, akkor min (x) = j / 4— 
MEGJEGYZÉS: A 4. segédtétel szerint a vizsgálatot nem kellene ilyen széles 
intervallumon végezni, ezt csupán a későbbiek kedvéért tesszük. 
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Bizonyítás. Az a) és c) eseteket lényegében véve a 3. segédtétellel megoldottuk 
(a) és c) az x és y szimmetrikus szerepe miatt ekvivalens). Bizonyítandó tehát a b) eset. 
Két pont a három közül — legyen ez A és С — a 2. segédtétel értelmében a tégla-
lap у hosszúságú oldalain helyezkedik el (4. ábra). E feltétel mellett (egyszerűen 
a Pitagorasz-tételből) azonnal adódik, hogy az adott у és a hozzá rendelt x értékek 
esetén csak az ábrán látható elrendezés lehetséges — amikor AB = ВС = CA—2 és 
a két szélső pont, A és C, közül egy a téglalap egyik csúcsában van — kisebb x 
értékek mellett a pontok közti távolságok minimuma egyáltalán nem érheti el 
a szükséges két egységnyi értéket. 
Figyelembe véve az a) és c) esetet is, megadtuk minden szóbajöhető y-ra a leg-
nagyobb sűrűséget szolgáltató elrendezést (1. a 23a—с ábrát). 
Az 1. segédtételt felhasználva — miután kiszámítottuk az eredeti téglalap 
területét az у fent adott intervallumainak végpontjaiban (melyek egyben az 1. segéd-
tételben szereplő ф szög változási határai is) — azt kapjuk, hogy az adott у érté-
keken belül a legkisebb terület az у = 0 (és у — 4) pontban lép fel, vagyis a négyzet-
rácsos elrendezésnél (1. a 23. d ábrát), amikor q — 
A további vizsgálatok érdekében foglalkoznunk kell az alábbi problémával. 
Az у magasságú téglalapban adott egy a szélességű A BCD („függőleges") 
sáv (5. ábra). Ebben a sávban helyezkedik el három pont : I, II, III, (a köztük levő 
távolság legalább 2). Az a kérdés, hogy ezt a ponthármast egy negyedikkel (IV) 
kiegészítve, mekkora az így kapott pontnégyes által lefoglalt ABEF sáv minimális 
szélessége — vagyis az A F távolság minimuma. Csupán azt követeljük meg, hogy 
az eredeti ponthármas bent maradjon az eredetileg adott A BCD sávban és a pontok 
közti távolságok minimuma legalább 2 legyen. 
4 . á b r a 5 . á b r a 6 . á b r a 
Keresendő tehát adott y-hoz négy pont olyan elrendezése és egy olyan z érték, 
hogy a négy pont az y, z oldalú téglalapon belül legyen (legalább két egységnyi 
távolsággal a pontok között) és közülük három pedig egy у, а oldalhosszúságú 
sávban. A z értékének az adott у és űr értékek mellett minimálisnak kell lennie. 
Természetesen csak olyan eseteket vizsgálunk, amikor az a ^ z . 
5 . S E G É D T É T E L . Legyen ) ' 3 = y = 3 . A z minimális értéke az a függvényében: 
min (z) = a + / 4 - ( y - / 4 3 a 2 ) 2 , ahol + ha /3~Ъу^2, 
illetve 1/ 4 — ^ G F L S I ) 4 Y — Y 2 ha 2 S Y S 3 . Az a-ra adott alsó korlátok tételünk 
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n = 3-ra vonatkozó részéből következnek (hiszen az a szélességű sávban három pontnak 
kell lennie); a felső korlátok (2 illetve (4y — y2) feletti a értékek vizsgálatára nem 
lesz szükség. 
A bizonyítást csak а intervallumra részletezzük, mivel a 
esetben teljesen hasonló módon lehet eljárni. 
Bizonyítás. A 2. segédtétel szerint a negyedik pontnak IV-nek), illetve az 
első három pont közül is legalább egynek (jelöljük ezt I-gyel) rajta kell lennie egy 
у hosszúságú (függőleges) oldalon (6. ábra). 
Legyen I-nek a téglalap legközelebbi (A) csúcsától mért távolsága d, és IV-nek 
az Л-val szemközti (C) csúcstól mért távolsága d'\ 
Először belátjuk, hogy adott d esetén, ahol O s r f ë p p / 4 —j 2 , a z mini-
mális értéke akkor lép fel, amikor a körközéppontok egy a téglalapba írt rombusz 
csúcsai, melynek oldalhosszúsága 2 és rövidebb átlója sem kisebb 2-nél (7b ábra). 
. / t 
A d =—— 2 Í4—y2 értéknél ez az átló éppen 2-vel egyenlő. Ennél nagyobb 
d értékeknél nagyobb д-hoz nagyobb z tartozik, tehát ezt az esetet nem kell vizsgálni 







A rombuszos elrendezésnél (7b ábra) a z értéke: 
(d = d j . Bármely más esetben — ha d^d' (7a, с ábra) — ugyanekkora z mellett 
nem lehetséges az I és IV pontokon kívül még egyszerre másik kettőt (II, III) el-
helyezni, mert az ABC ívháromszögben (7a, с ábra) — ahova a fennmaradó két 
pont kerülhetne — két pont közti távolság mindig kisebb 2-nél, mivel az AB, ВС és 
CA távolságok mindegyike kisebb mint 2, — ez elemi úton belátható. 
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10. ábra 1 1 . á b r a 
9. ábra 
Minden d értékhez — az adott intervallumon — tartozik egy a érték (az I, II, III 
által elfoglalt rész szélessége). Belátjuk, hogy ehhez az a-hoz а fent adott 
(z = H-d2 + — {y — d f ) értéknél kisebb 2 érték nem tartozhat, és ezzel 
eredeti problémánkat (adott я-hoz minimális 2 keresése) meg is oldottuk: 
Kisebb z-hez feltétlenül kisebb d is tartozik (d csökkentésével a rombusz mind-
két átlója növekedhet az adott téglalapon belül, tehát z csökkenthető és fordítva) 
azonban — szintén elemi úton — bizonyítható, hogy a fent adott a és z értékek mel-
lett (melyek d függvényei) három pontot nem helyezhetünk el az a szélességű sávon 
belül úgy, hogy az I d-nél közelebb van Л-hoz, és még egy negyedik pont is van 
az y, z oldalú téglalapon belül. 
A rövidség kedvéért a bizonyítást itt nem tárgyaljuk, csupán a 10. ábrán illuszt-
ráljuk a létrejövő helyezetet. 
Meg kell jegyezni, hogy itt is kivételt képez az y — 2, а = У3 eset, amikor d= 1 
és d = 0 egyaránt megfelel, azonban a z változatlanul 2 / 3 (11. ábra). 
A intervallumra az adott a esetén legkisebb z értéket szolgáltató 
elrendezés (mely szintén egy rombuszt ad) a 12. ábrán látható. Ebben az esetben 
is a d— 9 értékeknél kétféle megoldás is felléphet (13. ábra), azonban az 
a és z értékek egyértelműek. (Az a változási intervallumát, valamint a különböző 
a értékekhez tartozó z értékeket az előzőkben már megadtuk.) 
Az n = 4 esetben a kitöltési sűrűség 
az у = 0 vagy az у = 2 pontban (négyzet-
rácsos elrendezés) veszi fel maximumát, 
amely a q = — érték. 
Kivételt képez az у = 2, d= 1 eset, amikor a 9a ábrán látható elrendezés is lehet-
séges — mely nem a rombuszos elrendezés —, azonban a z a = / 3 és z = 2 / 3 értékek 
megegyeznek a rombuszos elrendezésnél adódó értékekkel (9b ábra). 
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A bizonyítás az 5. segédtételből a 3. és 4. segédtételek figyelembevételével 
azonnal adódik. A vizsgálatot csak а / З ё y S 2 intervallumon kell elvégezni. I t t a 





replő z-nek felel meg — akkor minimális, ha — szintén az 5. segédtétel szerinti 
értelemben — a d minimális, vagyis 0. Tehát a minimális x-et valóban a 14. ábrán 
látható elrendezésnél kapjuk. így tehát valamennyi szóba jöhető y értékre ismerjük 
már a legjobb elrendezéseket (24. ábra). 
Kiszámítva az y = j/3, y = 2 helyeken a T—m-h területértéket — mivel ez az 
y = 2 helyen kisebb—, az 1. segédtétel szerint a minimális terület, vagyis a maxi-
71 
mális sűrűség, mely a g = — az y = 2 esetben — négyzetrácsos elrendezésnél — lép fel, 
ugyanúgy mint az y = 0 esetén (ld. 24b, с ábra). 
Az n = 5 eset visszavezethető az n = 3 esetre: 
Vágjunk le a téglalapból (15. ábra) — az у hosszúságú oldallal párhuzamos 
JÍ 
14. ábra 
fi, а 'с E 
15. ábra 
egyenessel — egy akkora sávot {A BCD), melyben három pont éppen elfér — az 
adott elrendezés mellett —, vagyis úgy, hogy egy pont a három közül legyen rajta 
az elválasztó egyenesen. így a téglalap másik felében ( C D E F ) is éppen három pont 
(III, IV, V) van. 




ha / 3 s y s 2 
4— - ha y ~ 4 
2 • min (а). 
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Mivel a / 3 s . y ^ 2 / 3 intervallumon megvalósítható (két három-három pontot 
tartalmazó téglalap összeillesztésével), hogy x értéke 2- min(a) legyen, így egyben 
megadtuk az összes lehetséges y értékre az extremális elrendezéseket (25a, b ábra). 
(A 4. segédtételben adott korlát: 2 ( / 5 - 1 ) < 2 / 3 ) . 
Az 1. segédtételt alkalmazva itt is könnyen megkapható, hogy a sűrűség 
maximuma az y = 0 helyen (négyzetrácsos elrendezés) lép fel (25 d ábra). 
Az n = 6 esetre vonatkozó állításainkat bizonyítva megvizsgáljuk, hogy 
az 5. segédtételben szereplő z érték hogyan változik az a függvényében, pontosabban 
nem is a z hanem a z — a értéket vizsgáljuk. Tekintsük a 16. ábrát. Mivel mindig 
igaz, hogy a ë z — a, ezért <p3S(p2. Ebből azonnal adódik, hogy = — 1, 
sőt mivel a növekedésével (p3 csökken és <p a növekszik, a 




vagyis a (z — a) = f(a) függvény alulról konkáv (természetesen csak azon az inter-
vallumon, amelyet az a változására már megadtunk az 5. segédtételben). 
16. ábra 
Tekintsük ezután magát a hat pontot tartalmazó téglalapot (1. a 17. ábrát). 
Válasszunk ki a pontok közül hármat, melyek a legkeskenyebb a szélességű sávot 
foglalják el. Minden esetben felbontható az y, x oldalú téglalap három olyan sávra, 
amelyek közül kettőben három-három pont van, és az egyik éppen a fent kiválasz-
tott ponthármas. A harmadik sáv, mely emellett a ponthármas mellett van, két 
pontot tartalmaz. Természetesen bármely páros n esetén adható ilyen ponthármasok-
ból és egy pontkettősből álló felbontás, ahol a pontkettős a minimális szélességű 
részt elfoglaló ponthármas mellett áll. 
Az a szélességű és a mellette levő két pontot tartalmazó sávok össz-szélességének 
minimuma — az 5. segédtételben használt jelölés szerint — éppen z. Minthogy 
a másik három pont a-nál nem kisebb szélességű sávot foglal el, az x-re egy alsó 
becslés az a + z érték. Mivel az előzők szerint z — a és így z + a is a-nak alulról 
konkáv függvénye, ezért ahhoz, hogy x minimumát megkaphassuk, az x-et mint 
az a függvényét csak az a szélső értékeire kell vizsgálni; azaz ha 2, akkor az 
a = 2, illetve ^ / 4 У , ha akkor az a = / 4 y - y 2 , illetve j / 4 - ^ 
helyeken. 
Elvégezve a számításokat, megkapjuk, hogy a különböző y értékek mellett 
a maximális sűrűség mindig a legnagyobb a érték mellett lép fel, vagyis éppen a 
26b, d ábrán látható rendszereknél. 
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Megadtuk tehát а / З ^ у ^ З intervallumon a legnagyobb sűrűséget szolgáltató 
rendszereket. Mivel a 4. segédtételben adott korlát: 2(^6 — 1 ) kisebb mint 3, és 
az 1. segédtételt alkalmazva kimutatható, hogy а / З ё у ё З intervallumon a legna-
7t 
gyobb sűrűségek mindegyike kisebb mint —, kivéve az у = 2 helyet, ezért elmond-
hatjuk, hogy a különböző alakú téglalapok közül az y = 0 (m = 2 ) és y = 2 érték-
nél, azaz négyzetrácsos elrendezésnél érhető el a legnagyobb kitöltési sűrűség 
n = 6-ra is (26a, с ábra). 
12 
Beszélhetünk még a 3 < y értékekről is. Az y — — = helyen у =дг. Ez a [2] cikk-
ből ismeretes. A megfelelő elrendezés a 26e ábrán látható. Nagyon valószínű, hogy 
12 
a 3 S y s — . helyeken, amelyekre extremális elrendezéseket nem adtunk, a leg-
/ 1 3 
jobb elrendezéseket a két szélső helyzet közti folytonos átmenet adja, azaz a két-két 
körből álló „függőleges" sorok mind jobban egymásba nyomulnak (31a ábra) 
— ilyen mozgás történik a 2 S y S 3 intervallumon is. Pontos sűrűségértékre tehát 
csak egy sejtésünk van, de egy becslés adható a téglalap területére ezen az inter-
12 
vallumon is, hiszen ha az у a 3 S y S — intervallumon változik, az л: semmiképpen 
/ 1 3 12 
sem lehet -nál kisebb. 
/ 1 3 
Az n=7 esetre nem adunk extremális elrendezéseket minden y-ra, csupán ki-
mutatjuk egy becslés segítségével, hogy az у = 0-hoz tartozó négyzetrácsos elrendezés 
adja a legnagyobb kitöltési sűrűséget. 




Legyen a = b= I/ 4—— — e ( e > 0 , tetszőlegesen kicsi). Ekkor az első négy 
részben csak egy-egy pont helyezhető el. A fennmaradó három pontnak így а с 
szélességű részben kell lennie. Ekkor — mint már tételünk /г = 3-га vonatkozó részé-
1 1^3 / ^ 
ben beláttuk — с minimális értéke: — / 4 — y 2 + — y, ha / 3 ^ y S 2 vagy l / 4 - ^ - , 
ha 2 ^ y ^ 2 / 3 . Alkalmazva az 1. segédtételt (ha / 3 ^ y ^ 2 , akkor a segédtételt 
külön-külön kell alkalmazni a Tx= (o + 6 + l ) - (y + 2) és a T2 = ( c + l ) - ( y + 2) 
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területű téglalapokra, és ezeknek minimális területét kell összegezni) megkaphat juk, 
hogy a fenti módon adott téglalap T — m-h területe a } ' ' 3 S y S 3 intervallumon 
28-nál nagyobb ( 2 8 = 4л a négyzetrácsos elrendezéshez tartozó területérték). 
Az az eset, amikor y = x, az у = 2 + / 3 értéknél lép fel. Ez szintén [2]-ből 
ismert eredmény; a megfelelő elrendezés a 27b ábrán látható. На у kisebb mint 
2 + ^3, akkor az x csak nagyobb lehet ennél az értéknél. így egy becslés adha tó 
a T=m-h területre: Г ^ ( у + 2)-(4 + / з ) . Mivel ez az érték y = 3-nál is nagyobb 
mint 28 és a 4. segédtételben adott felső korlát : 2 ( / 7 — l ) < 2 + ^ 3 , ezért elmond-
ható, hogy tételünk л = 7-ге is igaz. (Az extremális elrendezés y = 0-nál lép fel; 
1. 27a ábrát.) 
Az n = 8 esetben az n = 6 esethez hasonló módon vizsgálható a probléma a 
illetve a 2 ^ Y ^ 3 intervallumon, azzal a különbséggel, hogy itt az a + z 
helyett 2a + z szerepel. Ennek a függvénynek a kon-
kávitását kihasználva itt is megkapjuk, hogy az 
n = 6-hoz hasonlóan a 28b, d ábrán levő elrendezé-
sek, vagyis amikor az a maximális, a legjobbak. Szá-
mításunk ebben az esetben (л = 8) csak у = 2,8-ig al-
kalmazható. Az 1. segédtétel felhasználásával itt is 
könnyen kimutatható, hogy a 28b, d ábrán adott 
elrendezésekhez tartozó területérték: 7 , = /?Í-/? = 32 = 
4/7. Ezzel azokra a téglalapokra melyeknél w ^ 4 , 8 
71 
tudjuk, hogy a maximális kitöltési sűrűség —, mely 
y = 0 és у = 2 esetben (négyzetrácsos elrendezés) lép fel (28a, с ábra). 
Nagyobb у értékekre becsléseket adunk, melyek néhol pontosak lesznek. 
Osszuk fel a nyolc pontot tartalmazó téglalapot egy az у hosszúságú oldallal 
párhuzamos egyenessel két részre úgy, hogy az egyik hat, a másik három pontot 
tar talmazzon! (19. ábra.) Legyen az előbbi rész szélessége a, az utóbbié b. 
12 




Y i 3 
b ^ J/ 4— (1. az л = 6 és и = 3 eseteket). 
1 2 - 7 1 
Ha - = ^ y ^ 2 ( / 3 , akkor a ^ 3 (ez szintén az л = 6 esetből adódik) és b & 
V13 
Ezekre az у és x = a + b értékekre kiszámítva a T = m-h területet (a b értéknél 
felhasználva az I. segédtételt), F-re mindig 32-nél nagyobb értéket kapunk ( 3 2 = 4л). 
12 
A fenti becslések az y = és у = 2]/3 helyen pontosak (1. 28e, f ábrát). 
' ] / l3 
Mivel ha у = ^6 + ]/2, akkor x = y (1. [1]), ezért ha y ^ j / ó + jY, akkor 
x ê É6 + У2. Ennek alapján becslést adva a T = m-h területre (mely у = | '6 + /2 -né l 
pontos lesz, 1. 28gáb ra ) : а + У2 intervallumon a T mindig nagyobb 
32-nél. Tehát — mivel a 4. segédtételben adott korlát : 2 (^8 •- l ) < / б + У2 — téte-
lünket már л = 8-га is bizonyítottuk, és л = 8-га is az összes különböző téglalapra 
4 
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becslést adtunk a kitöltési sűrűségre a 2,8 Ш у ^ У6 + У2 intervallumon (kisebb 
у értékekre pedig pontos elrendezéseket). 
Ezzel tételünk bizonyítását befejeztük. 
Befejezésként néhány megjegyzést teszünk arra az esetre, amikor n > 8 . 
Megjegyzések az n > 8 esetekre 
Valószínűnek látszik, hogy /7 = 9 és /7 = 10 esetén is a négyzetrácsos elrendezés 
(y = 0, 4 és y = 0, 2) adja a sűrűség maximumát (32a, b és c, d ábra). 
/7 = 11 esetén már biztosan nem a négyzetrácsos elrendezés az extremális. Amint 
az könnyen kiszámítható, a 20. ábrán látható szabályos háromszögrácsot adó elren-
, , ( 11тг 7Г ) j 
dezes nagyobb suruseget n=—>-7= 7 > - ad, mint a negyzetracsos — nincs 
1 1 6 ( / 3 + l ) 4) 
bizonyítva azonban, hogy az előbbi extremális. 
/7 = 12 esetében viszont a négyzetrácsos elrendezés 
ad nagyobb sűrűséget (nincs bizonyítva, hogy az ext-
rémumot adja vagy sem). 
Ha n ^ 1 4 , akkor már sohasem adják a négy-
zetrácsos elrendezések a Sűrűség maximumát — ez a 
3. segédtételből következik. 
A 3. segédtételen kívül — melyben a 
intervallumon minden /7-re megadtuk a különböző у 
értékek mellett a legnagyobb sűrűséget adó elrendezé-
seket — más eredmények nem ismertek 8-nál nagyobb n értékekre, kivéve a [2]-
ben szereplő elrendezést /7 = 9 és у = 4 esetére (1. 29. ábra). Egy ilyen problémával 
foglalkozunk még röviden. 
Az x minimális értékének számítása tetszőleges páros /7-re lehetséges a = y = 2 
(illetve intervallumon az 77= 6 (és л = 8) esetben használt módszerrel. 
Az ott szereplő jelölésekkel páros /7-re x = ( a+z. Ennek alapján például 
a y' 3 =y = 2 esetben kimutatható, hogy az egyes у értékekre л s 14 esetén (л páros) 
az /7=6 (л = 8) értéknél fellépő elrendezésekkel azonos szerkezetű rendszerek az 
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az y = 2 pontban (négyzetrácsos elrendezés) lép fel a legnagyobb sűrűség — miköz-
ben az y változik, kivéve az /7 = 14 esetet, amikor a maximum y = /З-nál van. 
Egy érdekes részprobléma annak vizsgálata, hogy nagy /7 esetén a szabályos 
háromszögrácsos elrendezések közül melyek adják — a d o t t и mel le t t—a legnagyobb 
kitöltési sűrűséget, vagyis, hogy hány sorban kell elhelyezni a köröket és soronként 
hányat. Például /7 = 14 esetére a 21. ábra két lehetősége közül az a) elrendezés 
nagyobb sűrűséget ad, mint a b) elrendezés. Ezekkel a vizsgálatokkal azonban itt 
nem foglalkozunk. 
Összefoglalás 
A következőkben egy ábrasorozatban összefoglaljuk azokat a körelhelyezéseket, 
amelyek extremálisak, illetve sejthetően azok. A 22a, c; 23d; 24b, c; 25d; 
26a с ; 27a; 28a, c; 32 a, b, с és d ábrákon az adott n mellett legnagyobb sűrű-
séget szolgáltató, négyzetrácsos elrendezések láthatók, míg a többi ábrán a külön-
böző у értékektől függően a lehető legnagyobb sűrűséget adó körelhelyezések 
szerepelnek. 
Az egyszerűség kedvéért általában csak a középpontokat tartalmazó y, x 
oldalú (esetleg — ha y = 0 — egy szakasszá fajuló) téglalapok szerepelnek. 
E X T R E M Á L I S E L R E N D E Z É S E K : 
(Az у < J/3 értékekkel kapcsolatban 1. a 3. segédtételt.) 
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n = S 
2iy£2]/3 
d ) 
25. áb ra 
n=7 y = x = 2 + / T 
k : 
y=0 íz 12 
CL) ti.) 
27, ábra 
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30. ábra 
S E J T H E T Ő E N E X T R E M Á L I S E L R E N D E Z É S E K : 
П-6 п=в 
do 
<у<2\ГЗ 2V3<yc)Í6 + f2 
31. ábra 
Az у = 2,8 és у 
12 
/ 1 3 
között az я = 8 esetben nem adtunk meg extremális 
elrendezéseket. Ez — az я = 7 (у > / 3 ) esethez hasonlóan — elég bonyolult problémá-
nak látszik. 
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n=9 п=Ю 
32. ábra 
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Summary 
If o{n) denotes the maximal density of n non-overlapping congruent circles in a rectangle, 
n 
then o(n) = — for u s 8, and the extremal configurations are illustrated by Fig. 22—28. Conjectured 
4 
extremal configurations for some greater value of n are shown in Fig. 31., 32. 
y 
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Irta: ARATÓ MÁTYÁS 
1. Korrekt becslések 
Legyen a ç(t) valós (O^t^T) stacionárius (szigorú értelemben) folyamat 
1 valószínűséggel folytonos és 9 = MÇ(t) ismeretlen, míg a B(t) = M(Ç(s + t) — 9)-
•(£($) —0) kovariancia függvény legyen ismert. Adot t в esetén a folyamathoz tar-
tozó valószínűségi mértéket, ill. várható értéket jelölje P e , ill. М в . Stacionárius 
folyamatok esetén van értelme 0 olyan becsléseit tekinteni, melyek a koordináta-
rendszer megválasztásával szemben invariánsak. 
D e f i n í c i ó . A 0(£(O) funkcionált korrekt becslésének nevezzük, ha tetsző-
leges — o o < c < ° ° esetén 
Ô ( £ ( 0 + c ) = Ô ( { ( 0 ) + c. 
T 
Könyű látni, hogy pl. az — I ç(t)dt és a ç(?0) funkcionál (t0 fix) korrekt becs-
o 
é s e 0-nak. 
Jelölje a továbbiakban Ж a korrekt becslések osztályát. Ha 
1. 1) Me (0 - 0)2 = Me (0(C (*)) - в)2 = Afo(0(ç ( t ) ) f . 
Független megfigyeléssorozatra a korrekt becslés fogalmát PITMAN [7] vezette be. 
A 0 ún. lokációs paraméter Pitman-Ше. becslésének nevezzük (a várható érték léte-
zése esetén) az 
( 1 . 2 ) и = £ ( 0 ) - М „ ( £ ( ( Щ О - £ ( 0 ) , 0 S / S 7 ) 
becslést. A továbbiakban a — £(0) ( 0 S / S J ) változók által generált er-algebrát 
л/J-vel fogjuk jelölni, s akkor 
u= t(o)-M0(£(Jsfi). 
Nyilván 




(И) = ВД0) - М
В
 (МЕШ№Ъ)) = О, 
tehát az и torzítatlan becslése 0-nak. Az M o 0 é s 0 - M ü (6 \ sd l ) változók orto-
gonalitása miatt, ha 0Ç.3T 
(1 .4 ) Me (0 — 0)2 = M0 (0)2 = M 0 (0 - M0 (0 I л /?) ) 2 + M0 (M o (0 ! л / í ) ) 2 ^ 
S M0 [0 — M0 (0 I sdо )]2. 
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На 0 korrekt becslés, 0 — M(Ô\sJg) >s korrekt becslés marad. Megmutatjuk, hogy 
tetszőleges 0X , 0 2 korrekt becslésekre 
(1 -5) 0X - M 0 (0,1 s 4 l ) = 0 2 - M 0 0 2 1 J / J ) , 
ahol az egyenlőség majdnem mindenütt értendő. 
Nyilvánvaló ugyanis, hogy 
( 1 . 6 ) Ó i ( « 0 M , « ( 0 ) = 01 ( í ( O - í ( O ) ) - 0 2 ( í ( 0 - ^ ( 0 ) ) -
= Ä ( i ( / ) - « ( < > ) ) , 
azaz 0j— 0 2 a Ç(t) — Ç(0) funkcionálja, melyet Á-val jelölünk. A feltételes várható 
érték jól ismert tulajdonsága alapján 
(1.7) = - £ ( * ) ) • 
(1. 6) és (1. 7)-ből adódik, hogy 
M ( 0 j I . < ) = M ( 0 2 1 J / J ) + л ( í ( 0 - { (0) ) = M (021 j / j ) + 0! - 0 2 
és ezzel t i . 5)-öt igazoltuk. (1.5) speciális esete az 
г • г 
~ J t(t)dt-M0 - J { ( O ^ k ) = £(0)-m0(£(o)|xO 
о 
összefüggés. 
(1. 4) és (1. 5) összevetéséből adódik, hogy tetszőleges 0 £ J f - r a 
M o(0) 2 ^ M0 ( u f . 
ezzel igazoltuk a következő állítást: 
1.1. TÉTEL. A korrekt becslések osztályában и minimális szórású becslése 0-nak. 
Könnyű megmutatni, hogy 
(1.8) D 2 (£ (0) I s * l ) = M g [ (£ (0) - M ( Z (0) I я /1 ) )* I . < ] = 
Példa. Legyen 0O a stacionárius Gauss—Markov folyamat (0, A) paraméterek-
hez tartozó mértéke | t e h á t £(t) elégítse ki a 
dÇ(t) = -Щк) dt + X-0dt + dw(t) 
differenciálegyenletet, ahol w(t) a [0, 1] paraméterű Ж/еиег-folyamat. 
Ismeretes (lásd pl. [1]), hogy ha V = LX Ж (ahol L a Lebesgue, Ж pedig a fel-
tételes Wiener mérték), akkor 
T 
dPa 1 A X 
dV 
0 
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Ebből az összefüggésből látható, hogy a maximum likelihood becslés 
0 ( 4 0 ) = 
4 0 ) + 4 4 + J m dt 
ü 
21 Tf 
torzítatlan becslése 0-nak, s egyben elégséges statisztika is. A Blackwell—Kolmo-
gorov—Rao egyenlőtlenség alapján minimális szórású torzítatlan becslés. Exponen-
ciális eloszlás-családról lévén szó 0 teljessége miatt (lásd pl. LEHMAN [6] 183. o.) 
egyetlen legjobb torzítatlan becslés. 
Mivel 0 egyben korrekt becslés is, M(p(c,(t))\sf1tí)=Q és (1. 5) alapján 
<40)-
i Jt 
• M 0 4 ( 0 ) I =
 l
T J 4 0 dt- M 0 jj 
о о 
T 
4 0 ) + 4 T ) + x f 4 0 л 
c(t)dtWl 
ahonnan 
M ( 4 0 ) K o r ) = -
M (I/ 
2 + А Г 
A / ( 4 0 - 4 0 ) ) Л + ( 4 4 - 4 0 ) ) 
0 
"2 + ÀT ~ 
T 
2 f ( 4 0 — 4 0 ) ) dt—г ( 4 4 — 4 0 ) ) 
0 I 
Г ( 2 + АГ) 
2. A Pit uan-féle becslés 
A sűrűségfüggvény létezését feltételezve az azonos eloszlású, ue nem független, 
4 , 4 , •••, 4 minta esetén a Pitman-fé\e becslést (1. 2)-től eltérő alakban is kifejez-
hetjük. Legyen p0(x1, . . . , x„) a 4> 4 » •••> 4 változók együttes sűrűségfüggvénye, 
akkor az 0X = 4 , 02 = 4 ~ 4 . •••>0n = 4 ~ 4 - i változók együttes sűrűségfügg-
vénye, FOÖI,J2. Jn) = PoCki -J^ETi , •••, JV+J i ) - Innen 
ftp0(t, q2 + t,... r]n + t)dt 
л / 0 ( 4 1 4 - 4 , • • • 4 - 4 ) = л / 0 ( 4 1 0 2 , • • • 0„) = V " 7 4 Г • 
. / M ű 02 + Ő ••• tln + t)dt 
ahonnan t = 4 — * helyettesítéssel 
[xp0(Ç1-x,Ç2-x,...Çn-x)dx 
л / 0 ( 4 1 ^ ) = — — 
J Po ( 4 - х , 4 - х , . . . 4 - X ) í / X 
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adódik. (1.2)-vel összevetve a 
J x p n ( ^ - x , ç 2 - x , . . . ç„ - x) dx (2.1) 0 
f Po ( t i - X , Ç t - X , ... Í n - x ) dx 
tezik, amikor a változók 
esetén, vö. [3]). Hasonló ni 
f'2Po(t, ti2 + t,...,rjn + t)dt 
becslést kapjuk, mely akkor is lé а lt  várható értéke esetleg 
nem létezik (pl. Cauchy eloszlás módon látható be, hogy 
(1. 8) alapján 
(2.2) 
f Po(t, 42 +1, ... rjn + t)dt 
fx2Po -x,Ç2-x,...Ç„-x)dx 
fPotéi-x, Ъ-х,... Ç„-x)dx 
fx2p0(Ç1-x,...Çn-x)dx fxpoi^-x,... Çn-x)dx 
fpo(Zi-x,... Ç„-x)dx fpo(Zi-x,... Çn-x)dx 
STEIN [9] bebizonyította, hogy a (2. 2) kifejezés f -ik hatványának várható értéke 
végessége esetén a (2. 1) becslés megengedhető becslése 0-nak, független megfigye-
lésekre. (A megengedhetőség definíciójában szereplő veszteségfüggvény itt és a to-
vábbiakban természetesen a paramétertől való eltérés négyzetének várható értéke.) 
A tétel nyilván érvényben marad stacionárius sorozatokra is. 
2. 1. Példa. Legyen a ç(n) stacionárius sorozat egyben GŰ«.s-.s-sorozat és elé-
gítse ki a 
&п + к) + а
к
_£(п + к-\)+... +a£(n) = e(n + k) 
differenciaegyenletet, ahol az e(n) (Me(n) = 0, D2e(n)= 1) független Gauss-sorozat. 
Ismeretes hogy (lásd [1]) 
Po(xi, x2, ..., xN) = ck exp { - I [ (x j , ..., Xjy) R(xlt . . . , х„)*]}, 
ahol (űTjt = 1, a, = 0, ha / < 0 vagy l>k, és *-gal a komplex konjugáltat jelöljük) 
R = 
at akak_ x ... aka0 0 . . . O j 
0 al + al_1ak_1ak_2 + akak_1 ... 0 ... 0 
l o 0 
azaz R elemeire 
' / V • N 
rij — rjí es fy-ín-j = rij- es (csak az / < 2 
0, ha j + i>k+1 
at 
és _/>/ elemekre szorítkozva) 
r i i — 1=0 
2 at., ha a — j 
2 ak-i a, 
1 = 0 * + ( i- j)-I> 
ha j 
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A (2. 1) Pitman-féle becslés 
J x exp .. xN — x) R (xx — x,. .. xN — x)*J dx 
/ e x p { . xN-x) .. . xN — x)*J dx 
amint arról egyszerű — de hosszadalmas — számolással meggyőződhetünk, meg-
egyezik a maximum likelihood becsléssel. Speciálisan а к = 1 esetben, amikor 
£(« + 1) = g £(«) + £(«+1) , 
azt kapjuk, hogy 
és 
Л/о U i l Л ? ) 
« i v - W + O - e j V « , - « 
2 
2+ (N — 2) ( Г— g) 
Az időben folytonos £(?) stacionárius folyamat Pitman-Ше becslésén, amikor nem 
létezik várható értéke, értsük a következőt. Legyen a Ç(t) folyamathoz tartozó 
Pe mérték abszolút folytonos Q mértékre nézve és jelölje Radon—Nikodym deri-
váltját : 
i } m ) = f e m \ 
0 Pitman-Ше. becslése legyen 
(2.3) 6 = J / K . 
j f 0 { a t ) ~ x ) d x 
ç(/) várható értéke létezése esetén a (2. 3) és (1 .2) becslések megegyeznek, amint 
azt az időben diszkrét esetre megmutattuk. Az 1. pont példájában ily módon is 
megmutatható a maximum likelihood becslés és a Pitman-Ше becslés megegyezése. 
3. Megengedhető becslések 
Az egydimenziós Doob-Ше elemi Gauss stacionárius ([2]) folyamat esetén 
közvetlenül is bizonyítható a maximum likelihood, illetve a Pitman-Ше becslés 
megengedhetősége. A Stein-{é\e bizonyítás kiterjesztése sztochasztikus folyamatok 
esetére nyitott kérdés marad, de láthatólag elvégezhető. A megengedhetőség 
bizonyításához HODGES és LEHMAN [5] módszerére van szükség, melyet itt a teljes-
ség kedvéért ismétlünk. 
Legyen a £(/) stacionárius GaicM-folyamat n— 1-szer differenciálható és elégítse 
ki a 




^ - « ( О + . . . А о ( а О - 0 ) ] Л = dw(t) 
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differenciálegyenletet, ahol w(t) az ismert Wiener-folyamat Mdw(t) = 0, M(dw)2= dt 
paraméterekkel, ismert, hogy £(/) spektrál sűrűsége 
1 1 
2rr |0'A)i, + ű„_ 1 ( /A)" - 1 + ... +ß 0 | : 
alakú. A <ft) folyamathoz tartozó mértéket jelöljük Pe-va\, hangsúlyozva ezzel, 
hogy Meç(t) = 6. Igaz a következő tétel: 
3 . 1 . TÉTEL. 
Az 
k—0 
(3. 2) m = 
S ôt + 1[ç(t)(r) + (-l)^«(0)] + ûo f ç(t)dt 
2 а
х
 + а0 Т 
maximum likelihood becslés egyben Pitman-féle becslés is és az MeÇ(t) = 0 
( — °o < в <= paraméternek megengedhető becslése. 
A tétel bizonyítását több lépésben végezzük. 
3. 1. LEMMA. Ha a t,(t)=(é,l(1), ..., £„(0) stacionárius folyamat eleget tesz a 
(3.3) d%(t) = AU0dt + dw(t) 
differenciálegyenleteknek, ahol w(r) n-dimenziós Wiener-folyamat (esetleg elfajult) 
M\v(dt) = () és M((w)(dt )y/*(dt)j) — BJO) dt kovarianciamátrixszal (A sajátértékei 
negatív valós résszel bírnak), akkor 
(3.4) B(t) = M {í(s + t)í*(s)} = eAt В (о), 
és 
(3. 5) AB(o) + B(o) A* = — Bw(o), 
illetve (3. 5)-ből adódik, hogy 
(3.6) B~1(o)A + A*B-1(o) = -B-\o)Bw(o)B-1(o). 
A lemma bizonyítása szerepel Doob [2] cikkében, itt egy új, a sztochasztikus dif-
ferenciálegyenletek tulajdonságain alapuló bizonyítást adunk. (3. 3)-at í/w*(f)-vel 
szorozva, s várható értéket képezve (dv/(t) és ^(t) függetlensége miatt) 
Mdí(t)dw*(t) = Bw(o)dt 
vagy 
Mt(t+dt)dw*(t) = Bw (o) dt 
adódik. Ezt felhasználva (3. 3)-at előbb %*(í)-vel szorozva, illetve t,(t + dt)-1 (3.3) 
bal és jobb oldalának konjugáltjával szorozva s mindkétszer várható értéket képezve 
kapjuk a 
B(dt) — B(o) = AB{o)dt 
B(o) — B(dt) = В (dt) A* dt + Bw(o) dt 
/ 
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összefüggéseket, ahonnan összeadással B{t) folytonosságából következik (3.5). 
A (3. 4) összefüggés 
B(t)B~l(o)-E
 л / r . . , . ч hm = A (E az egysegmatrix), 
t 
következménye. Ezzel a lemmát bebizonyítottuk. 
Legyen most £(?) (я —l)-szer differenciálható és 
4 ( 0 = { ( 0 
dUt) 
dt = 4 ( 0 
(3. 1') 
dtn-At) 
dt = 4 - i ( 0 
- i ( 0 = - Ы 4 ( 0 •- ö) •+ «i íx ( 0 •+ • • • + e . - x 4 - 1 if )) dt+dw (/ ), 
azaz (3. 1') a (3. 1) differenciálegyenlet többdimenziós megfelelője. Ekkor 
( 3 . 7 ) 
0 1 0 0 . . . 0 
0 0 1 0 . . . 0 
\-a0 - ű j -a2 -űt3 ... -an_1) 
és Äw(0) = 
0 0... 0 
0 0 . . . 0 
l о 0 . . . 1 J 
3 . 2. LEMMA. Ha A (3 . 7) alakú, akkor 
(3.8) 5 - ! ( 0 ) = 2 
űoű-! 0 a0a3 0 a0a5...a0an 
0 а
л
а2 — a0a3 0 a1ai — a0a5 0 
a0a3 0 a2a3-a1al + a0abO a2an 
an a„ a „ - 3 a n 
(ha n páratlan), 
ahol an = 1 és at — 0, ha i < 0 vagy i>n, míg Вп\0) elemeire 
brA = bx1 = Jij uj i 
0, ha i=j+l (mod 2) 
n 
2 Z (-])kai_kaj+1+k, ha i = j (mod 2), i 
A lemma helyességéről (3.6)-ba történő behelyettesítéssel győződhetünk meg. 
Ezután térjünk át a (3. l)-nek eleget tevő Ç(t) (M0 (ç(t)) = 0) és {(t) + 0(M (£(0) = 0) 
folyamatokhoz tartozó P0 és F e mértékek Radon—Nikodym deriváltjainak meg-
határozására. 
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 f 1 l 
dPl ^ = exp ГУ 02 (fl°T+2űl)+a°9 f ^ t ) d t + 
+До e 2 « i m Г ' ч т ( - 1 (0)]}. 
k = О J 
Bizonyítás. Jelölje <pe(x0, ..., xn) a (3. 1') egyenletnek eleget tevő folyamat 
esetén £ „(0), ..., _
 4(0) sűrűségfüggvényét, akkor Szkorohod ismert tétele ([8], 
131. o.) alapján 




(a0(x), . . . ,a„_i(x)) = ( Л в - Л ) х = (0,0, . . . ,0ao). 
A (3. 2) lemma szerint 
m m
 = e x p { . m l 0 4 2 ű o 0 | % + l ^ ( o ) [ , 
másrészt a z/w(í) szerinti integrálást a (3. 1') bal oldali kifejezésével helyettesítve 
(0 = 0 mellett) nyerjük, hogy 
(fi (/)) = exp { - a 0 ax 02 + 2a0 0 Д e 2 t + 1 { « (0)j • exp { - j a\ 02 Г + 
+ a o 0 + = 
0 1 
í 1 T 
= exp { - — ÖO02 (e0 T + laJ+a2 0 f Ç(t)dt + 
' 0 
+ До 0 2 д*+1 K w (77 + ( - 1 )k <Г> (0)]1, 
k=О J 
s ezzel a lemmát bebizonyítottuk. 
T 
A jól ismert faktorizációs tétel (lásd pl. LEHMAN [6] 75. o.) szerint a0Jç(t)dt + 
о 
n -1 
+ 2 + l ) T ' ( O ) ] elégséges statisztika és a Blackwell—Kolmogorov— 
о 
Fűo-egyenlőtlenség szerint a (3. 2) maximum likelihood becslés minimális szórású tor-
zítatlan becslés. A Lehmann—ÓV/;c//e-tételből ([6], 183. o.) következik az elégséges 
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statisztika teljessége és hogy a (3. 2) maximum likelihood becslés az egyetlen mini-
mális szórású torzítatlan becslés. Mivel (3. 2) korrekt becslés, egyben Pitman-féle 
becslés is. A Pitman-fé\e becslés (2. 3) alapján történő közvetlen kiszámolására itt 
nem térünk ki. 
Könnyű megmutatni (lásd pl. GRENANDER [4] 243. o.), hogy 
(3.10) D2m* = 1 а 0 ( 2 0 1 + й 0 Г ) 
Legyen ü(c(t)) a 0 egy becslése és М
в
(9) = 0 + bg(9). A Cramér—Rao-egyenlőtlenség 
szerint 
(1 + ь ' Л в ) ) 2 
(3.11) D2(9) = Me(9-9)2~b§(0)ё 
Mivel m* elégséges statisztika (de egyszerű számolással is belátható) 
, , ( д , dpA2 1 
3. 4. LEMMA. Ha a 0 becslés olyan, hogy minden 0-ra teljesül a 
ь
2
 (в) I . I 
5 V
 a0(2ax + a0T) ~ a0(2ax + a0T) 
egyenlőtlenség, akkor bg(9) = 0 ( — oo<0< «=). 
Bizonyítás. A feltevésből következik egyrészt, hogy \bg{9)\ korlátos ( — °° < 0<= 
másrészt, hogy b'e(9) nem lehet pozitív. így be(0) monoton csökkenő függvénye 
0-nak, s korlátossága miatt létezik olyan 9„-*-—°°, ill. в'
п
-»°° sorozat, hogy b\9n) 
és b\9'n) zérushoz tart. De ez csak akkor lehetséges, ha b(9„) és b(9'„) is zérushoz 
tart, amiből a lemma állítása következik. 
Végül szükségünk van a következő, HODGES és LEHMANNÍÓI származó lemmára 
(1. [5]): 
3. 5. LEMMA. Ha a 0* becslésre a Cramer—Rao-egyenlőtlenségben minden 9-ra 
egyenlőség áll fenn és tetszőleges 0 becslésre a 
rí +ь: (0))2 
(3.12) \bl (0) + V ' "
 42 s b2* + D2(9*) 
egyenlőtlenség teljesülése maga után vonja a bfO) = be*(9) azonosságot, akkor 9* 
megengedhető becslése 9-nak. 
Bizonyítás. Bebizonyítjuk, hogy ha 0-ra teljesül Me(9 — 9)2 S Мв(9* — 0)2 
(minden 0-ra), akkor 9 = 9* azaz 0 megengedhető. Ha 
Mg (0 - 0)2 S Mg{ß*~ 9)2 = b\, (0) + [ 1 + / V*(0)] -
ЛГ I J 1 d P > 
M
° I 0 0 l 0 g d P 
7* M T A III. Osztály Közleményei 19 (1969) 
98 a r a t ó m. 
akkor (3.11) szerint 
(1 +bU0)Y 
bl (0) + V




0 , dP, 
M e
' d 0 1 O g r / P o 
is teljesül, de ez azt jelenti, hogy Z>g(0) = he*(0) és egyben ЬЦв) = Ь'в*(в). így tehát 
D l 0 ) = D l ( e * ) és M„(0 — 0)2 = Me(0* — 0)2, azaz 0 = 0*, amit bizonyítani kellett. 
A 3. 5. és 3. 4. lemmákból közvetlenül adódik a 3. 1.tétel. 
Amint az a bizonyításból látható, több dimenziós Göuss-stacionárius folyamatok 
várható értékének becsléseire a módszer nem terjeszthető ki. Független megfigye-
lések esetében — mint az jól ismert [10] — a megengedhetőség « 5 3 esetén (n az isme-
retlen középértékek száma) nem is igaz. Kérdés, hogy kétdimenziós stacionárius 
Gaw.w-folyamat esetén igaz-e a megengedhetőség? 
Ugyancsak érdekes megvizsgálni a minimax becslések és a (2. 3) Pitman-
féle becslés kapcsolatát (vő. [3]). 
A CöMc/iy-folyamat P/7«;ö«-becslésének vizsgálatára a későbbiekben kerül sor. 
л 
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ON ADMISSIBLE ESTIMATION OF AN U N K N O W N MEAN OF STATIONARY 
PROCESSES WITH RATIONAL SPECTRAL DENSITY 
by 
M . ARATÓ 
Summary 
For a stationary process with unknown mean there is given the definiton of the Pitman esti-
mation in the form of (1. 2.) and (2.3), where / 0 ( i ( / » is the Radon-Nikodym derivative. It is shown 
that in the case of stationary Gaussian—Markov process the maximum likelihood and Pitman 
estimates are the same. 
Theorem 3.1. states, that the maximum likelikood estimate of the unknown mean for the 
Gaussian process (3. 1) is a Pitman estimate and it is admissible. There is given the inverse matrix 
of the correlation matrix of the variables {(0), 7(0) , . . . , {«—'»(О) in the form (3. 8). 
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w a l s h - f o u r i e r - s o r o k e r ő s 
a p p r o x i m á c i ó j á r ó l 
í r ta : SCHIPP F E R E N C 
Bevezetés 
Legyen x = 0, x0x1...x„... (x„ = 0, 1) a z x £ [ 0 , 1) szám diadikus kifejtése, és 
R a [0, 1) intervallum diadikus racionális számainak halmaza. A továbbiakban 
az x £ R elemekre lehetséges kétféle felírás közül azt választjuk, amelyben egy bizo-
nyos jegytől kezdve csupa 0 jegy áll. 
Az {rn(x)} (n = 0 , 1 , 2 , . . . ) Rademacher-féle függvényrendszert a következő-
képpen értelmezzük: 
(1) rn(x) = ( - l ) * - (x<=[0,1), « = 0 , 1 , 2 , . . . ) . 
Ismeretes, hogy a Rademacher-féle rendszer a [0, 1) intervallumon erősen 
multiplikatív ortogonális függvényrendszer. Az {r„(x)} rendszer által generált 
{il/„(x)} (« = 0, 1,2, . . .) szorzatrendszert Walsh-Шо ortonormált rendszernek nevez-
zük, azaz \J/0(x) = l, és ha az n természetes szám diadikus előállítása 
(2) n= 2щ 2' («, = 0,1), 
i = 0 
(3) Ф
п
(х) = JTr,(x). 
«(=i 
Az (1), (2) és (3) egyenlőségekből következik az alábbi előállítás is: 
(4) <A„(*) = ( -
A ЖаМ-rendszer szerint haladó sorfejtések vizsgálatánál alapvető szerepet 
j á t s z i k a z N . J . FINE [1] á l t a l a z 
°° X °° 
x = 0 , x 0 X j . . . x„ . . . = У = 0 , У О У 1 ...YN... = 
11=0 Z
 n =Q z 
(х„,У„ = 0, 1) 
számokra bevezetett következő „összeg": 
( 5 ) 
n = 0 Z 
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Könnyen látható, hogy a IhaM-függvények a fenti összeadásra nézve lényegé-







(у) (x+yîR, « = 0 , 1 , 2 , . . . ) , 
továbbá, ha f(x)eL[0, 1), akkor bármely [0, l)-beli y-ra f ( x + y)£L[0, 1) és 
í í 
(7) / f ( x ) dx = f / ( x + y ) d x . 
о 0 
Jelöljük D„(x)-szel az n-edik Walsh—Dirichlet-îé\e magfüggvényt, S„(f; x)-szel 
az / € £ [ 0 , 1] függvény {ф„(х)} rendszer szerint haladó Fourier-sorának «-edik 
részletösszegét, azaz legyen 
Dn(x) = SVvU), 
(8) S„ ( / ; x ) = 2 cv ( / ) «Av (x) = / / ( * + «) />„(«) du 
v=0 0 
U ( / ) = / / ( « ) l A v ( « ) J -0 
Könnyen igazolható, hogy n — 2k + «'-re (0 < «' ^ 2k) 
(9) Dn (x) = DAx) + rk(x) Dn (x), 
ahonnan « ' = 2 t - r a a 
к Í2k + 1 ( x £ [ 0 2 _ ( * + 1))) 
(10) О 2 к - г ( х ) = П 1 ( 1 + г Л х ) ) = { 0 ( j e € p L f t + „ f l ) ) ' 
egyenlőséget kapjuk. 
G. W. MORGENTHALER [2] nyomán azt mondjuk, hogy az f ( x ) (x£[0, 1)) függ-
vény eleget tesz az a kitevős Walsh—Lipschitz-Ше feltételnek (jelben: f ( x ) € Lip y.(W)), 
ha létezik olyan Aa állandó, hogy 
(11) \ f ( x ± y ) - f ( x ) \ * A e f ( x , j 6 [ 0 , l ) , x + j í £ ) . 
Mivel (5) alapján |x— y\^x + y, azért minden a [0, 1) intervallumon értelmezett, 
a-kitevős (közönséges) Lipschitz-féle feltételnek eleget tevő függvény egyben 
kielégíti az a kitevős Walsh—Lipsehitz-íé\e feltételt is. 
S . YANO [ 3 ] megmutatta, hogy minden L i p a ( f L ) ( 0 < A < L ) függvényosztály-
hoz tartozó függvény egyenletesen approximálható n~" nagyságrendben a tekintett 
függvény Walsh—Fourier-sorának и-edik (С, ß) (ß < a) közepeivel, azaz 
(12) oW ( / ; x) - / ( x ) = 0(n~") (0 < a < 1, « < ß), 
ahol 
( 1 3 ) 
<"4f;x) = J p r 2 A f s ^ s f f-x) 
л
п - 1 v=0 
[Ainß) = (ß+D(ß+2)...(ß+n)t = 
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Jelöljük lin(f,p,ß;x)-szel az f ( x ) függvény Walsh—Fourier-sorának ún. 
erős közepeit, azaz legyen {J n - 1 l l / p 
2 A t - 1 ! , I SV(AX)-/(x)|"J . 
Az erős approximáció megfelelő problémáját tr igonometrikus és polinom-
szerű rendszerek szerinti kifejtésekre, azaz a h n ( f p , /?; x) közepek konvergencia-
sebességének vizsgálatát ALEXITS GY. [4] vetette fel. Azóta több szerző (ALEXITS [5], 
ALEXITS—KRÁLIK [6], [7], LEINDLER [8]) foglalkozott e kifejtések erős közepeinek 
approximációs kérdéseivel; ezek a vizsgálatok számos érdekes eredményre vezettek. 
E dolgozatban tetszőleges Lip a( ILj-beli függvény ILa/i/i-függvények szerinti 
sorfejtésének erős approximációs tulajdonságaival foglalkozunk, nevezetesen 
igazoljuk a következő tételt: 
T é t e l : Ha / ( x ) £ L i p x(W), ahol 0 < a < 1 és 1 //>>a, akkor tetszőleges ß>0 
esetén a [0, 1) intervallumban egyenletesen fennáll a 
(15) h„(f,p,ß;x) = 0(n-) 
reláció. 
Ez а tétel S. YANO említett tételének élesítését adja. Analóg tétel igaz trigono-
metrikus és polinomszerű rendszerekre. (Lásd: [5], [6], [7], [8].) 
1. § Segédtételek 
Tételünk igazolásához felhasználunk néhány segédtételt. 
1. S e g é d t é t e l : A 
(1.1) D*n (y;k) = 2 «An [у + 2ïW) rt (y) D2, (y) 
módosított Walsh—Dirichlet-féle magfüggvénnyel a Д , (у ) magfüggvény az alábbi 
módon állítható elő: 
( 1 . 2 )
 = (w = 0 , 1 , 2 , . . . ) . 
Bizonyítás: Az (1. 2) azonosság igazolásához felhasználjuk a D„(y) magfügg-
vénynek a [9] dolgozatban megadott következő előállítását: 
(1.3) Dn ( y ) = «A„ ( y ) 2 щ r, ( y ) D2I ( y ) , 
i=0 
k-1 
ahol az nf = 0, 1) számok a diadikus alakban felírt n= 2 и ;2 ' természetes szám 
i = 0 
jegyeit jelentik. Mivel (4) alapján 
1 
i - «An 
т "l > 
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azért az (1), (6) és (1. Î) egyenlőségek figyelembevételével a 
(1.4) Dn (y ) = 1/2 ф„ (у) к£п (у) D2, ( у ) - 1/2 Ï V „ 0> + l /2 i + 1 ) r, (j/) (j/) 
i=o i=a 
egyenlőséget kapjuk. 
E - I 
Az (1. 3) azonosságot az n = 2k — 1 = 2 2' számra alkalmazva (3) és (10) alap-
i=0 
ján a 
e - I 
2 r> (У) Dv (У) = ^ - i W ^ - i W = ïix-iiy) (D2k (jO - Фгх-Лу)) = 
i = 0 
= D2k(y)-\ 
egyenlőség adódik, ahonnan (10), (1. 1) és (1 .4) figyelembevételével a 
D ( y ) = Р&(у)-Фп(у) D*n(y;k) 
bizonyítandó állítást kapjuk. 
2. S e g é d t é t e l : Tetszőleges m természetes számra vezessük be a következő 
jelöléseket: 
(1. 5) и = (щ,и2 ...,um), Em = {u:u = щ, u2, ...,tiJ,Uj€[0, \),j = 1 , . . . , m } , 
ç(u) = uk + u2+ ...+um (M€ EJ. 
Legyen továbbá 
(1. 6) I(m;k) = {/':/ = ( / l 5 i2, . . . , /,„), íj С G, 0 s ij <k,j = 1, 2, . . . , m}, 
ahol G jelenti a nem negatív egész számok halmazát. Legyen végül 
m m 
A (i, m ; и) = П D2ij(Uj), Ri (и) = IJ ri} (u}) j-i j=î 
és 
2Ь—1 m 
(1. 8) K%u(m-Ú) = 2-k 2 UD*(uj-,k), 
v = 0 j=l 
ahol и £ Em és i£ I(m, k). 
Ekkor az Em halmaz megszámlálható sok pontjától eltekintve fennáll a 
(1.9) \K%(m-u)\^2-k 2 D2k(Ç(u) + ri(i))A(i,m;u) 
i£I(m,k) 
egyenlőtlenség. 
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Bizonyítás: A (6), (1 .1) , (1 .5) , (1.6), (1 .7) és (1 .8) egyenlőségek alapján 
az Em halmaz egy megszámlálható részhalmazát kivéve fennáll a 
2fc —1 m í k-1 ) 
2 ' K\k (m-u) = Z Я 2 / (uj + 1/2S+ rs (uj) D2, (w,) = 
v=0 j=l\s=0 ) 
= 2 ; 1 2 («0 + 4 ( 0 ) Ä , m ; u ) = 
v=0 iíl(m,k) 
= 2 * , («) ^ (A « ; «0 2 V , (£ («) 4- ч («' )) = 
Щ(т ,к) v=0 
= 2 J (í, 1И ; И) (И)+l îCO) 
egyenlőség. Ebből 
D2k(q(И) + г,(/)) ё 0 , Ши)\ = 1, zl ( / , M ; K ) S 0 
alapján (1 .9) már következik. 
3. S e g é d t é t e l : Bármely к természetes számra 
(1.10) / |К^(#и;и) |<й|=£ CJm), 
Em 
ahol Cx(m) csak m-től függő állandó. 
Bizonyítás: A 2. segédtétel alapján elegendő a 
(1.11) Sk = 2~k Z [D2k(Ç(u)+t,(i))A(i,m;u)du^ Cx(m) 
iei(m,k)EJm 
egyenlőtlenséget igazolnunk. A z ( l . 1 l)-ben szereplő integrálokra az и) = 
( y = 1, 2, . . . , m), u'= (u\, u2, ..., u'f) helyettesítéssel és a (10)-ből adódó 
Dőljön) + = B2ij(u'j) egyenlőség, valamint(7) figyelembevételével a következőt 
kap juk: 
(1.12) Ja (i,m; u) D2k(ç(u) + ri(i))du = f A(i,m-u')D2k (ç(u))du = 
Em E„, 
= f A (i, m-, и) D.ik (ç (m)) du. 
A (8) egyenlőség alapján az 
i 
J D2vi (Uj) D2v2 (Mj + t') dux = S2n (D2n ; V) = Z)2min (vj.v2) (v) 
0 
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azonosságot nyerjük. Ezt felhasználva kapjuk, hogy 
f A (i, m ; и) D2k ( í (uj) du = 
E„_ 
i 
= / (d2.'i ("i) • • • / ( o 2 í „ _ ! (»,., -1) / 02i,„ («m) («1 + «2 + •. • + и J í/Hm) _! . . . ) duk = 
о о 0 
1 1 1
 ч 
= f [p2i 1 (ML) • • • / ( O 2 I M - 2 ("M - 2) J d 2 G -1 ("M - 1 ) ÓL 4 - . . . -+- MM _ I) Г/МТ _ ^\DUM _ 2 . . . )DU K = 
0 0 0 
1 1 1 
= / (D2>i (Mi) — J (Ö2IM _ 3 (MM _ 3) / A , I M - 2 (M„ - 2) Ö2min(im _ ь im) (Ml + ... 4. ttm _ 2) dum . 2)... ) duk = 
0 0 0 
1 
= . . . = J d 2 í ! ( H l ) ö 2 m i n ( i 2 , í 3 i m ) ( M i ) í / « ! = Л 2 m i n ( i i , i 2 i m ) ( 0 ) = * 
0 
= 2min(il,«2 U , 
Jelöljük w(/)-vel az /' = (/', , •••, im)£l(m, k) vektor koordinátáinak minimumát. 
Az (1. 12)-t és a most kapot t egyenlőséget egybevetve az 
f A ( / , »1 ; u) D2k (с (и) 4-1/ ( /)) du = 2m(i> 
Em 
előállítás adódik, és ennek alapján (1. l l ) -ből a 
4 = Z 2m(i) = 2 - k Z ^ Z 1 
i£I(m,k) v=0 m(i) = v 
i£I(m,k) 
egyenlőséget kapjuk. Mivel 
2 1 <(k-v)m, 
m (i) = V 
i£I(m,k) 
azért 
k — 1 k — l/i \m 00 m 
Sk < 2 - 2 1 2 - v y = Z { = G ( m ) , 
v = 0 v=0 Z V — 1 Z 
amivel az (1. 10) egyenlőtlenséget igazoltuk. 
4. S e g é d t é t e l : Bármely n természetes számra p = 1 választás mellett 
{, n - l U/p 
т ё C 2 ( p ) M ( f ) ( x € [ 0 , l ) , я = 1 , 2 , . . . ) , 
Я v=0 ) 
ahol M ( / ) űz / 6 L [0, 1] függvény abszolút értékének [0, 1) intervallumra vonatkozó 
lényeges felső határa és C2(p) csak p-től függő állandó. 
Bizonyítás: Mivel (8) és (1 .2) alapján 
S A f i x ) = J f ( x + y) Dfy)dy= 1/2 J f(x+y) D2k (y) dy — 
о 0 
- 1 / 2 ff(x+y)il/v(y)dy~ll2 j f ( x + y ) D* (у ; k) dy, 
0 
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továbbá (3) és (10) alapján 
I j f i x + y ) DAy) dy\ = M i f ) , \ j f i x + y ) >f, iy) dy\ S M i f ) , 
о о 
azért 
|SV ( / ; x)f S [M i f ) + 1/2 j f fix+y) DX iy, k) dy\)ps 
^ 2P~1 M if У + 1 / 2 j / fix+y) DUy,k)dy\p = 
о 
= 2e-1 M ( f y + ll2\S*v(f,k;x)\». 
Ebből következik az 
л - 1 л - 1 
- 2 \SÁfl x)\p ^ 2 P - 1 M ( / ) p + 1/2h 2 \Stíf,k\x)\' in < 2k) 
n v = 0 v = 0 
egyenlőtlenség, amelynek figyelembevételével (1. 13) igazolásához elég megmutat-
nunk, hogy {
, л - l Jl /p 
^ I>\S*Áf,k-,x)\p\ S Ct ip) M i f ) , 
П v = 0 J 
ahol СЦр) csak p-től függő állandó. 
Jelöljük k = kin)-ne\ azt a természetes számot, amelyre 2k~1^n<2k, és 
m=mip)-ve 1 azt a legkisebb páros számot, amelyre тШр. Ekkor, mint ismeretes, 
fennállnak a 
(1.15) at i f , Pix) ^ at i f , m ; x) s 21"» af i f , m ; x) 7= 21'" af i f , m ; x) 
egyenlőtlenségek. A a l n i f m ; x ) közepek becsléséhez ír juk fel az | 5* ( / , k \ x ) \ m 
hatványt az alábbi a lakban: 
= { j f i x + y ) Dtiy, k) dy} = 
= I j ' f ( x + Щ) Dt ( M l ; k) r/Wij . . . I f f i x + um) Dt (м т ; к) d u j = 
= / • • • / ( #/(* + Uj) Dt iuj; dut... (/u,„, 
és vezessük be az 
m 
(1.16) Fmix;u)= ПАх + Uj) [0,1), и = i y , ...,um)fEm) j=1 
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jelölést. Ezek és a 2. segédtétel jelöléseinek felhasználásával a%k(f,m;x)-re a 
következőt kapjuk: 
{2 k - l /» m I l/m 
J Fm(x-,u) 2 ^(иj; к) duj = 
Em 
Г /V 2Ь —1 m Л I l/m 
= j J ]Fm(x-u)2-k 2 П DUujlk)j d i j = 
Em 
=
 I I ' ' 
Em 
Ebből az (1. 10) és az (1. 16)-ből adódó 
\Fm(x-u)\^M(fY 
egyenlőtlenség alapján a 
fffc ( / , m ; x) s M ( / ) { / 1FÏ, (m ; и)| ä } 1 " " ^ 
— M ( / ) {Ci (m)}1"" S {Ci ( p + 2)}1 / p M ( / ) 
egyenlőtlenséget kapjuk, amivel (1. 14)-et, s ezzel együtt az (1. 13) egyenlőtlenséget 
is igazoltuk. 
2. § A tétel igazolása 
Az (1. 13) egyenlőtlenség birtokában tételünk hasonló módszerrel bizonyí-
tandó, amellyel az analóg állítást trigonometrikus vagy polinomszerű rendszerre 
igazolták. 
Legyen 2ka'1 <n^2k" és vezessük be az N0 = 0, Nl=2l~1 ( / = 1, 2, . . . , k0\ 
1 — « jelöléseket. A tétel igazolásához felhasználjuk a (ß— \)q'> — 1 esetén 
fennálló 
{ N,-i l l / í JVi-i 
2 (Aií-^y ] = 0 (1 ) 2 _ , / p ' 2 Л » (/ = 2, 3 , . . . , k 0 + 1 ) 
V = Nl-2 J v = Ni-2 
/ 
egyenlőtlenséget, ahol p' = - , — ([8]). 
q - 1 
Legyen / ( x ) £ Lip a( IL) ( 0 < a - = l ) és 
г 
T,(x) = S 2 , ( / ; x ) = / / ( x - î - у ) D 2 , (y)z/y (/ = 0 , 1 , 2 , . . . ) . 
0 
Ekkor (10) és (11) alapján magától értetődően érvényes az 
(2.2) | / ( x ) - F,(x) | s / 1 / ( x i y ) - / ( x ) I T L , ( y ) d y s A x 2 ~ > * 
0 
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egyenlőtlenség, következésképpen v s 2 ' - r e nyerjük, hogy 
(2.3) | S v ( / ; x ) - / ( * ) [ ' = I (Sv ( / ; x) — Sv (F, ; x)) + (T,(x)-f(x)) S 
2 " - 1 { | 5 v ( / - F i ; x ) | " + |F , (x ) - / ( . v ) | "} = 0 ( 1 ) { | S V ( / - Т,-x)\> + 2~1"}. 
A (2. 3) egyenlőtlenség felhasználásával 
(2.4) 
Ni-i Ni-i 
2 I Fv ( / ; X)-f(x)\* = О ( 2 - Ы ) 2 + 
V = Nl~ 2 V — Nl — 2 
Ni-1 
+ 0 ( 1 ) 2 (/ = 2 , 3 , . . . , * b + l ) . 
V = lVl-2 
Válasszuk a számot olyan nagyra, hogy (ß — 1)^' > — 1 teljesüljün = ^ j , 
amikor is a HöWcr-egyenlőtlenség és (2. 1) alapján 
Ai-i f Ai-i 11/í'f Nt-i 11/p' 
2 A ' í - ^ f S A f - f i x r ^ l 2 ( А ^ г Л 2 |5v(F(-/;x)[^ = 
V = )Vl-2 lv = \ | - 2 J lv = ÍVl-2 J 
(2.5) 
{ Ni-1 1 í ÍVi- i } l / p ' 
2 Л - v - i 2 | S V ( / - F , ; * ) K 
V — N I — 2 J lv = A,-s 
Mivel a 4. segédtétel és (2. 2) alapján 
(/ = 2 , 3 , . . . , * o + l ) . 
{JVi - 1 I l /p ' 
2 | 5 V ( /— F , ; x ) | p p ' I = 
V — NI — 2 J 
azért (2. 4) és (2. 5) figyelembevételével a 
(2. 6) 
JVi-i IVÍ-i 
2 A<t~l\15V ( / ; x)-f(x)\p = 0 ( 1 ) 2-" ' " 2 " Л » ( / = 2 , 3 , . . . Д 0 + 1 ) 
v—Ni - 2 v —Ni —2 
egyenlőtlenséget kapjuk. Mivel y > — 1 mellett 
i w 
(2.7) 
így azt kapjuk, hogy ^ó?_v-)i: = ö ( l ) i w _ 1 ) ( v < 2 k | > " 2 ) . Ennek figyelembevételével 
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(2. 6) és (2. 7) a l a p j á n a (14) é r t e l m e z é s sze r in t a 
К = Aíí-i\ISv ( / ; x ) - f ( x ) \ o s 
л
п-1 v = 0 
^ - L " î "Z ] S v ( / ; x ) - f ( x ) I " + 
An-1 1 = 2 v=N 1 -2 
, Ao + 1 
+ -Z IS f f ; x)\ - f (x)|" = 
An-l l = ko v=N 1 - 2 
I Eo —1 JV|-1 О П 1 ^o + i Ni-i 
= 0(1) 2~xlp Z A f r f J 1 + U ) Z 2-*lp Z А+-Л = 
Ír 1 = 2 v=Ni-2 A > - 1 í = E 0 v=N 1 - 2 1 0 ( l ) 2 ~ a t ° p "+71 
= 0 ( 1 ) 4 Z + Z ^ í - v - ' x = 
я 1 = 2 Z l n - 1 v = 0 
= 0 ( l ) { i Z 2 ( 1-*Р>' + 2 - « * ° Л 
[ n 1 = 2 J 
e g y e n l ő s é g e k e t n y e r j ü k , a h o n n a n 1 — a / > > 0 m i a t t a 
h p n ( f p , ß;x) = 0 ( 1 ) j * + 2 - « k ° p J = 0 ( 1 ) 2-*Рко = 0(l)n~*p 
b i z o n y í t a n d ó á l l í t ás t k a p j u k . 
Ezzel t é t e l ü n k e t b e b i z o n y í t o t t u k . 
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ON THE STRONG APPROXIMATION BY THE PARTIAL SUMS OF THE 
WALSH—FOURIER SERIES 
by 
F . SCHIPP 
Summary 
This paper gives a generalisation of the theorem of S. YANO [3]: 
Let S„(f;x) be the n-th partial sum of the Walsh—Fourier expansion of f(x) € /.[1,0] and let 
h„(f,p, ß\ x) be the following mean: 
The main result is the following theorem: If f(x) satisfies the condition f(x) € Lip a(fV)(0-=a-= 1) [2] 
and i f t h e n the estimate 
hn(f,p,ß\x) = 0(n—) 0?=»0) 
is true uniformly in the interval [0,1]. 
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a c s o p o r t o k f é l h á l ó j a k é n t e l ő á l l í t h a t ó 
f é l c s o p o r t o k i d e á l e l m é l e t i j e l l e m z é s e 
í r ta : LAJOS S Á N D O R 
Alexits György akadémikus 70. születésnapjára 
Legyen S tetszőleges félcsoport1. CLIFFORD nyomán azt mondjuk, hogy az 
S félcsoport csoportok félhálója2, ha S előállítható a Gx (a Ç I ) páronként idegen 
csoportok egyesítéseként : 
(1) S=\JG„ 
xíl 
továbbá bármely két Gx,Gß csoport szorzata benne van valamelyik Gy(yÇ.l) 
csoportban: 
(2) GxGß£Gy; GßGxQGy (a ,ß,y£I). 
Ismert, hogy egy tetszőleges félcsoport akkor és csakis akkor áll elő csoportok 
félhálójaként, ha 
1. a£a2S(~) Sa2 az S félcsoport bármelyik a elemére, és 
2. ef—fe az S félcsoport bármely két idempotens elemére.3 
Az a kikötés, hogy az 5 félcsoport csoportok félhálója, ekvivalens a következő 
állítások közül bármely kettőnek a fennállásával: 
I. S csoportok egyesítése. 
II. S inverz félcsoport. 
III. S-nek mindegyik egyoldali ideálja kétoldali ideál. (Lásd CLIFFORD és 
PRESTON [2].) 
Ebben a dolgozatban a csoportok félhálójaként előállítható félcsoportoknak 
két ideálelméleti jellemzését bizonyítjuk. 
1. TÉTEL. Egy S félcsoport akkor és csakis akkor csoportok félhálója, ha az 
(3) LC\R = LR 
összefüggés érvényes S-nek bármelyik L bal és bármelyik R jobb ideáljára. 
2. TÉTEL. Ahhoz, hogy egy tetszőleges S félcsoport csoportok fél hálója legyen, 
szükséges és elégséges, hogy az 
(4) L x f \ L z = L i U 
és az 
(5) R x O R 2 = R x R 2 
1
 A félcsoportelméleti alapfogalmak definíciójára nézve utalunk a szerző [4] dolgozatára, 
illetve CLIFFORD és PRESTON [2] monográfiájára. 
2
 A félháló definíciója megtalálható SZÁSZ GÁBOR [8] könyvében. 
3
 Lásd R. CROISOT [3]. 
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összefüggés fennálljon az S-nek bármely két Lx, L2 bal ideáljára, illetve az S-nek 
bármely két R
 x, R 2 jobb ideáljára. 
Az 1. tétel bizonyítása. E l é g s é g e s s é g . Először megmutatjuk, hogy a (3) fel-
tételt kielégítő S félcsoportban bármelyik egyoldali ideál kétoldali. Tegyük fel 
hogy L az S félcsoportnak tetszőleges bal ideálja. Akkor R = S esetén a (3) feltétel 
igy fest : 
L(jS = LS. 
Innen következik, hogy L jobb ideál is, tehát valóban kétoldali ideálja az S fél-
csoportnak. Hasonló módon lehet igazolni, hogy az S félcsoportnak bármelyik 
R jobb ideálja is kétoldali ideál. 
Másodszor bebizonyítjuk, hogy a (3) feltételt kielégítő -S félcsoport reguláris, 
azaz a£aSa a félcsoportnak mindegyik a elemére. Minthogy 
aS= 5DöS= Sa S 
és 
Sa = Saf)S=SaS 
az S félcsoport bármelyik a elemére, azért 
(6) aS=Sa, 
vagyis S normális félcsoport. Ismert4, hogy egy normális félcsoport akkor és csak 
akkor reguláris, ha L2=L a félcsoportnak bármelyik L bal ideáljára. Ha L az S 
félcsoportnak tetszőleges bal ideálja, akkor az kétoldali ideál, s a (3) feltételből 
következik, hogy 
(7) LHL = LL, 
tehát 5 valóban reguláris. 
Mivel egy normális félcsoport idempotens elemei a félcsoport centrumában 
vannak, ezért az 
(8) ef=fe 
feltétel fennáll az S félcsoportnak bármely két idempotens elemére (lásd [2]). így 
S olyan reguláris félcsoport, amelynek bármely két idempotens eleme felcserélhető. 
Ez azt jelenti, hogy S inverz félcsoport. 
Megmutattuk tehát, hogy a (3) feltételt kielégítő S félcsoport olyan inverz 
félcsoport, amelynek bármelyik egyoldali ideálja kétoldali ideál. így S kielégíti a fentebb 
említett II. és III. feltételt, tehát csakugyan csoportoknak a félhálója. A (3) feltétel 
elégséges ahhoz, hogy egy félcsoport csoportok félhálója legyen. 
S z ü k s é g e s s é g . Megmutatjuk, hogy a (3) feltétel szükséges is ahhoz, hogy 
egy félcsoport csoportok félhálója legyen. Ha ugyanis az S félcsoport csoportoknak 
a félhálója, akkor kielégíti az (előbbi I—III. feltételeket. Ebből következik, hogy 
S reguláris, s mivel reguláris félcsoportban 
(9) R(jL = RL 
bármely L bal és bármely R jobb ideálra, azért 
(10) А П В = А В 
1
 Lásd LAJOS [4] és [5]. 
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A CSOPORTOK FÉLHÁLÓJAKÉNT ELŐÁLLÍTHATÓ FÉLCSOPORTOK IDEÁLELMÉLETI JELLEMZÉSE 1 1 5 
f e n n á l l a z 5 - n e k b á r m e l y ké t i d e á l j á r a . így (3) v a l ó b a n é r v é n y e s a z 5 f é l c s o p o r t n a k 
b á r m e l y L b a l , i l le tve b á r m e l y R j o b b i d e á l j á r a . 
Ezze l a z 1. t é te l t t e l j e sen b e b i z o n y í t o t t u k . 
H a s o n l ó g o n d o l a t m e n e t t e l l ehe t b i z o n y í t a n i a 2. t é te l t is. A z 1. és a 2. t é t e l b ő l 
k ö v e t k e z i k a z a l á b b i e r e d m é n y : 
3. TÉTEL.5 Egy tetszőleges S félcsoportra vonatkozólag a következő állítások 
egymással ekvivalensek: 
( A ) S csoportoknak a félhálója. 
(B) LC\R=LR az S-nek bármely L bal és bármely R jobb ideáljára. 
(C) Z.X П Lt = LyL., és RI f ) R2 = R1R2 az S-nek bármely két Lx, L., bal ideál-
jára és bármely két Rx, R2 jobb ideáljára. 
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The author proves the following results. 
THEOREM 1. The following conditions on a semigroup S are equivalent: 
(A) S is a semilattice of groups. 
(B) in R = LR for any left ideal L and for any right ideal R of S. 
(C) С, П L2 = LlL2 and R1nR2 = /?, R2 for any two left ideals Lx, L2 of S and for any 
two right ideals Rx, R, of S. 
THEOREM 2. A commutative regular semigroup is a semilattice of groups. 
THEOREM 3. Let S be a semigroup which is a semilattice of groups. Then the set of all ideals oj 
S is a semilattice (commutative band) under the multiplication of subsets. 
F o r t h e t e r m i n o l o g y w e r e f e r t o A . H . CLIFFORD a n d G . B. PRESTON [2]. 
5
 Ebből következik, hogy 1. egy csoportok félhálójaként előállítható félcsoport összes ideáljai 
a komplexus Szorzásra nézve félhálót alkotnak, és 2. bármely kommutatív reguláris félcsoport csopor-
toknak a félhálója. 
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a s t a t i s z t i k u s m e c h a n i k a n é h á n y 
e l o s z l á s t é t e l é r ő l * 
í r ta : VINCZE ISTVÁN 
Bevezetés 
BOLTZMANN, majd PLANCK munkáiban egy általános eljárás került kidolgozásra, 
amely megadja, hogy egy rendszer összes energiája hogyan oszlik meg a rendszert 
alkotó nagyszámú — azonos típusúnak és függetlennek feltételezett — részecskéje 
között. A módszer tisztán valószínüségszámítási, amely lényegében a maximum 
likelihood elv alkalmazása. JAYNES [5] 1957-ben a módszernek információelméleti 
megfogalmazását adta. A diszkrét eloszlás esetével foglalkozik és a folytonos esetre 
a kérdést alapvetően bonyolultabbnak ítélte meg [lásd i. h. 622. o. 6) lábjegyzet]. 
Ugyancsak JAYNES egy 1968. évben megjelent könyvismertetéséből kitűnik, hogy 
a kérdést ma sem tekinti a statisztikus fizika elmélete szempontjából lezártnak. 
PLANCK „A normálspektrum energiaeloszlási törvényének elmélete" című 
előadásában maga is arra hivatkozik, hogy ha a teljes energia „minden határon 
túl részeire osztható, akkor végtelen sokféle eloszlás valósulhat meg". A következő 
mondatában — mintegy e körülményt tekintve a nehézség okának — az energiát 
diszkrét értékeket felvevő mennyiségnek tekinti és bevezeti a h mennyiséget. PLANCK 
itt nyilván az eloszlás folytonos voltából eredő kombinatorikus nehézségekkel 
találta magát szemben, azonban nem állítható, hogy ez lett volna valóban és kizárólag 
az oka a kvantumhipotézis felállításának. Mind a kvantumelmélet sikerei, ahogyan 
a fizika számos problémáját megoldotta, mind pedig az a körülmény, hogy az ener-
giaeloszlásra kapott diszkrét eloszlásfüggvényt akadály nélkül helyettesíthették 
volna a megfelelő folytonos eloszlással, arra utalnak, hogy több irányú meggondolás 
vezette a fizikusokat az elméletnek a kvantumhipotézis alapján való kifejlesztésére. 
Nem érdektelen azonban a felmerült valószínűségszámítási feladat vizsgálata 
és a fizikusok által e téren alkalmazott módszer egzaktabb matematikai megalapo-
zása mind folytonos, mind diszkrét változó esetében. Hasonló nehézség merül fel 
a SHANNON által megadott entrópia-fogalomnak folytonos változóra való kiterjesz-
tése esetén, mely kiterjesztést a szerző [11, 12] dolgozatában vitte keresztül, majd 
ettől függetlenül néhány évvel később JAYNES [5a] is erre az eredményre jut. A Boltz-
man—Planck-Ше alapproblémának egzakt megoldásmódja is hasonló ehhez. 
A Boltzmann—Planck- módszer a maximum likelihood módszerrel teljes analógiát 
mutat. Ez természetesen csupán analógia: a maximum likelihood módszer jogossá-
gát (konzisztencia, efficiencia) bizonyos eléggé általános feltételek mellett bizonyítani 
lehet. A Boltzmann—Planck-eloszlás jogosságát semmiféle matematikai módszerrel, 
„bizonyítani" nem lehet, azt csupán a tapasztalattal való egyezés támaszthat ja 
* Szerző e vizsgálatairól beszámolt 1968. szeptember 3-án Amszterdamban a "European 
Meeting 1968 on Statistics, Econometrics and Management Science" konferencián. 
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alá. Mindamellett a kérdésnek érdekes valószínűségelméleti vonatkozásai vannak, 
amiről külön szólunk. 
Az alábbi tárgyalásban előjövő egyes matematikai meggondolások már ismer-
t e k ; így JAYNES emlí te t t m u n k á j á n kívül SANOV [10], KULBACK [6a] m u n k á j á b a n 
megtalálhatók. Az a lábbiakban a kialakult módszer matematikai szempontból 
való kifogástalan tárgyalását és olyan értelmezését adjuk, amely plauzibilis, semmi-
féle információelméleti, vagy a valószínűségszámítástól, ill. fizikai meggondolásoktól 
idegen elv alkalmazását nem teszi szükségessé. A módszer mind folytonos, mind 
diszkrét eloszlású változó esetére alkalmazható. Az, hogy adot t esetben diszkrét 
vagy folytonos modellt válasszunk-e, a jelenség természetétől függ, és a feltevés 
a tapasztalattal való egyezésében nyerheti igazolását. Ugyanakkor megmutat juk, 
hogy ha a Bose—Einstein- vagy Fenni—Zh'raoelvekre alkalmazunk folytonos modellt, 
akkor az ismerttől eltérő eredményre ju tunk , amelynek a klasszikus eloszlások csak 
első közelítései. Minthogy azonban a folytonos modell a diszkrét modell (numerikus) 
közelítésének tekinthető, a valóságos helyzet j obb leírását adhat ja . Ezek az elosz-
lások sajnos explicite nem adha tók meg és csupán numerikus módszerek vezethet-
nek eredményre. 
Tárgyalásunk, amely a Boltzmann—Planck-féle eljárás kifejtése, még azzal az 
előnnyel is bír, hogy nincs szükség a változó ér téktar tományának egyenlő „apr ior i" 
valószínűségű részekre való felosztására; ugyanakkor természetes módon adódik 
a termodinamikai valószínűség logaritmusára, tehát a termodinamikai entrópiára az 
alakú kifejezés, amely mind diszkrét, mind folytonos változó esetén érvényes. Itt 
F (x ) a szóban forgó véletlen ingadozást muta tó fizikai mennyiség eloszlásfüggvénye, 
míg Ф(х) az „apr ior i" eloszlás, melynek értelmezésére többféle lehetőség van; 
az apriori eloszlás lényegében már BOLTZMANN munká jában fellép. 
Szerző ezúttal mond köszönetet RÉNYI ALFRÉD akadémikusnak és FÉNYES 
iMRÉnek, a fizikai tudományok doktorának értékes megjegyzéseikért. 
Tekintsünk egy S fizikai rendszert (pl. ideális gáz egy részecskéje) és legyen 
az A valószínűségi változó a rendszerrel kapcsolatos valamely mennyiség (pl. energia, 
sebesség stb.). Ki indulunk abból, hogy a rendszernek valamely ál lapotában az X 
változó eloszlását а Ф(х) eloszlásfüggvény írja le, amely kifejezi a rendszer maga-
tar tását az adot t helyzetben. Kérdés, hogy a rendszert érő valamely hatás eredménye-
ként mi lesz X eloszlása. 
A következő két feltételezéssel é lünk: 
a) Az X változó a tar tós hatásra is ugyanavval az értékkészlettel rendelkezik, 
mint a rendszer kiinduló ál lapotában. Ezt a követelményt alább pontosabban 
megfogalmazzuk. (Más eset tárgyalására később kívánunk rátérni.) 
b) Az X változó alapvető magatartását a feltételezett hatás létrejötte után is 
lényegében а Ф(х) eloszlástörvény szabja meg, bár attól a tényleges eloszlás a kényszer 
folytán el fog térni. 
1. §. Az eloszlás kiválasztására vonatkozó elv 
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A hatást abban a legegyszerűbb formában vesszük tekintetbe, hogy az X vál-
tozóra az J хс!Ф(х) — w70-tól különböző i7i első momen tumot kényszerítünk. 
—oo 
H a az X eloszlására tekintetbe jövő eloszlások összessége véges sok paraméter-
rel volna megadható, akkor a maximum likelihood módszerhez analóg el járásnak 
nem volna akadálya. így a következő eljárást követ jük: a t ek in te tbe jövő eloszlások 
összességében egy pszeudosűrűséget vezetünk be ; szemléletesen szólva: megha-
tározzuk annak valószínűségét, hogy а Ф(х) eloszlású X változóra vonatkozó igen 
nagy számú megfigyelés eredményéből konstruált tapasztalati eloszlásfüggvény nem 
а Ф(х)-hez, hanem valamely tekintetbe jövő F(x) eloszlásfüggvényhez esik közel. 
Más szóval: annak valószínűségét határozzuk meg, hogy а Ф(х) eloszlású változóra 
vett nagy minta olyan képet mutat , mintha eloszlásfüggvénye F(x) volna. Ennek 
az eseménynek a valószínűsége növekvő megfigyelésszámmal természetesen zéró-
hoz tart , miként annak a valószínűsége is, hogy egy folytonos eloszlású változó 
értéke egy előre megadot t értéket vesz fel; ugyanakkor azonban létezik a folytonos 
valószínűségi változó sűrűsége az adot t pontban . Esetünkben az F(x)-beli pszeudo-
sűrűségröl beszélünk, amely a Boltzmann—Planck-eljárás következetes keresztül-
vitele esetén a következő kifejezés: 
- I^m 
e 
A kitevőben negatív előjellel az információelméletben használt ún. relatív információ 
vagy /-divergencia áll. E kifejezés veszi át szerző [ 1 0 ] és JAYNES [5a] munká jában 
a folytonos változó esetében a Shannon-féle entrópiakifejezés szerepét, illetve abból 
határátmenettel nyerhető. 
Ily módon a szóba jöhető eloszlások összességében pszeudosűrűséget vezet-
tünk be és a maximum likelihood módszer analogonját a lkalmazhat juk. Előbb 
azonban a mondot taka t pontosabban megfogalmazzuk. 
2. § Az I-divergencía mint pszeudo-likelihood függvény. 
Sanov formulája 
1. Legyen X valószínűségi változó az ( f l , sí, SF) valószínűségi mezőn Ф(х) 
eloszlásfüggvénnyel : 
P(X<x) = Ф(х), 
Jelölje pF azt a mértéket, amelyet az F (x ) eloszlásfüggvény a ( — szám-
egyenes Fore/-halmazain értelmez. Tekintsük az eloszlásfüggvények ama J ^ hal-
mazát, amelynek F(x) elemeire a pF mérték ekvivalens а рф-\е 1, azaz egymásra 
. nézve kölcsönösen folytonosak: 
= és p t - ^ р ф ) . 
Tekintsük továbbá a valós egyenes egy felosztásrendszerét, azaz minden / ? > 1 
egész számra a 
{-oo = *<"> < x[n) < ... < x(„"h < x[n) = + 0 0 } 
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osztópontrendszert, amely bírjon a következő tulajdonsággal : minden véges (a, b) 
(a < b) intervallumban a max (x/n) — x((ü?i), a S х-1\ < x/n) s b tar tson zéróhoz, (0 
ha П-+00. 
Jelöljék a nagyszámú részecskékből álló rendszerben az egyes részekre nézve 
az X mennyiséget az Xx, X2, ..., XN, ... független valószínűségi változók (amelyek 
száma tehát megszámlálhatóan végtelen). Legyen e valószínűségi változók egy 
realizációja az ( x l t x 2 , . . . ) végtelen dimenziós vektor. Jelentse N$ az 
( 4 ü . ) i S l < r í " ) } esemény gyakoriságát a megfigyelt (х1г x2, ..., xN) m in t ában ; 
vagyis az illető intervallumba eső elemek számát az első N megfigyelésből. 
Jelölje végül FN(x) az (xx, x2, ..., xN) mintához tar tozó empirikus eloszlás-
függvényt : 
PN(x) = l 2 1, Gv(—) - 0, Д Н = 1. 
Tekintsük most az eloszlásösszesség valamely F(x) elemét és olyan 
(xx,x2, . . . ) realizációját az (Xx, X2, . . . ) valószínűségi vektor változónak, amelyre 
az egész ( — » ) számegyenesen lim F,fx) = F(x) egyenletesen. 
N-. oo 
E realizációkra nézve az is teljesülni fog, hogy minden rögzített /г-re 
fjM 
(*) lim - g - = F(x[">)-F(xfl\), i = 1,2, ..., n. 
JV-CO iV 
A továbbiakban rögzített n mellett fogjuk az N megfigyelésszámot végtelenbe 
tartatni, majd a felosztások n számát növeljük minden ha tá ron túl. 
2. Az(Xx,X2, . . . ) végtelen dimenziós vektorváltozó elemei tehát függetlenek, 
Ф(х) eloszlású valószínűségi változók. Vegyük az első N számú (Xx, X2, ...,XN) 
megfigyelést, és jelölje 
a vf$ valószínűségi változó az (x[l\, x)n>) intervallumba eső 
N 
elemek számát: 2 vÍn = N. H a a qin = Ф(х-")) — Ф(х)1}1) jelölést használjuk, akkor a 
i = l 
vjtf = N ® , í = l , 2 , . . . n 
események együttes bekövetkezésének a valószínűsége 




 ~ N^lN^l.-.N^r1" h " • 
( к Y 
Nagy A-re alkalmazzuk a Stirling-formula A J változatát, ami a követ-
kező eredményre vezet: 
ПяУ 
ï w 
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Válasszuk most az { N $ } rendszert úgy, hogy a z a ( + ) feltételt kielégítse. H a 
F(x) = Ф(х), akkor megmuta tható , hogy 
limPnJV = 1. 
JV-oo 
H a azonban F(x) eltér а Ф(х)-Ш, akkor a Pn N valószínűség A-nel zéró felé 
tart , ugyanakkor X-edik gyökére a következő relációt nyer jük : 
* - l w . log 
h m /F„ jv = e , = 1 * " , 
JV—'OO 
ahol a 
/>,•„ = F(x!»>)-F(xíl\), i= 1 , 2 , . . . и 
jelölést alkalmaztuk. H a most a felosztások számát is végtelen felé tar ta t juk, akkor 
a következő formulához j u t u n k : 
- / " « * • £ § 
lim lim yPn_N = e 
A fenti aszimptot ikus relációk pontosabb alakjai SANOV [ 1 0 ] munká jában 
ta lálhatók. 
А Ф(х) eloszlásról nem tet tük fel sem hogy folytonos, sem hogy diszkrét. 
Folytonos esetben az F és Ф sűrűségfüggvényét f-fel, ill. <p-ve 1 jelölve a kitevő alakja 
míg diszkrét esetben 
• 2 Pi l o g f (i) Ii 
ahol Pi és cp jelöli az F(x), ill. Ф megfelelő ugráspontjaihoz tar tozó valószínűségeket. 
3. A kapot t pszeudosűrűség logaritmusa — amit pszeudo-likelihood függvény-
nek nevezhetünk — negatív előjellel ad ja az /-divergenciát: 
U(F)= _[dF(x) l o g f < | . 
Ennek a következő nevezetes tulajdonságai jól ismertek: 
a) Nemnegat ív ; akkor és csakis akkor zéró, ha Р(х) = Ф(х). 
ß) Az x tengely mono ton transzformációival szemben invariáns. 
Szemben az entrópiával, ami a bizonytalanság mértéke, az /-divergencia az 
információ mértékének tekinthető. Ez megfelel annak, hogy erre a kifejezésre nem 
a Shannon-féle entrópia formulájából ju tunk, hanem annak kiegészítő kifejezésé-
ből, a 
m \ n p 
log m - 2Pi log - = 2 Pi log , , / 
, = 1 Pi i=1 Ч"1 
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kifejezésből. Ez az érték akkor 0, ha egyenletes az eloszlás, míg a log m értéket veszi 
fel, ha egyetlen eseménynek 1 a valószínűsége, a többié zéró, tehát amikor teljes 
információval rendelkezünk egy jövőbeni kísérlet kimenetelét illetően. 
4. Ha tehát а Ф(х) eloszlásfüggvénnyel bíró X valószínűségi változóval kap-
csolatban olyan feladatot tűzünk ki, hogy adot t kényszerfeltételek mellett milyen 
eloszlást fog követni, akkor közelfekvő az összességből annak az eloszlás-
függvénynek kiválasztása, amely — az adott mellékfeltételek mellett — a legnagyobb 
(pszeudo-) valószínűségű. Ez a Boltzmann—Е/алсАг-eljárás matematikai szempont-
ból következetes keresztülvitele és — heurisztikusán — megfelel az előző pontban 
tett a) és b) követelményeknek. 
3. §. A Boltzmann—Planck-féle eloszlástörvényről 
1. Mint az 1. §-ban említettük, a rendszerre ha tó kényszert (hatást) avval adjuk 
meg, hogy a valószínűségi változóra egy az eredetitől különböző első momentumot 
írunk elő. Ily módon azt az F ( x ) £ ^ eloszlásfüggvényt keressük, amelyre a pszeudo-
likelihood függvény maximum: 
— f dF(x) log = maximum 
d<P (x) 
a következő mellékfeltételek mellett 
f d F ( x ) = 1 
f xdF(x) = m, 
oo 
ahol m yí f xd<P(x)-
— oo 
E feladatot a diszkrét eset analógiájára — a Eogrange-multiplikátor módszerrel 
szokás megoldani^ amelynek eredményeként a következő adód ik : 
dF{x) = с (A, /<)<?-*-"* с/Ф (x), 
ahol 




itt ц értékét a második feltétel határozza meg; к értéke F(x) kifejezéséből eliminál-
ható, ill. értéke fizikai meggondolásoknak megfelelően választható meg. 
A szélsőérték feladat a lább adot t megoldása R É N Y I Alfrédtól származik. 
Legyen a minimalizálandó kifejezés 
A(F)= jdF(x) l o g ^ g , 
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legyen továbbá 
d F ( x ) = ^ ( X ) 
Ü t A X )
 4<(c) ' 
ahol 
oo 
<P(c) = f ecxd<P(x). 
Határozzuk meg а с állandó értékét az 
J xdFc (x) = m 
feltételből: 
m = f x d F Á x ) = - Z - j x e ~ d 0 ( x ) = ^ . 
У(с) 
Vagyis a = /л egyenletet megoldjuk c-re; a továbbiakban jelentse с ezt az 
T (C) 
értéket Ekkor 
= b * ^ - c f x d F ( x )





és egyenlőség akkor és csakis akkor áll fenn, ha P (x ) = Fc(x), ami с = —/7 jelölés-
sel a fentebb adot t eredménnyel egyezik. 
2. Az F(x)-re kapott megoldásfüggvény ismeretéhez Ф(х) ismerete szükséges. 
Ezt legtöbbször nem ismerjük, hanem feltevéssel élünk erre vonatkozólag. A fel-
tevést — az elméletet — a tapasztalat igazolhatja, vagy nem támasztja alá, amikor 
is ú jabb feltevéssel kísérletezünk. Ha F(x)-re vonatkozóan tapasztalati adata ink 
vannak, akkor a 
dd> = ' e"xdF(x) 
с 
reláció tájékozódást nyújt Ф(х)-ге nézve. 
P L A N C K feltevése az energiaeloszlást illetően А т/Ф(х;) = 1 , Í = 1 , 2 , ... volt, 
ami nem valószínűségeloszlás, sőt nem is normálható mérték egy diszkrét állapot-
halmazon. Ez önmagában nem volna baj ; a tárgyalt módszer kiterjeszthető olyan 
» 
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monoton nem csökkenő Ф(х) függvényekre, amelyekre Ф ( 0 ) = 0 , Ф(оо) = оо és 
/е'пхс1Ф(х) < oo. Kérdés azonban, szükséges-e ez a végtelen halmaz egyedein vett 
egyenletes eloszlás? Valamely kezdeti Ф(х) valószínűségeloszlással nem közelíthető-e 
jobban az F(x) eloszlás tapasztalati a lakja . 
3. Ami a nyert eredmény „matemat ikai bizonyítását" illeti, a következőt 
jegyezzük meg. A felállított variációs feladatot a nyert eredmény kielégíti, sőt lénye-
gében ez az egyetlen megoldása a feltételes szélsőérték-feladatnak. Azonban a követ-
kező rokon probléma vethető fel, amelyre nézve kézenfekvő az általunk felállított 
szélsőérték-feladathoz fordulni, legalábbis a feladat formális megoldása céljából: 
Legyenek Xx, X2, . . . független, azonos eloszlású valószínűségi változók. Kér-
dés: mi Xk eloszlása ama feltétel mellett, hogy az első N tag számtani közepe adot t : 
P(Xx^x\Xx + X2+ ...+XN = Nm) = ?, 
ahol jxdФ(x). H a N— °o, akkor várható , hogy Х
г
 feltételes eloszlása a maxi-
mum likelihood elv szerinti lesz az ál talunk adot t pszeudo-értelemben. Ezt az állí-
tást az exponenciális eloszláscsalád némely összességére (normális, exponenciális) 
nem nehéz bebizonyítani. А Ф(х)-ге vonatkozó bizonyos feltételek mellett B Á R T F A I 
P Á L adot t igenlő választ, amely kérdésre vissza kíván térni. Lásd még H I N C S I N [4] 
munká jában 19—31. old. 
4. Érdekes végül megjegyezni, hogy az 
f dF(x) log = minimum 
J Tj(x)dF(x) = и?,-, / = 1,2, ... к 
feltételes szélsőérték-probléma az exponenciális eloszláscsalád általános alakjához 
vezet : 
к 
Z 111 Ti (X) 
dF(x) = с ( f i x , /(,, ... pk)e' dФ (x). 
Ez a tény hasonló módon lehet magyarázata annak, hogy ez az eloszláscsalád 
a lkalmazásokban gyakran fellép, mint ahogyan a normális eloszlásnak mint határ-
eloszlásnak fellépése motiválható. 
Ugyanitt érdekes megjegyezni, hogy L I N N I K az /-divergencia tulajdonságai 
segítségével bizonyítja a normális eloszlásnak mint határeloszlásnak fellépését. 
4. §. Megjegyzés a termodinamikai entrópia fogalmához 
A termodinamikában szokásos a termodinamikai valószínűség bevezetése, 
amely megadja, hogy egy makroál lapot hány mikroállapottal valósítható meg. 
Ehhez tudnunk kell az ún. apriori eloszlást, mert az ún. betöltési számok egyenlő 
apriori valószínűségű cellákhoz tar toznak. Fenti meggondolásaink azt muta t ják , 
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hogy ha nem csupán a lehetséges állapotok számát, hanem a teljes valószínűséget, 
azaz az adott esetben az 
Nl Ni 1V2 N„ 
NX\N2\ ... N„\ 41 q°- - q" 
kifejezést tekintjük, ahol most az egyszerűsített Nt = N$ jelölést alkalmaztuk, 
nincs szükség arra, hogy egyenlő valószínűségű cellákra osszunk és a matematikai 
tárgyalás teljesebb. Fenti kifejezésből TV-edik gyököt vonva és limesre térve diszkrét 
esetben az 
p> 
- Í P i l o g 
e 
folytonos esetben az 
alakú kifejezéshez jutunk. 
Ily módon a termodinamikában használatos entrópia kifejezésnél egzaktabbnak, 
és így alkalmasabbnak mutatkozik a 
formula. Ez ugyancsak bír az additivitás tulajdonságával. Legyen ugyanis két függet-
len rendszer a 
dFJx) 
ill. 
iL = ~~ kJ dFx I H1  -KldF1(x) l o g — , 
H2 =—kJ dF2 (x) log d F Á X ) d<P2(x) 
entrópiával. Egyszerűen belátható, hogy az egyesített rendszer entrópiájára a 
ÁJdFJy) 
érvényes. 
H = Hx + H2 = -kJJdFx (x)dF 2 (>•) log (x) d<P2 (y) 
Ugyancsak tekinthető az entrópia két nem független valószínűségi változóra. 
Legyen ezeknek együttes eloszlásfüggvénye F(x, y), az apriori eloszlás ФСх. aó-
Ekkor 
dF(x,y) 
" = - 7 / dF(x, y) log d(P{x,y) ' 
Független esetben ez ismét összeadandókra bomlik. 
Tekintetbe kell azonban venni, hogy a valószínűségek kiszámítása különböző 
elvek alapján történhet. így az entrópia definícióját a következő módon adhat juk meg: 
Jelölje PN('P{x)\ F(x)|9î) annak valószínűségét, hogy a rendszerben, amely-
nek valamely X fizikai mennyisége a rendszer kiinduló állapotában а Ф(х) eloszlás-
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sal bír, az N nagyszámú részecske mégis az F(x) eloszlás körül helyezkedik el; 
itt 91 jelzi azt az elvet, ahogyan a valószínűség kiszámítandó. Ekkor az entrópia 
N 
II = - A log lim \'PN(0(x);F(xy)l). 
JV-°о 
Fentiekben az 91 a polinomiális valószínűség alkalmazását jelentette. Most 
rá térünk a termodinamikai entrópia kiszámítására, ha a Bose—Einstein- ill. Fenni— 
Dirac-féle elveket alkalmazzuk. 
5. A termodinamikai valószínűség a Bose—Einstein-eloszlás 
folytonos változata esetén 
A számítás egyszerűbbé tétele érdekében az energiaskálát egyenlő ' (apriori) 
n 
valószínűségű részekre osztjuk és mindegyik részben z számú cellát jelölünk ki. 
A cellanagyság tehát h = — , amit zéró felé fogunk tartatni . Nagyszámú részecske 
nz 
és kis cellanagyság mellett ez az eredeti modell jó approximációjának tekinthető. 
<A(x)-szel jelölve ismét az apriori eloszlásfüggvényt az /-edik felosztásban a szokásos 
1 Ф(х;("))-Ф(х)я-1)) _ d<P(xJ"y) 
Z
'~ nh ~ h ~ h 
összefüggést kapjuk. 
A Bose—Einsteint Ív szerint egy cellába akárhány részecske ju that , azonban 
a részecskék meg nem különböztethetők. Ily módon , ha a részecskék száma N, 
akkor az +„>Лг = {лА, N2, ... N„; 2 A, = a J makroál lapothoz tar tozó valószínűség 
П 
P(An,N) 
Ni + z 
N, 
| J V + ( Z + 1 ) « 
További egyszerűsítés végett válasszuk a részecskék számát a következőképpen : 
N = zn. Ez nem jelent megszorítást, mert egy arányossági tényezőt véve, az a később 
választandó ál landókba úgyis beolvasztható. Alkalmazva a StíV/mg-formulát az 
(N\N 
NI ~ | ~ J alakban, a következőre j u t u n k : 




~ [ A T + ( z + l ) w F + < z + 1 > » V 
Ni+n 
N- Г ' [ 1 
N I In 
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A szorzatjel előtti rész a következőképp írható — mindjárt az A-edik gyökét 
veve 
1 + Ä 
П \1+N 




Ez az állandó a szélsőérték-feladat szempontjából nem játszik szerepet; így el fogjuk 
majd hagyni. А П jel utáni kifejezésben arra ügyelünk,hogy az F(x) és Ф(х) eloszlás-
függvények egymásra nézve való abszolút folytonosságát biztosítsuk. Ezért a 
J r / y l 
, F ( X ) = - T — - bevezetésére törekszünk. Ezt figyelembe véve: 
d<P(x) 
1 " 
i n 1 + -




А , « 
A- 1 
Minthogy ~ dF(x,) és — = d<P (x;), i = 1,2, ... n, a következőt kapjuk 
д. l o g P ( / 4 „ j N ) ~ l o g - ^ - + 
+ 2 ( d F ( x d + d < P ( x d ) \ o g 1 + d'PjXj) dF (x;) + í/Ф (xf) log 
dF(X;) 
d<P (x.) 
Az A — majd az n — °° határátmenetet elvégezve eredményül a termodinamikai 
valószínűségre, illetve a termodinamikai entrópiára a következő kifejezést kapjuk 
— az i additív tag elhagyásával : 
H = —k f dF(x) log dF (x) 
Ha ezt maximalizálni akarjuk, az 
oo 
f dF(x) = 1 
(l + f ( x ) »*<*> d<I> (x) 
f xdF(x) - m 
feltételek mellet a következő szélsőérték-feladatra ju tunk: 
J dF(x) log í^Xx) _
 c ^ ^ _ m j n j m u n l ) 
с (A, /i) (1 + Ф ( х ) ) 1 + ^ ) d<P (x) 
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ahol 
c(A, / i ) = —
 r 
f ( 1 + •?(*)) ч'м
с
]ф(х) 
A második tag most függ az ismeretlen Е(х)А0'1 ami sokkal bonyolul tabbá teszi 
a problémát. Az első tag minimális — azaz zéró —- értékét a 
</F(x) = 
1 + , 1 f e~x~"x(l + Ф (x)) (x) 
reláció mellett kapjuk. H a a kitevőben levő j - tagot elhanyagoljuk — ami nem 
г f x ) 




aX + yx J ' 
klasszikussal analóg eredményre ju tunk . 
Hasonló módon határozható meg a Fermi-Dirac-Qsetben a te rmodinamikai 
entrópia. Erre a következő kifejezés adódik — egy additív ál landótól el tekintve: 
H = - k f d F log — , a > l . 
Az előzőhöz hasonló módon képzett közelítésként a következő eloszlás adód ik : 
af<x\ - Ы Ф ( x ) 
6. További megjegyzések az /-divergenciára vonatkozóan 
Az /-divergencia, mint említettük, széles körű alkalmazást talált eddig is egészen 
különböző irányú vizsgálatokban. Ez az alkalmazhatóság legtöbb esetben a 2. §-ban 
adot t és elsőként S A N O V által nyert formulában, ill. annak értelmezésében leli 
magyarázatát . 
K U L L B A C K és L E I B L E R [6], majd K U L L B A C K [6a] terjedelmes m u n k á j á b a n 
matematikai statisztikai alkalmazások egész sorát ad ja és hozza összefüggésbe 
az/-divergenciát különböző ismert módszerekben szereplő statisztikákkal. Szerző [12] 
konfidenciaintervallumok konstrukciójára alkalmazta, ami már KULLBACKnál is 
szerepel. 
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P E R E Z [7 ] in formációe lméle t i a lka lmazása i t a d t a . C S I S Z Á R [1 ] á l t a l ános í to t t a 
az / -d ivergencia f o g a l m á t és az á l t a lános í to t t f o g a l o m számos t u l a j d o n s á g á t és 
a l k a l m a z á s á t a d t a meg. 
R É N Y I [8, 9] m u n k á i b a n a ma tema t ika i s ta t isz t ika in fo rmác ióe lméle t i mega la -
pozásá t ad j a . D o l g o z a t a i b a n a stat isztikai e l já rás h i b á j á t az e n t r ó p i a mennyiséggel 
becsülte. A p a r a m e t e r itt d i szkré t ; szerző [ 1 3 ] R É N Y I b i zonyos e redménye i t fo ly to -
n o s p a r a m é t e r t é r r e ter jeszte t te ki az / -d ivergenc iának a d v a a d iszkré t e n t r ó p i a sze-
repé t . 
H Á J E K [3 ] G ű i « Í - f o l y a m a t o k vizsgála tára haszná l t a az / -d ivergenciá t , a n n a k 
b i zonyos a l apve tő tu l a jdonsága i t is t isztázta. 
F R I T Z [2 ] in formációe lméle t i módszerre l h a t á r o z t a m e g gravi tác iós t é rben a gáz 
nyomáse losz lásá t . 
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The aim of the paper is to establish an exact and unified formulation and treatment of the 
method given by BOLTZMANN and PLANCK for the derivation of the distribution laws of statistical 
physics valid for continuous as well as discrete random quantities. Indeed — as mentioned by 
PLANCK — in obtaining the distribution of the total energy of a gas-system among the large num-
ber of their particles, certain difficulties arise if the energy may take all possible values; these combi-
natorial difficulties are similar to those which occur when Shannon's entropy is to be extended to 
the continuous case. The latter problem was treated by JAYNES [5a] and earlier by the author [11,13]; 
the present consideration has a similar feature to this extension. — A pseudo-likelihood function 
or pseudo-density function is introduced in the set of the distribution functions which can be taken 
into consideration; this procedure has an obvious interpretation. With the aid of this pseudo-likeli-
hood function a principle — analogous to the maximum likelihood method — can be introduced 
for the selection of the appropriate distribution function. What is discussed here is that this is 
only an analogy: the two procedures have different nature. — As a natural consequence we may 
obtain for the (thermodynamical) entropy the following expression : 
F(.Y) denotes here the distribution function of the considered random variable (discrete or conti-
nuous) and Ф(х) is the prior distribution, which may have different interpretations. The prior 
distribution occurs already in the work of BOLTZMANN. — PLANCK uses a prior distribution which 
leads to a distribution uniform on a countable infinite set of energy-values; the question wheter 
this assumption is necessary or not is discussed. — Finally the entropy and the continouos version 
in the case of the Bose—Einstein and Fermi—Dirac statistics is considered; to obtain the exact 
distribution laws for these is considerably difficult. The classical forms can be considered as very 
first approximations. — In the different parts of the paper some known mathematical results due 
t o KULLBACK [6a], SANOV [10] are used, one proof was given by A. RÉNYI. 
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A KÜLFÖLDI SZAKIRODALOMBÓL 
A FÉLIG KORLÁTOS HERMITIKUS 
OPERÁTOROK ÖNADJUNGÁLT FOLYTATÁSAINAK 
ELMÉLETE ÉS ALKALMAZÁSAI (II)* 
írta: M. G. KREJN 
6. §. Véges defektus-számú1 félig korlátos operátorok 
1. Mindenekelőtt k imondjuk a következő tételt. 
1 8 . T É T E L . Ha a T alulról félig korlátos operátornak véges I T ( T ) defektus-
száma van, akkor T bármelyik T önadjungált folytatása szintén alulról félig korlátos 
és, ezen túlmenően, minden ilyen folytatás spektrumának a ( — m(Tj) számközbe 
eső része véges számú sajátértékből áll, amelyek multiplicitásának az összege leg-
feljebb n(T). 
Ennek a tételnek a bebizonyítása nem jár semmiféle nehézséggel. Minthogy 
azonban a következő paragrafusban ál talánosabb állítást fogunk bebizonyítani 
(21. tétel), a 18. tétel bizonyítását elhagyjuk. 
A 15. tétel lehetővé teszi az alábbi élesebb tétel igazolását.2 
1 9 . T É T E L . Legyen S az S operátornak — amelyre m(S)>0 és amelynek U 
defektus-száma véges — egy önadjungált folytatása; legyen továbbá {(p1,q>2,.--, <pr) 
az 91 o, halmazok közös részének egy bázisa. 
Ekkor v(S) — az S operátor negatív sajátértékeihez tartozó multiplicitások ösz-
szege — pontosan egyenlő a 
(6.1) i §[(Pj, <pk] L Ek 
j,k=1 
alakban fellépő negatív négyzetek számával. 
Bizonyítás. A 4. §-ban található 4. lemma értelmében tetszés szerinti / £ Î > [ Â ] 
elemre3 
S [ f , f ] = J'ld\E (A) / | 2 s f x d\FAX) f r = Z kJ и >№ 
ш MI J r 
* Математический сборник 20 (1947) 431—495. és 21 (1947) 365—404. A fordítás első része 
ugyanezen folyóirat 18 (1968) 273—314. oldalain jelent meg, s a cikk I. fejezetének 1.—5. §-át és az 
I. fejezet irodalomjegyzékét tartalmazza. 
1
 (rt, rt) defektus-indexű hermitikus operátor defektus-számának az n kardinális számot neve-
zik. 
2
 Könnyű belátni, hogy a 18. tétel a 19. tétel következménye; erre a körülményre azonban 
nem hivatkozhatunk, ugyanis a 19. tétel bizonyítása során támaszkodni fogunk a 18. tételre, ameny-
nyiben bebizonyítottnak vesszük, hogy az S operátor negatív spektruma véges számú sajátértékből áll. 
3
 Feltesszük, hogy m=m(S)<0, mert m (S)£0 esetén a tétel helyessége nyilvánvaló. 
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ahol «A i , «A a > • • • > <Av a z S operátor 
hi — И-2 = ••• ^ Pv (<0) 
negatív sajátértékeihez tartozó sajátvektorokból alkotott teljes ortonormális rendszer. 
Speciálisan az 
r 
f = 2Zk<Pk k = 1 
helyettesítéssel azt kapjuk, hogy 
r V г 
2 S[(pj, <pk\ Çj lk — 2 вj 2 (<Pk, «Aj) 4 j,k = 1 j=1 fc=l 
és ebből következik, hogy a (6. 1) a lakban fellépő negatív négyzetek p száma nem 
nagyobb, mint v. 
Másrészt a 15. tétel szerint fennáll 
"Ay = 2 "jkVk + Xj (Xy£®[S]; j=l,2,...,v) 
к = 1 
es így 
ahol 
•A - 2 "Ay = 21 ZkVk+x = v + x, 
Y=I * = 1 
v 
Zk=2ajk4j (A = 1,2, . . . , r ) , 
j"=i 
Z = i 1yZy€32[5]. 
j = i 
De ekkor a 8. lemma értelmében 
S['A,'A] = S[(p,(p]+S[x,x] = 5[<?,<?] + F ^ s[<a, <?]. 
Ily módon 
«A] = i Ay llyl2 s í j & = [«A, <?]> 
У=1 У,* 
tehát v S / x 
A tételt bebizonyítottuk. 
2. A továbbiakban szükségünk lesz néhány általános tételre, amely (n, n) 
defektus-indexű tetszés szerinti hermitikus operátorokra vonatkozik, ahol 
Legyen A ( î ) (A) = £>) ilyen operátor, H ennek egy önadjungált folytatása és 
Rx = ( A - A / ) - 1 
a H operátor rezolvense, amely A minden reguláris (vagyis H spektrumához nem 
tartozó) értékére létezik. 
Kiválasztva tetszés szerinti A„ (lm A0 ^ 0 ) számot, vegyünk fel a H*q> — X0(p = 0 
egyenlet összes <p megoldásaiból álló í)t;0 halmazban egy {<Pi(A0), ... , <pn(X0j} orto-
normális bázist, és vezessük be tetszés szerinti reguláris A-ra a 
(6.2) (pj (A) = <pj (A0) + (A - A0) Rx <pj (A0) ( j = 1 , 2 , . . . , n) 
jelölést. 
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Felhasználva a rezolvens 
= Ri+Oi-VR^Rx 
függvényegyenletét nem nehéz megmutatni, hogy ekkor bármely két reguláris 
X, p értékre 
(6. 3) q>j (p) = <pj (A) + ( ß - X ) Rtl (PJ (л) ( 7 = 1 , 2 , . . . , n). 
Innen a p = X0 helyettesítéssel azt kapjuk, hogy tetszés szerinti reguláris X érték 
mellett a (p j(A), ...,(pn(X) vektorok lineárisan függetlenek. Befogjuk látni, hogy ezek 
a vektorok a 
H*q> = Xcp 
egyenlet összes megoldásaiból álló 91
я
 halmazban bázist alkotnak. 
Csakugyan, minthogy 
H* RJ = HRxf = /+ XRJ ( f e §), 
azért a (6. 2) definíció értelmében 
H* cpj (X) = H* <pj (Xa) + (X - X0) H* Rx (p7 (A0) = 
= Д0 (Pj (Д0) + (Д - До) ((Pj (Д0) + XRj (Pj (Д0)) = X<Pj (Д) 
( j = 1,2, ...,n). 
Tekintsük az 
(6. 4) Ux = 0 - l I ) 0 - X I ) ~ 1 = I + (X-l)Rx 
unitér operátort. 
A (6. 3) egyenlőségben p helyébe Д-t, Д helyébe I - t írva kapjuk: 
(6.5) Ux(pjCX) = (Pj(X) ( j = 1,2, . . . ,n ) . 
A konstrukció szerint a {<Pi(A0)> ..., <prt(A0)} rendszer ortonormális bázis, 




{ ( p f l o ) , ...,(p„(A0)} 
bázisa szintén ortonormális. 
Tekintetbe véve, hogy 9l í o az ЩН — Х01) halmaz ortogonális komplementuma, 
arra az eredményre jutunk, hogy tetszés szerinti elemre 
/;, =/" 2 ( / , <Pk (+,)) <Pk 0 ) € « ( Я - Д01), 1 
és így bármilyen / € § mellett az 
(6. 6) t / ; , ( / - i ( / , (pk (Д0)) % (Д0) j = Д , + (Д0 - Д„) ( Я - Д0 / ) -
kifejezés nem függ a H operátor Й folytatásának a megválasztásától. 
Most legyen Й' a H operátornak //-tói különböző önadjungált folytatása, 
és legyen a korábbi jelölésekkel összhangban 
R\ = 0 ' - XI)-1, U'x = / + (Д — Д) R\. 
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Az U'x operátorra alkalmazhatók ugyanazok a meggondolások, mint Urra, tehát 
a (6. 6) vektorról mondottak alapján 
(6. 7) UJ ( / - J ; ( / , cpk (!„)) <pk (10)) = U?0 [ / - J ( / , cpk (10)) (pk (A0)) (/ € §). 
Az Uf operátor, ugyanúgy mint UXo, az 9l ío halmazt izometrikusan sJÎ;.0-ra 
képezi le ; ezért 
(6. 8) UJ <pk (I0) = 2 ujk <Pj (A0) ik= 1 , 2 , . . . , n), j=î 
ahol |[ Ujfcllï numerikus unitér matrix. 
A (6. 4), (6. 5), (6. 7), (6. 8) egyenlőségeket egybevetve a következőket kapjuk: 
(6. 9) R\J = R>,f+ * Z (uJk - őJk) ( / , <pk (A0)) cpj (A0) ( / € S3). 




||5 matrix rangját r-rel. A (<Pi(A0),..., ç>„(A0)} ortonor-
mális bázis alkalmas megválasztása útján a (6. 9) összefüggés az 
(6.10) R'xJ = RXof- 2 «jk ( / , (pk$o)) <Pj (A0) ( / € § ) 
j,k = 1 
alakra hozható, ahol ||aJJt||í nem szinguláris matrix. 
Tekintsük a 
(6.11) ô(2o) = II<2JE(^O)IIÍ - IM-1 
mátrixot, továbbá bármely a H operátorra vonatkozóan reguláris A pontban a 
(6.12) e (A) = Q (Ao) + (A - A0) II (cpj (A), (A0)) ||í 
mátrixot. A (6. 3) egyenletek segítségével nem nehéz megmutatni, hogy a H operá-
tor tetszés szerinti reguláris А, ц pontjaira 
(6.13) Ö(A) = Q (и) + (A - и) II (<Pj(A), <pk (fi)) Hí. 
Ezenfelül ha egy reguláris A-ra 
(6.14) d e t Ö W z í O , 
akkor4 
(6.15) R'J = R J - 2 Q(jk1}a) ( f , <Pj (A)) (Pk (A) (/€ §)• 
j,k = 1 
A A=A0 esetben ez az egyenlőség a (6. 10), (6. 11) összefüggésekből következik. 
Minden más, a (6. 14) feltételt teljesítő reguláris A-ra az egyenlőség annak a közvet-
CJk 
képletek analógok azokkal az ismert képletekkel, amelyeket H. BATEMAN [8] az integrálegyenletek 
elméletében nyert (lásd még KANTOROVICS—KRILOV: A felsőbb analízis közelítő módszerei, Akadé-
miai Kiadó, Budapest, 1953.) 
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len igazolása útján látható be, hogy a belőle nyert R'J kifejezésre érvényes az 
R'J = K.J+ a - ;.„) R\ R', J ( я b) 
egyenlet. 
Minthogy det Q(?.o)^0, azért a A0 pont valamilyen környezetében a (6. 14) 
feltétel teljesül. 
Mutassuk meg, hogy a (6. 14) feltétel minden olyan A értékre teljesül, amely 
H-ra nézve is, / / ' - re nézve is reguláris. 
Ebből a célból először megjegyezzük, hogy det Q{a) bármely a H operátorra 
vonatkozóan reguláris A pont környezetében holomorf függvény, tehát ilyen pont 
nem lehet e determináns zérushelyeinek torlódási pontja, úgyhogy ilyen pont bármely 
környezetében találhatók A értékek, amelyekre fennállnak a (6. 14), (6. 15) össze-
függések. 
Másrészt ha Ax a H' operátornak is reguláris értéke, akkor A^től elindulva 
be lehet bizonyítani, hogy a Aj pont valamilyen környezetében 
(6.16) R'J = R J - 2 Ж"1' (/> <Pj Ф) <i>W) (/€ S), 
j,k = 1 
ahol ф{(А), . . . , cpjk) a H*tp — kip = 0 egyenlet olyan lineárisan független meg-
oldásai, amelyek (6. 3) típusú függvényegyenleteknek tesznek eleget. Összehason-
lítva a (6. 15), (6. 16) egyenlőségeket azokra a A értékekre, amelyekre mindketten 
érvényesek, azt találjuk, hogy rx=r és hogy létezik egy \\cJk\\í nem szinguláris 
numerikus matrix, amelyre tetszés szerinti, a H operátorra nézve reguláris A mellett 
VjW = 2 ckj<pk(A) ( 7 = 1 , 2 , . . . , r), 
k = l 
következésképpen5 
(6.17) P(A) = CQ().)C 
minden olyan A-ra, amelyre fennáll (6. 15) és (6. 16), és így a H operátor minden 
A reguláris értékére is. Speciálisan A = At esetén a (6. 17) összefüggésből a következő-
ket kapjuk: 
det ß(A1) = det P ^ d e t C| 2 иО. 
Állításunkat bebizonyítottuk. 
3. Ezen előkészítő megfontolások után be fogjuk bizonyítani az alábbi tételt: 
2 0 . T É T E L . Legyen S, S és {(px, (p2,..., <pr) ugyanolyan, mint a 1 9 . tételben. Ha 
a 0 pont az S operátorra vonatkozóan reguláris, akkor 
s; 1 f = S ~ 1 / - 2 ocjk ( / . <PJ) cpk (/ € §), j,k= 1 
ahol ||ад||( olyan nem szinguláris hermitikus matrix, hogy a 
r 
2 ajkaik j,k=1 
5
 A C* matrix a C=||cJ fc | |f matrix komplex konjugáltjának a transzponáltja. 
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alakban fellépő negatív négyzetek száma pontosan egyenlő az S operátor negatív 
sajátértékeihez tartozó multiplicitások összegével. 
Bizonyítás. A 2. pont eredményeit fogjuk alkalmazni a 
H = S, H = S, H = 
esetre. 
Ha 
a > — m (S), 0, 
akkor —a a H operátornak és a H ' operátornak is reguláris értéke, tehát a (6. 15) 
képlet értelmében 
(6.18) (5„ + a / ) " 1 / = (S + a i y V - 'Z Q]A4-a) ( / , cp}(-a)) cpk ( - a ) . 
J,*=1 
Másrészt a tekintett a értékek mellett az S + al, S^ + al operátorokra alkalmaz-
ható a 12. tétel, úgyhogy 
(5 , + u / ) - 1 = (S+al^-iS + al)-^, 
ahol 9l_a az S*(p + aq> = 0 egyenlet összes megoldásainak a halmaza. 
Ezek szerint 
(S + al)-\f = 2 Q'jAK-K (/• cpj (-a)) cpk ( - a ) ( f f §) . 
j,k = 1 
Visszaemlékezve az 1. §-ban szereplő E) állításra, azt nyerjük, hogy a {(px(—a),... 
..., cpri( — a)} rendszer az 
(6.19) 9 l _ a . n £ ( ( £ + «/)*) - 9 ) _ „ П £ [ 5 ] 
közös részben bázist alkot, és 
Qjki-a) = f (k + a)d{E(X)<pj(-á),q>k(-a)) = 
M ( S ) 
(6.20) 
= ő Wj ( - a), (Pk ( - ö)] + a (<Pj ( - a), 4>k a)) UЛ = 1,2,..., rj). 
Most megjegyezzük, hogy ha egy tp(X) vektor-függvény (A befutja S reguláris 
pontjainak a halmazát) kielégíti a 
(6.21) cp(>.) = <p (p) + (A — p) R? (p (p) (Rx = (§— A/)"1) 
függvényegyenletet, és legalább egy A reguláris értékre <p(A) ££)[£], akkor ez fennáll 
minden reguláris A-ra. 
Valóban, ha (p(p)eD[S], akkor az RÀ(p(p.)eT>(S)(zT>[S] összefüggés és a (6. 21) 
egyenlet alapján cp(A)ÇÎ>[5]. Ennélfogva ha a {q>i( — a), ..., cpn( — «)} rendszer 
bázist alkot a (6. 19) halmazban, akkor (<Pi(0), ..., ф
Г1(0)} bázis lesz az 
halmazban és így választható a 20. tétel szövegében szereplő {(px,..., cpr) bázis 
gyanánt (speciálisan rx = r). 
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A (6. 18) egyenlőségben a — a értéket helyettesíthetjük az S operátor tetszés 
szerinti A reguláris értékével. Speciálisan lehet a = 0 és ekkor a következőt kap juk : 
Másrészt ha a (6. 20) egyenlőség mindkét oldalán a helyébe A-t í runk, akkor 
A-nak analit ikus függvényeit nyerjük, és minthogy ezek a változó minden eléggé 
nagy pozitív értékére megegyeznek, azért azonosan egyenlők minden olyan A-ra, 
amely az S operátorra nézve reguláris. Következésképpen a (6. 20) összefüggés az 
a = 0 esetben is érvényes. 
Ilyen módon 
(6.23) Qjk0) = S[(pj(0),(pkm ( / , * = 1 , 2 , . . . , £ ) , 
ez pedig a (6. 22) egyenlőséggel és a 19. tétellel együtt a 20. tételt eredményezi. 
6. 1. m e g j e g y z é s . A (6. 23) összefüggésből adódik, hogy ha 0 az S operátor 
reguláris értéke, akkor a (6. 1) alak nem szinguláris. N e m nehéz meggyőződni 
arról, hogy a (6. 1) alak rangja mindig r — d, ahol d(SO) a 0 számnak mint az S 
operátor sajátértékének a multiplicitása. 
Bár a jelen munka alapvető feladata a félig korlátos operátorok önadjungál t 
folytatásainak a tanulmányozása, mégis célszerű lesz, ha ismertetjük vizsgálataink 
azon következményeit, amelyek tetszés szerinti hermitikus operátorok önadjungál t 
folytatásainak az elméletére vonatkoznak. 
1. Legyen H hermitikus operátor , amelynek T>(H) értelmezési t a r tománya 
sűrű § - b a n . 
Ál lapodjunk meg abban, hogy a véges (a, b) számközt a H operátor hézagának 
nevezzük, ha 
Ha H önadjungál t operátor , akkor az az állítás, hogy (a, b) az operátor hézaga, 
könnyen belátható módon azzal ekvivalens, hogy {a, b) a H operátor regularitási 
intervalluma (vagyis (a, b) minden pont ja reguláris a H operá torra vonatkozóan) . 
Érvényes a következő tétel. 
2 1 . T É T E L . Ha az (a, b) számköz a H ( T ( / / ) = ÍP) hermitikus operátor hézaga, 
akkor H-nak vannak önadjungált folytatásai6, és ezek között található legalább egy, 
amelyre nézve az (a, b) számköz regularitási intervallum. 
Bizonyítás. Ha a H operátor helyett a 
r 
(6.22) s - 1 f = s - 1 f - 2 Q'^WifDpjiO))^(0). j,k=1 
7. §. Hézagos spektrumú hermitikus operátorok 
6
 A tételnek ezt az állítását még J. W. CALKIN bizonyította be (lásd [9], 2. tétel). 
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operátort tekintjük, akkor arra az esetre jutunk, amikor a = — 1, b = 1. Ennélfogva 
az általánosság megszorítása nélkül eleve feltehetjük, hogy a = — 1, b = 1, vagyis 
hogy a H operátorra teljesül a 
(7 .1) \ H f \ m \ f \ ( / € 3 5 ( Я ) ) 
feltétel. 
Értelmezzünk az ЩН) halmazon egy A hermitikus operátort az 
A H f = f ( / € ® ( Я ) ) 
képlet út ján. Ekkor £>(+) = 91(Я), és a (7. 1) feltétel értelmében 
\Ag\^\g\ (g €£(+)), 
azaz 11+11 i l . A 2. tétel szerint az A operátornak van legalább egy + önadjungált 
folytatása, amelyre ||+j[ á 1. Meg fogjuk mutatni , hogy a 0 szám az + operátornak 
nem sajátértéke. 
Csakugyan, ha feltesszük, hogy létezik olyan <р+0 vektor, amelyre Äq>= 0, 
akkor azt állíthatjuk, hogy с р Е Щ А ) ; de ez nem lehetséges, mert 
9Î ( + ) 3 9Î (+) = 3)(Я), D ( Я ) = 
Ha azonban 0 az Ä operátornak nem sajátértéke, akkor létezik a H = Ä~1 operátor 
és ez az + operátorral együtt önadjungált . Minthogy ||+|| ^ 1, azért 
(/€»(#)), 
vagyis a ( — 1, 1) számköz а Я operátor hézaga, vagy ami az adott esetben ugyanaz, 
regularitási intervalluma. Minthogy а Я önadjungált operátor nyilvánvalóan а Я 
operátor folytatása, a tételt bebizonyítottuk. 
Az olvasóra bízzuk, hogy a 2. § többi tételei segítségével megfelelő kri tériumokat 
nyerjen arra, hogy az (a, b) hézaggal rendelkező Я operátornak mikor lesz egyetlen 
olyan Я önadjungált folytatása, amelynek az (a, b) számköz regularitási intervalluma. 
2. Amint korábban említettük, az alábbi tételből következik a 18. tétel. 
2 2 . T É T E L . Ha egy (a, b) hézaggal rendelkező H hermitikus operátor N ( =» 0 ) 
defektus-száma véges, akkor a H operátor tetszés szerinti H önadjungált folytatása 
spektrumának az (a, b) számközbe eső része véges számú sajátértékből áll, amelyek 
multiplicitásának az összege legfeljebb tt7. 
Bizonyítás. Legyen H а H operátor olyan önadjungált folytatása, amelynek 
az (a, b) számköz regularitási intervalluma, fí' pedig Я-пак egy másik önadjungált 
folytatása. А H, H ' operátorok minden A reguláris pont jában az ezen operátorok-
hoz tartozó R;. R'j rezolvensek között fennáll az 
(7. 2) R'J = R J - I Q(jZ> (A) ( f cpj (A)) cpk (A) (/€ Ö) 
j,k = 1 
7
 Könnyű belátni, hogy hermitikus 5 operátor esetén m(S) = b(-—~>) akkor és csak akkor, 
ha tetszés szerinti a<6 mellett az (a, b) számköz az 5 operátor hézaga; tehát a 18. tétel a 22. tételből 
következik. 
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összefüggés, ahol r ë t t , továbbá a <pk(?.) (£ = 1 ,2 , . . . , r) vektor-függvények és a 
Q(F) = \\QJK(2)\\I matrix a H operátor reguláris pont ja inak a ha lmazán ho lomorfok 
(lásd 6. §, 2. pont) . Ebből adódik, hogy Й' spekt rumának az (a, b) intervallum 
belsejébe eső része izolált sajátértékekből áll (és ezek a det g(A) függvény zérus-
helyei) . 
Először tegyük fel, hogy a C— — é r t é k a H', H operá torokra nézve reguláris. 
Ekkor a (7. 2) egyenlőségben jogos a A = c helyettesítés és így a következőt kap juk : 
(7 .3) R ' c f = R c f - i Q(jZ4c)(f,CPJ(c))<pK(c). 
j,k = 1 
Egyidejűleg megjegyezzük, hogy (a, b) а Й operátor hézaga, tehát 
(7 .4)
 ( / € § ) . 
Mos t tegyük fel, hogy található а Й' operátor sajátvektoraiból álló olyan 
ф
к
, i//2, •••, <A„ ( « > r ) or tonormális rendszer, amelyre 
H ' ij/j = p j í p j , a < p j < b 0 = 1 , 2 , . . . , « ) . 
Ekkor tetszés szerinti / + 0 vektorra, amely 
/ = ^ i + ...+^Фп 
alakú, fennáll az 
к л = 
egyenlőtlenség. 
Másrészt «=-/• esetén mindig találhatók olyan •••> 4 számok, amelyek közül 
nem mindegyik nulla és amelyekre 
( / , <PK(C)) = I 4№J,<PK(C)) = 0 (£ = 1 , 2 , . . . , « ) , 
és a 4- számok ilyen megválasztása mellett (7. 3) és (7. 4) a lapján 
\ K f \ = \ R c f \ ^ - ^ \ f \ . 
Ellentmondásra ju to t tunk . 
Ezek szerint ha а с — " ^ szám а Й' operá tornak nem sajátértéke, akko r 
Й' spektruma az (a, b) intervallum belsejében olyan sajátértékekből áll, amelyek 
multiplicitásának az összege S r , tehát még inkább S n . 
Mos t tegyük fel, hogy с а Й' operátor sajátértéke. Ebben az esetben bármelyik 
c-től különböző és hozzá elég közel fekvő c x pon t reguláris а Й' operá tor ra vonat-
kozóan, és így a már e lmondot tak értelmében minden c x középpontú és (a, ó)-ben 
foglalt számközben Й' spektruma olyan sajátértékekből áll, amelyekhez tar tozó 
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multiplicitások összege ^ u , következésképpen ugyanez lesz a helyzet az egész 
(a, b) nyílt intervallumban. 
A tételt bebizonyítottuk. 
7. 1. m e g j e g y z é s . Ugyanezzel a módszerrel nehézség nélkül bebizonyítható, 
hogy ha a H operátor ( l ^ n ( A ) < ° = ) valamelyik H önadjungált folytatása spekt-
rumának az (a, b) számköz belsejébe eső része véges számú sajátértékből áll és 
a megfelelő multiplicitások összege = n, akkor H bármely másik H' önadjungált 
folytatásának a spektruma (a, ti) belsejében véges számú sajátértékből áll és az 
ezekhez tartozó multiplicitások összege Уw + n. 
3. Állapodjunk meg abban, hogy a A valós számot a H hermitikus operátor 
reguláris értékének fogjuk nevezni, ha A a H operátor legalább egy H önadjungált 
folytatására vonatkozóan reguláris. 
A 21. tétel alapján ez a definíció a következővel ekvivalens: a A számot 
( — o o < A < ° ° ) akkor nevezzük a H hermitikus operátor reguláris értékének, ha 
valamilyen környezete a H operátor hézaga. 
Az n (A) с °° esetben érvényes az alábbi tétel. 
2 3 . T É T E L . Legyenek A4 < A2 < •*. < As a H hermitikus operátor reguláris értékei, 
px, p2, ..., ps pedig olyan természetes számok, hogy px+p2+...+ps — n(H). 
Ekkor a H operátornak van legalább egy H önadjungált folytatása, amelynek a Xj 
(J—1,2, ..., s) szám legalább pj-szeres ( j =1,2, ..., s) sajátértéke.8 
Bizonyítás. Ha A 1 < A 2 < . . . < A S a H operátor reguláris értékei, akkor talál-
hatók olyan ój>0 0 = 1, 2, . . . , s) számok, hogy 
(7 .5) \ H f - X j f \ ë S j \ f \ ( / € Ф ( Я ) ) ; (j=l,2, ..., s). 
Legyen H x a H operátor olyan önadjungált folytatása, amelynek a Xx szám 
reguláris értéke. Jelöljük a Hx operátor rezolvensét Fj-vel és képezzünk segítségével 
olyan (pj(X) 0 = 1 , 2 , . . . , i t ) vektor-függvényeket, amelyek Hx reguláris pontjainak 
a halmazán holomorfok és a H*cp — X(p egyenlet összes megoldásaiból álló halmaz-
ban bázist alkotnak. 
Jelölje T>(Hj) a Sj-beli 
( 7 - 6 ) / = Z T J < P J ß I ) + G ( G E ^ ( H ) ) 
j=í 
alakú vektorok összességét, és legyen 
H J = AJ 1 Ç J ( P J ( X 1 ) + Hg. 
J=1 
Ekkor speciálisan fennállnak a 
H1(PJ(X1) = X1(pJ{X1) 0 = 1 , 2 , ...,px) 
egyenlőségek. 
8
 A 23. tételt lényegében véve először H. HAMBURGER bizonyította be (lásd [10], 12. tétel), 
habár ö seholsem fogalmazta meg az általunk adott formában. A mi bizonyításunk lényegesen 
eltér HAMBURGER bizonyításától. 
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Nem nehéz igazolni, hogy # x a H operátor valamilyen hermitikus folytatása. 
Ennélfogva a 
(7.7) Щср = Хср (ImA + 0) 
egyenlet mindegyik cp megoldása egyúttal a H*cp=Xcp egyenletnek is megoldása, 
tehát 
(7. 8) (p — Ci (px (X) + c2cp2(X)+... + c„ cp„ (A) 
alakú, ahol a Cj(j = 1, 2, . . . , n) mennyiségek komplex állandók. 
Ahhoz, hogy egy (7. 8) alakú (p vektor tényleg kielégítse a (7. 7) egyenletet, 
szükséges és elégséges, hogy 
(7-9) (q>, H J - X f ) = 0 (/€$№)) 
legyen. 
Helyettesítsük itt / -e t a (7. 6) egyenlőségben szereplő kifejezésével. Minthogy 
az f=g£lP(H) esetben a (7. 9) feltétel minden (7. 8) alakú cp mellett teljesül, azt 
kapjuk, hogy ez a feltétel a következő egyenletrendszerrel ekvivalens: 
(7. 10) (cp, cpk (A)) = ! Cj (cpj (A), % (A)) = 0 
Í=Í 
(k = 1 , 2 , . . . , p i ) . 
Mivel a 
(7.11) !!(<?>; (A), %(A))||? 
matrix A = A j esetén nem szinguláris Gram-matrix, azért Ax-hez elég közeli komplex 
A értékekre ( I m A ^ O ) a (7. 11) matrix szintén nem szinguláris. Következésképpen 
ezen A értékek mellett a cx, c2, ..., c„ ismeretlenekre vonatkozó (7. 10) egyenlet-
rendszer matrixának a rangja pontosan p
 L-gyel egyenlő, tehát az egyenletrendszernek 
pontosan n— p i számú lineárisan független megoldása van. 
Ezek szerint ha A elég közel van A rhez, akkor a (7. 7) egyenletnek pontosan 
n—Pi számú lineárisan független megoldása van, azaz 
n (Hí) = n(H)-pi. 
Most meg fogjuk mutatni, hogy a A 2 < A 3 < . . . <AS értékek 7 7 r r e nézve is 
regulárisak. Ebből a célból állítsuk elő az / €Х) (Я
х
) elemet a (7. 6) képletnek meg-
felelően 
/ = <P+g (f € ® ( Я ) ; Я1 (р = H*cp = Xi<p) 
alakban. Tekintetbe véve a (7.5) egyenlőtlenségeket és azt, hogy cp ±Hg — Xxg, 
a következőt kapjuk: 
\Hif—Xjf\2 -= iHg-Xjg-iXj-XJcpf = 
= ^ g - ^ g l H í A , - ^ ) 2 ^ ! 2 s + V I 2 (./ = 2 ,3 , ...,s). 
Legyen 
ú) = min (<5j, IXj - Ax|) (y = 2, 3, . . . , s) ; 
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ekkor 
Ily módon 
\ H i f - i j f \ m ^ ő ' j \ f \ и = 2,3,..., s), 
vagyis a Áj ö = 2, 3, . . . , x) számok a H x operátor reguláris értékei. 
Analóg módon ahhoz, ahogyan a H operátorhoz megszerkesztettük Я
х
-еt, 
a H x operátorból kiindulva képezhetjük ennek egy Я 2 hermitikus folytatását, amely-
nek a A2 szám p2-szörös sajátértéke, továbbá 
п(Я 2 ) = n ( H ) - p 1 - p 2 , 
és amelyre nézve a A3, . . . , As értékek regulárisak. Tovább folytatva ezt az eljárást 
egy Hs önadjungált operátort kapunk, amely a 23. tételben szereplő összes feltétel-
nek megfelel, és amelynek egyebek között a As szám pontosan ps-szeres sajátértéke. 
A tételt bebizonyítottuk. 
7. 2. m e g j e g y z é s . A tétel bizonyítása során nem volt lényeges, hogy a 
kj (y = 1,2, ..., s) számokat növekedésük sorrendjében számoztuk. Ennélfogva 
a tételre adott bizonyításunkból következik, hogy а Я operátornak mindig van 
olyan Я önadjungált folytatása, amelyre a tétel valamennyi feltétele teljesül, és 
amelynek a tetszés szerint rögzített kk pontosan pk-szoros sajátértéke. 
Ha pedig mindegyik kj (j= 1, 2, . . . , s) pont а Я operátornak ugyanabban 
a hézagában helyezkedik el, akkor még az is igaz lesz, hogy létezik olyan Я önadjun-
gált folytatás, amelynek mindegyik kj (j= 1, 2, . . . , s) szám pontosan pj-szeres 
( y ' = l , 2 , ..., s) sajátértéke. Ez az állítás közvetlenül adódik a 22. és 23. tétel egybe-
vetéséből. 
Végül megjegyezzük, hogy abból az eljárásból, amellyel а Я operátort a kívánt 
Я operátorrá folytattuk, következik, hogy 5 > 1 esetén az utóbbi soha sincs egy-
értelműen meghatározva, és megfordítva, 5 = 1 esetén egyértelműen meg van 
határozva. 
4. A hermitikus operátorra vonatkozóan reguláris pontok második definíciója 
értelmében (lásd 7. §, 2. pont) ha egy (a, b) nyílt intervallum а Я hermitikus operátor 
hézaga, akkor ennek az intervallumnak mindegyik pont ja reguláris Я-га nézve. 
A fordított állítás nem igaz, vagyis ha az (a, b) nyílt intervallum minden pontja 
reguláris Я-га nézve, akkor egyáltalán nem biztos, hogy az (a, b) intervallum а Я 
operátor hézaga. A 23. tétel szerint ebben az esetben (feltéve, hogy n ( Я ) < о ° ) csak 
annyit lehet állítani, hogy а Я operátor tetszés szerinti Я önadjungált folytatása 
spektrumának az (a, b) intervallumba eső része véges multiplicitású izolált saját-
értékekből áll.9 Az utóbbi állítás, amint az alább sorra kerülő 24. tételből követ-
kezni fog, egyszerű Я operátor esetén megfordítható. 
9
 Ugyanis a Heine—Boret-tétel szerint (a, b) minden {a,, b,) belső rész-intervalluma befed-
hető a H operátor véges számú hézagával. 
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Emlékeztetünk arra, hogy egy H ( # + / /*) hermitikus operátort akkor neveznek 
egyszerűnek, ha a § térnek nincs olyan valódi altere, amely a H operátort redukálja 
és amelyben H önadjungált. 
Mielőtt kimondanánk a 24. tételt, a következő megjegyzést tesszük az (n, n) 
defektus-indexű H egyszerű hermitikus operátorokra vonatkozóan, az egyszerűség 
kedvéért arra az esetre szorítkozva, amikor n < ° = . 
Legyen Й az egyszerű H operátor valamelyik önadjungált folytatása, és legyen 
H rezolvense Rx. Képezzük úgy mint a 6. § 2. pontjában, a lineárisan független és 
holomorf <pj(k) 0 = 1 , 2, . . . , m; lm A + 0) vektor-függvényeket, és mutassuk meg, 
hogy ha az ./'€§ vektorra 
(7.12) ( / , <Pj(A)) = 0 0 = 1,2, . . . , m ; lm A^O), 
akkor /=0. 
Bizonyítás céljából tegyük fel az ellenkezőt és tekintsük azt a § 0 halmazt, 
amely a (7. 12) azonosságnak eleget tevő összes vektorokból áll. Először is 
tetszés szerinti A-ra (ImA + 0) fennáll 
R/.bo^boi 
mert ha
 0 , akkor a (6. 3) összefüggések értelmében 
(R,:<PJ И = ( / , RX <PJ И - ^ Щ ^ М = О 
0=1,2, ...,n; p^l), 
azaz 
R x f í b o-
Másrészt a {ç>i(A), ...,<p„(A)} rendszer az ЩН — Il) ( I m A + 0 ) halmaz orto-
gonális komplementumában bázist alkot, tehát minden / € § 0 elemnek megfelel 
egy g=g(A) (lm A + 0) vektor, amelyre 
H g - I g = f , vagyis g = Rxfe%(H). 
Ilyen módon a H operátor értelmezve van a 
T>x = Rx §0 с 
halmazon, és H mint a § „ tér részhalmazán értelmezett operátor önadjungált, 
ugyanis ( / / — I / ) ^ ! = g>0 (lm A + 0). 
Most legyen 
g£T>(H), f = (H—lI)g (ImA + 0). 
Bontsuk fel az / vektort: 
/ = / o + / i ( / o € Ô o , / i € Ô © Ô o ) -
Ekkor a következőt kapjuk: 
g = R x f = Rxfo + Rxfi = g0 + gi, 
ahol g 0 = P i / 0 £ T ) 1 c D ( 7 / ) . Továbbá Л-LlDo miatt Л_LRx§>0, következésképpen 
gi — Rxfik-Öo- Ezek szerint bármilyen g£T>(H) vektor § 0 " r a v a l ó vetülete egy 
g0£T>j^czTiH) vektor, vagyis § 0 redukálja a H operátort. 
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Ellentmondásra jutot tunk, mert a feltevés szerint H egyszerű operátor. 
Az állítást bebizonyítottuk. 
2 4 . T É T E L 1 0 . Legyen H ( X > ( A ) = §) valamilyen egyszerű hermitikus operátor, 
amelynek a defektus-indexe (n, n), ahol 1 s tt < ». Ahhoz, hogy az {a, b) nyílt szám-
köz mindegyik pontja a H operátor reguláris pontja tegyen, szükséges (elégséges), 
hogy a H operátor tetszés szerinti (legalább egy) H önadjungált folytatásának a 
spektruma az (a, b) intervallumban izolált sajátértékekből álljon. 
Bizonyítás. A feltétel szükségessége, amint már megjegyeztük, a 23. tételből 
következik függetlenül attól, egyszerü-e a H operátor vagy sem. 
Bebizonyítjuk, hogy az ismertetett feltétel elégséges. 
Tehát létezzék A-nak olyan H önadjungált folytatása, amelynek (a, ó)-beli 
spektruma izolált X} sajátértékekből áll. Ekkor a kj ( . /=1 , 2, . . .) pontoktól külön-
böző bármelyik к pont a H operátorra nézve, és így A-ra nézve is, reguláris. Meg 
kell még mutatni, hogy a k j ( j = 1, 2, ... ) pontok is regulárisak. 
Megjegyezzük, hogy ha к' < k" az (a, b) intervallum két pontja , amelyek a {/2}Г 
sorozat egyetlen pont já t sem fogják közre, akkor a (A', k") számköz a H operátornak, 
és így A-nak is, hézaga. Ezért a 22. tétel szerint a A operátor bármely másik A ' 
önadjungált folytatásának (A', A")-beli spektruma véges számú sajátértékből áll, 
tehát az egész (a, b) számközbe eső spektrum izolált sajátértékek összessége. 
Legyen a korábbiaknak megfelelően {(pfk), ..., (p„(k)} bázis a H*(p — kq> = 0 
egyenlet megoldásainak a halmazában, amelyet az ismert módon a A operátor 
R. rezolvensének a segítségével szerkesztettünk meg. 
Most megmutat juk, hogy tetszés szerinti A 0 £ { A Y } [ ° sajátérték multiplicitása 
legfeljebb n-nel egyenlő. H a ez nem lenne igaz, akkor találhatnánk olyan ф saját-
vektort (Нф = к0ф, ф+0), hogy 
(ф, < P J ( k ) ) = 0 0 = 1 , 2 , . . . , n ) , 
ahol к а H operátor bármelyik reguláris pontja. De ekkor ф £9?(A — A/), tehát 
ф = ( А 0 - А ) Д А < А € 3 > ( Я ) , Нф = A„ ф. 
Ellentmondásra jutot tunk, ugyanis az egyszerű operátor definíciója értelmében 
A-nak nem lehet egy sajátvektora sem. 
Legyen {ф
х
, ф2, ..., фр) (pSn) а ф (Нф=к0ф) sajátvektorok halmazának 
egy bázisa. 
Megjegyezzük, hogy tetszés szerinti 
(7.13) ( i l 4 l 2 > o j 
sajátvektorra és а H operátorra nézve reguláris A pontra a 
10
 A 24. tétel szintén benne foglaltatik H. HAMBURGER már említett [10] cikkének eredményei-
ben. Az n = l esetben a szerző felhasználta korábbi vizsgálatai során (lásd [10]). A jelen bizonyítás 
különbözik H. HAMBURGER bizonyításától. 
(7 .14) (ф/А), ф) 0 = 1,2, . . . , и) 
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skaláris szorzatok közül legalább az egyik nem egyenlő nullával. Valóban, ha fel-
tesszük, hogy valamilyen reguláris A esetén ezek a szorzatok mindnyájan nullával 
egyenlők, akkor bármely másik reguláris /( érték mellett is 
(cpj (jx), ф) = (</>,. (A) + (ji - A) Rlt <pj (A), (//) = (<pj (А), ф + ( р - A) RB ф) = 
= = 0 ( j = 1 , 2 , . . . , n), 
л 0 — /I 
ez pedig ellentétben áll azzal, hogy a H operátor egyszerű. 
A (7.14) skaláris szorzatokba behelyettesítve а ф vektor (7. 13) alatti kifejezé-
sét azt kapjuk, hogy az említett tény a következőt jelenti: tetszés szerinti reguláris 
Á esetén з. 
11(ф;0),ф
к
)\\ ( j = 1,2, . . . , n ; к = 1,2, . . . ,p) 
matrix rangja p. 
Ha ezt a mátrixot a valós reguláris A = a pontban vizsgáljuk és tekintetbe vesz-
szük, hogy a (<Pi(A), ...,<?„(A)}, ...,i/'p} bázisok csak nem szinguláris lineáris 
transzformáció erejéig vannak meghatározva, akkor arra a következtetésre jutunk, 
hogy az általánosság megszorítása nélkül vehető 
{1 Ья i = к 
0, ha j Á = l , 2 , . . . , p ) . 
Ezután értelmezzünk egy operátort az alábbi módon: 
(7.16) Л ; / = Ä . / - J ( / , <pj (a)) <pj(a) ( / € §) . 
J"=I 
Mindkét oldalra alkalmazva a H* — <xI operátort és felhasználva, hogy H*cpj(a) — 
- a < p / a ) = 0 0 = 1 , 2, . . . , / ) , nyerjük: 
(Я* - a / ) = (Я* - a / ) RJ= (H— a / ) = / (/£ §). 
Ez az egyenlőség azt mutatja, hogy / + 0 esetén R ' a fA 0, és így az önadjungált 
operátornak van ( F j ) - 1 inverze, amely szintén önadjungált operátor. 
Legyen 
H' = (R'x)~1 + al ( £ ( Я ' ) = ЭД)). 
Nem nehéz meggyőződni róla, hogy Я ' а Я operátor folytatása. 
Csakugyan, ha gdT>(H) és 
f = Hg-ag = Hg-otg, 
akkor ( / , q)j(aj) = 0 0 = 1 , 2, ..., n), tehát a (7. 16) definíció alapján 
Kf=RJ=g, 
innen pedig g £ T > ( H j és 
H'g — v-g = (Я ' - aI)Kf = f = H g - «g, 
azaz H'g — Hg• 
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A A„ pont a H' folytatásnak vagy reguláris pontja, vagy izolált sajátértéke 
lehet. Ha megmutatjuk, hogy az első eset áll fenn, vagyis hogy a 
(7.17) H'x — A0 x = 0 
egyenlőség csak / = 0 mellett teljesül, akkor a tétel be lesz bizonyítva (ugyanis 
A0 a {Aj} sorozat tetszés szerint választott eleme). 
A (7. 17) egyenlőségből adódik, hogy 
(k0-cc)Kx= K(H'x-xx) = X, 
tehát a (7. 16) definíció értelmében 
(7.18) x - (A0 - a) RaX = - (A0 - a) í ( / , <Pj (a)) <Pj (a). 
1 
Másrészt а [ф1, . . . , фр) rendszer bázis lévén а Нф — Х0ф = 0 egyenlet megoldásai-
ból álló halmazban, bázist fog alkotni a 
(7.19) ф-(к0-*)Кф = 0 
egyenlet megoldásainak a halmazában is. 
Ebből speciálisan az is következik, hogy 
{X - (A0 - а) К X-, t j ) = (А, Ф) - (Á> - a) К Ф)) = 0 
u= 1 , 2 , ...,p). 
Ennélfogva ha a (7. 18) egyenlőség mindkét oldalát megszorozzuk ф
к
-\а\ 
(k = 1, 2, . . . , p) és figyelembe vesszük a (7. 15) összefüggést, a következőt nyerjük: 
(7.20) (x, %(«)) = 0 ( T - I , 2, ...,/>), 
tehát a (7. 18) egyenlőségben a jobb oldalt nullával lehet helyettesíteni. Ily módon 





 + с2ф2+ ... А-срфp. 
Visszahelyettesítve / -nek ezt a kifejezését a (7. 20) egyenlőségbe és újra felhasználva 
a (7. 15) összefüggést, azt kapjuk, hogy ck = 0 (T = 1, 2, ...,p), vagyis z = 0-
A tételt bebizonyítottuk. 
5. Állapodjunk meg abban, hogy a H önadjungált operátor spektrumát akkor 
fogjuk diszkrétnek nevezni, ha véges multiplicitású izolált sajátértékekből áll. 
A 24. tételből következik, hogy ha а Я ( 1 ^ п ( Я ) < ° ° ) operátor valamelyik 
H önadjungált folytatásának diszkrét spektruma van, akkor a H operátor bármely 
másik H ' önadjungált folytatásának a spektruma is diszkrét. 
Valóban, ha Й spektruma diszkrét és H egyszerű operátor, akkor a 24. tétel 
szerint a valós tengely csupa reguláris pontból áll, és így a 22. tétel alapján tetszés 
szerinti másik H' önadjungált folytatás spektruma izolált sajátértékekből áll. ame-
lyek multiplicitása ^ t t . 
Abban az esetben viszont, amikor а Я operátor nem egyszerű, ugyanerre a követ-
keztetésre jutunk a 
Ô = ô o 0 ô i , Я - Я о Ш Я х 
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felbontások felhasználásával, ahol í ) 0 olyan maximális tér11, amely a H operá tor t 
redukálja és amelyben H (tehát a # 0 megszorítás) önadjungál t , ennek az or to-
gonális komplementuma, # 0 és Hx pedig a H által § 0 - b a n , ill. í h - b e n indukál t 
hermitikus operátorok. 
8. §. Félig korlátos operátorok diszkrét spektrumú folytatással 
Legyen T (alulról) félig korlátos operátor és f ennek egy diszkrét spektrumú 
félig korlátos önadjungál t folytatása. Ekkor a f operátor spektrális felbontása 
T f = 2 i j ( J ) ( / , (pj) cpj j=1 
alakú, ahol {(pjjf a T-hoz tar tozó sajátvektorok teljes or tonormális rendszere és 
S I 2 ( T ) S ... g A „ ( f ) ^ ... 
a megfelelő sajátértékek sorozata, minden sajátértéket annyiszor feltüntetve, amennyi 
a multiplicitása. 
Ha ezenkívül l ^ n ( 7 ' ) < o o ) akkor a 18. tétel és az előbbi paragrafus végén 
tett megjegyzés értelmében T mindegyik önadjungál t folytatásának a spektruma 
alulról félig korlátos és diszkrét lesz. Viszont ha tt(T) = akkor ennek a,z állításnak 
egyik része sem igaz. 
Ennélfogva nem érdektelen a következő tétel. 
2 5 . T É T E L . Ha a T ( \ ё N ( T ) o o ) hermitikus operátor valamelyik T félig kor-
látos önadjungált folytatása diszkrét spektrummal rendelkezik, akkor a T operátor 
7J, durva folytatásának a spektruma diszkrét, továbbá 
(8.1) 2 j ( f ) ^ IjiTJ 0 = 1 , 2 , . . . ) , 
ahol Ij(T), I j i T j 0 = 1 , 2 , . . . ) a T, Tß operátorok egymás után következő saját-
értékei. 
Bizonyítás. Ha a tételben az adot t T, T, Tß operá torokat rendre az 
S = T+al, S= T+al, S„ = T^ + al 
operátorokkal helyettesítjük, ahol a valós szám, és a tételt bebizonyítjuk az S, Sß  
operátorokra , akkor ezzel nyilvánvalóan az adot t operá torokra is készen lesz a bizo-
nyítás. 
Legyen a> —m(f); ekkor m(S)>0 és a 12. tétel értelmében 
(8 .2) §-l-(S-%0, 
ahol 9í0 az S*ip = 0 egyenlet összes megoldásaiból áll. 
Minthogy feltevés szerint S spektruma diszkrét és pozitív, azért 5 _ 1 és vele 
11
 A 24. tétel bizonyítása előtt végzett megfontolásokból következik, hogy §o mindazoknak 
az/vektoroknak az összessége, amelyek a (p1(f)(j= 1,2, ...,it) vektorokra tetszés szerinti Á(ImÁ^O) 
esetén ortogonálisak. 
10» 
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együtt ( S ^ 1 ) ^ is teljesen folytonos operátor12. Következésképpen S u k is teljesen 
folytonos, tehát az S^ operátor spektruma diszkrét. 
Ha 
К (S) /2 (S) S ... ; Ax (S„) A2 СS„) ^ ... 
(О ^ А Д . ? ) , 0 < Ai (Sfl)) 
az S, ill. S
ц
 operátor sajátértékeinek növekvően rendezett sorozata, akkor 
АГ
Х(5) s A,"1 (S) ... ; Af 1(5 Í1) s A , " 1 ^ ) S ... 
az S i l l . S f 1 operátor sajátértékeinek fogyóan rendezett sorozata. Minthogy 
pedig (8. 2) értelmében 
azért a teljesen folytonos operátorok sajátértékeinek ismert minimax tulajdonságai 
miatt 
Aj 1 (Sf 7 = 1 ( 5 ~7 , azaz A,.(S)==A,.(S„) ( j = l , 2 , . . . ) . 
A tételt bebizonyítottuk. 
8. 1. m e g j e g y z é s . Az п ( Г ) < ° ° esetben a (8. 1) összefüggésnél több is mond-
ható, nevezetesen a következő: 
A,.(f) = Áj(Т
ц
) s A J + n ( f ) ( . / = 1 , 2 , ...). 
Csakugyan, ha valamilyen/értékre A J + n 
( f ) < А / Д ) volna, akkor a ( - - , A/TjJ) 
számközben а Т
ц
 operátornak (multiplicitással számolva)./'— 1, а Г operátornak 
pedig y' + it sajátértéke helyezkednék el, és ez a 7. 1. megjegyzés szerint lehetetlen. 
2 6 . T É T E L . Ha az S (m( S) > 0 ) operátor valamelyik S félig korlátos önadjungált 
folytatásának diszkrét spektruma van, akkor az S operátor W.0-ra megszorított SM 
folytatásának is diszkrét a spektruma. Itt 9Jl0 az SM operátor 0 sajátértékhez tartozó 
„ sajátalterének az ortogonális komplementumát jelenti. 
Bizonyítás. Az előbbi tétel értelmében Sfl spektruma diszkrét. Másrészt a 
13. tétel bizonyítása során mellesleg nyert (5. 17) képlet szerint 
SÍT1'g = PWoSjlg (gem0), 
ahol S f c » 
az 9Jl0-on tekintett SM operátor inverze, Р,Мо pedig az 9Jí0-ra való merő-
leges vetítés operátora. 
Az S„ operátornak diszkrét spektruma van, tehát S " 1 teljesen folytonos, követ-
kezésképpen is teljesen folytonos, vagyis az SM operátornak 3R0-ban diszkrét 
spektruma van. 
8 .2 . m e g j e g y z é s . Emlékeztetünk arra, hogy 9l0 megegyezik az S*(p = 0 
egyenlet cp megoldásainak az összességével és dimenziója n(S), amely végtelen is 
12
 Az 1. tételből adódik (lásd az (1.1) képletet), hogy lia a H önadjungált operátor teljesen 
folytonos, akkor tetszés szerinti 9 í c § zárt lineáris halmaz esetén a H<n operátor szintén teljesen 
folytonos (mert korlátos operátornak teljesen folytonos operátorral való szorzata mindig teljesen 
folytonos). 
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lehet. Ha azonban n ( S ) < ° a k k o r a tételt egyszerűbben is meg lehet fogalmazni, 
ti. a következőképpen: 
Az SM operátor spektruma diszkrét. 
Ebben az esetben még az is igaz, hogy S tetszés szerinti S pozitív önadjungált 
folytatásához tartozó sajátértékekre mindig fennállnak a 
(8. 3) Aj (S,J s Aj (S) S AJ (S
 m) 0 = 1 , 2 , . . . ) 
egyenlőtlenségek. 
Valóban, a l l . tétel értelmében a > 0 esetén 
(S^ + al)-1 з= (S+al)-1 S (SM + a i y \ 
Az összes itt szereplő inverz operátor teljesen folytonos, tehát a közöttük fenn-
álló egyenlőtlenségek maguk után vonják a (fogyó sorrendben) egymás után követ-
kező sajátértékeikre vonatkozó megfelelő egyenlőtlenségeket. 
Ennélfogva érvényesek az alábbi egyenlőtlenségek: 
i _ _ J
 r _ _ j r _ n , 
Aj(SJ + a - Aj(S) + a - Aj(SM)+a U 
és ezekből adódik (8. 3). 
Megemlítjük még, hogy ha S egyszerű operátor, akkor, amint be lehet bizonyí-
tani, érvényesek a 
A j ( S M ) ^ A j ( S ß ) 0 = 1 , 2 , . . . ) 
szigorú egyenlőtlenségek. 
I I . F E J E Z E T * 
ALKALMAZÁSOK 
REGULÁRIS KVÁZI—DIFFERENCIÁLOPERÁTORRA VONATKOZÓ 
EGYDIMENZIÓS PEREMÉRTÉK-FELADATOK 
Ebben a fejezetben a §> Hilbert-tér szerepét azoknak az (a, b) véges intervallum-
ban értelmezett komplex értékű és mérhető f ( x ) függvényeknek az L f a , b) lineáris 
halmaza fogja játszani, amelyekre 
a 
két L f a , h)-beli elem, f és g skaláris szorzatát szokás szerint az 
ь 
Сf,g) = / f(x)g(x)dx 
a 
képlettel fogjuk definiálni. 
* А II. fejezet irodalmi hivatkozásait az e fejezet végén található irodalomjegyzék tartalmazza. 
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Vizsgálni fogjuk az L2(a, b)-ben értelmezett önadjungál t kvázi-differenciál-
operátorokat . Az utóbbiak azon operátorok közvetlen általánosításai, amelyekhez 
a matematikai fizika egydimenziós peremérték-feladatai rendszerint vezetnek. 
Meg fogjuk mutatni, hogy a vizsgált operátorok félig korlátosak, és az I. fejezet 
eredményeire támaszkodva tanulmányozni fogjuk tulajdonságaikat1 3 . 
1. §. Lineáris kvázi-differenciálegyenletek és Cauchy-fiiggvényiik 
Legyenek pk(x) (k= 0, 1, 2, . . . , w) az x 6 ( a , b) változó rögzített valós mérhető 
függvényei, amelyekre teljesülnek a következő feltételek: 
а л ) 
I") I dx />o(*)l 
В) f \pk{x)\dx < - ( £ = 1 , 2 , . . . , « ) . 
Ekkor , amint meg fogjuk mutatni , bizonyos f£L2(a,b) függvényekre az alábbi 
egyenlőségek út ján definiálható f w ( k = 0 ,1 , 2, . . . , 2« ) kvázi-differenciálkifejezések-
nek meghatározott értelmük lesz: 
d f í k ~ u 
( £ = 1 , 2 , . . . , « - ! ) , 
(1.2) 
f m = f , /Ш = 
df["-1] 
dx 
/ Ы = Po 
f l n + k] _ 
dx 
dfln+k-U 




 ( £ = 1 , 2 , . . . , « ) . 
E definíciók szerint 
f i k ] — fW _ d
kf 
dxk 
(£ = 0 , 1 , 2 , . . . , « - 1 ) , 
fM=P«fM=Po^> 
fln+l] Î L I „ ^ Ü Z I J - N Q 
7









stb. és végül 
f ™ = P n f - dx dx 




 - dx 
О / « ) ] • ] ] • 
13
 Az ebben a fejezetben ismertetett kutatások eredeti része a szerző korábbi [2], [3] munkáinak 
bizonyos általánosítását és lezárását képezi. Az I. fejezetben nyert általános fogalmak és tételek 
segítségével most sikerült a tárgyalást áttekinthetőbbé tenni és lerövidíteni. 
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Ha a pk (k= 0, 1, . . . , « ) függvények rendre (и —A)-szor differenciálhatok (ami 
természetesen nincs biztosítva), akkor 2/i-szer differenciálható / függvényekre 
y[2n] végeredményben a Jacobi—Bertrand-féle alakban1 4 írható fel: 
(1 .3) / [ 2 л ] = Z ( - i ) 1 d
k
 [ dkf 
dxk \ Pn~k dxk 
Jelölje X)* azoknak az f^L2(a,b) függvényeknek az összességét, amelyekre 
az (1 .2) szerint egymás után képzett / [ 1 ] (k = 0 , 1, . . . , 2n — 1) kvázi-deriváltak 
abszolút folytonosak, továbbá / [ 2 " ] €£2(Ö, b). 
Most legyenek Ck (A = 0, 1, . . . , 2« —1) tetszés szerinti komplex számok, x = x„ 
pedig az (a, b) intervallum tetszés szerinti pontja . Éppen úgy, mint a közönséges 
differenciálegyenletek esetében, érvényes a következő egzisztencia tétel. 
1°. Bármilyen h Ç L2(a, b) függvény mellett az 
(1. 4') í / í 2 " ] = h, 
(1.4") l / [ t ] ( * „ ) = Ck (£ = 0 , 1 , . . . , 2 « — 1) 
kvázi-differenciálegyenletre vonatkozó kezdetiérték-feladatnak egy és csak egy 
f£T>* megoldása van. 
Bizonyítás céljából elég megjegyezni, hogy az (1. 4') kvázi-differenciálegyenlet, 
ha az (1. 2) képletekkel együtt tekintjük, ekvivalens egy lineáris differenciálegyenlet-
rendszerrel : 
rffVA 2n — 1 
- f f f - = Д a k j f i n (A = 0, 1, . . . , 2« —2), 
(1 .5) 
rl = p fW-h 
dx PnJ 
minthogy pedig az (1. 1) feltételek alapján az egyenletrendszerben szereplő mind-
egyik együttható (beleértve a h^L2(a, b) függvényt is) az (a, b) intervallum lezárásá-
ban integrálható, azért az (1. 5) rendszernek az (1. 4") kezdeti feltételek mellett 
egy és csak egy olyan megoldása van, amely abszolút folytonos / [ k ] 
(A = 0, 1, . . . , 2 / 1 - 1 ) függvényekből áll15. 
Az 1°. állításból ismert megfontolások segítségével adódik, hogy az az 910 
lineáris halmaz, amely a 
( 1 . 6 ) cpl2n] = 0 
14
 Amint még JACOBI és BERTRAND megmutatta (J. BERTRAND, Journal de l'École Polytech-
nique, 28(1878) 276.), minden a Lagrange-íé\e értelemben önadjungált 
2n Jk f 
Ш)= 
k=o dx 
differenciálkifejezés, amelynek 4(A = 0, 1, ..., 2n) együtthatói rendre A-szor (A = 0, 1,..., 2n) differen-
ciálhatók, előállítható az (1.3) alakban, ahol a p„_fc (A = 0, 1,. . . , n) együtthatók rendre A-szor 
(A=0 ,1 , . . . , n) differenciálhatók. 
15
 Ez a Picard-féle szukcesszív approximáció ismert módszerével bizonyítható be. 
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homogén egyenlet <p(££>*) megoldásaiból áll, 2и dimenziójú. Bázisnak vehetjük 
például az (1. 6) egyenlet azon valós Ф у ( j — l , 2, ... , In) megoldásainak a rendszerét, 
amelyek eleget tesznek a 
Ф(*-"(a) = <5,* (j,k = l,2,...,2n) 
kezdeti feltételeknek. 
Szükségünk lesz а {Ф1? Ф 2 , •••, Ф2п} rendszer bizonyos tulajdonságaira, és 
ezeket az alább ismertetett azonosságok felhasználásával fogjuk levezetni. 
Nem nehéz belátni, hogy az (1. 2) összefüggések alapján tetszés szerinti g,fC£>* 
függvényekre fennáll az 
( î . ? ) 
ax
 k=i fc=o 
azonosság, ebből viszont következik az 
( 1 . 8 ) = ^ [ / , * ] * 
Lagrange-féle azonosság, ahol 
( i . 9) [f,g]x = 2 C / t t - 1 1 W í t t a - 4 ( * ) - / B " - w W « № - 1 1 ( * ) ) . 
k = l 
Az (1. 8) egyenlőség mindkét oldalát tagonkint integrálva u-tól x-ig kapjuk: 
f ( f í 2 " ] g - f ? J n l ) dx = [/, g]x - [/, g}a (a ^ x s b). 
a 
Ha most itt elvégezzük az / = Ф у , £ = Ф 2 „ _ ( + 1 ( . / , / = 1, 2, . . . , 2и) helyettesítést, 
akkor azt találjuk, hogy 
2 л 
2 Б; Ф [ / - 1 ] 0 ) e i ï . W = à» ( a ^ x s b), 
k = 1 
ahol 
J 1 U ^ n ) , 
1 - 1 0 > « ) . 
Ily módon az Il Ф»2~у+1 ООН?" mátrixok sorok szerint össze-
szorozva az egységmátrixot adják, tehát oszlopok szerint összeszorozva is azt adják; 
ezt kiírva a következőt kapjuk: 
( 1 . 1 0 ) 2 { Ф ^ Ф ^ + Л х ) - Ф ^ + 1 ( х ) Ф ^ ^ 
(a S x ^ b; k,l = 0 ,1, ... , 2rí). 
Ennélfogva ha bevezetjük a 
(1.11) Ф(х,0 = 2 (x) Ф2л_у+1 (ç) - Фу (О Фол-j+i W ) 
(û = Y, í ^ ú ) 
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jelölést, akkor azt ál l í that juk, hogy Ф(х, Ç) mint x függvénye eleget tesz az (1. 6) 
homogén egyenletnek és a következő kezdeti feltételeknek: 
*




1 ] ( Х , 0 \ x = ( = I-
Amint ismeretes, éppen ezek a tulajdonságok definiálják a Cauchy-íé\e függvényt, 
amelynek segítségével (könnyen beláthatóan) az 
f f Uni
 = K 
' l / w ( * o ) = 0 (k = 0 , 1 , . . . , 2 л - 1 ) 
feladat / ( £ Î > * ) megoldása az 
X 
f i x ) = J Ф(х, OhiOdç 
xo 
képlet szerint nyerhető. 
2. §. A T, T* kvázi-differenciáloperátorok 
Vizsgálatunk tárgyául az a T operátor fog szolgálni, amelynek а Ъ(Т) értelme-
zési tar tománya az 
(2. 1) flkHa) = / M ( é ) = 0 (к = 0 , 1 , . . . , 2 л - 1) 
kikötéseket teljesítő /££>* elemekből áll, és amelyre 
Г / = / [ 2 л ] ( / € î > ( 4 ) . 
Az (1. 8) összefüggés értelmében tetszés szerinti / , elemekre 
( 2 . 2 ) / ( / [ 2 " ] I - . / V 2 " ] ) Л = [./; g]b - [ / , g ] a , 
a 
tehát 
(77, ÍT) = ( / , ,?r2"]) ( / € » ( Г ) . 4 » * ) 
és speciálisan 
(Tf,g) = (J,Tg) (/,*€©(T)). 
Ilyen módon T hermitikus operátor. 
Meg fogjuk mutatni , hogy a T operátor defektus-indexe (2/7, 2/?). Előbb azonban 
tisztázzuk, hogy mi а Г operátor T* adjungált operátora. Ennek érdekében először is 
bebizonyítjuk a következő tételt. 
2°. A T operátor ЩТ) értékkészlete és a <p[2"] = 0 egyenlet <p(££)*) megoldásai-
nak az Л
ц
 halmaza egymás ortogonális komplementumai, vagyis 
(2.3) L2(a,b) = Í R ( 4 e 9 I o -
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Valóban, ha és <р£чЛ0, akkor a (2. 2) egyenlőségből a g = (p helyette-
sítéssel azt kapjuk, hogy 
(Tf,<p)=0. 
Ezek szerint Ч Л 0 ± Л ( Г ) . 
A (2. 3) felbontás igazolásához azt kell még megmutatni, hogy ha az f* £L2(a, b) 
elemre / * _ L 9 t 0 , akkor /*еЩТ). 
Az / * elemhez szerkesszük meg azt az f0£T>* elemet, amelyre 
/ÜC2"J - / * , Ü k \ b ) = 0 (к = 0 , 1 , . . . , 2 « - 1 ) . 
Ezután a (2.2) azonosságban elvégezve az f =f0, g = <Pk (k = 1,2, ..., 2n) helyette-
sítéseket azt találjuk, hogy 
СГ Ф
к
) = ± f j - k \ a ) (k=\,2,...,2rí). 
Ennélfogva ha /*_1_Л0 , akkor fennállnak az 
Ük4a) = 0 (к = 0 ,1 , . . . , 2я — 1) 
összefüggések is, azaz / 0 € 1 ) ( Г ) és f* = Т/0£ЩТ). Ezzel а 2°. állítást bebizonyí-
tottuk. 
30 i6 ^ j-* operátor T)(T*) értelmezési tartománya éppen а £>* halmaz, és 
T*g = glM (gtT>(T*)). 
Valóban, az adjungált operátor definíciója szerint a g£L2(a, b) elem T>(T*)-hoz 
tartozik és g* = T*g akkor és csak akkor, ha 
(2.4) (Tf,g) = (f,g*) ( f e V ( T ) ) . 
A (2. 2) azonosságból látjuk, hogy ez a feltétel mindig teljesül, ha g£l>* és g* =g c 2" ] . 
Meg kell még mutatni, hogy megfordítva is, ha g£T>(T*) és g* = T*g, azaz 
egy g, g* €L2(a, b) elempárra teljesül a (2 .4) feltétel, akkor biztosan g £ D * és g * = g [ 2 " ] . 
Legyen g0 a X>* halmaz olyan eleme, hogy 
Ekkor (2.2) és (2. 1) alapján 
( T f , g) = ( / , g j ) = (Tf g 0 ) ( / 6 £ (T)). 
Következésképpen <p = g — g0_l_9i(r), és így a 2° állítás értelmében <p€9l0, 
vagyis <p6î>* és tp [ 2" ]=0. De ekkor g = g 0 + <pÇÎ5* és 
g[2n] = g[™ = g*. 
A 3°. állítást bebizonyítottuk. 
Megjegyezzük, hogy mint kiderült, T* egyértelműen meghatározott operátor, 
tehát a T>(T) halmaz sűrű L2(a, b)-ben. 
16
 Minthogy 5R(T) ortogonális komplementuma mindig megegyezik a T*</> = 0 egyenlet <p 
megoldásainak az összességével, nyilvánvaló, hogy a 3° állítás magában foglalja a 2° állítást. 
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Minthogy továbbá tetszés szerinti komplex A mellett a 
T*f—Xf = 0 
egyenletnek pontosan 2n lineárisan független f(jT>(T*) megoldása van (ugyanis 
könnyű belátni, hogy az 1°. állítás érvényes marad, ha benne az / [ 2 " ] kvázi-dif-
ferenciálkifejezést az / [ 2 " ] — Xf kifejezéssel helyettesítjük), igaz a következő állítás. 
4°. A T operátor defektus-indexe (2л, 2л). 
3. §. K T operátor önadjungált folytatásai 
/ 
Jelöljük (S-vel az x = ( Ç 1 , Ç 2 , •••> Gn) vektorokból álló 4л dimenziójú unitér 
teret. Mindegyik / £ î > * elemnek feleltessük meg azt az x = x ( f ) vektort, amelyre 
(а), Ъ
п + к = / 1 к ~ 1 \ Ь ) ( T - 1 , 2 , . . . , 2 Л ) . 
Az 1°. és a 2°. állítás értelmében x ( f ) végigfut az egész (£ téren, ha / végigfut 
D*-on. 
Legyen f a Г operátor valamelyik önadjungál t folytatása. Minthogy T* minden 
ilyen operátornak folytatása, fennáll 
(3.1) î ( f ) c î ( f ) és 7 / = / [ 2 л ] ( /€®(f ) ) . 
Jelölje П(Т) azoknak az i = x ( f ) vektoroknak az összességét, amelyeket akkor 
kapunk, ha / végigfut az egész Х>(Г) halmazon. Nyilván П(Т) az (£ tér lineáris 
altere. П(Т) megadása teljesen meghatározza a T>(f) halmazt (és így (3. 1) folytán 
magát a T operátort is), mert T>(f ) mindazokból a z / 6 T>( T*) elemekből áll, amelyekre 
хЩеЩТ). Valóban, ha fA£(.T*) és Ï 0 = Ï ( / ) ( Ï Ï ( Î ) , akkor Л ( Г ) definíciója 
szerint található olyan / 0 £ í > ( f ) , hogy x0 = * ( /o ) . Ekkor azonban x ( f — f 0 ) = 0, 
tehát g = / - / o € © ( r ) c ® ( f ) , / = fo + g e ® ( f ) . 
Az önadjungált operátorok definíciója értelmében a g£l)(T*) elem akkor és 
csak akkor tartozik a T>(T) halmazhoz, ha 
(3. 2) ( f f g) = ( / , T* g) (/€ £(f))• 
A (2.2) , (3. 1) összefüggések és a 3°. állítás folytán az u tóbbi feltétel ekvivalens 
azzal, hogy 
(3.3) [fg\b-U,g\a = 0 ( / € X > ( 7 ) ) . 
Tekintsük azt az 
t) = Ux 
unitér transzformációt , amely az * = {4}6Cr vektornak az p = vektort 
felelteti meg, ahol 
rik = Kzn-k-¥l-> hn + k =— K-k+li Izn + k =~£in-k+l> 13n + k = £ 3n-k+ 1 
(k = 1,2, ...,!»). 
Ekkor (1. 9) alapján a (3. 3) feltétel a következőképpen is fel írható: 
(x(f),C/x(g)) = 0 ( f 6 V ( f ) ) . 
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Ennélfogva a £фХ(Г*) elem akkor és csak akkor van benne a X ( f ) halmazban 
(vagyis akkor és csakis akkor lesz i (g) £/7(T)), ha Ux(g) ortogonális /7(Г)-га, más 
szóval а Л = / 7 ( f ) altér és Uíl egymás ortogonális komplementumai : 
( 3 . 4 ) е = / 7 ф Ш . 
Azt is könnyű belátni, hogy megfordítva, minden (3.4) tulajdonságú Я с б 
altérnek megfelel a T operátor egy T önadjungált folytatása, amelyre П(Т) = П. 
Valóban, ha X ( f ) gyanánt azoknak az / £ Х ( Г * ) elemeknek az összességét választ-
juk, amelyekre х ( / ) ф Л , és előírjuk, hogy / £ X ( f ) esetén 7 / = / [ 2 " ] legyen, 
önadjungált operátort kapunk (ugyanis rá vonatkozóan a (3. 3) egyenlőség akkor 
és csak akkor áll fenn, ha g Ç X ( f ) ) , amelynek megvan a kívánt / 7 ( f ) = Л tulaj-
donsága. 
Ilyen módon igazoltuk a következő állítást. 
5°. Legyen П c ( f olyan altér, amely rendelkezik a (3.4) tulajdonsággal, Ъ
п  
pedig azoknak az f£Ts(T*) elemeknek a halmaza, amelyekre x( f j f II. Értelmezzünk 
a X„ halmazon egy Tu operátort a kővetkezőképpen: 
T„f = fl2"] (Уе®
я
). 
Az így kapott Tn operátor a T operátor önadjungált folytatásainak az általános alakját 
szolgáltatja. 
Megmutatjuk, hogyan adhatók meg analitikusan a (3. 4) tulajdonsággal ren-
delkező П alterek. Az említett tulajdonság következtében minden ilyen П altér 
dimenziója szükségképpen 2n. Ezért а Я с ( 5 lineáris halmaz 2n számú lineárisan 
független egyenletből álló rendszerrel adható meg: 
2n 2n 
(3. 5) 2 ajk 2 ßjk ^2n+k =0 ( 7 = 1 , 2 , ...,2a). 
k=1 k=1 
Bevezetve az 
ij = («ух, . . . , a i 2 „ , ß j i , •••,ßJ2n) ( j = 1 , 2 , . . . , 2 л ) 
lineárisan független vektorokat, a (3. 5) egyenletrendszert igy írhatjuk fel: 
(3.6) (x,xj) = 0 ( 7 = 1,2, . . . ,2л). 
Nyilvánvaló, hogy a (3. 6) egyenletrendszer akkor és csak akkor határozza meg 
az adott, (3. 4) tulajdonságú П alteret, ha az t j , t 2 , . . . , t2n vektorok bázist alkotnak 
П ortogonális komplementumában, vagyis W7-ben. Minthogy pedig U2—I, 
az utóbbi feltétel ekvivalens azzal, hogy az C/ij, t / i 2 , . . . ,Ui 2 „ vektorok bázist alkot-
nak a n = U{Un) altérben. Ismét figyelembe véve, hogy П±иП, az alábbi fel-
té telekhezjutunk: 
( 3 . 7 ) ( í / t* , t , . ) = 0 ( j , k = 1 , 2 , . . . , 2 я ) . 
Könnyű belátni, hogy ezek a feltételek nemcsak szükségesek, hanem elégsé-
gesek is ahhoz, hogy a (3. 5) egyenletrendszer által meghatározott П lineáris hal-
maznak meglegyen a (3. 4) tulajdonsága. 
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A nyert eredmény megfogalmazása céljából fel fogjuk használni az önadjungált 
peremfeltétel-rendszer fogalmát. Mint ismeretes, a 
(3.8) 2xJkfík-14a) + 2ßjkfik-1]ib) = 0 ( j = 1,2, . . . ,m) 
lineárisan független peremfeltételekből álló rendszert akkor nevezik önadjungáltnak, 
ha tetszés szerinti g , / £ D * elemekre, amelyek eleget tesznek ezeknek a feltételek-
nek, fennáll 
[gj]b-[g,f]a = 0, 
vagy, ami ugyanaz, ha mindazoknak az /££>* elemeknek a halmaza, amelyekre 
ezek a feltételek teljesülnek, a T operátor valamelyik T önadjungált folytatásának 
а Ъ(Т) értelmezési tartományát alkotja. 
Az 5°. állítás és a fenti megfontolások értelmében a T operátor mindegyik f 
önadjungált folytatásának megfelel egy önadjungált peremfeltétel-rendszer, amely 
a X>(T) halmazt határozza meg az imént ismertetett módon. 
Vezessük még be a következő jelölést: ha a=(ax, a2, ..., a2n) és b = 
= {bx,b2, ...,b2n), akkor legyen 
n n 
(3.9) {a, b} = 2 ak b2„-k + i~ 2 a2n-k+ibk-
k = 1 fc=l 
Ekkor érvényes а következő állítás. 
6°. Ahhoz, hogy a lineárisan független peremfeltételekből álló (3. 8) rendszer 
önadjungált legyen, szükséges és elégséges, hogy m=2n legyen és hogy az a, = 
= (<X/i> «/г, + 2„), Ьj = ( ß n , ß j 2 , ..., ßj2„) vektorok eleget tegyenek az 
(3. 10) {aj, a,} = {b ;, b j (у, к = 1 , 2 , ...,2ri) 
feltételeknek1'1. 
Ez az állítás abból adódik, hogy a (3. 10) feltételek ekvivalensek a (3. 7) alattiak-
kal, ugyanis könnyen beláthatóan 
(Uh, h) = {«,, ak} - {b;, bA} (j,k = 1,2, ..., 2ri). 
Most felsorolunk néhány példát önadjungált peremfeltétel-rendszerre. 
Nem nehéz belátni, hogy az 
/ W ( a ) = 0, fW (b) = 0 ( j = 1,2, ...,n) 
peremfeltételek, ahol 
0
 s A < A < - < A á 2 | I _ 1 
01 < 02 < ••• < 0n 
akkor és csak akkor alkotnak önadjungált rendszert, ha 
Pk+Pn-k + l = 2 / 7 = 1 , 0E + 0„_fc + 1 = 2«— 1 
{k = 1 , 2 , . . . , « ) . 
ш 
11
 A valós esetben az önadjungáltság analóg feltételei szerepelnek A. A. GRAFF [4] munkájá-
ban. 
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Azt sem nehéz megmutatni , hogy ha a (3. 8) önadjungál t peremfeltétel-rendszer 
szétesik az a végpontra vonatkozó mx számú és a b végpontra vonatkozó m2 számú 
feltételre, akkor biztosan mx=m2 = n, és így ebben az esetben a peremfeltétel-
rendszer a következő alakban í rható fel: 
2n 2n 
(3 .11) 2 а
л
/1к-гЧа) = 0, 2 b j k f l k - l \ b ) = 0 0 = 1 , 2 , . . . , « ) . 
*=i i 
Bevezetve az 
a j = (an, ...,aJ2n), b, = (Oi , ..., 02„) ( j = 1, 2, -.,«) 
vektorokat , a (3. 11) rendszer önadjungál tságának a feltételei az alábbiak lesznek: 
{a,-, a j = 0, ( b j , b J = 0 ( j , к = 1 , 2 , . . . , и). 
Speciálisan az 
/ I 2 " - J - 1 ] ( a ) - Д = 0, 
0 = 1 , 2 , . . . , « ) 
4y[2«-j-i] (b)+ 2 b j j - ^ H b ) = о 
k=1 
peremfeltétel-rendszer akkor és csak akkor önadjungál t , ha 
(3.12) ajk = 5kj, bJk=bkj (j,k = 1 , 2 , . . . , « ) . 
Az ál talánosabb esetben az 
/ » - ' - « ( e ) - i ^ / » " « ( a ) - 2 = о, 
it=l E = 1 
/ [ 2 " - J ' - 1 ] 0 ) + 2 2 = 0 
k=1 fc = l 
О = 1 , 2 , . . . , « ) 
peremfeltétel-rendszer akkor és csak akkor lesz önadjungál t , ha fennáll (3. 12) és 
Cjk=djk (j,k = 1 ,2 , . . . , « ) . 
4. §. Félig korlátos T operátorok 
Az alább következő állítás azt muta t ja , hogy a matematikai fizika szokásos 
feladataiban előforduló kvázi-differenciáloperátorok félig korlátosak. 
7°. + T operátor alulról félig korlátos, ha]li 
C) F o ( * ) s O ( f l S x S è ) . 
# 
18
 Meg lehet mutatni, hogy a C) feltétel nemcsak elégséges, hanem szükséges is ahhoz, hogy 
а Г operátor alulról félig korlátos legyen. 
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Az állítás bebizonyítása céljából elég megmutatni, hogy a T operátor vala-
melyik T önadjungált folytatása alulról félig korlátos. Ilyen önadjungált foly-
tatásnak a TL operátort választjuk (ez a továbbiakban fontos szerepet fog játszani: 
ki fog derülni, hogy Î L a T operátor durva folytatása), amely a legegyszerűbb ön-
adjungált peremfeltétel-rendszernek, nevezetesen az 
(4.0) / w ( a ) = / w ( / , ) = () (k = 0 , 1 , . . . , и — 1) 
feltételeknek felel meg.19 
Az (1. 7) azonosságot az / £ î ) ( f „ ) , g=f elemekre felírva, majd mindkét oldal: 
a-tól b-ig integrálva azt kapjuk, hogy 
ь 
(4. 1) ( ? „ / , / ) = 2 í P k ( x ) \ f - k \ x ) \ 4 x ( f í V ( f f ) . 
k = 0 J 
a 
Másrészt, ha / e ® ( f „ ) , akkor 
/<--»(*) = f v k ( x , OfM(ödH (k = 1 , 2 , . . . , n— 1), 
a 
( Y - í ) ' - 1 
(к — 1)! h a 
0 ha f s * ( * = 1 . 2 , - . . » - I ) . K(x, 0 = 
Ennélfogva, ha bevezetjük a 
ь 
H(£,4)=-É Pk(x)Vk(x,0K(x,4)dx (a = Ç, 1 — b) k = 1 J 
a 
jelölést és f(n) helyébe mindenütt az — kifejezést tesszük, akkor a (4. 1) egyenlő-
be 
séget a következő alakban írhatjuk fel: 
и и и 
(4.2) ( 7 V , / ) = j |/M(Q|«-^ L_ J J H&rtfHQFHn) 
a a a 
Tekintsük a 




Po (C)bo (l)' 
Po (П) 
18
 Ezek szerint azoknak az / s 3X7"*) elemeknek az összessége, amelyek eleget tesznek 
a (4. 0.) feltételeknek. 
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súlyozott integrálegyenletet, amelyben a H(fi, q) magfüggvény valós, szimmetrikus 
és folytonos20. 
Legyen {i/,}f a (4. 3) egyenlet fundamentális függvényeinek a teljes ortonor-
mális rendszere és {pj}ï a sajátértékek megfelelő rendszere. Itt az ortonormalitás a 
skaláris szorzatra vonatkozóan értendő. Ekkor bármilyen folytonos 
függvényre21 érvényes a Hilbert-féle képlet: 
{Hcp,cp} = Z p J 1 \ M j ) \ \ j=1 
ahol 
<4.4, 
Minthogy / —— esetén alkalmas számozás mellett 
/ T ^ l ( 7 = 1 , 2 , . . . , v ) , ( J > v ) . 
Következésképpen, ha 
0 = 1, 2 , . . . , v ) , 
akkor 
J = v + 1 
Most figyelembe véve a (4. 2), (4. 4) képleteket azt kapjuk, hogy tetszés szerinti 
/ € £ ( 7 7 ) elemre, amely eleget tesz az 
(4.5) {/W ,«A;} = 0 ( 7 = l , 2 , . . . , v ) 
feltételeknek, fennáll a 
( 7 7 / , / ) ё 0 
egyenlőtlenség. Ennek alapján már könnyű belátni, hogy 77 alulról félig korlátos 
operátor, sőt azt is, hogy 77 negatív spektruma véges számú sajátértékből áll, amelyek 
multiplicitásának az összege S v. 
20
 Megemlítjük, hogy h a / v r a teljesül az A) és a C) feltétel, akkor a (4.3) egyenletre érvényesek 
maradnak a valós szimmetrikus magű integrálegyenletekre vonatkozó Hilbert-Schmidt-féle elmélet 
összes állításai és formulái, feltéve, hogy alkalmas módon fogalmazzuk meg, ill. ír juk fel őket, vagyis 
d$ dt1 
az elméletben fellépő integrálokban minden d£, drj,... differenciált a megfelelő , , ... súlyo-
Po(() Poil) 
zott differenciállal helyettesítünk. 21
 Sőt, minden olyan q>(Z) (asisb) mérhető függvényre, amelyre 
f dZ 
О Po ( í) 
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Csakugyan, ha a TL, operátor spektrálfüggvényét F(A)-val jelöljük ( — °o), 
és feltesszük, hogy valamilyen s > 0 mellett az F( — e)§> ( § = L2(a, bj) altér dimenziója 
nagyobb, mint v, akkor az F ( — e)§ altérben található olyan f ^ 0 vektor, amelyre 
teljesülnek a (4. 5) feltételek és amelyre 
ez pedig lehetetlen. 
Tehát T„ és vele együtt F i s alulról félig korlátos. A 7 ° . állítást bebizonyítottuk. 
A továbbiakban, anélkül hogy mondanánk , mindig feltesszük, hogy a p0 függ-
vény az A) feltételen kívül a C) feltételnek is eleget tesz (vagyis nem-negatív). 
Ebben az esetben érvényes a következő állítás. 
8°. A T operátor bármelyik f önadjungált folytatása alulról félig korlátos, és 
diszkrét spektruma van. 
A 8°. állítás első része abból adódik, hogy a T operátor félig korlátos és defektus-
száma j i ( F ) = 2n véges (lásd E fejezet, 18. tétel). Az állítás második részének (ti. 
hogy T spektruma diszkrét) a bebizonyításához, n ( F ) végessége miatt, elég meg-
mutatni , hogy a T operátor legalább egy folytatásának, például a F„ folytatásnak, 
diszkrét spektruma van (lásd 1. fejezet, 22. és 24. tétel). Másrészt a 7°. állítás igazo-
lása során egyúttal megállapítottuk, hogy F_ negatív spekt ruma véges számú 
sajátértékből áll, és a hozzájuk tar tozó multiplicitások összege véges. Minthogy 
ugyanezek a megfontolások alkalmazhatók a F„ + c / operá torra tetszés szerinti 
valós с esetén, ebből már következik, hogy Т„ spektruma diszkrét. 
A 8°. állítást bebizonyítottuk. 
Megemlít jük, hogy a T operátor spektrumának a diszkrétségét rendszerint 
más _módon igazolják, nevezetesen mint annak a közvetlen folyományát , hogy ha 
с а T operá tornak nem_sajátértéke, akkor (T— cl)'1 teljesen folytonos. Az u tóbbi 
körülmény viszont a (T — cl)_1 operátornak Green-függvény segítségével tör ténő 
integrál-előállításából adódik. 
5. §. A Green-függvény és a F önadjungált folytatás fundamentális függvényei 
Azon feltevés mellett, hogy a 0 szám a f operá tornak nem sajátértéke, meg fog-
juk mutatni , hogyan határozható meg az / függvény a 
— E 
( T ~ f , f ) = f Xd(E(A)/,/) S - £ ( / , / ) < 0, 
Tf=h (híL2(a,b)) 
egyenletből. 
Mint tudjuk, ez az operátoregyenlet ekvivalens az 
(5. 1') 
( 5 . 1 " ) 
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rendszerrel, ahol az U f f ) ( 4 = 1 , 2 , ...,2n) kifejezések valamilyen 
2л 
U j ( f ) = Z f k f í k - i ] ( a ) + Z ßjkfik~1](b) U = 1,2, . . . . 2n) 
к = 1 *=1 
alakú „perem-funkcionálok". 
Az (5. 1') egyenlet / £ î > * általános megoldását a következőképpen lehet elő-
állítani : 









itt Ф(х, 4 a Саг/cAj'-függvény, (Ф
х
, Ф 2 , . . . , Ф2„) а ç>[2n] = 0 egyenlet megoldásaiból 
álló 91 „ halmaz bázisa, Ck (к = 1, 2, . . . , 2«) pedig tetszés szerinti konstansok. A 
Ф* (x 
• - 0 - Ц " S í ) ' 
jelölés bevezetésével az (5. 2) egyenlőség az 






 t = i 
alakra hozható. Az / függvénynek ezt a kifejezését behelyettesítve az (5. Y j össze-
függésekbe a Q (£ = 1, 2, . . . , 2rí) értékekre az alábbi egyenletrendszert kapjuk: 
(5. 3) f Uj (Ф* (x, O) h ( 0 ^ + J Uj (Ф
к
) Ck = 0 
a k ~ 1 
( y = 1 , 2 , . . . , 2 B ) . 
Ennek az egyenletrendszernek az | t / J ( ^ ) l i " determinánsa nem nulla, mert külön-
ben az (5. 1) rendszernek h = 0 esetén (vagyis a 77 = 0 egyenletnek) léteznék / + 0 
megoldása, és ez ellentmond a tett feltevésnek. 
А Ф(х, £) függvény (1. 11) kifejezéséből következik, hogy fennáll 
Xj ( 0 = Uj (Ф* (x, ( 4 = 1 , 2 , . . . , 2«) 
is. Ennélfogva ha megoldjuk az (5. 3) lineáris egyenletrendszert a Ck (£ = 1, 2 , . . . , 2«) 
ismeretlenekre és a nyert kifejezéseket behelyettesítjük az (5. 2) összefüggésbe, 
arra az eredményre jutunk, hogy 
(5.4) / ( x ) = j G (x, Oh(f)dç, 
a 
ahol 
Ф(х, 4 + J ) Ф Д х ) < 4 ( 4 
J = i 
2л 
2 ФДх) ( x s f ) , 
0 = 1 
(5.5) G ( * , ö = 
és f ; € « 0 (4 = 1,2, ...,2w). 
m t a ш . Osztály Közleményei 19 (1969) 
I 
a f é l i g k o r l á t o s h e r m i t i k u s o p e r á t o r o k e l m é l e t e é s a l k a l m a z á s a i (ii) 1 6 3 
JVIinthogy bármilyen hf L f a , b) esetén az (5.4) egyenlőség ekvivalens az 
f=T~1h egyenlőséggel és a operátor hermitikus, azért a G(x, c) Green-függvény 
hermitikus magfüggvény, azaz 
G(x,Q=G(Z,x) (űéx, ^ i ) . 
Most legyen {«pjf a f operátor sajátvektoraiból álló teljes ortonormális rend-
szer, ahol a számozást úgy végezzük, hogy a megfelelő Xj ( j = \ , 2, . . .) sajátértékek 
növekedő sorozatot alkossanak: 
A S A2 A3 S . . . ( A „ - c o ) . 
Más szóval {q>j}f a 
Icp^-Xcp = 0 
[Uj(cp) = 0 (J = 1 , 2 , . . . ,2b) (5. 6) 
peremérték-feladathoz tartozó fundamentális függvények teljes ortonormális rend-
szere, {Aj}r pedig a megfelelő karakterisztikus értékek sorozata. Minthogy a 
T<p—X<p = 0 egyenlet ekvivalens а (р — ХТ_1(р = 0 egyenlettel, azért az előbbi 
egyenlet, és így az (5. 6) peremérték-feladat is, ekvivalens a 
h 
cp(x)-X f G(x, 0<p(®dÇ = 0 
a 
integrálegyenlettel. 
Tekintettel arra, hogy ennek az egyenletnek majdnem mindegyik X j ( j = 1, 2, . . . ) 
karakterisztikus értéke pozitív, M E R C E R tétele szerint érvényes A 
(5.7) С ( х , 0 = 2 ( Р Л Х ] Ш 
V = 1 Áv 
sorfejtés, és ez az ŰÉT, ^ É Í négyzetben abszolút és egyenletesen konvergens. 
Most megjegyezzük, hogy az (5. 5), (1. 11) képletek és az (1. 10) összefüggések 
értelmében a G(x, ç) függvény 
r)j+k G (x Л 
(5.8) GJk(x, 0 = d x j ^ r ( j , к = 0 ,1 , ...,«-1) 
deriváltjai léteznek és folytonosak. 
Ennek folytán érvényesek a 
(5.9) а л = 0 ,1 , . . . , в - 1 ) 
v = l v 
sorfejtések22 ás mindegyikük abszolút és egyenletesen konvergens az aSx, Ç=b 
négyzetben. 
22
 Az (5.9) sorfejtések érvényességét folytonos (5.8) deriváltakkal rendelkező G(x, {) hermi-
tikus magfüggvényekre a szerző először az [5] közleményben állapította meg. Az alább ismertetett 
egyszerű bizonyítás A. M. DANYiLEVSZKiJtöl származik [6] (aki Harkovban a város német megszál-
lása idején éhen halt). 
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Ennek az állításnak a bebizonyítása során az általánosság megszorítása nélkül 
feltehetjük, hogy2 3 
A v > 0 (v = 1, 2, . . . ) . 
Ekkor az (5. 7) sorfejtésből adódik a következő egyenlőtlenség: 
^ { G ( x , x ) - G ( x , x + A ) - G ( x + A,x) + G ( x + A; x + h)} = 
1 y \<Pv(X + h) — <p„ (x)[8
 a l y |<ру(х + А)-<? у (х) | 2  
- A2 Á AV - A2 Á К 
( a S x , x + A ^ A ; m = 1 , 2 , . . . ) . 
Elvégezve először a A—0, azután pedig az m—<=° határátmenetet , azt kapjuk, hogy 
(5.10) ( G u (x, x ) s 2 (аШх^ b). 
v = l л» 
Minthogy továbbá tetszés szerinti /??<« természetes számokra 
2 j Ж Ч ^ Ж ' Ю ^ i ^ ^ W W ^ J l l ! 
v = / ti j ^v ' v = m ^v r v = m ^v 
(5.11) 
(űt^X, {=§£), 
azért az (5. 10) összefüggésekből adódik, hogy a 
(5.12) ( a ^ x , ^ A ; y, * = 0,1) 
V = 1 4 r 
sorok rögzített Ç (illetve x) mellett x-ben (illetve ő-ben) abszolút és egyenletesen 
konvergensek. Ennélfogva az (5. 12) sor összege 7 = 1, k = 0 esetén a 7 = 0, A = 0 
értékekhez tar tozó (5. 12) sor összegének az x változó szerinti deriváltja. Az (5. 7) 
egyenlőség értelmében innen 
(5.13) = ( а ш х , ^ ь ) . 
V— 1 V 
Minthogy pedig ugyanígy a 7 = 1 , k = 1 értékekhez tar tozó (5. 12) sor összege a 
/ = 1, A = 0 értékekhez tar tozó (5 .12) sor-összeg £ szerinti deriváltja, az (5 .13) 
összefüggés alapján kap juk : 
(5.14) = ( а ^ х , Ы Ь ) . 
v=l Xv 
23
 Ellenkező esetben a G(x,Q függvényt megfontolásainkban mindenütt helyettesíthetnénk a 
П ! A4 Z-J JO V 
G> (x, í ) = G (x, í)~ Z j 
V = 1 
függvénnyel, ahol a p értéket úgy választjuk meg, hogy v > p esetén A v>0 legyen. 
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Be kell még bizonyítani, hogy az (5. 13), (5. 14) sorfejtések az ű S r , i f ^ b 
négyzetben abszolút és egyenletesen konvergensek. Ez azonban következik az (5. 11) 
egyenlőtlenségből, az (5. 7) sorfejtés egyenletes konvergenciájából és abból, hogy a 
(5.15) Gn (x, x)= 2 ] < Щ ( a ^ x s b ) 
sorfejtés az (a, b) intervallumban egyenletesen konvergál (DINI tétele alapján). 
Ilyen módon állításunkat a GJk(x, £) (j,k = 0, 1) deriváltakra bebizonyítottuk. 
Analóg eljárással, de most már az (5. 7), (5. 13), (5. 14) sorfejtésekből kiindulva 
be lehet bizonyítani az állítást a Gjk(x,£) (j,k = 0 , 1 , 2 ) deriváltakra. Ugyanígy 
folytatva az okoskodást igazolhatjuk az összes (5. 9) sorfejtések érvényességét, 
valamint abszolút és egyenletes konvergenciáját . 
Erre az eredményre hamarosan szükségünk lesz. 
6. §. А Х[Г] halmaz és a Tß durva folytatás 
Jelölje L0 mindazoknak az fÇ.L2(a,b) függvényeknek a halmazát, amelyek 
abszolút folytonosak, abszolút folytonos f m ( k = l, 2, . . . , n— 1) deriváltjaik vannak 
és ezekre teljesülnek az 
( 6 . 1 ) / W ( e ) = / M ( i ) = о ( к = 0 , 1 , . . . , « - 1 ) 
peremfeltételek, végül 
(6.2) f P o ( x ) |/M(*)|»d*^=o. 
a 
Értelmezzük az L0 halmazon a ( g , f ) x skaláris szorzatot a következő képlettel: 
(£,/) i = fpo(x)g<">(x)f<"0)dx (g, /€£„). 
a 
Ekkor L 0 Hilbert-tér. 
Ennek az állításnak a bebizonyítása céljából elég annyit igazolni, hogy L0 
teljes normált tér az 
ll/lli = í ( f , f ) i 
normára nézve. 
Legyen { / v } f c L 0 egy Cűnc/iy-sorozat, azaz 
I I / , - / „111-0 , ha 
Ekkor a ) ' p a ( x ) f j " \ x ) függvények sorozatára alkalmazni lehet a Riesz—Fischer-
tételt; e tétel értelmében található olyan <p(x) (a^x^b) mérhető függvény, hogy 
h 
f Po 001 <P 0")|2 dx < », 
a 
fp0(x)\<p(x)-fM (x)\*dx-*0, ha 
(6. 3) 
V 
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ekkor f(n)=(p és 
x 
a 
Minthogy azonban L0 definíciója szerint 
Л » (x) = f j n - k - \ ) \ f i n ) ( a - * - b ] k = 0 ' 1 ' - ' n ~ l ) 
is fennáll, azért 




, I b b (b-a)"-k-
( и - А - 1 ) ! ipoiöJ 
tehát (6. 3) alapján /г = 0, 1, . . . , n — 1 esetén az fY(k\x) (v = 1, 2, . . .) sorozat egyen-
letesen tart / ( fc )(x)-hez. Következésképpen 
fm(a) = /<"> (6) = lim f j k ) (a) = lim f»\b) = 0 
V-»-oo v-»-oo 
(A: = 0 ,1 , . . . , и — 1). 
Ily m ó d o n / £ L 0 és min thogy/ ( л ) =(p, azért (6. 3) azt jelenti, hogy | | /—/ v | | i = 0. 
L0 teljességét bebizonyítottuk. 
Most mutassuk meg, hogy X>(T) mint az L0 Hilbert-tér részhalmaza sűrű ebben 
a térben. Tegyük fel az ellenkezőt; ekkor Z.0-ban található olyan g( + 0) elem, amely 
ortogonális X>(T)-re, amelyre tehát 
ь ь 
/ Fo(x) / ( n ) (x)g("> (x) dx= f fll,4x) gM(x) dx = 0 
a a 
(6.4) 
, ( / € T > ( 4 ) . 
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ahol Ф(х, az (1. 11) képlettel értelmezett Cauchy-féle függvény, és 
Фи(Х, 0 = 2 (Ф[А (X) ФЯ-j + liO - Ф]ЧО Ф[к„1] + 1 (А-)) 
7 = 1 ( ; к,1 = 0,1, . . . ,2и). 
Az / [ n : i függvény (6. 5) alatti kifejezését behelyettesítve a (6. 4) összefüggésbe azt 
nyerjük, hogy 
(6. 6) f f 2 " \ 0 x i ô d ç = 0 ( / € £> ( Г ) ) , 
8 
ahol 
(6.7) X (О = f Фп о U, О £(n) « dx ( a ^ x ^ b ) . 
4 
A (6. 6) egyenlőség azt fejezi ki, hogy x _L 91(Г), következésképpen a 2°. állítás 
szerint x€£>(T*) és 
X Е 2 " 1 = 0 . 
Másrészt ha (1. 10) felhasználásával (6. 7) alapján egymás után kiszámítjuk 
a x M (k = 1,2, . . . ,2л) kvázi-deriváltakat, kiderül, hogy majdnem mindenütt 
Х
ш ( 0 = / <£„* ç)2 ( л ) (-*) dx (к = 1,2, . . . , л - 1), 
í 
(6- 8) xC n + ' ](í) = £ {Po (0 gM(0) + f Ф
п
,
п+к (x, О g<n) M dx 
(к = 0, 1, . . . , и ) , 
és ebből egyúttal következik a 
dl 
dç 
kvázi-deriváltak abszolút folytonossága. Speciálisan 
(6-9) x ™ = - ^ ( p 0 g M ) = o. 
Minthogy a g(£Z.0) függvény eleget tesz a 
(6.10)
 g W ( a ) = g w ( b ) = 0 (T = 0,1, . . . , л — 1) 
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peremfeltételeknek, a (6. 9) egyenlőségből következik, hogy 
f p 0 \g(»r dx = (PoSM) dx = 0. 
a a 
Ennélfogva g ( n ) = 0 és így a (6. 10) összefüggések miatt g = 0. Ellentmondásra ju-
tot tunk. 
Tehát T)(T) sűrű £ 0 - b a n . 
Most már nem okoz nagy nehézséget az alábbi állítás bebizonyítása. 
9°. А £>[T] halmaz megegyezik az L0 halmazzal; a 77, operátor2* azonos 
a T operátor Tß durva folytatásával. 
Valóban, minthogy Ъ(Т) sűrű £ 0 - b a n , azért tetszés szerinti f t L 0 elemhez 
található olyan { / , } с 5 ( Г ) sorozat, hogy 
\ \ f - m = f Po ( * ) | / ( л ) w —/v ( n ) c*oi2 dx—o. 
a 
Ekkor, mint már tudjuk, £ = 0, 1, . . . , и—1 esetén az {/v(, l)(x)} sorozat az (a, h) 
számközben egyenletesen tart fik\x)-hez, tehát 
I. ( / - / v , / - / v ) = f \f(x)-fv(x)\*dx^0 ha v - o o ; 
a 
TT \ ( T ( f , - L ) , f , - Q = È j p k ( * ) l / v ( " - A ) ( * ) - Л - к ) ( x ) \ 2 d x - 0 
ha p, v — 
Az I. és а II. feltétel teljesülése azt jelenti, hogy / 6 £ [Т] . Uy módon 
( 6 . 1 1 ) £ 0 с £ [ Г 4 
Másrészt az I. fejezet 4. § értelmében (lásd a 10. tételt és a 3. pontot) egy T 
önadjungált folytatásra akkor és csak akkor áll fenn a ®[7J=®[7 1 ] egyenlőség, 
ha T= Tß. Ezek szerint ha bebizonyítjuk, hogy 
( 6 . 1 2 ) ® [ f j c £ o , 
akkor a (6. 11) összefüggés figyelembevételével a 
; © [ г ] = ® [ f j = L 0 
egyenlőséget nyerjük, és igy a 9°. állítás be lesz bizonyítva. 
Minthogy D[77]=£>[77 + c/] a (6. 12) tartalmazás bizonyítá-
sánál az általánosság megszorítása nélkül feltehetjük, hogy 77 > 0 . 
24
 Emlékeztetünk arra, hogy ez az operátor a (6.10) peremfeltételekhez tartozik. 
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Az I. fejezet 4. lemmája értelmében /Çî>[f„ , ] esetén 
(6.13) 2 4 . | ( / > 7 ) ! 2 < - > 
7 = 1 
ahol {tpj}r a T„ operátor sajátvektoraiból álló teljes ortonormális rendszer és 
T- <PJ = Ay (PJ (Ay>0; j = 1 ,2 , . . . ) . 
Tekintsük az 
V 
Л = 2 ( / , <PJ) (ТЛ (V = 1 , 2 , . . . ) 
7 = 1 
függvények sorozatát. Erre nyilván fennáll 
( 7 4 / v - / J , / v - / J = 2 ' Ау|(/, Ф у ) | а - + 0 
7 = R + I 
ha /í,v->-a) ( / t<v) . 
Minthogy másrészt a 7J operátor G(x, ç) Green-függvényére érvényesek a 
C t t(.v,.v) - 2 (je = 0 , 1 , . . . , л — 1 ; a ^ x ^ b ) 
sorfejtések, és így egy 0 számra 
2 - J - - S M { a ^ x ^ b ; к = 0 , 1 , . . . , л - 1) : 
azért 
7=1 Ay 
| / v® ( * ) (A-)|2 = 2 ( / , <PJ) ( я ) ^ 
Í 
v v I (fc) / \ | 2 v 
(6.14) s 2 Ay|(/>y)|2 2 S 3 / 2 Ay|(/,<py)|2 
7 = R + I 7 = R + I A J 7 = M + 1 
(a ^ x Ш b; к = 0 ,1 , . . . , л — 1). 
Ily módon tetszés szerinti fc = 0, 1, . . . , л — 1 mellett az {fik)(x)}~=1 sorozat 
az (a, b) intervallumban egyenletesen tart valamilyen gk(x) folytonos függvényhez. 
Következésképpen az / függvény, amely az {/ v} sorozat négyzetes középben vett 
limesze, egyúttal e sorozat egyenletes limesze is, és (л —l)-szer folytonosan differen-
ciálható: f k)(x)=gk(x) (k= 0, 1, . . . , л - 1 ) 2 5 . Továbbá minthogy a z / v (v = 1, 2, . . .) 
függvények eleget tesznek a (6. 10) peremfeltételeknek, ugyanez igaz l^sz az / függ-
vényre is. 
25
 Ezek szerint érvényesek az 
/<*>(*)= 2 (/> <Pv) VÍ"\x) (asx^b; к = 0,1,..., n-1) 
V=1 
sorfejtések, és mindegyikük egyenletesen (és abszolút) konvergens az (a, b) számközben. 
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Mindezek után világos, hogy a 
( Г ( Л - /
Д
) , Л - Л ) = fPo Шп)-/У\2с1х + 2 jpk\fv(n-k)-ff"-k)\2dx 
а к— 1
 д 
egyenlőség j o b b oldalán álló összeg p, v ——esetén nullához tart , úgyhogy (6. 14) 
értelmében 
f Po l / v ( n ) - f 2 \ 2 d x ^ 0 , ha /г, v - - . 
a 
Ez azt jelenti, hogy az { / , } с 1 0 sorozat Cauchy-sorozat, tehát L0 teljessége miat t 
van / „ limesze L„-ban. De ha az { / ,}Г sorozat L„-ban tar t /„ -hoz , akkor egyenle-
tesen is tart /„ -hoz . Ennélfogva / = / „ € L 0 . Ily módon a (6. 12) összefüggést és vele 
együtt a 9°. állítást bebizonyítottuk. 
7. §. AT operátorhoz tartozó fő peremfeltételek és a £ [ Z ] halmaz 
Egy 
2п 2n 
2y.kf[k~n(a) + 2 ß k f k ~ 1 ] ( b ) = 0 
Jfc=l k=l 
alakú peremfeltételt, amely minden / € £ ( Г ) függvényre teljesül, a T operátor 
f önadjungál t folytatásához tar tozó fő peremfeltételnek nevezünk, ha 
Ennek a fogalomnak a j obb megértése céljából végezzük el a következő meg-
fontolásokat . 
Mindegyik / б £ ( Г ) elemnek feleltessük meg a 2/j-dimenziós komplex (£ tér-
ben fekvő 3é(/) = ( Í ! , . . . , ÉsJ vektort , ahol 
4 = / С к " 1 ] ( д ) , = / [ k " 1 ] ß > ) (к = 1 , 2 , n). 
Nyilvánvaló, hogy az a ft halmaz, amely az összes í ( / ) ( / £ £ ( / ) ) vek-
torokból áll, az Ê térben lineáris alteret alkot. Legyen ennek a dimenziója 2n — d. 
Ekkor а П alteret egy d számú lineárisan független egyenletből álló rendszer hatá-
rozza meg: 
n n 
Z«jkík + Z ßjktn+k = 0 ( j = 1 , 2 , . . . , / ) . k = 1 k=l 
Világos, hogy ekkor a 
• 
2 ' а д / [ ' 1 - 1 ] ( д ) + 2 ' Д д / [ к - 1 ] ( й ) = 0 ( . / = 1 , 2 , . . . , / ) 
fc=l Jt = X 
peremfeltételek a T operátorhoz tar tozó lineárisan független fő peremfeltételekből 
álló teljes rendszert szolgáltatnak. 
MTA III. Osztály Közleményei 19 (1969) 
a f é l i g k o r l á t o s h e r m i t i k u s o p e r á t o r o k e l m é l e t e é s a l k a l m a z á s a i (ii) 1 7 1 
Az elmondot takból többek között az is kitűnik, hogy ha egy (n— l)-szer dif-
ferenciálható f ( x ) ( Ű É F É Í I ) függvény eleget tesz a T operátorhoz tar tozó mind-
egyik fő peremfeltételnek, akkor található olyan f0çT)(T) függvény, hogy 
fom (a) = /<» (a), f j k ) (b) = /<*> (b) (к = 0,1,...,«- 1). 
Azt is könnyű belátni, hogy ha a 
2 n 2n 
(7.1) 2 * j k f í k - 4 a ) + 2 ß j k f i k ~ 1 ] ( b ) = 0 ( 7 = 1 , 2 , . . . , 2rí) 
*=1 k = l 
egyenletek a T operátor önadjungál t peremfeltétel-rendszerét a lkot ják, akkor a 
T operátorhoz tar tozó lineárisan független fő peremfeltételek pontos d száma éppen 
2n — r, ahol r az 
a l n . . . a 1 2 n ßi„ ••• ßi2n 
ÇJ а 2 л • • • а 2 2 л ßin • • • ßi2n 
а 2лл • • • а 2 л 2л ßinn • • • ß'ln 2л 
matrix rangja. Az is nyilvánvaló, hogy a (7. 1) feltétel-rendszer mindig helyettesít-
hető olyan ekvivalens rendszerrel, amelyben az első d feltétel fő peremfeltétel. 
A fő peremfeltételek szerepét a következő állítás világítja meg. 
10°. Legyen f a T operátor valamelyik önadjungált folytatása, {<Pj}'f a T ope-
rátor sajátvektorainak teljes ortonormális rendszere és Ttpj = ( 7 = 1,2,...). 
Ekkor egy f f L f a , b) elemre nézve az alábbi három kijelentés ekvivalens: 
a) 
(7.3) b) 
/ € £ [ f ] ; 
2ljU<Pj)\2' 
j=i 
c) / majdnem mindenütt megegyezik egy /„ abszolút folytonos függvénnyel, 
amelynek az f j k ) (Ár = 1,2, . . . , я — 1 ) deriváltjai léteznek és abszolút folytonosak, 
amelyre teljesülnek a T operátorhoz tartozó összes fő peremfeltételek, végül pedig 
(7.4) / J7Ü (X) l/o(n) U) | 2 dx 
Minthogy X ) [ T ] = X ) [ f + c / ] ( - = < c < ° ° ) és f - n a k a T + cI operátorral való 
helyettesítése esetén a (7. 3) sor a 
2(ij+c)\(f,<Pj)f 
j=1 
sorba megy át, amely a (7. 3) sorral egyszerre konvergens vagy divergens, azért 
az általánosság megszorítása nélkül feltehetjük, hogy 0 (7 = 1,2, . . .). Ekkor 
azonban az a) és a b) állítás ekvivalenciája közvetlenül adódik a 4. lemmából 
(E fej., 4. §). 
Jelölje L(T) az olyan / 0 függvények összességét, amilyenekről a c) kijelentésben 
szó van. 
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Az a), c) kijelentések ekvivalenciájának a bebizonyításához először megmutat-
juk , hogy c)-ből következik a), azaz 
L ( f ) с 
Legyen fgL(T). Ekkor / - r e teljesül valamennyi fő peremfeltétel, és így található 
olyan / 0 £ Щ Т ) elem, amelyre 
fo(k\a) = f k \ a ) , f0(k\b) = f k \ b ) (к = 0,1,...,«- 1). 
Ennélfogva, a 9°. állítás felhasználásával, 
* = / - / « € 3 > [ Г ] с © [ ? ] , 
minthogy pedig / о € © [ ? ] , azért / = f + / 0 € © [ f ] . 
Most meg fogjuk mutatni , hogy a)-ból következik c), vagyis 
(7 .5) Í [ f ] c L ( f ) , 
és ezzel a 10°. állítás bizonyításának a végéhez érünk. 
Az I. fejezetben szereplő 15. tétel szerint 
В [ f ] = © [Г] + 91J, ahol % = % П © [ f ] . 
Ebből , figyelembe véve a 9°. állítást, azt kapjuk, hogy minden / € © [ ? ] függvény 
abszolút folytonos, első n— 1 számú f(k) ( T = 0 , 1, . . . , n— 1) deriváltja létezik és 
abszolút folytonos, továbbá / < n ) eleget tesz a (7. 4) feltételnek. 
Ily módon (7. 5) bebizonyításához már csak azt kell megmutatnunk, hogy az 
/ £ £ [ / ] függvényre teljesülnek az összes fő peremfeltételek. Erre a célra felhasznál-
hat juk azt a tényt, hogy a) és b) ekvivalens egymással, és ugyanúgy okoskodva, mint 
a 9°. állítás bizonyítása során, igazolhatjuk, hogy (7. 3) folytán érvényesek az 
(7. 6) / « (x) = 2 (/> <Pj) (к = 0 , 1 , . . . , n - 1 ) 
7=1 
sorfejtések, és mindegyikük az (a, b) intervallumban abszolút és egyenletesen kon-
vergens. 
^ M i n t h o g y mindegyik cpfx) (j= 1 , 2 , . . . ) fundamentál is függvény eleget tesz 
a T operátorhoz tar tozó teljes peremfeltétel-rendszernek és így minden fő perem-
feltételnek, a (7. 6) sorfejtésekből következik, hogy / - r e is teljesülnek a T operátor-
hoz tar tozó összes fő peremfeltételek. 
A 10°. álllítást bebizonyítottuk. 
8. §. A r~r(f, g) és a f[ f , g] funkcionálok. 
A z e l e m e k n e k a / operátor sajátvektorai szerint haladó sorfejtései 
Tekintsük a T>(f) halmazon a következő funkcionált2 6 : 
(8 .1) Ej- ( f , g ) = — 2/[2"-k](x)g[kl(x) 
U=1 
26
 Mint rendesen, [<p(xj]ba a <p(b) - <p(a) kifejezést jelenti. 
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Minthogy 
(f,g]a = [f,g\b 
azért 
(8. 2) Гт ( / , g) = rf ( g j ) (g, 0 X ( f ) ) . 
Ez az egyenlőség azt mutatja, hogy rögzített g Ç X(F) mellett а F r ( / , g) funkcionált az 
* ( / ) = (/(«), ...,f "-xHa),f(b), ...,/("_1)(b)) 
vektor teljesen meghatározza. Tekintettel arra, hogy ennél a megfontolásnál / 
és g szerepét fel lehet cserélni,- azt kapjuk, hogy a T f i f , g) funkcionál értékét az 
x ( f ) és az x(g) vektor megadása teljesen meghatározza. Ezek szerint 
(8.3) r i i f g ) = F ( î ( / ) , ï ( g ) ) , 
ahol F(x, p) egy funkcionál, amelynek az értelmezési tartománya az összes x, X) а П 
párokból áll (itt fí az a lineáris halmaz, amelyet az x ( / ) , / £ X ( f ) vektorok alkot-
nak). Minthogy 
Éf (Ai A + A2 / a , g) = Гт ( f , g) + A2 Г? ( / 2 , g) (Ax, A2 számok), 
azért a (8. 3) összefüggés alapján 
1 . F(x, t)) = F ( P 7 * ) (JE, 9 е й ) ; 
2. F C A i ^ + Aaia ,»)) = A 1 F ( ï 1 , i ) ) + A 2 F ( ï 2 , p ) x 2 , t) Ç/7) . 
Innen már könnyen adódik, hogy az F funkcionálhoz hozzárendelhetünk (még-
hozzá végtelenül sokféleképpen, ha Л nem azonos az egész (Ê térrel) egy ЦудЦ2" 
hermitikus mátrixot, amelyre 
x = . . . , é 2 „ ) í / 7 , íj = (т/i, ...,t]2„)an 
esetén 
2n 
£ ( ï , b ) = . Z У]к£]Чк-
j,k = l 
Ekkor (8.3) értelmében tetszés szerinti / , g £ X ( F ) elemekre igaz a következő: 
П 
m = I 
(8-4) + Z y n + J , k f u - l ) ( b ) e - 1 \ a ) + 2 y j , n + k f u - 1 4 a ) Y k - 1 4 b ) + j,k=l j,k=1 
+ 2 у^.п+ьР-ЧЪ^-ЧЪ). 
j.k=-l 
Ugyanezzel az egyenlőséggel értelmezzük а Г ? ( / , g) kifejezést tetszés szerinti 
/ , g £ X [ f ] elemekre. Minthogy a 10°. állítás értelmében az f, g £ X [ f ] függvények 
eleget tesznek a f operátorhoz tartozó valamennyi fő peremfeltételnek, azért 
i ( f ) , i ( g ) e n , tehát a 
r - J i f g ) ( / , g€X[7 - J ) 
funkcionál említett definíciója nem függ a \\yjk\\'i" matrix megválasztásától. 
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Az (1. 7) azonosság és a (8. 1) egyenlőség folytán fennáll 
b 
(8. 5) ( T f , g) = Гr ( f , g) + Z [р„-
к
 (*)/(*> (x) gdjx) dx 
& = 0 J 
a 
( f g f ^ ( T ) ) . 
Speciálisan 
b 
(8. 6) ( f f f ) = T f ( f , f ) + 2 [Pn-k(x)\fw(x)\2dx. 
4 = 0 J 
a 
Erre a képletre sokféle célból lesz szükségünk, többek között az alábbi állítás igazo-
lásához is. 
11°.27 Ha az f ( x ) (aSx^b) abszolút folytonos függvény n— 1 számú abszolút 
folytonos f(k\x) (k = 1, 2, . . . , n — 1) deriválttal rendelkezik, továbbá teljesíti a T 
operátorhoz tartozó összes fö peremfeltételt és az 
fp0(x)\ß"4x)\2dx^~ 
a 
feltételt, akkor érvényesek az 
оо 
(8. 7) / « (x) = 2 ( / , <Pj) <P?] (x) (к = 0 ,1 n -1) 
J = I 
sorfejtések, amelyek az (a, b) intervallumban abszolút és egyenletesen konvergálnak, 
valamint az 
/ " » w - i í / ^ ^ r w 
J = I 
sorfejtés, amely abban az értelemben konvergens, hogy 






 A Hilbert—Schmidt-tétel szerint az fix) (aSx^b) folytonos függvény az (a, ti) számközben 
abszolút és egyenletesen konvergens 
(I) fix) = 2 ( / , <pv) <py (x) (asxmb) 
V = 1 
sorba fejthető, ha a függvényt elő lehet állítani forrásszerűen a 7" operátor G(x,s) Green-függvénye, 
vagy ha a 0 szám sajátérték, 7 általánosított GVeew-függvénye segítségével. Ez a feltétel ekvivalens 
azzal, hogy /der ivál t ja i abszolút folytonosak és eleget tesznek a T operátorhoz tartozó összes perem-
feltételnek. Nyilvánvaló, hogy a 11°. állítás az / függvényre vonatkozó lényegesen enyhébb követel-
mények mellett biztosítja az abszolút és egyenletesen konvergens (I) sorfejtések létezését. A 11°. 
állítás általánosabb és teljesebb azoknál a sorbafejtési tételeknél is, amelyeket TREFFTZ [7] a Schmidt-
féle párok elmélete segítségével nyert. 
M T A III. Osztály Közleményei 19 (1969) 
a f é l i g k o r l á t o s h e r m i t i k u s o p e r á t o r o k e l m é l e t e é s a l k a l m a z á s a i (ii) 175 
Valóban, a z / f ü g g v é n y r e tett megkötések együttesen ekvivalensek, a 10°. állítás 
alapján, azzal az egyetlen megkötéssel, hogy /6Х)[7] . Másrészt a 10°. állítás bebi-
zonyítása közben megállapítottuk, hogy bármilyen / 6 £ [ 7 ] függvényre (amelyet 
mindig tekinthetünk folytonosnak) fennállnak az (a, b) számközben abszolút és 
egyenletesen konvergens (8. 7) sorfejtések. 
Be kell még bizonyítani a (8. 8) összefüggést. Ennek az érdekében vezessük be az 
V 
A (*) = 2 (/> <Pj) <Pj (*) (ашх^ь; V = 1 , 2 , . . . ) 
i = i 
jelölést. Ekkor 
(T(A-A),A-A) = 2 4 \(J, (Pj)\2 - o, 
j=u+1 
(8.9) 
ha p, V — °o. 
Másrészt (8. 6) értelmében 
ь 
( T ( A - f A L - A ) = П(А-А,А-А) + È íP„-k\Am-fík)\2dx, 
k = 0 J 
a 
és itt a (8. 7) sorfejtések egyenletes konvergenciája miatt 
i ™ ri (A-Ai A-A) = o . 
lim f Pn-k\A(k)~fïk)\2dx = 0 (к = 0 , 1 , . . . , « - 1 ) . 
Ennélfogva 
lim - 0. 
R,v-»oe
 e 
Következésképpen, a Riesz—Fwc/îcr-tétel szerint, található olyan <p(x) (a^x^b) 
mérhető függvény, amelyre 
h 
(8.10) lim fp0\<p-A(n)\2dx = 0. 
Ekkor tekintettel arra, hogy 
i X X 
j
 (p(x)dx-A"-14x)+Ain-1)(a) s J \<p(x)-A"Hx)\dx ^ 
ь 
= ]! f ^ V /Po{x)W(x)-finKx)\2dx (asx^b; v = l , 2 , . . . ) , 
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fennáll 
x 
f (P (x) d x ( x ) + / ( " - ! ) (a) = 
a 
= lim j f < p ( x ) dx —/v(" " ( x ) +fv(n~11 ( a ) j = 0. 
Ily módon ( p = f M , és (8. 10) azt fejezi ki, hogy érvényes a (8. 8) összefüggés. 
Az állítást bebizonyítottuk. 
Megjegyezzük, hogy mivel / v — / és igazak a (8 .9) alatti egyenlőségek, azért 
f [ f , f ] definíciója szerint (lásd I. fejezet, 4. §) 
( 8 . П ) lim ( f / v , / v ) = f [ / , / ] . 
V-K» 
Másrészt a (8. 7) sorfejtések egyenletes konvergenciája és a (8. 10) egyenlőség miatt, 
amelyben ç j = / ( n ) , fennáll 
î™ Гт (л,/;) = m/;/) 
V-^oo 
és 
Hm / b „ - * ! / v W | 2 < f c = / b n - * l / ( t ) | 2 ^ (* = 0 , 1 , . . . , и ) . 
Tehát ha a ( T f v , f v ) kifejezést a (8. 6) képlet segítségével í r juk fel, akkor (8. 11) alap-
ján könnyen nyerjük, hogy 
ь 
(8.12) T [ f j ] = Гг ( / , / ) + 2 Ípn-k l / ( l ) í 2 dx ( / £ [ f ]). ft=o J 
a 
Innen ismert gondolatmenettel következik, hogy általában 
ь 
f , g ) + é [pn-
k = 0 J 
(8.13) T [ f , g] = f f ( / , g)+ 2 Pn-kfik) g(k) dx ( / , g e 15 [7*]). 
9. §. A T operátor negatív sajátértékeinek a száma 
Ebben a paragrafusban azt az esetet fogjuk vizsgálni, amikor a T operá tor 
szigorúan pozitív. 
1. А Г operátort akkor mondjuk szigorúan pozitívnak, ha 
(9 .1) T [ f , f } > 0 ( / € £ [ Г ] , / + 0 ) . 
Minthogy Tm megegyezik a T operátor Тц durva folytatásával, azért a 10. tétel 
és a 4. lemma (I. fej., 4. §) értelmében Î>[T] = î ) [ f j és 
oo 
T [ f , f ] = T„ U , f ] = 2 Aj~>|(/, (PjT ( / 6 1 5 [Г]), 
7 = 1 
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ahol {cpj} a T„ operátor sajátvektoraiból álló teljes ortonormális rendszer és 
7 > , . = A j - V , . 0 = 1, 2 , . . . ; Aj™' SA<™> + . . . ) . 
Ilyen módon a T operátor akkor lesz szigorúan pozitív, ha mindegyik 
Aj™' 0 = 1 , 2 , . . .) sajátértéke pozitív, következésképpen 
0, ha / £ $ ( 7 4 ) , / + 0. 
Mivel а Гг. . funkcionál azonosan nullával egyenlő, a (8. 6) képlet értelmében 
annak a feltételét, hogy a T operátor szigorúan pozitív legyen, a 
ь 
Ê f Pn-k О) |/(*'(x)|2</x > 0 
fc=0 J 
a 
alakban lehet felírni, ahol az egyenlőtlenségnek minden olyan / = 0 függvényre 
teljesülnie kell, amelynek az / № ) (A = 0, 1, . . . , n — 1) deriváltjai léteznek és abszolút 
folytonosak, 
/ P o ( x ) | / ( n ) ( x ) | 2 0 x < ~ 
a 
és 
(9.2) / W ( a ) = / « ( 0 ) = 0 (A = 0 ,1 , . . . ,и— 1). 
Speciálisan megállapíthatjuk, hogy a T operátor szigorú pozitivitásához elég-
séges, hogy а pk (A = 0, 1, . . . , /г) függvények mindannyian nem-negatívak legyenek28. 
Az I. fejezet 19. tételéből és a 10°. állításból közvetlenül adódik az alábbi állítás. 
12°. Ha T szigorúan pozitív operátor, akkor a T önadjungált folytatás negatív 
sajátértékeinek a pontos száma29 megegyezik a 
(9.3) Z?[<pj,<pkKA 
j,k = 1 
alakban fellépő negatív négyzetek számával, ahol {ср
х
, <p2, ..., (pr} valamilyen bázis 
a (/)[2"] = egyenlet azon <p{ £ £>*) megoldásainak a halmazában, amelyek eleget 
tesznek a T operátorhoz tartozó összes fő peremfeltételnek. 
Mutassuk meg, hogy 
(9 .4) r = 2n-d, 
ahol d а T operátorhoz tartozó lineárisan független fő peremfeltételek száma. 
A T operátor szigorúan pozitív lévén a <p[2"] = 0 egyenlet megoldásainak az 
91 „ halmazából vett tetszés szerinti q> + 0 elemre az x(<p) vektor (amelyet a 8. § elején 
28
 Be lehet bizonyítani (lásd [2], 1. tétel), hogy а Г operátor szigorú pozitivitásának a szükséges 
és elégséges feltétele a következő: legyen (z i , Хг, •••, Xm) bázis az (1.6) egyenlet cpík>(a)=--(p'k)(b) = 0 
( 0 = 0 , 1 , . . . , n — 1) peremfeltételeknek eleget tevő <p megoldásainak a halmazában; ekkor m = л 
és det [ ^ " ' ' ( х ) ! (у, A= 1, 2 , . . . , rí) különbözik nullától minden a -=x-^b érték esetén. 
29
 A T operátor negatív sajátértékeinek a pontos számán az operátor egymástól különböző 
negatív sajátértékeihez tartozó multiplicitások összegét érijük. 
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definiáltunk) nem nulla (ugyanis x(cp) = 0 esetén <pfT)(Tj ) . Tehát minden tp£9l0 
elemnek megfeleltetve az x((p)ft& vektort, a 2/z-dimenziós 9í0 térnek a 2w-dimenziós 
è térre való kölcsönösen egyértelmű leképezését kapjuk. Másrészt az a követelmény, 




hogy az x(tp) vektorok egy (2n — í/)-dimenziós Я с б altérhez tartoznak, amelyet 
d számú lineáris egyenlet határoz meg. Ebből következik a (9. 4) összefüggés. 
2. Megmutatjuk, hogyan számítható ki a T[(pj, cpk] (j,k = 1,2, . . . , r ) kifejezés 
а Г funkcionálok segítségével. 
Legyen {Ф15 . . . , Ф2„} valamilyen bázis az (1.6) egyenlet tp megoldásaiból álló 
91 о halmazban. Ha a (2. 2) Lagrange—Green-féle azonosságban elvégezzük az 
/= tpj, g=<Pk ( j , k = 1,2, . . . , 2ri) helyettesítést, akkor a következőt kapjuk: 
(9.5) [Ф;,Ф
к
]Ьа = 0. 
Tekintsük az 
(9.6) [ / , Ф ^ = 0 ( y = 1 , 2 , . . . , 2«) 
peremfeltétel-rendszert. Nem nehéz meggyőződni róla, hogy ezek a peremfeltételek 
lineárisan függetlenek és önadjungált rendszert alkotnak (akár pozitív a T operátor, 
akár nem). Csakugyan, ha feltesszük, hogy a (9. 6) peremfeltételek lineárisan össze-
függnek, akkor található olyan Ф = с 1 Ф 1 + . . . + с 2 „Ф 2 „+0 függvény, amelyre 
tetszés szerinti f f T * esetén fennáll az 
[ / , ФЙ = 0 
egyenlőség. A (2. 2) azonosság alapján ebből következik: 
я 
f /[2"] $dx = 0 ( f f Ti*), 
a 
és ez nyilvánvalóan ellentmondásban van az 1°. állítással. 
Hátra van még annak az igazolása, hogy a (9. 6) rendszerre teljesülnek a (3. 8) 
önadjungáltsági feltételek. Könnyű azonban belátni, hogy ezek a jelen esetben a (9. 5) 
összefüggésekre redukálódnak. 
Most jelölje f 0 3 0 a T operátornak azt az önadjungált folytatását, amely a (9. 6) 
peremfeltétel-rendszernek felel meg. 
A minket érdeklő esetben, amikor Г szigorúan pozitív operátor, a (9. 6) egyenlet-
rendszert meg lehet oldani a magas rendszámú fm(a) és fík\b) (k=n,n+ 1, ..., 
..., 2n — 1 ) kvázi-deriváltakra. Valóban, a (9.6) egyenletrendszerben ezekhez a kvázi-
30
 Megemlítjük, hogy mivel (9.5) értelmében Ф
х
е9(Т„) (7=1 , 2 , . . . , 2u) és 
Г „ Ф , . = 0 ( 7 = 1 , 2 , ...,2n), 
azért a 13. tétel (I. fej., 5. §) szerint T0 azonos a T operátor TM finom folytatásával (ha T pozitív 
operátor). 
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deriváltakhoz tartozó együtthatók matrixa 
Ф
х
(а), Ф[ (а),..., ФЖКа).. Ф
Х
(Ь), Ф[(Ь), ..., Ф{-Ъ(Ъ) 
(9.7) 
(а), Ф;„ (а) , (а), Ф 2 „ ( Ь ) , Ф ' 2 п ( Ь ) , . . . , Ф Г 1 > ( Ь ) 
és ennek a determinánsa nem nulla, mert a matrix sorait rendre az х(Ф
г
), . . . , ЗЕ(Ф„)  
vektorok alkotják, amelyek lineárisan függetlenek ( Т ( Ф ) ^ О , ha Ф ^ 0 ) . Megoldva 
a (9.6) egyenletrendszert az f(k\a) és f<k)(b) (k=n,n + 1, . . . , 2 л — 1 ) deriváltakra, 
a (9. 6) peremfeltétel-rendszert a következő alakra hozhat juk: 
p*-l-П(а)-2 ( а ) - 2 c j P f « - » (b) = 0, 
k = 1 k=1 
(9.8) U = 1 , 2 , . . . , л) 
k= 1 k=l 
ahol (lásd a 158. oldal (3. 12) képletét és utolsó sorát) 
a}P = a<f>, b}P = b i f \ = ddp ( j , k = 1 ,2, . . . ,«>. 
A (9. 8) és a (8. 1) képlet^alapján azt kapjuk, hogy tetszés szerinti g , / £ D ( F 0 ) , 
tehát tetszés szerinti £ , / £ £ > [ / „ ] esetén is fennáll a 
r t j f , g ) = 2 a<pf<k-1Ua)g<J-í>(a)+ 2 (b)g^k> (a) + 
j,k = 1 j,k=1 
(9. 9) 
+ 2 /(t_1)(a) 2 / < * - * > 4 ( 0 ) j,k= 1
 r Á*=l 
egyenlőség. Minthogy (8. 5) értelmében a 
Гг(<Pj, cpk) - F f 0 (< P j , (p k ) , T[(pj, <pk] - f0 [ipj, <pk] (j,k = 1 , 2 , . . . , л) 
különbségek egyenlők egymással, továbbá 
F>[фу, = ( f 0 (pj,(pk) = 0 ( / , к = 1, 2, . . . , / • ) , 
arra a következtetésre ju tunk, hogy 
(9.10) T[(pj,cpk] = Tficpj, (pk) — Гf0((pj, cpj) ( j , к =1,2, ..., г). 
Az alábbi állítás a 12°. állítás és a (9. 10) képletek folyománya. 
13°. Ha az 
(9.11) 
í / < 2 „ > - ; / =
 0 
l / w ( e ) = / < » ( 6 ) = 0 (T = 0 , 1 . . . . , л - 1 ) 
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peremérték-feladat mindegyik karakterisztikus értéke pozitív, akkor az 
l / C 2 n ] - / / =
 0 ; 
(9.12)1 
f»-J-« (a) _ 2 1 ajk.fk~V (a) - 2 cJkf<*"» (fi) = 0, 
k = l k=l (j=\,2,...,ri) 
fU"-J-»(b) + 2djkfik-14a) + 2bjkPk-14b) = 0 
k=1 k=1 
peremérték-feladat negatív karakterisztikus értékeinek a pontos száma, hacsak tel-
jesülnek az 
(9.13) aJk = 5kj, Cjk = dkj, bjk = Bkj (j,k = 1,2, ...,n) 
önadjungált sági feltételek, megegyezik a 
(9. 14) 2 fijk - Y f ) í j ík + 2 Re f 2 (Cjk ~ c£>) í j J + 2 (bjk - 4j rjk 
j,k = 1 U.*=1 J j,k=1 
hermitikus alakban előforduló negatív négyzetek számával. 
Valóban, az hogy a (9. 11) peremérték-feladat karakterisztikus értékei pozitívok, 
éppen azt jelenti, hogy a T operátor szigorúan pozitív. Ennélfogva a (9. 12) feladat-
ban szereplő peremfeltételekhez tartozó T önadjungált operátorra alkalmazható 
a 12°. állítás. Másrészt mivel a f operátorhoz nem tartozik egyetlen fő peremfeltétel 
sem, azért a 10°. állítás értelmében Ф ; £ £ [ Г ] ( / = 1 , 2 , . . . ,2л) , következésképpen 
a vizsgált esetben r = 2n, és így a (9. 3) alak felírásánál élhetünk а <pj = Ф,- ( / = 
= 1,2, . . . ,2л) választással. Ezek szerint a (9.12) peremérték-feladathoz tartozó 
negatív karakterisztikus értékek pontos száma egyenlő а 7'[Ф, Ф] alakban fellépő 
negatív négyzetek számával, ahol 
Ф = С1Ф1+С2Ф2+...+1;„Фп. 
Másrészt tekintettel arra, hogy (9. 10) értelmében 
Т[Ф, Ф] = Г т ( Ф , Ф ) - Г ? 0 ( Ф , Ф) 
és hogy Г т a Tf 0 - ra vonatkozó (9. 9) képlettel analóg képlet segítségével számítható 
ki, Т[Ф, Ф] megegyezik a (9. 3) alakkal, amelyben 
í k — Ф ( к - 1 ) ( д ) = J ^ C / Ф ] к - 1 ) ( я ) , 
( k = 1 , 2 , . . . , л). 
2л 
j=i 
Ez a Ç változókat a y változókba átvivő transzformáció nem szinguláris (a (9. 7) 
matrix nem szinguláris), és ezzel a 13°. állítást bebizonyítottuk. 
Másképpen és egyúttal egészen egyszerűen képezhető a (9. 3) alak abban az 
esetben, amikor ismeretes a T operátor G(x, s) GYeew-függvénye (és így a 0 szám 
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a T operátornak nem sajátértéke). Minthogy ezzel kapcsolatban fény derül néhány 
érdekes részletre, megmutatjuk, hogyan történik ez. 
Tisztázzuk először, hogy az 
u ( f ) = i . ^ - 0 ( e ) + i A / » - J > ( i ) k=1 k = l 
alakú U ( f ) perem-funkcionál milyen feltételek mellett generál a T operátorhoz 
tartozó U ( f ) = 0 fő peremfeltételt. 
Ehhez megjegyezzük, hogy a T operátor £>(f) értelmezési tartománya, azonos 
lévén а Г 1 operátor értékkészletével, mindazokból az / elemekből áll, amelyek 
előállíthatók 
b 
f ( x ) = f G (x, s) h ( j ) ds (h € L2 (a, b)) 
a 
alakban. Minthogy ekkor 
ь 
U ( f ) = f U(G(x,sj)h(s)ds, 
a 
nyilvánvaló, hogy az £ / ( / ) = 0 feltétel akkor és csak akkor lesz a T operátorhoz 
tartozó fő peremfeltétel, ha az s változóban azonosan fennáll31 az 
n n 
G ( G ( x , s ) ) = Z * k G k - i , o ( a , s ) + Z f o G k - i , o ( t > , s ) = 0 
k=1 k=1 
(a S S s b) 
egyenlőség. Ezek szerint a 
Gki0(a,s), Gkt0(b,s) (k = 0 , 1 , . . . , n - 1 ) 
függvények között található r = 2n — d számú, az (a, b) intervallumban lineárisan 
független függvény, de több nem található. 
A G(x, s) mag hermitikus lévén, ugyanezt állíthatjuk a 
(9.15) Gok(x,a), Gok(x, b) (k = 0 ,1 , ...,n— 1) 
függvényekről. 
Másrészt tetszés szerinti s£(a,b) érték mellett G(x, s) mint x függvénye eleget 
tesz az összes fő peremfeltételnek, továbbá a Gjk(x, s)(j,k = 0 ,1, . . . , n — 1) függvények 




Ф(я) = 2 ík Gok (x, a) + 2 4 к G ok (x, b) (aSx^b) 
k=0 E=0 
alakú Ф függvények r-dimenziós lineáris halmaza megegyezik a 
г 
Ф(х) = Z í j (Pj (x) (asxrs b) 
7=1 
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 Itt felhasználjuk az (5.8) jelöléseket. 
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alakú Ф függvények lineáris halmazával, ahol cpj (7 = 1 ,2 , . . . , r ) a 12°. állításban 
definiált függvények. Ebből nyer jük: 
/ r 
Gok(x,a) = 2 cjk<Pj(x), j = i 
( a S x ^ A ; к = 0, 1 , . . . , « — 1), 
r 
Gok (x, b) = 2 cj,n + k <Pj (x), j=1 





L 4 = o 4 = 0 4 = 0 
.. - . . . . . . л — 1 
2 & Gok (x, a)+ 2 űk Gok (x, b), 2 £k G0 к (x, a) + 2 >lk G ok (x, b) 
4 = 0 
= T\2Zj<Pj> 2tj<Pj = 2 
Lj = l 7 = 1 7,4=1 
0 = 2 Cjk£k + 2 Cj.n+кЧк (J = l , 2 , . . . , r ) . 
Számítsuk ki a (9. 16) bal oldalán álló alak együtthatóit . Ebből a célból meg-
jegyezzük, hogy (5. 9) értelmében 
G 0 k ( x , s ) = 2 « ^ M S S A); 
7=1 л7 
másrészt a 4. lemma szerint (I. fej., 4. §) fennáll 
Ennélfogva 
T[f,g] = 2 W <pj)(g,<pj) fc/€®[íD. 
7 = 1 
f (G0J(x, 5), Gofc(x, t)] = 2 = C,4(5, / ) 
i = l Z-i 
(a^s,t^b; j , к = 0,1, ..., n— 1), 
tehát a (9. 16) bal oldalán álló alak felírható a következőképpen: 
л-1 Г n - l 1 n - l 
(9.18) 2 Gjk (a, a) q lk + 2R el 2 GJk (a, A) q fjk\+ 2 Gjk (A, A) ^ íjk • 
7,4 = 0 U , 4 = 0 J 7 , 4 = 0 
Minthogy ez az alak a (9. 3) alakból keletkezik a (9. 17) t ranszformáció segítségével, 
amelynek a matrixa r-ed rangú, a 12°. állítás alapján igaz a következő. 
14°. Ha T szigorúan pozitív operátor, f pedig T olyan önadjungált folytatása, 
amelynek van G(x, s) Green-függvénye, akkor a t operátor negatív sajátértékeinek 
a pontos száma megegyezik a (9. 18) alakban előforduló negatív négyzetek számával. 
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Valóban, mivel feltettük, hogy a 0 szám nem sajátérték, azért a (9. 3) alak nem 
szinguláris, tehát a (9. 18) alak rangja r. 
Válasszuk most meg a Cj = a,b (J= 1 , 2 , ..., r) és a ^ = 0 , 1 , . . . , « —1 
( 4 = 1 , 2 , . . . , r ) számokat úgy, hogy a megfelelő determináns ne legyen nul la: 
A
 = \Gqjqk(Cj,ck) | 5 . * = 1 И 0 . 
Ekkor a (9. 18) alak ekvivalens a 
alakkal , mert a 
j,k=i 
(Pj(x) = G0_qj(x,0) ( a s x ^ b ; 4 = 1 , 2 , . . . , r ) 
választás esetén a két alak azonos. 
Az (I. fej., 5. §) 12. tétel és az I. fejezet (6. 22), (6. 23) képletei a lapján kimond-
hat juk, hogy a 7 7 operátor G„(x, í ) Grmi-függvénye a G(x, s) Green-függ vényből 
az alábbi képlettel nyerhető: 
G(x , s ) Ggi t о ( e j , s)... G , r , о (c r , í ) 
ö 0 , 4 1 (* , Cx) (9.19) G„ (x, л) 1 
G0,qr (X, Cr) 
A 
Ezt az összefüggést közvetlenül is le lehet vezetni (lásd [2], 7. tétel) és ekkor 
a 14°. állítás az I. fejezetben szereplő 20. tétel következményeként adódik. 
10. §. Peremérték-feladatok karakterisztikus értékeire vonatkozó korlátok 
Minthogy a 9°. állítás értelmében a 77 operátor mindig azonos a T operá tor 
7), durva folytatásával, a 9. §-ban definiált T 0 operátor pedig megegyezik a T operátor 
TM finom folytatásával (hacsak T szigorúan pozitív operátor) , azért az (I. fejezet 
8. §-ban ismertetett) 24. és 25. tételnek, továbbá a 8. 1., 8. 2. megjegyzéseknek 
a tekintett T kvázi-differenciáloperátorra való egyszerű átfogalmazásával a követ-
kező állításra ju tunk . 
15°. Legyenek — A 3 S . . . az 
( . 0 . 1 ) . „ f - V - » . 
2 Ч - « / 1 ' - " « ' ' ) + 2 ß,,/"-"№) = 0 0 = 1,2 2») 
k=l 1 
önadjungált peremérték-feladat egymás után következő karakterisztikus értékei, 
S S AU* — • • • /"?<:% a megfelelő 
/ [ 2 п ] — А/ = 0, 
/ О ) ( ö ) = / < / ) ( £ ) = 0 (4 = 0 , 1 , . . . , « - 1) 
„durva'''' peremérték-feladat egymás után következő karakterisztikus értékei. 
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Ekkor 
s Aj-> ( 7 = 1 , 2 , . . . ) . 
Ezenkívül ha A
 x S 0, akkor fennállnak a 
A , s A f 0 ' = 1 , 2 , . . . ) 
egyenlőtlenségek is, ahol A[0) S A j0) S Aj0) S ... az 
/ [ 2 п ] —А/ = 0, 
[ / , = 0 ( 7 = 1 , 2 , . . . , 2 л ) 
„finom" peremérték-feladat egymás után következő sajátértékei. 
Emlékeztetünk arra is, hogy a 8. 1. megjegyzés értelmében (I. fej.) 
Aj~>=gAj«+>2n ( 7 = 1 , 2 , . . . ) . 
Ha pedig felhasználjuk a G és a G(°°' Сгеел-függvény között fennálló (9.19) 
összefüggést, akkor meggyőződhetünk róla, hogy 
Aj-> s Aj+2n_d, 
ahol d a (10. 1) feladathoz tartozó fő peremfeltételek száma32. 
Ismertetünk még egy, az előbbivel megegyező típusú állítást. 
16°. Legyenek A1áA2^A3S... az 
(10. 2 ' ) / [ 2 " ] — А / = 0, 
2n 2/1 
(10. 2") 2 «,*/£*-1] Ú) - Z 0 ) = 0 (7 = 1,2, ..., л) 
E=1 =1 
önadjungált peremérték-feladat egymás után következő karakterisztikus értékei, 
Aj") S Af> S Aj") ë... pedig az 
(10.30 / [ 2 " ] - A / = 0, 
2/1 
(10. 3") / « - « ( e ) = = 0 (7 = 1,2, . . . ,л ) 
k = 1 
peremérték-feladat egymás után következő karakterisztikus értékei. 
Ekkor 
(10.4) Aj S Aj") ( 7 = 1 , 2 , . : . ) . 
Ha ezenkívül Ax S 0 , akkor az is igaz, hogy 
(10.5) Aj Ш AJa ( 7 = 1 , 2 , . . . ) , 
32 Vagyis d = 2n — r, ahol r a (7.2) matrix rangja. 
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ahol az 
( 1 0 . 6 ' ) / l 2 « ] - / / = 0, 
2n 
(10.6") [ / , Xjl = 2 W * " 4 (b) = 0 ( j = 1,2, . . . . rí) 
k=1 
peremérték-feladat egymás után következő sajátértékei; itt /
л
, / 2 , •••, X„ a 
(10. T ) = 0, 
2л (10. 7") 2 bjk <Pík-1] (b) = 0 ( j = 1 , 2 , . . . , и) 
* = 1 
feladat n számú lineárisan független <p( £ £>*) megoldását jelenti. 
Valóban, tekintsük azt а Г ( я ) operátort , amelynek a T(T<a)) értelmezési tar-
tománya azokból az /££>* elemekből áll, amelyekre 
/ ш ( « ) = 0 0 = 0 , 1 , . . . , 2 « - 1 ) , 
2 bjkf-'Hb) = 0 ( 7 = 1 , 2 , . . . , « ) , 
és legyen г ( я ) / = / [ 2 " ] ( / £ D(7"(a))). Könnyen belátható, hogy Г ( а ) hermitikus 
operátor és a Г operátornak folytatása. 
A (10. 3) peremfeltételekhez tartozó f l f> operátor a r ( a ) _operá tor önadjungál t 
folytatása. Nem nehéz belátni, hogy T ( a ) bármely másik V l a ) önadjungált foly-
tatása, egyidejűleg a T operátornak is önadjungált folytatása lévén, egy (10. 2) 
alakú önadjungál t peremfeltétel-rendszernek fog megfelelni. 
A 10°. állítás segítségével nehézség nélkül adódik, hogy a T(a) operátor tetszés 
szerinti f(a) önadjungál t folytatására 
® [ f i o ) ] c D [ f ( a ) ] 
A 10. tétel értelmében (I. fej., 4. §) ez azt jelenti, hogy a T(a) operátor durva 
folytatása, és ebből következik (10. 4). 
H a A x > 0 , akkor A j a ) > 0 ( / = 1 , 2 , ...). így a (10.7) rendszer cp megoldásainak 
az 9Î összessége л-dimenziós (mert ha 91 dimenziója ennél nagyobb volna, a (10. 3) 
peremérték-feladatnak a A = 0 szám is karakterisztikus értéke lenne). Legyen 
(Xu / г , •••>Xn) bázis az 91 halmazban. A 
[Xj+/.k\a = 0 ö , к = 1 ,2 , . . . , « ) 
összefüggések segítségével igazolható, hogy a (10. 6") peremfeltétel-rendszer ön-
adjungált . Továbbá ugyanezen összefüggések folytán mindegyik / £ 9 í függvény 
a (10. 6) feladat megoldása a A = 0 esetben. A 13. tétel értelmében (I.Tej., 5. §) ez 
azt jelenti, hogy a (10. 6") peremfeltételekhez tartozó T ^ operátor a f { a ) operátor 
finom folytatása, ebből pedig következik (10. 5). 
A 16°. állítást bebizonyítottuk. 
A (10. 2) peremérték-feladat negatív karakterisztikus értékeinek a pontos szá-
mára vonatkozóan az alábbi megjegyzéseket tehetjük. 
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H a T ( a ) szigorúan pozitív operátor ().[а) > 0 ) , akkor ennek a számnak a meg-
határozására a 12°. állításban megfogalmazottnál egyszerűbb szabályt alkalmaz-
ha tunk , nevezetesen ez a szám megegyezik a (9. 3) a lakban fellépő negatív négyzetek 
számával, ahol a T operátor a (10. 2 ) peremfeltételeknek felel meg, {(px, (p2, •••, <Pr} 
pedig valamilyen bázis a (10. 7) rendszer azon megoldásainak a halmazában, amelyek 
eleget tesznek a T operátorhoz tartozó, csak az a végpontra vonatkozó összes fő 
peremfeltételnek. Ebben az esetben a (10. 2) peremérték-feladat negatív karakterisz-
tikus értékeinek a pontos számát még másképpen is meg lehet határozni, ti. a T 
operátor G(x, s) Green-függvénye segítségével (hacsak ez létezik, azaz > 0 ) . 
N e m nehéz megmutatni , hogy most ez a szám megegyezik nemcsak a (9. 18) a lakban, 
hanem az egyszerűbb 
n - l 
2 G j k (a , a ) J Ek j,k = 0 
alakban fellépő negatív négyzetek számával is. 
11. §. Az eddigi eredmények egy általánosítása 
Legyen <т(х) = a(x — 0) (aSxSb) növekedő függvény. Jelöljük L2(<r)-val 
mindazoknak az f ( x ) (a^x^b) komplex értékű függvényeknek a lineáris halmazát, 
amelyek a <r függvényre vonatkozóan mérhetők (<r-mérhetők) és amelyekre 
/ | / ( x ) | V < 7 ( x ) < ~ . 
a 
H a az L2(G)-beli / , g elemek skaláris szorzatát az 
( f , g ) = f f ( x ) g(x) do{x) 
a 
egyenlőséggel értelmezzük, akkor L2(cr) Hilbert-térré válik. 
Az összes korábbi meggondolásokat el lehet végezni úgy is, hogy L f a , b) 
helyett az L f a ) teret vesszük alapul, ekkor azonban а Г operá tor t az alábbi módon 
kell definiálni. 
Jelölje Ъ* azoknak az f f L f o ) függvényeknek a halmazát , amelyeknek az 
/ М (k = 0 ,1 , . . . , 2n — 1) kvázi-deriváltjai léteznek és abszolút folytonosak, amelyek-
hez továbbá található olyan h f L f a ) elem, hogy 
X X 
(11.1) f hda= f p j d x ( a ^ x s b). 
a a 
így a a(x)=x esetben (11. 1) mindkét oldalát differenciálva azt kapjuk, hogy 
h = / [ 2 " ] . H a a g függvény abszolút folytonos, 
X 
(11.2) <J (x) = f Q (x) dx (a S x ^ b), 
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akkor az (a, b) számközben majdnem mindenütt 
h = 1 / 1 « - ] . 
Q 
Nyilvánvaló, hogy m i n d e g y i k / £ X * elemnek csak egy olyan h függvény felel meg, 
amelyre teljesül a (11. 1) feltétel; legyen definícióképpen 
h = T*f. 
Ekkor nem nehéz megmutatni , hogy bármelyik g, //£L2(<T) elempárra érvényes lesz 
az (1. 8) Lagrange-féle azonosságot helyettesítő 
X 
(11.3) / С т у g - f W g ) d a ^ [ f , g] 
a 
azonosság. 
Mos t jelöljük X(F)-vel azoknak az / 6 Х * elemeknek a halmazát , amelyekre 
/ м (a) = / и ( b ) = 0 (к = 0 , 1 , . . . , 2 n - 1), 
és értelmezzük а T operátort a 
Tf=T*f (/€®(Г)) 
képlettel. Ekkor a (11.3) azonosság3 3 segítségével be lehet bizonyítani, hogy T 
hermitikus operátor az £2(<T) térben mindenütt sűrű T>(T) értelmezési ta r tománnyal 
és (2n, 2n) defektus-indexszel, Г* pedig a T operátor adjungál t ja . 
N e m nehéz megmutatni , hogy az ilyen módon definiált F operá torra az 1°—16°. 
állítások valamennyien érvényben maradnak , ha az / [ 2 " ] kifejezést mindenüt t , 
ahol előfordul, a T*f kifejezéssel helyettesítjük. 
Tekintsünk egy 
T * f - t f = 0, 
(11.4) 
Z « д / С " - 1 ] («) + Z ßjkf^Hb) = 0 (J = 1 , 2 , . . . , 2n) 
alakú önadjungál t peremérték-feladatot. Tegyük fel, hogy ha ebben a fe ladatban 
a F*/kifejezést az / [ 2 n ] kifejezéssel helyettesítjük, olyan peremérték-feladatot kapunk , 
amelynek a 0 szám nem karakterisztikus értéke, és legyen G(x, C) az ehhez a fel-
adathoz tar tozó Gree«-függvény. Ekkor kiderül, hogy a (11.4) peremérték-feladat 
ekvivalens a következő súlyozott integrálegyenlettel: 
m - i f G ( x , o / ( O M o = o. 
a 
Ebből nem nehéz levezetni (lásd [2], 1059. oldal), hogy a tett feltevés mellett a perem-
érték-feladat negatív karakterisztikus értékeinek a pontos száma nem függ a a(x) 
függvény megválasztásától. 
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 És az 1°. állítás felhasználásával, amely igaz marad, ha / [ 2 n I helyébe a T*f kifejezést írjuk. 
MTA III. Osztály Közleményei 19 (1969) 
1 8 8 M. g . k r e j n : a f é l i g k o r l á t o s h e r m i t i k u s o p e r á t o r o k e l m é l e t e é s a l k a l m a z á s a i (П) 
Megemlítjük még, hogy ha а и függvény abszolút folytonos és q = o', akkor 
a (11.4) peremérték-feladat a következő alakra hozható: 
/ м - ! < ? / = 0, 
1 « j k f l k ~ " (a) + 2ßjkflk~14b) = 0 ( j = 1 , 2 , . . . , « ) . 
к=1 к=Г 
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A Magyar Tudományos Akadémia III. (Matematikai és Fizikai) Osztályának Közleményei 
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III. Osztályának Közleményei. 
Budapest, V., Münnich Ferenc u. 7. 
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A Közlemények előfizetési ára kötetenként 60 forint. Belföldi megrendelések az Akadémiai 
Kiadó, Budapest, V., Alkotmány u. 21. Pénzforgalmi jelzőszámunk 215-11488, külföldi megren-
delések a „Kultúra" Könyv- és Hírlap Külkereskedelmi Vállalat, Budapest, I., Fő utca 32. (Ma-
gyar Nemzeti Bank egyszámlaszám: 43-790-057-181) útján eszközölhetők. 
A Magyar Tudományos Akadémia III. (Matematikai és Fizikai) Osztálya a következő idegen 
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1. Acta Mathematica Hungaricae, 
2. Acta Physica Hungaricae, 
3. Studia Scientiarum Mathemat icarum Hungarica. 
v a r g a o t t ó 
1 9 0 9 - 1 9 6 9 
1 9 6 9 . j ú n i u s 14-én, é le tének 6 0 . évében e l h u n y t V A R G A O T T Ó K o s s u t h - d í j a s , 
a M a g y a r T u d o m á n y o s A k a d é m i a r endes t a g j a , c. egye temi t a n á r , az M T A M a t e -
m a t i k a i K u t a t ó In t éze t ének t u d o m á n y o s f ő m u n k a t á r s a , a Szocia l i s ta M u n k á é r t 
É r d e m é r e m t u l a j d o n o s a . 
E l h u n y t á v a l é r zékeny veszteség é r te a m a g y a r és az egye t emes t u d o m á n y t , 
t a n í t v á n y a i t s m i n d a z o k a t , ak ike t m é g csak e z u t á n vezete t t v o l n a b e a t u d o m á n y o s 
k u t a t á s m ű h e l y t i t k a i b a , a m e l y n e k oly k ivá ló i smerő j e vol t . A g e o m e t r i a h a t á r a i n k o n 
messze tú l is neves műve lő j é t vesz í te t tük el b e n n e . M e g a l a p o z ó j a és veze tő je vo l t 
a m a g y a r d i f f e r enc i á lgeomet r i a i i sko l ának , m e g a l a p í t ó j a a P u b l i c a t i o n e s M a t h e -
m a t i c a e f o l y ó i r a t n a k . A K o s s u t h L a j o s T u d o m á n y e g y e t e m e n fe j t e t t k i k i m a g a s l ó 
t u d o m á n y o s tevékenysége t és o k t a t ó - n e v e l ő m u n k á t , m a j d a B u d a p e s t i M ű s z a k i 
E g y e t e m e n és az M T A M a t e m a t i k a i K u t a t ó In t éze t ében . T ö b b h a z a i t u d o m á n y o s 
tes tü le t m u n k á j á b a n vet t részt és t a g j a volt s z á m o s bel- és k ü l f ö l d i t u d o m á n y o s 
szerveze tnek . 
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A Közgyűlés alkalmából az osztályvezetőségek beszámoló ika t— a szokásoknak 
megfelelően — szóban és írásban terjesztik elő. A szóbeli beszámoló csak a legfon-
tosabbnak ítélt tudománypoli t ikai kérdéseket és az Osztály munká jának ál ta lánosabb 
érdeklődésre számot tar tó problémáit tárgyalja, az írásban előterjesztett és előre 
kiküldött jelentés pedig vázlatosan az elmúlt 3 évben elért főbb kutatási eredménye-
ket tartalmazza néhány számszerű adattal együtt.** A mostani kibővített osztály-
ülésen mind a szóbeli, mind pedig az írásbeli beszámoló együttesen kerül megvita-
tásra; ezért kérem, hogy a hozzászólások, illetőleg a vita során mindkét beszámolót 
szíveskedjenek figyelembe venni. 
Az Osztályhoz tartozó kutatások célja és feladatai 
A tudomány és technika egyre gyorsuló ütemű fejlődése már egymagában is 
újszerű követelményeket támaszt minden tudományágban a kutatással és á l ta lában 
a tudományos tevékenységgel szemben. Ehhez járult még a gazdálkodás irányítási 
rendszerének a megváltozása, amely az Osztályhoz tar tozó kuta tások vonatkozásá-
ban is elengedhetetlenné teszi mind a kutatási céloknak, mind a kutatásszervezés 
eddig kialakult rendszerének az alaposabb elemzését. Az új helyzetben egyrészt 
lényegesen növelni kell a kutatás hatékonyságát, másrészt pedig egy-egy témakörben 
a kutatás során feltárt új ismeretek olyan szintézisére kell törekedni, amely a termelés 
számára tudományosan megalapozott , a gyakorla tban megvalósítható konkré t 
segítséget nyújthat. Ebből azonban helytelen lenne mechanikusan arra következtetni, 
hogy az alkalmazott és az alapkutatások arányát intézményeinkben az előbbiek 
javára kell megváltoztatni; sokkal inkább az következik ebből, hogy az alap- és 
alkalmazott kuta tásoknak az eddiginél szorosabb összhangját kell biztosítani. Az 
Osztálynak és intézményeinek ezért az eddigieknél még nagyobb mértékben kell 
egyeztetnie az a lapkutatások tematikáját a gyakorlat időszerű igényeivel, és az erők 
jelentősebb részét olyan alapkutatási problémák megoldására kell fordítani , ame-
lyeknek területén a gyakorlat előreláthatóan leginkább fogja igényelni az objekt ív 
valóság eddiginél mélyebb és részletesebb ismeretét. Az alap- és alkalmazott , illetve 
a fejlesztési kutatások helyes arányát az egyes kutatási célok sajátosságainak meg-
felelően kell kialakítani, ami azt jelenti, hogy némely kutatási területen az alap-, 
a másik területen pedig az alkalmazott, illetve a fejlesztési kuta tások fokozo t t 
támogatása a célszerű. 
* Előadta BUDÓ ÁGOSTON akadémikus az 1969. május 6-i nyilvános osztályülésen. 
** Az írásban előterjesztett jelentést a MELLÉKLET tartalmazza. 
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A különböző határozatoknak azt az említett megállapítását, hogy szorosabb 
összhangot kell teremteni a társadalmi szükségletek és a tudományos tevékenység 
között, úgy valósithatjuk meg, ha a kutatási programok kidolgozásakor tudományo-
san elemezzük a szóban forgó kutatások feladatait, bizonyos vonatkozásokban 
az ipar helyzetét, egyes népgazdasági célkitűzéseket, és ennek az elemző munkának 
az alapján meghatározzuk azokat a csomópontokat, amelyek jövőbeni fejlődésünkre 
döntőek. Ilyen csomópontok meghatározására — mint az ismeretes — a legutóbbi 
időben a matematika egyes ágaiban, a szilárdtestfizika terén már sor került, de ezt 
a munkát kellő körültekintéssel és alapossággal tovább kell folytatnunk. 
A feladatok megoldása során alap-, alkalmazott és fejlesztési kutatómunkát is 
kell végezni, de nem kevésbé fontos a más országokban elért eredmények megismerése 
és adaptálása is. Nyilvánvaló ugyanis, hogy minden kérdésben csak saját kutatási 
eredményre támaszkodni nem lehet, és a nemzetközi tapasztalatok ismerete nélkülöz-
hetetlen. 
A matematikai, a fizikai és a csillagászati kutatások irányításának 
helyzete és feladatai 
Az Osztály a tudománypolitikai kérdések megoldásában a már évekkel ezelőtt 
kialakult szakbizottsági rendszerre támaszkodik. Ezek a testületek összefogják 
az Akadémia és a Művelődésügyi Minisztérium irányítása alatt működő kutató-
helyek és tanszékek vezető és fiatal kutatóit, s így tevékenységük hatása a III. Osztály 
közvetlen hatáskörébe tartozó kutatóintézeteknél szélesebb körben érvényesül, 
viszont nincs, vagy alig-alig van hatásuk a más tárcákhoz vagy főhatóságokhoz 
tartozó kutatóhelyekre. A kutatás terén a két legnagyobb volument képviselő irá-
nyító szerv — az MTA és a Művelődésügyi Minisztérium — munkájának összhangja 
szervezetileg is biztosított, és így a két főhatósághoz tartozó kutatóhelyeken az elvi 
irányítás egységessége megvalósítható. 
A tudomány rohamos fejlődése és e fejlődés társadalmi következményeinek fel-
ismerése egyebek között azt eredményezi, hogy a párt és a kormányszervek egyre 
intenzívebben foglalkoznak a tudomány fejlesztésére és irányítására vonatkozó 
kérdésekkel. Hazánkban is éppen most folyik az M S Z M P Központi Bizottságának 
irányításával egy igen széles körű vizsgálódás, amely ugyan még nem zárult le, de 
az már most is látszik, hogy a tudományszervezési és irányítási rendszernek az új 
követelményeknek jobban megfelelő átalakítása komplex reformot tesz szükségessé. 
Az Osztályvezetőség az elmúlt időszakban többször is foglalkozott időszerű 
tudománypolitikai, irányítási és szervezeti kérdésekkel. Ha az Osztályvezetőség 
e munkájával szemben kifogások emelhetők, az valószínűleg nem azért van, mert 
az Osztályvezetőség rosszabbul dolgozott, mint korábban, hanem mert a követel-
mények a kutatómunkával szemben nagyon megnövekedtek, és mert az Akadémia 
szervezeti keretei már nincsenek kellő összhangban az akadémiai kutatások jellegé-
vel, volumenével, az Akadémia 20 évvel ezelőtt kialakult szervezete korszerűsí-
tésre szorul. Éppen ezért jogos igény, hogy foglalkozni kell azzal, miként illeszthető 
hozzá az Akadémia szervezete a legmegfelelőbben társadalmunk jelenlegi struktúrá-
jához. 
Helyesnek látszik a vizsgálódásnak az a megállapítása, hogy az Akadémián belül 
a testületi és a szakigazgatási irányítás viszonyát felül kell vizsgálni. Ma még azonban 
nem egészen világos, hogy ennek a megvalósítása hogyan lenne optimális. Ezzel 
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kapcsolatban további, nagyon mélyreható eszmecserék és viták szükségesek. Egyet 
lehet érteni azzal a törekvéssel, hogy az Akadémián belül sor kerüljön a funkciók 
szétválasztására. Helyeselhető, hogy az Akadémia országos felelősséggel tartozzon 
bizonyos ügyekért — különösen gondolunk itt a tudományos utánpótlás és a minő-
sítés ügyére — az említett ügyek számát és körét azonban konkrétan és egyértelműen 
meg kell határozni, és a feladatok ellátásához a feltételeket biztosítani is kell. 
A kutatás szervezése és a kutatóhelyek helyzete 
Az Osztályvezetőség arra törekedett, hogy a kutatóhelyeken az új mechanizmus-
nak megfelelően érvényesüljön a nagyobb önállóság, a vezetők felelősségének egy-
idejű növekedésével. Az intézmények — amelyek erre feladatkörük és egyéb adott-
ságaik révén képesek — igyekeznek élni azzal a lehetőséggel, amelyet az új gazdál-
kodási rendszer nyújt a külső kutatási megrendelések terén. Az eddigi tapasztalatok 
e vonatkozásban jók, az új rendszer segíti a kutatási eredmények gyakorlati alkal-
mazását, illetve a gyakorlati igények érvényesülését a kutatási témák kialakításában. 
A kutatóhelyek nagyobb önállósága érvényesült a tekintetben is, hogy a kutatási 
témákat önállóan választották meg. Az új 3 éves kutatási tervek elkészítéséhez azon-
ban az Osztály több fontos területen tartalmi irányelveket adott az intézmények-
nek, különböző formában meghatározta néhány fontosabb kutatóhely kutatási 
tevékenységének főbb irányait. 
így például a Matematikai Bizottság és az Osztályvezetőség az utóbbi években 
többször is foglalkozott a Matematikai Kutató Intézetben folyó kutatások helyes 
arányainak a kialakításával. Ennek eredményeként az intézet új 3 éves terve öt 
fontos fő irányt jelölt meg, amely 21 témacsoportot tartalmaz. 
A KFKI Bizottság az elmúlt év elején igen alaposan elemezte a KFKI-Ъап foly-
tatott kutatásokat, és ezzel értékes segítséget nyújtott az új tudományos terv kiala-
kításához. 
A Szilárdtest fizikai Komplex Bizottság 1968-ban többször is foglalkozott a hazai 
félvezető kutatások helyzetével, és tervtanulmányt dolgozott ki a kutatások jövő-
beni feladataira vonatkozólag. Mindezek figyelembe vétettek a 3 éves kutatási 
tervek összeállításakor. 
A Magfizikai Albizottság irányításával a különböző intézményekben dolgozó 
hazai magfizikusok évenként 2—2 hetes nyári iskolán értékelik az elvégzett kutatá-
sokat, és megvitatják a feladatokat. Az így kialakított elképzelések, javaslatok 
tükröződnek a magfizikai kutatásokkal foglalkozó kutatóhelyek új 3 éves tudo-
mányos terveiben. Mindezeken túlmenően azonban fontos, hogy mielőbb megkez-
dődjék a hazai magfizikai kutatások perspektivikus tervének a kidolgozása és a jelen-
tősebb beruházási igények kialakítása. 
Ugyancsak nyári iskolák keretében került sor a hazai elméleti fizikai kutatások 
feladatainak a kijelölésére is. 
Az Osztályvezetőség — a bizottságok állásfoglalásaira támaszkodva — a kuta-
tási beszámolók és a 3 éves tervek értékelése során megvizsgálta, hogy a kutató-
helyek profilja helyesnek bizonyult-e, nincs-e szükség módosításra. 
Tekintettel arra, hogy az országos számítástechnikai programmal kapcsolatban 
még nem voltak teljesen tisztázhatók a K F K I Elektronikus Főosztályának és az inté-
zetben működő Elektronikus Fejlesztő és Kísérleti Mintagyártó Üzem nek a feladatai, 
ezt a problémakört az illetékesekkel együtt átvizsgálva, még ez év végéig új kutatási 
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tervet kell az említett kutatóhelyeknek készíteniök, ha lehetséges, hosszabb időszakra 
vonatkozóan is. A tervben tisztázni kell, hogy a két részlegnek milyen intézeten 
belüli feladatai vannak, és mit tudnak az országos számítástechnikai programban 
segíteni. 
Folyamatban van az MTA Kristályfizikai Tanszéki Kutató Csoport és az MTA 
Kristálynövesztési Tanszéki Kutató Csoport egyesítése, s ezért már most bizonyos 
intézkedések születtek az egyesítés utáni kutatóhely profiljának újbóli meghatáro-
zására vonatkozólag. Kívánatos, hogy ezt előzze meg a hazai kristályfizikai kutatások 
távlati tervének a kidolgozása. 
Szükséges, hogy az új, korszerű elektronikus számológép beszerzésével egyidőben 
a Számítástechnikai Központ feladatkörének újbóli meghatározására is sor kerül-
jön egyebek között annak érdekében is, hogy a számítástechnika területén a kutatások 
eredményeinek és a kidolgozott módszereknek az alkalmazása a többi tudományban 
a lehető legeredményesebb legyen. 
A kísérleti kutatásokkal foglalkozó munkahelyeken a berendezések, műszerek 
állományának az értéke erősen lecsökkent. A jelenlegi beruházási helyzetben még az 
egyszerű szinttartás sem biztosítható, holott a kutatómunka mostani színvonalon 
tartásához minimálisan a dinamikus szinttartás lenne szükséges, amely pedig még 
nem jelent fejlesztést. Ez az állapot rendkívül aggasztó, mert emiatt a hazai kísérleti 
kutatóbázis rohamosan kezd elavulni, korszerűtlenné válni. Az utóbbi években 
felnőtt egy intenzív tudományos munkára alkalmas kutatógárda, amely az említett 
okok miatt feladatát nem tudja megfelelően ellátni. Ez komoly politikai probléma is, 
nem beszélve arról, hogy ilyen körülmények között jelentős új tudományos ered-
mények nehezen születhetnek. Az Osztályvezetőség ezzel a nehéz kérdéssel behatóan 
foglalkozott, és hangsúlyozottan szorgalmazza az elmaradás 2—3 lépcsőben történő 
megszüntetését, mert ez kulcskérdés a kísérleti kutatásokhoz. Ezúton is felhívja 
az Osztályvezetőség az intézményeket arra, hogy az elmaradás felszámolására vonat-
kozó elgondolásaikat, javaslataikat dolgozzák ki. A megoldás előtt jól megalapozott, 
előremutató tudománypolitikai koncepciót kell kialakítanunk, meghatározva azokat 
a területeket, amelyeket esetleg más területek rovására is erősebben kell fejleszteni. 
Erősen összefügg ezekkel a kérdésekkel az is, hogy a jövőben új kutatóhelyeket 
csak nagyon körültekintő vizsgálódás után és csak igen indokolt esetben szabad 
létrehozni, mert új intézmények alapítása többek között azt is jelenti, hogy a meglevők 
anyagi ellátottságának a helyzete tovább romlik. 
Nagyon aktuális probléma a kutatómunka finanszírozási módjának a helyes 
megválasztása is. Egyes területeken — kísérletképpen — talán célszerű lenne meg-
kezdeni a feladat-finanszírozást, mert ez jobban lehetővé tenné, hogy az Akadémia 
valóban kiemelten kezeljen néhány fontos kutatást, és elősegíthetné a kutatói sze-
mélyi állomány túlzott megmerevedésének a feloldását is. 
Az Akadémia az Országos Tervhivatallal közösen — mint ismeretes — nagy 
teljesítményű elektronikus számológépet kíván beszerezni. A számológép beszer-
zésére és fogadására az előkészítő munkák megkezdődtek. A tudományos kutatá-
sokhoz a legkorszerűbb, a legjobban bevált és a megbízhatósági követelményeket 
messzemenően kielégítő géptípus beszerzése érdekében a számológépet gyártó 
nagyobb cégeknek csaknem mindegyikével folytak előzetes tárgyalások Budapesten, 
és ezt követően a múlt év októberében különböző nyugat-európai országokban 
az MTA — közelebbről az Osztály — és az Országos Tervhivatal közös delegációja 
a helyszínen tájékozódott az európai cégeknél, az amerikai cégek európai képviseletei-
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nél, továbbá a felhasználó intézményeknél. Gondot okoz a beszerzésben, hogy az 
eredetileg megvásárolni tervezett géptípusokra a cégek saját hatóságaiktól nem 
kapják meg a kiviteli engedélyt. Az Akadémia a maga részéről a számológép beszer-
zéséhez a szükséges összeget (egymillió dollár) a harmadik ötéves tervidőszakra 
jóváhagyott beruházási keretéből biztosítja. Az összeget eme tervidőszak alatt fel 
kell használni. Mindezen körülményeket figyelembe véve, az Elnökség a közelmúlt-
ban újból foglalkozott a számológép beszerzésének helyzetével, és elhatározta, hogy 
az embargó alá nem tartozó legnagyobb teljesítményű elektronikus számológépet 
kell megvásárolni. 
Az osztálytitkárság kérte az intézményeket, hogy a 3 éves beszámolók és tervek 
készítése során jelezzék véleményüket a jelenlegi beszámoltatási és tervezési rend-
szerre vonatkozólag. Több mint 50 véleményező szakember ugyancsak foglalkozott 
ezzel a kérdéssel, és az opponensi véleményekben állást foglaltak e tekintetben; 
kifejtették e vonatkozásban véleményüket a szaktestületek és az Osztályvezetőség is. 
A vélemények többsége szerint a kutatások tervezésének és ellenőrzésének a jelenlegi 
rendszere több vonatkozásban formális, és nem felel meg a kívánt céloknak. Nem 
szükséges és nem érdemes minden kutatást azonos módon és azonos energiával 
tervezni és ellenőrizni; bizonyos elméleti vizsgálatok, illetőleg bizonyos határnál 
kisebb anyagi ráfordítással folyó kutatások tervezése és ellenőrzése mellőzhető 
lenne, a nagy anyagi ráfordítással folyó vizsgálatok viszont az eddigieknél alapo-
sabban és tartalmasabban tervezendők és ellenőrizendők. Célszerű lenne tovább 
fejleszteni az opponensi rendszert oly módon is, hogy a felkért véleményezők díja-
zásban részesüljenek. Mindezek figyelembevételével indokoltnak látszik •— a tudo-
mányos kutatások irányításával kapcsolatban jelenleg folyó vizsgálat befejezése 
után — a mostaninál jobb beszámoltatási és tervezési rendszert kidolgozni. 
A különböző beszámolók és tervek megvitatása során a tudományos osztályok 
figyelemmel kísérik az akadémiai intézmények tevékenységét, és ezt különböző 
szempontokból — pl. kádermunka, nemzetközi kapcsolatok alakulása stb. — idő-
szakonként megtárgyalják más akadémiai szervek is. Az ilyen tárgyalások kétség-
telenül hasznosak, de pusztán ezek alapján még nem tekinthetők át az intézmények 
általános fejlődési tendenciái; a különböző oldalakról történő elkülönült vizsgálatok 
nem teszik lehetővé a teljes áttekintést és az átfogó értékelést. A tudományos fejlő-
dés általános menete és meggyorsulása azt is szükségessé teszi, hogy nagyobb idő-
szakokban összefüggően kerüljön megvizsgálásra az intézmények profilja, egész 
tudományos munkájuk iránya és jellege, szervezeti felépítése, olyan javaslatok 
kidolgozása érdekében, amelyeknek megvalósítása szinte ugrásszerűen előreviheti 
az egyes kutatóhelyek fejlődését. 
Az akadémiai intézetek általános megvizsgálása legutóbb 10 éve történt meg. 
Az Akadémia vezetősége részéről nemrég felmerült az a kívánság, hogy a közeljövőben 
ismét ilyen jellegű vizsgálatokra kerüljön sor. Ezeknek az 1970-ig befejezendő vizs-
gálatoknak a fő célja, hogy kellő mélységű tájékoztatást nyújtsanak az Elnökségnek 
és az osztályvezetőségeknek az intézeti hálózat általános állásáról, az egyes intéz-
mények helyzetéről, és módot adjanak esetleges intézkedésekre a munka megjavítását 
illetően. 
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Káderfejlesztés és káderutánpótlás 
A tudományos kutatás eredményességének legfőbb tényezője a kutató. Az előre-
haladás tehát nagyrészt azori múlik, hogy mennyire sikerül az egyes munkahelyekre 
a legalkalmasabb kutatókat kiválasztani és szakmai, ideológiai és politikai felkészült-
ségüket fejleszteni. 
Az Akadémia az intézetek tudományos színvonalának emelése érdekében egyre 
szigorúbb követelményeket támaszt a kutatói munkakörök betöltőivel szemben. 
Ezt szolgálja a személyi minősítés rendjének a közelmúltban történt szabályozása is, 
í> határozott időtartamra szóló kinevezési rendszer pedig egyes vezetői munkakörök-
kel kapcsolatban a vezetés megmerevedését hivatott kiküszöbölni. 
Intézkedések történtek a tekintetben is, hogy az akadémiai intézetek nagyobb 
szerepet vállaljanak a nem akadémiai munkahelyeken dolgozó szakemberek tudomá-
nyos továbbképzésében. Lehetőség van arra, hogy a vállalatoknál, üzemeknél dol-
gozó diplomás szakemberek akadémiai intézetekben 1—3 éves időtartamú tudo-
mányos továbbképzésben részesüljenek, vagy középiskolai tanárok részt vegyenek 
egyes konkrét tudományos feladatok megoldásában. 
A tudományos minősítéssel rendelkező kutatóink, oktatóink száma az elmúlt 
évben is tovább növekedett. 1968-ban 2 fő doktori, 18 fő pedig kandidátusi fokozatot 
szerzett. A helyzet tárgyilagos értékeléséhez azonban hozzátartozik annak a meg-
állapítása is, hogy a tudományos minősítésekkel kapcsolatban hosszabb távú tudo-
mány-irányítási politika jelenleg nemigen érvényesül. Az aspirantúrára való jelent-
kezés ötletszerű, általában véletlen tényezők által irányított folyamat, és túlzottan 
érvényesül a vizsga-centrikusság negatív jelensége is. 
A kutató munkája többek között csak akkor lehet eredményes, ha megfelelő 
számú és képességű, jói képzett technikus, műszerész és laboráns segíti a kísérletek, 
vizsgálatok elvégzését. A kutatási segéderők szerepét és jelentőségét a tudományos 
munkában nem lehet eléggé hangsúlyozni. Ennek ellenére káderpolitikánkban róluk 
gyakran megfeledkezünk, és ennek sajnálatos következménye a kutatásban is érez-
hető. Nem csupán arról van szó, hogy egy-egy kutatóra kevés kutatási segéderő 
jut, hanem megoldatlan a meglevők rendszeres képzése is. Emiatt azután olyan mun-
kát is gyakran magának a kutatónak kell elvégeznie, amely nem kíván magas szintű 
képzettséget, és így a kutató ideje elaprózódik. 
A kutatók képzettségét az egyetemi oktatás alapozza meg. Az egyetemi képzés 
világszerte időszerű problémáival most nem kívánunk foglalkozni, bár az Akadémiá-
nak feladata az egyetemi oktatás figyelemmel kísérése is. Egy kérdést emiitünk meg 
csupán. 
A Fizikai Bizottság a közelmúltban foglalkozott a fizikusképzés megindulása 
óta végzett fizikusok helyzetével. A vizsgálódás a fizikusképzés jellegére, a tovább-
képzés lehetőségeire, a fizikusoknak a népgazdaságban betöltött szerepére vonat-
kozott. A felmérés nem zárult le, de már az eddigiekből is megállapítható, hogy 
a fizikusképzés jelenlegi formája módosításra szorul; a képzést gyakorlatibbá kell 
tenni, jobban közelíteni kell az ipari problémákhoz. A hallgatókban idejekorán 
tudatosítani kell (már a felvételi vizsgán vagy az előre kiadott tájékoztatóban), 
hogy az egyetem elvégzése után az iparban igen fontos feladat vár rájuk. Ugyanakkor 
fontos meghallgatni az ipar vezető szakembereit is, hogy milyen igényt támasztanak 
a fizikusokkal szemben. Valószínűleg sokan ma még nem tudnak határozottan 
válaszolni e kérdésre, de éppen ezért fontos a kölcsönös tájékoztatás és eszmecsere. 
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Az Osztály javaslatára az Eötvös Loránd Fizikai Társulat a közelmúltban ipari 
szakemberek részvételével e témakörben ankétot rendezett, és ezt továbbiak fogják 
követni. 
Nemzetközi kapcsolataink 
A tudomány forradalmi fejlődésének tevékeny részesei csak akkor lehetünk, 
ha szinte napra készen ismerjük a tudomány legújabb eredményeit. Ehhez más orszá-
gok kutatóhelyeivel szorosabb, céltudatosabb együttműködésre van szükség, mint 
amilyen a közelmúltban is fennállt. Ma is természetesen változatlanul fontos és 
kívánatos, hogy nemzetközi kongresszusokon részt vegyünk, és szerepeljünk. 
Emellett azonban egyre nagyobb súlyt kell vetni arra, hogy a külföldi utak konkrét 
kutatási feladatok megoldását segítsék elő. Az Osztályvezetőség különös gonddal 
foglalkozott a kutatóhelyek beszámolóinak és terveinek tárgyalásakor azzal, hogy 
megvalósultak-e a külföldi együttműködésből adódó lehetőségek az intézmények 
tevékenységében, milyen mértékben teljesültek a nemzetközi egyezményekben vállalt 
kötelezettségek, a kutatóhelyi tervek tartalmazzák-e ezen kapcsolatok tovább-
fejlesztését. 
A Szovjetunió Tudományos Akadémiája az elmúlt év elején javaslatokat tett, 
hogy a magyar és a szovjet matematikai intézmények között az eddigieknél nagyobb 
mértékű együttműködés jöjjön létre. Az együttműködés továbbfejlesztésének elő-
készítése érdekében az elmúlt év októberében egy magyar matematikus delegáció 
utazott a Szovjetunióba. A tárgyalások során előzetes megállapodás született a tekin-
tetben, hogy különösen a következő területeken kívánatos szorgalmazni az együtt-
működést : 
klasszikus analízis és konstruktív függvénytan, 
funkcionálanalízis és alkalmazásai, 
valószínűségszámítás, matematikai statisztika, információelmélet és ezek alkal-
mazásai, 
numerikus matematika, 
operációkutatás és matematikai közgazdaságtan. 
A közös kutatások konkrét programjait a felsorolt témákban együttműködő 
szovjet és magyar kutatóintézmények dolgozzák ki. Ebből a célból ez évben témánként 
egy-egy szovjet, illetve magyar kutató kiküldésére kerül sor hazánkba, illetőleg 
a Szovjetunióba. Az együttműködés alapvető formái a kutatók kölcsönös tanul-
mányútjai és kétoldalú munkaértekezletek vagy szimpóziumok lesznek. így például 
1969 szeptemberében Magyarországon konstruktív függvénytannal, ugyanebben 
az évben pedig a Szovjetunióban valószínűségelmélettel és matematikai statisztikával 
foglalkozó közös tudományos tanácskozás megrendezésére kerül sor. 
A tárgyalások során mindkét fél hangsúlyozta azt a kívánságát, hogy a későbbiek-
ben célszerű lenne létrehozni egy közös matematikai intézetet a szocialista országok 
tudósainak részvételével. 
A szovjet—magyar matematikai együttműködés egyik fontos feladata a közös 
folyóiratkiadás. A magyar matematikus delegáció tagjainak szovjet kollégáikkal 
folytatott tárgyalásai eredményeként alakult ki az a vélemény, hogy egy közös mate-
matikai folyóirat kiadása igen hasznosan segítheti a két országban folyó kutatások 
összehangolását és egymás eredményeinek a megismerését. Különösen kívánatos 
közös folyóirat elindítása a matematikai statisztika és a valószínűségelmélet területén, 
mivel itt mindkét országban mind az alapkutatásokat, mind az alkalmazásokat 
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illetően viszonylag sokan dolgoznak eredményesen, és ilyen folyóirat még egyik 
országban sem került kiadásra. A tervek szerint a folyóirat 1970-től évente egy kötet-
ben, 4 számban jelennék meg, 30 ív terjedelemben. 
Az Osztály intenzíven bekapcsolódott a nemzetközi tudományos szervezetek 
munkájába. Különösen vonatkozik ez többek között a Nemzetközi Elméleti és 
Alkalmazott Fizikai Unió ban (1UPAP) végzett tevékenységünkre. Jelenleg az 1UPAP 
15 szakbizottsága közül 6-ban van magyar képviselő. E magyar képviselők révén 
és más módon is az Osztály kapcsolatot tart fenn az 1UPAP különböző központi 
és nemzeti szerveivel. Az I U P A P erkölcsi és anyagi támogatásával mi is rendezünk 
nemzetközi tanácskozásokat; az elmúlt évben a magspektroszkópia tárgykörében 
Debrecenben került sor nagy sikerű konferencia rendezésére, ez évben pedig Buda-
pesten lesz nemzetközi konferencia a kozmikus sugárzás köréből. A következő 
években három, az I U P A P égisze alatt tartandó tanácskozás szervezésére kerül sor 
hazánkban a heteroátmenetek, az akusztika és a fizikaoktatás tárgykörökben. 
Az Osztály az lUPAP-pal kapcsolatos tevékenységet egyezteti a szocialista országok 
megfelelő testületeivel. E szervek rendszeresen tájékoztatják egymást a tudományos 
rendezvényekről, a jövőbeni tervekről stb. 
Az MTESZ-hez tartozó Eötvös Loránd Fizikai Társulatnak a közelmúltban 
megalakult Európai Fizikai Társulathoz való csatlakozását több vonatkozásban 
az Osztály készítette elő. Az Európai Fizikai Társulat új nemzetközi szervezet, 
amely az elmúlt hónapban Firenzében rendezte meg alakuló közgyűlését; ezen 
az Osztály is képviseltette magát. A megalakult Társulat célkitűzése több vonat-
kozásban érinti a hazai szakfolyóiratokat, a nyári iskolákat, tanfolyamokat és a tudo-
mányos tanácskozásokat is, éppen ezért kívánatos, hogy az Osztály e tekintetben is 
szorosan együttműködjék az Eötvös Loránd Fizikai Társulattal. 
Jelenleg a nemzetközi kapcsolatok mennyiségi fokozására főleg pénzügyi okok 
miatt alig van lehetőség. Kívánatos volna többek között, hogy szocialista országok 
devizáját szolgálati útlevélre szabadon lehessen vásárolni, ez ugyanis lehetővé 
tenné a tudományos együttműködést fokozó találkozások gyors, bürokráciamentes 
lebonyolítását. A kapcsolatok javítását szolgálná magyar ösztöndíjak létesítése kül-
földi kutatók számára, továbbá a kölcsönös munkavállalási lehetőségek kiszélesítése. 
Tudományos életünk egyre nagyobb nemzetközi elismerését jelenti, hogy mind 
több nemzetközi tudományos szervezet óhajt hazánkban nagylétszámú tudományos 
tanácskozást rendezni, főleg a nyári hónapokban, az egyetemi oktatómunka szüneté-
ben. Egy idegenforgalmi rendelkezés folytán azonban a nyári hónapokban ilyen tárgyú 
tanácskozások szervezése nemigen lehetséges, holott a résztvevők az oktatási elfog-
laltság miatt csak az említett időszakban érnek rá. Ezért a szóban forgó idegenfor-
galmi rendelkezést mielőbb felül kellene vizsgálni. 
Az Osztály testületeinek tevékenysége 
Mint ismeretes, jelenlegi testületeink az 1967. évi Közgyűlés után szerveződtek 
újjá. Az újjászervezéskor arra törekedtünk, hogy e testületek munkájában a szak-
terület legkiválóbb képviselői mellett helyet kapjanak a fiatal tehetséges kutatók is, 
akik számára a bizottsági munka elősegíti a szakmai fejlődést, bővíti a látókört. 
A közelmúltban új munkabizottságok is létesültek. Nemrég kezdte meg munká-
ját a Számítástechnikai és Operációkutatási Albizottság, továbbá a Szoláris-Terriszt-
rikus Programok Albizottsága. 
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Bizottsági rendszerünk nagy előnye, hogy összefogja az Osztály — több esetben 
más akadémiai osztály — és a Művelődésügyi Minisztérium felügyelete alá tartozó 
tanszékek kutatóit és tudósait, és egyes bizottságok, különösen a Szilárdtestfizikai 
Komplex Bizottság munkájában több ipari szakember is részt vesz. Ugyancsak 
helyesnek bizonyult, hogy az államigazgatási szervek vezetői közül többeket felkér-
tünk a KFKI-Bizottságban való közreműködésre, ami főként a gyakorlatukat közel-
ről érintő kérdések megvitatását teszi eredményesebbé. 
A testületek többsége tevékeny kezdeményező munkát végzett. Több tudomány-
politikai, szakmai javaslatot tettek, hasznos tanácskozásokat szerveztek, és ezáltal 
hozzájárultak több vitás kérdés tisztázásához és egységes álláspont kialakításához. 
Segítséget nyújtottak továbbá az Osztályvezetőségnek az Akadémiai Kiadó gondozá-
sában megjelent munkák értékelésében, az éves könyvkiadási terv kialakításában. 
Igen nagy munkát végeztek a bizottságok a közelmúltban a 3 éves tudományos 
beszámolók és tervek értékelése és véleményezése során. A beszámolók és a tervek 
előzetes véleményezésére több mint 80 opponenst kértünk fel, ezek többsége a hely-
színen is meglátogatta a kutatóhelyeket. Több testület az ülését az intézményekben 
tartotta, és ott megtekintette az egyes munkahelyeket is. A bizottságok a jelenlegi 
beszámoltatási és tervezési rendszer adta lehetőségeken belül nagy gonddal és 
felelősséggel végezték munkájukat ; az üléseken élénk, túlnyomórészt szakmai viták 
alakultak ki, amelyek során hasznos javaslatok, tanácsok születtek. Különösen 
jó hatást keltett, hogy az üléseken a témacsoportok művelésében résztvevő kutatók 
közül is többen megjelentek. 
A kutatási eredmények hasznosítása 
A kutatási eredmények nyilvánvalóan csak akkor válhatnak termelőerővé, ha 
ismertté válnak, a gyakorlatban megvalósításra, használatba kerülnek. A használatba 
vétel gyorsasága hatványozottan növeli a kutatásra fordított kapacitás hatékony-
ságát. 
Ehhez a kérdéskörhöz tartozik annak az elemzése, hogy az új gazdasági mecha-
nizmus milyen hatást gyakorolt a kutatóhelyek témaválasztására. Intézményeink 
a lehetőségekhez képest törekedtek előtérbe helyezni azokat a feladatokat, amelyek-
nek a megoldása népgazdasági szempontból fontosnak, illetve perspektivikusan 
jelentősnek látszik. így például a KFKI-ban folyó szilárdtestfizikai kutatások az ipar 
egyik igen lényeges és gyors fejlődésben levő területét támasztják alá tudományos 
alapokkal, és nyitják meg a későbbi fejlődés lehetőségeit. Megélénkült a Matematikai 
Kutató Intézet tevékenysége is a konkrét alkalmazási problémák megoldásával 
kapcsolatban; a munkatársak számos megbízásos feladat megoldásával foglal-
koztak. A korábbi évekhez képest 1968-ban nagyobb számban fordultak az intézet-
hez olyan jellegű kérdésekkel, amelyek ténylegesen lehetővé teszik a tudományos 
felkészültség kiaknázását, és amely feladatok kapcsán nem a matematika valamilyen 
mechanikus alkalmazásáról van csak szó, hanem ténylegesen elmélyült kutatómunkát 
igénylő problémákról. Ez vonatkozik a Számítástechnikai Központ ilyen jellegű 
tevékenységére is. 
A kutatási eredmények ismertetését szolgálta az Osztály könyv- és folyóirat-
kiadási politikája is; ezenkívül a kutatási eredmények széles körű elterjesztése érde-
kében az Osztály tagjai és az intézetek munkatársai több cikket jelentettek meg 
a sajtóban, és számos előadást tartottak a televízióban és a rádióban egyaránt. 
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Könyv- és folyóiratkiadás 
Az Osztályvezetőség az elmúlt év szeptemberében foglalkozott az Osztály gondo-
zásában megjelenő folyóiratok tudományos és tudománypoli t ikai értékelésével. 
Megállapította, hogy a folyóiratok magas tudományos színvonalat képviselnek, 
megfelelően reprezentálják a hazánkban folyó matematikai és fizikai kuta tásokat , 
és megfelelnek azoknak a tudománypoli t ikai követelményeknek is, amelyeket az 
Akadémia a folyóirataival szemben támaszt. Állást foglalt az Osztályvezetőség 
a tekintetben is, hogy idegen nyelvű folyóiratainknál a jelenleginél túlmenően 
ú jabb szakosítás nem szükséges. A matematikai folyóiratoknál a szakosításnak 
egy formáját jelenti az, hogy a Studio Scientiarum Mathemalicarum Hungarica 
elsősorban alkalmazásokkal foglalkozó dolgozatok publikálására törekszik, továbbá 
— mint arról az előbbiekben tájékoztatást nyúj to t tunk — előreláthatóan sor kerül 
egy közös szovjet—magyar matematikai statisztikai és valószínűségelméleti tárgy-
körű folyóirat megindítására is. 
A folyóiratok szerkesztőségei jogot kaptak arra, hogy a hagyományos, terjede-
lem szerinti díjazásról minőségi elbírálás alapján differenciált szerzői-díjazásra tér-
hessenek át. Élve a lehetőségekkel, a Studia Scientiarum Mathematicarum Hungarica 
szerkesztősége a szerzői tiszteletdíjakkal a jövőben fakultatív módon kíván gazdál-
kodni. 
Foglalkozott az Osztályvezetőség az 1966-ban megjelent művek értékelésével is. 
Ennek során P É T E R R Ó Z S A : „Recursive Functions", R É N Y I A L F R É D : „Dialógusok 
a matematikáróГ, és a L Á N G L Á S Z L Ó szerkesztésében megjelenő „Ultraibolya színkép-
atlasz" című műveket emelte ki. 
Az Osztályvezetőség a Matematikai Bizottság javaslatára elhatározta, hogy 
ez évtől kezdődően az Akadémiai Kiadó keretében „Disquisitiones Mathematicae 
Hungaricae" címmel matematikai monográfia-sorozat kiadását indítja meg. A Mate-
matikai Bizottság határozza meg, hogy mely, már betervezett matematikai művek 
kerülhetnek be a monográfia-sorozatba. A sorozat, amely hazai szerzőktől származó, 
magyar vagy idegen nyelvű matematikai monográfiákat foglal majd magába, az 
Akadémia matematikai könyvsorozata lesz, és bizonyos értelemben képet fog adni 
a hazai matematikusok munkásságáról . 
Az Akadémia igyekszik elősegíteni a kritikai könyvismertetések megjelentetését 
és azok színvonalának emelését. Ennek érdekében évenként elnökségi nívódíjban 
részesíthetők a magyar szerzők müveiről megjelent kiemelkedő könyvkrit ikák írói, 
az Osztályvezetőség pedig az Osztály prémiumkeretéből — előre meg nem határozot t 
összegben és számban — ugyancsak évenként ju ta lomban részesíti a színvonalas 
krit ikák szerzőit. Ez utóbbi ju ta lmat ama kiváló könyvkrit ikák szerzői kaphat ják 
meg, akik az Akadémiai Kiadónál megjelent matematikai , fizikai vagy csillagászati 
művekről írták bírálatukat, függetlenül attól, hogy az Osztályhoz vagy a Társulathoz 
tartozó folyóiratokban jelent-e meg. Ez vonatkozik olyan esetekre is, amikor a szerző 
a bírálatot a matematikát , fizikát vagy a csillagászatot erősen felhasználó más tudo-
mányos művekről készíti, vagy amikor más tudományterületen dolgozó szerző 
jelentet meg az említett folyóiratokban kritikát, matematikai , fizikai és csillagászati 
művekről. 
Áttekintve az elmúlt időszak eredményeit és problémáit az ú j gazdaságirányítási 
rendszer szempontjából , megállapíthatjuk, hogy az új rendszer az Osztályhoz 
tartozó intézmények tevékenységére is serkentően hatot t , a régebbi merev gazdálko-
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dási keretek feloldódtak, és hatékonyabb ku ta tómunka lehetőségei bontakoztak ki. 
Még rövid idő telt el ahhoz, hogy a gazdaságirányítás új hatása részleteiben is érté-
kelhető lenne, a kezdeti eredmények azonban feljogosítanak arra, hogy bizakodva 
nézzünk a jövőbe. 
/ 
M E L L É K L E T 
A III. Matematikai és Fizikai Tudományok Osztályának tevékenysége 
A beszámoló az osztályhoz tartozó intézményekben és a szakterületileg ide-
tar tozó egyetemi tanszékeken az elmúlt három évben elért legfontosabb kutatási 
eredményeket és az osztály 1968. évi működéséről szóló rövid tájékoztatót tartal-
mazza. 
Matematikai kutatások 
Az 1966—68. években végzett kutatások kiemelkedőbb eredményeiről szóló 
beszámoló a matematika fejezetei szerinti tagozódásban készült. A beszámoló 
támaszkodik az egyes kuta tó intézmények hároméves munkabeszámolóira , az ezek-
kel kapcsolatos opponensi véleményekre, továbbá a Matematikai Bizottság értéke-
lésére. Természetesen a beszámoló még a kiemelkedő eredmények tekintetében sem 
mondha tó teljesnek. 
1. Vizsgálatok a matematika alapjai köréből 
A Matematikai Kutatóintézetben az igazságfüggvényekre vonatkozó eredmények 
első összefoglalása a világirodalomban Ádám András „Truth funct ions and the 
problem of their realisation by two-terminalgraphs" c. könyve. Egységes módszert 
sikerült kidolgozni a közönséges logikára vonatkozó megőrzési tételek bizonyítá-
sára. Eredmények születtek a megszámlálható s t rukrúrákra vonatkozólag. 
Az ELTE matematikai tanszékein az A L G O L 60 programozási nyelv tovább-
fejlesztésével kapcsolatban jelentős egy végtelen sok mondatszerkezetszabályt 
definiáló nyelv bevezetése. Az absztrakt halmazelméletben megoldást nyert В. Jonsson 
egy algebrai problémája . Megemlítendő a regresszív függvények elméletének általá-
nosítása, a modális logikákkal kapcsolatos vizsgálatok, valamint a logikai rendszerek 
valószínűségi modellstruktúrái fogalmának megalkotása. 
Az MTA Matematikai Logikai és Automataelméleti Tanszéki Kutatócsoportjánál 
jelentősek a regresszív függvények elméletében elért eredmények, valamint a ma jdnem 
diszjunkt halmazrendszerek fogalmának általánosítása terén végzett vizsgálatok. 
2. Algebrai vizsgálatok 
A Matematikai Kutatóintézetben főideálfélcsoportok s t ruktúrá jának véges test 
feletti hézagos pol inomok vizsgálatában, továbbá a gyűrű-, kategória-, radikál- és 
ideálelméleti kérdésekkel kapcsolatban elért eredmények jelentősek. 
Az ELTE matematikai tanszékein kiemelkedők a statisztikus csoportelméleti 
eredmények. 
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Az MTA Matematikai Logikai és Automataelméleti Tanszéki Kutatócsoportnál 
Gécseg Ferenc és Peák István „Az automaták algebrai elmélete" c. kéziratban 
elkészült monográfiája az automaták elméletében fellépő algebrai szempontból is 
érdekes kérdéskör első rendszeres tárgyalását tartalmazza. Jelentős a „csoport 
részcsoport-gráfja" fogalmának bevezetése. 
A KLTE Matematikai Intézeténél kiemelkedők az Artin-féle gyűrűkkel kap-
csolatos eredmények. 
3. Számelméleti vizsgálatok 
Az ELTE matematikai tanszékein megadtak egy a Riemann-féle prímszám-
formulával analóg, a binär Golbach-problémával kapcsolatos^ „pontos" formulát. 
Új típusú sűrűségtételeket találtak a zeta- és L-függvényekre. Újszerű eredményeket 
nyertek az oszthatósággal kapcsolatban értelmezett sorozatokra. Nemzetközi érdeklő-
dést váltott ki a körlap rácspontjaira vonatkozó eredmény. 
4. Vizsgálatok a klasszikus analízis köréből 
A Matematikai Kutatóintézetben Freud Géza „Orthogonale Polynome" с. 
monográfiája számos új eredményt tartalmaz az ortogonális polinomok elméletéből. 
Bizonyos „jól interpoláló" pontcsoportokról sikerült kimutatni, hogy azok egyben 
jó approximációs eljárást szolgáltatnak. Az ortogonális polinomok elmélete jól fel-
használhatónak bizonyult konvergens approximáló eljárások felépítésénél. 
Az interpolációs és (részben) a mechanikus quadratura eljárások konvergenciájá-
nak a Lebesgue-állandóval való kapcsolatát szinte minden részletében sikerült 
tisztázni. A racionális törtfüggvényekkel való approximációban sok függvényklasszis 
elemei egyenletes megközelítésére igen jó becslést sikerült adni, az eredmények egy 
részét általánosították végtelen intervallum és a komplex egységkör esetére. Az álta-
lános approximációval kapcsolatban a legjobb lineáris approximáció nagyságrend-
jével sikerült jellemezni bizonyos függvényklasszis elemeit. 
A komplex függvénytanban a hézagos Borel- és Abel-féle szummálhatósággal, 
a konform leképezések kerületi problémáival, valamint abszolút konvergens Fourier-
sorokkal kapcsolatban születtek szép eredmények. A multiplikatív számelméleti 
függvények vizsgálatára új analitikus módszert sikerült kidolgozni. 
Az MTA Analízis Tanszéki Kutató Csoportjában a Haar-kifejtések együtthatóira 
tovább nem finomítható becslést sikerült adni. A Fourier-sorok különböző szum-
mációinak (erős-, de la Vallée Poussin-, abszolút- stb.) konvergenciájára további 
strukturális feltételek adódtak. Az általános ortogonális sorok majdnem mindenütt 
való konvergenciájára újabb szükséges és elégséges feltételt adtak meg. Ortogonális 
függvényekből álló összeg részletösszegei felső burkolójának négyzetintegráljára 
minden eddiginél élesebb becslés adódott. Bizonyítást nyert, hogy bizonyos, az orto-
gonális sorok konvergenciaelméletében szerepet játszó Banach-féle sorozatterek 
reflexívek. Egy a valószínűségszámításban hasznos Takács-féle lemmát sikerült egy 
általánosabb mértékelméleti eredménnyé kiterjeszteni. 
Az ELTE matematikai tanszékein a valós függvénytanban a Dabroux-függ-
vényekkel kapcsolatban értek el kiemelkedő eredményeket. Eredményes vizsgálatok 
folytak egy függvény analitikus függvénnyel való transzformációjának a Fourier-sor 
konvergenciájára való hatásáról. Az ortogonális sorok elméletében a Haar- és 
Walsh-függvényekkel kapcsolatos eredmények különösen érdekesek. A racionális 
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approximációban a szakaszonként analitikus függvényekre vonatkozó eredmény 
a kutatások egész sorát indította el. 
A KLTE Matematikai Intézetében a valós függvények iterációelméletében sike-
rült véglegesen tisztázni egy bizonyos függvényosztályra vonatkozó iterációs eljárás 
érvényességi körét. 
A BME Vegyészmérnöki Kar Matematikai Tanszékén az ortogonális függvény-
sorokra elért eredmények nemzetközi viszonylatban is kiemelkedőek. 
A Miskolci Nehézipari Műszaki Egyetem Matematikai Tanszékén a függvény-
egyenletek és alkalmazásaik témakörben elért eredmények jelentősek. 
5. Vizsgálatok a funkcionálanalízisből 
A Matematikai Kutatóintézetben az indefinit metrikájú terek elméletében elért 
eredmények számottevőek, e témakörből monográfia készül. 
Az MTA Analízis Tanszéki Kutatócsoportjánál a véges Neumann-algebrákban 
konstruált centrum értékű harmonikus nyom fogalmát általánosították a Neumann-
algebrák végességének egy más irányú definíciója mellett. Szőkefalvi-Nagy Béla 
és C. Foias román matematikus „Analyse harmonique des opérateurs de l'espace 
de Hilbert" с. monográfiájában különösen új az operátor karakterisztikus függvénye 
reguláris faktorizációi és az operátor invariáns alterei közti kapcsolat elemzése, 
továbbá a gyenge kontrakciókkal foglalkozó, valamint az operátorok hasonlóságát 
tárgyaló rész. Kiemelkedő az operátorkommutánsok dilatációjára vonatkozó 
eredmény is. 
Az ELTE matematikai tanszékein említésre méltóak a Pontrjagin-féle maximum-
elvvel és a mátrixok által indukált /a-»/2 operátorokkal kapcsolatos kutatások. 
6. Vizsgálatok a differenciál- és integrálegyenletek elméletéből 
A Matematikai Kutatóintézetben eredményes volt a Mikusinski-féle operátor-
számítás alkalmazása integrálegyenletek megoldásában. A közönséges lineáris 
differenciálegyenlet megoldásainak aszimptotikus viselkedésére vonatkozó ered-
ményeket sikerült kiterjeszteni bizonyos nem-lineáris egyenletekre. A közönséges 
másodrendű egyenlet megoldásai gyökeinek elosztásaira ú j becslések adódtak. 
Az ELTE matematikai tanszékein a kutatások iránya a Laplace- és Poisson-
egyenletekre vonatkozó Dirichlet-feladatoknak a disztribúciók körében történő 
vizsgálata volt, és ezekben értek el új eredményeket. 
7. Geometriai vizsgálatok 
A Matematikai Kutatóintézetben a differenciálgeometriai vizsgálatoknál ki-
emelkedő a Riemann-geometria zérus görbületű tereinek síksávok által burkolt 
felületekként való jellemzése. Eredményes volt a mozgó n-é 1 módszerének a Finsler-
geometriára való alkalmazása. Megállapítást nyert egy alkalmas indikatrixú pseudo-
Minkowski-tér íveleme és a hozzá tartozó Hilbert-geometria metrikája közti össze-
függés. A diszkrét geometriával kapcsolatban kiemelkedő a körök és gömbök el-
helyezésére, körlefedésekre, a Dido-problémára, a sokszög oldalainak hatvány-
összegére és a gyakorlati alkalmazásokra vonatkozó eredmények. 
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Az MTA Analízis Tanszéki Kutatócsoportjában a differenciálgeometriai terek 
bizonyos speciális típusú ekvivalens variációproblémái alapfüggvényeinek össze-
függéseit, valamint az általános metrikus vonalelemterek ekvivalencia-feltételeit 
sikerült meghatározni. Az általános geometriai vizsgálatokkal kapcsolatban egyes 
elemi geometriai egyenlőtlenségeket sikerült általánosítani többdimenziós esetre. 
Az ELTE matematikai tanszékein kiemelendő a véges projektív sík bizonyos 
problémáinak tisztán geometriai módszerekkel történő megoldása, valamint a gömbi 
trigonometria folytonosságtól független felépítése. 
A KLTE Matematikai Intézetében a nem-euklideszi geometria körmodelljei 
teljes osztályozást nyertek. A pályák geometriája és ennek különböző metrikus 
geometriákban való realizációja kiemelkedő eredmény. 
8. Topológiai vizsgálatok 
A Matematikai Kutatóintézetben a topológiai eredmények a színtopogén terek 
elméletének további kiépítésére, a színtopogén struktúrával felruházott csoportok, 
a bővítéselmélet továbbfejlesztésére vonatkoznak. A gráfelméletben az irányított 
gráfok kromatikus számával, a kritikus gráfokkal, az irányított véletlen gráfokkal 
kapcsolatos eredmények kiemelkedőek. 
Az ELTE matematikai tanszékein eredményesen indultak a színtopogén (és 
általánosabb) struktúrával felruházott csoportok elméletére vonatkozó vizsgálatok. 
Általánosították a Wallman-féle, Freudenthal-féle stb. kompaktifikációk elméletét. 
Eredmények vannak a nagy számosságú diszkrét alterek létezésének, a számosság-
függvények Darboux-féle tulajdonságának, a tetszőleges számosságú diszkrét terek 
pontjai karaktereinek vizsgálatában is. A gráfelméletben extrém gráfok struktúrájá-
nak vizsgálata volt eredményes. 
9. Valószínííségszámítási, matematikai statisztikai és információelméleti 
vizsgálatok 
A Matematikai Kutatóintézetben új eredmények születtek a pontatlanul meg-
figyelt rekurrens folyamatok jellemzőinek egyetlen realizációból való meghatározá-
sára. További eredményeket sikerült elérni az egycsúcsos sűrűségfüggvények jellem-
zésével kapcsolatban. Sikeresen alkalmaztak valószínűségszámítási módszereket 
számelméleti, analízisbeli, kombinatorikai, gráfelméleti és geometriai problémák 
megoldásában. Az információelméletben számos új eredményre vezettek az eloszlások 
eltérésének információtípusú mértékszámaival kapcsolatos vizsgálatok. Az infor-
mációelmélet módszerei felhasználásra kerültek a matematikai statisztikában és 
a statisztikus fizika elméletében is. A statisztikai becslések és a próbák vizsgálatával 
kapcsolatban is számos szép eredmény született. A sztochasztikus kapcsolatok 
vizsgálatában több konkrét gyakorlati probléma nyert megoldást. A biometriai 
eredmények közvetlen felhasználásra kerültek az orvosi kutatásokban és a gyógy-
szergyártásban. 
Az ELTE matematikai tanszékein a nagy számok törvényének egy új alakját 
találták, amely alkalmazásra került a pontatlanul megfigyelt sztochasztikus folyama-
tok törvényszerűségeinek rekonstrukciójánál. Újabb eredmények születtek a véletlen 
tagszámú összegek határeloszlására vonatkozólag. A sztochasztikus folyamatok 
elméletében a homogén Poisson-folyamat egy új jellemzését adták meg. Sikeresen 
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alkalmaztak valószínűségszámítási módszereket a mátrixelméletben, geometriában, 
számelméletben és csoportelméletben. Az operációkutatás módszereit eredményesen 
alkalmazták több közgazdasági és ipari probléma megoldására. 
Az MTA Számítástechnikai Központjában kiemelkedőek a Gauss—Markov-
folyamat paramétereinek becslésére vonatkozó eredmények. Elektronikus számológép 
segítségével, csak a karakterisztikus függvényt ismerve, táblázatok készültek az illető 
paraméterekre vonatkozó adott szintű konfidencia-intervallumokra. Értékesek 
azok az eredmények, amelyek empirikus sűrűségfüggvény konvergenciájára vonat-
koznak, és amelyek a matematikai statisztikában fontos szerepet játszanak. 
+ KLTE Matematikai Intézetében kiemelkedőek az információelmélet alapjaira 
vonatkozó kutatási eredmények. 
10. Numerikus és gépi matematikai vizsgálatok 
A Matematikai Kutatóintézetben az elliptikus típusú parciális differenciálegyen-
letekkel kapcsolatban becsléseket adtak perem- és sajátérték feladatok véges dif-
ferencia módszerrel történő megoldására. Különböző eloszlásokból vett véletlenszám-
generátort terveztek és azt ICT 1905 elektronikus számológépre programozták. 
Újabb eredmények születtek az egész értékű programozás elméletében és gyakor-
latában (telepítési, termelésszervezési stb. feladatokra). Algoritmust dolgoztak ki 
a fix költséges lineáris programozási feladatra. A kidolgozott véletlen ütemezési 
szállításokra szolgáló készletmodell a népgazdaság több ágában került felhaszná-
lásra. Eredményesen foglalkoztak közgazdasági idősorok spektrálelemzésével is. 
Az ELTE matematikai tanszékein a Lagrange- és trigonometrikus interpoláció 
hibájára sikerült nem javítható becslést találni. Eredményes munka folyt a differen-
ciálegyenletek közelítő megoldása terén is. 
Az MTA Számítástechnikai Központjában értékes eredmények vannak nume-
rikus módszerek területén a stabilitás szempontjából jó algoritmusok kidolgozásá-
ban, elsősorban differenciálegyenletek területén. 
Igen fontosak a gazdasági intézkedések hatásának elemzéséhez szükséges 
kidolgozott szimulációs programok. A számológépes nyelvészetnek a műszaki 
tudományos gyakorlatban való alkalmazása szempontjából vannak értékes ered-
ményei. Igen eredményesek voltak a központ által más intézményekkel való kap-
csolatai során megoldott gyakorlati vonatkozású feladatok. 
A KFKI Matematikai Főosztályán különösen kiemelkedőek a számítástechnika 
területén elért eredmények. A numerikus analízisben és rendszer-programozásban 
új módszerek kidolgozására került sor. 
11. Matematikai didaktika és a matematika története 
A Matematikai Kutatóintézetben átdolgozták a speciális matematika tantervű 
osztályok számára készült tantervet. Sikeresen működtek közre az általános iskolai 
alsó tagozatos komplex tanítási módszer továbbfejlesztésében. A görög matematika 
történetével kapcsolatban monográfia készül. Élemezték Leibniz, Descartes és 
Fermât munkásságát. 
Az ELTE matematikai tanszékein kiemelkedő eredmény „Az analízis elemeinek 
tanítása a középiskolában" című tanári segédkönyv, mely iránt külföldön is érdek-
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lődés mutatkozott. Ki kell emelni azt is, hogy az új középiskolai matematika tan-
könyv és tanári segédkönyv sorozat megírása országos fontosságú munka volt. 
Jelentős az a munka is, amelyet a Módszertani Csoport a tanárok reformtanterv-
tanítására való felkészítésében végzett. 
Fizikai kutatások 
7. Szilárdtestfizikai kutatások 
A KFKI Szilárdtestfizikai Laboratóriumának tevékenységét a mágneses fázis-
átalakulások tanulmányozása jellemezte, és ezen a területen született a legtöbb 
nemzetközi színvonalú tudományos megállapítás és felismerés. 1966—67-ben a mág-
neses jelenségeket sokféle modellanyagon vizsgálták a laboratóriumban alapössze-
függések feltárása és új anyagféleségek előállítása céljából. A laboratórium szerző-
dést kötött a Csepel Vas- és Fémművel lágy mágneses anyagok kutatására, és ennek 
keretében vizsgálta a mágneses hőkezelések hatását a mágneses paraméterekre. 
Ez a tevékenység igen hasznosnak bizonyult, mert lehetővé tette az adott területen 
a tudomány világszínvonalú fejlesztését, és egyben hozzájárult az alapkutatás, alkal-
mazott kutatás, fejlesztés és termelés közötti kapcsolatok megerősödéséhez. 
A laboratóriumban sikerült világviszonylatban is először a virtuális magnón 
nívók létezését közvetlenül igazolni. Az igazolás vas és nikkel alapú híg ötvözetek-
ben inkoherens neutronszórás kísérletekkel történt. — Neutrondiffrakciós és 
klasszikus módszerekkel sikerült kimutatni, hogy az elsőrendű mágneses fázis-
átalakulásoknál döntő szerepe van a kicserélődési kölcsönhatás távolság-függésé-
nek. — Ugyancsak kiemelkedő eredmény az N M R spektroszkópia felhasználása 
a fémekben levő szennyezések kölcsönhatásainak tanulmányozására. Mérési mód-
szert dolgoztak ki a töltéseffektus és lokalizált momentum miatt fellépő spinsűrűség 
perturbáció szétválasztására. így sikerült meghatározni a réz alapú híg ötvözetekben 
a szennyezés körüli többlet vezetési elektron sűrűséget. — Az elméleti munkák közül 
elsősorban a paramágneses szennyezéseket tartalmazó alagút diódák karakterisz-
tikájának magyarázatára kidolgozott, nemzetközileg is nagy érdeklődést keltő 
elméletet kell kiemelni. Értékesek az antiferromágnesség elméletében és az átmeneti 
fémek sávszerkezetének számításában elért eredmények is. — Ki kell emelni a hideg-
technika területén elért eredményeket, amelyek most már biztosítják az egyes fizikai 
mérések elvégzését néhány °K hőmérsékleten, és ezzel hazánkban több évtizedes 
lémaradást sikerült végre megszüntetni. Kezdeményezések születtek arra vonatkozólag, 
hogy a híg ötvözetek vizsgálata során a laboratórium mint modellanyagot az alumí-
niumot vegye figyelembe. A hazai nagyütemű alumínium félkész- és készárugyártás 
fejlődésével az alumínium megfelelő színvonalú felhasználási területének kialakításá-
hoz a fém fizikai tulajdonságairól, az egyes szennyező atomok szerepéről széles 
körű alapinformációk megszerzése szükséges. A laboratórium ezen a területen igen 
értékes segítséget nyújthat a hazai alumíniumiparnak. 
A szegedi József Attila Tudományegyetem Kísérleti Fizikai Intézetében működő 
MTA Lumineszcencia és Félvezető Tanszéki Kutatócsoportban folyó lumineszcencia-
kutatások terén az értékes elméleti felismerések mellett ipari szempontból hasznos 
eredmény a nagy fényutat biztosító cella, mely igen híg oldatok lumineszcencia- és 
abszorpciós-vizsgálatait teszi lehetővé. — A kristályfoszforok kutatása során két 
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területen említésre méltó eredményt sikerült elérni, egyrészt fényporok fluoreszcen-
ciájával kapcsolatban, másrészt az üvegporok reflexiós színképeinek vizsgálata 
területén. — Hazánkban egyedül ez a csoport foglalkozik a Ge félvezető-elektrolit 
rendszer vizsgálatával. A félvezetők felületi tulajdonságainak kutatása mellett jelen-
tős eredmények születtek a félvezetők optikája terén is, így pl. sikerült meghatározni 
a V 2 0 5 kristályok optikai állandóit, és ennek kapcsán kidolgoztak egy új mérési 
eljárást, amely alkalmas vékony egykristályok abszorpciós tényezőjének, valamint 
törésmutatójának a meghatározására, csupán a transzmissziós színkép felvételével. 
A G a P kristályok optikai vizsgálatai során kimutatták a vezetési sáv minimumánál 
magasabban fekvő lokális nívók létezését. 
A budapesti Orvostudományi Egyetem Biofizikai Intézetében működő MTA 
Kristályfizikai Tanszéki Kutatócsoportban többek között az OH-mentesen növesz-
tett, majd kálciummal szennyezett alkalihalogenid egykristályokban X-sugárzással 
keltett, defektelektronokat tartalmazó kristályhibákat (V-típusú centrumok) tanul-
mányozták, A különböző kísérleti körülmények között felvett abszorpciós és ESR 
spektrumok, valamint az ion-és fotonvezetés, továbbá a színeződés dózisfüggésének, 
a glow görbéknek stb. vizsgálata révén tisztázták a KCl(Ca) és NaCl(Ca) rend-
szerekben magasabb hőmérsékleteken (200—300 °K) stabilis centrumfajták alap-
vető tulajdonságait. Tisztázták továbbá egyes centrumok felépítését is, mások szer-
kezetére vonatkozólag pedig modelleket javasoltak. Vizsgálataikhoz, általuk kidol-
gozott módszerekkel, extrém tisztaságú alapanyagokat állítottak elő. 
A budapesti Műszaki Egyetem Kísérleti Fizikai Intézetében működő MTA 
Kristálynövesztési Tanszéki Kutatócsoportban a kristályok növekedése terén külö-
nösen két területen értek el eredményeket. Egyrészt az alkalihalogenid kristályoknak 
oldatból való növekedése során a növekedési sebesség ingadozásának méréséből 
újabb, az eddiginél pontosabb adatokat sikerült kapni a Gyulai-féle határréteg 
koncentrációeloszlására vonatkozólag. Másrészt a NaCl tűkristályokkal végzett 
kísérletek során — amelyek a szennyezés hatásának a tisztázásra vonatkoztak — 
azt találták, hogy azok az ionok, amelyek a makroszkópos kristályok növekedését 
gyorsítják, gátolják a tűkristályok kialakulását. Ez utóbbi eredmény azért is fon-
tos, mert lehetővé teszi a maratás mechanizmusának az értelmezését. •— Eredmé-
nyes munka folyt a kristályhibák kutatása terén is. Ebben a vonatkozásban a tű-
kristályok elektromos vezetőképesség-mérését, a szennyezések beépülését a tűkris-
tályokba, valamint a Gyulai-féle nyomáseffektussal kapcsolatos újabb eredmé-
nyeket kell kiemelni. Jelentős megállapítás, hogy a tűkristályok csavarása után 
az elektromos vezetőképesség aktivációs energiája megváltozik. 
Az ELTE Kísérleti Fizikai Tanszékén az egykristályok röntgendiffrakciós szer-
kezetvizsgálata, továbbá a fázisátalakulások és a hőkezelés után egyensúlyra vezető 
folyamatok vizsgálata — fémekben és ötvözetekben — terén értek el eredményeket. 
Kiemelkedőek azok a felismerések, amelyek a rendezett rácsú szilárd oldatok ren-
deződési folyamatának megismerésére irányuló kutatásokban, valamint az f. с. c. 
fémek képlékenységével kapcsolatban születtek. 
Az ELTE Atomfizikai Tanszékén sikeresen alkalmazták a rezonanciamódszereket 
szilárdtestek vizsgálatára a Mössbauer-effektus segítségével; így pl. igen értékes 
eredményeket értek el a viszont-koordináció jelenségének, a szubsztitúciónak 
és a ligandumcserének a központi vasmagra gyakorolt hatásának tanulmányozásában. 
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2. Magfizikai kutatások 
Az atommagfizika ma az egyik legköltségesebb tudományág; fő irányainak 
műveléséhez drága gyorsítók és mérőberendezések szükségesek. A másik fontos 
sajátossága a kísérleti kutatás jelenlegi helyzetének, hogy az iparilag fejlett országok 
fizikusai mindezeket a felszereléseket készen kapják. A nagy biztonsággal működő, 
erősen automatizált műszerek rövid idő alatt összegyűjtik a mérési anyagot, így 
ezek a kutatók idejük túlnyomó részét a mérések tervezésére és a mérési ered-
mények kiértékelésére használhatják. — Világos, hogy ebben az irányban a kisebb 
gazdasági erővel rendelkező országok — ide értve hazánkat is — nem verseny-
képesek. A kisebb gyorsítóberendezések alacsony energiája már önmagában is 
határt szab, kijelöli azt a területet, amelyen egyáltalán lehetséges dolgozni. A meg-
felelő ipari háttér hiánya pedig a magyar kutatókat is arra kényszeríti, hogy idejük 
jelentős részét technikai jellegű problémák megoldására fordítsák. így a kis országok 
magfizikusai általában csak olyan mérések elvégzésére vállalkozhatnak, amelyek sok 
közvetlen kutatói munkaidőt igényelnek. Egy másik kutatási irány, ahol viszonylag 
kevés anyagi befektetéssel is nagyobb remény lehet eredmények elérésére, a mag-
fizikai módszerek alkalmazása a határ- és egyéb tudományok problémáinak a meg-
oldására. Itt azonban alapfeltétele az eredményességnek, hogy a lehetséges témák 
igen nagy számából az kerüljön kiválasztásra, amelyben megfelelő — a rokon tudo-
mányágat képviselő — együttműködő partnereket lehet találni. 
Az Atommagkutató Intézet a hazai lehetőségeket reálisan értékelve választotta 
meg működési területeit. Itt elsősorban a béta- és gamma-spektroszkópiai csoport 
tevékenységére utalunk. A jól választott téma lehetővé tette, hogy a szerényebb 
műszerezettség ellenére is komoly nemzetközi visszhangot kiváltó eredményeket 
érjenek el. E csoport munkájának elismerését mutatja, hogy Magyarországon 
(Debrecenben) került megrendezésre 1968-ban a „Conference on the Electron 
Capture and Higher Order Process" tárgykörű nemzetközi konferencia. — A gyors-
neutronokkal létrehozott magreakciókat vizsgáló csoport szintén eredményesen 
dolgozott. — A töltött részecskékkel létrehozott magreakciók vizsgálata terén lehet 
találkozni leginkább a problémákkal. Ez érthető, hiszen ezen a területen a csoport 
rendelkezésére álló kaszkád generátor semmiképpen sem tekinthető modern kutatási 
eszköznek, így a csoport munkájára az adottságoknak megfelelő téma és módszer 
keresése volt jellemző. Jelentős haladás volt e területen a szilárdtest nyomdetektorok 
technikájának a kifejlesztése és mérésekben való alkalmazása. Úgy tűnik, hogy ez 
a lényegében háttérmentes detektálást biztosító technika lehetővé teszi, hogy nemzet-
közi érdeklődésre számottartó eredményeket érjenek el. — Az 5 MeV-os Van de 
Graaf generátor építésével kapcsolatban helyes volt, hogy a külföldi gyorsítók 
tanulmányozása mellett önálló kutatásokat is folytattak az intézetben a gyorsító 
optimális méretezésére vonatkozóan. Igen örvendetes, hogy szoros kapcsolat alakult 
ki az A T O M K I és a K F K I gyorsítóépítői között. — A nukleáris elektronika fej-
lesztése terén elért eredmények közül a félvezető detektorokhoz csatlakozó elektronika 
kifejlesztése a legjelentősebb. — Külön kiemelendő, hogy sikeresen folytatódtak 
a magfizikai és radioaktív módszerek alkalmazásai más tudományágakban. Jelen-
tős eredmény annak a felismerése, hogy a nyomelemek a tőzeg humuszsavakon 
megkötődnek. 
A KFKI Magfizikai Főosztályán a kutatás fő irányai a magreakció és a mag-
spektroszkópiai vizsgálatok voltak, ideszámítva a gyorsneutron-spektroszkópiát 
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és a maghasadási jelenségek tanulmányozását is. — Az elért eredmények közül 
jelentős az izobár analóg rezonanciák vizsgálata több atommagon. Meghatározták 
a Coulomb-gerjesztéssel létrehozott magállapotok giromágneses faktorait a vas-fém 
ötvözetek belső mágneses terének a felhasználásával. — A Mössbauer-effektus 
alkalmazásával szilárdtestfizikai eredményeket értek el; megállapították az effektus 
hőmérsékletfüggését 119Sn és 161Dy ionok lefagyasztott vizes oldatában, és cáfolták 
a Goldanszki—Karjagin-effektus jelenlétét a FeCo3-ban. — Kimutatták, hogy 
neutronok uránon való rugalmas szórásának differenciális hatáskeresztmetszetében 
semmiféle kisszögű anomália nem jelentkezik. — Mind értékben, mind pedig relatív 
mennyiségben ugyancsak kiemelkednek az elméleti magfizikai vizsgálatok, amelyek 
részben a magreakció mechanizmusára, részben a magstruktúrára vonatkoznak. — 
Egy sor értékes insztrumentális eredmény is született, így pl. az ionforrásokra és 
az elektrosztatikus lencsékre vonatkozólag. A kutatások koncentráltan, jól szer-
vezetten folytak, és nagy gondot fordítottak arra, hogy a fejlesztési munkák — pl. 
a gyorsítóknál —- lehetőleg párhuzamosan történjenek a fizikai kutatásokkal. Az 
elért eredmények és módszerek alkalmazásra kerültek más tudományágakban és 
a gyakorlatban is. Igen örvendetes az aktív elméleti munka, amely ugyan a kísér-
letekhez kapcsolódott, de mégis önállóan folyt. 
Az Izotóp Intézetben egyrészt az igen fontos precíziós aktivitás mérési feladatokat 
és izotóptisztasági vizsgálatokat oldották meg sokoldalúan és eredményesen, más-
részt az intézet birtokában levő több kilocuries gamma sugárforrásokkal magfizikai 
szempontból is sok érdekes mérést végeztek. Kiemelendő eredmény az extrém 
nagy — kilocuries feletti — gamma sugárforrások aktivitásának mérése a magfoto-
effektus alapján kidolgozott módszerrel. 
A debreceni Kossuth Lajos Tudományegyetem Kísérleti Fizikai Intézetében 
végzett kutatások közül kiemelkedőek az (n, tölött részecske) reakciókkal végzett 
vizsgálatsorozat és az (n, 2n) folyamatok fluktuációinak tömegszám függésére 
vonatkozó eredmények. 
3. Héjfizikai kutatások 
A KFKI-ban a Fizikai Optikai Laboratóriumban folyó kutatások fő célkitűzése 
a fizikai alapkérdések vizsgálata volt. Eredményes munka folyt a nagy intenzitású 
fény és anyag, továbbá az atomi sugárzási folyamatok és atomok kölcsönhatásainak, 
valamint a laserek gyakorlati alkalmazása terén. Az alapkutatások közül a leg-
kiemelkedőbbek a fémek felületén fellépő nem-lineáris elektronemisszióval kap-
csolatos vizsgálatok eredményei. A laboratórium munkatársai a kutatási témák 
vizsgálatának kísérleti feltételeit viszonylag rövid idő alatt magas nívón oldották 
meg, viszont az elméleti munka tekintetében még bizonyos kívánnivalók vannak, 
így pl. célszerű lenne a molekulák, ill. a tomok közötti energiaátadás értelmezése 
céljából nemzetközi kooperációt kialakítani a minszki kutatóintézettel. — Gyakor-
lati szempontból igen jelentős a hélium-neon laserek hazai gyártásának előkészítése. 
Kívánatos a terveken bizonyos mértékben túlmenően is — a laboratórium tevékeny-
ségét a laserek fejlesztése és esetleg azok előállítása tekintetében fokozni. Erre azért 
van szükség, mert pillanatnyilag ugyan a laboratórium e téren folytatott eredményes 
munkája folytán előnyös helyzetben van, ugyanakkor azonban az országban lema-
radás mutatkozik; a lasereket több kutatóhely szeretné használni, és az ipari fel-
használás is perspektivikusnak mutatkozik. 
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Az Elméleti Fizikai Kutatócsoportban világviszonylatban is magas színvonalú, 
eredményes, sokoldalú kutatómunka folyt, és ennek során számos kiemelkedő ered-
mény született. Tovább tökéletesítették a korábban bevezetett nagy jelentőségű 
pszeudopotenciál-módszert, így az eddigieknél pontosabb kifejezéseket sikerült 
bevezetni az egyrészecske hullámfüggvények ortogonalitását helyettesítő taszító 
potenciálokra és a kicserélődési potenciálra is. Sor került a pszeudopotenciálok 
több alkalmazására, így pl. tökéletesítették a főkvantumszám szerint csoportosított 
atommodellt. Általánosították a statisztikus atommodellt paramágneses atomok 
leírására, amely lehetővé teszi a mágneses momentum sűrűségeloszlásának meg-
határozását is. Ezek az eredmények igen nagy jelentőségűek a szilárdtestfizikai 
alkalmazások szempontjából is. — Kidolgozták a „soft-core"-os kétnukleon kölcsön-
hatáson alapuló statisztikus modellt, amelyet a neutroncsillagok szerkezetének 
vizsgálatára alkalmaztak. Szeparálható kétnukleon kölcsönhatás segítségével meg-
határozták a teljes kötési energiát, a szimmetria- és a párenergiát, mint a nukleon-
sűrűségek függvényét. — Igen lényeges új energiaösszefüggések feltárására került 
sor a semleges atomok elméletében, melyeknek segítségével egy új atommodellt 
állítottak fel. — Tovább fejlesztették az erősen ortogonális többrészecskefüggvények 
módszerét. Az új módszerben lényegesen javul a perturbációszámítás második 
közelítése a közönséges perturbációszámításhoz képest. Ennek segítségével számítá-
sokat végeztek a transzbutadien molekula elektronjai korrelációs energiájára, 
melynek eredménye jobb a más módszerekkel számítottaknál. — Kidolgozták 
az „unrestricted self-consistent-fied" módszert a könnyű magokra. 
A szegedi József Attila Tudományegyetem Kísérleti Fizikai Tanszékén működő 
MTA Lumineszcencia és Félvezető Tanszéki Kutatócsoportban folyó molekuláris 
lumineszcenciavizsgálatok során a kutatók mind kísérleti, mind pedig elméleti 
téren lényeges tudományos felismerésekre jutottak. Kiemelkedőek a lumineszcencia-
hatásfok terén elért eredmények, amelyek nagy nemzetközi érdeklődést váltottak ki. 
A csoport kidolgozott egy, az igen gyengén abszorbeáló közegek abszorpciós, 
lumineszcencia-emissziós és fluorometriás vizsgálatára szolgáló eljárást, és meg-
konstruálta az e célra alkalmas berendezést, amelynek fontos gyakorlati alkalmazási 
lehetősége van. 
Az ELTE Elméleti Fizikai Tanszékén működő MTA Elméleti Fizikai Tanszéki 
Kutatócsoportban igen értékes eredmények születtek a fizikai soktestprobléma 
vizsgálata során. A folytonos fázisátmenetek és a szuperfolyékonyság elmélete 
körében a sokrészecske-rendszerek kritikus hőmérséklet körüli viselkedését tanul-
mányozták és ennek keretében a dinamikus skála-törvények felállítására került 
sor, amelyek új irányt jelentettek a fázisátalakulások napjainkban igen széles kör-
ben vizsgált témájában. A kidolgozott elméletet a kísérletek igazolták és a felállított 
skála-törvényeket azóta különböző fizikai rendszerekre általánosították. — Sike-
resen alkalmazták a magfizikai soktestprobléma elméleti módszereit maganyagra 
és véges magokra. Tanulmányozták az atommagok szintsűrűségének meghatározását 
félklasszikus és kvantummechanikai módszerekkel és ennek során rámutattak az 
atommagok kötési energiája és a szilárdtestek kohéziós energiája közötti párhuzamra. 
Alkalmazták a Bardeen—Cooper—Schriefifer-elméletet az atommagok szintsűrűségé-
nek a meghatározására, és a véges részecskeszámnak megfelelő korrekciókat vezettek 
be. Ennek keretében meghatározták az atommagok felületi; szimmetria- és átrende-
zési energiáját. Az eredményeket a neutroncsillagok energiájának és relatív pröton-
számának meghatározására is alkalmazták. A plazmafizika és magnetohidro-
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dinamika terén végzett kutatások eredményei közül kiemelkedő az örvénytételek 
kiterjesztése a relativisztikus folyadékokra vonatkozóan. 
+ debreceni Kossuth Lajos Tudományegyetem Elméleti Fizikai Intézetében széles 
körű vizsgálatokat végeztek az elméleti atom- és molekulafizika terén. Az elért 
eredmények közül kiemelkedőek az atomok legmélyebben fekvő s, p, d, f állapotai-
ban az egyelektron energiáknak és hullámfüggvényeknek a meghatározása az uni-
verzális potenciál segítségével a periódusos rendszer valamennyi elemére, valamint 
a Hollmann—Feynmann-tétel alkalmazásában elért eredmények. 
A szegedi József Attila Tudományegyetem Elméleti Fizikai Intézetében végzett 
kutatások közül jelentősebbek a komplex ionoknál fontos d" elektron konfigurációk 
felhasadásának vizsgálata, a sűrűségoperátor klaszter kifejtése; a természetes spin-
pályákkal leírt állapotban az elektronkorreláció értelmezése és a hidrogénmolekula 
ls> 4S, + s állapotaira vonatkozó számítások. 
+ miskolci Nehézipari Műszaki Egyetem Fizikai Tanszékén a plazmafizika 
témakörben szép eredmények születtek, de kívánatos lenne, hogy e kutatások a jövő-
ben ne csak elméleti téren folyjanak. 
4. Nagyenergiájú és az elemi részek fizikájával 
kapcsolatos kutatások 
A KFKI-ban folyó nagyenergiájú fizikai kutatások az intézet legaktuálisabb 
alapkutatásai közé tartoznak. A kozmikus sugárzási vizsgálatokkal nőttek ki, 
és átterjedtek külföldön készített fotoemulziós és buborékkamrás felvételek feldol-
gozására. így lehetővé vált, hogy magyar kutatók —- ha szerényebb eszközökkel is — 
olyan időszerű kutatásokat folytathassanak, amelyeket általában csak egy-két nagy 
kutatócentrum végezhet. — Világviszonylatban is kiemelkedőek a Regge-pólusok 
klasszifikációjával és konspirációs elméletével kapcsolatos eredmények. A Regge-
szekvenciók felfedezése jelentős részben a KFKI-ban dolgozó kutatók eredménye. 
A nagyenergiájú fizikában ez a felismerés tekinthető világviszonylatban az utóbbi 
2—3 esztendő legjelentősebb, legtöbbet ígérő sikerének. A nagyenergiájú fizikában 
nagyon erős a verseny, és valószínű, hogy az erős iram az erők további koncentrá-
lását kívánja majd meg. Ebben az esetben az automatizált buborékkamrás méréseket, 
az analitikus S-mátrixra vonatkozó elméleti vizsgálatokat és a kozmikus sugárzás 
űrkutatási vonatkozású kutatásait kell előtérbe helyezni. Kiemelkedőek továbbá 
az áramalgebrai módszerek alkalmazásainak területén elért eredmények, a vektor-
bozonos kölcsönhatásokkal kapcsolatos vizsgálatok, valamint a kozmikus sugárzás 
modulációs effektusainak kísérleti technikájára vonatkozó kutatások. 
Az ELTE Elméleti Fizikai Tanszékein működő MTA Elméleti Fizikai Tan-
széki Kutatócsoportban az elemi részek fizikai sajátosságainak a vizsgálata térelméleti 
és csoportelméleti módszerekkel igen magas színvonalon folyt. Kiemelkedőek a Föld 
szerkezetének neutrínók által történő meghatározásával kapcsolatos vizsgálatok, 
a csoportelmélet részecskefizikai alkalmazásai területén végzett kutatások, az áram-
algebrai módszerekkel nyert összefüggések, a szuperfolyékonyság, az atommag-
szerkezet elméletében, a nukleáris asztrofizikában elért eredmények, valamint a Lee-
modellel s a spontán szimmetriasértéssel kapcsolatos vizsgálatok. 
Az Elméleti Fizikai Kutatócsoportban értékes munka folyt az elemi részek 
nem-lineáris elmélete terén; ennek keretében a Bethe—Salpeter-típusú egyenleteket 
vizsgálták. A vizsgálatok fő feladata alkalmas közelítő módszerek keresése. A vizs-
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gálatok során variációs módszereket dolgoztak ki az egyenletek numerikus meg-
oldása céljából kötött állapotok esetén. 
A szegedi József Attila Tudományegyetem Elméleti Fizikai Intézetében az izo-
transzformációk geometriai értelmezése céljából vizsgálták az izotér geometriai 
szerkezetét, és megmutatták, hogy ez a geometriai struktúra a Yukawa-féle bilokális 
térelméletnek felel meg, és a relativisztikus fázistér geometriai hátteréül szolgálhat. 
Általánosították továbbá Noether-tételét. 
5. Spektroszkópiai kutatások 
A budapesti Műszaki Egyetem Atomfizikai Tanszékén 1949 óta folyik a két-
atomos molekulák szerkezeti vizsgálata színképük segítségével. Ennek eredménye-
ként a kétatomos molekulák színképének rotációs szerkezetéről elkészült egy angol 
nyelvű monográfia, amelyben számos fontos, merőben új elméleti eredmény is 
publikálásra került. 
Az egri Tanárképző Főiskola Fizikai Tanszékén а kétatomos molekulák emissziós 
és abszorpciós színképének vizsgálatát folytatták; ennek keretében sikerült egy olyan 
emissziós fényforrást építeni, amellyel az alkálihidridek ultraibolya sávrendszerei 
lefényképezhetők. 
6. Az osztályhoz tartozó fizikai intézményekben folytatott 
más kutatások 
A KFKI-ban a magkémiai kutatások terén az izotópkémiai vizsgálatok kereté-
ben elsősorban a radiokémiával foglalkoztak: így tanulmányozták többek között 
a 125-1 izotóp célanyaga, XeF2 hidrolízisének sebességét a rendszer pH-jának függ-
vényében. Módszer kidolgozására került sor az extrém nagy tisztaságú cérium cso-
portú ritkaföldfém-készítmények előállítására vonatkozólag. — Külön kiemelendők 
a nukleáris analitikai kémiai kutatások és szolgáltatások terén elért eredmények. 
A Magkémiai Főosztály, mint az országban folyó aktivációs analitikai bázisintéz-
mény, széleskörűen kifejlesztette ezt a területet. Neutrongenerátor alkalmazásával 
eljárást dolgoztak ki az acélok oxigéntartalmának meghatározására, amely 1967-ben 
a Dunai Vasműben bevezetésre is került. Gyártásközi ellenőrzésre és adagvezér-
lésre alkalmazzák e világviszonylatban is úttörőnek tekinthető eljárást. Igen korszerű, 
sorozatelemzésre is alkalmas módszereket dolgoztak ki a híradástechnikai ipar 
számára. Ezek közül kiemelendő a félvezető szilícium nyomszennyezőinek meg-
határozására szolgáló roncsolásmentes eljárás, amely alkalmas arra, hogy évi több 
száz elemzés elvégezhető legyen az Egyesült Izzólámpa és Villamossági Rt. és más 
vállalatok igényeinek megfelelően. — Fokozódtak az utóbbi években a biológiai 
minták aktivációs analitikai vizsgálatai. Az orvosokkal folytatott együttműködés 
is megfelelő visszhangra talált. Különösen eredményesnek tekinthetők a szilikózis 
megbetegedések diagnosztizálását jelentősen megkönnyítő módszereik, amelyek 
szilícium, alumínium és foszfor egyidejű meghatározását teszik lehetővé a nyirok-
mirigyben. — A Főosztály munkájának eredményességét nagymértékben fokozza 
az a követendő helyes arány, ami az elméleti jellegű — alapkutatás — és a közvetlen 
népgazdasági hasznosítást eredményező kutatás között fennáll; a szolid tudományos 
eredmények és a közvetlen szolgáltatások harmonikusan egészítik ki egymást. 
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A reaktorfizikai és technikai kutatások terén a K F K I munkája hozzáilleszkedett 
a hazai igényekhez, programja a szovjet és más szocialista országok hasonló jellegű 
intézeteinek programjával összehangoltan került végrehajtásra, és tudományosan 
és műszakilag megalapozott volt. Külön ki kell emelni a reaktor rekonstrukciója 
kapcsán végzett színvonalas tudományos és műszaki tervező munkát . Ehhez kap-
csolódik a reaktor megbízható üzemvitele, valamint az ezek során gyűjtött üzemel-
tetési tapasztalatok sora is. A Reaktorfizikai Főosztály — megfelelő együttműködést 
alakítva ki a villamosenergia-iparral— az elmúlt időszakban megteremtette annak 
a tudományos bázisnak az alapját, amely lehetővé teszi az atomerőmű építésével 
kapcsolatosan felmerülő és hazai kutatást igénylő munkák elvégzését. Ezt a tudomá-
nyos bázist elsősorban az az elméleti és kísérleti tevékenység képezi, amely a kutató-
reaktor megépítése utáni időszakban a KFKI-ban tervezett és épített zéróreaktorok 
köré csoportosul. A beszámolási időszak korábbi fázisában a reaktortechnikai 
kutatási tevékenység fő célkitűzése ugyan az organikus moderátorú reaktorokkal 
volt kapcsolatban, azonban a főosztály a hazai szükségleteket időben felismerte és 
megkezdte programjának olyan módosítását, amely a következő periódusban a hazai 
atomenergetikai program megalapozásával szorosabb kapcsolatban lesz, és olyan 
kutatásokra állt át, amelyek az atomerőművek korszerű és gazdaságos üzemvitelét 
segítik elő. A főosztályon olyan szakemberképzés is történt, melyet majd az atom-
erőmű létesítésének előkészítése kapcsán a népgazdaság hasznosítani tud. A hazai 
atomenergetikai fejlesztéssel szoros kapcsolatban álló témákon kívül a főosztály 
fenntartja és fejleszti azt a kutatási tevékenységet is, amely a reaktorfizika alapkérdé-
seit érinti és ezek tekintetében az obnyinszki Fizikai-energetikai Intézettel közösen 
megállapodott kutatási programon dolgozik. — A főosztály tudományos munkájának 
színvonala jó. E kérdés megítélésénél számításba kell venni azt is, hogy e területen 
nemzetközi viszonylatban is jelentős eredményeket csak igen nagy költségráfor-
dítással lehet biztosítani. Ezeknek hazánkban nem volt meg a lehetősége és ezért 
a célkitűzéseket is az anyagi lehetőséggel összhangban kellett megállapítani. A kutatá-
sok így egyes részterületekre szorítkozhattak, amelyekben az elért eredmények azon-
ban kielégítőek. 
A K F K I Elektronikus Főosztálya az elmúlt időszakban helyesen választotta meg 
elektronikus kutatási témáit. Az elért eredmények a célkitűzéseknek megfeleltek, 
sőt azokon bizonyos mértékig továbbléptek, a most kialakuló országos számítás-
technikai program keretében. A főosztály korábban egy kifejezetten nukleáris adat-
feldolgozó építését vette tervbe, ez a munka azonban logikusan tovább folyt egy 
sokoldalúan alkalmazható törpegép irányában. Hasonló módon egészségesen szé-
lesült ki az intézeten belüli elektronikus tevékenység olyan alkalmazási irányokba, 
amelyeket az elért kutatási eredmények könnyen lehetővé tettek, de már nem szorosan 
a fizikai kutatások profiljához tartoznak. A főosztály és az E F K Ü jelenleg az ország 
egyik legerősebb elektronikus kutatásfejlesztési bázisa, szilárd alap a hazai elektro-
nikus számológépgyártási program fontos feladatainak a megvalósításában. Rend-
kívül pozitívnak kell értékelni az EFKÜ-vel — amely önfenntartó — kapcsolatban 
azt, hogy a KFKI tudományos eredményeinek népgazdasági hasznosítását a kísér-
leti gyártás mélységéig is elvitte. Ez az intézeten belül bizonyos technológiai kultúrát 
is eredményezett. Ez a technológiai kultúra adta meg azt a lehetőséget, hogy az Elekt-
ronikus Főosztályon elektronikus számológéphez hasonló bonyolult berendezések 
kifejlesztésére is sor kerülhetett. A kutatóhely tudományos színvonala jó. A T Á K l 
mellett a legjobban felszerelt, a legnagyobb hagyományokkal rendelkező kutatás-
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fejlesztési központ. Bár a főosztály és az E F K Ü publikációs és disszertációs tevé-
kenysége nem üti meg a hagyományos akadémiai mértéket, ez nem annyira az ottani 
munka színvonalát jellemzi, mint inkább a hasonló jellegű munkák értékelési prob-
lémáira vet fényt. — Az eredmények közül kettő különösen kiemelkedő; az egyik 
a TPA gép megépítése, a másik pedig az olyan elektronikus berendezésépítési 
tapasztalat felgyülemlése, amelyre az országos programokban a továbbiakban 
szilárdan lehet építeni. — Jelenleg veszélyek mutatkoznak olyan tekintetben, hogy 
a felszerelés dinamikus fejlesztésére a kutatóhelynek nem lesz elegendő anyagi 
eszköze. 
Jelentős biofizikai kutatások folytak a szegedi József Attila Tudományegyetem 
Kísérleti Fizikai Intézetében működő MTA Lumineszcencia és Félvezető Tanszéki 
Kutatócsoportban és a Budapesti Orvostudományi Egyetem Biofizikai Intézetében 
működő MTA Kristályfizikai Tanszéki Kutatócsoportban. 
A szegedi csoportban értékes felismerésekhez jutottak a modellrendszerekben 
végzett fizikai kutatások során. így pl. magyarázatot szolgáltattak az alacsony 
viszkozitású oldószerekben magas festékkoncentrációk esetén fellépő repolarizációra, 
és megjelölték a fluoreszcencia depolarizációját, kvantitatíve leíró modellek érvényes-
ségi határait. E munkák a klorofill emissziós spektrumának hőmérsékleti és kon-
centrációs változatainak értelmezése céljából igen jelentősek, mivel a klorofill 
irodalomban tapasztalható empirikus tárgyalásmódtól eltérő kvantitatív szemléletet 
nyújtanak. A biológiai rendszerek fluoreszcenciájának tanulmányozása során 
több új eredményhez jutottak. 
A budapesti csoportban egyes fizikai és kémiai ágensek által kiváltott struktúra-
és funkcióváltozások kutatásával foglalkoztak. A vizsgálatok egyszerű biológiai 
rendszerekre és biológiailag fontos makromolekulákra vonatkoztak. Kiemelendők 
a T7 fágok UV inaktivációs dózishatásgörbéinek menetére vonatkozó megállapí-
tásaik. A görbék kvantitatív értelmezésére kidolgozott eljárásuk lehetőséget nyújt 
az inaktivációs és reaktivációs folyamatok eseménysűrűségének, valamint egy DNS 
molekulán belül a sérthető helyek számának meghatározására. 
Intenzív tudománytörténeti vizsgálatok folytak a budapesti Műszaki Egyetem 
Kísérleti Fizikai Intézetében működő M T A Kristálynövesztési Tanszéki Kutató-
csoportban. Különösképpen kiemelendő az az igyekezet, ahogyan a feltárt tudomány-
történeti tények alapján a kutatók segítséget kívánnak nyújtani a most folyó fizikai 
és kémiai kutatások szellemének alakításához és a tudomány világnézeti szerepének 
tisztázásához. 
Több intézményben szakdidaktikai kutatások is folytak. A szegedi József 
Attila Tudományegyetem Kísérleti Fizikai Intézetében működő MTA Lumineszcencia 
és Félvezető Tanszéki Kutatócsoportban vannak a jelenlegi felfogásban művelt 
fizikai szakmódszertannak a legrégibb hagyományai. A szegedi szakmódszertani 
iskola jelentős munkát végzett a fizikaoktatás korszerűsítése érdekében. Kiemelkedő 
a gimnáziumok II. osztálya számára írt új szerkezetű könyv és a Csoport által 
tervezett, jelenleg gyártás alatt levő eszközkészlettel kapcsolatos munka. — Az 
ELTE Kísérleti Fizikai Intézetében többek között 4 középiskolai tankönyv készült el 
szakosított és nem szakosított tantervű osztályok számára. E korszerű munkák 
az oktatás színvonalát igen nagy mértékben javítják. — A debreceni Kossuth Lajos 
Tudományegyetem Alkalmazott Fizikai Intézetében kiemelkedőek voltak a tanuló-
kísérletezéssel kapcsolatos munkák. 
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Csillagászati kutatások 
A Csillagvizsgáló Intézetben elért kutatási eredmények a kutatóhely működésé-
nek magas színvonalát bizonyítják. Kiemelkedőek a változócsillagok kutatásával 
kapcsolatos eremények, a mesterséges holdak megfigyelésein alapuló légsűrűség-
változás vizsgálatok és a szupernova-kutatások. — A Blashko-effektus vizsgálatában 
sikerült 4 új szekundér periódus, valamint az ezzel kapcsolatos változások megálla-
pítása. Tovább fejlesztették az effektus magyarázatára vonatkozó korábbi elgondo-
lásaikat. — A periódusváltozásokra az általuk 1965-ben kidolgozott módszereket 
alkalmazták különböző típusú változócsillagokra. Az 1968-ban Budapesten tartott 
nemzetközi változócsillag-kollokviumra a periodikus változócsillagokban mutat-
kozó irregularitásokra olyan elképzelést dolgoztak ki, amelyek összefüggésbe hozzák 
az irregularitásokat a magnetohidrodinamikai jelenségekkel. — Az asiagoi csillagdá-
ban nyert színképfelvételek alapján érdekes eredmények adódtak a Béta Canis 
Maioris típusú változócsillagok tengelyforgására. Kiderült, hogy erős rotáció is 
előfordult ezeknél a csillagoknál. — A szupernóva-felfedezésekben, különösen 
1968-ban, a nemzetközi program keretében működő európai csillagdák közül a mát-
rai obszervatórium volt a legeredményesebb. 1966-ban 1, 1967-ben 1, 1968-ban 4, 
1969 elején pedig 2 szupernóvát sikerült felfedezni. — Sikerült elérni a nemzetközi 
mértéket a mátrai állomás új 50 cm-es teleszkópjához készült kétcsatornás poli-
méterrel végzett polarizációs mérésekben. Nehézséget okoz a kutatásokban az a körül-
mény, hogy a hazai csillagászat felszerelése lassanként a szomszédos kis államokéhoz 
viszonyítva is teljesen jelentéktelen lesz. Bulgária, Csehszlovákia, Lengyelország és 
Ausztria csillagászai mind lehetőséget kaptak az utóbbi években másfél-két méteres 
tükör-teleszkópok beszerzésére, nálunk a legnagyobb méret még mindig csak 60 cm. 
A Nemzetközi Csillagászati Unió 1968 szeptemberében Budapesten rendezte meg 
4. változócsillag kollokviumát „Nem-periodikus jelenségek változócsillagokban" 
címmel. 
A Napfizikai Obszervatórium a mostoha körülmények ellenére jelentős, nemzet-
közileg is elismert eredményeket ért el, amely főképp annak köszönhető, hogy 
erőiket egy-két témára koncentrálták, és kiterjedten alkalmazták a statisztikus 
feldolgozási módszereket. Az intézet vezetőjének a nyugat—keleti aszimmetria magya-
rázatára vonatkozó elgondolásai nagy figyelmet kaptak a témára vonatkozó kül-
földi referátumokban. 
Az eredmények nemzetközi elismerését jelzi az is, hogy a Nemzetközi Csillagá-
szati Unió a nemzetközi napfizikai szimpóziumát 1967 szeptemberében hazánkban 
rendezte meg. 
Kívánatos lenne az obszervatórium alapvető helyiség- és műszerproblémáinak 
mielőbbi megoldása. 
A testületek tevékenysége 
A testületek rendszeresen foglalkoztak a hozzájuk tartozó kutatóhelyek éves 
beszámolójelentéseivel, illetőleg a hároméves jelentésekkel és tudományos tervekkel; 
az illető tudományág belföldi és nemzetközi kapcsolataival ; könyv- és folyóiratkiadási 
ügyekkel; egyetemi tanári és docensi pályázatok véleményezésével; a tudományok 
doktora fokozatra pályázók tudományos munkásságának értékelésével; akadémiai 
díjakra és elnöki jutalmakra vonatkozó javaslatokkal. Eme rendszeresen visszatérő 
feladatokon kívül a testületek a következő lényegesebb kérdésekkel foglalkoztak: 
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Osztályvezetőség 
Az osztályvezetőség az intézmények előterjesztése alapján megvitatta a negyedik 
ötéves terv beruházásaira vonatkozó igényeket, és azokat rangsorolva, javaslatot 
tett az Akadémia Elnökségének. Több alkalommal foglalkozott a Számítástechnikai 
központ részére beszerzendő elektronikus számológép problémájával, azonban 
a folyamatban levő tárgyalásokra való tekintettel végleges álláspontját még nem 
alakította ki. A bizottságok előterjesztése alapján elvégezte az osztály gondozásában 
megjelenő folyóiratok tudományos és tudománypolitikai értékelését az 1963—1967. 
évekre vonatkozóan. Megállapította, hogy az osztályhoz tartozó folyóiratok magas 
tudományos színvonalat képviselnek, és megfelelően reprezentálják a hazánkban 
folyó matematikai és fizikai kutatásokat. A folyóiratok szakosítását nem tartja 
szükségesnek. Ugyancsak a bizottságok előterjesztése alapján értékelte az osztály 
és az Elnökség gondozásában 1966-ban megjelent matematikai és fizikai könyveket. 
A megjelent könyvek közül mint kiválóakat kiemelte Péter Rózsa: „Recursive 
Functions" és Rényi Alfréd: „Dialógusok a matematikáról" című munkáját, 
valamint a Láng László szerkesztésében megjelenő Ultraibolya színképatlaszt. 
Az osztályvezetőség javaslatára a Magyar Tudományos Akadémia, az Eötvös 
Loránd Tudományegyetem és a MTESZ illetékes egyesületei Eötvös Loránd halálá-
nak 50. évfordulója alkalmából ünnepi ülésszak megrendezését határozták el. 
Az ülésszak megrendezésére 1969. április 17-én került sor. 
Matematikai Bizottság 
A Matematikai Bizottság kezdeményezésére matematikusokból álló delegáció 
utazott a Szovjetunióba, hogy a magyar és szovjet matematikusok együttműködésének 
továbbfejlesztéséről tárgyaljon. A megbeszélések eredményeként megállapodást 
írtak alá közös kutatási témákról, egy közös matematikai statisztikai folyóirat 
megindítására vonatkozó javaslatról, valamint közös tudományos tanácskozások 
megtartásáról. Az első közös rendezvény a konstruktív függvénytani kollokvium 
lesz, amelyre 1969-ben kerül sor Magyarországon. A bizottság elemezte eddigi 
könyvkiadási tevékenységét, és megállapította, hogy az egészében véve eredményes 
volt. Ugyanakkor határozatot hozott egy matematikai monográfia-sorozat meg-
indításáról a következő címmel: Disquisitiones Mathematicae Hungaricae. A bizott-
ság értékelte az osztály gondozásában megjelenő matematikai folyóiratokat, és 
elhatározta a magyar matematikai folyóiratok szerkesztői közös értekezletének meg-
tartását a szerkesztéssel kapcsolatos közös elvek és gyakorlat egyeztetése érdekében. 
Fizikai Bizottság 
A Fizikai Bizottság megvitatta és értékelte a fizikai kutatásokkal foglalkozó 
testületek tevékenységét és egyes konkrét problémákkal kapcsolatban állásfoglalást 
alakított ki. Több alkalommal foglalkozott a bizottság a hazai fizikusképzés problé-
máival. Kérdőívek szétküldésével viszonylag széles körben felmérést végzett az elmúlt 
8—10 évben végzett hallgatók körében. A bizottság elhatározta, hogy a felmérést 
kiegészíti, többek között kikéri az ipari intézmények vezetőinek véleményét is, és 
javasolta, hogy megfelelő előkészítés után erről a problémáról az Eötvös Loránd 
Fizikai Társulat rendezzen ankétot. Javasolta továbbá, hogy a felmérés és az ankét 
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eredményei alapján egy vitaindító cikk jelenjék meg a Fizikai Szemlében. A bizottság 
javasolta az osztályvezetőségnek az MTA Kristályfizikai Tanszéki Kutatócsoport-
jából és az MTA Kristálynövekedési Tanszéki Kutatócsoportjából egy munkaközös-
ség létrehozását, amely intenzívebb tudományos munkát tesz majd lehetővé. 
A Szilárdtestfizikai Komplex Bizottság — amely a III. és VI. osztály közös 
testülete — megvitatta a kristályfizikai kutatások hazai helyzetét, valamint a hazai 
elektronikus számológép programmal kapcsolatban a szilárdtestfizikai kutatások 
feladatait. A bizottság a további feladatokra vonatkozóan javaslatot dolgozott ki 
a III. és a VI. osztály osztály vezetőségei és más érdekelt szervek részére. 
A Fizikai Bizottsághoz tartozó albizottságok a beszámolási időszakban szintén 
foglalkoztak területük sajátos kérdéseivel. 
Csillagászati Bizottság 
A bizottság foglalkozott az 1968 szeptemberében Budapesten megrendezett 
nemzetközi változócsillag-kollokvium előkészítésével, ill. értékelésével; a csillagá-
szatot is felvett végzős hallgatók elhelyezésének problémájával, és ezzel kap-
csolatban javaslatokat dolgozott ki. Megvitatta a bizottság a Magyar Tudományos 
Akadémia Csillagvizsgáló Intézete és az Örmény Tudományos Akadémia bjurakáni 
Csillagvizsgáló Intézete közötti együttműködési egyezményt, és — azt kölcsönösen 
hasznosnak ítélve — javasolta annak elfogadását. 
A Szputnyikmegfigyelési Albizottság rendszeresen értékelte a megfigyelő állo-
mások tevékenységét és az elért eredményeket több alkalommal szélesebb körű 
tudományos tanácskozáson vitatták meg. 
Könyvkiadás 
Matematika 
Szőkefalvy-Nagy Gyula: Geometriai szerkesztések elmélete (Strommer Gyula jegy-
zeteivel) 
Freud Géza: Orthogonale Polynome 
Közös kiadás a Birkhauser Verlag-gal 
Contests in Higher Mathematics, Hungary 1949—1961 in memórián Miklós Schweitzer 
Szerkesztették: Szász Gábor, Gehér László, Kovács István és Pintér Lajos 
Fizika 
Jánossy Lajos: Mérési eredmények kiértékelésének elmélete és gyakorlata 
Proceedings of the International Conference on Luminescence (Budapest, 1966) 
I—II. kötet.Szerkesztette: Szigeti György 
Absorption Spectra in the Ultraviolet and Visible Region X. és XI. kötet. 
Közös kiadás a New York-i Academic Press-szel. 
Szerkesztette: Láng László 
Absorption Spectra in the Ultraviolet and Visible Region Cumulative index, 
VI—X. kötet. 
Közös kiadás a New York-i Academic Press-szel. 
Szerkesztette: Láng László 
3» MTA III. Osztály Közleményei 19 (1969) 
2 3 0 AZ MTA III. OSZTÁLYÁNAK VEZETŐSÉGI BESZÁMOLÓJA 
Nívódíj 
1968-ban az osztály gondozásában megjelent alábbi könyv részesült az Aka-
démiai Kiadó nívódíjában : 
Rédei László: Theorie der endlich erzeugbaren kommutativen Halbgruppen 
(20 000 Ft) 
Folyóiratkiadás 
Acta Mathematica XIX. kötet 
Acta Physica XXIV. és XXV. kötet 
Studia Scientiarum Mathematicarum Hungarica III. kötet 
Osztályközlemények XVIII. kötet 
Magyar Fizikai Folyóirat XVI. kötet 
Felolvasó ülések 
Rapcsák András, az M T A lev. tagja: Pályatartó leképezések (székfoglaló előadás) 
Túrán Pál akadémikus: Algebrai egyenletek közelítő megoldásáról 
J. Lecomte, a Francia Tudományos Akadémia tagja: Az infravörös spektrometria 
és alkalmazásai fejlődését gátló tényezők 
Tudományos tanácskozások 
V. Magfizikai Nyári Iskola. (Tihany, 1968. június 19—26.) Az iskolán kb. 
ötvenen vettek részt az ország magfizikával foglalkozó intézményeiből. Az iskola 
„tanuló" jellegű volt, azaz az előadók, akik a résztvevők soraiból kerültek ki, nem 
a saját kutatásaikról számoltak be, hanem a magfizikának egy alapvető, a jelenleg 
hazánkban folyó kutatások nagy részéhez szervesen kapcsolódó területéről tartottak 
9 elméleti előadást. 
Nemzetközi konferencia az elektronbefogás jelenségéről és a magasabb rendű 
effektusokról az atommagok bomlásában. (Debrecen, 1968. július 15—18.) Megren-
dezésére a Nemzetközi Elméleti és Alkalmazott Fizikai Unió felkérésére került sor; 
a tanácskozást a Bécsi Atomenergia Ügynökség is támogatta. A konferencia, ame-
lyen kb. százan vettek részt, a magspektroszkópiának viszonylag kis, de igen kor-
szerű témakörét ölelte fel. Mintegy 60 előadás hangzott el, amelyek a konferencia 
közleményeiben már meg is jelentek. 
Nemzetközi változócsillag-kollokvium. (Budapest, 1968. szeptember 5—9.) 
A tanácskozás — amelynek a megrendezésére a Nemzetközi Csillagászati Unió 
felkérésére került sor — a változócsillagokban levő periodikus jelenségekkel fog-
lalkozott. Igen sok — összesen 67 — nívós előadás hangzott el. A téma rendkívül 
nagy terjedelme miatt csak ritkán volt hosszabb diszkusszió, de egészben véve 
a kollokvium tudományos szempontból igen jól sikerült. A kollokvium anyaga 
könyv alakban jelenik meg az Akadémiai Kiadónál. A tanácskozás iránt igen nagy 
volt az érdeklődés; a 70 külföldi csillagász jelent meg 14 országból. 
Mágneses konferencia. (Eger, 1968. szeptember 24—29.) A tanácskozás tárgy-
köre a mágneses szerkezetek és mágneses fázisátalakulások, továbbá a híg mágneses 
ötvözetek kísérleti elméleti vizsgálata volt. Mindkét témában nagy szerepet ját-
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szottak a magfizikai módszerekkel — neutrondiffrakció, rugalmatlan neutronszórás, 
Mössbauer-effektus, magrezonancia — elért eredmények ismertetése. A konferen-
cián — amelyen 50 előadás hangzott el — 96 szakember vett részt, közülük 43-an 
külföldről. 
Hadronspektroszkópiai konferencia. (Keszthely, 1968. szeptember 6—10.) 
A konferencián — amely közvetlenül követte a Bécsben megtartott nemzetközi 
nagyenergiájú konferenciát —- meghívott előadók számoltak be a hadronok tömeg-
spektrumára és bomlására vonatkozó eredményekről és a tervezett vizsgálatokról. 
A konferencia előkészítésére Visegrádon a Magyar Elméleti Fizikai Nyári Iskola 
keretében került sor. 
Matematikai nyelvészeti konferencia. (Balatonszabadi, 1968. szept. 7—10.) 
A konferencia témája a modern nyelvelmélet néhány igen időszerű problémája volt. 
A tanácskozás tudományos szempontból pozitívan értékelhető. A hazai kutatók 
sok jó ötletet kaptak, amit további kutatásaikban hasznosíthatnak. A konferencián 
10 országból 31 külföldi és 19 magyar szakember vett részt. 
Közös magyar—osztrák sugárvédelmi tanácskozás. (Bécs, 1969. április 9—11.) 
A témakörök: megengedhető maximális dózis, méréstechnikai problémák; röntgen-
besugárzás és nagyenergiájú elektronsugár alkalmazásának sugárvédelmi kérdései; 
méréstechnika fejlődése a sugárvédelem területén; belső besugárzás sugárvédelmi 
kérdései; radioizotópok kiszabadulása teljesítmény reaktorokból; környezet ellenőr-
zések után a lakosság sugárterhelése. A tanácskozáson több mint 40 magyar szak-
ember vett részt és 20 előadást tartott. A résztvevők a tudományos ülésszak kapcsán 
megtekintették a seiberdorfi reaktorcentrumot is. 
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A Magyar Tudományos Akadémia Elnöksége 1968. december 17-én foglalkozott 
a kritikai könyvismertetések megjelentetésének és színvonaluk emelésének kérdésé-
vel. Az Elnökségnek e kérdéssel kapcsolatos határozatát kivonatosan az alábbiak-
ban ismertetjük: 
Az Elnökség megállapítja, hogy ismételt erőfeszítések és általános társadalmi-
politikai fejlődésünk ellenére tudományos életünk szükséges fejlődésének még min-
dig lassítója a kritikai szellem elégtelensége. Bár néhány szakterületen nyílt és egész-
séges tudományos viták bontakoztak ki (például a közgazdaságtudomány, a szocioló-
gia és a történettudomány terén), továbbá amellett, hogy egyes esetekben megjelent 
tudományos munkák bírálatában is éles és felelősségteljes kritikai megítélés nyil-
vánul meg, egész tudományos életünkben nagyobb területen érvényesül a semmit-
mondó méltatásokra, a szubjektív érdekeltségből folyó megalkuvásra és a viták 
elkerülésére való hajlam. Különösen a megjelenő tudományos könyvek kritikája 
tekintetében nem kielégítő a helyzet. 
Tudományos közéletünk e szektorának továbbfejlesztése érdekében az Elnökség 
felhívja az Akadémia minden illetékes szervét és testületét, különösen az osztály-
vezetőségeket és az akadémiai folyóiratok szerkesztőit, hogy ne törődjenek bele ebbe 
a sokféle okból kialakult helyzetbe, hanem tudományos lelkiismeretüknek és szo-
cialista társadalmunk iránt érzett felelősségüknek megfelelően újból és újból küzd-
jenek a kritikai szellem lanyhasága ellen. Állhatatosan törekedjenek arra, hogy 
mmden szubjektív érdekeltség ellenére jusson érvényre a kritikai meggyőződés, 
s e téren fáradhatatlanul tegyenek kezdeményező lépéseket. 
Az Elnökség meg van győződve arról, hogy e téren a példamutatás és olyan 
tudományos morál kialakítása a döntő tényező, amely visszaszorítja a megalkuvás 
és az alkalmazkodás szellemét. Emellett azonban egyes konkrét szervezési és ösztönző 
intézkedések megtételét is szükségesnek tartja. Ezért a következőket határozza. 
Elő kell segíteni kritikai ismertetéseknek, mint tudományos műfajnak a meg-
becsülését. Ennek érdekében akadémiai folyóiratok foglalkozzanak a kritikai 
műfaj módszereivel és moráljának a kérdéseivel. Az e téren elért teljesítménye-
ket jelentőségüknek megfelelően méltassák. 
Az Elnökség felhívja a tudományos osztályok figyelmét arra, hogy folyóira-
taikban magyar szerző tudományos művéről megjelent, kiemelkedő könyv-kritikai 
ismertetések szerzőit — függetlenül attól, hogy a művet melyik magyar kiadó 
adta ki — prémiumban részesítsék. Ajánlja, hogy az osztályvezetőségi beszámolók 
a jó kritikai ismertetéseket rendszeresen emeljék ki. 
Az Elnökség úgy határoz, hogy a jövőben kritikai ismertetések is részesíthetők 
1000—3000 Ft összegű nívódíjban. Felhívja a tudományos osztályokat és a 
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KFB-t, hogy a nívódíjra vonatkozó javaslatukban legyenek figyelemmel a magyar 
szerzőktől, Magyarországon, magyar, vagy idegen nyelven kiadott, tudományos 
művekről készült, s akadémiai folyóiratokban megjelent kritikai ismerteté-
sekre. Nívódíjban azok a kritikai ismertetések részesíthetők, amelyek nem 
korábban, mint a díj odaítélését megelőző naptári évben jelentek meg. 
Az Elnökség határozatával a Matematikai és Fizikai Tudományok Osztályának 
Osztályvezetősége 1969. január 21-i ülésén foglalkozott. Az Osztályvezetőség állás-
foglalását az alábbiakban szintén kivonatosan ismertetjük: 
Az Osztályvezetőség az Osztály prémiumkeretéből — előre meg nem határozott 
összegben és számban — évenként jutalomban részesíti a kiemelkedő könyv-
kritikák szerzőit. 
E jutalmat azon színvonalas könyvkritikák szerzői kapják meg, akik az Aka-
démiai Kiadónál megjelent matematikai, fizikai, vagy csillagászati művekről írták 
bírálatukat, függetlenül attól, hogy az Osztályhoz, vagy a Társulathoz tartozó 
folyóiratokban jelent-e meg. Ez vonatkozik olyan esetekre is, amikor a szerző a kri-
tikát a matematikát, fizikát és csillagászatot erősen felhasználó más tudományos 
művekről készíti, vagy amikor más tudományterületen dolgozó szakember jelentet 
meg az említett folyóiratokban kritikát matematikai, fizikai és csillagászati művekről. 
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I. Bevezetés 
A nagy teljesítményű elektronikus számológépek megjelenése és rohamos fej-
lődése számos olyan probléma megoldását tette lehetővé, melyeket ko rábban sem 
egzakt módszerekkel, sem pedig a végzendő műveletek nagy száma miatt konkrét 
számolással megoldani nem sikerült. A matematika különböző területein felmerülő 
ilyen problémák egy jelentős részében véges sok jel permutációi szerepelnek válto-
zóként. E típusú alkalmazásokra példaként megemlítjük a latin négyzetekkel, 
továbbá a véges geometriákkal kapcsolatos vizsgálatokat. 
Az utóbbi időben a kombinator ika területén kívül számos gazdasági progra-
mozási feladatban, mintavételi eljárások optimalizálásában, a távközlésben, nyil-
vántartási rendszerek tervezésében oldottak meg olyan feladatokat , melyekben 
a változók permutációk voltak. Megemlítjük még A. S C H Ö N E B E R G kísérletét, amely 
modern zenét gépi úton komponál , mint érdekes alkalmazást. 
A feladatokat a permutációk felhasználása szerint két nagy csoportba sorol-
ha t juk : 
a) Az összes л-edrendű permutáció generálása szükséges, vagy csak bizonyos 
feltételeknek eleget tevő összes permutációt kell generálni (n fix). 
b) A permutációkat véletlenszerűen kell kiválasztani, azaz minden egyes kivá-
lasztás az összes permutációk közül egyenlő valószínűséggel, egymástól 
teljesen függetlenül történik. 
M á r viszonylag kis számú jel permutációit még nagy memóriá jú gépeken is 
célszerű szukcesszíve generálni, semmint tárolni. Nyilvánvaló, hogy a generálás 
módjá t az egyes gépek speciális tulajdonságainak figyelembevételével lehet csak 
optimálisan megválasztani. Különösen érvényes ez a második esetben, amikor 
a permutációkat véletlen (vagy pszeudo-véletlen) számok felhasználásával generálják, 
így a véletlen számsor forrása és milyensége is lényeges. Jelen dolgozatban a per-
mutációk gépi generálásának különböző lehetőségeit ismertetjük. Megjegyezzük, 
hogy véletlen permutációk generálásakor az egyszerűség kedvéért ún. „va lód i" 
véletlen számsort tételezünk fel, azonban az eredmények a megfelelő statisztikai 
vizsgálatok elvégzése után pszeudo-véletlen számsorok esetén is a lkalmazhatóak. 
A dolgozat tar talmaz egy eljárást ismétléses permutációk generálására is. 
A szerző köszönetét fejezi ki B Á N K Ö V I GYÖRGYnek, aki a dolgozat elkészítéséhez 
értékes segítséget nyújtott . 
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II. Az összes ( N + l)-edrendű permutáció szukcesszív generálása 
Ebben a fejezetben a 0, 1, . . . , N számok összes permutációinak olyan generá-
lási módjai t ismertetjük, melyek a számológépi gyakorlatban hasznosak. 
1. Jelöljön P=p0, Px, p2, •••, PN egy tetszőleges permutációt , s legyen ak=ak(P) 
az a szám, mely megmutat ja , hogy hány k-nál kisebb szám következik к u tán a per-
mutációban. Nyilvánvalóan 
(1) 0 k = 0, 1, ..., N. 
Ugyancsak világos, hogy a P permutáció egyértelműen határozza meg az a = a ( F ) = 
— (a0 , ak, ..., aN) vektort. Igaz a megfordítás is, amit a következőképpen láthatunk 
be: Legyen az i szám sorszáma a P permutációban. (Azaz legyen R = (r0, ..., rN) a P 
„inverze".) 
Definiáljuk a Cj számokat a következőképpen: 
Cj = N—j, j = 0, 1, ...,N 
ÍC} + 1 , ha y < a i + 1  
J
 I c j í l különben 
0 s i g J V esetén. Legyen 
ri=Clar 
Nyilvánvaló, hogy így egyetlen R permutációt határoztunk meg, minden, az (1) 
összefüggésnek eleget tevő a vektor esetén, továbbá R valóban inverze az eredeti 
P permutációnak. 
Szemléletesen az R permutáció kialakítása a következőképpen tör ténik: 
Vegyünk N + 1 egymás utáni üres pozíciót, s kezdjük a kitöltést a legnagyobb szám-
mal, A-nel. í r junk a visszafelé számított (aN + l)-edik pozícióba A-et, majd az ugyan-
csak visszafelé számított (ŰJV-I + l)-edik üres pozícióba (N— l)-et, s így tovább. 
Tehát a k-nál nagyobb számok beírása után a visszafelé számított (ű t + l)-edik 
üres pozícióba kerül а к szám. Ezt az utat viszonylag egyszerűen lehet gépi reali-
záció során is követni. Lényegében ezt az eljárást alkalmazta D. H . L E H M E R [ 4 ] 
az összes permutáció szukcesszív generálására. 
Tekintsük a következő pé ldá t : Generálandó az ao = 0, űi = 0, a2 = l, a3 = 3, 
a 4 = 2 értékeknek megfelelő permutáció. 
1. lépés 4 
2. lépés 3 4 
3. lépés 3 4 2 
4. lépés 3 4 2 1 
a permutáció: 3 0 4 2 1 
2. Megjegyezzük, hogy az a (P) vektor bizonyos értelemben felfogható a P 
permutáció sorszámának is. Valóban, definiáljuk a P permutáció sorszámát, mint 
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azt a számot, melynek a faktoriális számrendszerben vett Á-adik jegye ak, azaz legyen 
(2) s(P) = 2akk\ 
Adott s(P) sorszám esetén az a vektor meghatározása szintén függhet a gép tulaj-
donságaitól. Ennek egyik módja lehet az 
(3) db = kl mk = mk+1-ak-kl 
összefüggés szukcesszív kiszámítása k=N, N — 1, ..., 1 esetén, ahol mN+1=s(P) 
és [а] а legnagyobb, a-nál nem nagyobb egész számot jelöli. 
Gyakran hasznosabb a könnyebben ciklusba szervezhető 
(4) 4k+i = 4k i t + 1 ak = Як-Чк+ifk+l) 
összefüggés használata, k = \,2,...,N, ahol qt — s(P). 
3. Konkrét számolás esetén nem mindig célszerű rendre az egymás utáni sor-
számoknak megfelelő permutációkat meghatározni. Csak az egyes számológépek 
speciális tulajdonságait figyelembe véve lehet pl. már az egyszerű sk + 1=f(sk) eset-
ben is egy optimális / ( • ) függvényt meghatározni. Érdekes megjegyzések találhatók 
erre С. B. T O M P K I N S [7] dolgozatában. E dolgozat tárgyal néhány olyan esetet is, 
melyekben csak bizonyos feltételeknek eleget tevő permutációkat kell generálni, 
továbbá ismertet egy szisztematikus generálási eljárást is. 
A továbbiakban javasolunk egy ehhez hasonló eljárást, mely azonban lényegesen 
kevesebb „felesleges" (ismételt) permutációt állít elő. E módszer alkalmazása külö-
nösen karakteres gépek esetén látszik célszerűnek. Jelöljön px, p2, •••, Pn egY P e r _ 
mutációt. Legyenek fi, I2, ..., IN és К ellenőrző számok. A számolást a következő 
utasítások szerint végezzük el: 
1. L é p é s : 
2. L é p é s : 
3. L é p é s : 
4. L é p é s : 
5. L é p é s : 
6. L é p é s : 
7. L é p é s : 
Legyen px = fi =j, j=\, 2, ..., N. 
Legyen K = 1. 
Összehasonlítás: Ha IK<N, akkor a 4. lépésnél, 
ha IK = N, akkor a 6. lépésnél folytatjuk. 
Új permutációt kapunk a plK és а р1к + 1 számok felcserélésével. 
Az IK számot eggyel növeljük, majd folytatjuk a 2. lépéssel. 
Legyen IK=K. 
Ciklikusan eltoljuk eggyel jobbra a pK, pK+1, ..., pN számokat, 




PI, ha i c K 
pN, ha i=K 
P I h a 
8. L é p é s : К értékét eggyel növeljük. 
9. L é p é s : Összehasonlítás: ha K<N, akkor a 3. lépésnél folytatjuk, 
ha K—N, akkor az eljárás véget ér. 
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Megjegyezzük, hogy bár a 4. és 7. lépésben egyaránt generálunk egy permutációt , 
de csak a 4. lépésben kapunk újat , míg a 7. lépésben mindig egy korábbi t állítunk 
vissza. 
Szemléltetésként tekintsük a TV = 4 esetet. 
Lépések Pl Pi P3 Pl / i /2 / з h к Az új permutáció 
1, 2, 
3, 4, 5, 2, 
3, 4, 5, 2, 
3, 4, 5, 2, 












1, 2, 3, 4, 
2, 1, 3, 4, 
2, 3, 1, 4, 
2, 3, 4, 1, 
3, 6, 7, 8, 9, 1 2 3 4 1 2 
3, 4, 5, 2, 
3, 4, 5, 2, 
3, 4, 5, 2, 













1, 3, 2, 4, 
3, 1, 2, 4, 
3, 2, 1, 4, 
3, 2, 4, 1, 
3, 6, 7, 8, 9, 1 3 2 4 1 2 
3, 4, 5, 2, 
3, 4, 5, 2, 
3, 4, 5, 2, 













1, 3, 4, 2, 
3, 1, 4, 2, 
3, 4, 1, 2, 
3, 4, 2, 1, 
3, 6, 7, 8, 9, 
3, 6, 7, 8, 9, 
1 3 4 2 





1 3, 4, 5, 2, 4 3 4 1, 2, 4, 3, 
Végiggondolva az algoritmus lépéseit, belátható, hogy a 4. lépésben az összes 
permutáció generálására sor kerül. 
III. Véletlen permutációk generálása 
1. Tekintsünk egy tetszőleges folytonos eloszlást, és végezzünk N független 
kísérletet. Jelölje az egyes kísérletek eredményét 4> 4> •••> 4 a bekövetkezés sor-
rendjében. Jelöljük a rendezett mintaelemeket a szokásos m ó d o n : £2 > •••> йу-
Legyen pi a 4* = 4>< összefüggéssel definiálva. Mivel folytonos eloszlást tekintettünk, 
így definíciónk 1 valószínűséggel egyértelmű. Könnyű belátni, hogy az így nyert 
P=pi,p2, ...,FJV permutáció véletlen A bevezetésben mondot t értelemben. 
Valóban, ez egyszerűen következik abból, hogy tetszőleges - « > g z 0 < x 1 < . . . < 
< x J V _ 1 < x J V S é s az 1 , 2 , . . . , N számok tetszőleges ix, i2, ..., iN permutációja 
mellett 
Р { х о З = 4 ё х 1 ; = 
N 
;= i 
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Véletlen permutációk generálásának ez az egyszerű módja azonban még célgép 
segítségével is nehezen valósítható meg, mivel mérési adataink nem változhatnak 
folytonosan. Abban az esetben, ha nem folytonos eloszlásból származik a minta 
(vagy mérési pontatlanságunk teszi diszkrét eloszlássá), a permutáció fenti definí-
ciója nem lesz 1 valószínűséggel helyes. Ilyenkor azon р,- számok újabb permutálása 
szükséges, amelyekre megegyezik, ami újabb mintavétel segítségével történik. 
Lényegében ez az eljárás található C. R. RAO [6] dolgozatában. 
Abban az esetben azonban, ha a forrás-eloszlás X-nél lényegesen több és egyenlő, 
vagy közel egyenlő valószínűségű értéket eredményezhet, sok gépen célszerű az ismét-
lődő értékeket egyszerűen elhagyni. Tegyük fel, hogy (f lehetséges értékei az 
1, 2, ..., M számok, s ezeket egyenlő valószínűséggel veheti fel, akkor annak a való-
színűsége, hogy az X elemű minta minden eleme különböző legyen 
N-l ( \ N2 
ahol az utóbbi közelítés Л / ^ Х 2 esetén már elég pontos. Ez azt jelenti, hogy M ^ \ 0 N 2 
mellett a rendezett minta elemek legalább 0,95 valószínűséggel különbözők, s így 
ekkor célszerű elkerülni azt a programozási nehézséget, melyet azonos mintaelemek 
indexeinek ismételt permutálása okoz. 
Megjegyezzük, hogy M értékétől függetlenül ezt az eljárást javasolja M. G. 
K E N D A L L [ 3 ] ( I . kötet, 1 9 5 . old.), anélkül azonban, hogy előnyeit vagy hátrányait 
vizsgálná. 
2. Lényegesen más a helyzet akkor, ha M értéke nem sokkal nagyobb X-nél. 
Ha £ egyes értékeinek eloszlása erősen eltér az egyenletestől, ajánlatos a C . R . R A O 
által javasolt eljárást követni. Vizsgáljuk a továbbiakban azt a leggyakoribb esetet, 
amikor £ egyenlő valószínűséggel veheti fel az 1,2, ..., M értékek mindegyikét 
( M S X ) . 
Jelölje SN azon véletlen számok (kísérletek) számát, amennyi ahhoz szükséges, 
hogy X különbözőt találjunk. Nyilván SN valószínűségi változó. Könnyen látható, 
hogy felbontható X független, de különböző geometriai eloszlású valószínűségi 
változó összegére, s így mint ismeretes (lásd pl. F E L L E R [ 1 ] 2 3 0 . , ill. 2 4 4 . old.) SN 
várható értéke 
vagy a gyakorlati esetek többségére elegendő közelítéssel 
M 
SN szórása: 
E ( S N ) * M l o ê - M _ N + l 
D2(SN)=M2- Z L-E(Sn). 
k = M-N+1 «с 
Speciálisan 10 esetén jó közelítéssel 
E(Sn)^M l o g M , 
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míg ha M ^ a - N , akkor a S 6 mellett 
Mindkét fenti eljárás közös tulajdonsága, hogy a mintaelemeket rendezni kell 
(kivéve, ha N = M), s ez elég lassan hajtható végre. Előnye viszont, hogy egyszerű 
rendezőgépeken kialakíthatók a permutációk, s az így nyert permutációkat beol-
vasás útján használhatjuk fel, ami a számológépek egyes típusainál gyorsabb és 
olcsóbb eljárás. Ez különösen érvényes akkor, ha primér forrásként ún. „valódi" 
véletlen számsorokat akarunk felhasználni, hiszen ekkor a gépek többségénél a beol-
vasásról egyébként is gondoskodni kéne. 
3. A legegyszerűbb megoldás, amely nem igényel rendezést, a következő: 
N = M esetén a permutáció első száma az első véletlen szám. Miután a permutáció 
k-adik számát meghatároztuk, legyen a (k + l)-edik szám az első következő olyan 
véletlen szám, mely a permutáció már meghatározott számai között nem szerepel. 
Előnye ennek az eljárásnak, hogy kevés tárolóhelyet és kevés programlépést igényel, 
nagy hátránya viszont, hogy viszonylag sok, (N In N) véletlen számot igényel. 
J. E. W A L S H [8] javasolja, hogy az így „elvesző" véletlen számokat ugyanilyen módon 
újabb permutációk szimultán generálására használjuk fel. Megjegyzi azonban, hogy 
az így generált permutációk nem lesznek függetlenek. Könnyű látni, hogy az ily 
módon készült egymás utáni permutációk valójában nagyon is erősen összefüggnek, 
s ezért a módosított eljárás használata nem ajánlatos. Az összefüggőség illusztrá-
lására tekintsük a következőket: Legyen t]x, ill. ц2 az elsőként, ill. másodikként 
generált permutáció. Jelöljön A egy tetszőleges permutációt, s В egy olyan másik 
permutációt, amelynek első jele megegyezik A utolsó jelével. Viszonylag egyszerűen 




П1 = А) 
hányados exponenciális sebességgel növekszik N növelésével. Megjegyezzük, hogy 
a
 F{t]2\r]1 = (1 , 2, ..., ÍV)} feltételes valószínűségeloszlásra rekurziós összefüggés 
írható fel, jelen dolgozatban azonban ennek részletezését nem tekintjük célunknak. 




Po Pi Рг Pz Pi Pz 
1, 2. 3, Po 49 22 19 4 10 4 
2, 1, 3, Pi 22 49 4 19 4 10 
1, 3, 2, 
Рг 
19 10 49 4 22 4 
2, 3, 1, Pz 10 19 4 49 4 22 
3, 1, 2, Pi 4 4 22 10 49 19 
3, 2, 1, P-, 4 4 10 22 19 49 
4. Véletlen permutációk generálására ugyancsak természetes út olyan véletlen 
számokat generálni, melyek 0 és (V! — 1) között minden értéket egyenlő valószínű-
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séggel vehetnek fel. Ezt a számot a generálandó permutáció sorszámának tekintve 
a IL részben leírt módon meghatározhatjuk a permutációt. Ez az eljárás, melyet elő-
ször D . H . L E H M E R publikált, N kis értékeire a legtöbb számológépen jól alkalmaz-
ható. Előnye, hogy minimális véletlenül generált bitet (digitet) igényel. 
5. N nagy értékeire olyan (pszeudo-) véletlen számok generálása, melyek 
a 0, 1, ..., (ÍV! — 1) értékeket egyenlő valószínűséggel veszik fel, nehézkes, vagy 
gyakorlatilag lehetetlen. Ezért célszerű ilyenkor az s(P) sorszám helyett magát 
az A (P) vektort generálni. Lényegében ezt teszi R. A. F I S H E R és F . Y A T E S [ 2 ] . Forrás-
ként az 1, 2, ..., M értékeket egyenlő valószínűséggel felvevő, független valószínű-
ségi változók sorozatát használják, ahol M ^ N . Az a ( P ) vektor kialakítása a követ-
kezőképpen történhet. Legyen ű 0 = 0 . Az ak_1 szám meghatározása után tekintsük 
M 
a következő f , valószínűségi változót. Ha ez nagyobb, mint (k + 1 ) 
Jc + l 
új valószínűségi változóval folytatjuk a vizsgálatot, míg ellenkező esetben az 
akkor 
(6) ak = Ç,-(k+1) 
vagy ami ugyanaz 
k+ 1 
ak= mod (к + 1 ) 
összefüggés alapján nyerjük a k-adik komponenst. 
6 . L . E . M O S E S és R . V . O A K F O R D [ 5 ] a ( 0 , 1 ) intervallumban egyenletes eloszlású 
valószínűségi változók sorozatát használja forrásként, felhasználva a sorozat 
minden elemét. Könyvünkben az a(P) vektor meghatározása az 
а
к
 = Ш + \)}, £ = 0 , 1 , . . . , A 
összefüggés segítségével történik. Eljárásunk ötletesen az a (P) vektor alapján a meg-
felelő P permutáció meghatározása helyett egy tetszőleges PQ permutáció és az 
a(P) vektor segítségével egyszerűbben származtat egy új Pk permutációt, mely tel-
jesen független a kiindulásul vett F0-tól. A generálás N lépésben történik, mégpedig 
úgy, hogy az i'-edik lépésben (/ = 0, 1, ..., N— 1) a P0 permutáció, illetve a már belőle 
nyert közbeeső permutáció (A—/)-edik és ö v _ r e d i k jelét felcseréljük. Természetesen 
P0 lehet rögzített a permutációk szukcesszív generálása mellett, de a k-adik új per-
mutáció átveheti P0 szerepét a következő permutáció generálása során. Nyilvánvaló, 
hogy az így generált permutációk valóban véletlen permutációk lesznek. A módszer 
előnye, hogy ebben az esetben, ha nem a 0,1, ..., N számokat, hanem bármilyen 
A + l különböző jelet akarunk permutálni, nem szükséges ezeket előzetesen átkon-
vertálni. 
7. Megjegyezzük, hogy az a vektor meghatározása mindkét esetben lényeges 
információveszteséggel jár. Ezt az információveszteséget a különböző számoló-
gépeken jelentős mértékben csökkenteni lehet a fenti módszerek kis változtatásával. 
Erre vonatkozóan bemutatunk egy konkrét példát. 
Tegyük fel, hogy 6 bites véletlen számokat használunk forrásnak (példa erre 
az U N I V A C számológép, melynek memóriája 6 bites karakterekből áll). Legyen 
a feladat a 0, 1, . . . , 9 számok permutálása. A 6 bites véletlen számok használata 
lényegében azt jelenti, hogy a 0, 1, ..., 63 értékeket egyenlő valószínűséggel felvevő 
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Ei — 8a7 Ö7 = 8 . , ax =r- 4 
Ei független valószínűségi változók sorozata áll rendelkezésünkre. Ekkor az a vek-
tor meghatározásánál a következőképpen járhatunk el. 
AO. an = 0. 
A l . 
A2. Jelölje £2 a következő Et — k közül az elsőt, mely kisebb, mint 63, s legyen 
a 6 = £ г - 7 а 8 . 
A3. Legyen Е'з az első következő Ei, mely kisebb, mint 60. 
ö9 = Е'з~ Ю-аъ  
A4. Legyen Et az első következő Et, mely kisebb, mint 60. 
a2 = Ei~ 12a4 — 3a3 
c4 - 1 2Ű4 
a4 = 
.12 
, ű3 = 3 
A különböző pontok alatt generált ak számok nyilván teljesen függetlenek 
egymástól, hiszen a Ei sorozat is ilyen volt. Könnyű látni azt is, hogy az azonos 
lépésben számított ak számok is függetlenek, továbbá ak egyenlő valószínűséggel 
veszi fel a 0, 1, ..., к bármelyikét minden к mellett. Az a vektor meghatározása után 
célszerű M O S E S és O A K F O R D fenti módszerét használni a permutáció kialakítására^ 
Számítsuk ki a felhasznált Ei változók t] számának várható értékét! Jelöljük 
//i-vel az Ai lépéshez szükséges Ej változók számát. Nyilván 
E(n) = l+%)+2.£W. 
63 15 
Mivel и, és и3 geometriai eloszlású — és р2 = т г paraméterrel, így, mint jól 
6 4 1 6 
ismert 





1 + 1 5 -
4,15. 
Ez azt jelenti, hogy átlagosan 25 véletlen bitet kell generálnunk 10 elem egy véletlen 
permutációjához, ami jónak nevezhető, ha figyelembe vesszük, hogy log2-10! = 
= log2 3628800^21. Megjegyezzük, hogy az A3, ill. A4 esetekben az „elvesző" 
Ei változókat Ei — 60 különbség formájában felhasználhatjuk, s így ekkor két véletlen 
bitet nyerve az átlagosan szükséges bitek száma lényegében véve megegyezik a mini-
málissal. Ezen előny mellett hátránya a módszernek, hogy az egyes programlépések 
nem szervezhetők egyetlen közös ciklusba. 
m t a III. Osztály Közleményei 19 (1969) 
p e r m u t á c i ó k g e n e r á l á s a s z á m o l ó g é p e k e n 243 
IV. Ismétléses permutációk 
1. Jelöljük /' rval azt a számot, mely megmutatja, hogy а к szám hányszor 
к 
fordul elő a permutációban, A: = 0 , 1, N, s legyen rk = 2 Akár szisztematikus, 
7=o 
akár véletlenszerű generálásról van szó, a legegyszerűbb megoldás a 0, 1, ..., rN— 1 
számok egy permutációját elkészíteni, s ezután a 0,1, ..., r0 —1 számokat nullával, 
az r 0 , r0 + 1 , ..., rx — 1 számokat 1-gyel, s így tovább, az rJV_1 + l , ...,rN— 1 
számokat /V-nel helyettesíteni. Ez azonban a végzendő műveletek számát sokszoro-
sára növeli, míg véletlen permutációk generálása esetén további hátrányként lényeges 
információveszteség jelentkezik. Célszerű tehát ekkor is az előző eljárásokhoz 
hasonló generálási módot keresni. * 
2. Készítsünk el, mint az előzőkben, most is egy a = a (P) vektort, melynek 
rN komponensét a következőképpen definiáljuk: 
Legyen at = i, ha 0 ^ j g Го _ ] ; 
legyen aro egyenlő azon 0 jegyek számával, melyek a legutolsó l-es után követ-
keznek 
aro + 1 a visszafelé számított második l-est követő nullák száma plusz 1, 
s általában űr(lt_1) + „ a visszafelé számított ( n + l ) - e d i k „A-jegyet" követő, 
nála nem nagyobb számok száma, hacsak 0 s и S ik — 1. 
Példaként tekintsük a következőt: Legyen a permutáció 0, 1, 3, 0, 0, 2, 1. Ekkor 
a hozzátar tozó a vektor: 0, 1, 2, 0, 3, 1, 4. Nyilvánvaló, hogy az a Vektort a per-
mutáció minden esetben egyértelműen határozza meg, s hasonlóan, mint azt a II. rész-
ben tettük, könnyen belátható az is, hogy az a vektor és az ik számok együtt szintén 
egyértelműen határoznak meg egy permutációt. Ugyancsak világos, hogy 







к+1 < —«Vn-i. k = 0, 1, ..., N - l . 
3. Nem kívánunk foglalkozni részletesen azzal, hogy az a vektorból miként 
lehet a permutációt meghatározni, hiszen ez nagyon hasonló а II. részben leírthoz, 
viszont érdemes rámutatni arra, hogyan lehet az a vektort megválasztani olyan 
véletlen módon, hogy a hozzá tartozó permutáció az összes lehetséges ismétléses 
permutációk bármelyike egyenlő valószínűséggel lehessen. 
E célból vegyük észre azt a könnyen verifikálható tényt, hogy az a vektor ilyen 
megválasztása esetén az 
+ •••> ß ^ + j - i ) . k = 0, 1, . . . , N— 1 
részvektorok független valószínűségi vektorváltozók, melyeknek eloszlása megegye-
zik a 0, 1, ..., rk + 1 — 1 számok közül visszatevés nélkül vett ik elemű rendezett minta 
eloszlásával. 
Jelöljön n), С Ш , n), ..., Çn-i(M, n) a 0, 1, ... , M— 1 számok közül 
visszatevés nélkül vett n elemű mintát, s mint szokásos, jelölje a rendezett mintát 
Co(M, rí), Ci(M, n), Г.., Cn-ÁM, rí). 
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Ezután az a vektort függetlenül választott rendezett minták segítségével az 
au = u, ha О ё н < г 0 
а
Гк
+и = ÉÎ0ï+i> '*)»•_ и = 0, 1, . . . , — 1, к —0, 1, . . . , A — 1 
összefüggéssel definiálhatjuk. 
V. További megjegyzések 
1. A szükséges véletlen bitek (digitek) számának várható értékét csökkenteni 
lehet, ha egyidejűleg több a vektort határozunk meg. 
2. A pszeudo-véletlen számsorok gépi generálása során voltaképpen egy per-
mutációt határozunk meg. így bármely N egymás utáni szám különböző, tehát 
ilyen forrás esetén a permutációk rendezéssel tör ténő meghatározásához pontosan 
annyi szám szükséges, ahány jelet permutálni akarunk. 
3. A számológépeken generált, a [0, 1] intervallumban „egyenletes" eloszlású 
pszeudo-véletlen számok szokásos statisztikai ellenőrzése csak bizonyos részinter-
vallumba eső számokra terjed ki. Ajánlatos tehát az ilyen számoknak csak az első 
2—3 decimális, ill. 6—10 bináris jegyét felhasználni. 
4. Minden konkrét esetben megfontolás tárgyává kell tenni, hogy az adot t 
gépen célszerű-e generálni a véletlen permutációkat , s nem igényel-e kevesebb időt 
külső forrásból származó véletlen permutációk beolvasása, ami döntően a perife-
rikus egységek tulajdonságaitól függ. 
Véletlen permutációkat tartalmaz L . E . M O S E S és R. V. O A K F O R D [ 5 ] könyve, 
de találhatók véletlen permutációk R. A. F I S H E R és F . Y A T E S [2] könyvében is. 
5. Előfordulhat , hogy bizonyos pszeudo-véletlen számsorozat egyes feladatok 
számára kielégítően véletlenszerűnek mutatkozik , azonban ebből a forrásból szár-
mazó permutációk már nem lesznek véletlenszerűek. így akkor , amikor egy adot t 
számológép esetén pszeudo-véletlen permutációk generálásának optimális módjá t 
keressük, elengedhetetlen a generált permutációk véletlenszerűségét is ellenőrizni. 
6. A IV. fejezetben leírt módszerhez hasonlóan já rha tunk el akkor is, ha a fel-
adat N elemből visszatevés nélkül к kiválasztására korlátozódik. 
7. Az a (F ) vektor helyett mindvégig foglalkozhattunk volna egy b (F) vektorral 
is, ahol bk а к indexű számot megelőző, k-nál nagyobb számok száma, hiszen ez 
lényegében nem jelent mást, mint az A-edrendű permutációk halmazának önmagára 
való leképezését. 
8. Véletlen permutációk sorszám alapján történő generálását B . J A N S S O N [9] 
könyve is ismerteti (189—191. old.). 
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Among the problems; which formerly could not be dealt with because of the large number of 
operations to be performed and whose solution was first made possible by the appearance and fast 
development of the large computers, are those with varying permutations. Part II of the present 
paper deals with methods concerning the successive generating of all permutations of order N, 
while part III deals with the question of random generating of permutations, together with minor 
modifications of already published methods. 
In part IV there is presented a way which is equally feasible in case of systematical and of ran-
dom generation of permutations with repetition. 
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LEKÉPEZÉSEK ÉS LEKÉPEZÉSFÉLCSOPORTOK, I. 
ír ta: DÉNES JÓZSEF 
Rédei László akadémikus 70. születésnapjára 
Bevezetés 
A permutációk és a permutációcsoportok elmélete a véges csoportelmélet egyik 
legjobban kidolgozott fejezete és több könyvet ( C . J O R D A N [ 1 5 ] , W . A . M A N N I N G 
[ 2 1 ] , H. W I E L A N D T [38]) teljes terjedelmükben a véges csoportelmélet ezen fontos 
fejezetének szenteltek. 
A permutációk lényeges szerepét mutatja a Cayley-féle ábrázolási tétel, amely 
szerint tetszőleges absztrakt csoport izomorf módon ábrázolható permutáció-
csoportként. 
A Cayley-tétel félcsoportokra való kiterjeszthetősége miatt a leképezések 
hasonló szerepet játszanak a félcsoportelméletben. 
Jelen dolgozatnak az a célkitűzése, hogy néhány eredményt ismertessen a véges 
leképezések elméletéből elsősorban azokat, amelyek a permutációk és a leképezések 
közötti analógiára mutatnak. 
Egy másik fontos szempont, amelyet a dolgozat megírásánál szem előtt tar-
tottunk, ráirányítani a figyelmet a leképezések elméletének olyan gyakorlati alkal-
mazásaira, amelyek a szerző tudomása szerint újak, számos egyéb alkalmazást 
ezek fontosságának elismerése mellett is igyekszünk röviden tárgyalni. 
Annak ellenére, hogy a múlt század utolsó éveiben és a XX. század első éveiben 
több szerzőnél ( G . A N D R E O L I [1 ] , G . F R O B E N I U S [ 1 1 ] , E . H . M O O R E [22]) felmerült 
a csoport, illetve a permutáció általánosításának gondolata A. SzusKEvicsnek 
az 1920-as években megjelenő dolgozatai jelentik a leképezésfélcsoport elméleti 
rendszeres kutatások megindulását. A. S Z U S K E V I C S [37] könyvének 1937. évi megjele-
nése a mai napig a leképezésfélcsoportok elméletének legjobban kidolgozott összefog-
lalása. S . S C H W A R Z egyetemi doktori értekezése [31] számos S Z U S K E V I C S felfogásá-
hoz közel álló eredményt tartalmaz. A modern könyvek R . B R U C K [41], A. C L I F F O R D , 
G . P R E S T O N [3], E . Sz. L J A P I N [18] egyre kisebb teret szentelnek a leképezésfél-
csoportoknak, annak ellenére, hogy pl. E . Sz. L J A P I N ezek jelentőségét külön 
hangsúlyozza. 
A S Z U S K E V I C S által megkezdett irányvonalat több szovjet matematikus foly-
tatja (a teljesség igénye nélkül megemlítendők E . Sz. L J A P I N , A . J A . A J Z E N S T A T , 
K . A . B A I R A M O V , N . N . V O R O B J E V , L . M . G L U S Z K I N , B . M . S C H E I N , V . V . W A G N E R , 
A . E . L I E B E R , V . A . O G A N Y E S Z J Á N , K . A . Z A R E C K I J ) . ( A szovjet iskolának a tárgy-
körre vonatkozó fontosabb dolgozatai a következők: [40], [42], [43], [44], [45], [46], 
[47], [48], [49], [50], [51], [52], [53], [54], [55], [56], [57], [58], [59], [60], [61], [62], [63].) 
A szerző mivel sokáig nem tudott A. S Z U S K E V I C S könyvéhez hozzájutni, több cikké-
ben, amelyeket a leképezésekről írt (lásd [6], [7], [8]) egyes A. SzusKEVicsnél meglevő 
eredményeket újra bebizonyított. 
MTA III. Osztály Közleményei 19 (1969) 
248 dénes j. 
így munkánkban nagy előrelépést jelentett A . SZUSKEVICS munká jának megisme-
rése, ezért a szerző ezúton is köszönetét fejezi ki dr. ScHEiNnek és prof. S. S C H W A R Z -
nak, akik A. SZUSKEVICS eredményeivel való megismerkedését könyvének megküldésé-
vel, illetve más forrásokra rámutatva elősegítették. 
1. Alapfogalmak 
A dolgozat véges halmazokkal és algebrai s t ruktúrákkal foglalkozik, ezért 
a dolgozat szövegében a véges szót elhagyjuk és halmazon, illetve algebrai struk-
túrán mindig végeset ér tünk, ellenkező esetben ezt külön jelezzük. Számos véges 
esetben a vizsgált állítás végtelenre való kiterjesztése [30]-ban megtalálható. 
Az általánosság csorbítása nélkül feltehetjük, hogy a H ha lmaz elemei az 
1,2, . . . , n természetes egész számok, vagyis H={ 1 ,2 , . . . , л}. 
A H halmaz önmagára tör ténő leképezését л-ed fokú permutációnak, az ön-
magába való leképezését л-ed fokú leképezésnek nevezzük. 
H két valódi nem azonos részhalmaza között i kölcsönösen egyértelmű meg-
feleltetést részleges permutációnak, ha a megfeleltetés egyértelmű, részleges leképe-
zésnek nevezünk. (A részleges leképezést A. SZUSKEVICS [37] könyvében transzmutáció-
nak nevezi.) 
A permutációk, leképezések, részleges permutációk, részleges leképezések 
jelölésére a szokásos í rásmódot fogjuk használni. 
Példák: 
Permutáció Leképezés 
(1 2 3 4) (1 2 3 4) 
(2 3 1 4 ) [2 2 4 3) 
Részleges permutáció Részleges leképzés 
(з 1 2) (4 4) 
Egy leképezést akkor nevezünk szingulárisnak, ha H pontosan egy elemének 
pl. i-nek a képe j nem azonos ősével. Jelölése ; • 
J 
. (A szinguláris leképezés fogalma 
B. JoNssoNnál is szerepel, [14]-ben ugyanezt a fogalmat „replacement"-nek nevezi.) 
Az a leképezés defektszámának а különböző képelemek számát nevezzük, a defekt-
számát D (a)-val jelöljük. Ha a л-ed fokú permutáció, akkor D(d)—n, egyébként 
Л ( а ) < л . 
Ha a szinguláris leképezés, akkor D(a) = л — 1. На a л-ed fokú leképezés 
kép-elemei közöt t az i s,-szer fordul elő, akkor az ( í j , S2 ... sn) vektort a típusának 
nevezzük. (A permutációk típusa nyilván (1, 1, ... 1).) 
Az összes л-edfokú permutációk (ezek száma л!), a permutációk egymás utáni 
végrehajtására mint műveletre nézve, csoportot a lkotnak, ezt a csoportot л-edfokú 
szimmetrikus csoportnak nevezzük és S„-nel fogjuk jelölni. Az összes л-edfokú 
transzformációk (ezek száma л") félcsoportot a lkotnak az ún. л-edfokú szimmetrikus 
félcsoportot, amelyet F„-nel fogunk jelölni. 
A szorzat defektszámára vonatkozóan F„-ben érvényes a következő tétel. 
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1. T É T E L . A szorzat defektszáma legfeljebb annyi lehet, mint a tényezők defekt-
számainak minimuma. 
Bizonyítás. A tételt elég két tényezős szorzatra bizonyítani. Vagyis a, ß, y leké-
pezésekre vonatkozóan álljon fenn az 
xß = y 
azonosság, ekkor min (D(a), D(ßj) ê Z>(y) teljesülését kell igazolni. 
H a 
_ [ 1 2 ... n ) „ ( 1 2 ... n ) 
a




 U ( l ) J(2) а/(и))' 
így valóban 
min (D(x),D(ß)) D(y). 
Annak bemutatására,hogy az eredmény nem élesíthető, vagyis a min(D(a),£>(/?))= 
— D(y) is fennállhat, a következő példa szolgáljon: 
H ! 2 2 ) ' P ' W 3 2 ) ^ = ( 2 3 3) 
min (-D(a), £>(/?)) - D(xß) = 2. 
Az 1. tétel bizonyítása megtalálható a CLIFFORD—PRESTON [3] könyv II. kötet 
223. oldalán, valamint a szerző [6], [7] dolgozataiban. 
Később látni fogjuk, hogy az 1. tétel annak az ismert mátrixelméleti tételnek 
a következménye, amely szerint a szorzat rangja nem lehet nagyobb, mint a tényezők 
rangjának minimuma. 
Két részleges leképezés 
* = Í A ' 2 " ' I s ] és p=ímimJ • 
(kxk2 •••kJ \ПхП2 •••nt) 
szorzata xß = у részleges leképezés, amelyet úgy kapunk, hogy 
K={kx,k2, ...,ks} és N={nx,n2, ...,«,} 
halmazok metszetében levő t1,t2,...,tr elemeket tekintjük, ekkor /С-vel jelölve 
tt ä-beli ősét és и^-vel / -bel i képét 
у = í l j>[h " ' !j- ) , ha KON = 0 
akkor у = 0 , ekkor y-t üres elemnek fogjuk nevezni. 0 nyilván zérus elem, mivel 
tetszőleges а részleges leképezés esetén а 0 = 0 a = 0 . 
A H halmaz részhalmazain értelmezett leképezések és részleges leképezések 
az üres elemmel együtt a szorzásra nézve algebrai struktúrát alkotnak, amelyet 
л-edfokú részleges szimmetrikus félcsoportnak fogunk nevezni és F*-nel jelölünk. 
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Hasonló módon definiálhatjuk az я-edfokú részleges szimmetrikus csoportot, ha 
Fn definíciójában szereplő leképezés szavakat permutációval helyettesítjük. Az 
и-edfokú részleges szimmetrikus csoportot S*-gal jelöljük. 
Az и-edfokú részleges szimmetrikus félcsoport rendje 
0 Ю = í + i 1 [ " ) « • ' 
Az и-edfokú részleges szimmetrikus csoport rendje 
Példaként közöljük S3, F3, S3 és F3* művelettábláját. 0(S3) = 6 0(F3) = 27 0(F3*) = 64 0(5*) = 34 






































1 2 3 4 5 6 
1 1 2 3 4 5 6 
2 2 3 1 6 4 5 
3 3 1 2 5 6 4 
4 4 5 6 1 2 3 
5 5 6 4 3 1 2 
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F3 művelettáblája: 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 
1 1 2 3 1 1 1 1 2 3 2 2 2 2 1 3 3 3 3 3 1 2 1 1 2 2 3 3 
2 1 2 3 1 2 1 3 1 1 2 1 2 3 2 2 3 1 3 2 3 3 2 3 1 3 1 2 
3 1 2 3 2 1 3 1 1 1 1 2 3 2 2 2 1 3 2 3 3 3 3 2 3 1 2 1 
4 1 2 3 1 4 1 6 10 16 2 10 2 12 4 18 3 16 3 18 6 12 4 6 10 12 16 18 
5 1 2 3 1 5 1 7 11 17 2 11 2 13 5 19 3 17 3 19 7 13 5 7 11 13 17 19 
6 1 2 3 4 1 6 1 10 16 10 2 12 2 4 18 16 3 18 3 6 12 6 4 12 10 18 16 
7 1 2 3 5 1 7 1 11 17 11 2 13 2 5 19 17 3 19 3 7 13 7 5 13 11 19 17 
8 1 2 3 1 8 1 9 14 20 4 14 2 15 8 21 3 20 3 21 9 15 8 9 14 15 20 21 
9 1 2 3 8 1 9 1 14 20 14 2 15 2 8 21 20 3 21 3 9 15 9 8 15 14 21 20 
10 1 2 3 1 10 1 16 4 6 2 4 2 18 10 12 3 6 3 12 16 18 10 16 4 18 6 12 
11 1 2 3 1 11 1 17 5 7 2 5 2 19 11 13 3 7 3 13 17 19 11 17 5 19 7 13 
12 1 2 3 4 10 6 16 1 1 10 4 12 18 2 2 16 6 18 12 3 3 12 18 6 16 4 10 
13 1 2 3 5 11 7 17 1 1 11 5 13 19 2 2 17 7 19 13 3 3 13 19 7 17 5 11 
14 1 2 3 1 14 1 20 8 9 2 8 2 21 14 15 3 9 3 15 20 21 14 20 8 21 9 15 
15 1 2 3 8 14 9 20 1 1 14 8 15 21 2 2 20 9 21 15 3 3 15 21 9 20 8 14 
16 1 2 3 10 1 16 1 4 6 4 2 18 2 10 12 6 3 12 3 16 18 16 10 18 4 12 6 
17 1 2 3 11 1 17 1 5 7 5 2 19 2 11 13 7 3 13 3 21 19 U 11 19 5 13 7 
18 1 2 3 10 4 16 6 1 1 4 10 18 12 2 2 6 16 12 18 3 3 18 12 16 6 10 4 
19 1 2 3 11 5 17 7 1 1 5 11 19 13 2 2 7 17 13 19 3 3 19 13 17 7 11 5 
20 1 2 3 14 1 20 1 8 9 8 2 21 2 14 15 9 3 15 3 20 21 20 14 21 8 15 9 
.21 1 2 3 14 8 20 9 1 1 8 14 21 15 2 2 9 20 15 21 3 3 21 15 20 9 14 8 
22 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 
23 1 2 3 5 4 7 6 8 9 11 10 13 12 14 15 17 16 19 18 20 21 23 22 25 24 27 26 
24 1 2 3 4 8 6 9 5 7 10 14 12 15 11 13 16 20 18 21 17 19 24 26 22 27 23 25 
25 1 2 3 5 8 17 9 4 6 11 14 13 15 10 12 17 20 19 21 16 18 25 27 23 26 22 24 
26 1 2 3 8 4 9 6 5 7 14 10 15 12 11 13 20 16 21 18 17 19 26 24 27 22 25 23 
27 1 2 3 8 5 9 7 4 6 14 11 15 13 10 12 20 17 21 19 16 18 27 25 26 23 24 22 
S3 elemei 
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lásd a táblázatot 
» 
MT.4 III. Osztály Közleményei 19 (1969) 
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
1 0 1 2 3 0 0 0 0 0 0 1 2 1 3 2 3 1 2 1 3 2 3 0 0 0 0 0 0 1 1 2 2 3 3 
2 0 0 0 0 1 2 3 0 0 0 2 1 3 1 3 2 0 0 0 0 0 0 1 2 1 3 2 3 2 3 1 3 1 2 
3 0 0 0 0 0 0 0 1 2 3 0 0 0 0 0 0 2 1 3 1 2 2 2 1 3 1 3 2 3 2 3 1 2 1 
4 0 4 5 6 0 0 0 0 0 0 4 5 4 6 5 6 4 5 4 6 5 6 0 0 0 0 0 0 4 4 5 5 6 6 
5 0 0 0 0 4 5 6 0 0 0 5 4 6 4 6 5 0 0 0 0 0 0 4 5 4 6 5 6 5 6 4 б 4 5 
6 0 0 0 0 0 0 0 4 5 6 0 0 0 0 0 0 5 4 6 4 6 5 5 4 6 4 б 5 6 5 6 4 5 4 
7 0 7 8 9 0 0 0 0 0 0 7 8 7 9 8 9 7 8 7 9 8 9 0 0 0 0 0 0 7 7 8 8 9 9 
8 0 0 0 0 7 8 9 0 0 0 8 7 9. 7 9 8 0 0 0 0 0 0 -7 8 7 9 8 9 8 9 7 9 7 8 
9 0 0 0 0 0 0 0 7 8 9 0 0 0 0 0 0 8 7 9 7 9 8 8 7 9 7 9 8 9 8 9 7 8 7 
10 0 1 2 3 4 5 6 0 0 0 10 11 12 1'3 14 15 1 2 1 3 2 3 4 5 4 6 5 6 10 12 11 14 13 15 
11 0 4 5 6 1 2 3 0 0 0 11 10 13 12 15 14 4 5 4 6 5 6 1 2 1 3 2 3 11 13 10 15 12 14 
12 0 1 2 3 0 0 0 4 5 6 1 2 1 3 2 3 10 11 12 13 14 15 5 4 6 4 6 5 12 10 14 11 15 13 
13 0 4 5 6 0 0 0 1 2 3 4 5 4 6 5 6 11 10 13 12 15 14 2 1 3 1 3 2 13 11 15 10 14 12 
14 0 0 0 0 1 2 3 4 5 6 2 1 3 1 3 2 5 4 6 4 6 5 10 11 12 13 14 15 14 15 12 13 10 11 
15 0 0 0 0 4 5 6 1 2 3 5 4 6 4 6 5 2 1 3 1 3 2 11 10 13 12 15 14 15 14 13 12 11 10 
16 0 1 2 3 7 8 9 0 0 0 16 17 18 19 20 21 1 2 1 3 2 3 7 8 7 9 8 9 16 18 17 20 19 21 
17 0 7 8 9 1 2 3 0 0 0 17 16 19 18 21 20 7 8 7 9 8 9 1 2 1 3 2 3 17 19 16 21 18 20 
18 0 1 2 3 0 0 0 7 8 9 1 2 1 2 3 3 16 17 18 19 20 21 8 7 9 7 9 8 18 16 20 17 21 19 
19 0 7 8 9 0 0 0 1 2 3 7 8 7 9 8 9 17 16 19 18 21 20 2 1 3 1 3 2 19 17 21 16 20 18 
20 0 0 0 0 1 2 3 7 8 9 2 1 3 1 3 2 8 7 9 7 9 8 16 17 18 19 20 21 20 21 18 19 16 17 
21 0 0 0 0 7 8 9 1 2 3 8 7 9 7 9 8 2 1 3 1 3 2 17 16 19 18 21 20 21 20 19 18 17 16 
22 0 4 5 6 7 8 9 0 0 0 22 23 24 25 26 27 4 5 4 6 5 6 7 8 7 9 8 9 22 24 23 26 25 27 
23 0 7 8 9 4 5 6 0 0 0 23 22 25 24 27 26 7 8 7 9 8 9 4 5 4 6 5 6 23 25 22 27 24 26 
24 0 4 5 6 0 0 0 7 8 9 4 5 4 6 5 6 22 23 24 25 26 27 8 7 9 7 9 8 24 22 26 23 27 25 
25 0 7 8 9 0 0 0 4 5 6 7 8 7 9 8 9 23 22 25 24 27 26 5 4 6 4 б 5 25 23 27 22 26 24 
26 0 0 0 0 4 5 6 7 8 9 5 4 6 4 6 5 8 7 9 7 9 8 22 23 24 25 26 27 26 27 24 25 22 23 
27 0 0 0 0 7 8 9 4 5 6 8 7 9 7 9 8 5 4 6 4 6 5 23 22 25 24 27 26 27 26 25 24 23 22 
28 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 
29 0 1 2 3 7 8 9 4 5 6 16 17 18 19 20 21 10 11 12 13 14 15 23 22 25 24 27 26 29 28 31 30 33 32 
30 0 4 5 6 1 2 3 7 8 9 11 10 13 12 15 14 22 23 24 25 26 27 16 17 18 19 20 21 30 32 28 33 29 31 
31 0 7 8 9 1 2 3 4 5 6 17 16 19 18 21 20 23 22 25 24 27 26 10 11 12 13 14 15 31 33 29 32 28 30 
32 0 4 5 6 7 8 9 1 2 3 22 23 24 25 26 27 11 10 13 12 15 14 17 16 19 18 21 20 32 30 33 28 31 29 


































































0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60 61 62 63 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 1 2 3 0 0 0 0 0 0 1 1 2 2 1 3 3 2 3 1 1 2 2 1 3 3 2 3 0 0 0 0 
0 0 0 0 1 2 3 0 0 0 1 2 1 2 3 1 3 2 0 0 0 0 0 0 0 0 0 0 1 1 2 2 
0 0 0 0 0 0 0 1 2 3 0 0 0 0 0 0 0 0 0 0 2 1 2 3 1 3 3 2 1 2 1 2 
0 4 5 6 0 0 0 0 0 0 4 5 4 5 4 6 6 5 6 4 4 5 5 4 6 6 5 6 0 0 0 0 
0 0 0 0 4 5 6 0 0 0 4 5 4 5 6 4 6 6 5 0 0 0 0 0 0 0 0 0 4 4 5 5 
0 0 0 0 0 0 0 4 5 6 0 0 0 0 0 0 0 0 0 4 5 4 5 6 4 6 6 5 4 5 4 5 
0 7 8 9 0 0 0 0 0 0 7 7 8 8 7 9 9 8 9 7 7 8 8 7 9 9 8 9 0 0 0 0 
0 0 0 0 7 8 9 0 0 0 7 8 7 8 9 7 9 9 8 0 0 0 0 0 0 0 0 0 7 7 8 8 
0 0 0 0 0 0 0 7 8 9 0 0 0 0 0 0 0 0 0 7 8 7 8 9 7 9 9 8 7 8 7 8 
0 10 13 16 0 0 0 0 0 0 10 10 13 13 10 16 16 13 16 10 13 13 13 10 16 16 13 16 0 0 0 0 
0 1 2 3 4 5 6 0 0 0 10 11 12 13 14 15 16 17 18 1 1 2 2 1 3 3 2 3 4 4 5 5 
0 4 5 6 1 2 3 0 0 0 10 12 11 13 15 14 16 18 17 4 4 5 5 4 6 6 5 6 1 1 2 2 
0 0 0 0 10 13 16 0 0 0 10 13 10 13 16 10 16 16 13 0 0 0 0 0 0 0 0 0 10 10 13 13 
0 1 2 3 0 0 0 4 5 6 1 1 2 2 1 3 3 2 3 10 11 12 13 14 15 16 17 18 4 5 4 5 
0 4 5 6 0 0 0 1 2 3 4 4 5 5 4 6 6 5 6 10 12 11 13 15 14 16 18 17 1 2 1 2 
0 0 Ô 0 0 0 0 10 13 16 0 0 0 0 0 0 0 0 0 10 13 10 13 16 10 16 16 13 10 13 10 13 
0 0 0 0 1 2 3 4 5 б 1 2 1 2 3 1 3 3 2 4 5 4 5 6 4 6 б 5 10 11 12 13 
0 0 0 0 4 5 6 1 2 3 4 5 4 5 6 4 6 6 5 1 2 1 2 3 1 3 3 2 10 12 11 13 
0 19 22 25 0 0 0 0 0 0 19 19 22 22 19 25 25 22 25 19 19 22 22 19 25 25 22 25 0 0 0 0 
0 1 2 3 7 8 9 0 0 0 19 20 21 22 23 24 25 26 27 1 1 2 2 1 3 3 2 3 7 7 8 8 
0 7 8 • 9 1 2 3 0 0 0 19 21 20 22 24 23 25 27 26 7 7 8 8 7 9 9 8 9 1 1 2 2 
0 0 0 0 19 22 25 0 0 0 19 22 19 22 25 19 25 25 22 0 0 0 0 0 0 0 0 0 19 19 22 22 
0 1 2 3 0 0 0 7 8 9 1 1 2 2 1 3 3 2 3 19 20 21 22 23 24 25 26 27 7 8 7 S 
0 7 8 9 0 0 0 1 2 3 7 7 8 8 7 9 9 8 9 19 21 20 23 22 25 24 27 26 1 2 1 2 
0 0 0 0 0 0 0 19 22 25 0 0 0 0 0 0 0 0 0 19 22 19 22 25 19 25 25 22 19 22 19 22 
0 0 0 0 1 2 3 7 8 9 1 2 1 2 3 1 3 3 2 7 8 7 8 9 7 9 9 8 19 20 21 22 
0 0 0 0 7 8 9 1 2 3 7 8 7 8 9 7 9 9 8 1 2 1 2 3 1 3 3 2 19 21 20 23 
0 28 31 34 0 0 0 0 0 0 28 28 31 31 28 34 34 31 34 28 28 31 31 28 34 34 31 34 0 0 0 0 
0 4 5 б 7 8 9 0 0 0 28 29 30 31 32 33 34 35 36 4 4 5 5 4 6 6 5 6 7 7 8 8 
0 7 $ 9 4 5 6 0 0 0 28 30 29 31 33 32 34 36 35 7 7 8 8 7 9 9 8 9 4 4 5 5 
0 0 0 0 28 31 34 0 0 0 28 31 28 31 34 28 34 34 31 0 0 0 0 0 0 0 0 0 28 28 31 31 
0 4 5 6 0 0 0 7 8 9 4 4 5 5 4 6 6 5 6 19 29 30 31 32 33 34 35 36 7 8 7 8 
0 7 8 9 0 0 0 4 5 6 7 7 8 8 7 9 9 8 ' 9 19 30 29 32 31 34 33 36 35 4 5 4 5 
0 0 0 0 0 0 0 28 31 34 0 0 0 0 0 0 0 0 0 28 31 28 31 34 28 34 34 31 28 31 28 31 
0 0 0 0 4 5 6 7 8 9 4 5 4 5 6 4 6 6 5 7 8 7 8 9 7 9 9 8 28 29 30 31 
0 0 0 0 7 8 9 4 5 6 7 8 7 8 9 7 9 9 8 4 5 4 5 б 4 6 6 5 28 30 29 31 
0 37 44 51 0 0 0 0 0 0 37 37 44 44 37 51 51 44 51 37 37 44 44 37 51 51 44 51 0 0 0 0 
0 10 13 16 7 8 9 0 0 0 37 38 45 44 41 52 51 48 55 10 10 13 13 10 16 16 13 16 7 7 8 8 
0 19 22 25 4 5 6 0 0 0 37 39 46 44 42 53 51 49 56 19 19 22 22 19 25 25 22 25 4 4 5 5 
0 28 31 34 1 2 3 0 0 0 37 40 47 44 43 54 51 50 57 28 28 31 31 28 34 34 31 34 1 1 2 2 
0 10 13 16 0 0 0 7 8 9 10 10 13 13 10 16 16 13 16 37 38 45 44 41 52 51 48 55 7 8 7 8 
0 19 22 25 0 0 0 4 5 6 19 19 22 22 19 25 25 22 25 37 39 46 44 42 53 51 49 56 4 5 4 5 
0 28 31 34 0 0 0 1 2 3 28 28 31 31 28 34 34 31 34 37 40 47 44 43 54 51 50 57 1 2 1 2 
0 0 0 0 37 44 51 0 0 0 37 44 37 44 51 37 51 51 44 0 0 0 0 0 0 0. 0 0 37 37 44 44 
0 7 8 9 10 13 16 0 0 0 37 45 38 44 52 45 51 55 48 7 7 8 8 7 9 9 8 9 10 10 13 13 
0 4 5 6 19 22 25 0 0 0 37 46 39 44 53 46 51 56 49 4 4 5 5 4 6 6 5 6 19 19 22 22 
0 1 2 3 28 31 34 0 0 0 37 47 40 44 54 47 51 57 50 1 1 2 2 1 3 3 2 3 28 28 31 31 
0 0 0 0 10 13 16 7 8 9 10 13 10 13 16 10 16 16 13 7 8 7 8 9 7 9 9 8 37 38 45 44 
0 0 0 0 19 22 25 4 5 6 19 22 19 22 25 19 25 25 22 4 5 4 5 6 4 6 6 5 37 39 40 44 
0 0 0 0 28 31 34 1 2 3 28 31 28 31 34 28 34 34 31 1 2 1 2 3 1 3 3 2 37 40 47 44 
0 0 0 0 0 0 0 37 44 51 0 0 0 0 0 0 0 0 0 37 44 37 44 51 37 51 51 44 37 44 37 44 
0 7 8 9 0 0 0 10 13 16 7 7 8 8 7 9 9 8 9 37 45 38 44 52 41 51 55 48 10 13 10 13 
0 4 5 6 0 0 0 19 22 25 4 4 5 5 4 6 6 5 6 37 46 39 44 53 42 51 56 49 19 22 19 22 
0 1 2 3 0 0 0 28 31 34 1 1 2 2 1 3 3 2 3 37 47 40 44 54 43 51 57 50 28 j)l 28 31 
0 0 0 0 7 8 9 10 13 16 7 8 7 8 9 7 9 9 8 10 13 10 13 16 10 16 16 13 37 45 .38 44 
0 0 0 0 4 5 6 19 22 25 4 5 4 5 б 4 6 б 5 19 22 19 22 25 19 25 25 22 37 46 39 44 
0 0 0 0 1 2 3 28 31 34 1 2 1 2 3 1 3 3 5 28 31 28 31 34 28 34 34 31 37 47 40 44 
0 1 к
 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 
0 1 2 3 7 8 9 4 5 б 19 20 21 22 23 24 25 26 27 28 11 12 13 14 15 16 17 18 28 30 29 31 
0 4 5 6 1 2 3 7 8 9 10 12 11 13 15 14 16 18 17 28 29 30 31 32 33 34 35 36 19 20 21 22 
0 7 8 9 1 2 3 4 5 6 19 21 20 22 24 23 25 27 26 28 30 29 31 33 32 34 36 35 10 11 12 13 
0 4 5 6 7 8 9 1 2 3 28 29 30 31 32 33 34 35 36 10 12 11 13 15 14 16 18 17 19 21 20 22 
0 7 8 9 4 5 6 1 2 3 28 30 29 31 33 32 34 36 35 19 21 20 22 24 23 25 27 26 10 12 11 13 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 1 1 1 2 1 1 3 2 2 2 1 2 2 3 3 3 3 1 3 3 2 1 1 2 2 j 3 3 
1 3 3 2 3 1 1 2 1 1 3 1 2 2 1 2 2 3 2 3 3 1 3 3 2 3 2 3 1 3 1 2 
3 1 3 3 2 1 2 1 1 3 1 1 2 1 2 2 3 2 2 3 1 3 3 2 3 3 3 2 3 1 2 1 
0 0 0 0 0 4 4 4 5 4 4 б 5 5 5 4 5 5 6 6 6 6 4 6 6 5 4 4 5 5 6 б 
4 6 6 5 6 4 4 5 4 4 6 4 ,5 5 4 5 5 6 5 6 6 4 6 6 5 6 5 6 4 6 4 5 
6 4 б 6 5 4 5 4 4 6 4 4 5 4 5 5 6 5 5 б 4 6 6 5 6 б 6 5 б 4 5 4 
0 0 0 0 0 7 7 7 8 7 7 9 8 8 8 7 8 8 9 9 9 9 7 9 9 8 7 7 8 8 9 9 
7 9 9 8 9 7 7 8 7 7 9 7 8 8 7 8 8 9 8 9 9 7 9 9 8 9 8 9 7 9 7 8 
9 7 9 9 8 7 8 7 7 9 7 7 8 7 8 8 9 8 8 9 7 9 9 8 9 9 9 8 9 7 8 7 
0 0 0 0 0 10 10 10 13 10 10 16 13 13 13 10 13 13 /6 16 16 16 10 16 16 13 10 10 13 13 16 16 
4 6 6 5 б 10 10 11 12 10 14 15 13 13 12 11 13 17 18 16 16 15 14 16 18 17 11 14 12 17 15 18 
1 3 3 2 3 10 10 12 11 10 15 14 13 13 11 12 13 18 17 16 16 14 15 16 17 18 12 15 11 18 14 17 
10 16 16 13 16 10 10 13 10 10 16 10 13 13 10 13 13 16 13 16 16 10 16 16 13 16 13 16 10 16 10 13 
6 4 '6 6 5 10 11 10 12 14 10 15 13 12 13 11 17 13 18 16 15 16 14 18 16 17 14 11 17 12 18 15 
3 1 3 3 2 10 12 10 11 15 10 14 13 11 13 12 18 13 17 16 14 16 15 17 16 18 15 12 18 11 17 14 
16 10 16 16 13 10 13 10 10 16 10 10 13 10 13 13 16 13 13 16 10 16 16 13 16 16 16 13 16 10 13 10 
14 15 16 17 18 10 11 12 10 14 15 10 13 12 11 13 17 18 13 16 15 14 16 18 17 16 17 18 14 15 11 12 
15 14 16 18 17 10 12 11 10 15 14 10 13 11 12 13 18 17 13 16 14 15 16 17 18 16 18 17 15 14 12 11 
0 0 0 0 0 19 19 19 22 19 19 25 22 22 22 19 22 22 25 25 25 25 19 25 25 22 19 19 22 22 25 25 
7 9 9 8 9 19 19 20 21 19 23 24 22 22 21 21 22 26 27 25 25 24 23 25 27 26 20 23 21 26 24 27 
1 3 3 2 3 19 19 21 20 19 24 23 22 22 20 21 22 27 26 25 25 23 24 25 26 27 21 24 20 27 23 26 
19 25 25 22 25 19 19 22 19 19 25 19 22 22 19 22 22 25 22 25 25 19 25 25 22 25 22 25 19 25 19 22 
9 7 9 9 8 19 20 19 21 23 19 24 22 21 22 20 26 22 27 25 21 25 23 27 25 26 23 20 26 21 27 24 
3 1 3 3 2 19 21 19 20 21 19 23 22 20 22 21 26 22 26 25 23 25 24 26 25 27 24 21 27 20 26 23 
25 19 25 25 22 19 22 19 19 25 19 19 22 19 22 22 25 22 22 25 19 25 25 22 25 25 25 22 25 19 22 19 
23 24 25 26 27 19 20 21 19 23 24 19 22 21 20 22 26 27 22 25 21 23 25 27 26 25 26 27 23 24 20 21 
22 25 24 27 26 19 21 20 19 21 23 19 22 20 21 22 27 26 22 25 23 21 25 26 27 25 27 26 24 23 21 20 
0 0 0 0 0 28 28 28 31 28 28 34 31 31 31 28 31 31 34 34 34 34 28 34 34 31 28 28 31 31 34 34 
7 9 9 8 9 28 28 29 30 28 32 33 31 31 30 29 31 35 36 34 34 33 32 34 36 35 29 32 30 35 33 36 
4 6 6 5 6 28 28 30 29 28 33 32 31 31 29 30 31 36 35 34 34 32 33 34 35 36 30 33 29 36 32 35 
28 34 34 31 34 28 28 31 28 28 34 28 31 31 28 31 31 34 31 34 34 28 34 34 31 34 31 34 28 34 28 31 
9 7 9 9 8 28 29 28 30 32 28 33 31 30 31 28 35 31 36 34 33 34 32 36 34 35 32 29 35 30 36 33 
6 4 6 6 5 28 30 28 29 33 28 32 31 29 31 30 36 31 35 34 32 34 33 35 34 36 33 30 36 29 35 32 
34 28 34 34 31 28 31 28 28 34 28 28 31 28 31 31 34 31 31 34 28 34 34 31 34 34 34 31 34 28 31 28 
32 33 34 35 36 28 29 30 28 32 33 28 31 30 29 31 35 36 31 34 33 32 34 36 35 34 35 36 32 33 29 30 
33 32 34 36 35 28 30 29 28 33 32 28 31 29 30 31 36 35 31 34 32 33 34 35 36 34 36 35 33 32 30 29 
0 0 0 0 0 37 37 37 44 37 37 51 44 44 44 37 44 44 51 51 51 51 37 51 51 44 37 37 44 44 51 51 
7 9 9 8 9 37 37 38 45 38 41 52 44 44 45 38 44 48 55 51 51 52 41 51 55 48 38 41 45 48 52 55 
4 6 
б 
5 6 37 37 39 46 37 42 53 44 44 46 39 44 49 56 51 51 53 42 51 56 49 39 42 46 49 53 56 
1 3 3 2 3 37 37 40 47 37 43 54 44 44 47 40 44 50 57 51 51 54 43 51 57 50 40 43 47 50 54 57 
9 7 9 9 8 37 38 37 45 41 37 52 44 45 44 38 48 44 55 51 52 51 41 55 51 48 41 38 48 45 55 52 
6 4 
б 
6 ' 5 37 37 37 46 42 37 53 44 44 44 39 49 44 56 51 53 51 42 56 51 49 42 39 49 46 56 53 
3 1 3 3 2 37 40 37 47 43 37 54 44 47 44 40 50 44 57 51 54 51 43 57 51 50 43 40 50 47 57 54 
37 51 51 44 51 37 37 44 37 37 51 37 44 44 37 44 44 51 44 51 51 37 51 51 44 51 44 51 37 51 37 44 
10 16 16 13 16 37 37 45 37 37 52 41 44 44 38 45 44 55 48 51 51 41 52 51 48 55 45 52 38 55 45* 48 
19 25 25 22 25 37 37 46 39 37 53 42 44 44 39 46 44 56 49 51 51 42 53 51 49 56 46 53 39 56 46 49 
28 34 34 31 34 37 37 47 40 37 54 43 44 44 40 47 44 57 50 51 51 43 54 51 50 57 47- 54 40 57 47 50 
41 52 51 48 55 37 38 45 37 41 52 37 44 45 38 44 48 55 44 51 52 41 51 55 48 51 48 48 41 52 38 45 
42 53 51 49 56 37 39 46 37 42 53 37 44 46 39 44 49 56 44 51 53 42 51 56 49 51 49 49 42 53 39 46 
43 54 51 50 57 37 40 47 37 43 54 37 44 47 40 44 50 57 44 51 54 43 51 57 50 51 50 50 43 54 40 47 
51 37 51 51 44 37 44 37 37 51 37 37 44 37 44 44 51 44 44 51 37 51 51 44 51 51 51 44 51 37 44 37 
16 10 13 16 13 37 45 37 38 52 37 41 44 38 44 45 55 44 48 51 41 51 52 48 51 55 52 45 55 38 48 41 
25 19 22 25 22 37 46 37 39 53 37 42 44 39 44 46 56 44 49 51 42 50 53 49 51 56 53 46 56 39 49 42 
34 28 31 34 31 37 47 37 40 54 37 43 44 40 44 47 57 44 50 51 43 51 54 50 51 57 54 47 57 40 50 43 
52 41 51 55 48 37 45 38 37 52 41 37 44 38 45 44 55 48 44 51 41 52 51 48 55 51 55 55 52 41 45 38 
53 42 51 56 49 37 46 39 37 53 42 37 44 39 46 44 56 49 44 51 42 53 51 49 56 51 56 56 53 42 46 39 
54 43 51 57 50 37 47 40 37 54 43 37 44 40 47 44 57 50 44 51 43 54 51 50 57 51 57 57 54 43 47 40 
32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 58 59 60 61 62 63 
33 32 34 36 35 37 39 38 40 42 41 43 44 46 45 47 49 48 50 51 53 52 54 56 55 57 59 58 61 60 63 62 
23 24 25 26 27 37 38 40 39 41 43 42 44 46 47 45 49 50 48 51 52 54 53 55 57 56 60 62 58 63 59 61 
14 15 16 17 18 37 39 40 38 42 43 41 44 46 47 45 49 50 48 51 53 54 52 56 57 55 61 63 59 62 58 60 
24 23 25 27 26 37 40 38 39 43 41 42 44 47 45 46 50 49 48 51 54 52 53 57 55 56 62 60 63 58 61 59 
15 14 16 18 17 37 40 39 38 43 42 41 44 45 46 45 50 49 48 51 54 53 52 57 56 55 63 61 62 59 60 58 
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( з 3 l ) 5 8 ~ ( l 2 з ) 
( з 1 з ) 5 9 ~ ( l 3 2 ) 
(! ! !) « - g ? I) 
( з 3 2 ) 6 1 ^ ( 2 з 1) 
( з 2 з ) 6 2 - ( з 1 2) 
57 í1 2 3Ï í1 2 3) 
3 3J lásd a táblázatot 0 3 ** (3 2 l j 
Nyilvánvalóan fennállnak a következő relációk: 
1. F*z>Fn^Sn 
2. 
V . A . O G A N E S Z J A N [ 5 5 ] , [ 5 6 ] , [ 5 7 ] dolgozataiban számos eredmény található S*-re 
vonatkozóan. 
Ismeretes a Cayley-féle ábrázolási tételnek a következő általánosítása: 
2 . T É T E L . Egy tetszőleges S absztrakt n — \ rendű félcsoport izomorf módon 
ábrázolható Fn egy alkalmasan választott részstruktúrájával. 
Bizonyítás. Jelölje a x , a 2 , . . . , a„_x S elemeit. Ehhez az S és Г között izomorfiát 
létesítő a leképezést megadhatjuk a következőképpen 
a művelettartó, mivel 
így 
a, a, 
a Uh a2 ••• a „ _ x an 
a,—• 
f f a2 ••• an_1 an 
(aiOj a2aj ••• a„_1aJ UjUj 
j x ű x a 2 • • •ö„_ 1 a n 
U « i f l / a2 af a r • • an _ x af ay a( aj 
a x 
a x a , 
a 2 • • • a „ _ 1 a „ H a x a 2 ••• a „ _ x a„) 
; ••• a„_xa t a j (ax«/ a2ar-- a„ _ x a , a j 
a x a 2 ••• a n _ x a n 
a x a; a,- a 2 a ; a,- • • • a„ _ x a, a , a , a y 
a kölcsönösen egyértelmű, mivel a„ képe minden leképezésben különböző. 
A bizonyításban szereplő ábrázolást reguláris ábrázolásnak fogjuk nevezni. 
MT.4 III. Osztály Közleményei 19 (1969) 
l e k é p e z é s e k és l e k é p e z é s f é l c s o p o r t o k , i. 2 5 5 
K O R O L L Á R I U M . Ha S-nek van bal-egysége, akkor F„_x-ben izomorf módon ábrá-
zolható. 
A Cayley-tétel különböző általánosításaira vonatkozó eredményeket tartal-
maznak az [29], [57], [65] dolgozatok. További eredményeket és bizonyításokat 
találhat az olvasó [3] 30. oldalán. 
A permutációk és permutációcsoportok gráf ábrázolását A . C A Y L E Y vizsgálta 
(lásd [2]). Mivel minden absztrakt csoport izomorf módon ábrázolható permutáció-
csoportként, ezért а Сау1еу-Ше gráf-ábrázolás is alkalmazható tetszőleges absztrakt 
csoportra. A Cayley-féle ábrázolás néhány tulajdonságának leírása megtalálható 
pl. [17]-ben. 
Tetszőleges и-edfokú leképezéshez hozzárendelhető egy 1,2, ..., n természetes 
egész számokkal jelölt n szögpontú irányított gráf, amely összefüggő elemidegen 
részgráfokból áll. 
A megfeleltetés módja a következő, ha a leképezés az г'-t a y-be viszi át, akkor 
az í-ből ay-be irányuló élet tartalmaz a gráf. 
Ezt A megfeleltetést A. S Z U S K E V I C S vezette be (lásd [36]). 
A megfeleltetés útján nyert gráfokat leképezés gráfoknak fogjuk nevezni, 
ha a leképezés fokszáma n, akkor a leképezés gráfot F(n) gráfnak fogjuk jelölni. 
Az F(ri) gráfokat végtelen fokszám esetén O. ORE vizsgálta [24]. 
Az F(ri) gráfok bizonyos számossági tulajdonságait több szerző, pl. R . L . D A V I S 
[ 5 ] , F . H A R A R Y [ 1 2 ] , L . K A T Z [ 1 6 ] , R É N Y I A. [ 2 8 ] és a jelen dolgozat szerzője [ 8 ] 
vizsgálta. 
Az F(n) gráfok száma az и-edfokú leképezésekkel való kölcsönösen egyértelmű 
megfeleltetés miatt 0(F„) vagyis и". A megfeleltetés felhasználása nélkül ez a leszá-
molási feladat sokkal bonyolultabb. 
A részleges leképezések hasonló módon történő gráfábrázolásával M. Y O E L I 
foglalkozott [39]. 
A szerző [6]-ban elsőnek gondolt arra, hogy a Cayley-féle gráf ábrázolás általá-
nosításaként a leképezések A. SzusKEVicstől eredő gráfábrázolását a következőkben 
leírt módon fejlessze tovább. 
Jelöljük S absztrakt и-edrendű félcsoport, reguláris ábrázolásával nyert, leké-
pezésfélcsoportot T-vel. 
Készítsük el Telemeihez tartozó F(n+ 1) gráfokat és minden egyes gráf éleit 
a megfelelő T-beli elemmel jelöljük meg, majd az így nyert gráfokat szuperponálva 
nyerjük T, illetve 5 általánosított Cayley-gráfját. Eredetileg C A Y L E Y az élek számozása 
helyett színezést alkalmazott, ezért a C A Y L E Y ábrázolással nyert gráfot szokás 
Cayley színes gráfnak is nevezni. 
Legyen S a következő művelettáblával jellemzett hatodrendű félcsoport 
1 2 3 4 5 6 
1 1 1 1 1 5 5 
2 1 1 1 1 5 5 
3 1 2 3 3 5 5 
4 1 2 3 4 5 5 
5 5 5 5 5 1 1 
6 5 5 6 6 1 1 
5« MTA III. Osztály Közleményei 19 (1969) 
256 d é n e s j . 
T elemei: 
1 2 3 4 5 6 7) 
1 1 1 1 5 5 l j ' 
1 2 3 4 5 6 7) 
1 2 3 4 5 6 4 j ' 
1 2 3 4 5 6 7) 
1 1 2 2 5 5 2)' 
1 2 3 4 5 6 7) 
5 5 5 5 1 1 5J ' 
1 2 3 4 5 6 
1 1 3 3 5 6 
1 2 3 4 5 6 
5 5 5 5 1 1 
Az S-hez, illetve 7-hez rendelt általánosított Cayley-gráf tehát a következő: 
/1 2 3 4 5 6 7) , 
\ l 1 1 1 5 5 l j 
/1 2 3 4 5 6 7) -
[l 1 2 2 5 5 2) 
/1 2 3 4 5 6 7) 
[l 1 3 3 5 6 3) 
(Ill till) — 4 
( J ï i i M 9  
1 2 3 4 5 6 7) , 
5 5 5 5 1 1 6 j  
MT.4 III. Osztály Közleményei 19 (1969) 
l e k é p e z é s e k é s l e k é p e z é s f é l c s o p o r t o k , i. 2 5 7 
Minden F(ri) gráfhoz rendelhető a szokásos módon egy adjecencia mátrix, 
vagyis egy olyan 0, 1 elemekből álló ||ay|| négyzetes mátrix, amelynek а и eleme 1, 
ha az F(n) gráf i szögpontjából /-be irányított él indul, 0 egyébként. 
Az F(n) gráfokhoz tartozó adjecencia mátrixokat leképezés mátrixoknak 
fogjuk nevezni. ( C L I F F O R D , P R E S T O N [3] I . köt. 116. oldalon és I I . köt. 2 8 0 . oldalon 
foglalkozik a leképezés mátrixokkal és ezeket „row monomial" mátrixoknak nevezi. 
További eredmények találhatók a félcsoportok mátrix ábrázolására pl. [67]-ben.) 
A leképezés mátrixok a permutáló mátrixok általánosításaként tekinthetők, 
egy további általánosítás, ha az összes nXn méretű 0 , 1 mátrixokat tekintjük. 
Ezek a szokásos mátrix szorzásra nézve egy, a bináris relációk félcsoportjával izo-
morf félcsoportot alkotnak, ha a 0, 1 között a logikai összeadás, illetve szorzás van 
definiálva. Ezt a félcsoportot 5„-nel jelöljük és könnyen belátható, hogy B„ rendje 
2"2, valamint fennáll FnczB„ is, ha и A Bn mátrix ábrázolása is felfogható mint 
gráfok adjecencia mátrixa és így adódik Bn gráf ábrázolása is. Ez utóbbi gráf-ábrá-
zolás eltér az általánosított Cayley-gráftól. Bn számos tulajdonságát vizsgálták, lásd 
pl. [32]. A leképezések olyan általánosítását, hogy bármely 0, 1 négyzetes mátrixhoz 
tartozzék egy leképezés, már G . A N D R E O L I ismerte (lásd [ 1 ] ) . 
A következőkben bevezetésre kerülő fogalmak egy részét a későbbiekben ki 
fogjuk terjeszteni Bn elemeire. 
Egy F(n) gráf olyan diszjunkt gyengén összefüggő komponensekre esik szét, 
amelyek mindegyike egy irányított kört és a körbe irányuló fákat tartalmaz. 
Például: 
G 2 4 3 2s) ( S N i 
(3 
Az F{rí) gráf egy összefüggő komponenséhez tartozó leképezést általánosított ciklus-
nak nevezzük. Ez az elnevezés azért indokolt, mivel permutáció esetén a megfelelő 
gráfban levő komponensekhez az elemidegen ciklusok tartoznak. Az előző példában 
szereplő leképezés általánosított ciklusokra való felbontása a következő 
1 2 3 4 5) _ (1 2 5j (3 4) 
2 2 4 3 2) ~ [2 2 2)\A 3)' 
Nyilvánvaló a következő megfeleltetés 
A permutációkra ismeretes azon tétel, amely szerint egy permutáció elemidegen 
ciklusokra való felbontása a ciklusok sorrendjétől eltekintve csak egyféleképpen 
történhet, kiterjeszthető leképezésekre is, ha a ciklus szót általánosított ciklussal 
helyettesítjük. 
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Hagyjuk el egy F(n) gráfból a körbe irányuló fákata körben levő gyökérpontoktól 
eltekintve. Ekkor egy olyan speciális F(k) (k^n) gráfot nyerünk, amely irányított 
körökből áll és ezért az így nyert F(k) gráfnak egy permutáció felel meg. Ezt a per-





j j leképezés főpermutációja a 
(l 2 5 6 ) 
( 2 1 6 5 ) P E R M U T A C I ° -
a leképezés főpermutációját /(a)-val fogjuk jelölni. 
3 . T É T E L . Tetszőleges leképezés előállítható 
a) ciklusok és szinguláris leképezések 
b) transzpozíciók és szinguláris leképezések szorzataként. 
Bizonyítás. Legyen a tetszőleges leképezés, akkor felírható a 1 ; a 
nosított ciklusok szorzataként vagyis 
r 
<X= IJ<*i-
1 = 1 
Továbbá a ; =f(xi)<jla2... <rs, ahol ax, a2, ..., as szinguláris leképezések, amelyek 
a,- gráf ábrázolásában a köröktől távolodó (vagyis az irányítással ellentétes) irány-
ban levő éleknek felelnek meg. Ezzel az a) állítást igazoltuk. 
Mivel / (a , ) transzpozíciók szorzatára bonthatósága jól ismert, a b) állítás is 
bizonyitást nyert. 
K O R O L L Á R I U M . Az összes n-edfokú transzpozíciók és szinguláris leképezések 
F„-t generálják. 
A 3. tétel állításának szemléltetésére szolgál a következő példa: 
j 
9 
( 1 2 3 4 5 6 
L2 3 1 3 4 4 
7 8) 
7 1) ~ ( 1 2 3 ) 1 
51161181 
4 . 4 7 
( 1 2 ) ( 1 3 ) , 4 ' ' 5 | 3 4 
Könnyű példát találni annak bizonyítására, hogy a permutációk körében érvényes 
tétel, amely szerint egy permutáció tetszőleges két különböző transzpozició szorzat 
alakjában történő előállításában a tényezők számának paritása nem változik, leké-
pezésekre nem vihető át. Például: 
3 1 
'4 ' 3 
Legyen W F„-beli transzpozíciókból és szinguláris leképezésekből álló halmaz, 
ekkor Ж-hez hozzárendelhetünk 2n számozott szögponttal rendelkező gráfot, amely 
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6 W esetén i és y'-vel jelzett szögpontjait akkor köti össze él, ha (íj) £ W, továbbá 
az / + n és к + n jelzésű szögpontokat l + n szögpontból irányított él köti össze. Az így 
nyert И7-h ez tartozó 2 n szögpontú gráfot általánosított Pólya-gráfnak nevezzük és 
P(W)-vei jelöljük. P Ó L Y A G Y . alapvető gráfelméleti dolgozatában (lásd [27]) S / b e l i 
transzpozíciókból álló halmaz gráf ábrázolását oly módon végezte, hogy P(W) 
a Pólya-féle eljárás természetes általánosításának tekinthető. 
A hatványozás segítségével Fn elemei két osztályba sorolhatók. Az egyik osztályba 
tartoznak azon a leképezések, amelyekre létezik olyan s hatványkitevő, hogy a = a s 
fennálljon, a másik osztály olyan leképezésekből áll, amelyekre ilyen s nem létezik. 
Ez utóbbi esetben jelöljük //(a)-val azt a legkisebb hatványkitevőt, amelyre y h M = ys 
fennáll, vagyis z h M nem esik a osztályába, {a} nem csoport {aÄ(or)} pedig csoport. 
h(a)-t A. S Z U S K E V I C S [37]-ben módnak, S . S C H W A R Z [31]-ben előperiódusnak, 
S T E I N F E L D О. [35]-ben második invariánsnak nevezte. Az a-hoz tartozó leképezés 
gráf maximális famagassága, mint az könnyen látható éppen h(jx). 
4 . T É T E L . AZ У. leképezés által generált struktúra {a} akkor és csak akkor cso-
port, ha y-hoz tartozó leképezés gráfban a legnagyobb famagasság legfeljebb 1. 
Bizonyítás. A hatványozás során a kettő vagy annál nagyobb famagasságok 
csökkennek. Vagyis ha a famagasságainak maximuma A(a)^2 , akkor h(a2) S 
S / i ( a ) - 1. Ezért, ha h(a) ^ 2 , akkor a — a s nem állhat fenn és így {a} nem lehet cso-
port. 
Tegyük fel, hogy h(a)Sl. h(a)=0 esetben а permutáció és így {a} csoport. 
На h(a) = 1, akkor az 1. tétel miatt A(ar) = 1 tetszőleges r esetén ezért és a fokszámának 
végessége miatt {a} csoport. 
1. K O R O L L Á R I U M . а akkor és csak akkor eleme Fn egy részcsoportjának, ha 
h( «)sl. 
2 . K O R O L L Á R I U M . Ha / I ( A ) S 4 , akkor A által generált {A} ciklikus félcsoportnak 
van olyan részfélcsoportja, amely nem ciklikus. 
Bizonyítás, {a3, a2} nem lehet ciklikus, ugyanis, ha ciklikus lenne, akkor 
{a2, a3} = {a2} teljesülne, ez azonban a 3$ {a2} miatt lehetetlen. 
A továbbiakban annak szükséges és elégséges feltételét is meg fogjuk adni, 
hogy Fn két eleme mikor generál egy részcsoportot. 
5. TÉTEL. 0(a) = A(a) - 1 + 0(/(a)), ha A(a) S 1. 1, ahol 0(a) a rendjét jelöli. 
Bizonyítás. Ha h(x)=2, akkor A(a) az a legkisebb hatványkitevő, amire a-t 
felemelve olyan elemet kapunk, hogy a M a , ) =a r egyenlet megoldható legyen. 
A legkisebb r megoldás éppen 0(/(a)) vagyis aA(oi) — a0 ( f ( a > ) . így a különböző 
a hatványok a, a2, . . . , x h M ... a0<A=o>-i,
 t e h á t 0 ( a ) = /,(а) + 0 ( / ( а ) ) - 1 . 
Az 5. tétel más bizonyításai megtalálhatók a következő dolgozatokban [6], [7], 
valamint C L I F F O R D , P R E S T O N [3] E kötet 20. oldal 1.9. tétel. 
A . H . C L I F F O R D , G , В . P R E S T O N [ 3 ] E kötet 2 7 oldalon V . V . V A G N E R Í követve (lásd 
[59]) a leképezés inverzének nevezi ß-t, ha yßx = a és ßxß = ß azonosságok egyidejűleg 
teljesülnek. 
Az eddig bevezetett fogalmak segítségével egy kváziinverz fogalmat fogunk 
bevezetni, amely különbözik a VAGNER-féle inverztől, s amelyet általánosított inverz-
nek fogunk nevezni. A két inverz fogalom egymáshoz való viszonyát a későbbiek 
folyamán fogjuk vizsgálni. 
5« MTA III. Osztály Közleményei 19 (1969) 
2 6 0 d é n e s j. 
Könnyű belátni (lásd [30]), hogy ha a я-ed fokú leképezés, akkor / ( < / ) = 
= (/(a)** ezért, el lentmondás mentes a következő definíció: 
Ha s az a legkisebb hatványkitevő, amelyre a leképezést emelve az /(cd) = 
= ( / ( a ) ) - 1 egyenlőség teljesül, akkor as-t a kváziinverzének nevezzük, a kváziinverzét 
a - 1 -gye l fogjuk jelölni, hiszen ha a permutáció, akkor a kváziinverze megegyezik 
az inverzével. Ez a jelölésmód azért nem zavaró, mert az általánosított inverzet, amelyet 
hasonlóan szokás jelölni, igen ritkán fogjuk használni és a jelölést kizárólag a kvázi-
inverz részére tar t juk fel. 
A kváziinverz fogalma kiterjeszthető periodikus félcsoportokra, vagyis olyan 
félcsoportokra, amelyekben az összes elem végesrendű. 
A kváziinverz felhasználásával a kommutá to r és a kommutá to r részfélcsoport 
fogalmát természetes módon tudjuk definiálni. 
A kváziinverz fogalma kiterjeszthető a reguláris ábrázoláson keresztül absztrakt 
félcsoportokra is. 
Legyen 5 absztrakt félcsoport az aba~1b~1 (a, b£S) elemeket kommutátoroknak 
nevezzük és az általuk generált részstruktúrát kommutátor részfélcsoportnak. A szerző 
vizsgálta a kommutá to r részfélcsoport néhány tulajdonságát ([7], [9]). A kommutá to r 
láncot a csoportokhoz hasonló módon értelmezzük. így lehetőség nyílik a feloldható 
félcsoportok bevezetésére; egy félcsoportot feloldhatónak nevezünk, ha kommutá tor -
láncának utolsó eleme idempotens. 
Az S félcsoport I részfélcsoportját balideálnak nevezzük, ha tetszőleges a £ S 
esetén al = l. Hasonló módon, ha Ia=I, akkor I jobbideál. Ha / bal- és jobbideál, 
akkor ideálnak nevezzük. S egy nem üres A részhalmaza kváziideál, ha A S П SA f A 
(lásd [33]). 
Elemi balideálnak fogjuk nevezni és Lx-szel jelölni T leképezés félcsoport azon 
részfélcsoportját, amely T összes olyan elemeit tartalmazza, amelyekben képelemen-
ként szereplő betűk az X halmaz elemei. 
Egy 5 félcsoport В részfélcsoportja biideál, ha BSBQB. 
Legyen S egységelemes félcsoport. Ha p és q két tetszőleges olyan eleme S-nek, 
hogy pq=e (e jelöli 5 egységelemét) teljesül, akkor p-t q balinverzének és q-1 p 
jobbinverzének nevezzük. A jobb (bal) egység S-ben definíció szerint egy olyan elem, 
amelynek van j obb (bal) inverze S-ben. Ha egy S j obb és bal egység, akkor egység. 
A kváziinverz segítségével a normálosztó fogalma is kiterjeszthető félcsoportokra. 
S félcsoport R részfélcsoportját akkor nevezzük normális részfélcsoportnak vagy 
normálosztónak, ha tetszőleges S-beli a elemre aRa~l(ZR teljesül. 
2. F„ algebrai tulajdonságai 
F„ összes ideáljainak leírását A. M. M A L C E V [20]-ban végezte el. 
Jelölje /(„,m) Ë„-nek olyan elemeiből álló halmazát , amelynek defektszáma 
legfeljebb m. Ekkor érvényes a 
6 . T É T E L . F„ összes ideáljai az 7 ( „ M ) m = 1 , 2 , . . . , n halmazok. 
Bizonyítás. Az 1. tételből következik, hogy / ( n m) ideál, így csak azt kell belátni, 
hogy F„ tetszőleges ideálja az / ( n m) halmazok valamelyikével megegyezik. 
Tegyük fel, hogy állításunkkal ellentétben létezik olyan / ideál, amely nem egyezik 
meg semmilyen m-re / ( n m)-mel. 
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Jelölje к azt a legkisebb természetes egész számot, amelyre fennáll 
Legyen aÇ/ („ t ) és к definíciója miatt létezik olyan ß elem /-ben, hogy D(ß)^D(a). 
Ekkor a ß által generált F„-beli főideálhoz tartozik, (lásd C L I F F O R D — P R E S T O N [3] 
52. oldal), így a Ç / ebből következik, hogy 7 ( „ f c ) ë7 , vagyis I(nk) = I. 
K O R O L L Á R I U M . Fn-ben levő összes szinguláris leképezések 7 ( N n_x) ideált gene-
rálják. 
Bizonyítás. Az 1. és 3. tétel alkalmazásával a 6. tétel közvetlen következménye. 
A 6. tétel kiterjesztése tetszőleges leképezésfélcsoportra K . A. Z A R E C K I J [ 4 0 ] 
munkájában található. A 6. tétel korolláriumánál gyengébb állítás szerepel [66]-ban. 
F„ ideáljainak leírása után térjünk át F„ normálosztóira. Nyilvánvaló, hogy 
minden ideál normálosztó, az állítás megfordítása nem igaz. Ennek bemutatására 
vonatkozik a következő tétel. 
7 . T É T E L . Fn kommutátor részfélcsoportja normálosztó, de nem ideál. 
Bizonyítás. Először azt fogjuk belátni, hogy Fn kommutátor részfélcsoportja 
/ / „ = ( F „ \ S „ ) U z l „ , ahol An az я-edfokú alternáló csoportot jelöli. Mint ismeretes, 
S„ kommutátor részcsoportja A„, így T „ £ / / „ . Az összes szinguláris leképezések, 
mivel ezek kommutátorok, elemei A/„-nek. A 3. tétel bizonyításánál felhasznált 
konstrukcióból egyszerűen következik, hogy F„ minden olyan a eleme, amelyre 
/ ( a ) páros, szinguláris leképezések és páros permutációk szorzataként előállítható. 
Be fogjuk látni, hogy K„ összes eleme is előállítható a fenti módon. Mivel egy tet-
szőleges leképezés előállítható elemidegen általánosított ciklusok szorzataként, 
így elég olyan a leképezésre szorítkozni, amely egyetlen általánosított ciklusból áll. 
Legyen 
a = (1 2 ••• rí) С = I2 3 П j ^ ha и páratlan, akkor (12 •••rí), E K n 
így a €/ /„ . Az eljárást iterálva nyerhetjük, hogy tetszőleges olyan leképezés, amely 
nem permutáció és főpermutációja páratlan, eleme //„-nek, ha n páros, akkor a bizo-
nyítás hasonló módon történik, azonban n helyére n — 1 kerül. Tehát azt nyertük, 
hogy F„ kommutátor részfélcsoportja K„ • Л„-пе1 való analógia kedvéért //„-et az 
n-edfokú alternáló félcsoportnak fogjuk nevezni. 
Legyen 1 páratlan permutáció a/ /„gj / /„ , így K„ nem ideál. Azonban az 1. tétel 
felhasználásával triviálisan adódik, hogy tetszőleges a 6F„ esetén aK„a.~1QK„. 
N. ITO [13] és O. ORE [25] egymástól függetlenül bebizonyították, hogy « a 5 
esetén A„ minden eleme kommutátor . A szerző azt sejti, hogy hasonló eredmény 
igaz //„-re is, vagyis 5) összes eleme kommutátor (lásd [9]). //„ és An közötti 
analógiára további adalékot nyújt a 8. tétel. A 8. tétel (lásd [9]) azon ismert csoport-
elméleti eredmény kiterjesztése félcsoportokra, amely szerint An kommutátor rész-
csoportja önmaga. 
8 . T É T E L . / / „ kommutátor részfélcsoportja önmaga. 
Bizonyítás. Mivel a páros permutációk és a szinguláris leképezések elemei 
//„-nek és ezek egyben generálják is //„-et, így K„ kommutátor részfélcsoportja 
önmaga. 
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9 . T É T E L . F„ összes normálosztói Kn és /(n>m), m—l, 2, ..., n, valamint E, 
ahol s az egység permutációt jelöli. 
Bizonyítás. A 6. és a 7. tétel, valamint triviális meggondolások biztosítják, hogy 
Kn, / ( „ „ . y l l í , /(„_m) m = 1 , 2 . . . « részfélesopprtok normálosztók, így csak annak 
bizonyítása marad hátra, hogy /"„-nek nincs egyéb normálosztója. 
A bizonyítás első lépéseként tegyük fel, hogy Fn A normálosztójában van olyan 
elem, amely permutáció, ekkor nyilván e£ A. Ebből következik, hogy A tartalmazza 
F„ összes szinguláris leképezését. Ennek belátására jelölje <r; / = 1, 2, ..., {n— l)2 
Fn szinguláris leképezéseit, így fennáll а о1гарх=о1 azonosság, vagyis 
Nyilvánvalóan <r; segítségével F„ minden idempotens eleme, amely különbözik az 
egység permutációtól előállítható. J . M. H O W I E bebizonyította (lásd [66]), hogy 
Fn az egység permutációtól különböző idempotensei által generált részfélcsoport 
/(„ „_!,. (Erősebb állítás is igaz, lásd a 6. tétel korolláriumát.) így nyilván A csak 
An,n-i)UA„ alakú lehet, ahol A„ Sn normálosztója. Mint ismeretes, ha n^3, akkor 
S„ egyetlen valódi normálosztója A„, esetünkben azonban e-t is egyetlen elemből 
álló normálosztónak kell tekintenünk. n = 2 esetén Kn = fnn-1)Ue. 
A továbbiakban tegyük fel, hogy A nem tartalmaz permutációt, valamint 
hogy / ( n , t ) c : A és /(„д + A. Ekkor létezik olyan k + l defektű cc eleme E„-nek, 
hogy a £ A . На nl7 n2 л„; jelöli S„ elemeit, akkor A normálosztó tulajdonsága 
miatt 7г;а7г,"16A ( / = 1, 2, ..., ni). Következésképpen A-nek tartalmaznia kell Fn 
összes a-val azonos típusú elemét. Könnyű belátni, hogy alkalmas cr szinguláris 
leképezés esetén ooi=ß oly módon, hogy а és ß típusa különböző. Továbbá az is 
m 
igaz, hogy ha <x,7-vel szinguláris leképezéseket jelölünk, akkor JJ оjjOt=ß alakban 
i=i 
előállítható ß elemek olyanok lesznek, hogy F„ tetszőleges k + 1 defektű elem típu-
sához tartozni fog legalább egy ß. Következésképpen л i ß n f 1 (г = 1,2, . . . ,и!) alak-
ban Fn tetszőleges k + 1 defektű leképezése előáll. Vagyis / ( „ д + 1)с£ A feltétel nem 
teljesülhet, ha a£N k + \ defektű. így adódik a tétel állításának helyessége, ha 
A legnagyobb defektű elemének defektszáma m(m<ri), akkor A = / (n m). A normál-
osztók vizsgálata után rátérünk a maximális csoportok leírására. Először a követ-
kezőkben többször idézett 10. tételt fogjuk bebizonyítani, amely szükséges és elég-
séges feltételt ad arra, hogy két leképezés mikor lehet eleme ugyanannak a csoportnak. 
1 0 . T É T E L . Legyenek al5 a2, ..., ar n-edfokú leképezések. Annak szükséges és 
elégséges feltétele, hogy az (а 1 ; a 2 , ..., a r} struktúra csoport legyen az, hogy 
1. /(ор), /(а2)> • • •, / ( а , ) elemhalmaza megegyezzék, 
2. А(а)
г
^1 » = 1 , 2 , . . . , г, 
3. legyen /и([/(а;) / = 1 , 2 , ..., r, akkor ha a,(w) = mt és legyen / az egyetlen 
olyan betű, amelyre fennáll, hogy j, Ç/(a,), és а ,(jj) = mh akkor j j =j2 = ...=/. 
Bizonyítás. Tegyük fel, hogy az 1. feltétel nem teljesül. Ekkor {а 1 , а 2 , ..., аг} 
nem lehet csoport, mert legalább két idempotens elemet tartalmaz. Amennyiben 
a 2. feltétel nem teljesül egy а j elemre, akkor {а7} nem csoport és így {ах, a 2 , . . . , ia r} 
sem lehet csoport. A3 , feltétel szükségessége a következő módon látható be: k$ / ( a , ) 
és az egyetlen elem / € / ( « , ) , úgy hogy fennáll a(ji)=ki. Mivel (а„ a 2 , ... ar} 
csoport, így csak egyetlen / idempotens eleme van és / = а ? miatt I{k)=ji, ezért 
ji=j2=j3... =jr, amivel a 3. feltétel szükségességét igazoltuk. A tétel bizonyításához 
ezek után azt kell kimutatni, hogy az 1 , 2 , 3 feltételek együttesen elégségesek is. 
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Az {oq, a 2 , ... a r} struktúra a leképezések szorzásának asszoeiativitása miatt asszocia-
tív. Az 1. feltétel teljesülése miatt ha van is több idempotens, ezek főpermutációja 
megegyezik. A 3. feltétel biztosítja, hogy a farész is megegyezzék, így csak egyetlen 
idempotens elem lehet. Jelölje az idempotens elemet e. Az előzőekből tudjuk, hogy 
e=zd, ahol г tetszőleges eleme a struktúrának és d t rendje rdx = Ttd = zd+1, akkor 
a 2. tulajdonság miatt T d + 1 = r . Következésképpen E egységelem. 
A 2. feltétel miatt a kváziinverz megegyezik az inverzzel. Mivel {a1; a 2 , . . . , a ,} 
tetszőleges elemeinek van inverze, ezért csak azt kell bebizonyítani, hogy pontosan 
egy inverze van. Ezt a 3. feltétel biztosítja. 
11. T É T E L . Legyenek a x , a 2 , . . . , ar leképezések G n-edrendű csoport generátor 
elemei és /г(а;) = 1, г = 1 ,2 , . . . , r . Ekkor a x , / ( a 2 ) , . . . , / ( a r ) megadásával G összes 
eleme egyértelműen meghatározható. 
Bizonyítás. Mivel G csoport, ezért felhasználjuk a 10. tételben szereplő 3. tulaj-
donságot , amelynek segítségével adódik, hogy a-ból és / (a ; ) -ből (/ = 2, ... r) az 
a 2 , . . . , a r elemek egyértelműen meghatározhatók. Mivel a x , a 2 , . . . , a r generátor-
rendszerét alkotják G-nek, G összes eleme egyértelműen meghatározható. 
1 . K O R O L L Á R I U M . Tetszőleges félcsoportban az idempotensek száma megegyezik 
a maximális részcsoportok számával. 
2. K O R O L L Á R I U M . Egy tetszőleges félcsoport két maximális részcsoportja közös 
elem nélküli. 
1 2 . T É T E L . Fn részcsoportjai a k-adfokú ( £ = 1 , 2 , . . . , r) szimmetrikus csoporttal 
izomorfak. 
Bizonyítás. A 11. tétel szerint egy részcsoport elemeinek főpermutációi által 
izomorfiáig egyértelműen meg vannak határozva. Mivel egy részcsoportban két elem 
főpermutációjának elemhalmaza nem lehet különböző (lásd 10. tétel 1. feltétel), 
ilyen módon ha egy elem főpermutációja /с-adfokú, akkor tekinthetjük az összes 
ugyanazon а к betűn értelmezett fő permutációt. Ez természetesen maximális és izo-
morfiáig egyértelműen meghatározza F„ egy maximális részcsoportját, azért csak 
izomorfiáig, mert az elem farésze tetszőlegesen választható, ennek megválasztása 
után a többi elem farésze egyértelműen meghatározott (lásd 11. tétel). Másrészt, 
ha adott egy részcsoport elemei főpermutációinak halmaza és az nem meríti ki a szim-
metrikus csoportot , akkor az elemek által meghatározott részcsoport nem lehet 
maximális, mivel részcsoportja annak a csoportnak, amelyben az elemek fő per-
mutációi kimerítik a £-adfokú szimmetrikus félcsoportot. így Fn minden maximális 
részcsoportja ő^-val izomorf, másrészt bárhogyan adunk meg Sk-1, £ = 1 ,2 , . . . я —1 
esetén E„-nek van olyan valódi leképezésekből álló maximális részcsoportja, amely 
Sj-val izomorf. 
1. K O R O L L Á R I U M . F„ tetszőleges maximális részcsoportjának rendje £! (IczSn). 
2. K O R O L L Á R I U M . Tetszőlegesen megadott к {ksrí) természetes egész esetén 
található olyan maximális részcsoport Fn-ben, amelynek rendje £! 
S . S C H W A R Z azt sejtette (lásd [32]), hogy a 12. tétel érvényben marad, ha F„ 
helyett az n elemű halmazon értelmezett bináris relációk félcsoportját Bn-1 ír juk. 
S. S C H W A R Z sejtésének megcáfolására a jelen tanulmány III. részében térünk vissza. 
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E tulajdonságú egy félcsoport akkor, ha minden valódi részfélcsoportja csoport. 
Az E tulajdonságú félcsoportok jellemzését P O L L Á K G Y . — R É D E I L . adta meg 
(lásd [26]). Az előző eredmények felhasználásával lehetőség nyílik eredményüknek 
egy egyszerű bizonyítására. 
1 3 . T É T E L . Egy félcsoport akkor és csak akkor E tulajdonságú, ha az alábbi 
feltételek egyike teljesül: 
1. csoport, 
2. ciklikus félcsoport, 
3. másodrendű félcsoport. 
Bizonyítás. A tétel állítása abban az esetben ha S csoport, nyilvánvaló, ezért 
a továbbiakban feltesszük, hogy »S nem csoport. Ha S egyetlen a. elemmel van gene-
rálva, akkor h(a) = 2. Tegyük fel ugyanis, hogy (a} = S és h(a2) = 2 és így {a}2 nem 
csoport és {a2} с S ami ellentmond az E tulajdonságnak. 
Ha S nem ciklikus, vagyis legalább két elem által generált, akkor maximális 
részcsoportjainak egyesítése. Tegyük fel, hogy S nem lenne csoportok egyesítése, 
akkor létezik olyan a £S, amely nem eleme S egyetlen részcsoportjának sem, így 
{a} nem csoport, mivel S-ről feltettük, hogy nem ciklikus, ezért az, hogy {a} nem 
csoport, ellentmond az E tulajdonságnak. S inverz félcsoport, mivel minden elemé-
nek van csoport inverze, de nem lehet más általánosított inverze. Tegyük fel,hogy 
S-ben két idempotens elem van: т1 ; т2. Ekkor [3] I. köt. 4.8. segédtétel szerint тхт2 = 
= T2Tj, másrészt, mivel S E tulajdonságú, { t ^ t a J ^ S . Mivel is т1т2т1т2 = 
= т1т1т2т2 = т1т2 miatt idempotens, így S kommutatív és idempotens elemekből áll. 
Mivel {TJ, T2} = S, ezért S legfeljebb három elemet tartalmazhat, ezek т1 ; т2, тхт2. 
Ha Tj + т2 + TjTa, akkor (т2, xyi^A S és ez ellentmond az E tulajdonságnak. Ha S 
két elemű, vagyis т
х
 — akkor valóban E tulajdonságú. Egy E tulajdonságú 
félcsoport nem generálható kettőnél több elemmel, mert akkor lenne két idempotens 
által generált valódi részfélcsoportja. 
1 4 . T É T E L . Ha egy S leképezés félcsoport elemeinek fő permutációi azonos hal-
mazon vannak értelmezve, akkor a különböző fő permutációk halmaza (maximális) 
csoport homomorf kép. 
Bizonyítás. Ha a ; Ç S, akkor a keresett homomorf д leképezés oc; — /(a,) meg-
feleltetéssel adható meg. д művelettartó, mert ha a ;, a( 6 S és a ; = ос;/(а,), a* = a f f (a*), 
akkor а ; — / ( а ; ) а Г /(«*)> továbbá Д е д * ) =/(а,) /(а ,*) és így valóban a 0 leké-
pezés művelettartó, mivel а,а* — /(а,-а*) = / ( а / Д а * ) . 
A főpermutációk halmaza szorzásra nézve zárt és így a д leképezés segítségével, 
S-nek egy csoport homomorf képét nyerjük. 
1. K O R O L L Á R I U M . Minden feloldható leképezésfélcsoport homomorf képe, 
elemei főpermutációinak halmaza. 
2. K O R O L L Á R I U M . Minden egységelemes leképezésfélcsoport csoport homomorf 
képe, elemei különböző főpermutációinak halmaza. 
1 5 . T É T E L . Annak szükséges és elégséges feltétele, hogy az S leképezésfélcsoport, 
elemidegen részcsoportok egyesítéseként előállítható legyen az, hogy ha а € S, akkor 
Л(а)== 1. 
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Bizonyítás. A f e l t é t e l s z ü k s é g e s s é g e triviálisan következik a 4. tételből. 
Mivel а С S esetén h(a) S ezért az azonos elemhalmazokon értelmezett főpermutá-
cióval rendelkező leképezések olyan félcsoportot alkotnak, amely maximális rész-
csoportjainak egyesítése. így a l l . Tétel 2. Korolláriumából és egyszerű meggondo-
lásokból adódik a f e l t é t e l e l é g s é g e s s é g e . 
1. K O R O L L Á R I U M . Ha n =>2, F„ nem állítható elő csoportok egyesítéseként. 
Bizonyítás. Ha n>-2, akkor F„-ben van olyan a elem, hogy h(a);>l és így 
a а 10. tétel szerint nem lehet eleme egyetlen részcsoportnak sem. 
2. K O R O L L Á R I U M . F2 előállítható csoportok egyesítéseként. 
Ez az állítás megtalálható [3] 1. kötetének 4.1. pontjában. (6. feladat.) 
3 . K O R O L L Á R I U M . Egyszerű félcsoportok előállíthatók csoportok egyesítéseként 
16. T É T E L . (Croisot) Ha n > 2, F„ nem állítható elő egyszerű félcsoportok egye-
sítéseként (lásd [4]). 
Bizonyítás. [3j I. kötet 4.6. tétele és a 15. tétel együttesen biztosítja, hogy F„ (n>-2) 
nem lehet teljesen egyszerű félcsoportok egyesitése. Jól ismert (lásd pl. [3] I. köt. 
76. old.), hogy véges egyszerű félcsoportok teljesen egyszerűek. így ha F„-nek lenne 
egyszerű félcsoportokra való felbontása, akkor ez egyben egy teljesen egyszerű 
félcsoportokra való felbontást is jelentene, ami az előzőek szerint lehetetlen. 
A 16. tétel a 15. tétel 3. korolláriumának közvetlen következménye. 
F„ egyoldali ideáljainak leírása F„ magjának meghatározása szempontjából 
lényeges. 
17. T É T E L . F„ egy részfélcsoportja akkor és csak akkor balideál, ha elemi 
balideál vagy elemi balideálok egyesítéseként előállítható. 
Bizonyítás. Legyen a £LX ( L x elemi balideált jelöl), ekkor Fna = Fx. Jelölje 
F F„-nek tetszőleges balideálját. Ha oc£L, akkor LXlQL. Tegyük fel, hogy LXlczF 
és ß f F , de ß$FXl. Ekkor Fnß=FXi, továbbá LXl Vd FXí részfélcsoport, hiszen 
az aß típusú elemek F ^ - n e k a ßa típusúak LXl-nek elemei. Ha létezik olyan y £ L, 
hogy y$FXly$LX2, akkor Fny = FXi. Az eljárást addig folytatjuk, amíg L minden 
eleméhez tartozó elemi balideált kiválasztottuk és ekkor L nyilvánvalóan előállít-
ható a kiválasztott elemi balideálok egyesítéseként. 
alakú leképezést tartalmaz. így a különböző minimális balideálok száma n. 
18. T É T E L . F„ jobbideáljai a kétoldali ideálokkal egyeznek meg. 
Bizonyítás. Felhasználva a 6. tételnél alkalmazott jelölést, jelölje / ( n m ) m = 1 ,2, . . . 
... n F„ ideáljait. Ekkor I(n m) F„ =7 („>ш), mivel ha e jelöli F„ egység elemét, akkor 
I(n,m)E=I(n,m) teljesül. Ennélfogva minden jobbideál kétoldali ideál. Az állítás for-
dítottja nyilvánvaló. 
K O R O L L Á R I U M . F„ minimális jobbideálja megegyezik minimális ideáljával, vagyis 
K O R O L L Á R I U M . F„ minimális balideáljainak mindegyike egy elemű, egy 
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1 9 . T É T E L . F„ magja /(пД). 
Bizonyítás. A . S Z U S K E V I C S bebizonyította (lásd [ 3 6 ] , valamint [ 3 ] I. kötet 2 0 7 . old), 
hogy minden véges félcsoportnak van egy magja, amely összes minimális balideál-
jainak, illetve összes minimális jobbideáljainak egyesítése. A . S Z U S K E V I C S tételének 
és a 17. tétel korolláriumának közvetlen következménye, hogy F„ magja /(|1> 
А 17. tétel korolláriuma helyett alkalmazhatjuk a 18. tétel korolláriumát is a tétel 
bizonyításához. 
2 0 . T É T E L . F„ kváziideáljai a balideáljaival egyeznek meg. 
Bizonyítás. S T E I N F E L D О. ([33], [34], valamint [3] I. kötet 8 5 . old.) tétele szerint 
egy félcsoport részhalmaza akkor és csak akkor kváziideál, ha a félcsoport egy bal-
és egy jobbideál jának metszete. S T E I N F E L D О . tétele és a 1 7 . , valamint 1 8 . tételek 
alkalmazásával a 20. tétel állítása egyszerűen bizonyítható. 
2 1 . T É T E L . F„ minimális kváziideáljai a minimális balideálokkal egyeznek meg. 
Bizonyítás. A 21. tétel a 20. tétel közvetlen következménye. 
2 2 . T É T E L . Fn bi- és kváziideáljai megegyeznek. 
Bizonyítás. Mivel F„ reguláris (lásd [3], I. kötet 33. old., valamint [10]) alkal-
mazható L A J O S S . tétele: egy reguláris félcsoport minden biideálja kváziideál (lásd [19]. 
Másrészt egy félcsoport kváziideálja egyben biideál is. (Lásd [3], I. köt. 85. old.) 
K O R O L L Á R I U M . Fn biideáljai a balideáljaival egyeznek meg. 
2 3 . T É T E L . Ha egy S leképezés félcsoport, amelynek rendje n, tartalmaz egy 
(/ ^ " j alakú leképezést, akkor magja S Pl P„,n-
Bizonyítás. A. SzusKEVicstől származik az az eredmény (lásd [3] I. köt. 85. old.), 
amely szerint ha egy félcsoport magjának és egy részfélcsoportjának van közös 
eleme, akkor a részfélcsoport magja megegyezik a részfélcsoport és az eredeti 
félcsoport magjának metszetével. Mivel S P„-nek részfélcsoportja, ezért ha 
K O R O L L Á R I U M . Ha A absztrakt félcsoport tartalmaz balzérus elemet, akkor 
A magja a balzérus elemekből fog állni. 
Bizonyítás. Legyen S leképezés félcsoport A reguláris ábrázolása, ekkor S 
2 4 . T É T E L . F„ összes olyan elemeinek Px halmaza, amely elemek mindegyikének 
főpermutációjában az X halmaz összes elemei szerepelnek és csak ezek, továbbá 
a. £PX esetén h(a) = 1, F„-nek részfélcsoportja. 
Bizonyítás. Legyen a, ß£Px, ekkor f(aß) is pontosan az X halmaz elemeiből 
áll, így aß Ç. Px. 
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tartalmaz í - • '" j alakú leképezést és így alkalmazható a 23. tétel. 
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2 5 . T É T E L . Fn előállítható elemidegen részfélcsoportjainak egyesítéseként pl. 
Fn = S„U /(„,„-] ) alakban. 
Bizonyítás. S„ részfélcsoport és a £ S„ esetén D(y.) = л, ß£f„ „..^-ből követ-
kezik, hogy D(ß)^n — 1, mivel / ( Л ;„-ц is részfélcsoport és S„-nel nincs közös eleme, 
а tétel állítása bizonyítást nyert. 
2 6 . T É T E L . Tetszőleges S leképezés félcsoport felbontható elemidegen részfél-
csoportjainak egyesítésére, ha y £ S, akkor h(a) — 1. 
Bizonyítás. Állításunk a 15. tétel következménye. 
K O R O L L Á R I U M . Tetszőleges absztrakt félcsoport, amelynek összes ciklikus rész-
félcsoportja csoport, elemidegen részfélcsoportjainak egyesítéseként felírható. 
Bizonyítás. A reguláris ábrázolás segítségével visszavezethető az absztrakt 
félcsoport leképezésfélcsoportra is, erre érvényes a 26. tétel. A 4. tétel alkalmazásá-
val teljes a bizonyítás. 
A 2 6 . tétel általánosítható, ugyanis S Z É P J . bebizonyította, hogy tetszőleges 
félcsoport részfélcsoportok egyesítéseként előállítható (lásd [68]). 
Fn generátor rendszereivel foglalkozik a 27. és 28. tétel. Számos idevágó ered-
mény [14]-ben megtalálható. 
2 7 . T É T E L . {S„, У) = Fn akkor és csak akkor teljesül, ha D(y) == n — 1 . 
Bizonyítás. Tegyük fel, hogy D(a) = n — 2, akkor a szorzat defektszámaira 
vonatkozó 1. tétel miatt n — 1 defektű leképezés nem állítható elő és így {5„, a} = F„ 
nem állhat fenn. Mivel a n — 1 defektű, fennáll, hogy а = / ( а ) т , ahol x szinguláris 
leképezés. Tekintve, hogy 
/(«K-s. /(«rVíaOretö,«}, 
vagyis Té{>S„,a}, de ßrß~1, ß£ S„ alakban Fn összes szinguláris leképezése előáll, 
így {"Sn,«} elemei között szerepelnek az összes szinguláris leképezések és Sn. 
A 3. tétel felhasználásával adódik, hogy { S „ , a } = F „ . 
2 8 . T É T E L . F„ (n>-2) tetszőleges generátorrendszere legalább három elemű. 
Bizonyítás. Mivel 5'„(n->2) nem ciklikus, így legalább két elemmel generálható. 
Ily módon a 27. tételből következik a 28. tétel állításának helyessége. 
K O R O L L Á R I U M . Ha { a , ß , y } = F„, akkor {a, ß} = S„ és D(y) = л—1. 
29. T É T E L , а akkor és csak akkor egysége F „-пек, ha У. € Sn. 
Bizonyítás. Az 1. tétel miatt F„ egységeleme csak két ő„-beli elem szorzataként 
állítható elő. Mivel F„ egységeleme az egység permutáció, ezért S„ bármely elemét 
inverzével megszorozva F„ egységeleme előáll. 
A 29. tétel bizonyítása A. SzuSKEVicsnél is szerepel (lásd [37], valamint [3] I. köt . 
23. old.). 
(Beérkezett: 1968. X. 15.) 
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BOLYAI FARKAS KÖNYVTÁRA 
írta: FRÁTER JÁNOSNÉ 
1. Amikor 1804-ben a tanügyeket vezető Erdélyi Református Egyház Főkon-
sistoriuma úgy döntöt t , hogy a filozófiától különvál tan kell a matematikát-fizikát 
és kémiát tanítani, egyszersmind B O L Y A I F A R K A S Í hozta javaslatba erre a tanszékre 
a Marosvásárhelyi ev.-ref. Kollégium elöljáróságának. Az akkori szokás szerint 
a kollégium elöljárósága, a tanári kar és a tanuló i f júság külön-külön készített meg-
hívólevélben kérte meg B O L Y A I F A R K A S Í a megüresedett tanszék elfoglalására. 
A meghívóleveleket — mint rendesen — két felsőbb tanulmányokat folytató jeles 
diákból álló küldöttség kézbesítette. 
„ein neuer Fall bei Uns, — írta erről az eseményről B O L Y A I F A R K A S egyetemi 
tanulótársának és bará t jának G A U S S K Á R O L Y FRiGYESnek — zwei von den ältesten 
Studenten sind hieher zu mir herausgeschikt worden mit oificialischen Briefen — 
lange habe ich Mich besonnen, ... endlich entschlos ich mich, es war auch meines 
Vaters Wille, weil es seine Maxime war Amt zu verwalten, und wohl wüste er es, 
das ich kein anderes je würde verwalten." 
A levél további részéből kitűnik, hogy B O L Y A I F A R K A S készül új életpályájára: 
„An Büchern bin ich sehr arm, und ich muss nothwendig solche haben, bei 
uns wäre man mit wenigen Büchern vor einen Ochs gehalten ; aber im Ernste (wiewohl 
ich einige gute besitze) so habe ich genug doch nicht: ich bitte Dich antworte mir 
schleunig auf diesen Brief, addressire vor der H a n d nur wie bis jetzt nur nicht 
a Clausenburg, sondern a M. Vásárheliy, setze keinen Professor Titel hin — schreibe 
mir einen Catalog der vortrefflichsten Büchern zur Mathemat ik und Physik, auch 
Dein Urtheil über Mayers Physik (ich kenne es nicht) auch das beste Werk über 
die Doppelte Buchhaltung, auch wenn irgend eine neue wichtige Entdeckung in 
diesen Fächern gemacht worden, welches ich auch fernerhin bi t te ." 1 
Ez a levélrészlet többek közöt t arról is tudósít bennünket , hogy B O L Y A I F A R K A S 
bir tokában már ekkor értékes könyvek vannak, melyeket matematikai kuta tásaihoz 
és a tanításhoz is felhasználhatott , de ezek számát távolról sem tar tot ta elegendőnek 
(so habe ich genug doch nicht). Továbbá bizonyítottnak tekinthetjük, hogy göttingai 
kapcsolatai milyen nagy befolyással voltak könyvtárának alakulására, összetételére. 
G A U S S — B O L Y A I F A R K A S kérésének megfelelően —június 28-án írt válaszlevelé-
ben közel harminc szerző nevét, vagy művét említi és ajánlja, melyek közül B O L Y A I 
F A R K A S számos könyvet megvásárolt, már amihez akkor hozzájuthatott. Következő 
levelében említi is GAUSSnak, hogy az ajánlott munkák nagy része nincs meg a könyv-
tárakban, és hogy egy részüket nem is tudja beszerezni.2 Évek során B O L Y A I F A R K A S -
1
 Bolyai Farkas és Gauss Frigyes Károly levelezése. Szerk. jegyzetekkel és életrajzzal ellátták: 
Schmidt Ferenc és Stáckel Pál. Bp. 1899. 57. és 58. p. 
2
 Uo. 1804. jún. 28.-i és későbbi levelében. 
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nak a matematikai és fizikai munkák tekintélyes számát mégis sikerült összegyűjteni, 
amelyek egy emberöltőn át adtak ösztönzést tudományos kutatásaihoz és oktató 
munkájához. 
Elete utolsó szakaszában három egymást követő agyvérzés érte. A második 
agyvérzés után, 1856 augusztusában úgy érezte, hogy ezután az utolsó (ahogy ő 
mondta : az executio) közeleg. Ekkor igyekezett mindent rendbehozni maga körül, 
így került sor arra, hogy könyvtára sorsa felől intézkedjen. Augusztus 26-án írta 
meg erre vonatkozó végakaratát két példányban, a hozzá tartozó könyvjegyzékkel 
együtt. Ez a két dokumentum a mai napig ismeretlen maradt.3 
Végrendeletével könyveit a helybeli ref. kollégium könyvtárának adományozta: 
„Nyolcvan kettődik évben kétszeri gutta után csak az executioi 3 dikat vár-
hatva, szinte semmit se tehetvén: hosszas alkalma[tla]nságomért engedelmet remény-
lek; nem rajtam múlik az indulás, — csak az alkalom nem áll elé, — magam én 
pedig, bár rövidebb uton kicsi öröm vesztéssel vénségem nagy terhétől szabadulnék 
meg, — menetelem az oskola falára oly árnyat vetne, — mely a megelőzővel azutánra 
is rémíthetne. Minden esetre hálámat az átadott Contractusokon kivül,4 azzal 
is kívántam bizonyítani, hogy a Hannoverai királytól a Göttingai Tudós Társaság 
által küldött két emlékpénzt az azzal jött iratokkal s az én köszönő leveleimmel, 
s a Gauss halálára azután jött könyvvel, s a reá tett válaszommal, és azon levéllel, 
mellyel jött, együtt az oskola thekájába bé adtam; azon meghagyással, hogy ami 
még onnan jőve életben nem találna, az is mind oda tétessék. 'S még ezen kivül 
nem csak egy 's más nyomtatott munkáimat, hanem az egész könyvtáromat, az 
oskola' könyvtárába ezennel által-is adom; sőt a' mathesisi nyomtatványaimat is 
oda adom; amit elébb-hátrább kap belőle, mind a thekáé legyen. 
Csak az a' megjegyzésem: 
1. Hogy a' nagyobbik fiamnak az lévén kívánsága, hogy bajosan jártathatván 
a ' Kollégyomba, hagyjam neki ugy, hogy ő adja bé a' thékába még életébe, 
vagy holtával vegye a Kollégyom teljes joggal által: én az ő kívánságát 
bajosan szegvén meg, azon állapodtam meg; hogy most életemben adjam 
által mind a' thekának, 's onnan vegyen ki (ha tetszik azonnal is) amit és 
amennyit tetszik, azon feltétel alatt, hogy mint theka könyvét a' thekának 
vagy még életében vissza adja, vagy holtával annak mint tulajdonához joga 
legyen. 
2. Az ür-tan elemei kezdőknek mód nem léte miatt táblák nélkül vannak: 
a béadottból, akinek kell, könnyen lecsinálhatja; azokat is gyermekek 
csinálták. 
3. A' sok hibákat is a béadottakból igazítani lehet. 




 Mindkét dokumentum a Magyar Tudományos Akadémia Könyvtára Kézirattárában talál-
ható. Jelzeteik: К 22/23—27. 
4
 Hivatkozás ez arra, hogy egy nappal előbb, levél kíséretében Bolyai Antal öccsétől örökölt 
két darab összesen 9445 — Ft-ról szóló adóslevelet alapítványként a kollégiumnak adományozott. 
A levelet Koncz József közli a „Marosvásárhelyi ev. ref. Kollégium története" c. művében, 312. p. 
A kollégium Bolyai Farkas halála után hosszú per útján a 9445 — Ft-ból mindössze 750 — Ft-ot 
kapott, 1874-ben. 
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A végrendelethez mellékelt könyvjegyzékből első pillantásra megállapíthatjuk, 
hogy a könyvek fo rmá tumok szerint vannak csoportosítva és nem szaktudományok 
szerint. A jegyzéken nincs sorszámozás és nem pontosak a leírások sem. A sorszá-
mozást most a közlés során mi pótol tuk és igyekeztünk kiegészíteni az egyes köny-
vekre vonatkozó hiányos bibliográfiai adatokat . 5 Arra törekedtünk, hogy B O L Y A I 
F A R K A S autográf könyvjegyzékét ad juk vissza, ezért az első sorban (vagy sorokban) 
az általa írt szöveget (dőlt szedéssel) közöljük, és ahol van megjegyzése, azt is. Ú j be-
kezdésben következnek a kiegészítések. 
A jegyzék B O L Y A I F A R K A S bevezető soraival az a lábbi : " A z o n könyveknek, 
melyeket 1856. augusztus 26-dikán a ' M. Vásárhelyi Ref. oskola ' könyvtárába 
adtam, nevei: 
In 4to 
[1] Newton, négy darab. 
Newton Isaac: Philosophiae naturalis principia mathematica. I—III . köt . 
Genevae, 1739—1742. 
B O L Y A I F A R K A S négy db-ot említ. Ez valószínűleg abból adódik, hogy vagy 
ennek a kiadásnak egyik kötete két részből, azaz a három kötet összesen 4 db-ból 
áll, vagy B O L Y A I F A R K A S hozzászámította N E W T O N : Arithmetica universalis 
sive de compositione et resolutione aritmetica c., Lugduni Batavorum, 1732-ben 
megjelent művét is. 
[2] Bernoulli Johannis. Opera omnia, négy darab aranyos szép kötésbe, elöl a Bernoulli 
képével. (Kapitány Bolyai Jánosnál van.) 
Ez a mű az 1742. Lausannae et Genevae megjelent I—IV. kötetes kiadás. 
A zárójelben levő rész is B O L Y A I FARKAStól származik. 
[3] Lalande. Astronomie, három darab (aranyos szép kötésbe.) 
La Lande Jerome de Francais: Astronomie, par —. Troisième édition. I—III . 
Párizs, 1792. 
[4] Gauss Theoria motus corporum coelestium. 1809. 
Gauss, Karl Friedrich: Theoria motus co rporum coelestium in sectinoibus 
conicis solem ambientium. Hamburg , 1809. 
[5] La grange Theorie des Fonctions. 
Lagrange, Joseph Louis: Théorie des fonctions analytiques contenant les 
principes du calcul differential etc. nouv. ed. Párizs, 1813. 
[6] Montucla, Jean Etienne: Histoire des mathématiques I—IV. Páris, 1799—1802. 
B O L Y A I F A R K A S megjegyzése: „négy da rab" . 
[7] „Gauss. Demonstratio nova functionem algebraicam... 1799. fontos theoriáinak 
legelső evidens demonstratioja. Ezért doctorálták minden exameni ceremónia 
nélkül. Ritka, nehezen kapható. A' Teleki Thécának adtam. Ugyan Gaussnak 
nevezetes és nem kapható munkáját, hogy inkább megmaradjon, a Teleki Thecába 
adtam. Több munkáji nekem sincsennek meg." 
6
 Ehhez a munkához nagy segítséget jelentett az a mikrofilm, amelyet egyezményes cserekap-
csolataink révén a bukaresti Akadémia Könyvtárától kaptunk. A film a marosvásárhelyi Teleki— 
Bolyai Könyvtár hely- és alapcímtárának Bolyai Farkas könyveit felsoroló lapok leírásait tartal-
mazza. Szintén sokat merítettünk Deé Nagy Anikónak a két Bolyai könyvtáráról írott kitűnő össze-
állításából. (Könyvtári Szemle 1968/1. számában. Bukarest.) 
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Gauss, Karl Friedrich: Demonstratio nova theorematis omnem functionem 
algebraicam rationalem integram unius variabilis in factores reales primi 
vel secundi gradus resolvi posse. Helmstadii, 1799. 
A nevezetes és nem kapható munka a „Disquisitiones arilhmeticae. Lipsiae, 
1801". 5-rétű munka lehet.6 
[8] Dissertationes experimentales ex Comment. Imper. Petropolit. 1762. Hozzákötve: 
Pongrácz, Antal L. В.: Dissertatio experimentális ele electricitatis theoria... 
Vindobonae, 1762. 
Ez a munka nyilvánvalóan azonos a pétervári Akadémia Kommentárjaiból 
átvett kötettel, amely neves fizikusok dolgozatait tartalmazza. ( B U L F I N G E R , 
E U L E R , B E R N O U L L I D Á N I E L stb.) A kötetről és benne elsősorban P O N G R Á C Z 
művéről többet 1. M . Z E M P L É N J . : A magyarországi fizika története a XVIII. 
században, Bp. 1964. 408—410. p. 
[9] Metius, Adrianus: Arithmetica et Geometria nova. [Franequere], 1625. 
Úgy látszik, hogy csak a 2. és 3. rész volt meg, mert az 1. rész csak 1626-ban 
jelent meg és ezt B O L Y A I F A R K A S nem tünteti fel.7 
[10] A császárt üdvözlő versekből nálam maradott 6 darabot is beadtam. 
Bolyai Farkas: Az ősz lantos hattyúdalai három nyelven. Szívhangok üdvözletül 
Ferencz József ő cs. k. apostoli Felségének Marosvásárhelyt julius 31.-én 1852,-
ben. Marosvásárhely, 1852. (12 lap). 
In 8'° 
[11] Öt szomorú játék, Párisi per, s Pope az emberről (sat.) ángolból sat... 
Bolyai Farkas saját műveiről van szó: 
Öt szomorú játék. írta egy hazafi, Szebenben, 1817. 
[12] A párisi per. Egy érzékeny játék. Öt felvonásokban. Marosvásárhely, 1818. 
[13] Pope Proba-Tétele az Emberről. Ánglusból fordítva. Más poétákból való 
toldalékkal. Marosváráshely, 1819. 
B O L Y A I F A R K A S ezek mellett nem jegyzi meg a darabszámot, ezen könyvek 
esetében tehát csak egyedi példányokról lehet szó. 
[14] Bolyai Farkas: Az arithmetica eleje (az elő-szóban irt módon.) Marosvásár-
hely, 1830. 
[15] Bolyai Farkas: Az arithmetikának, geometriának és physikának eleje a M. Vásár-
helyi Kollégyombéli alsóbb tanulók számára a helybéli professor által. Első kötet. 
Marosvásárhely, 1834. 
Bolyai Farkas megjegyzése: „De csak egy kötet jött ki". 
[16] Bolyai Farkas: Tentamen I—II. Marosvásárhely, 1832—1833. 
[17] Bolyai Farkas: A Marosvásárhelyt 1829-be nyomtatott Arithmetik a Elejének 
részint rövidített, részint bővített, általán jobbított, s tisztáltabb kiadása. Maros-
vásárhely, 1843. 67 darab? 
6
 A „Disquisitiones arithmeticae" Bolyai Jánosnak is kézikönyve volt. Szerencsére ez az Aka-
démia Könyvtárába került 1953-ban egy magángyűjtőtől. (Jelzete: 545.008) A könyvbe Bolyai János 
a nevén kívül beírta azt is, hogy a könyvet fűzött állapotban 4 konvenciós Ft 30 krajcárért vette, 
A névbejegyzésen kívül, több helyen megtalálhatók Bolyai János széljegyzetei is, sajnos ceruzával, 
amely egyre jobban halványul. 
' British Museum katalógusa 36. köt. 127. hasáb. 
8
 Nincs ellentét a 14. sz. alatt feltüntetett adatok és az itt említettek közt. Mert valóban 1829-
ben nyomtatták, de csak 1830-ban lett készen. 
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[18] Bolyai Farkas: Arithmetika eleje kezdőknek. 1846С 
[19] Bolyai Farkas: Ürtan elemei kezdőknek. 1846.10 
[20] Bolyai Farkas: Kurzer Grundriss eines Versuchs... 1851, melyből az egész systema 
látszik. 
[ 2 1 ] K E M É N Y M I K L Ó S halálára írt versek. Ez azonos az alábbival: „Szive kiömlése 
a marosvásárhelyi Ref. kollégyombéli ifjúságnak egy Kedves Attya Halálán". 
Az előszót B O L Y A I F A R K A S írta. 
[22] Uj találmány a malom-dézsmára. G. Rhédei Ferenc. Rhédey Ferenc: Ujj talál-
mány, mellyel a malmokban a gabonából a vám, magától igazságosan válik 
külön a tulajdonos zárja alá. Némely, a malmok körül tehető jobbításokkal, 
s azokat illető jegyzésekkel. Marosvásárhely, 1824. 
[23] Eider's Dijferential-rechnung, négy darab. 
Euler, Leonhard: Vollständige Anleitung zur Differenzial-Rechnung. I—IV. 
Berlin u. Libau, 1790—1798. 
[24] Eulers Algebra, két darab, (egyik Jánosnál van.) 
Euler, Leonhard: Vollständige Anleitung zur Algebra. I—II. St. Petersburg, 
1770.11 
[25] Kaestner. Arithm. Geom. et... 
Kästner, Ábrahám Gotthelf: Anfangsgründe der Aritmetik Geometrie ebenen 
und sphärischen Trigonometrie und Perspektiv. Göttingen, 1792. 
[26] Kaestner. Analysis endlichen Grössen. 
Kästner, Ábrahám Gotthelf: Anfangsgründe der Analysis endlicher Grössen. 
Göttingen, 1794. 
[27] Kaestner. Analysis des Unendlichen. 
Kästner, Ábrahám Gotthelf: Anfangsgründe der Analysis des Unendlichen. 
Göttingen, 1799. 
[28] Kaestner. Math. Geographie u. d. gl. 
Ez talán a következő lehetett: Kästner, Á. G. : Weitere Ausführung der mathe-
matischen Geographie: besonders in Absicht auf die späroidische Gestalt der 
Erde. Göttingen, 1795.12 
[29] Kaestner. Höhere Mechanik. 
Kästner, Ábrahám Gotthelf: Anfangsgründe der höhern Mechanik welche 
von der Bewegung fester Körper besonders die praktischen Lehren enthalten. 
Göttingen, 1793. 
[30] Paul Strasznicki. Reine Mathematik 2 darab. 
Schulz von Strassnitzki Leopold Karl: Elemente der reinen Mathematik zum 
akademischen Gebrauche.. . I—II. Theil. Wien, 1831—35. 
[31] Grundriss der reinen Mathematik von Gerling in Marburg. 
Ez a mű az alábbival azonos: Lorenz, Johann Friedrich: Grundriss der reinen 
und angewandten Mathematik, — oder erster Cursus der gesamten Mathematik. 
I—II. Vierte Ausgabe. Helmstadt, 1851. Lorenznek ezt a munkáját 1820-tól 
9
 Koncz József i. m. 289. p. a megjelenés évét 1850-re teszi. 
10
 Uo. mint az előbbit, 1850—51-re. 
11
 Stäckel Pál: Bolyai Farkas és Bolyai János geometriai vizsgálatai Bp. 1914. с. művében, 
226. p. az 1770-es kiadást említi, ezért mi is ezt adjuk. A mikrofilmen azonban egy 1796-os kiadás 
szerepel, de csak egy kötetben. Valószínűleg a későbbi kiadás volt Bolyai Farkasé, és azért szerepel 
csak egy kötet, mert a megjegyzés szerint: „az egyik Jánosnál maradt". 
12
 A mikrofilmen sem szerepel. 
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állandóan kiadták tankönyvi feldolgozásban. Feldolgozta Gerling is, és leg-
utoljára 1851-ben jelent meg az ő feldolgozásában. Gerling szerette volna meg-
szerezni Bolyai Farkas és Bolyai János műveit. Előbb Gausstól kért a könyvekről 
felvilágosítást, később levélben magához Bolyai Farkashoz fordult. Minden 
kétséget kizáróan ennek a kapcsolatnak eredményeképpen jutott Lorenz, ill. 
Gerling műve Bolyai Farkas birtokába.1 3 
[32] Euclid der Wahre. Übersetzt von Lorenz. 
Euklides: Elementa XV. Bücher aus dem griechischen übersetzt von Johann 
Friedrich Lorenz. Halle, 1781. 
[33] Lobatsewski Prof. auf der Universität zur Kasan. (Kicsi de fontos és ritka könyv.) 
Lobacsevszkij, Nikolaj Ivanovics: Geometrische Untersuchungen zur Theorie 
der Parallellinien. Berlin, 1840. 
[34] La Croix. Traité elementaire du Calcul differential. (Jánosnál van.) 
Lacroix, Silvestre Francois: Traité élémentaire de Calcul différentiel et de 
Calcul intégral; précédé de réflexions sur la manière d'enseigner les mathé-
mathiques, etc. Paris, 1806. 
[35] Szász Károly Mathesise, két darab (egyik az Enyedi, másik a ' későbbi, az utóbb 
G. Toldalagi Victornál van.) 
Az első: 
Szász Károly: Első rangú határozott egyenletek föloldásának új kezelési mód-
szere akárhány ismeretlenre nézve; mellyel a n. enyedi főiskolában számtudo-
mányt tanuló osztály idei téli köz próbatételére minden r.t. hallgatókat meg-
hívnak, Szász Károly és tanítványai. Nagy Enyeden, 1839-ben.14 
A másik: 
[36] Szász Károly: Számtan. Algebra. Pest, 1853. (Ezt a művet a két Szász Károly 
(idősebb és ifjabb) írta, és a könyvet Bolyai Farkasnak ajánlották.) 
[37] Metzburg Mathesisse. 7 darab. 
Metzburg, Georg Ignatz: Institutiones mathematicae in usum tironum 
conscriptae. I—VIT Wien, 1780—1791. 
[38] Karsten, W. J. G. Lehrbegriff der gesamten Mathematik. I—IX. Greifswald, 
1775—1795. 
B O L Y A I F A R K A S megjegyzése: „9 vastag darab." 
[39] Vieth Mathematik, 2 darab. 
Vieth, Gerhard Ulrich Anton: Anfangsgründe der Mathematik. 
I—II. Leipzig, 1796. 
[40] Hauser 2 dik darabja, s a 3 dik Lenker által. 
Hauser, Mathias Freiherr von: Analytische Abhandlung der Anfangsgründe 
der Mathematik. Wien, 1778—1786. Bolyai Farkas itt csak a 2. és 3. részt 
említi. Valószínűleg az 1. rész hiányzott, vagy esetleg elveszett. 
[41] Segner Mathesisse. 3 darab (a többi a bérontáskor egyebekkel együtt elveszett.) 
Segner Johann Andreas: Cursus mathematici. 
13
 Stäckel i. m. 216. p. 
14
 Ez a füzet tulajdonképpen vizsgái meghívó, pedagógia-történet szempontjából azonban hasz-
nos, mert a korabeli számtantanítás módszereire és a tanítás követelményeire ad útbaigazítást. 
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Pars I. Elementa arithmeticae geometriae et calculi geometrici. Halae, 1756? 
Pars IL Elementa analyseos finitorum cont. Halae, 1758. 
Pars III. Elementa analyseos infinitorum. Halae, 1761. 
Bolyai Farkas berontás alatt az 1848-i eseményeket érti. Nincs adatunk arra, 
hogy marosvásárhelyi lakását a szabadságharc alatt bármilyen kár is érte volna. 
Arra viszont van adat, hogy Bolya községbeli birtokát feldúlták.15 Feltehető, 
hogy könyvei egy részét itt tartotta, és így elveszhettek. 
[42] Gnomonica. 
Stengel, Joan Peterson: Gnomonica Universalis, sive praxis... (amplissima) 
geometrice describendi horologia solaria... Ulmae, 1679. 
[43] Rechenbuch Segesvári Professor Schustertől. 
Schuster Michael A. : Lehrbuch der Rechenkunst. Kronstadt, 1842. 
[44] Mechanik, Ing. Major Brasseurtól. 
Brasseur, Alexander: Anfangsgründe der Mechanik zum Gebrauche der k.k. 
Ingenieurs-Akademie. I—II. Wien, 1819. 
[45] Mechanik, Vegától. 
Ez a mű tulajdonképpen Vega, Georg Freiherr von, ismeretes tankönyvének 
a Vorlesungen über die Mathematiknak a III. kötete: Mechanik fester Körper , 
Wien, 1788. Bolyai Farkas csak a harmadik kötetet tünteti fel a jegyzéken. 
Ugyanakkor a már említett mikrofilmen szerepel az első kettő is, sőt a IV. 
kiegészítő kötet a Logarithmisch-trigonometrische Tafeln. Zweite Auflage, 
Leipzig, 1800-ből. Lehetséges, hogy a kollégium könyvtára pótolta a hiányzó 
köteteket. 
[46] Compendium Geometriae Subterraneae. 
Rausch Ferenc: Compendium geometriae subterraneae. Buda, 1797. 
[47] Meyer. Mértan. (Professor Takátstól fordítva.) 
Meyer Károly: Mértan. A gymnasiumi tanulók számára — fordította Takáts J. 
1. rész. Terjtan (Planimetria.) 
2. rész. Téregtan (Stereometria.) 
3. rész. Általános vagy algebrai mértan és háromszögi függvénytan (Trigono-
metria.) Kolozsvár, 1846. 
[48] Gerlach. Mechanik. 2 darab (egyik Jánosnál van.) 
Gerlach, Friedrich Wilhelm: Anfangsgründe der Mechanik zum Gebrauche 
der k.k. Inginieursschule. Wien, 1786.16 
[49] Neue Potential Lehre. 
Petr, T. : Neue Potenziallehre sammt dem Beweise der Unrichtigkeit der von den 
Mathematikern bis jetzt angenommenen Definition vom Potenziren. Oeden-
burg, 1844. 
[50] Lenker. Mathematische Geographie. 
Lencker, Michael: Anleitung zur mathematischen Erdbeschreibung, zur Zeich-
nung der Land- und Seekarten, wie auch zur Kenntnis des Planeten- und Welt-
systems und zur astr.-geogr. Ortsbestimmung. Wien, 1818. 
[51] Euler physicai levelei, 2 darab (egyik úgymint... elveszett.) 
Euler, Leonhard: Briefe über verschiedene Gegenstände aus der Naturlehre. 
15
 L. Bolyai Gergely erre vonatkozó feljegyzését az MTA Kézirattárában. К 25/53. 
16
 A kiadás éve bizonytalan. Bolyai Farkas két darabot említ, ami egy kétkötetes kiadást fel-
tételez. 
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Két kötet. Leipzig, 1793—94. Bolyai Farkas utóbb elfelejtette beírni, melyik 
kötet hiányzott. A mikrofilmen a II—III. köt. szerepel, tehát az első veszett el. 
[52] Gren, Physica. 
Gren, Friedrich Albrecht Carl: Grundriss der Naturlehre. Vierte Ausgabe. 
Halle, 1801. 
[53] Mayer. Physica. 
Mayer, Johann Tobias: Anfangsgründe der Naturlehre zum Behuf der Vor-
lesungen über die Experimental-Physik. Göttingen, 1805. A mikrofilmen ez 
a munka kolligátumként szerepel, melynek második darabja: Mayer, J. T. : 
Lehrbuch über die physische Astronomie.. . Göttingen, 1805. 
[54] Lichtenberg. Physica. 
Ez a mű az alábbival azonos: Erxleben, Johann Christian Polykarp: Anfangs-
gründe der Naturlehre. Sechste Auflage. Mit Verbesserungen und vielen Zu-
sätzen von G. C. Lichtenberg. Göttingen, 1794. 
[55] Horváth. Physica 2 darab. 
Horváth János: Physica generalis, quam in usum auditorum philosophiae 
conscripsit. Tyrnaviae, 1776. Physica particularis, quam in usum auditorum 
philosophiae conscripsit. Tyrnaviae, 1777. 
[56] Mako. Physica. 
Makó Pál: Compendiaria physicae institutio, quam in usum auditorum philo-
sophiae elueubratus est. 2 ptes. Vindobonae, 1762—63. 
[57] Pankl. Physica 3 darab. 
Pankl Máté: Compendium institutionum physicarum, quod in usum suorum 
auditorum conscripsit. Partes très: I. de corpore abstracto, II. chemice, III. 
physice considerato. Editio 3. Budae, 1797—98. 
[58] Radies. Physica. 
Radies Antal: Institutiones physicae in usum diseipulorum conscriptae. Budae, 
1766.17 
[59] Krügers Physica 2 darab; — Kovát st ól Krüger Compendiwna. 
Krüger, Johann Gott lob: Elementa philosophiae naturalis, [Naturlehre]. 
In usum tironum delineata, [transi.]... Josepho Kovács. Kolozsvár, 1774. 
A könyvjegyzékben ennél a műnél B O L Y A I F A R K A S fogalmazásában több ponton 
bizonytalanság van. Krüger Fizikáját Kovács József fordításában sehol sem 
találtuk két kötetben (ahogy ő írta 2 darab-ban) említve. A mikrofilmen az álta-
lunk fentebb kiegészített munka szerepel. Van azonban a filmen még két másik 
munka címe is, ugyancsak Krügertől, így: 
[60] Naturlehre nebst Kupfern und vollständigem Register. Halle in Magdeburgi-
schen, 1750. 
[61] Physiologie, oder Lehre von dem Leben, und Gesundheit der Menschen — mit 
Kupfertafel, von dem Leben, und der Gesundheit der Menschen, — mit Kupfer-
tafeln. Halle in Magdeburgischen, 1748. Nem sikerült kiderítenünk, hogy 
Bolyai Farkas „Krüger Compendiuma" alatt pontosan mit értett. 
[62] Journal der Physik 12 vastag darab. 
Ez alatt Bolyai Farkas minden valószínűség szerint a Gren, F. A. C. által 
17
 Bolyai Farkas ezt a könyvet 8-rétnek tünteti fel. A bibliográfiák ezt a kiadást mindenütt 
4-rétben említik. 
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Lipcsében szerkesztett folyóirat 1790—1794-ig nyolc kötetben és a Neue Journal 
der Physik 1795—98-ig megjelent 4 kötetét érti. 
[63] Kepleri Probléma. 
Az alábbi kötetről lehet szó: Kepleri Probléma celebre de motu corporum 
coelestium. Dissertatio philosophica a Wolfgange Herz Detmold. Göttingen, 
1798.18 
[64] Strombau. 
A mikrofilmen ez a következőképpen szerepel: Schemed, Joseph: Erfahrungen 
im Wasserbau in welchem der Strombau in Absicht auf die vorteilhafteste 
Leitung und Beschränkung der Flüsse... Wien, 1809. 
[65] Physica (Mich. Szathmári) Vásárhelyi Professortól. 
Szathmári Mihály: Physica contracta juxta principia Neotericorum, in usum 
collegii Marosvásárheliensis concinnata. Kolozsvár, 1719. 
[66] Lavoisier. Chemie. 
Lavoisier, Antoine Laurent: System der antiphlogistonischen Chemie. Über-
setzt... S. F. Herbstädt. Berlin u. Stettin, 1792. 
[67] Fourcroi. Systeme des Connaissances chimiques XI darab. 
Fourcroy, Antoine Francois: Système des connaissances chimiques, et de leurs 
applications aux phenoménes de la nature, et de l 'art. (Table alphabétique 
et analytique des matières... rédigée par Mme Dupiery, et revue par . . . Fourcroy.) 
11 torn. Párizs, 1801—1802. 
[68] Journal der Chemie 9 vastag darab. 
Allgemeines Journal der Chemie. Herausgegeben von Alexander] Nficolaus] 
Scherer. I—IX. Band. Leipzig, Berlin, 1798—1802. A folyóirat 1798—1803 
között tíz kötetben jelent meg, de a X. kötet B O L Y A I FARKASnak hiányzott. 
[69] Chemia Dr. Sadelbechtől. 
A név valószínűleg elírás, Sadebeck-ről lehet szó. Nem sikerült kideríteni a szerző 
és mű pontos adatait. 
[70] Gleichungen zur Cristallizations-Gestalten. 
Mohs, Friedrich: Gleichungen, zur Entwicklung und Berechnung zusammen-
gesetzten Crystall-Gestallten, des rhomboederischen pyramidchen und prisma-
tischen Systems. H.n. 1821. 
[71] Borvizekről D. Nyulas 3 darab. 
Nyulas Ferenc: Az erdélyországi orvosvizeknek bontásáról közönségesen. 
I. köt. Ajánlólevél. Elöljáróbeszéd és a vizeknek bontásáról közönségesen. 
II. köt. A Radna vidéki vasas borvizeknek bontásáról. 
III. köt. Ugyanazon vizeknek orvosi erejéről, hasznairól és vélek élés módjáról . 
Kolozsvár, 1800.19 
[72] Kants Antropologia. 
Kant, Immanuel: Anthropologie in pragmatischer Hinsicht abgefasst. A könyv 
címleírása nem szerepel a mikrofilmen, így a kiadás évének pontos megállapí-
tása nem volt lehetséges. Véleményünk szerint vagy a königsbergi 1798., vagy 
a Frankfurt und Leipzig, 1799. évi kiadás lehetett, mert a jegyzéken felsorolt 
majdnem valamennyi könyv a 18. század végén, a 19. század elején kiadottak-
ból való. 
18
 A mikrofilmen ez a mű 4-rét-ben szerepel. Bolyai Farkas viszont a 8-rétűek között említi. 
19
 Az ezután felsorolt könyvek, a 75. sz. alatt levő kivételével, nem szerepelnek a mikrofilmen. 
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[73] Vieland über das Genie. 
Wieland, M. Ernst Carl: Versuch über das Genie. Leipzig, 1779. 
[74] Eschenburgs Vorlesungen über Encyclopédie. 
Eschenburg, Joachim Johann: Lehrbuch der Wissenschaftstunde, ein Grundriss 
encyklopädischer Vorlesungen. 1792. 
[75] Girtanner über die venerische Krankheit. 
Girtanner, Christoph G. : Abhandlungen über die venerischen Krankheiten. 
Wien, 1803. 
[76] Schlötzers Weltgeschichte. 
Schlözer, August Ludwig: Weltgeschichte II. Theile. Göttingen, 1785—1801. 
[77] Sylloge tractatum... (Szász Károly által.) 
Szász Károly: Sylloge tractatuum aliorumque actorum publicorum históriám 
et argumenta b. diplomatis Leopoldini, resolutionis item quae Alvincziana 
vocatur, illustrantium. Ed. Carolus Szász de Szemeria. Claudiopoli, 1833. 
B O L Y A I L A R K A S autográf könyvjegyzéke a fentebb felsorolt könyveket és folyó-
iratokat tartalmazza. Úgy látszik azonban, hogy'rövidesen halála után készült egy 
másolat a jegyzékről, amely B O L Y A I J Á N O S tulajdonába került. Ez annyiban külön-
bözik az eredetitől, hogy nem tartalmazza B O L Y A I L A R K A S azon megjegyzéseit, 
melyeket G A U S S munkái mellett (általunk a 7. sz. alatt) fontosnak tartott meg-
említeni. Minden valószínűség szerint ez a részlet azért maradt ki a másolatból, 
mert nem a Kollégium könyvtárát érintette. 
A másolat a mi szempontunkból mégis fontos dokumentum, mert a végén 
B O L Y A I J Á N O S autográf írásával további könyvcímek (és egyesek mellett szintén 
megjegyzések) sorakoznak. Ezeket mi folytatólagos számozással hozzuk, de kiegészí-
tés nélkül, kivéve a 85. sz. alattit. Nem sorszámoztuk H Ä U S E R munkáját , mert az 
már eredetiben szerepel, (1. a 4 0 . sz.), de B O L Y A I J Á N O S felegyzése szerint a többie-
ket plusz példányoknak tekintettük. A kiegészítő jegyzék is Bolyai János bevezető 
soraival kezdődik: „Az Öreg' halála után János fija még be-adta a' következőköt:" 
A Hauser ' mathesisse 2-és 3 dik darabját 
[78] Popénak az emberrőli munkája' fordítványja. 4 példány kötetlen. 
[79] Szász Károly első rangú egyenletek' föl-oldása' uj módja, az ígéretnek meg-nem-
felelő, éppen kényelmetlen, hoszszas. 
[80] Arithmetika' eleje kezdőknek. 98 példány: melyből egy be-kötve, ö' többi kötetlen. 
[81] Kurzer Grundriss des Tentamens, d.i eines grund-oder vom Grunde aus neuen 
Systems der Mathematik. 105 példány be-kötve. 
[82] Arithm' eleje' 2 dik ki-adat. 38 példány be-kötve. d.'° 57 példány kötetlen. 
[83] d.'° az alsóbb osztályt tanulók' számára. 14 példány be-kötve. 
[84] Tentamen. 15 példány kötetlen. D.'° 1 ső darab. 47 példány kötetlen. 4 kötet 
raptura. 
[85] Svetonius. 
Suetonius Tranquillus: De vita Caesarum. 
A kiadási hely és év nem volt megállapítható. 
[86] Ür-tarí elemeji. 33 példány be-kötve. D.'° 153 példány kötetlen. 
[87] Öt szomorú játék. 12 példány kötetlen. 
A könyvjegyzék bemutatása után készítsük el a statisztikát B O L Y A I F A R K A S 
könyvtáráról. Egyelőre ne vegyük figyelembe B O L Y A I J Á N O S pótjegyzékét (a 85. sz. 
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könyv, S U E T O N I U S kivételével), mert az ott feltüntetett könyvek B O L Y A I F A R K A S 
jegyzékén egyszer már szerepeltek. Leszámítjuk a TELEKI-TÉKÁnak adományozot t 
két művet (nálunk a 7. sz. alatt van feltüntetve). Akkor az eredmény 77 mű, 228 kötet-
ben, melyből a saját művek — a 10. számtól a 21-ig, — 84 kötetet tesznek. Ha a 228 
kötethez hozzászámítjuk a pótjegyzéken felsorolt B O L Y A I JÁNOS-féle adományt , 
a következő képet kapjuk : 
7 7 + 9 mű = 86 mű 
2 2 8 + 5 7 7 köt. = 805 kötet, 
melyből 661 kötet B O L Y A I F A R K A S műveit tartalmazza.2 0 
Természetesen ez a statisztika nem nyúj t ja Bolyai Farkas könyvtárának teljes 
képét. Elsősorban azért, mert — ahogy ő maga is megjegyzi — elvesztek könyvei,2 1 
másodsorban azért, mert nyilván el is a jándékozot t belőle. Azonkívül az is elképzel-
hető, hogy a jegyzék készítése alkalmával k imaradhat tak könyvek. 
A könyvtár számszerűsége szempontjából még egy kérdést szükséges tisztázni, 
ami éppen 90 esztendővel ezelőtt látott napvilágot. K O N C Z J Ó Z S E F marosvásárhelyi 
matemat ika tanár és egyben könyvtáros azt írja,2 2 hogy B O L Y A I F A R K A S könyv-
tárát , 145 művet 239 kötetben a kollégium könyvtárának adományozta . Sajnos ma 
már lehetetlen kideríteni milyen adatok bir tokában állította ezt K O N C Z J Ó Z S E F , 
viszont az általunk közölt végrendelkezés és autográf könyvjegyzék K O N C Z J . adatai-
tól eltérően — a fentiekben kimutatot t összesítést adja . 
2. Bolyai Farkas könyvtárának jellemző vonása az alkotó tudós kézikönyvtári 
és az aktív pedagógus gyakorlati segédkönyvtári jellege. Könyvtárában korának 
legkiemelkedőbb és a legújabb kutatási eredményeket tar ta lmazó tudományos művek 
vannak képviselve ( E U L E R , B E R N O U L L I , M O N T U C L A , G A U S S , Journal der Physik 
stb.) olyanok, melyeket akkor Magyarországon csak a természet tudományokat 
pár to ló főurak engedhettek meg maguknak összegyűjteni. Ennek bizonyítására 
csak azt említjük meg, hogy a marosvásárhelyi TELEKI-TÉKÁban is csak egy kis 
része volt megtalálható azon könyveknek, melyeket B O L Y A I F A R K A S szükségesnek 
tar tot t megszerezni, és hogy az általunk fényképeken közölt művek is az Akadémia 
Könyvtárá t alapító 7eM/-csa l ád gyűjteményéből valók. 
Könyveinek egy része tehát tudományos kutatásai t szolgálta, amely egyébként 
szorosan összekapcsolódott tanári működésével. Kuta tása inak eredményeit mate-
matikai könyveiben jelentette meg, amelyek mind tankönyvjellegűek, de főműve 
a két kötetes „Ten tamen" , elméleti vonatkozásban is jelentős. 
A könyvek második fő csoport ját a tankönyvek teszik ki, amelyek szinte kivétel 
nélkül latin és német nyelvűek, jeléül annak, hogy B O L Y A I F A R K A S tanári működésé-
nek első három évtizedében az anyanyelvű tanítás — a közép- és felsőiskolákban — 
még nem tudott gyökeret verni. Ennek eredményeképpen a magyar nyelvű tankönyv-
irodalom csak lassan bontakozot t . Magyar nyelvű tankönyvek a természettudományi 
i rodalomban szinte egyáltalán nem voltak és a magyar tankönyvírók is latinul írták 
műveiket. Érdekes, hogy B O L Y A I F A R K A S könyvei között milyen szép számmal 
szerepelnek magyar szerzők tankönyvei ( H O R V Á T H J Á N O S , M A K Ó P Á L , P A N K L M Á T É , 
20
 Nem lenne érdektelen ismerni, hogy 100 év alatt mi történt Bolyai Farkas megmaradt művei-
nek példányaival. 
21
 L. a 41. sz. alatt feltüntetett könyv melletti megjegyzést. 
22
 Magyar Könyvszemle 1879. évf. 227—229. p. 
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R A D I C S A N T A L , R A U S C H F E R E N C , S C H U S T E R J Á N O S , S E G N E R A N D R Á S , S Z Á S Z K Á R O L Y 
stb.). Ez annál is érdekesebb, mert katolikus szerzők könyveit is ( H O R V Á T H J Á N O S , 
M A K Ó P Á L , R A D I C S A N T A L ) megtaláljuk, amiből azt következtethetjük, hogy tan-
könyveiket használták a protestáns főiskolákon. De a matematikai-fizikai-kémiai 
tanítás korabeli színvonala a marosvásárhelyi főiskolán lemérhető nemcsak a magyar 
szerzők kiemelkedő tankönyvein, hanem a külföldi szerzők művein. Igaz, hogy 
ez a professzor személyének tulajdonítható elsősorban, de emellett B O L Y A I F A R K A S 
olyan szerzők műveiből készítette fel tanítványait, amilyen könyveket akkor a nyugati 
országok egyetemein és főiskoláin, illetőleg akadémiáin használtak. Ilyenek pl. 
az alábbi szerzők könyvei: E U K L I D E S , G E R L I N G , G R E N , H A U S E R , K A R S T E N , K A E S T N E R , 
K R Ü G E R , L E N C K E R , L I C H T E N B E R G , M E T Z B U R G , V E G A művei. 
B O L Y A I FARKASnak egy 1813-ból származó jelentéséből idézzük az alábbiakat, 
melyben a kolozsvári ref. főkonsistoriumnak tesz jelentést tanári munkájáról és 
egyben pontosan elmondja milyen műveket használ a tananyag feldolgozásához: 
„Jelentem azonban alázatosan, hogy a Mathesisbe további rendelésig Kaestnert, 
a physicába s chemiába Grént követem, a hozzánk el-jutható ujj találmányokon s azon 
kívül, hogy a Mathesis tanítását az eredeti Euklidesnek, (a Föld fő-mathematicussai 
tanítójának) hat könyvén kezdeni tapasztaltam leg-foganatosabbnak,"23 
BOLYAI F A R K A S életrajzából ismeretes, hogy milyen rendkívülien sokoldalú 
egyéniség volt, és milyen sokfelé terjedt érdeklődése. Ennek tulajdoníthatók irodalmi 
kísérletei, drámái és fordításai, melyeket 1 8 1 5 — 1 8 2 0 között készített. Ezekről 
önéletrajzában úgy nyilatkozott, hogy mivel „a paralellák megmutatására tett pró-
bámmal nem lévén megelégedve... mathesisi tüzem meglankadott s ez vitt apoézisre,"24 
Igazi „társának" azonban mindig a „mathesist" tekintette. Talán ezért hiányoznak 
könyvei közül a világirodalom klasszikusai és a magyar irodalom termékei. Iro-
dalmi munkásságához bőven talált megfelelő segédkönyveket a TELEKI-TÉKÁban 
és nem volt arra kényszerítve, hogy súlyos összegeket fizessen értük. 
Ugyancsak hiányoznak könyvtárából az erdészetre vonatkozó könyvek, melyek 
közül pedig saját bevallása szerint „40 db. könyvet tanult át"25 , hogy magát erdésszé 
képezze. Ezt azért tette, mert akkori csekély jövedelmű tanári pályáját 1820-ban 
egy nagyobb jövedelmű erdészi inspektori állással szerette volna felváltani. De hogy 
ez nem sikerült, ismét a matematikához tért vissza és ezután kezdett könyveinek 
írásához. Hová lettek vajon erdészeti könyvei? És saját könyvei voltak-e, vagy köl-
csön kérte őket, ezt ma már nem lehet kimutatni. 
A két főcsoporton kívül, csak néhány olyan könyv található meg az egykori 
professzor könyvtárában, mely témájánál fogva nem illik az előző kettőbe, de ame-
lyek részben általános tájékozódás szempontjából pl. a 7 4 . sz. E S C H E N B U R G mű, 
a 76. sz. ScHLözER-féle egyetemes történet, részben egészségügyi és más szempontok 
miatt voltak szükségesek, pl. a 71. sz., vagy a 73. és 75. sz. alattiak. 
Mindent összegezve a könyvtár egész jellegéről az állapítható meg, hogy egy 
tudós-matematikus tanár sok szeretettel és tekintélyes anyagi áldozattal összegyűj-
tött könyvtára a maga idejében eléggé jelentős volt. 
(Beérkezett: 1968. XII. 10.) 
23
 Korunk, 1957. 46. p. 
24
 Koncz J. i. m. 278. p. 
25
 Uo. 298. p. 
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A KIEGÉSZÍTŐ VÁLTOZÓK MÓDSZERE 
Irta: MAJTHAY ANTAL 
1. Bevezetés 
A kiegészítő változók módszere D A N T Z I G és C O T T L E munkássága nyomán 
született, előzményei azonban sokkal korábbi időpontra nyúlnak vissza. Minden-
esetre ők javasoltak a konvex kvadratikus programozási feladat megoldására egy, 
az ekvivalens feladat sajátos szerkezetét mélyen kihasználó megoldó algoritmust 
[8], [9]. D A N T Z I G és C O T T L E gondolatait T U C K E R mélyreható vizsgálat tárgyává 
tette [62], és ennek eredményeként nemdegenerált feladat esetén az algoritmus 
logikailag kifogástalan leírását nyerte. E vizsgálatokat folytatva L E M K E a r ra a fel-
ismerésre ju to t t , hogy az alapgondolat variálásával egyéb problémák is sikeresen 
kezelhetők [38], [39], [41]. 
A következő második pontban a probléma kialakulásának a történetét vázol-
juk és ennek kapcsán megmutat juk , hogy a matematikai programozásnak nagyon 
sok problémája szorosan összefügg az általunk vizsgált, és első pillantásra nagyon 
speciálisnak tűnő problémával. A harmadik, negyedik és ötödik pontban három, 
egymással rokon algoritmus leírását és végességük, illetőleg eredményességük, 
továbbá alkalmazhatósági határaik vizsgálatát találja az olvasó. 
2. A kiegészítő változók módszerének kialakulása és a matematikai programozásban 
betöltött szerepe 
2.1. Tekintsük a következő fe ladatot : 
Legyen w(z) az A-dimenziós euklideszi térnek egy önmagába való leképezése. 
Keressünk a nemnegatív or tánsban egy olyan z vektort, amelynek a w(z) képe 
ortogonális z-re és ugyanebbe az ortánsba esik. 
Kiegészítő változók módszerének egy algoritmuscsaládot nevezünk, amely 
a vv(z) = G z + g eset vizsgálata során született. 
Legyen tehát G A X A-t ípusú valós elemű mátrix, g pedig A elemű oszlopvektor. 
Keressünk olyan A elemű z és w oszlopvektort, amelyekre fennáll : 
E képletekben 0 zérusvektorl jelöl, a vektorok közötti egyenlőtlenség komponensen-
ként értendő, T a transzponálás jele, így zTw a z és w vektorok skalárszorzatát 
jelöli. 
(2. 1. 1) 
(2. 1 .2) 
(2. 1. 3) 
(2. 1 .4) 
w = Gz + g 
w ë O 
z a O 
z rw = 0 . 
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A továbbiakban a 
min g(x) 
f , - ( x ) s 0 i=], ..., m 
X 2 0 
szimbolikus írásmóddal a következő feladatot fogjuk jelölni: 
Határozzuk meg a g(x) valós értékű függvénynek a g ; ( x ) ^ o i = l , . . . , m és 
x ë O feltételek által meghatározott halmazon felvett minimumának az értékét, 
továbbá a halmaznak legalább egy olyan x pontját , amelyben g(x) értéke minimális, 
illetőleg mutassuk meg, hogy ilyen nincsen. 
Analóg módon értendő a 
max g(x) 
g , ( x ) s O i = l , . . . , m 
x ë f l 
szimbolikus írásmód is. 
A matematikai programozás elméletében először a lineáris programozás 
dualitás-tételének vizsgálata során jutottak a (2. 1. 1)—(2. 1.4) problémára [61]. 
Tekintsünk egy kanonikus formában megfogalmazott primál-duál feladat-
párt. Legyen A adott mXn típusú valós elemű mátrix, b, с adott m, ill. и elemű 
oszlopvektor, x, у pedig n, ill. m elemű változó vektorok. 
Primál feladat: 
min c r x 
(2 .1 .5) 4 x s b 
x g O 
Duál feladat: 
max b r y 
( 2 . 1 . 6 ) + r y - s c 
y s O . 
Vezessük be az u я-dimenziós és v w-dimenziós segédváltozókat. Ezeknek segít-
ségével a feladatpár a következőképpen írható fel: 
min c r x 
Ax — v = b 
(2 .1 .5 ' ) 
x s O 
v ê O 
m a x b r y 
ATy-\- u = с 
(2. 1.6') 
У = 0 
VÊO. 
MTA III. Osztály Közleményei 19 (1969) 
a k i e g é s z í t ő v á l t o z ó k m ó d s z e r e 297 
A lineáris programozás dualitástétele [6] szerint e feladatok bármelyike akkor 
és csak akkor oldható meg, ha a másik is megoldható. Eszerint a két feladatot 
egyszerre is vizsgálhatjuk. Ha bevezetjük a 






jelöléseket, akkor e feltételek a lakja : 
w = Gz + g 
w S O 
z==0. 
A kiegészítő eltérések gyenge tétele [6] szerint, egy x, y megengedett megoldáspár, 
ill. a hozzájuk tar tozó u, v vektorok akkor és csak akkor alkot ják a feladatpár opti-
mális megoldását, ha 
x
7 u = y ' v = 0. 
A nemnegativitási feltételre való tekintettel e feltétel éppen egyenértékű a 
z r w = 0 
feltétellel. 
Összefoglalva: a (2. 1. 5), (2. 1. 6) lineáris programozási feladatpár ekvivalens 
a (2. 1. 1)—(2. 1. 4) feladattal. 
A lineáris programozással analóg viszonyokat találunk a konvex kvadrat ikus 
programozási feladat vizsgálata során is [29]. 
Tegyük fel, hogy Q и X и-típusú, valós elemű, pozitív szemidefinit szimmetrikus 
mátrix. A további jeleket átvesszük a (2. 1. 5), (2. 1. 6) feladatokból . Tekintsük 
a következő kvadrat ikus programozási fe ladatot : 
min fxTQx + cTx 
b 
xs=o. 
Minthogy a lineáris feltételek triviálisan teljesítik a Kuhn—Tucker-îé\e feltétel-
minősítést [37], a célfüggvény pedig konvex, azért a Kuhn—Tucker-elmélet szerint 
egy nemnegatív komponensekkel rendelkező x vektor akkor és csak akkor a lkot ja 
a feladat optimális megoldását, ha lehet hozzá olyan nemnegatív y vektort találni, 
hogy a 
Ф(x , y) = i x r ö x + c r x - y T ( Á x - b ) 
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Lagrange-függvényre teljesülnek az alábbi feltételek: 
Vx4>(x. y) = х т 0 + с г - у т Л S О, 
(2 .1 .7) V j Ф ( x , y) = — х т A - \ -Ь т sS 0, 
Vx<î>(x, y) * x = 0, 
V y 0 ( x , y ) - y = 0. 
Bevezetve az 
u = Qx + c — ATy, 
V = Ax — b, 
továbbá a 
jelöléseket, láthat juk, hogy a (2. 1. 7) feltételek a (2. 1. 1)—(2. 1.4) alakot öltik. 
Eszerint a konvex kvadratikus programozási feladat is ekvivalens a (2. 1. 1)—(2. 1. 4) 
feltételrendszer megoldásának a feladatával. 
Rendkívül érdekes tény, hogy a kvadrat ikus programozás elmélete egy másik 
úton is elvezet a (2. 1. 1)—(2. 1. 4) problémára, mégpedig a lineáris programozáshoz 
hasonlóan a dualitás gondolatán keresztül. 
A dualitás fogalmát D E N N I S [12] és D O R N [15] terjesztette ki a kvadratikus 
programozási feladatra, majd később C O T T L E [5], ill. D A N T Z I G és C O T T L E [8] álta-
lánosították D E N N I S és D O R N gondolatai t . Értékes gondolatokat tartalmaz M O N D [51] 
dolgozata is. 
A lineáris programozás elméletében egy feladat duálisát szimbolikus alapon 
értelmezzük, mégpedig úgy, hogy az nem használható fel közvetlenül általánosítási 
alapként. Előnyösebb azt vizsgálni, hogy melyek a duali tásnak azok a tényei, ame-
lyekre erősen támaszkodunk, s amelyek a szimbolikától függetlenek. További 
útmutatást a Lagrange-függvény vizsgálata nyújt még, mint azt később látni fogjuk. 
Az első gondolaton elindulva természetesen adódik a következő: 
Két matematikai programozási, mégpedig egy maximumkeresési és egy mini-
mumkeresési feladatot akkor tekintünk egymás duálisának, ha közülük bármelyik 
feladat optimális megoldásának a létezése maga után vonja a másik feladatra is 
az optimális megoldás létezését és ez esetben az optimális célfüggvényértékek meg-
egyeznek, továbbá a maximumfeladat célfüggvényének az értéke tetszőleges meg-
engedett megoldás esetén kisebb vagy egyenlő a minimumfeladat tetszőleges meg-
engedett megoldásához tar tozó célfüggvény értékével. 
Vegyük észre, hogy a definícióban a „duál duálja a pr imál" általában nem egé-
szen pontos kijelentés is benne foglaltatik. 
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Tekintsük ezután a következő kvadratikus programozási feladatot : 
min x r ß x - f c T x 
( 2 . 1 . 8 ) á x a b 
x s O . 
Az egyes szimbólumok jelentése pontosan megegyezik az előzőkben megadottal , 
azzal a változtatással, hogy Q legyen pozitív définit, de nem feltétlenül szimmetrikus. 
(A szimmetriával kapcsolatos engedmény e ponton semmitmondó, a később vizs-
gálandó autoduális esetnél azonban hasznát fogjuk venni.) 
W . S. D O R N a lineáris programozás dualitástételére támaszkodva megmu-
tatta [15], hogy e feladatnak a fenti értelemben vett duálisa a következő, ugyancsak 
kvadratikus programozási feladat: 
max —ur g u + bTv 
(2 .1 .9 ) a t \ - ( q + q t ) u s e 
v a O . 
Tegyük fel mármost, hogy a=q = g és —b = с = g , azaz tekintsük a 
m i n x T G x + g T x 
(2 .1 .10) Gx + g ë O 
x a: 0 
feladatot. N E U M A N N JÁNosnak egy mátrix-elméleti tételére [ 5 3 ] hivatkozva D O R N 
megmutatta, hogy e feladat feltételei mindig konzisztensek. ( C O T T L E valamivel 
egyszerűbben bizonyítja ugyanezt [4] egy GALEtől eredő állításra hivatkozva [21].) 
í r juk fel a feladatnak a (2. 1. 9) szerinti duálisát: 
max —urGu —g r v 
(2 .1 .11) G T v - ( G + G r ) u - g == 0 
v S 0. 
Az egyenlőtlenségeket balról v r-vel szorozva, gT-re becslést nyerhetünk. Ezt és a G 
mátrix pozitív définit tulajdonságát felhasználva kiderül, hogy optimális megoldás 
esetén szükségképpen 
(2. 1. 12) * u = v. 
Ezt a feltételt a (2. l . l l ) - h e z hozzávéve, vele optimálisan ekvivalens feladatot 
kapunk a következő értelemben: 
Két matematikai programozási feladatot akkor tekintünk optimálisan ekvi-
valensnek, ha bennük mind az optimális megoldások halmaza, mind pedig az opti-
mum értéke azonos. 
E definíció szerint a (2. 1. 12)-vel kiegészített (2. 1. 11) feladat optimálisan 
ekvivalens a (2. I. 10) feladattal, és az is könnyen látható, hogy a közös opt imum 
értéke zérus. E gondolatmenet teljessé tételéhez még annak a kimutatása is szüksé-
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ges, hogy az adot t feltételek mellett a célfüggvény el is éri a min imumát ; ez azonban 
elkerülte D O R N figyelmét. Ennek az állításnak a helyességét F R A N K és W O L F E mái-
jóval korábban és sokkal ál talánosabb körülmények között igazolta [20], amikor 
bebizonyította, hogy alulról korlátos kvadrat ikus függvény lineáris feltételekkel 
megadott nem üres ta r tományon mindig felveszi a minimumát . Ez az állítás egyéb-
ként csak legfeljebb másodfokú függvény esetén igaz, magasabb fokú polinom esetén 
már nem, miként azt K A P L A N S K Y bebizonyította [ 6 2 ] . Illusztráló példaként tekint-
sük az egész síkon az л | + (1 —x1x2)2 függvényt, amely nem éri el értékkészletének 
alsó határát . 
Ha egy matematikai programozási feladat optimálisan ekvivalens a duálisával, 
akkor azt a feladatot autoduálisnak nevezzük. E fogalommal élve, eredményünket 
úgy fogalmazhat juk meg, hogy a (2. 1. 10) feladat autoduális , mindig konzisztens 
és az optimális célfüggvényérték zérus. Ez azonban más szóval azt jelenti, hogy 
pozitív définit g mátrix esetén a ( 2 . 1 . 1 ) — ( 2 . 1 . 4 ) feltételrendszer konzisztens. 
D O R N eredményének alternatívájaként C O T T L E ar ra az eredményre ju tot t , hogy 
pozitív szemidefinit g matrix esetén is mindig létezik a (2. 1. 1)—(2. 1. 4) feltétel-
rendszernek megoldása, feltéve, hogy a (2. 1. 1)—(2. 1. 3) feltételrendszer konzisz-
tens [4]. 
E vizsgálódás során C O T T L E észrevette, hogy a (2. 1. 10) probléma csak első 
pillantásra tűnik speciálisnak, valójában pedig jelentős kapcsolatban áll a kvadra-
tikus programozás legáltalánosabb feladatával. 
A kvadratikus programozási feladatok dualitását vizsgálva ugyanis C O T T L E 
arra az eredményre ju to t t [5], hogy pozitív szemidefinit « X « típusú q és ugyancsak 
pozitív szemidefinit mxm t ípusú p mátrixokkal az alábbi kvadrat ikus programo-
zási problémák .egymás duálisai: 
min i x r Qx + iyTPy + cTx 
Лх + Ру + Ь S 0 
X G 0 , 
illetőleg 
max — }xTQx — | y T Py — b r y 
Qx-ATy + c S 0 
У s 0. 
E tény miatt természetes a következő összetett program megoldását keresnünk: 
min xT Qx + yTPy + cTx + b r y 
g x - + 7 y + c S 0 
(2 .1 .13 ) + x + P y + b s 0 
X A 0 
У S 0 . 
E feladatban a primál és duál célfüggvények különbségének a minimumát keressük 
az együttesen megengedett megoldások halmazán. 
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Ha bevezetjük a 
jelöléseket, akkor látjuk, hogy a (2. 1. 13) feladat éppen D O R N (2. 1. 10) alatti fel-
adatának az alakját ölti fel. 
C O T T L E szimmetrikus duális kvadratikus programozási feladatainak a cél-
függvényei és feltételei egyaránt elegánsan levezethetők egy 
(2. 1. 14) Ф(х, у) = ( i x r Ô x + c r x ) - ( i y T P y + b 7 y ) - y r z i x 
függvényből. Ez a megfigyelés vezette D A N T Z I G O Í és C O T T L E Í [ 9 ] a következő álta-
lánosításra : 
Tekintsünk egy, az m X «-dimenziós tér nemnegatív ortánsán értelmezett, 
kétszer folytonosan differenciálható Ф(х, у) függvényt. Tegyük fel, hogy Ф(х, у) 
adott y S O vektor esetén az x-nek szigorúan konvex függénye az egész { x : x ^ 0 } 
halmazon, adott x s O vektor esetén viszont az y-nak szigorúan konkáv függvénye 
az { y : y ^ 0 } halmazon. Ekkor Ф(х, у) segítségével megfogalmazható egy duális 
feladatpár: 
min Ф (x, у) - уT vy Ф (x, y) 
- V
у
Ф ( х , y) s 0 
x s 0 
y = о, 
illetőleg 
max Ф (x, у) - х т Vx Ф (х, у) 
Ч Ф ( х , у) s 0 
X È Ô 
у s о. 
A fentiek mintájára érdemes ez esetben is megfogalmazni a következő össze-
tett programot : 
min x r vx Ф (x, у) - у T vy Ф (x, y) 
^
Х
Ф (x, y) ^ 0 
(2 .1 .15) -Ж
у
Ф(х, у) & 0 
x & 0 
у S O . 
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Ha bevezetjük az 




jelöléseket, akkor a (2. 1. 15) feladat a következő alakot ölti: 
min zTw(z) 
(2. 1. 16) w(z) s 0 
z & 0. 
Ha itt eltekintünk a w(z) leképezés konkrét definíciójától, akkor egészen álta-
lános formában vizsgálhatjuk a (2. 1. 16) feladatot, \v(z)-t egyszerűen az A-dimenziós 
tér egy önmagába való leképezéseként felfogva. 
A (2. 1. 16) feladatot a (2. 1. 15) rövid jeleként tekintve, a dualitástételből 
következik, hogy (2. 1.16) akkor és csak akkor oldható meg, ha a következő feltétel-
rendszer konzisztens: 
(2. 1. 17) 
z
rw(z) = 0 
w(z) S 0 
z s 0. 
Az általános esetben is világos, hogy a (2. 1. 17) feltételek teljesülése elégséges 
ahhoz, hogy valamely z vektor megoldja a (2. 1. 16) feladatot. Röviden megmutatjuk, 
hogy bizonyos feltételek teljesülése esetén szükséges is. 
Tegyük fel, hogy w(z) a tér differenciálható leképezése. Jelölje 
f)w 
(b a ,,w(z)" 
Jacobi mátrixának a transzponáltját a z pontban és tegyük fel, hogy valamely — a fel-
tételeknek eleget tevő — z pontban teljesül a Kuhn—Tucker-féle feltételminősítés. 
ду/ 
Ha ezenkívül még az is igaz, hogy a z pontban a Í»Z matrix pozitív szemidefinit 
és z megoldja a (2. 1. 16) feladatot, akkor zrw(z) = 0; azaz ilyen körülmények között 
a (2. 1. 17) feltételek teljesülése valóban szükséges az optimalitáshoz. 
Az állítás helyességét a Kuhn—Tucker-fé\e tétel felhasználásával könnyen 








dz (z-y)J =0 
yrw(z) = 0. 
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E relációkat, továbbá a premisszáinkat felhasználva, a következőket nyerhetjük: 
0 s zrw(z) = z7 dw dz (y-z) ë (z-y)
r dw 
dz 
( y - z ) ë O , 
ez pedig éppen az állításunk helyességét igazolja. 
D A N T Z I G és C O T T L E a ( 2 . 1 . 1 6 ) feladatot vizsgálva [ 9 ] arra az alternatív 
eredményre jut, hogy amennyiben a w(z) leképezés Jacobi-mátrixa pozitív définit 
z-ben, akkor a tétel a Kuhn—Tucker-féle feltételminősítés premisszája nélkül is 
érvényes marad. A bizonyítás során egy J O H N Í Ó I eredő tételre [ 3 4 ] hivatkoznak, 
amely tétel a Lagrange-féle feltételes szélsőértékre vonatkozó tételnek egy a Kuhn— 
Tucker-tételtől kissé eltérő általánosítása. 























v a 0. 
Az utóbbi egyenlőtlenség Ф(х, у) konvexitásából, ill. konkavitásából következik. 
A Jacobi-mátrix pozitív szemidefinitsége alapján a fentiek szerint a (2. 1. 15) feladat 
helyett elég a belőle származtatott (2. 1. 17) feladatot vizsgálni, feltéve természe-
tesen, hogy a meglehetősen nehezen megfogható feltételminősítés teljesül. 
A nemlineáris programozási feladatok dualitáselméletét több szerző is tovább-
fejlesztette, közülük elsősorban M O N D [ 5 1 ] és R O C K A F E L L A R [ 5 5 ] , [ 5 6 ] érdemel 
említést. Az általánosítás iránya a premisszák gyengítése. Ennek arányában mind 
erősebb eszközökre van szükség. Mindenesetre pillanatnyilag úgy néz ki, hogy 
ezek az általánosabb jellegű tételek nem mondanak lényegesen újat a mi tárgyunk 
szempontjából. 
Említést érdemel még, hogy ha a (2. 1. 14) alatt értelmezett Ф(х, у) függvényben 
a P, ill. a P és Q mátrixokat zérusmatrixnak választjuk, akkor speciális esetként 
visszanyerjük az előzőleg vizsgált feladatokat. Fontos további alkalmazásokként 
említsük még meg a 
ф ( х > У) = g ( x ) - y r Á x + b r y 
és a 
Ф(х, y) = g(x) —yTG(x) 
eseteket, amelyekből a konvex programozás lineáris feltételekkel, illetőleg a konvex 
programozás általános konvex feltételekkel feladatok származtathatók. 
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2.2. A (2. 1. 1)—(2. 1. 4) feltételrendszernek a 
speciális választás melletti megoldására az első javaslat F R A N K és WoLFEtől szár-
mazik [21]. Megoldási eljárásuk lineáris programozási feladatok véges sorozatából 
áll, legalábbis abban az esetben, ha Q pozitív szemidefinit. 
Ugyancsak a pozitív szemidefinit kvadratikus programozási feladatból nyert 
(2. 1 . 1)—(2. 1 . 4) feladat esetére ad megoldó algoritmust W O L F E [66], akinek mód-
szere már egyetlen — bizonyos mértékig módosított — lineáris programozási 
szimplex algoritmusból áll. Ennek gondolatmenetét röviden vázoljuk. Felfogás-
módját abban lehetne összegezni, hogy keressünk olyan, a (2. 1. 1)—(2. 1. 3) fel-
tételeket kielégítő megoldást, amely még a (2. 1. 4)-et is kielégíti. 
Lineáris egyenletrendszer nem-negatív megoldásának a keresésére szolgáló 
eljárás a lineáris programozás elméletében ismeretes [6]. Ez egyrészt azon a tényen 
nyugszik, hogy ha egy lineáris egyenletrendszernek van nem-negatív megoldása, 
akkor nem-negatív bázismegoldása is van, másrészről pedig azon, hogy mesterséges 
változók bevezetésével mindig lehet nem-negatív bázismegoldást találni. E nem-
negatívnak feltételezett mesterséges változókat a következő fogással lehet kiküszö-
bölni: célfüggvényként bevezetjük ezek összegét és megkíséreljük ezt a célfüggvényt 
minimalizálni. Akkor és csak akkor érjük el a zérus célfüggvény-értéket, ha a vizs-
gált egyenletrendszernek van nem-negatív megoldása. A minimalizáció a szimplex 
módszer felhasználásával történik. Minthogy a szimplex módszer alkalmazása 
során a bázisba bevonandó vektor felől általában bizonyos szabadsággal dönt-
hetünk, azért a bevonandó vektort kiválasztó szabályt jogunk van egy további 
feltétellel kiegészíteni. Eszerint sohasem szabad olyan vektort bevonnunk a bázisba, 
amelynek a kiegészítő párja1 már benne van.2 
Az induló bázismegoldás csupa mesterséges változót tartalmaz, így eo ipso 
kiegészítő megoldás. A belépésre kiválasztott vektor ezt a tulajdonságot sohasem 
rontja el. A kérdés csak az, hogy a többletszabállyal nem kötjük-e meg túlságosan 
a kezünket, van-e minden iterációnál olyan vektor, amelynek jogában áll a bázis-
belépés. 
W O L F E bebizonyította, hogy amennyiben a Q mátrix pozitív définit, akkor 
a módszer mindig szolgáltat megoldást, ha egyáltalán van. 
Az általános pozitív définit, ill. szemidefinit G matrix esetével foglalkozik 
D A N T Z I G és C O T T L E [ 8 ] , [ 9 ] , továbbá T U C K E R [ 6 2 ] és G R A V E S [ 2 4 ] . Mindannyian 
ugyanazzal az algoritmussal, pontosabban ugyanazzal a két algoritmussal foglal-
koznak, csak különböző nézőpontokból. Matematikai elegancia és szabatosság szem-
pontjából legszebb T U C K E R munkája, míg a gondolatok háttere inkább a többi 
dolgozatból látszik. 
D A N T Z I G és C O T T L E algoritmusának alapgondolata a következő: A ( 2 . 1. 1 ) — 
( 2 . 1 . 4 ) feladathoz kiegészítő, de nem szükségképpen megengedett megoldást 
mindig lehet találni, hisz z = 0 , \ v = g ilyen. Ez más szóval azt jelenti, hogy a kielé-
gítendő feltételek közül a (2 .1. 2) feltételt ideiglenesen elvetjük. Ha w = g-nek 
1
 A megfelelő értelmezést a következő fejezetben adjuk meg. 
2
 A valóságos feltétel ennél valamivel kevesebbet követel, itt azonban nem célunk ennek a tag-
lalása. 
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nincs negatív komponense, akkor a feladatot megoldottuk. Ha van, akkor meg-
kíséreljük ezek számát fogyasztani. Ha a G mátrix pozitív définit, akkor a főátlójá-
ban csupa pozitív elem áll, s így egy negatív wt komponens kiegészítő párjának 
a zérus értékéről pozitív irányban történő elmozdítása révén remélhető, hogy wt 
zérussá válik, pozitívvá. Ha közben egyetlen olyan változó sem válik negatívvá, 
amely addig pozitív volt, akkor újabb kiegészítő megoldáshoz jutottunk, amely 
az előzőnél jobb abban az értelemben, hogy kevesebb a negatív komponense. Ha 
valamelyik, előzőleg nem-negatív változó értéke közben negatívvá válik, akkor 
bizonyos közbülső intézkedésekkel ez a nehézség elkerülhető és a célt akkor is elér-
jük. Nagyon lényeges, hogy ha a kapott új bázis segítségével ezután kifejezzük 
a nembázis-vektorokat, és a nyert mátrix elemeit „helyes" sorrendben helyezzük el, 
akkor a kapott mátrix újra pozitív définit, s így az ríj helyzetre az előző gondolat 
újra alkalmazható. Véges számú iteráció után a negatív komponensek száma elfogy. 
Ha a G mátrix pozitív szemidefinit, akkor a közbülső nehézségek megnöveked-
nek, hiszen már csak a főátló elemeinek a pozitivitása sem teljesül feltétlenül. Minden-
esetre némi fáradsággal el lehet őket hárítani, s egy finomított algoritmus ebben 
az esetben is szolgáltat megoldást, ez esetben persze azzal a feltétellel, hogy az létezik. 
A továbbiakban L E M K E [ 3 8 ] , [ 3 9 ] , [ 4 1 ] foglalkozott A ( 2 . 1 . 1 ) — ( 2 . 1 . 4 ) fel-
adattal. Az előző négy szerző algebrai szemléletmódjával szemben ő geometriai 
eszközökkel közelít a problémához. Az új nézőpont új ötletekkel gazdagítja a kérdés 
irodalmát, a kapott eljárásokat alaposabban megvizsgálva azonban kiderül, hogy 
lényegükben ezek is algebrai, sőt kombinatorikus természetűek. 
3. Kiegészítő változó módszer kopozitív-plusz mátrixú feladat megoldására 
3 .1 . A (2. 1. 1)—(2. 1. 4) feladat megoldására szolgáló algoritmus alapgondo-
latához a következőképpen juthatunk el: a kielégítendő feltételek száma túlságosan 
sok, így a feladat ideiglenes gyengítése révén próbálunk a feltételeket „majdnem" 
kielégítő megoldást keresni. Ebből mint indulómegoldásból elindulva, egyik meg-
oldásról a másikra haladunk és közben vigyázunk arra, hogy az újabb megoldások 
a kielégített feltételek kielégítésének a „mértékében" ne romoljanak. Reméljük, 
hogy bizonyos körülmények között határozott javulás áll be, s így megoldáshoz 
jutunk. 
A feltételek gyengítésének egyik lehetséges módja a D A N T Z I G és C O T T L E féle, 
amelynél a (2. 1.2) nem-negativitási követelménytől tekintünk el, s egy megoldás 
„ jóságának" a mértéke éppen a kielégített (2. 1. 2) nem-negativitási feltételek száma. 
E módszert a második fejezetben már vázoltuk. 
Másik lehetséges gyengítési mód a (2. 1. 1) egyenletrendszer „elrontása" például 
azáltal, hogy a G mátrixhoz hozzáfüggesztünk egy további „mesterséges" oszlopot, 
s a változókat ennek megfelelően kiegészítjük egy további „mesterséges" változóval 
mégpedig úgy, hogy az így kapott segédegyenletrendszernek legyen a (2. 1. 2)—(2. 1. 4) 
feltételeket kielégítő megoldása. Az így kapott segédfeladatban azután vigyázva 
arra, hogy a (2 .1 .2 )—(2 .1 .4 ) feltételek változatlanul érvényben maradjanak, 
egyik megoldásról a másikra haladva arra törekszünk, hogy a bevezetett mester-
séges változó zérus szintre kerüljön, s így az eredeti feladat megoldásához jussunk; 
látni fogjuk, hogy az eljárás egy, a pozitív szemidefinit mátrixok osztályát tartalmazó, 
de annál lényegesen bővebb mátrixosztály esetén — melyet a kopozitív mátrixok 
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osztályának fogunk nevezni — mindig pozitív eredménnyel zárul; azaz vagy elve-
zet egy megoldáshoz, vagy pedig megmutatja, hogy nincs megoldás. A módszernek 
nagy előnye, hogy egyszerűsége miatt könnyen programozható elektronikus számoló-
gépre. 
3 . 2 . D e f i n í c i ó k és j e l ö l é s e k . A könnyebb áttekinthetőség kedvéért újra 
megfogalmazzuk a megoldandó feladatot: 
Legyen 
g = 
valós elemekből alkotott mátrix 
Sí i • • Slm 
Sml • • S mm. 









valós komponensű vektorokat, amelyekre fennállnak a következő feltételek: 
(3. 2. 1) w = Gz + g 
(3. 2. 2) w S O 
(3. 2. 3) z ê O 
(3. 2. 4) z r w = 0 . 
A (3. 2. 4) ortogonalitási feltétel, továbbá a (3. 2. 2), (3. 2. 3) nem-negativitási fel-
tételek egyidejű teljesítése azt jelenti, hogy 
( 3 . 2 . 5 ) ZjWj = 0 i=\,...,m. 
Eszerint a zi és н>; változók „kiegészítik" egymást. Innen ered a módszer elnevezése. 
Nevezzük a (3. 2. 1) feltételt kielégítő w, z párokat megoldásoknak, a (3. 2. 2), 
(3. 2. 3) feltételeket kielégítő megoldásokat megengedett megoldásoknak, a (3. 2. 4) 
feltételt kielégítő megengedett megoldásokat pedig kiegészítő megoldásoknak. 
Jelöljük az г'-dik egységvektort e r vel , / = 1, ..., m, azaz e ; legyen az az m kom-
ponensű vektor, amelynek az /-edik komponense 1, a többi zérus. 
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Legyen 
* = 2 4 -
i = l 
Tekintsük a következő segédfeladatot : 
(3.2.6) w = g + Gz + er 
(3 .2 .7) w s O , z s O , í s O 
(3.2.8) wTz = 0. 
Itt 1 valós számot jelöl. A fentiekkel analóg módon beszélünk a (3. 2. 6)—(3. 2. 8) 
segédfeladat megoldásairól, megengedett megoldásairól és kiegészítő megoldásairól. 
Közvetlenül látszik, hogy a segédfeladatoknak van kiegészítő megoldása. 
Ilyen például a következő: 
z = 0, 
t = max(0, — ming,), 
i 
w = g + et. 
A w és z vektorok megfelelő, tehát azonos indexű komponenseit kiegészítő 
változópároknak, s ennek megfelelően az 
A = ( £ , - e , -G) 
mátrixban az eh —g„ / = 1 , . . . , m párokat kiegészítő vektorpároknak fogjuk 
hívni. Az A mátrix oszlopait a kényelem kedvéért egységes jellel is ellátjuk: 
Eszerint 
(3. 2. 9) 
Bevezetve az 
A — (al5 ..., am, am + 1, am + 2, ..., a2m + 1). 
ep p = 1, ..., m 
— e ha p = m + \ 
- g p - ( m + i ) p = m + 2, . . . , 2 т и + 1 . 
X = 
a0 = g 
jelöléseket, a (3. 2. 6), (3. 2. 7) feltételrendszer a következő alakot ölti : 
(3 .2 .10) d x = a 0 
X & 0 . 
Az A mátrix rangja nyilván m, így oszlopvektorterének tetszőleges bázisa m-elemű. 
A továbbiakban £-vel (esetleg indexszel ellátva) az A oszlopaiból alkotott bázist 
jelölünk. 
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Tetszőleges В bázishoz egyértelműen tartozik egy 
V 
d = (d0, d1; ..., d2m + i) = : = (diip) 
összefüggés értelmez. A továbbiakban, ha B-1 indexszel látjuk el, akkor valamennyi, 
5-től függő szimbólumot is 5-vel azonos indexszel fogjuk ellátni. 
A (3. 2. 10) egyenletrendszernek a 5 bázishoz tartozó bázismegoldását a követ-
kezőképpen értelmezzük: 
A 5 bázist kiegészítő bázisnak nevezzük, ha nem szerepelnek benne kiegészítő 
vektorpárok. 
Egy 6 ^ 0 sorvektorról azt mondjuk, hogy lexikografikusan pozitív, 
ha balról jobbra haladva az első zérustól különböző komponense pozitív. Azt mond-
juk, hogy egy vektor lexikografikusan nagyobb egy 8., vektornál, 
ha a 8X — 82 különbség lexikografikusan pozitív. Természetesen azt is mondhatjuk, 
hogy S2 lexikografikusan kisebb f^-nél. 
A most bevezetett reláció rendezi egy vektortér vektorait, így egy vektortérből 
kiválasztott véges sok vektor esetén mindig értelmes ezek közül a lexikografikus 
értelemben legkisebbről és legnagyobbról beszélni. Ezeket rendre az 1-min és 1-max 
szimbólumokkal fogjuk jelölni. 
A d mátrixról akkor mondjuk, hogy lexikografikusan pozitív, ha minden 
sora lexikografikusan pozitív. Világos, hogy ilyen esetben d 0 ^ 0 , s így a 5 bázishoz 
tartozó bázismegoldás megengedett megoldás. Indokolt tehát a következő értelmezés: 
Egy 5 bázist akkor fogunk 1-megengedettnek nevezni, ha a hozzá tartozó 
d mátrix lexikografikusan pozitív. 
3 . 3 . Az a l g o r i t m u s . Feladatként tűzzük ki a (3.2. 1)—(3. 2. 4) feladathoz 
legalább egy kiegészítő megoldás találását, illetőleg annak megmutatását, hogy 
ilyen nincs. 
Ha g s O , akkor 
ő > 0 , 
w = g 
z = 0 
kiegészítő megoldás, ezért a továbbiakban feltesszük, hogy g5^0. 
MTA III. Osztály Közleményei 19 (1969) 
a k i e g é s z í t ő v á l t o z ó k m ó d s z e r e 309 
Világos, hogy feladatunk ekvivalens a következővel: 
Keresendő a (3. 2. 6)—(3. 2. 8) segédfeladatnak olyan kiegészítő megoldása, 
amelyben t = 0, illetőleg megmutatandó, hogy ilyen nincs. A továbbiakban a problé-
mával ebben az alakban foglalkozunk. 
Előkészületként tegyük fel, hogy Bil) 1-megengedett bázis. Válasszunk ki 
az aP Pf{ 1,2, . . . ,2ш + 1} —7(1) vektorok közül egyet, mondjuk afc-t. Kíséreljük 
meg 7?(1)-ből egy új 1-megengedett bázist készíteni úgy, hogy a t-t bevonjuk a bázisba, 
s ennek valamely a v e k t o r á t elhagyjuk. Ha ez lehetséges, akkor az így nyert 
ő<2) bázist B(1) szomszédjának nevezzük. 
3 . 1 . T É T E L . Egy B(1> \-megengedett bázisnak akkor és csak akkor van olyan 
szomszédja, amely я
к
 bevonásával jön létre, ha dР-ие£ van pozitív komponense. 
Ez esetben a szomszéd egyértelműen meghatározott. 
Bizonyítás. Vonjuk be a t-t ő ( 1 )-be és hagyjuk el belőle a^-t, ahol a j index 
egyelőre határozatlan. Minthogy B(2) is bázis, szükségképpen d f y ^ 0 . Ezt felté-
telezve vizsgáljuk meg, hogy milyen feltételek mellett lesz a B (2) bázis 1-megengedett. 
Ismeretes, hogy Di2) és Du) között a következő transzformációs formulák 
érvényesek: 
(3 .3 .1 )
 = 
( 3 . 3 . 2 ) Ô P = S P - ^ Y Ô F / € / ( 2 ) - { £ } . 
А (3. 3. 1) egyenletből látjuk, hogy szükségképpen 0. Ezt feltételezve 
vizsgáljuk meg a (3. 3. 2) egyenlőségeket. 
Ha ezekben 0, akkor 5/2) >- 0, ezért elég azokat az i indexeket vizsgálni, 
amelyekre d-jj > 0 . Ilyen van, hisz j is ilyen. Ezeknél az i indexeknél a 5/2) akkor és 
csak akkor lexikografikusan pozitív, ha 
— L 5(1 ) V L _ x ( i ) 
Eszerint a y € / ( l ) indexet a következő összefüggés értelmezi: 
( 3 . 3 . 3 ) ' A ^ P
 = l - m i n A » ! « 
{i\iaa\ 0}. 
A j indexet a (3. 3. 3) összefüggés egyértelműen határozza meg, hisz ellenkező eset-
ben a Da) mátrixnak két sora arányos volna, ami viszont lehetetlen, mivel Dn) 
tartalmaz egységmátrixot. 
Vegyük észre, hogy e tétel kimondása és bizonyítása során sehol nem támasz-
kodtunk az A mátrix speciális szerkezetére, ezért ez tetszőleges A ^ 0 mátrix ese-
tén igaz. 
Legyen B<0> = (ax, ..., am). Minthogy Z) ( 0 )=(a0 , A), azért B'0> nem megengedett 
bázis. 
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Értelmezzük a B(l) bázist a következőképpen: legyen k—m + l és vonjuk be 
a bázisba az zk vektort. A #<0)-ból elhagyandó vektor h indexét a következő össze-
függésből határozzuk meg: 
( 3 . 3 . 4 ) J - ö ( o > = 1 _ m a x J _ ó í o y 
/ € / < o ) 
Minthogy Z)(0)-nak nincsenek arányos sorai, azért (3. 3. 4) a A-t egyértelműen értel-
mezi. 
A transzformációs formulákat megvizsgálva, látjuk, hogy B(1) 1-megengedett 
bázis. Minthogy — miként az könnyen belátható — d / ^ c O , azért a 3. 1. Tétel 
szerint a £ (1 )-nek nincs olyan szomszédja, amelyet a,, bevonásával kaphatunk. 
Az is világos, hogy am + 1 pozitív szinten lépett Z?(1)-be. 
A fi(1,-ből kiindulva alkossuk meg a 
(3 .3 .5 ) B(2\ Я<3\ ... 
szomszédos bázisokból álló sorozatot a következőképpen: 
На В
(ч>
 megalkotása során a j hagyta el Z? í ,_1)-et, akkor ax-val jelölve az a, 
kiegészítő párját, B(q+x) úgy jön létre 5 ( í )-ból , hogy abba ax-t vonjuk be. <7 = 1 
esetén j = k, s így a sorozatot a 3. 1. Tétel szerint egyértelműen értelmeztük. 
Az értelmezésből világos, hogy q = 1-től kezdve a sorozat minden bázisa 1-meg-
engedett kiegészítő bázis. 
A sorozat képzését két esetben fejeztük be: 
I. am + 1 kilép a bázisból, vagy benne marad ugyan, de zérus szintre kerül. 
II. am + 1 pozitív szinten szerepel a bázisban, de a sorozat következő eleme 
a 3. 1. Tételben szereplő feltétel nem teljesülése miatt nem képezhető. 
3 . 2 . T É T E L . A ( 3 . 3 . 5 ) bázissorozat véges: azaz véges számú lépés után vagy 
az /., vagy a II. esetre jutunk. 
Bizonyítás. Minthogy az A-ból kiválasztható bázisok száma véges, elegendő 
azt bizonyítani, hogy a sorozatban nem lép fel ismétlődés. 
Ha volna olyan bázis, amely a sorozatban kétszer is előfordul, akkor volna 
egy első ilyen bázis. Legyen ez B(q). Természetesen <7 S 1 , minthogy B(0> kivételével, 
amelynek egyébként csak az indulás lehetővé tétele volt a szerepe, valamennyi bázis 
1-megengedett. 
A sorozat elemeit úgy értelmeztük, hogy minden bázis esetén pontosan egy 
kiegészítő pár szerepel bázison kívül, s az adott bázis szomszédai ezek bevonása 
útján jönnek létre. A 3. 1. Tételből azonban ekkor az következik, hogy minden bázis-
nak legfeljebb két szomszédja van a sorozatban. 
Az első ismétlődő bázist más kell, hogy megelőzze az első fellépése alkalmából, 
mint a második fellépésénél, különben nem ő volna az első. Ekkor azonban legalább 
három szomszédja volna, ami — mint láttuk — lehetetlen. 
3 . 3 . T É T E L . Ha az eljárás az I. esettel ér véget, akkor az utolsó bázismegoldás 
kiegészítő megoldást szolgáltat a ( 3 . 2 . 1 ) — ( 3 . 2 . 4 ) feladathoz. 
MTA III. Osztály Közleményei 19 (1969) 
a k i e g é s z í t ő v á l t o z ó k m ó d s z e r e 311 
Ha az eljárás során a II. esetre jutunk, akkor a G mátrixra tett megszorítás 
nélkül általában semmit sem mondhatunk a feladat megoldhatóságáról. Kijelöl-
hető azonban egy elég tágnak tűnő mátrixosztály, amelynek esetén a feladatnak 
ilyen esetben nincs megoldása. A továbbiakban ezzel a kérdéssel foglalkozunk. 
3 . 4 . K o p o z i t í v m á t r i x . A G mátrixot kopozitívnak nevezzük, ha minden 
z a 0 vektorra 
z
TGz ё 0. 
A kopozitív mátrixok osztálya ezek szerint magában foglalja a pozitív szemi-
definit és annál inkább a pozitív définit mátrixokat, de tartalmazza a nem-negatív 
elemű mátrixokat is, s így persze az olyan mátrixokat is, amelyek egy pozitív szemi-
definit és egy nem-negatív mátrix összegeként állíthatók elő. 
A G kopozitív mátrixot kopozitív-plusz mátrixnak nevezzük, ha 
z s 0, zTGz = 0 
esetén érvényes, hogy 
(3 .4 .1) (G + GT)z = 0. 
3 . 1 . L E M M A . + kopozitív-plusz mátrixok osztálya tartalmazza a szimmetrikus, 
pozitív szemidefinit mátrixok osztályát. 
Bizonyítás. Legyen G pozitív szemidefinit szimmetrikus mátrix. Ekkor G 
nyilván kopozitív, ezért elég a további tulajdonságot igazolni. Legyen tehát z olyan 
vektor, amelyre 
z
TGz = 0. 
Legyen y tetszőleges w-dimenziós vektor, Я pedig egy tetszőleges skalár. Ekkor 
G pozitív szemidefinit tulajdonsága miatt érvényes 
(y + l z ) r G ( y + Az) a 0. 
A szorzást elvégezve a következőt kapjuk: 
yTGy + 2áyTGz a 0. 
A számolás során figyelembe vettük G szimmetriáját, továbbá azt, hogy z r G z = 0 . 
Ez az egyenlőtlenség tetszőleges Я esetén csak akkor állhat, ha 
yTGz = 0. 
Ez az egyenlőség viszont tetszőleges у esetén csak akkor állhat, ha 
Gz = 0, 
azaz G szimmetriája miatt (G + GT)z = 0, amit bizonyítani akartunk. 
M E G J E G Y Z É S : A bizonyításban valójában egy kissé többet igazoltunk a szán-
dékoltnál, hisz az állítást tetszőleges z vektor esetére igazoltuk, azaz z nemnegativi-
tását sehol sem használtuk fel. 
3 . 2 . L E M M A . Legyen G olyan mátrix, amely határozottan nagyobb egy pozitív 
szemidefinit mátrixnál. Ekkor G kopozitív-plusz mátrix. 
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Bizonyítás. A kopozitivitás ismét nyilvánvaló, ezért most is elegendő a járulé-
kos tulajdonságot vizsgálni. 
Legyen 
z s 0, 
zTGz = 0. 
Vegyük fel a G mátrixot 
G = Q + P 
alakban, ahol Q pozitív szemidefinit és P pozitív elemű mátrix. 
Ekkor 
zTQz + zTPz = 0. 
Minthogy az összeg egyik tagja sem lehet negatív, azért mindkettő zérus. 
zTQz = 0 
zTPz = 0. 
P pozitivitása miatt z—0, és így 
(G + G r ) z = 0. 
Megjegyzés: Ezt az állítást sajnos, nem lehet a P ^ O esetre kiterjeszteni, amint 
arról könnyen meggyőzhet a következő példa: 
Legyen 
e - l S 




zTGz = 0, 
Gz = X 0. 
3 . 2 . L E M M A . Legyen G olyan mátrix, amely nagyobb vagy egyenlő egy pozitív 
définit Q mátrixnál. Ekkor G kopozitív plusz mátrix. 
A lemma bizonyítása szó szerint megegyezik a 3. 2. Lemma bizonyításával, 
kivéve annak zárását, amely ez esetben így hangzik: Q pozitív définit tulajdonsága 
miatt z = 0, és így (G + GT)z = 0. 
3 .3 . L E M M A . A Gz + g S O egyenlőtlenségrendszernek akkor és csak akkor 
van zëO megoldása, ha nincs olyan d vektor, amelyre 
d ê f l , 
(3 .4 .2) G r d ^ 0, 
g r d < 0. 
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Bizonyítás. Ha van a (3. 4. 2) feltételeket kielégítő d vektor, akkor tetszőleges 
z S O esetén 
(d r G)z ä 0, 
ahonnan 
d r ( G z + g) -c 0, 
s így a második tényezőnek biztosan van negatív komponense. 
Ha nincs ilyen d vektor, akkor a 
d S 0 
d T ( - G ) s 0 
egyenlőtlenségrendszernek következménye a 
d 7 g ^ 0 
egyenlőtlenség és így F A R K A S tétele szerint van olyan zSO, u ^ O vektorpár, hogy 
g = - G z + u. 
Más szóval van olyan z s O vektor, amellyel 
Gz + g ^ 0 . 
Ezt akartuk bizonyítani. 
3 . 4 . T É T E L . Ha a ( 3 . 2 . 1 ) — ( 3 . 2 . 4 ) feladatban szereplő G mátrix kopozitív-plusz 
mátrix és az eljárás a II. esettel ér véget, akkor a feladatnak nincs megengedett meg-
oldása s így kiegészítő megoldása sincs. 
Bizonyítás. Tegyük fel, hogy az eljárás során a II. esetre jutot tunk. Jelöljük 
a (3. 3. 5) bázis-sorozat utolsó bázisát ő-vel. 
Két esetet fogunk megkülönböztetni: I. ha B = Ba) és II. ha BABa\ Tekintsük 
először az I. esetet. 
в = 5(1> = (e1; ..., eh_1, -e, eA+1, ..., e j 
7 = /(1) = (1, . . . . A— 1, т и + 1, A + 1, . . . , m } 
Ez azért igaz, mert miként azt fent leírtuk, B(1) úgy jött létre £ ( 0 )-ból, hogy azt 
a„ =eA hagyta el és am + 1 = — e jött a helyére. eft kiegészítő párja az a t = — gft vektor, 
így érvényes 
Bdk=- gh. 
Itt a feltételezésünk szerint 
d ^ O . 
А в bázis fenti explicit alakjából kapjuk, hogy 
~ dm + l,k = ~~ gh,h 
di,k~dm+i,k = ~Si, h i£l— [m + 1} 
Innen a di k komponensek meghatározhatók. Mármost 
ghh = e j G e f t ^ 0 , 
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minthogy G kopozitív, másrészről viszont láttuk, hogy 
ghh — 0-
Eszerint érvényes az alábbi állítás 
ел Geh = ghh = 0, 
és így a G kopozitív-plusz tulajdonsága miatt 
(G + GT)eh = 0, 
azaz 
gih+ghi = 0 i f i . 
Láttuk, hogy 
így érvényes a 
gHi — 0, 
egyenlőtlenség, más szóval 
GTeh 0. 
Végül 
gTeA = gh < 0, 
hiszen eh azért hagyta el a ő<0) bázist, mert volt a legkisebb komponense. 
Legyen ezután 
d=eÄ, 
s látjuk, hogy d eleget tesz a 3. 3. Lemma feltételeinek. 
A II. esetben igaz az, hogy 
B x B ( 1 ) és így В tartalmazza — G-nek legalább egy oszlopát; 
В a segédfeladat kiegészítő bázisa; 
В pozitív szinten tartalmazza ara + 1-et, azaz 
(3 .4 .3 ) d r a + 1 , 0 ^ 0 . 
Jelöljük a t-val azt a vektort, amelynek az algoritmus következő lépésében 
kellene a bázisba lépnie. Feltételezésünk szerint 
( 3 .4 .4 ) d k s 0 . 
A jelölés egyszerűsítése érdekében feltehetjük, hogy 
B = ( A i , a f > a m + l í a m + r + 3> •••> a 2 m + l ) 
és itt 0 s r < m - l . Azt is feltehetjük, hogy 
k<m + 1 
= f er+1 1 - g r + l 
Fejezzük ki а В bázis segítségével a0-t és a4-t. 
ak  1 ~r+J- ha , 
*
 1
 ~ k>m +1. 
г 2 m + l 
(3 .4 .5) 2ЯА,0 + Лт + 1^т + 1,0 + 2 Mi,0 = a0. 
i = l i = m + r + 3 
r 2m + l 
( 3 . 4 . 6 ) 2 »idiik + am+1dm+hk+ 2 Mi,* = a*-
i = 1 i = m + r + 3 
MTA III. Osztály Közleményei 19 (1969) 
a k i e g é s z í t ő v á l t o z ó k m ó d s z e r e 3 1 5 
A (3. 2. 9) összefüggés figyelembevételével a (3. 4. 5), (3. 4. 6) egyenletek a követ-
kező alakot ölt ik: 
r m m 
( 3 . 4 . 7 ) 2 (/F',0 dm + 1 ,0) 2 E I / M + 1 . 0 - 2 g . / . + M + L.O = g . 
i = l i = r + l i = r + 2 
(3 .4 . 8) 
V / J Л X V Л V Л _ I er + l h a 
Z i
 ei\"ik — "m + l , G — .Zi e ; " m + l ,Jt— Zj g i " i + m + l , t — 1 _ . . . , 
f = i i = r + i i = r + 2 gr + i n a K > W + 1 . 
Legyen 
( 3 . 4 . 9 ) 
Nyilván 
- 2 e^z+m+i.t ha 
i = r + 2 
m 
e r + 1 - 2 eidi+m+i,k ha k>m +1 
í = r + 2 
d s O . 
Szorozzuk meg a (3. 4. 8) egyenletrendszert balról dT-vel. 
2m + l 
(3 .4 .10 ) -dm+i,k 2 -diik+dTGd = 0 ha k-=m + 1 
i=m+r+3 
( 2m + l ) 
dm+i.jt 11 ~f" 2 i-di,k) + dTGd = 0 ha k>m + l. 
( i = m + r + 3 ) 
Minthogy G kopozitív, azért a (3. 4. 10) egyenletek bal oldalának első tagja 
nem lehet pozitív. 
Tekintettel arra, hogy (3. 4. 4) szerint ez a tag negatív sem lehet, azért zérus. 
Az első tag második tényezője pozitív. Ez a második egyenlet esetében közvetlenül 
látszik, az első egyenlet esetén viszont az ellenkező feltevés el lentmondásossá tenné 
a helyes (3. 4. 8) egyenletet. 
Ezek szerint arra ju to t tunk , hogy szükségképpen 
(3 .4 .11 ) dm+M = 0 
és 
dTGd = 0. 
A (3. 4. 8) egyenletet a (3. 4. 11) szerint módosítva azt is lát juk, hogy 
GdëO. 
Innen (3. 4. 1) figyelembevételével az adódik, hogy 
(3 .4 .12) d T G=gO. 
Szorozzuk meg a (3. 4. 7) egyenletet balról d r-vel. Figyelembe véve a (3. 4. 3) 
egyenlőtlenséget, továbbá a (3. 4. 4) és (3. 4. 12) egyenlőtlenségrendszert, azt kap-
juk, hogy 
d T g < 0 . 
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Ezek szerint a (3. 4. 9) alatt definiált d vektor eleget tesz a 3. 3. Lemma (3. 4. 2) 
feltételeinek, s így a 3. 4. Tétel állítása valóban igaz. 
A 3. 4. Tételnek közvetlen következménye a következő: 
3 . 5 . T É T E L . Legyen G m X m típusú kopozitív plusz mátrix, g pedig tetszőleges 
m-komponensű vektor. Ha van olyan z ëO vektor, amelyre w = Gz + g^O, akkor 
az ilyen tulajdonságú vektorok között olyan is van, amelyre z7w = 0, és e fejezet 
algoritmusa szolgáltat ilyet. 
3. 5. E fejezet befejezéseként vizsgáljuk meg, mit mondanak eredményeink 
a kvadratikus programozás elméletének a szemszögéből tekintve. 
A közönséges konvex kvadratikus programozási feladat, illetőleg a C O T T L E 
által definiált szimmetrikus duális kvadratikus programozási feladatok szempont-
jából tekintve újabb megoldási eljárást nyertünk, amely minden olyan esetben 
alkalmazható, amikor a többi ismert kvadratikus programozási eljárás. Az eljárás-
nak nagy előnye a rendkívüli egyszerűség — a gyakorlati programozás során feles-
leges a lexikográfiára tekintettel lennünk — és a szimplex módszerhez való hasonló-
ság. Feltehetőleg akkor működik igazán hatékonyan, ha a feladat „nagyon kvadra-
tikus", azaz a kvadratikus forma mátrixában kevés a zérus. 
Ha annak a mélyebb okát kutatjuk, hogy a G matrixra tett — viszonylag 
gyenge — megkötés miért nem von be további kvadratikus programozási feladatokat 
is a módszerrel megoldható feladatok családjába, akkor a 3. 2. Lemmára és főleg 
az utána tett megjegyzésre kell utalnunk. Ha ugyanis a 
mátrixban mondjuk a Q mátrixot növeljük, azáltal G nem nő meg határozottan, 
s az A és — AT egyidejű szereplése miatt ezt a növekedést el sem lehet érni. Ilyen-
formán nem sikerül biztosítani a G mátrix kopozitív-plusz tulajdonságát, bár a ko-
pozitivitás teljesül. Természetesen ilyenkor is igaz az, hogy ha az algoritmus pozitív 
eredménnyel ér véget, akkor olyan pontot szolgáltat, amely eleget tesz a lokális 
minimum Kuhn—Тискег-Ше feltételének. Ha azonban ilyen esetben az algoritmus 
negatív eredménnyel zárul, akkor a feladatról semmit sem mondhatunk. Azt láttuk 
a 3. 2. Tételben, hogy valamelyik lehetőség mindenképpen bekövetkezik. 
A felsorolt esetektől eltérően a Dorn-Ше (2. 1. 10) feladatban a G mátrix magá-
nak a kvadratikus alaknak a matrixa, ezért erre az esetre teljes hatékonysággal alkal-
mazhatók a fejezet eredményei. Ezek szerint érvényes a következő tétel, amely álta-
lánosítja C O T T L E [4] tételét. 
3. 6. T É T E L . Ha a (2. 1. 10) feladat G mátrixa kopozitív-plusz mátrix és a fel-
adatnak van megengedett megoldása, akkor optimális megoldása is van és ennek 
értéke zérus. 
Az adott feltételek mellett ugyanis alkalmazhatjuk kiegészítő változó algorit-
musunkat, és ez a 3. 3. Tétel szerint véget is ér, mégpedig a 3. 4. Tétel szerint vagy 
kiegészítő megoldással, vagy pedig annak a megállapításával, hogy nincs megen-
gedett megoldás. 
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4. Kiegészítő változó módszer pozitív mátrixú feladat megoldására 
4 .1 . Tekintsük ismét a (2 .1 .1 )—(2 .1 .4 ) feladatot. Mint már említettük, 
a feltételek ideiglenes gyengítése révén remélünk a feladat megoldásához eljutni. 
A harmadik fejezetben a (2. 1. 1) feltétel gyengítése révén jutot tunk sikeres eljárás-
hoz, D A N T Z I G és C O T T L E A nemnegativitási feltétel gyengítése révén, így remélhető, 
hogy hasonlóan sikeres a (2. 1.4) ortogonalitási feltétellel kapcsolatos engedmény 
bevezetése is. Ebben a fejezetben megmutatjuk, hogy ez így is van. 
Az alkalmazott gondolatmenet hasonló lesz a harmadik fejezetben alkalmazotté-
hoz, és a formális analógia kihangsúlyozása céljából ezt lehetőleg azonos jelölés-
és megfogalmazásmóddal érzékeltetjük. Fel kell hívnunk azonban a figyelmet arra, 
hogy az azonos szimbolika itt az előzőétől eltérő tartalmat takar. Míg a harmadik 
fejezetben a segédfeladat kiegészítő megoldásain keresztül törekedtünk az eredeti 
feladat megoldása felé, addig e fejezetben az eredeti feladat „majdnem" kiegészítő 
megoldásain keresztül fogunk a cél felé törekedni. 
Az e fejezetben leírt algoritmus valójában az itt megköveteltnél sokkal gyengébb 
feltétel mellett is elindítható, és véges, azonban pillanatnyilag öncélúnak érződik 
ennek a részletes taglalása, s így elhagytuk. 
4. 2. A harmadik fejezethez hasonlóan itt is beszélhetünk megoldásról, meg-
engedett megoldásról és kiegészítő megoldásról. 
Vezessük be az 
A = (E, -G) 
mátrixot, amelynek oszlopait egységesen fogjuk jelölni: 
A = ( a u ..., a2m). 
e
r
 ha p=h...,m 
-gv-m P = m+l,2m. 
* - H 
ao = g 
jelöléseket, a (2. 1. 1)—(2. 1.3) feltételrendszert a következő egységes a lakban 
írhat juk: 
Ax = a„ 
xi=o. 
Az A mátrix rangja m, így oszlopvektorterének tetszőleges bázisa m elemű. A to -
vábbiakban ß-vel az A oszlopaiból alkotott bázist jelöljük. Ha 
В = (a í l 5 . . . , a j , 
akkor legyen 
/ - ( / j , . . . , im). 
Eszerint ez esetben 
Bevezetve még az 
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Minthogy az Ax = a0 lineáris egyenletrendszer nyilván konzisztens, ezért tetszőle-
ges В bázishoz egyértelműen tartozik egy 
mátrix, amelyet a 
D = (do, d 1 ; . . . , d 2 m ) = 
BD = (a0, A) 
ô„ 
ô, 
= ( d i j 
összefüggés értelmez. A továbbiakban 5-vel együtt valamennyi 2?-től függő szim-
bólumot vele azonos indexszel fogunk ellátni. 
Az Ax — a0 egyenletrendszer В bázisához tartozó bázismegoldás, továbbá a meg-
engedett, 1-megengedett és kiegészítő bázis definícióját szó szerint átvesszük a har-
madik fejezetből. 
4. 3. Tekintettel arra, hogy a 3. 1. Tétel tetszőleges (a0, a) mátrix esetén érvényes, 
azért esetünkben is. 
Az algoritmus formális leírását szó szerint átvehetjük a harmadik fejezetből, 
ezért azt itt nem ismételjük meg, helyette a tartalmi eltéréseket világítjuk meg. 
Induló bázisként mindkét esetben a B(0) = (e1( ..., em) bázist választjuk. Ter-
mészetesen csak akkor megyünk tovább, ha ez nem megengedett. 
Az első lépés célja a megengedettség biztosítása. Ott ezt a mesterséges vek-
tornak a bázisba való bevonásával értük el. Most a — G mátrix első oszlopát, — g t-et 
vonjuk be első lépésként a bázisba. Ez biztosan sikerre vezet, ha gi-nek valamennyi 
komponense pozitív, hisz az előző fejezetben a mesterséges vektorról csak ennyit 
használhatunk ki. Ezen túlmenően fel fogjuk tételezni, hogy 
GP~ 0. 
Mint látni fogjuk, e feltételezés rendkívül hasznos. 
Az előző fejezet algoritmusában az első lépés eredményeként a segédvektor 
belépett a bázisba, de megengedett és ortogonális maradt a megoldás. 
A jelenlegi helyzetben lépett a bázisba, s ezzel a megoldás megengedetté 
vált ugyan, de — eltekintve attól a különösen szerencsés esettől, hogy éppen ex 
hagyja el a bázist — elromlott az ortogonalitás. Egy kiegészítő vektorpár a bázis-
ban van. 
Mindkét esetben az az elv szabja meg az algoritmus további útját, hogy az elért 
helyzeten nem szabad rontani. Tekintettel arra, hogy a bázison kívül mindkét 
esetben egyetlen kiegészítő pár tartózkodik, mindkét esetben azonos elvre jutunk 
a bázisba belépő vektor kiválasztását illetőleg. Ennek következtében azonban a 
3. 2. Tétel is változatlanul érvényes, így csak azt kell vizsgálnunk, hogy mi történik 
az algoritmus végén. Erre vonatkozik a következő: 
4 . 1 . T É T E L . Pozitív G mátrix esetén mindig van kiegészítő bázismegoldás, 
és az algoritmus mindig ilyenen ér véget. 
Bizonyítás. A bázissorozat képzését elvileg két ok miatt fejezhetjük be. Vagy 
kiegészítő bázismegoldásra jutunk, vagy pedig megsértjük a 3. 1. Tétel premisszáját. 
Elegendő azt belátnunk, hogy az utóbbi lehetőség sohasem következik be. 
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Tegyük fel, hogy állításunkkal ellentétben a második lehetőségre jutunk. Jelöl-
jük a bázissorozat utolsó bázisát fi-vel. B-ről a következőket állíthatjuk: 
1. ex és — gj benne van .S-ben; 
2. В A S ( 1 ) , ezért — gi-en kívül még legalább egy — G-beli vektor is benne van 
S-ben. Az egyszerűbb jelölés kedvéért feltehetjük, hogy ez — gm. 
3. és dm+10>~0. 
Jelöljük aA-val azt a vektort, amelynek az algoritmus következő lépése során 
a bázisba kellene lépnie. Feltételezésünk szerint 
A jelölés egyszerűsége érdekében feltehetjük, hogy 
Л = (а 1 5 . . . , a r , a r a + 1 , а ш + г + 2 , . . . , я2т). 
A fentiek szerint 
1 ^ r < m — 1. 
Ezek után világos, hogy 
e r + 1 h a k s m 
- g r + 1 
Fejezzük ki a S bázis segítségével aA-t. 
r 2m 
i = l i = m + r + 2 
Az a, vektorok értelmezése szerint ezt az összefüggést átírhatjuk a következőképpen: 
r m 
2*a,k-zidm+lik- 2 g A + ; , * = l 
i = l i = r + 2 l 
e r + 1 , ha к = r + 1 
jLj toi"m + l , / í jZj fen— m + i.fc I „ » „ ir i M i 1 
i = i ;=r+2 l - g r + i , h a k = m + r+1. 
Figyelembe véve, hogy valamennyi 0, a bal oldali összeg utolsó m — r (^-1) 
komponense nem negatív, mégpedig vagy valamennyi zérus, vagy pedig valamennyi 
pozitív. Emiatt azonban az egyenlőség egyik esetben sem teljesülhet. 
Ezzel a bizonyítást elvégeztük. 
5. A bimatrix játék 
5 .1 . Beveze té s . A bimátrix játék, vagy másként kétszemélyes, nem kooperatív, 
nem zéróösszegű véges játék a kétszemélyes zéróösszegű mátrixjátéknak a természetes 
általánosítása. 
Mint ismeretes, kétszemélyes zéróösszegű véges játék esetén a két játékos 
egymástól függetlenül választ a lehetőségei közül. Az első játékos m lehetőség 
— ún. tiszta stratégia —, a második pedig n lehetőség közül választ. Ha az elsőjátékos 
az i-edik, i = l , ..., m, a második ugyanakkor a y'-edik, j=\,...,n, lehetőséget 
választotta, akkor az első játékos vesztesége a másodiké — g íj- A két veszteség 
összege zérus. Ha ezzel szemben itt a második játékos veszteségét egy, a gu-tői 
független gtj szám adja meg, akkor bimátrix játékkal állunk szemben. 
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Foglaljuk össze az első já tékos lehetséges veszteségeit a 
G = 
a másodikét pedig a 
S'il ••• gi„ 
.Яml ••• Smn 
gll ••• glm 
. gn 1 • ' " gnm 
mátrixba. 
Tegyük fel, hogy a já tszmát sokszor megismétlik és mindkét játékos valamilyen 
kevert stratégiát játszik. Foglaljuk össze az első já tékos stratégiáját a p ni-dimenziós 
sztohasztikus vektorba3 a másodikét pedig a p «-dimenziós sztochasztikus vektorba. 
Ekkor az első já tékos veszteségének a várható ér téke 
a másodiké pedig 
pTGp, 
PTGp. 
A probléma ezek után az, hogy létezik-e olyan p0, p0 stratégiapár, amely bizonyos 
értelemben mindkét játékos számára megnyugtató, azaz az adot t lehetőségek között 
egyensúlyi helyzetet teremt. 
Az ilyen, a következő pontban még pontosan meghatározandó egyensúlyi pont 
létezését először N A S H bizonyította egy, a valós számokon értelmezett leképezésekre 
vonatkozó fixponttételre támaszkodva [52]. A felhasznált eszközök természete 
miatt bizonyítása puszta egzisztencia-bizonyítás. Az első konstruktív bizonyítás 
V O R O B J E V Í Ő I származik [ 6 4 ] , akinek elegáns tárgyalásmódja ezen túlmenően az 
összes egyensúlypontok halmazának a jellemzésére is törekszik. V O R O B J E V gondolat-
menetét egyszerűsítve KuHNnak sikerült az összes egyensúlypontok halmazát 
bizonyos extremális egyensúlypontok konvex burkainak egyesítési halmazaként 
jellemezni [ 3 6 ] . Egyúttal V O R O B J E V konstrukt ív gondolatmenetét is egyszerűsíti 
és ezt úgy rendezi, hogy az egyben megoldó algoritmust is sugall. 
K U H N gondolatai nyomán elindulva M A N G A S A R I A N és S T O N E úgy találja [ 4 6 ] , [ 4 8 ] , 
hogy annak szükséges és elégséges feltétele, hogy p0, p0 egyensúly pont legyen, az, 
hogy megoldja a következő kvadrat ikus programozási fe ladatot : 
(5. 1. 1) 
max pT(G + GT)p - у - у 
Gp — yg S 0, g 7 p = l , p a O , 
G p - y g ^ 0 , g T p = 1, p i = 0 . 
Itt g, ill. g olyan «г, illetve « dimenziós vektor, amelynek minden komponense 
Az optimális megoldásra igaz az is, hogy 
p ^ G + G ^ p - y - f = 0. 
3
 Sztohasztikus vektoron olyan nem-negatív komponensekkel rendelkező vektort értünk, 
amelynél a komponensek összege 1. 
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Ilyenformán, ha pusztán egyensúlypontot keresünk, akkor valamelyik kvad-
ratikus programozási eljárást alkalmazhatjuk, ha nem is túl hatékonyan. Minthogy 
ezek egyike sem alkalmas valamennyi megoldás előállítására, azért M A N G A S A R I A N [46] 
egy, a fenti ekvivalencián alapuló, de nem kvadratikus programozási eljárást javasol. 
Az (5. 1. 1) feladatnak az olyan megoldásait, melyek a feltételek halmazának csúcs-
pontját alkotják, extremális egyensúlypontnak nevezve bebizonyítja, hogy valamennyi 
egyensúlypont kifejezhető bizonyos extremális egyensúlypontok konvex kombináció-
jaként. Gondolatmenetében meg is adja, hogy melyek a kérdéses extremális pontok. 
Megoldási javaslata ezek alapján a következő: Állítsuk elő az (5. 1. 1) feltételek által 
meghatározott konvex poliéder valamennyi csúcsát B A L I N S K Y [ 1 ] algoritmusával, 
válasszuk ki közülük azokat, amelyek megoldják a feladatot, ezek lesznek az extre-
mális egyensúlypontok. Közülük bizonyosaknak a konvex kombinációit képezve, 
az összes egyensúlyi pont előállítható. 
A vázolt algoritmus a gyakorlatban mindjárt az elején, az összes csúcs előállítása 
során megbukik a méretek miatt. Mint M A N G A S A R I A N írja, legfeljebb m-и S 3 6 
méretig működöt t elfogadható időn belül egy IBM 7090/94 gépen. 
A problémát M I L L S kevert egészértékű feladatra vezeti vissza [ 5 0 ] , s első kísér-
letként L E M K E is hasonló eredményre jut [ 4 0 ] . A továbbiakban L E M K E és H O W S O N 
lemond a valamennyi egyensúlypont előállítását célzó erőfeszítésekről, s helyette 
olyan algoritmust keres, amely egy egyensúlypontot állít elő, de ezt hatékonyan 
[38], [41]. Ennek alapgondolata az előző szerzők geometriai jellegű eredményeinek 
a szomszédcsúcs módszerrel való egyesítése. A következőkben ezt az algoritmust 
vizsgáljuk, az előző fejezetek algebrai, illetőleg kombinatorikus eszközeivel. Mind 
a jelölés, mind pedig a tárgyalásmód hangsúlyozottan törekszik a közös vonások 
és analógiák kiemelésére. 
5 . 2 . A b i m á t r i x j á t é k és az e k v i v a l e n s f e l a d a t . Jelöljön e, i= 1, ..., m 
olyan w-komponensű egységvektort, amelynek az /-edik komponense 1, a többi 
nulla, s jelöljön ê j j = 1, ...,n olyan n-komponensű egységvektort, melynek a y'-edik 
komponense 1, a többi nulla. Legyen 
g = ex - I— + e,„ 
g = êj H— + ê„. 
Jelölje S az m-komponensű, S pedig az я-komponensű sztohasztikus vektorok 
halmazát : 
5 = { p ! p € E m , p s O , g 7 p = 1}, 
5 = { p i p 6 £ " , p s O , g r p = 1}. 
A G és G mátrixok által definiált bimátrix játék egyensúlypontján olyan 
Po € S, p0 Ç S 
vektorpárt értünk, melyre igaz az, hogy 
pjGpo ä p^Gp,, ha p<ES 
(5. 2. 1) pjGpo S PTGp0 ha p € 5 . 
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Itt feltehető, hogy 
(5 .2 .2 ) G > 0 , G > 0 , 
hiszen tetszőleges X valós szám esetén a 
G + k ggT, G + À ggT 
mátrixok által definiált játéknak ugyanott van egyensúlypontja, ahol a G és G 
által definiált játéknak. 
Legyen 
7 = PoGPo 
(5. 2. 3) 
? = pogpo-
Itt (5. 2. 2) szerint y > 0 és y > 0 . 
Világos, hogy az (5. 2. 1) feltétel teljesüléséhez a következő két egyenlőtlenség-
rendszer teljesülése szükséges és elégséges: 
yg S Gpo 
yg S GPo-
Másként 
Gp0 - yg & 0 
G p 0 - y g ^ O 
Ha itt a bal oldali vektorok 1/y, illetve 1/y-szorosának jelölésére bevezetjük az u 
és û vektorokat, akkor a feltétel tovább alakítható: 
Gpo -7g = У" 
Gpo - yg = yû. 
Az (5. 2. 3) definíciót a következő, céljainknak jobban megfelelő alakba í rhat juk: 
P o ( G p o - y g ) = 0 
po(Gp0 - yg) = 0. 
Végül a 
(5 .2 .4) z — y Po 
1 . 
jelölésekkel élve az egyensúly feltétele a következő alakot ölti: 
(5. 2. 5a) u — Gz = — g 
(5 .2 .5b) u ^ O , z s t O ; 
(5. 2. 6a) û - Gz = - g 
(5 .2 .6b) û ï = 0 , z s O ; 
(5 .2 .7) u r z = 0, û r z = 0. 
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Tegyük fel, hogy ez a rendszer megoldható és u, û, z, z megoldást jelöl. 
Bevezetve a 
( 5 - 2 - 8 ) 7 = 4 " . ? = 
2 fi 2 z i j=î i=i 
jelöléseket, visszafelé haladhatunk a fenti képletsoron, s azt tapasztalhatjuk, hogy a 
(5. 2. 9) p0 = í z 
Po = У*-
vektorpár egyensúlypontot alkot. Ezzel bebizonyítottuk, hogy érvényes a következő: 
5. 1 . T É T E L . AZ (5. 2. 3), (5. 2. 4 ) , (5. 2. 8), (5.2. 9) összefüggések egy-egy értelmű 
hozzárendelést létesítenek a G>0 , G > 0 mátrixpár által definiált bimátrix játéknak 
az (5. 2. 1) egyenlőtlenségekkel értelmezett egyensúlypontjai és az (5. 2. 5a)—(5. 2. 7) 
feltételrendszer megoldásai között. 
M E G J E G Y Z É S . Világos, hogy az (5. 2 . 5a)—(5. 2 . 7 ) feltételeket a velük ekvi-
valens 






alakra hozhatjuk, ami nyilvánvalóan ekvivalens a (2. 1. 1)—(2. 1. 4) alapfeladattal. 
[0 g 
A a , , mátrix azonban feleslegesen nagyméretű, és noha kopozitív, de mint 
g u 
könnyen ellenőrizhető, nem kopozitív-plusz mátrix. Ezenkívül látni fogjuk, hogy az 
(5.2.5a)—(5.2.7) alakok különösen előnyösek, minthogy a bennük szereplő mátrixok 
pozitívak, s így természetesen kínálkoznak a 4. fejezetben leírt algoritmus alkalma-
zására. Tekintettel azonban arra, hogy az itt található (5. 2. 7) ortogonalitási fel-
tételek eltérnek a (2. 1. 4) feltételektől, a 4. fejezet gondolatmenete közvetlenül 
nem alkalmazható. 
5 .3 . L - m e g e n g e d e t t b á z i s p á r o k . Nevezzük az ( 5 . 2 . 5 a ) és ( 5 . 2 . 6 a ) 
feltételeknek eleget tevő u, z, és û, z vektorokat megoldásoknak, az olyan megoldáso-
kat, amelyek az (5. 2. 5b) és (5. 2. 6b) feltételeket kielégítik, megengedett megoldások-
nak, végül az (5. 2. 7) feltételeket kielégítő megengedett megoldásokat kiegészítő 
megoldásoknak. 
Az u, z, illetve û, z megfelelő — azonos indexű — komponenseit kiegészítő 
változópároknak, az 
A = ( E , - G ) 
Â = ( Ê , - G ) 
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mátr ixokban a megfelelő e„ —g, i=\,...,m, illetve ê f , — g? 7 = 1 , . . . , « pároka t 
kiegészítő vektorpároknak fogjuk hívni. 
Lássuk el a kényelem kedvéért az Л és Л mátrixok oszlopait egységes jelöléssel: 
Eszerint 
Bevezetve még az 
• í 
^ — ( a l > •••> a m + n ) 
A = (ax , . . . , a„ + m). 
ha p = 1, ..., m 
_m ha p = /«+ 1,..., «î + и, 
ê p ha = 1, . . . ; и 
- g v - n ha p = й + 1 , . . . , n + m. 
x \ = 
ao = -g, a o = - g 
jelöléseket, az (5. 2. 5a), (5. 2. 5b), (5. 2. 6a), (5. 2. 6b) feltételrendszer a következő 
alakot ölti: 
(5. 3. 1) 
( 5 . 3 . 2 ) 
Ax = a0  
x S 0 
âx = â0 
x S 0. 
Az A mátrix rangja m, az Â mátrixé и, így oszlopvektoraik tetszőleges bázisa m, 
illetve л elemű. A továbbiakban B-vel ill. B-vel — esetleg indexszel ellátva — az A, 
ill. Â oszlopaiból alkotott bázist jelölünk. Ha 
akkor legyen 
B = ( a í l , . . . . a j , 
В = (â ? 1 , . . . , a ? n ) , 
/ = (fi, . . . , / J , 
/ = (71; . . . , 7„). 
Tetszőleges В, В bázispárhoz egyértelműen tartozik egy 
£> = (d„, di, . . . , dm+„) = 





= № . r ) 
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mátrixpár, amelyet a 
bd = (a„, A) 
bd = (á0. A) 
összefüggések értelmezik. A továbbiakban, ha B, illetve В indexet kap, akkor vala-
mennyi tőlük függő szimbólumot is azonos indexszel fogjuk ellátni. 
А В, В bázispárt kiegészítő bázispárnak hívjuk, ha nem szerepelnek benne 
kiegészítő vektorok. 
Egy В, В bázispárt akkor mondunk 1-megengedettnek, ha mind B, mind pedig 
В 1-megengedett. 
Egy В, В 1-megengedett bázispár szomszédján olyan b(1\ ba) 1-megengedett 
bázispárt fogunk érteni, amelyre 
vagy 5 ( 1 ) = В és Ba) а В szomszédja, 
vagy B(1) а В szomszédja és ő ( 1 ) = ő. 
A 3. 1. Tételnek közvetlen következménye a következő: 
5 . 2 . T É T E L . Egy В, В \-megengedett bázispárnak akkor és csak akkor van 
olyan szomszédja, amely egy л
к
 (ill. ä j vektor bevonásával jön létre, ha dk-nak 
(ill. ák-nak) van pozitív komponense. Ez esetben a szomszéd egyértelműen megha-
tározott. 
5.4 . Az a l g o r i t m u s . Legyen 5 ( _ 2 ) = ( e l 5 ..., em), b(~2)—(êk, ..., ê„). Mint-
hogy d(~2) = (a0, A), d(~2) = ( â 0 , A), azért a b'~2), b(~2) bázispár nem megengedett. 
Értelmezzük a ß ( _ 1 > , bázispárt a következőképpen: legyen k=m+1 
és vonjuk be a B(~2) bázisba az я
к
 vektort.4 A 5 ( _ 2 >-ből elhagyandó vektor h indexét 
a következő összefüggésből határozzuk meg: 
(5. 4. 1) ЫУ = 1 - m a x 8/-*> idD2\ 
Minthogy Т><_2)-пек nincsenek arányos sorai, azért az (5. 4. 1) összefüggés egy-
értelműen határozza meg a h indexet. Legyen = Ê ( ~ 2 \ 
Következő lépésként a 5 ( 0 ) , É (0) bázispárt alkotjuk meg. Legyen b(0) =b(~1), 
és k — n + h . Vonjuk be a ő ( _ 1 ) bázisba az я
к
 vektort. A É ( _ 1 ) -ből elhagyandó vektor 
j indexét a következő összefüggésből határozzuk meg: 
(5 .4 .2) 1 5 j - 4 ) = l - m a x - ^ ó í - 1 ' í e / « " » . 
dj,k "j.fc 
Minthogy Â (_1>-nek nincsenek arányos sorai, azért az (5. 4. 2) összefüggés egy-
értelműen definiálja a j indexet. 
A transzformációs formulák megvizsgálása után látjuk, hogy bi0), ê(0) 1-meg-
engedett bázispár. Valóban, az (5. 4. 1) és (5. 4. 2) éppen ebből a követelményből 
született. A már hangsúlyozott egyértelműségre a továbbiakban még támaszkodni 
fogunk a következő alakban: 
Pontosan egy olyan 1-megengedett В bázis van, amely m — 1 darab e( vektor-
ból és - g r b ő l áll, ez ß , 0 ) . 
4
 Az első lépésben a - С mátrix tetszőleges oszlopát vonhatjuk a bázisba, az egyszerűség ked-
véért az elsőt választjuk. 
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Pontosan egy olyan 1-megengedett В bázis van, amely n — 1 darab èf vektorból 
és -gfc-ból áll, ez É m . 
A transzformációs formulák megvizsgálása után látjuk, hogy ß<0), ß ( 0 ) 1-meg-
engedett bázispár. Minthogy — miként az könnyen látható — d}0)«=0, azért az 
5. 2. Tétel szerint a ß ( 0 ) , B(a) bázispárnak nincs olyan szomszédja, amelyet л} bevo-
násával kaphatnánk. 
A B(0), Bw párból kiindulva alkossuk meg a 
(5 .4 .3) ß<°>,.ß<°>; BW,ÊW-, ... 
szomszédos bázispárokból álló sorozatot a következőképpen: 
ha a B(q\ Éiq) megalkotása során a, hagyta el Biq-v-et és B(q) = B(q~1\ akkor 
legyen ß («+ 1 ) = ß(«> és â^-val jelölve az a j kiegészítő párját , a B<q + 1) úgy jön létre 
Í?( í)-ból, hogy abba â^-t vonjuk be; 
ha a B(q), É(q) megalkotása során Bw = B<q~1), és áj hagyta el ß («_ 1 ,-et , akkor 
a t-val jelölve az áj kiegészítő párját, B(q + 1) úgy jön létre B(q)-ból, hogy abba ak-t 
vonjuk be és legyen B(q+1) = B{q). 
A ß ( 0 ) , ß ( 0 ) párról elindulva az (5. 4. 2) alatt értelmezett á j játssza a definíció-
ban leírt szerepet és így a sorozatot az 5. 2. Tétel szerint egyértelműen meghatároztuk. 
Az értelmezésből világos, hogy a sorozat minden elempárja 1-megengedett 
bázispár. 
A sorozat képzését akkor fejezzük be, ha vagy a,„
 + 1 = —g1; vagy pedig âj—êj 
elhagyja a megfelelő bázist. 
5 . 3 . T É T E L . A ( 4 . 3 ) bázissorozat véges. 
Bizonyítás. Minthogy az A, Â-ból kiválasztható bázispárok száma véges, 
elég azt bizonyítani, hogy a sorozatban egyetlen pár sem ismétlődik. 
Ha volna olyan pár a sorozatban, amely kétszer is fellép, akkor volna egy első 
ilyen pár. A sorozat elemeit úgy értelmeztük, hogy minden bázispár esetén pontosan 
egy kiegészítő pár, nevezetesen a m + 1 , лх szerepel bázisban, pontosan egy kiegészítő 
pár van bázison kívül, s az adott bázispár szomszédai ezek bevonásával jönnek 
létre. Az 5. 2. Tételből eszerint az következik, hogy minden bázispárnak legfeljebb 
két szomszédja van. 
Az első ismétlődő pár nem lehet B(0>, B(0>, minthogy — mint már megjegyeztük — 
nincs olyan szomszédjuk, amely á j bevonásával jönne létre. 
Az első ismétlődő párt más kell, hogy megelőzze az első fellépés alkalmából, 
mint a másodiknál, különben nem ő volna az első. Ekkor azonban legalább három 
szomszédja volna, ami — mint láttuk — lehetetlen. 
5. 4. T É T E L . A (4. 3) sorozat utolsó eleme kiegészítő megoldást szolgáltat az 
(5. 2. 5a)—(5. 2. 7) feladathoz. 
Bizonyítás. Az 5. 3. Tétel szerint van utolsó bázispár. Ez elvileg két kategóriába 
tartozhat. 
I. A bázispár kiegészítő bázispár. 
IE A bázispár nem kiegészítő, de a sorozat következő elemét nem tudjuk 
képezni az 5. 2. Tételben szereplő premissza megsértése miatt. 
Elég azt megmutatnunk, hogy a II. eset nem léphet fel. Indirekt úton fogunk 
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bizonyítani. Tegyük fel, hogy az utolsó В, В bázispár а II. Kategóriába tartozik ; 
vizsgáljuk meg, milyen lehet a B, ill. В bázisok szerkezete. 
Minthogy а В, В pár különbözik a ő ( 0 ) , 5 ( 0 ) pártól, azért legalább az egyikük 
különbözik. 
A II. esetben a bázispár azért nem kiegészítő, mert — gx benne van 5-ben, 
ê t pedig 5-ben. A 5 bázis a — gx-en kívül tartalmaz bizonyos számú e, vektort is. 
A jelölés egyszerűsítése érdekében tegyük fel, hogy éppen ex , . . . , e r 0 ë r < m van 
5-ben. Ugyancsak a jelölés egyszerűsége kedvéért tegyük fel, hogy ê l 5 ..., ês 1 S s < n 
szerepel a 5-ben. Minthogy a bázispárok csak egy kiegészítő párt tartalmaznak, 
azért a 5 további vektorai — g s + 1 , ..., —g„-ből, a 5 további vektorai — gr + 1 , ..., 
•••> — gm-ből kerülnek ki. A felsorolt vektorok összes száma m + n + 1 , így pontosan 
egy felesleges van közöttük. Feltehetjük, hogy ez vagy —g s + i , vagy pedig — gr + x. 
Az első esetben tehát 
(5 .4 .4 ) 
a másodikban pedig 
(5. 4. 5) 
5 = (ex, . . . , er, - g x , - g s + 2 , - g n ) 
5 = (êx, . . . , ê s , - g r + i , . . . , - g m ) , 
5 = (ex, . . . , e r , - g x , - g s + i , . . . , - g „ ) 
5 = ( é u . . . , ê s , g r + 2 ? •••> - g m ) -
Mindkét eset elképzelhető, hisz az 
r + n — s = m, O ë r < m, 
s + m — r = и, 0 < 5 < и ; 
továbbá az 
r + n — s + 1 = m, 0 Sr<m, 
s + m — r— 1 = n, 0 
rendszerek konzisztensek. 
Az első esetben a bázison kívüli kiegészítő vektorpár — gs + i , ê s + 1 , a második-
ban e r + 1 , - g r + 1 . 
Feltételezésünk szerint ezek valamelyike a neki megfelelő bázisban csupa 
nem-pozitív együtthatóval állítható elő. 
Vizsgáljuk sorra a lehetőségeket. Az első esetben vagy 
г m + n 
(5 .4 .6 ) 2 e Ä , m + s + l - S l d m + l , m + s + l - 2 g i ^ i , m + S + l = ~ g s + l > 
i = l i = m + s + 2 
vagy pedig 
s n+m 
(5 .4 .7 ) 2 ^ Â , s + 1 - 2 Ï Â . s + i = ê s + 1 . 
i = l i = n + r + l 
E képletekben valamennyi di k együttható nem pozitív. Ezt figyelembe véve 
az (5. 4. 6) egyenlet csak akkor lehet konzisztens, ha r=m, hisz (5. 2. 2) szerint 
a jobb oldal minden komponense negatív, a bal oldalon pedig az első összeg kivételé-
vel csupa nem-negatív vektorból áll. Ez viszont lehetetlen. 
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Az (5. 4. 7) egyenlet csak úgy lehet konzisztens — ismét a benne szereplő együtt-
hatók nempozitivitása, továbbá ( 5 . 2 . 2 ) miatt —, ha s = n — 1. Ekkor azonban 
(5. 4. 5)-ből láthatjuk, hogy ß = ß ( 0 ) . Minthogy a — g i ^ páron kívül további 
kiegészítő pár nem lehet bázisban, ezért — gh szükségképpen benne van ß-ben, 
s így egy korábbi megjegyzésünk szerint ß = ß<0), ami lehetetlen. 
Vizsgáljuk ezután a második esetet. Ekkor vagy 
r m + n 
( 5 . 4 . 8 ) 2 eidi,r+i-ëidm+i,r+i- 2 = er+i 
1 = 1 Í = 1И + S + 1 
vagy pedig 
s tt + m 
( 5 . 4 . 9 ) 2*Л,п+
г
+1- 2 йЛ,п+г+х = - i r + 1 
i=l i=n+r+% 
Az (5. 4. 8) egyenletrendszer csak r = m — 1 esetén lehet konzisztens, ekkor 
azonban, mint már láttuk b = b(0) s így a g, vektorok közül legfeljebb §A szerepelhet 
ß-ben, s így vagy ß = ß ( 0 ) , vagy pedig ß = ß < - 1 ) . Mindkét lehetőség ellentmond 
valamelyik feltételünknek. 
Végül az (5 .4 .9 ) egyenletrendszer csak s = n esetén lehet konzisztens, ami 
ismét lehetetlen. 
Minthogy valamennyi lehetőség ellentmondásra vezetett, azért az 5. 4. Tétel 
állítása helyes. 
Az 5. 4. Tétel közvetlen következménye a következő: 
5 . 5 . T É T E L . A bimátrix játéknak mindig van egyensúlypontja. 
Kedves kötelességemnek teszek eleget, amikor ez úton is köszönetet mondok 
P R É K O P A ANDRÁsnak azért a segítségért, amelyet munkám során tőle kaptam. 
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COMPLEMENTARY PIVOT THEORY 
by 
A . M A J T H A Y 
Summary 
The complementary pivot algorithms were recently developed by DANTZIG, COTTLE, LEMKE and 
GRAVES. They deal with the solution of the following problem: Find nonnegative ти-component 
vectors z, w, which satisfy the system (2.1.1)—(2.1.4). 
This problem can be treated as a quadratic programming problem, but it seems more advan-
tageous to seek for special algorithms which are based on the special structure of the problem. 
The problem is closely related to the quadratic programming problem, to the pair of dual 
quadratic programs defined by DORN, to the symmetric dual pair of quadratic programs of COTTLE, 
to the self-dual quadratic programs, and to bymatrix games. 
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In the paper we are investigating three complementary pivot algorithms for the solution of the 
problem. They are treated combinatorially, are proved to be finite and to solve the problem for 
special stuctured matrices G. The algorithms are uniquely determined procedures, lexicographic 
rules guarantee the uniqueness of them. They consist essentially of a series of almost complementary, 
lexicographically feasible bases to the matrix (G,—I ) each one differing in exactly one vector from 
the previous one. 
The first algorithm works for the class of co-positive-plus matrices which includes the class of 
semidefinit matrices which are not supposed to be necessarily symmetric, all matrices greater than a 
semidefinit matirx and all matrices not less than a positive définit matrix. A co-positive-plus matrix 
is a matrix G with the following properties: z s O implies z T G z = 0 , and zTGz = 0 implies (G + GT)z =  
= 0. As the convex quadratic minimumproblem (concave quadratic maximumproblem) can be 
reduced to ourproblem with a positive semi-definit matrix, the first algorithm solves it or shows that 
i: has no solution. 
As an interesting corollary we mention the following theorem: if for a co-positive-plus matrix 
G the system w = Gz + g, wëO, z ë O has a solution, then among its solutions there always exists 
at least one for that z T w = 0 . 
The second algorithm is mainly a preparation to the third one, which is intended to solve a 
bymatrix games. It gives a solution for the bymatrix game in a finite number of steps and thus it 
gives a constructive proof for the existence of a NASH equilibrium point. 
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e g y e l h e l y e z é s i p r o b l é m a k ö r r ő l , i . 
í r ta: TÖLGYESI LÁSZLÓ 
Varga Ottó akadémikus emlékére 
1. Bevezetés 
Legyen A egy halmaz, B = {ő.,}yer pedig egy, az A részhalmazaiból álló halmaz-
rendszer, ahol Г tetszőleges indexhalmaz. Legyen továbbá K=K(A, B') egy A-ra 
és B'-re értelmes kijelentés, ahol В' a ß-nek tetszőleges részrendszere. Legyen adva 
végül minden (A, Bj párra értelmezett f(A, Bj valós függvény. 
1. p r o b l é m a . Mely (A, Bj párok esetén lesz az f(A, Bj függvénynek (lokális 
vagy globális) szélsőértéke, azzal a feltétellel, hogy K(A, Bj logikai értéke igaz? 
I . M E G J E G Y Z É S . P O G Á N Y Csaba hívta fel a szerző figyelmét az 1. és 1. 1. problé-
mákra, valamint a 2. problémával való kapcsolatra, miután a szerző az 1. 1. 1. és 
1. 1.2. problémákkal foglalkozni kezdett. Ennek megfelelően, ahol lehetett, az ered-
ményeket a 2. probléma szempontjából is részleteztük, és néhány kezdő n-re meg-
adtuk a választ egy korlátozó feltevés mellett. 
Specializáljuk a problémát a következő módon: Legyen i(Bj a Bj halmaz belső 
pontjainak a halmaza, \B'\ a B' halmazrendszer számossága, A az euklideszi sík, 
В pedig az eukideszi síkon levő zárt halmazoknak egy olyan rendszere, amely minden 
E elemével együtt ennek összes egybevágó képét is tartalmazza. Legyen К a következő-
képpen értelmezve: 
K = (\B'\ =n) & (i(Bk) П i(Bj) = 0, к тй. 
Legyen végül 
AA,Bj = 2 в ( f i , bj), 
i.j=1 
ahol b-fiBj és bj^Bj, és g(bh bj a bt és bj elem távolsága. Más szavakkal: 
1. 1. p r o b l é m a . Határozzuk meg a 
n 
min f(A, Bj = min 2 Q(fi, fi) 
B ' c j B'CB i,j= 1 
K=t k=t 
szélsőértéket. 
2. M E G J E G Y Z É S . Érdekes problémákhoz juthatunk az előbbi egybevágóság 
helyett más transzformációk és megkötések bevezetésével. 
Ha az 1.1. problémát tovább speciálizáljuk úgy, hogy В az A sík egyetlen 
egyenlő oldalú háromszögének, illetve egyetlen négyzetének összes egybevágó képei-
ből álljon, ekkor kapjuk az alábbi 1. 1. 1. és 1. 1.2. problémát. 
1. 1. 1. p r o b l é m a . Hogyan kell elhelyezni a síkon n darab egybevágó szabá-
n 
lyos háromszöget a legtömörebben, azaz úgy, hogy 2 OÚk, hj minimális legyen, 
>,J= Î 
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azzal a feltétellel, hogy А
г
€Я ( , hj Ç H j (i I j), Hx, H2, ..., //„ a sík egybevágó sza-
bályos háromszögei, és 
i(Hj)r\i(Hk) = 0 , . /Vk. 
Általánosságban is bevezethetjük a következő fogalmat: 
D e f i n í c i ó . Az olyan elrendezéseket, amelyekben a fenti távolságösszeg mini-
mális, legtömörebb elrendezéseknek nevezzük. 
1. 1.2. p r o b l é m a . Hogyan kell elhelyezni a síkon n darab egybevágó négy-
Л 
zetet a legtömörebben, azaz úgy, hogy 2 (bt, bfi minimális legyen, ahol bt Ç Aj, 
U = 1 
ÓJA, - (i^j), Nx, N2, ..., N„ a sík egybevágó négyzetei, és 
/ ( А / П В Д = 0 , y V k . 
3. MEGJEGYZÉS. Egyvevágó körökre B E N E D I K T I István vizsgálta az 1 . 1 . problé-
mát. Rokon problémákkal foglalkozik az [1] cikk. 
D e f i n í c i ó . A B' halmazrendszer ß, elemeit a következőkben hordozóhalmazok-
nak nevezzük, a Bt hordozóhalmazhoz hozzárendelt bt pontot (A, Ç Д ) pedig 
mérőpontnak. 
Ennek alapján mondhatjuk, hogy [l]-ben a mérőpontok a hordozóhalmazok-
ban rögzítve vannak, míg ebben a dolgozatban olyan problémákat vizsgálunk, 
ahol a mérőpontok a hordozóhalmazokon belül szabadon mozoghatnak. 
Az előbb már említett 2. probléma a következő: 
2. p r o b l é m a , a) Legyen adva egy В halmazrendszer £„-ben. E halmazrendszer 
egyes részrendszereit alkotó halmazok bizonyos elemeinek egyesítése* útján hány 
egymással nem homeomorf halmazt lehet előállítani? 
b) Adott В halmazrendszerhez az előbbi módon tartozik egy másik, csupa 
topologikusan különböző halmazból álló B* rendszer. Kérdés: Adott B* halmaz-
rendszert mely В halmazok állítják elő? Egyéb megkötések mellett mi a legbővebb, 
illetve legszűkebb В adott ß*-hoz? 
c) А В halmazrendszer és az azt alkotó elemek tulajdonságai hogyan befolyá-
solják a ß*-ot és az őt alkotó elemek tulajdonságait? 
d) E problémáknak egy olyan általánosítása is érdekes, amikor több B, pl. 
Bx és B2 van megadva, és úgy vetjük fel az analóg a), b) és c) kérdéseket, hogy a homeo-
morfiát Bx, valamint B2 vonatkozásban külön-külön vagy együttesen is vizsgáljuk. 
4 . MEGJEGYZÉS. Ismeretes F Á R Y István tétele ( [ 2 ] ) , mely szerint minden síkba 
rajzolható gráf realizálható a síkon oly módon, hogy csúcsainak pontok, éleinek zárt 
egyenesszakaszok felelnek meg úgy, hogy két szakasz közös pontja mindig csúcsnak 
megfelelő pont. Ez a tétel felfogható arra a kérdésre adott válaszként is, hogy mely 
síkra rajzolható gráfok építhetők fel egyenesszakaszokból? A 2. probléma ily módon 
gráfok geometriai realizációjának elméletével is kapcsolatos. Áz itt szereplő vizs-
gálatoknál néhány legtömörebb elrendezésű esetben megadjuk azokat a gráfokat, 
amelyek egybevágó egyenlő oldalú háromszögekből és egybevágó négyzetekből 
építhetők fel úgy, hogy a szóban forgó sokszögek csúcsait eleve gráf csúcspontok-
nak tekintettük. 
* Metszése, szimmetrikus különbség képzése vagy más (halmazelméleti) müvelet végzése. 
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2. Általános megjegyzések 
1. TÉTEL. Tetszőleges Bx, B2, ..., Bs ( Y 1 , egész) síkbeli zárt ponthalmaz-
rendszerre igaz, hogy 
2 Q(bi, bfi = 0, b t Bp, bjdBj, 
>'.I=i 
s 
akkor és csak akkor, ha f ) ő, X 0 . 
i=l 
Bizonyítás: 
a) Tegyük fel, hogy 
f ] B t = В j t 0 . 
i=l 
A feltétel alapján létezik legalább egy olyan b pont a síkban, amelyre 
bts. 
Mivel b a Bt ( i = l, 2, ... , s) halmazok mindegyikének eleme, ezt a pontot választva 
közös mérőpontnak, 
i
 ôji(b, b) = 0. j.i=l 
s 
b) H a 2 e(bi, bj) = 0, akkor a gfi^bj) távolságok mind 0-val egyenlők, 
i,j=l 
valamilyen bk, b2, ..., bs-re ( />,€£,•,/= 1, 2, ... , s). Ekkor viszont van olyan b, 
amelyre bd B, ( / = 1 , 2 , ..., s), például b — bx. Mivel g metrika — azaz, ha g(x, y) = 0, 
akkor x=y — ezért bx=b{ (/=1, ..., s). 
2. TÉTEL. Adott a B1,B2,...,Bn (n>\, egész) zárt síkbeli halmazrendszer; 
legyen 
71 
y(n) = min 2 e(bi,bj)-, b f B , , bjdBj, 
i,j=1 
és i(Bj) П i(Bk) = 0 , ( j A k). Akkor y(n) az n monoton növő függvénye. 
Bizonyítás: 
Tegyük fel, hogy van olyan n, hogy 
•v 
y(n + 1) < y(n). 
Ekkor az ( я + 1) elemből álló halmazból elvéve egy elemet, a megmaradt n elemű 
rendszer távolságösszege nem növekedett, mivel д(Ь
х
, bfi^O. Tehát a megmaradt 
n elemű halmazrendszerre: y'(n) ^ y(n + \), azaz y'(n)-<y(n) lenne, ami ellentmond 
y(n) minimális voltának. 
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3. Egybevágó egyenlő oldalú háromszögek legtömörebb elrendezése 
Legyen Hx, H2, ..., Hn n darab egybevágó szabályos háromszög a síkban. 
3. T É T E L . Ha 2 S n ^ 6 , létezik Hk, H2, ..., H„-nek olyan elrendezése, hogy 
ze(.b„hj) = 0 ; ht £ hj, h j f h j , 
i,j=l 
i(Hj) П i(Hk) = 0 , j X k . 
a) Először n = 6 esetben lát juk be az állítást. Ebből 
egyszerűen következik a 2 S n < 6 esetekre vonatkozó állítás. 
Tekintsünk a síkban egy szabályos hatszöget, ezt О közép-
pont jából a csúcsokba húzott szakaszokkal bontsuk 6 egybe-
vágó szabályos háromszögre, ezeket jelöljük Hx, H„, ..., Я 6 -
tal (1. ábra). 
Ezekre nyilván 
(1) i(Hj) П i(Hk) = 0 , (J, к = 1, 2, ..., 6; i Aj). 
Mivel O f Hí ( / = 1, 2, . . . , 6), legyen /г( = 0 (/ = 1 г 2 , . . . , 6), akkor nyilván 
2 в (h,, hj) = 0. 
i,j=1 
5. M E G J E G Y Z É S . Az 1. ábra szerinti elrendezésben a szabályos háromszögek 
О csúccsal szemközti oldalai szabályos hatszöget ha tá roznak meg, hiszen abból 
indultunk ki. Bebizonyítjuk, hogy ez az egyetlen elrendezés, amelynél 
e 
p] hí — h X 0 , és (1) is fennáll, 
;=i 
azonkívül Я-пак egyetlen eleme van, így az extrémumot adó mérőpontok is egy-
értelműen választhatók meg. 
Tegyük fel ugyanis, hogy létezik a fentitől különböző elrendezés, ahol H A 0 , és 
(1) teljesül. Legyen h f H. Nyilvánvaló, hogy h csak ha tárpont lehet, és nem lehet mind-
egyik háromszögben csúcspont. Ekkor Я, -к között van legalább egy, mond juk Hx, 
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A h ponton átmenő oldalegyenes a síkot két 180°-os, h csúcspontú szögtarto-
mányra bontja (Sx és S2). Az ábrából nyilvánvaló, hogy Я 2 , Я 3 , Я 4 , Я 5 és Я 6  
szabályos háromszögek csak SJben helyezkedhetnek el, ami lehetetlen oly módon, 
hogy 
e 
п Я; = h legyen. 
i= l 
b) Ha 2 S n < 6 , akkor (az 1. ábrán látható) hat szabályos háromszögünk 
közül hagyjunk el (6— и) darabot. О ez esetben is a megmaradó n szabályos három-
szög közös mérőpontjának vehető, tehát 
1 Q(h h h fi = 0, 
> . 3 = i 
amivel a 3. tétel bizonyítását befejeztük. 
Az elrendezés egyértelműségét n= 6 esetben az 5. MEGJEGYZÉsben beláttuk. 
Az alábbiakban megvizsgáljuk, hogy ha 2 ^ « < 6 , mely esetekben lesz 
2 Q(hi, h fi = 0. 
í,3=1 
Nyilvánvalóan elégséges és szükséges is, hogy a mérőpontokat a határpontok 
halmazán mozgassuk. Adott n esetén egy ábrasorozattal adjuk meg a „topologikusan 
különböző", azaz nem homeomorf elrendezéseket, választ adva a 2. problémára 
ezekben a speciális esetekben. 
1. Szabályos háromszögek nem homeomorf elrendezései n = 2 esetén : 
Ь) c) 
3. ábra 
Könnyű belátni, hogy a 3. ábra a), b), c) és d) típusú elrendezésén kívül nincs 
több nem homeomorf elrendezés. Az is világos, hogy mind a négy esetben végtelen 
sok homeomorf elrendezés van, ahol h f f í = Hx П Я 2 . A c ) és d) típusú elrendezések-
ben Я végtelen sok elemű halmaz, melynek bármely pontja választható közös mérő-
pontnak. 
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e) f> 9> h~> 
4. ábra 
Könnyű belátni, hogy a h) eset kivételével bármelyik végtelen sok homeomorf 
elrendezést enged meg. 
3. A nem homeomorf elrendezések n— 4 esetén: 
2. A nem homeomorf elrendezések az п = Ъ esetben: 
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Ez esetben is könnyű belátni, hogy az f)-et kivéve mindegyik eset végtelen sok 
homeomorf elrendezést enged meg. 
4. A nem homeomorf elrendezések n = 5 esetén: 
g) kivételével mindegyik nem homeomorf eset végtelen sok homeomorf elren-
dezést enged meg. 
6. M E G J E G Y Z É S . A fent bemutatott extremális elrendezések minden eddig tár-
gyalt 77-nél lehetővé tették a háromszögek rácsos elrendezését, mint azt a 7. ábra 
sorozata mutatja. 
Ez azt sejteti, hogy az extremális elrendezések rácsosak lennének. Nagyobb 
n esetén a sejtett extremális elrendezések azonban nem lesznek mindig rácsosak 
(1. az Összefoglalást, n = 7, 8, 9). 
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7. ábra 
1 . M E G J E G Y Z É S . A bevezetésben utaltunk rá, hogy az egybevágóság helyett 
más síkbeli transzformációt is tekintetbe vehetünk az 1. 1. 1. problémánál. így 
újabb problémákat kapunk, ha pl. a szabályos háromszögekről nem kötjük ki, 
hogy egybevágók legyenek. Ekkor, ha 2 ш п ш 6 , szabályos (de nem szükségképpen 
egybevágó) háromszögek esetén egyszerűen megmutatható, hogy 
n 
у (я) = min 2 в (hn hj) = 0, 
i.3=1 
azonban az egymással nem homeomorf esetek száma növekedni fog. 
4. Egybevágó négyzetek legtömörebb elrendezése 
Hasonló gondolatmenetet követünk, mint a szabályos háromszögek vizsgála-
tánál. 
Legyenek Nu N2, ..., Nn a sík egybevágó négyzetei ( « > 1 , egész). 
4 . T É T E L . Ha 2 ^ « ^ 4 , létezik olyan elrendezés, hogy 
2 e(bi, bj) = 0; b,Ç.Ni, b j f N j , 
i,j = 1 
éy i(Nj)Пi(Nk) = 0 , j, k= 1, 2, ... , 4, y V k . 
Bizonyítás: 
a) Tekintsük a sík egy négyzetét, és kössük össze a szem-
közti oldalfelező pontjait. Ilymódon 4, egy közös csúcsponttal 
(О) rendelkező egybevágó négyzetet kapunk (8. ábra). 
4 
Mivel OfN= f i Nt, az 1. tétel értelmében O-t közös mé-
>=i 





MTA III. Osztály Közleményei 19 (1969) 
e g y e l h e l y e z é s i p r o b l é m a k ö r r ő l 341 
8. M E G J E G Y Z É S . A 8. ábra szerinti elrendezés egyértelműsége hasonlóan bizo-
nyítható, mint a szabályos háromszögeknél. 
b) Ha 2 s « < 4 , akkor a 8. ábra elrendezéséből hagyjunk el (4 — ri) négyzetet, 
és О ismét a megmaradó négyzetek közös mérőpontjának választható. 
Az alábbiakban megvizsgáljuk n darab egybevágó négyzet nem homeomorf 
elrendezéseit, ha 2 ^ n < 4 . 
1. A nem homeomorf elrendezések n = 2 esetén: 
a) b) с) i d) 
9. ábra 
Könnyen belátható, hogy mind a 4 eset végtelen sok homeomorf elrendezést 
enged meg. 
2. A nem homeomorf elrendezések n = 3 esetén: 
d) 
10. ábra 
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d) kivételével mindegyik eset végtelen sok homeomorf elrendezést enged meg. 
9. M E G J E G Y Z É S . A fenti elrendezések között minden л-ге van rácsos elren-
dezés (11. ábra). A sejthetően extremális elrendezések л = 5 és л = 6 - г а még igazolni 
látszanak ezt, nagyobb л-ге azonban a sejtett extremális elrendezések nem rácsosak. 
(L. az Összefoglalásban: л—7-nél.) 
a> b) c) 
11. ábra 
5. Összefoglalás 
A cikk két speciális probléma kezdeti lépéseivel foglalkozik, szabályos három-
szögeknél л—6-ig, négyzeteknél pedig л—4-ig ér el egyszerű eredményeket. Az 
ezeknél nagyobb л-ге egzakt választ még nem sikerült adni, mivel a számolási nehéz-
ségek nagyobb л-ек esetén jelentősen megnövekednek. Az alábbiakban azonban 
felvázolunk még néhány sejthetően extremális vagy extremálishoz közel álló elren-
dezést. 
Az 1. 1. 1. problémával kapcsolatban az alábbiak sejthetően extremális elren-
dezések : 
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a) esetben y (7) ^ jf
 Q(hb hfi = 6 • / 3 • a = a • 10,3920... 
/,3=1 
b) esetben y(8) s 2 Q ^ J f i = 1 2 ' У 3 •<* = a ' 20,7840... 
/,3=1 
c) esetben y(9) ^ 2 e(Jh, hfi = 18 • / 3 - a = a-31,1760... 
/,3=1 
ahol a a szabályos háromszög oldalának hossza. 
Az 1. 1.2. problémával kapcsolatban a sejthetően extremális vagy extremálishoz 
közel álló elrendezések : 
Ha a a négyzet oldalhosszúsága, akkor 
a) esetben у (5) s 2 в fii, bfi = 8 • a 
/,3=1 
b) esetben у (6) s 2 в (Pi* bfi = 16- a; 
/,3=1 
bx és bx az Nx és Nx közös- oldalán bárhol felvehető. 
/7=5 
a) 
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c) esetben y (7) s 2" йФн bj) = а - 28,4076... 
i,j= i 
Az alábbi táblázatban összefoglaljuk a 2. problémával kapcsolatos ered-
ményeket : 
Egybevágó szabá- Egybevágó 
lyos háromszögek négyzetek 
A nem homeomorf A nem homeomorf 
N gráfok száma gráfok száma 
1 I 1 
2 4 4 
3 8 4 
4 6 1 
5 7 
6 1 
A dolgozat jelen első részében fő célunk a témakör problematikájának vázolása 
volt. Az itt szerepeltetett triviális konstrukciók tárgyalását az indokolja, hogy ezek-
nek a továbbiakban jelentős szerepük lesz. 
IRODALOM 
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• írta: POGÁNY CSABA 
Varga Ottó akadémikus emlékére 
I. Extremális programok* 
1. Bevezetés 
Érdekes és paradox az a jelenség, hogy az „operációkutatás" — nyugodtan 
nevezhetjük optimalizáláselméletnek — mind a mai napig nem jutott el addig, hogy 
vizsgálja az optimális megoldások megkeresésének optimális útjait. Arról nem is 
beszélve, hogy esetleg az volna az „optimális", ha az optimalizálandót és az optima-
lizáló tevékenységet együtt tekintenék optimalizálandó rendszernek. 
Nem ismeretes e témakörnek egyetlen akár csak említésre méltó, alkalmazható 
eredménye sem. Különösen kirívó és érzékeny hiányosság az „operációkutatásnak" 
a számológéppel kapcsolatos szinte teljes kiépítetlensége — és ez éppen olyan idők-
ben, amikor minden operációkutató szinte naponta „operál" számológéppel. 
Az itteni, extremális programokkal kapcsolatos fejtegetéseknek az a fő célja, 
hogy ráirányítsa a figyelmet erre a fontos problémakörre. 
2. Nehézségek 
Az optimalitás definiálása rendkívül bonyolult probléma. Valószínű, hogy 
a valóságos élet kérdéseiben nem is fogalmazható meg pontosan e fogalom. A tudo-
mányos kutatás céljaira szimplifikált „valóság modellek" esetében egy-egy konkrét 
folyamatra azonban sokszor megadhatók optimalitási szempontok és kritériumok. 
Komoly nehézség lép fel azonban akkor, ha egy folyamatot többféle szempont-
ból kell optimalizálni. E „dimenziós" probléma egzakt eszközökkel nem is oldható 
meg (ha megoldható volna, akkor lényegében nem volna dimenziós jellegű). Mégis 
válaszolni kell, mi legyen az optimalitás-kiválasztási politika: hogyan kell „átszá-
mítani" egyik dimenziót a másikba? Tovább súlyosbodnak a nehézségek, ha figye-
lembe kell venni még azt is, hogy az előbbi kérdést időben lejátszódó folyamatokra 
kell (kellene) megoldani. 
3. Szuboptimumok 
Fontos, de teljesen elhanyagolt terület az alábbi. Eddig az optimalizációs 
vizsgálatok többsége úgy folyt le, hogy felmerült egy probléma, amelynek meg-
oldására bizonyos erőforrások álltak rendelkezésre. Élkezdtek „optimalizálni" 
és folytatták ezt az erőforrások kimerüléséig. Nem vizsgálták azt, hogy az opt ima-
lizálásra fordítandó erőket hogyan célszerű felosztani az optimalizált terület és az 
optimalizáló apparátus között ; nem vizsgálták, hogy mennyire kell optimalizálni 
magát az optimalizálási területet és mennyire az optimalizáló apparátust. Mihelyt 
* Ez a dolgozat lényegében a szerzőnek ,,A számítástechnika alkalmazásai új tudományterülete-
ken" című kollokviumon 1969. június 4-én tartott előadását tartalmazza. 
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ennek a vizsgálatába kezd azonban valaki, azonnal tovább bővül az optimalizálandó 
rendszer: meg kell mondani, hogy milyen legyen az erőforrások felosztása, most már 
1. az (eredetileg egyedül) optimalizálandó terület, 
2. az 1-et optimalizáló apparátus, о 
3. az erőforrások 1 és 2 közötti „optimális" felosztását végző apparátus között. 
Ha erre választ adunk, akkor ez is erőforrásokat igényel, amit fedezni kell valamiből, 
tehát a fenti 3. pont mellé egy negyedik lép, amely az erőforrások 1, 2, 3 közötti 
felosztását végző apparátusra vonatkozik, és ez így bővülne a végtelenségig. Meg-
állni azonban célszerű valahol. Mi ennek a paradoxon jellegű problémának az egzakt 
megközelítése? Vagy másképp: mi az „optimális" szuboptimum? 
4. Szuboptimumok számológépeknél 
Az itt következő minden kérdés valójában több kérdésre bontható aszerint, 
hogy a szóban forgó számológépnek hány műveletvégző egysége működhet pár-
huzamosan és hány program futtatása bonyolítható le egyidejűleg. E részproblémák 
megfogalmazása azonban helykímélés végett az olvasóra marad. 
4. 1. Hely szuboptimum 
Mi azoknak a („külső", „belső" stb.) tároló rekeszeknek a minimális (maxi-
mális, átlagos stb.) száma, amelyeken egy adott feladatot elvégző program elfér? 
4. 2. Idő szuboptimum 
Mi az a minimális (maximális, átlagos stb.) idő, amelynek elteltével adott 
feladatra készült program eredményesen lefut? 
4. 3. Megbízhatósági szuboptimum 
Ismeretes, hogy a számológépek különböző részei más-más megbízhatósággal 
dolgoznak. Mi az elérhető maximális (minimális, átlagos stb.) megbízhatóság? 
4. 4. Pontossági* szuboptimum 
Mi egy adott funkciójú programnál a fellépő maximális (minimális, átlagos) 
pontosság? 
* A legtöbb numerikus eljárás konvergenciáját, végességét, hibakorlátait stb. csak valós szá-
mokra, a valós számtest műveleti azonosságainak felhasználásával bizonyították. A legtöbb digitális 
számológép azonban nem valós számtesttel, hanem diadikus racionális számok egy részhalmazával 
dolgozik, és olyan, hogy a benne előállítható diadikus racionális számok halmazának elemei a valós-
sal analóg műveletekre nem alkotnak testet. (Sok esetben pl. nincs értelme a disztributív azonosság-
nak, vagy ha van is,akkor sem mindig igaz; vagy például az (a/b) b általában nem lesz mindig a-val 
egyenlő stb.) A valós számokra és a valós testbeli műveletekre vonatkozó algoritmusokat valós 
algoritmusoknak nevezve kimondható tehát, hogy valósan konvergens vagy véges algoritmus nem 
szükségképpen lesz konvergens, illetve véges, ha a benne szereplő számokat és műveleteket konkrét 
számológépi megfelelőikkel helyettesítik. Ténylegesen sok, valósan konvergens vagy véges algorit-
mus — a közhittel ellentétben — nem lesz konvergens illetve véges, ha eredeti formájában számoló-
gépi megvalósítására kerül sor, a valósban kiszámított hibakorlátok érvényességéről nem is beszélve. 
Ebben a dolgozatban konvergencián, végességen, pontosságon stb. a gyakorlatilag valóságos 
(számológépen realizált, illetve realizálható) konvergencia-, végességi-, pontossági- stb. jelenségeket 
kell érteni. 
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4. 5. Információs szuboptimumok 
Az összes itt felvetett kérdés egy információfeldolgozási folyamatra vonatko-
zik. A következőkben azonban a folyamatnak időbeli lefolyásán van a hangsúly. 
Mi az optimális információbemeneti tárolási, kihozatali forma? 
Itt egy bizonyos információmennyiség időben lefolyó bevitele, feldolgozása és 
kiadása a vizsgált folyamat. Az információ kihozatala is időben történik, nem egy-
forma sebességgel. Mi az optimális időbeli ütemezés? 
Minden információfeldolgozási folyamatot ellenőrizni szoktak. Ellenőrzési 
szempontból mely folyamatok (programok) az optimálisak? 
Szintaktikus és szemantikus hibamegkeresési szempontból melyek az optimális 
információfeldolgozási rendszerek (programozási nyelvek, programszerkesztési 
elvek stb.)? 
5. További problémák 
A következőkben felsorolt problémák az információfeldolgozási folyamat 
egy szakaszának néhány jellemzőjével kapcsolatosak. Ahhoz, hogy e tudomány-
területet eredményesen lehessen művelni, e jellemzők közötti legfontosabb össze-
függéseket kell először felderíteni. 
Ha az olvasó figyelmesen végignézi a fenti problémákat, megállapíthatja, hogy 
szigorúan véve egyiknek sincsen értelme. Mindegyikhez hozzá kell még venni a kor-
látozó feltételeknek egy halmazát, hogy a feladatok értelmessé váljanak. Könnyen 
belátható azonban, hogy a megemlített öt szemponton kívül még mások is vannak 
(pl. egy információfeldolgozási folyamat megszakíthatósága, az általa felhasznált 
algoritmus, utasításkészlet, a folyamat végrehajtásának ára stb.). Ezenkívül a fenti 
szempontok szerint sem állandók egy folyamat jellemzői (például egy program 
helyfoglalása időben változhat). 
Csupán mintának álljon itt egy pontosabban megfogalmazott probléma. 
(Az olvasó érdekes problémák gazdag sokaságát nyerheti, midőn a jellemzők egy 
részét korlátozva más jellemzők extremális értékeit keresi.) 
Adott bemenőadat-sorozat mellett, adott helyen, adott megbízhatósággal mely 
algoritmus adja a legpontosabb eredményt? (Tudott dolog, hogy a számoló-
gép műveletei nem tekinthetők pontosaknak. Ennek ellenére pontosaknak feltéte-
lezve őket, ugyanarra a célra szolgáló számolási folyamatok végén kapott eredmények 
valójában különböző pontosságúak lehetnek. A probléma ekkor e „pontossági" 
hipotézis mellett is megfogalmazható.) 
Elméletileg és gyakorlatilag is érdekes probléma egy információfeldolgozási 
folyamatot egyértelműen meghatározó feltételrendszerek megadása is. (Tágabban: 
„egyenletek" megoldása információfeldolgozási folyamatokra mint ismeretlenekre.) 
Végezetül még néhány gyakorlati szempontból fontos problémára hívjuk fel a 
figyelmet. 
Vannak-e olyan programtranszformációk, amelyekkel pl. egy program lefutási 
ideje csökkenthető, esetleg a helyigény növelésével vagy fordítva. Általában lehet-e 
eljárásokat adni, amelyeknek segítségével a számolási folyamatnak valamely jellem-
zője adott irányban megváltoztatható? 
Keresendők abszolút (és relatív) korlátok arra vonatkozóan, hogy egy számolási 
folyamat adott jellemzője legalább és legfeljebb mennyi? (Pl. adott feladat elvégzése 
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adott kódrendszer és műveleti idők mellett, adott tárolórekesz-mezőn legalább és 
legfeljebb mennyi időt igényel?) 
Hogyan lehet a számolási folyamatok jellemzése révén a számológépek globális 
jellemzését megközelíteni, azaz választ adni arra a kérdésre, hogy „melyik gép a 
j obb?" (Ez a probléma összefügg az optimális kódrendszer problémájával, annak 
szélső eseteként is felfogható.) 
(Beérkezett: 1969. VI. 24.) 
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í r ta : R U D A MIHÁLY 
In memóriám Ottó Varga (1909—1969) 
1. Bevezetés 
A nagy sebességű és nagy kapacitású elektronikus számológépek megjelenésével 
elvileg új lehetőségek nyíltak meg a matematika elméleti továbbfejlesztésének terü-
letén. Egy ilyen lehetőség matematikai tételek, állítások gépi segítséggel történő 
bizonyítása. Bizonyításon Hilbert-féle értelemben vett (1. [3]) bizonyítást értünk. 
Az utóbbi időben olyan, gépre alkalmazható bizonyítási eljárásokat is kidolgoz-
tak, melyek segítségével nem csak a bizonyítás egyes részfeladatai oldhatók meg, 
hanem amelyek lehetővé teszik matematikai tételek bizonyításának teljes automati-
zálását — elvileg. 
Bár C H U R C H tétele szerint a formalizált matematikán belül nincs univerzális 
eldöntési eljárás, mégis vannak már olyan bizonyítási módszerek, melyek teljesnek 
mondhatók azon az alapon, hogy valahányszor egy igaz tétellel kerülünk szembe, 
mindannyiszor lehetővé teszik egy bizonyítás előállítását. Ilyen, különböző bizonyí-
tási eljárások kidolgozásában értek el eredményeket többek között G E L E R N T E R [2] 
és N E W E L L [ 5 ] , illetve D A V I S [ 1 ] , P R A W I T Z [ 6 ] és R O B I N S O N [ 7 ] . 
Ezen a területen elért eredmények összefoglalását adja M E L T Z E R egy 1968-as 
dolgozata [4], melyben különböző tételbizonyítási eljárások szerepelnek. 
Ezek a bizonyítási módszerek a vizsgált matematikai részterület formalizálá-
sával, nagyszámú logikai művelet elvégzésén keresztül adják a kérdéses tétel bizo-
nyítását. A kidolgozott módszerek azonban még elég nehézkesek és végrehajtásuk 
rendkívül időigényes. Ezek a hátrányok éppen abból erednek, hogy a fenti mód-
szerek általános jellegűek. 
P O G Á N Y C S A B A hívta fel A szerző figyelmét arra, hogy automatizált bizonyítási 
eljárások nemcsak általános formában — logikai módszerek segítségével —, hanem 
speciális matematikai részterületeken is alkalmazhatók, például függvények közti 
egyenlőtlenségek bizonyításánál. Ugyanakkor felvetette azt a kérdést is, hogy ezen 
a speciális területen kívül, általában melyek azok a feladattípusok, ahol szintén 
lehetőség nyílik egzakt bizonyítási módszerek automatizált alkalmazására. 
A következőkben néhány általános jellegű megjegyzés után konkrét numerikus 
módszerek szerepelnek, melyek függvények közti egyenlőtlenségek bizonyítására 
szolgálnak. Ezek a módszerek, és általában az automatizált bizonyítási módszerek 
a következő általános elv szerint működnek: 
Adott egy véges számú elemből álló H halmaz, az alaphalmaz. Ennek a halmaz-
nak az elemeiből egy adott a algoritmus alapján képezünk egy újabb g halmazt 
* Ez a dolgozat a szerzőnek ,,A számítástechnika alkalmazása áj tudományterületeken" című 
kollokviumon 1969. június 5-én tartott előadását tartalmazza. 
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(G = A(Hj). Nevezzük ezt generált halmaznak! Ezután a G halmazt, illetve annak 
elemeit vizsgáljuk valamilyen előre adott szempont szerint. 
A bizonyítási eljárást mint egy automatizált folyamatot tekintve elmondható, 
hogy a H alaphalmaz az automatába bemenő paraméterek (jelek) halmaza, az A 
algoritmus magának az automatának, vagyis a megfelelően programozott számoló-
gépnek felel meg, mig a generált halmaz a kimenő jelekből áll. Ezután a sorra jövő 
vizsgálat számára a G halmaz már mint bemenő halmaz szerepel. Ennek viszont 
már csak egyetlen kimenő eleme van, mely jelezheti a tétel igazságát vagy hamisságát. 
Ezeken a bizonyítási eljárásokon belül még kétféle típust választhatunk szét: 
E Az alaphalmazból kiindulva egy egyértelműen meghatározott G halmazt 
képezünk egy rögzített algoritmus szerint. Ennek a G halmaznak az előállítása után 
végezzük el a kitűzött vizsgálatot, melynek eredménye az általunk bizonyítandó 
tétel igazságát vagy hamisságát mutathatja. 
Előfordulhat azonban, hogy az eljárás véghezvitele után sem tudjuk a tétel 
igazságát vagy hamisságát kimutatni. 
2. Az alaphalmazból generált halmaz minden egyes elemének előállítása után 
elvégezzük a vizsgálatot és az újabb elem előállítása a vizsgálat eredményének függ-
vényében történik. 
Ebben az esetben nincs biztosítva az algoritmus véges volta. 
Tekintsünk ezután egy konkrét példát! A kiindulási H halmaz lehet például 
egy axiómarendszer axiómáinak, illetve azokból levezethető néhány tételnek a hal-
maza. Ezen halmaz elemeiből — melyeket megfelelő módon formalizáltunk — logi-
kai műveletek segítségével újabb kijelentéseket képezünk, melyek a G halmazt fogják 
alkotni. Ezeknek a kijelentéseknek a halmazán belül keressük aztán azt a kijelen-
tést, amelyet előre megadtunk és bizonyítani szeretnénk. 
Természetesen nemcsak kijelentéseket, hanem tetszőleges más objektumokat 
— például számértékeket •— is vizsgálhatunk ilyen módon. Általában a kimondott 
(vagyis a bizonyítandó) tétel éppen ezeknek az objektumoknak valamilyen tulaj-
donságával kapcsolatos. Az előző esetben ez a tulajdonság egyszerűen egy előre 
adott objektummal (a bizonyítandó tétellel) való azonosság: ha a generált elemek 
között megtaláljuk a bizonyítandó kijelentéssel azonos állítást, akkor kijelentésünk 
igaz, ha az ellentettjét, akkor hamis. 
Előfordulhat, hogy nem az egyes elemeket, hanem az egész generált halmazt 
vizsgáljuk, például olyan szempontból, hogy hány elemből áll. 
Ezek után már rátérünk a függvények közti egyenlőtlenségek bizonyításánál 
használható eljárások vizsgálatára. 
2. Bizonyítási eljárások szerkezete egyenlőtlenségek vizsgálatánál 
Vizsgálunk tehát egy f(x)^-g(x) xfM egyenlőtlenséget. (Az f ( x ) és g(x) egy 
tetszőleges korlátos és zárt M halmazon értelmezett valós függvény.) 
A H alaphalmazba az M értelmezési tartományt meghatározó elemek, a függ-
vények helyettesítési értékeinek kiszámításához szükséges paraméterek, a számítás 
pontosságát jellemző e érték, valamint még néhány, a függvényekre jellemző adat 
— például a deriváltakra adható korlátok — tartozik. Ezeknek az elemeknek a segít-
ségével a megfelelő módon — véges sok (rí) részre — felosztott értelmezési tarto-
mány minden egyes részén egy alsó becslést adunk a nagyobbnak feltételezett f ( x ) 
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függvényre, illetve egy felső becslést a kisebbnek feltételezett g(x) függvényre. Az így 
nyert függvények alkotják a G generált halmazt: 
л 
Ha (J 2 m és / i ( x ) < / ( x ) , g , ( x ) > g ( x ) (x£A/ ;) , akkor legyen 
(=1 
G = Ш х ) , g f x ) ; / = 1 , 2 , . . . , « } . 
A vizsgálat abból áll, hogy megnézzük, minden i-re igaz-e az fi(x)z=-gi(x) 
x £ M t reláció. 
Ha valóban minden i-re teljesül az egyenlőtlenség, akkor a tétel, azaz a bizonyí-
tandó egyenlőtlenség is igaz, ha nem, akkor még nem feltétlenül hamis az állítás 
(vagyis az egyenlőtlenség), hiszen itt csak becslésekről van szó. 
Ilyen bizonyítási eljárásokon belül az/ j(x) és g f x ) függvények meghatározásakor 
a következő konkrét becslések alkalmazhatók. 
3. Néhány becslési eljárás 
Elsőként egy [a, A] zárt intervallumon differenciálható / ( x ) és g(x) függvény 
közti 
f(x)>g(x) x £ [a, b] 
egyenlőtlenség bizonyításának módszerével foglalkozunk. 
Ha ismerjük az [a, b] intervallumon a két függvény deriváltjára adható korlá-
tokat, melyek: 
X 1 > / ' ( x ) > £ 1 , K2^g'(x)>k2, (x£ [a, A]), 
akkor kiszámítva egy xf pontban (x ; £ [a, A]) az / ( x ) és g(x) függvények értékeit, 
lineáris függvényekkel becsülhetjük a két függvényt. (Ezek a lineáris függvények 
lesznek a G halmaz elemei.) 
A becslési eljárás a következő egyenlőtlenségeken alapszik: 
Ha / ( x ) > g ( x ) és Ax>0 (x, x + AxÇ[a, A]) és ha 
(1) 
к 2 - к х ' 
akkor / ( x + ÍMx) > g ( x + 9zix) is igaz, ahol tetszőleges rögzített érték 
(1. ábra). 
Hasonlóan, ha / ( x ) > g ( x ) és A x < 0 (x, x + J x £ [ a , A]) és ha 
(2)
 ^ k2-Kl ' 
akkor f ( x + 9Ax)>g(x + 3Ax), ahol O ^ ö á l (1. ábra). 
Végül, ha 0 < z l x olyan, hogy 
nx f(x)-g(x) , / ( x + z l x ) - g ( x + zlx) 
(3)
 K2-k, + K,-k2 
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ahol X, x + Ax£[a, b], / ( x ) > g ( x ) és f ( x + Ax)>g(x + Ах), akkor / ( x + 9zlx) > 
> g ( x + 9Ax), 0 S 9 S 1 (2. ábra). 
A bizonyítási eljárás — a bevezetésben adott — kétféle módon történhet: 
1. n egyenlő részre osztjuk az [a, b] intervallumot x ; osztópontok segítségével, 
és megvizsgáljuk, hogy a Ax = x i + 1 —xf értékek minden /-re kielégítik-e az (1), 
(2) vagy (3) egyenlőtlenségek valamelyikét. Ha igen, akkor a bizonyítandó egyen-
lőtlenség is igaz a teljes [a, b] intervallumon. 
2. Az X osztópontokat az (1) vagy a (2) egyenlőtlenséget az х ,_! pontban 
kielégítő Ax érték segítségével adjuk meg úgy, hogy Ах = х ;— Х;_1; ahol xl=a 
vagy xx = b. Tulajdonképpen az eredeti intervallum valamely végpontjából kiindulva 
a lehető legritkábban helyezzük el az xt osztópontokat úgy, hogy a köztük levő 
Ax távolságok az (1) vagy a (2) egyenlőtlenséget még kielégítsék. Természetesen 
kiindulhatunk egyidejűleg az [a, b] intervallum mindkét végpontjából is (ekkor 
mondjuk x 1=űf, x2 = b és x i + 2 = х г - М х ) . Ha véges sok lépésben le tudjuk fedni 
ilyen [Xj, x i + 1] (illetve [xh x í + 2]) intervallumokkal az [a, b] intervallumot, akkor 
szintén igaz az f(x)>-g(x) (х6[я, b]) egyenlőtlenség. 
Ha f(x)>g(x) (X€[Ű, b]) (és az 1. változatnál az előre adott felosztás elég sűrű), 
akkor ezekkel a becslésekkel véges sok lépésben kimutatható az egyenlőtlenség. 
Ha van olyan с pont b], melyben f(c)^g(c), akkor az 1. módszernél mindig 
lesz olyan részintervallum, melyben nem teljesül az (1), (2) és (3) egyenlőtlenségek 
egyike sem (3. ábra), míg a 2. módszernél az xt pontoknak egy konvergens sorozatá-
hoz jutunk (4. ábra). 
Ha olyan с pont is létezik, melyben g ( x ) > / ( x ) , akkor az 1. típusú eljárásoknál, 
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ha az intervallum felosztása elég finom, van olyan xt osztópont, hogy /(•*;)-= &(•*;)• 
így kimutatható a bizonyítandó f(x)>g(x) x£[a, b] egyenlőtlenség hamissága. 
Természetesen gyakorlatilag nem lehetséges tetszőlegesen közeli függvény-
értékek közti egyenlőtlenség kimutatása, mivel a becsléseknél figyelembe kell venni 
a számítási pontosság korlátozottságából adódó hibát. Általában a számítás pontos-
ságának kérdése központi szerepet játszik eljárásainknál (hiszen numerikus mód-
szerekről van szó). 
Az eddig tárgyalt két eljárástípus közül az elsőnek előnye, hogy csak az f ( x ) 
és g(x) függvényértékek különbségét kell kiszámítani az előre adott xt pontokban, 
és ezt az értéket kell például az (x i + 1 — xt) (K2 — kx) értékhez hasonlítani (ha az (1) 
egyenlőtlenséget használjuk). A második esetben a függvényértékek különbségén 
kívül minden alkalommal (minden i-re) a következő osztópont helyét is meg kell 
határozni, viszont a deriváltakra előírt korlátok adott értéke mellett az osztópontok 
a legritkábban helyezkednek el, azaz eljárá-
sunk a lehető legkevesebb lépésből áll. 
Az első módszernél még az is előfordulhat, 
hogy ha nem elég sűrűn helyezzük el az osz-
tópontokat, akkor az eljárást egy finomabb 
felosztás mellett megkell ismételni. Ez a má-
sodik módszernél nem fordulhat elő. 
Mindkét eljárás hátránya, hogy ha a 
deriváltakra adott korlátok között nagy a 
különbség (5. ábra), akkor az (1), (2) és (3) 
egyenlőtlenségek által adott Ax értékek igen 
kicsik, és így az eljárás lassú, vagy a számí-
tási pontosság korlátozottsága miatt leáll. 
A lineáris függvényekkel való becslésen kívül más módszereket is használhatunk. 
Általában egy adott xt pontbeli függvényérték (esetleg még más jellemző érték) 
kiszámításával adunk becslést a függvényekre, ismerve változásuk maximális mér-
tékét. 
Például, ha egy xt pontban a függvényértékeken kívül a deriváltak értékeit 
is kiszámítjuk, és ha ismerjük a második deriváltakra adható kor lá tokat : 
A >/"(*) Ц >g"(x) > 4 , ( x € [a, b]), 
akkor parabolákkal helyettesíthetjük a függvényeket (6. ábra). 
у 
- V X 
6. ábra 
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Megjegyezhető, hogy a becslésnél csak az /,2 és lx értékek ismerete szükséges. 
Ezután ugyanazok a módszerek használhatók, mint a lineáris függvényekkel 
való becslésnél, csak most nem egyeneseknek, hanem a paraboláknak a metszés-
pontjait kell meghatározni. A metszéspontoknak az x = xt egyenestől mért távol-
sága lesz a megfelelő Ax maximális értéke. 
A parabolákkal való becslésnél hátrányos, ha a második deriváltakra adott 
korlátok távol vannak egymástól, vagyis ha az L2 — lx abszolút értéke túl nagy. 
Az eddig tárgyalt becslési módszereken kívül természetesen más módszerek is 
adhatók. Az alkalmazott módszert mindig a szereplő függvények típusának 
(alakjának) megfelelően választhatjuk meg. Előfordulhat, hogy egy becslési eljáráson 
belül egyszerre több különböző módszert is alkalmazunk a különböző részinter-
vallumokon belül. 
Speciális függvények esetében speciális módszereket is használhatunk. 
Például monoton növekvő (vagy csökkenő) függvények esetén konstans függ-
vényekkel is becsülhetünk: f f i x ) =/(*,), gj(x)=g(xi + l ) (7. ábra). 
A deriváltak közt fennálló egyenlőtlenség ismeretében (például g'(x)>f'(x), 
ha xd [a , 6]) csupán az intervallum egyik végpontjában kell ellenőrizni az egyenlőtlen-
ség teljesülését (8. ábra). 
Vagy ha tudjuk, hogy mindkét függvény deriváltja egyidejűleg monoton fogy, 
vagy monoton növekszik, akkor a bizonyítás az egyenlőtlenség véges sok pontban 
7. ábra 8. ábra 
f(a)-gca) < f(x2)-g(xz) f(a)-g(a)<f(x2)-g(x2) 
x X a=x, x2 ь • « S azxj *2 b 
9. ábra 
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a xn— с d •• x3 x2 bs xt 
10. ábra 
való ellenőrzésére (ha f"(x)<g"(x),\. 9. ábra), vagy véges sok pontban való szá-
mítás mellett egy [c ,d]cz[a ,b] részintervallumon való vizsgálatra redukálható 
(ha f"(x)>g"(x), 1. 10. ábra). 
Ha például tudjuk, hogy g"(x) >/"(*) x<í[a, b] (mondjuk é s / " ( x ) < 0 ) , 
akkor elegendő az intervallum két végpontjában ellenőrizni az egyenlőtlenséget 
(11. ábra). 
Ezen speciális módszerek alkalmazhatóságának szükséges feltételei — például, 
ha ismerjük a deriváltak közötti egyenlőtlenséget — teljesülésének kimutatására 
szintén alkalmazhatók gépi (numerikus) módszerek. 
Egy, az eddigiektől eltérő típusú bizonyítási eljárás adható meg azon az alapon, 
hogy az / ( x ) ^ g ( x ) x £ [a, b] egyenlőtlenség ekvivalens az f ( x ) — g(x) ;> 0 relációval, 
és így az egyenlőtlenség bizonyítása visszavezethető a h(x) = f ( x ) —g(x) függvény 
abszolút minimumának meghatározására (ilyen szélsőérték-keresési eljárások már 
ismeretesek). Közelebb visz a megoldáshoz, ha ismerjük azt a [c, d] részintervallumot 
(illetve általában azt a részhalmazt), melyben a h(x) abszolút minimuma van, hiszen 
ilyenkor már csak ezen a részhalmazon kell vizsgálni az egyenlőtlenséget (12. ábra). 
Természetesen ez a módszer nemcsak egyváltozós függvények esetén alkalmaz-
ható. 
Általában többváltozós függvényeknél az egyváltozós függvényekhez hasonló 
módon járhatunk el. 
11. ábra 12. ábra 
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4. Többváltozós függvények esete 
Példaként tekintsünk egy f ( x , y) és egy g(x, y) aSxSb, cSy^d függvényt. 
Bizonyítandó a g(x, y) y) egyenlőtlenség a fenti részintervallumon. Ilyenkor, 
ha a parciális deriváltakra korlátokat tudunk adni : 
х-
 df v 
ÊL 
dy K 2 > - к - > k 2 , 
r
 dz i 
T dg 
2
 ^ d y ^ 2' 
akkor , mint az egyváltozós esetben is, lineáris függvényekkel, azaz síkokkal helyette-
síthetjük a vizsgált függvényeket. Ezek a síkok a G halmaz elemei, és a megfelelő 
X j S x ^ X j + Ax, y j S y ^ y j + Ay részintervallumokon ezek között a lineáris függ-
vények között muta t juk ki az egyenlőtlenséget. 
Például, ha (L j - kjAx + (L2 - к2)Лу </(*„ y j -g(xh y j , akkor az egész 
Xj ^ x ^ x j +Ax, y>j s y ^ y j + Ay intervallumon igaz az f ( x , y)>g(x, y) egyenlőt-
lenség. 
Az egyváltozós esethez hasonlóan — az (1), (2) és (3) egyenlőtlenségekkel 
analóg képletek alapján — itt is különböző megoldások lehetségesek, és nemcsak 
a kétváltozós, hanem általában többváltozós esetben is. 
Ugyancsak az egyváltozós esettel analóg módon, a lineáris függvényekkel való 
becsléseken kívül egyéb más módszerek is alkalmazásra kerülhetnek. 
Befejezésként még megemlítünk néhány lényeges kérdést. 
5. Általános megjegyzések, problémák 
Az eddigiekben leírt, illetve megemlített módszerek egyáltalán nem merítik ki 
az összes lehetséges eljárástípust, melyeket egyenlőtlenségek bizonyításánál lehet 
használni. A deriváltakon kívül például a függvények más jellemzői is felhasznál-
ha tók a becsléseknél. Vannak esetek, amikor egészen más, az eddigiektől elvileg is 
különböző módszerek alkalmazása is eredményes. 
A felhasznált eljárás eredményessége természetesen függ attól, hogy milyen 
függvényekre alkalmazzuk. Az eljárás kiválasztásánál ezenkívül még a következő 
probléma is felmerül: 
Ha pontosabb becsléseket használunk, akkor az eljárás ál talában eredményesebb 
(például kevesebb lépésből áll, közelebbi függvények közti egyenlőtlenség is kimu-
tatható) , de ugyanakkor ez bonyolul tabb számítást igényel, és bonyolultság miat t 
a számítási pontosság is romlik, rontva a becslés pontosságát. Hasonlóképpen 
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a számítási pontosság növelése (például a számológép dupla pontosságú műveletek 
használatával) hatásosabbá teszi az eljárásokat, de ugyanakkor bonyolultabbá is. 
Bonyolult problémát okoz a számítás pontosságának meghatározása, illetve 
figyelembevétele a becsléseknél, hiszen a számítás hibája sok különböző tényezőtől 
függ: például maguktól a vizsgált függvényektől, a felhasznált számítási módszertől, 
az adott számológép szerkezetétől, sőt attól is, hogy az értelmezési tartomány mely 
pontjában végezzük a vizsgálatot. 
Ezek után összefoglalásként elmondhatjuk a következőket. 
Módszereink nem túl közeli f(x), illetve g(x) függvények közti egyenlőtlenség 
bizonyítását gyors és egyszerű úton teszik lehetővé. Eljárásaink hátránya azonban, 
hogy esetenként csak két konkrét függvény vizsgálata lehetséges, és ez is csak egy 
korlátos értelmezési tartományon. Az utóbbi probléma bizonyos esetekben megfe-
lelő transzformációk alkalmazásával vagy a függvények esetleges periodikusságának 
kihasználásával kiküszöbölhető. 
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h a l m a z r e n d s z e r e k e x t r e m á l i s 
t ö m ö r s é g ű e l r e n d e z é s e i v e l 
k a p c s o l a t o s p r o b l é m á k , i . 
írta: BENEDIKTI ISTVÁN 
In memóriám Oltó Varga (1909—1969) 
1. Bevezetés 
A statisztikában a szóródás mérésére különböző mérőszerszámokat használnak. 
Corrado GiNitől származik a következő két mérőszám: 
I n n 
A =
 N(N-1) Л ~ X k l f i f k ' 
3*4 
illetve 1 " " 
a' = 1é2 2 2 \ x j - x k \ f j k , N 3=14=1 
R 
ahol az x( gyakorisága fi és 2 fi = N. 
;=i 
A geometriában is felhasználhatók ezek a mérőszámok pontrendszerek lazasá-
gának, illetve tömörségének mérésére. 
D e f i n í c i ó . Egy P pontrendszer lazaságán a következő számot é r t jük : 
( * ) g(p) = \ 2 2 f ( p i , p j ) , 
+ ;=i 3=1 
ahol Ph PjfP,fi(Pi, Pj) e g y a P 2 - n értelmezett valós függvény, és и a pontok száma. 
Ebben a dolgozatban f(Ph Pfi a szokásos euklideszi távolság lesz. 
D e f i n ic i ó. Egy zárt H = {Hfii^j halmazrendszer F lazaságán annak a P = { a j ís í 
pontrendszernek a g(P) lazaságát értjük, melynek elemeit egy T/f =/"(#,•) halmaz 
értékű függvény határozza meg úgy, hogy Pt Ç H* és g(P) = min g(Pj, és 7" = {T2,}. 
A ' e t f * 
M E G J E G Y Z É S . Természetes — egy pontrendszer lazaságának mintájára — halmaz-
rendszer lazaságát is egy (-+) típusú formulával definiálni. Kézenfekvő továbbá 
f(Pt, Pj)-t távolságjellegű függvénynek választani. Az ilyen vizsgálatok, valamint 
affin vagy egyéb invariáns mérőszámok vizsgálata azonban már külön tanulmányt 
igényel. 
D e f i n í c i ó . Legtömörebb elrendezésnek nevezzük a H halmazrendszernek 
egy olyan elrendezését, melynek lazasága minimális. 
D e f i n í c i ó . Leglazább elrendezésnek nevezzük a H halmazrendszernek egy 
olyan elrendezését, melynek lazasága maximális. 
7. Probléma. Legyen 77={7 / ,} f € / halmazrendszer és T= {Tk)kèK a H halmaz-
rendszeren értelipezett tulajdonságok egy halmaza, ahol I és К tetszőleges index-
halmaz. Határozzuk meg adott F(H) függvény mellett H halmazrendszernek a leg-
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tömörebb, illetve leglazább, a T j d T tulajdonságoknak eleget tevő elrendezését, 
ahol j d K ' Q K . 
Ebben a dolgozatban bizonyos halmazrendszereknek csak a legtömörebb elren-
dezésével foglalkozunk. 
D e f i n í c i ó . A Hid H halmazokat hordozóhalmaznak, a H* = £ ( / / , ) halmazokat 
mérőhalmazoknak, a PtdP pontokat mérőpontoknak nevezzük. 
A dolgozatban hordozóhalmazként először zárt egységsugarú körlemezt, 
majd zárt egységnyi oldalhosszúságú szabályos háromszöglemezt, végül zárt egységnyi 
oldalhosszúságú négyzetlemezt szerepeltetünk, és ezeket a rövidség kedvéért körnek, 
háromszögnek, négyzetnek fogjuk nevezni. Mérőhalmaz pedig először a halmaz 
maga, majd a halmaz súlypontja, végül határának egy pontja lesz. 
D e f i n í c i ó . Lebegő mérőpontról beszélünk, ha M ; mérőpontot a H, halmaz 
tetszőleges pontjának választhaljuk, ez tehát nincs a halmazban rögzítve. 
D e f i n í c i ó . Rögzített mérőpontról beszélünk, ha az M ; mérőpont a Ht hal-
mazhoz rögzített pont (pl. súlypont, csúcspont stb.). 
Vizsgálataink során a következőkben kikötjük, hogy a hordozóhalmazok 
nem rendelkezhetnek majd páronként közös belső ponttal. Feltevéseink mellett 
g(P) értéke az elrendezéstől, F(H) függvénytől és az / indexhalmaztól függ. A továb-
biakban 1= {1, 2, 3, ..., n) lesz. Használni fogjuk a 
y(n) = mmg(P) 
jelölést. 
Dolgozatunkban az 1. probléma következő speciális eseteivel foglalkozunk. 
1. 1. 1. probléma. Határozzuk meg a páronként közös belső ponttal nem ren-
delkező, zárt egységsugarú körökből álló A = { / / J ( / ' €{1 ,2 ,3 , . . . , «} ) halmazrend-
szer legtömörebb lebegő mérőpontos elrendezését. 
1. 1.2. probléma. Határozzuk meg a páronként közös belső ponttal nem ren-
delkező, zárt egységsugarú körökből álló H = {A ;}K Í halmaz legtömörebb elrende-
zését, ha a mérőpontot 
a) a súlypontba, 
b) egy belső pontba, 
c) a kerület egy pontjába rögzítjük. 
1. 2. probléma. Határozzuk meg a páronként közös belső ponttal nem rendel-
kező, zárt egységnyi oldalú szabályos háromszögekből álló H={Hi)iíI halmaz 
legtömörebb elrendezését, ha a mérőpontot 
a) a súlypontba, 
b) egy oldalfelezőpontba, 
c) egy csúcspontba rögzítjük. 
1. 3. probléma. Határozzuk meg a páronként közös belső ponttal nem rendel-
kező, zárt egységoldalú négyzetekből álló H={Hi]iíl halmaz legtömörebb elrende-
zését, ha a mérőpontot 
a) a súlypontba, 
b) egy oldalfelezőpontba, 
c) egy csúcspontba rögzítjük. 
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D e f i n í c i ó . Legtömörebben továbbépített elrendezésnek nevezzük Я = { Я , } 
í£ {1, 2, ..., «} olyan elrendezését, melyben Я = { Я ; } {1, 2 и — 1} legtömö-
rebben továbbépített elrendezését egy Я„ halmaz úgy egészíti ki, hogy a halmaz-
rendszer lazasága minimálisan növekszik. Két halmaz esetén a legtömörebb elren-
dezést nevezzük legtömörebben továbbépített elrendezésnek. 
2. probléma. Határozzuk meg egy H={Hi}iíI halmazrendszer legtömörebben 
továbbépített elrendezéseit. 
M E G J E G Y Z É S . Ha egy elrendezésben egy mérőpontot egyszerre több hordozó-
halmazhoz rögzíthetjük hozzá, akkor a legtömörebb továbbépítésnél — ebben a dol-
gozatban — abból az elrendezésből indulunk ki, melyben a legtöbb hordozó-
halmazt rendelhetjük a mérőponthoz. Ezek után rátérünk az 1. problémák tárgya-
lására, bemutatva néhány egyszerű eredményt, közben további problémákra 
hívjuk fel a figyelmet. 
2, Néhány speciális halmazrendszer-elrendezés 
Az 1. 1., 1. 2. és 1. 3. problémákkal analóg problémákhoz jutunk, ha legtömö-
rebb elrendezés helyett legtömörebben továbbépített elrendezéseiket keresünk. 
1. 2. Egységkörök elrendezése 
E témakörben csak kis «-ekre és csak triviális esetekben vannak eredményeink, 
így ezek ismertetésétől eltekintünk. Ezekből az eredményekből is látható azonban, 
hogy a legtömörebben továbbépített elrendezés általában nem lesz egyúttal legtömö-
rebb elrendezés is. (Pl. lebegő mérőpontos elrendezéseknél.) Megadható azonban 
olyan F(H) függvény, amely esetén egyes н-eknél a két elrendezés azonos lesz. 
Természetesen vetődik fel a következő probléma: 
3. probléma. Milyen F(H) függvény, illetve feltételhalmaz esetén lesz minden 
legtömörebben továbbépített elrendezés egyben a legtömörebb elrendezés? 
M E G J E G Y Z É S . Körök esetén pl. a súlypontban rögzített mérőpontos legtömö-
rebben továbbépített elrendezés и —4 esetén már nem azonos a súlypontban rög-
zített mérőpontos legtömörebb elrendezéssel. 
2. 2. Szabályos háromszögek néhány elrendezése 
Ez a fejezet a 1. 2. problémával, illetve a legtömörebben továbbépített elrende-
zések hasonlóan megfogalmazható kérdéseivel foglalkozik. A hordozóhalmazok 
tehát szabályos háromszögek, és a mérőpontokat 
a) a súlypontba, 
b) egy oldalfelezőpontba, 
c) egy csúcspontba rögzítjük. 
A továbbiakban ya(rí) a súlypontba, yb(n) egy oldalfelezőpontba, ус(и) egy 
csúcspontba rögzített mérőpontos legtömörebb elrendezés tömörségét jelöli. 
M T A III. Osztály Közleményei 19 (1969) 
362 b e n e d i k t i i . 
Legtömörebb elrendezések n = 2 esetén 
A súlypontba rögzített mérőpontos legtömörebb elrendezésben a két három-
szögnek egy közös oldala van (1. ábra). 
Tekintsük ugyanis egy, a mérőponthoz legközelebbi határpont és a mérőpont 
/ 3 1/3 
távolságát, m e l y — . Ezért ya(2)s— adódik, amiből állításunk következik, hiszen 6 3 
j /3 
az elrendezésben y„(2) = — . Az oldalfelezőpontba rögzített mérőpontos legtömö-
rebb elrendezésben a két háromszög egy oldala közös, és a mérőpont a közös oldal 
felezőpontja, tehát yfc(2) = 0 (2. ábra). A csúcspontba rögzített mérőpontos leg-
tömörebb elrendezésben a két háromszögnek egy csúcsa közös, és ez a mérőpont is, 
tehát yc(2) = 0 (3. ábra). 
A fenti elrendezések legtömörebb továbbépítésével kapjuk a következő elren-
dezéseket, melyekben H„ jelöli az n - 1 darab halmaz adott elrendezését kiegészítő 
hordozóhalmazt, és M„ ennek mérőpontját . 
A súlypontba rögzített legtömörebben továbbépített elrendezésben n = 3 esetén 
H3 egy oldalegyenese megegyezik IL, egy oldalegyenesével, mely tartalmazza Hx és 
Я 2 egyik közös csúcsát. Az M3 mérőpont illeszkedik az MkM2 szakaszra, ahol 
M2 a H2, H3 oldalegyenesére nem illeszkedő csúcspontjának a szemközti oldalra 
vonatkozó tükörképe (4. ábra). 
Ezt az állításunkat két lépésben igazoljuk. 
к з 
1. Belátjuk, hogy M3 mérőpont я х и я г halmaz — sugarú paralel-6 
tartományának határán van. Tekintsünk egy tetszőleges M mérőpontot. Ez a paralel-
1. ábra 2. ábra 3. ábra 
4a. ábra 4b. ábra 
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tartomány belső pontja nem lehet, hiszen akkor két 
hordozóhalmaznak lenne közös belső pontja. Ha M 
külső pont (4a. ábra), akkor az MXMM2 háromszög 
belsejében tartalmazza a határ egy M' pontját . Ha 
most M helyett M' mérőpontot választjuk, a lazaság 
csökken, ami 1. állításunkat igazolja. 
2. A legtömörebb elrendezést szolgáló mérőpont 
a paraleltartomány határának egyenes szakaszán van. 
Tekintsük a paraleltartományt határoló ívekhez tartozó 
húrokat. Az ív bármely pontjához találhatunk a húron 
egy olyan pontot, melynek M1 és M2-től mért távolság-
összege kisebb. Egyszerű számításokkal igazolható, 
hogy a húrok felezőpontjai, melyekre a lazaság a húr 
pontjai között minimális, nagyobb távolságösszegeket 
adnak, mint a fenti M3 pont. M3 a paraleltartományt 
határoló egyenes szakaszt érintő, Mí és M2-1 össze-
kötő legrövidebb töröttvonal „érintési" pontja. Ennek 
meghatározásakor M2-t tükröztük a határoló szakaszra, 
s a tükörkép M2. Ez állításunkat igazolja. 
Használni fogjuk a legtömörebben továbbépített 
elrendezések F lazaságának jelölésére g(n)-1, illetve 
ga(n)-t egy a súlypontba, gb(n)-1 egy oldalfelezőpontba, 
gc(n)-t egy csúcspontba rögzített mérőpontos elrende-
zések esetén, ahol n a hordozóhalmazok száma. Ekkor 
l /T 
az adódik; hogy ga(3) = (j/l +1 ) . 
о 
Az oldalfelezőpontba rögzített mérőpontos legtö-
mörebben továbbépített elrendezésben и = 3 esetén a 
harmadik mérőpont Mx-ből H1 vagy H2 egyik Мг-1 
nem tartalmazó oldalára bocsátott merőleges talppontja 
(5. ábra). 
Állításunk igazsága abból adódik, hogy Ht\J H2 
halmaz ML = M2-höz legközelebbi határpontja M3. 
Tehát gb(3)=^. 
A csúcspontba rögzített mérőpontos legtömö-
rebben továbbépített elrendezésben n < 7 esetén a há-
romszögek egy csúcspontja közös, s ez egyben a mé-




6b. ábra rőpont is (6a. ábra). Tehát Ml = M2 = 3 = Mi = 
= М
ъ
 = Me, és g c ( « ) = 0 , ha « < 7 . 6 < и < 1 0 esetén 
a legtömörebben továbbépített elrendezésben hat háromszög szabályos hat-
szöget alkot — ennek középpontja a mérőpont —, melynek egyik oldalfelezőpontja 
a további háromszögek csúcspontja és mérőpontja (6b. ábra). így M2 = Ms = M9 
és gc(l) = 3 / 3 , gc(8) = 6]/3, gc(9) = 9 / T adódik. 
M E G J E G Y Z É S . A csúcspontba rögzített mérőpontos elrendezések n = 6 és n — 9, 
esetében (egy-egybevágóság erejéig) egyértelműen meghatározott elrendezések. 
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2. 3. Egybevágó négyzetek néhány elrendezése 
Ez a fejezet az 1. 3. problémával, illetve az előbbiekhez analóg módon megfogal-
mazható legtömörebben továbbépített elrendezések vizsgálatával foglalkozik. Most 
tehát a hordozóhalmaz zárt egységnyi oldalhosszúságú négyzet. 
'A súlypontba rögzített legtömörebb elrendezésben n= 2 esetén a két négyzet 
egy közös oldallal rendelkezik, így ya(2) — 1 (7a. ábra). 
7a. ábra 7b. ábra 7c. ábra 
Állításunkat a 2. 2. fejezetben ismertetett módon igazolhatjuk. 
Az oldalfelezőpontba rögzített mérőpontos legtömörebb elrendezésben n= 2 
esetén a két négyzetnek van egy közös oldala, s ennek felezőpontja a mérőpont, 
így yb(2) = 0, és Мг = M2 (7b. ábra). 
A csúcspontba rögzített mérőpontos legtömörebb elrendezésben n — 2 esetén 
a négyzetek egy csúcsa közös, és ez a mérőpont. Tehát yc(2) = 0 és M k = M 2 (7c ábra). 
Legtömörebben továbbépített elrendezések n=3 esetén 
A súlypontba rögzített mérőpontos elrendezésben M3 illeszkedik Hx és H.2 
közös oldalának egyenesére, és a három négyzetnek van egy közös oldalegyenese 
(8a. ábra). 
Állításunkat a 2. 2. fejezetben ismertetett bizonyításhoz hasonló módon igazol-
hatjuk. 
Az elrendezésből az adódik, hogy ga(3) = 1 + / 5 . 
Az oldalfelezőpontba rögzített mérőpontos elrendezésben a harmadik mérő-
pont Hx és H2 egy közös csúcsa, tehát gb(3) = 1 (8b. ábra). 
Állításunk abból következik, hogy a fenti M3 a H3 U H2 halmaz jk^-hez leg-
közelebbi határpontja. 
A csúcspontba rögzített mérőpontos elrendezésben a négyzetek egy csúcsa 
közös, és ez a mérőpont, tehát yc(3) = gc(3) = 0, és MX = M 2 — M 3 (8c. ábra). 
8a. ábra 
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Legtömörebben továbbépített elrendezések n = 4 esetén 
A súlypontba rögzített mérőpontos elrendezésben H3 és / / 4 oldala közös, és 
a négyzetek egyik oldala egybeesik (9a. ábra). 
Állításunk igazolásánál feltehetjük, hogy M4 a H, \JH2\J H3 halmaz 1/2 távol-
ságú paraleltartományának határán van. Ellenkező esetben a mérőpontokat össze-
kötő szakaszok egyikén választhatunk olyan határpontot, melyre a távolságösszeg 
csökken. A paraleltartomány határán történő mozgatással és számolással könnyen 
belátható, hogy az itt leírt elrendezés valóban legtömörebben továbbépített elren-
3 1 ,— 
dezés. Ebből következik, hogy g„(4) = 2 + y f 5 + 
Az oldalfelezőpontba rögzített mérőpontos elrendezésben az M4 mérőpont 




9а. ábra 9b. ábra 9c. ábra 
Állításunk igazolásakor feltehetjük, hogy Mx mérőpont vagy HfiA H2 halmaz 
H3 pontját nem tartalmazó oldalon van, vagy H3 határán, illetve A4 olyan oldal-
egyenesén, mely egyik végpontja H3 határpontját is tartalmazó oldalon van. Ellen-
kező esetben két halmaznak van közös belső pontja, vagy a 2. 2. pontban ismer-
tetett módon fel tudunk venni olyan mérőpontot, melyre a távolságösszeg csökken, 
és a fent leírt pontok egyike. Egyszerűen igazolható, hogy ezek közül M 4 szolgál-
tatja a legtömörebb elrendezést, melyből adódik, hogy gb(4) = 2. 
A csúcspontba rögzített mérőpontos elrendezésben a négyzetek egy csúcs-
pont ja közös, s a közös csúcs a mérőpont. Tehát gc(4) = yf4) = 0 , és M1~M2 = 
— M3 = M 4 = M (9c. ábra). 
M E G J E G Y Z É S . A súlyponthoz rögzített mérőpontos legtömörebben tovább-
épített elrendezés nem a legtömörebb elrendezés, ugyanis az egy közös csúcsponttal 
rendelkező négyzetek lazasága kisebb (14a. ábra). 
A következőkben néhány általános eredményt mutatunk be. 
T É T E L . A legtömörebben továbbépített elrendezések tömörségét leíró g(n) függ-
vény monoton növekvő, és alulról konvex függvény. 
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Bizonyítás. A monotonitás triviális, hiszen új halmaz hozzávételével a mérő-
pontok távolságösszege nem csökkenhet (ha g(n — 1 ) ^ 0 , akkor g(n)>-g (n — 1).). 
a) A g(n) függvény konkávitása a 
g(n) < - ! ) + £ ( " + 0 
egyenlőtlenséggel ekvivalens. Ebből 
g{n)-g(n — 1) = g(n + 1 )-g(n) 
adódik, és fordítva. Ez definíció szerint 
" i v w , mn) s i / ( m ; , м„+1) = n2rmh mn+1)+/(m„, mn+1). 
i=l i = 1 i = l 
n - 1 и -1 
Ez utóbbi egyenlőtlenség viszont abból adódik, hogy 2 f ( M t , M„) ^ 2 f ( M h M„ + 1), 
i= i i=i 
mivel m„-1 úgy választottuk, hogy egyetlen más — pl. mn + 1 — mérőpont esetén 
sem kapunk kisebb távolságösszeget. Ezzel állításunkat bebizonyítottuk. 
2. 4. Rácsos elrendezések 
A 2. 2. és 2. 3. pontban ismertetett csúcspontba rögzített mérőpontos elren-
dezésekben a hordozóhalmazok határa szabályos háromszögráccsá, illetve négyzet-
ráccsá volt kiegészíthető (2. 2-ben n = 6 esetén, 2. 3-ban и = 4 esetén). 
D e f i n í c i ó . Rácsos elrendezésnek nevezzük azokat az elrendezéseket, amelyek-
ben a hordozóhalmazok határa rácsot alkot, vagy azzá egészíthető ki. (Hasonlóan, 
körök esetén a középpontoktól követeljük, hogy háromszögrács vagy négyzetrács 
rácspontjai legyenek.) 
A bemutatott elrendezések többsége nem rácsos elrendezés, de egy ilyenből 
két rácsegyenes által határolt sáv, határoló egyenes mentén való eltolásával szár-
maztatható. 
D e f i n í c i ó . Sávnak vagy szalagnak nevezzük a síknak párhuzamos (egyenként 
legalább két rácspontot tartalmazó) egyenespár által határolt részét. 
D e f i n í c i ó . Sávos elrendezésnek nevezzük azokat az elrendezéseket, melyek 
egy vagy több párhuzamos sávnak a határoló egyenese mentén való eltolásával 
(esetleg helybenhagyásával) rácsos elrendezésbe vihető. Ebben a dolgozatban még 
azzal a további megszorítással is élünk, hogy a sávot határoló egyenesek egy koor-
dinátatengellyel legyenek párhuzamosak. Ebből kiindulva természetesen vetődnek 
fel a következő problémák. 
4. probléma. A H={Hi)iíI halmazrendszer mely elrendezése legtömörebben 
továbbépített sávos elrendezés, adott / indexhalmaz és F(H) függvény esetén? 
5. probléma. A H={Hi}iíI halmazrendszer mely elrendezése legtömörebben 
továbbépített rácsos, illetve legtömörebb rácsos elrendezés, ha adott az / index-
halmaz és F(H) függvény? 
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M E G J E G Y Z É S . Analóg fogalmak vezethetők be a térben is. Ott rácsos, réteges és 
vonalas elrendezések vizsgálatáról tudunk. Egyszerűen beláthatok a következő 
egyenlőtlenségek a síkban: 
У (л) — Vsávosfa) — У rácsos («)• 
Látni fogjuk, hogy g(n) függvényre nem mondhatjuk el ugyanezt. 
2. 5. Szabályos háromszögek rácsos elrendezései 
Ebben a fejezetben az 5. problémával foglalkozunk. A mérőpontokat rögzítjük 
a már ismert módon, s keressük a legtömörebben továbbépített elrendezéseket. 
Már láttuk a 2. 2-ben, hogy n=2 esetén a legtömörebb elrendezések rácsos elrende-
zések, illetve van köztük ilyen is, ezért ezután is ezekből indulunk ki: A súlypontba 
rögzített mérőpontos legtömörebben továbbépített rácsos elrendezésekben, n = 3 
esetén a háromszögeknek egy közös csúcspontjuk van (10a. ábra). 
Állításunkat egyszerűen igazolhatjuk az М
ь
 M , fókuszú ellipszisek segítségével. 
21/3 
Az elrendezésből ga(3) = 1 - I—— adódik. 
Az oldalfelezőpontba rögzített mérőpontos legtömörebben továbbépített rácsos 
elrendezésben n — 3 esetén H3-nak közös oldala van H2-ve 1 (vagy / / -gyei) , és ezen 
van M3 (10b. ábra), így gb(3) = l adódik. 
10c. ábra 
A csúcspontba rögzített mérőpontos legtömörebben továbbépített rácsos 
elrendezés n esetén megegyezik a már ismertetett legtömörebb elrendezéssel 
(10c. és 11c. ábra). 
A súlypontba rögzített mérőpontos legtömörebben továbbépített rácsos elren-
dezésben и = 4 esetén a háromszögek egy két egységynyi oldalú szabályos három-
szöget alkotnak, így ga(4) = З + ^З ( l i a . ábra). 
Az oldalfelezőpontba rögzített mérőpontos legtömörebb rácsos elrendezésben 
л = 4 esetén a háromszögek egy két egységnyi szabályos háromszöget alkotnak. 
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A mérőpontok a közös oldalakon vannak, így gb(4) = 2 , 5 (11b. ábra). Állításaink 
abból adódnak, hogy 
f(Mx, Mj) +f(M2, Mj) = /(M4, M3)+f(M,, M3), 
valamint M3 / ( M 4 , M3) sugarú környezetében nincs M4-től különböző mérőpont, 
illetve a súlypontba rögzített mérőpontos rácsos elrendezésben csak M4-nél nagyobb 
távolságösszeget adó mérőpont található. 
További vizsgálataink során felhasználjuk a következő lemmát: 
L E M M A . A síkban n — 1 számú zárt halmaz egy legtömörebben továbbépített 
elrendezését tartalmazó legszűkebb téglalapnak, és az elrendezést n számú hordozó-
halmazt tartalmazó legtömörebben továbbépített elrendezéssé kiegészítő H„ halmaz-
nak van közös pontja. 
Állításunk egy speciális esetét bizonyítjuk, de a bizonyítás változtatás nélkül 
alkalmazható a lemma teljes bizonyítására is. 
A legtömörebben továbbépített rácsos elrendezés H„ hordozóhalmaznak és 
a legszűkebb, rácsegyenesekkel határolt téglalapnak, mely az n — 1 darab hordozó-
halmaz esetén legtömörebben továbbépített rácsos elrendezést tartalmazza, van közös 
pontja. 
Bizonyítás. Tegyük fel, hogy a Hn hordozóhalmazt valamely rácsegyenes 
elválasztja az összes Hji < n) halmaztól (12. ábrán pl. AD egyenes, H} halmaz). 
Ekkor tekintsük az mtjmj derékszögű háromszöget, ahol m egy tetszőleges M ; (i < r í ) 
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mérőpont. H j egy MjTj szakasz mentén történő eltolással A / b e vihető, melynek 
egy oldala AD rácsegyenesen van. Mivel Mj elválasztja Mj-1 és az MjM'j egyenesre 
М-ЫЫ bocsátott merőleges Tj talppontját, így f(M, Mj) f(M, Mj) adódik. Ha 
H'j halmaznak és A BCD téglalapnak még nincs közös pontja , akkor azt egy újabb 
eltolással — a távolság további csökkentése mellett — elérhetjük. 
12. ábra 
M E G J E G Y Z É S . Hasonló állítást megfogalmazhatunk szabályos háromszögek 
rácsos elrendezésére is. 
Természetesen vetődik fel a következő kérdés: 
6. probléma. A legtömörebb elrendezés konvex burkán belül hány újabb 
hordozóhalmazt helyezhetünk el, az elrendezés megváltoztatása nélkül? 
2. 6. Négyzetek rácsos elrendezései 
Ez a fejezet egységnyi oldalú négyzetek legtömörebben továbbépített rácsos 
elrendezéseivel foglalkozik. A bemutatásra kerülő elrendezések a 2 .4 . fejezet 
állítása alapján egyszerű számításokkal igazolhatók. 2. 3-ban n =2 esetén bemutatót 
legtömörebb elrendezések rácsos elrendezések. Ezek továbbépítésével kapjukt 
a következő elrendezéseket. 
Egységnégyzetek legtömörebben továbbépített elrendezései n = 3 esetén: 
A súlypontba rögzített mérőpontos rácsos elrendezésben a három négyzet 
közös csúcsponttal rendelkezik (13a. ábra), így g0(3) = 2 + É2. 
13a. ábra 13b. ábra 13c. ábra 
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Az oldalfelezőpontba rögzített mérőpontos elrendezésben a három négyzet-
nek egy közös csúcsa van. A harmadik mérőpont H3 és HX (vagy H fi közös oldalán 
van, így gb(3) = Í2 (13b. ábra). 
A csúcspontba rögzített mérőpontos rácsos elrendezésben a három négyzetnek 
egy közös csúcsa van, amely a mérőpont. Tehát gc(3) = 0 (13c. ábra). 
A legtömörebben továbbépített elrendezések n= 4 esetén: A súlypontba rög-
zített mérőpontos rácsos elrendezésben a négyzeteknek egy közös csúcspontja van, 
így ga(4) = 4 + 21/2 (14a. ábra). 
14a. ábra 14h. ábra 
14c. ábra 14d. ábra 
Az oldalfelezőpontba rögzített mérőpontos rácsos elrendezés nem egyértelmű, 
két elrendezés adódik: 
1. A négyzeteknek egy közös csúcspontja van, és a mérőpontok HX és H.2 
négyzet közös vonalain helyezkednek el (14b. ábra). 
2. HT négyzet a HXM3 mérőponttal szemközti oldalára illeszkedik, és Л/4 a közös 
oldal felezőpontja (14d. ábra). Mindkét elrendezésben gA(4) = 1 +2] /2 . 
A csúcspontba rögzített mérőpontos rácsos elrendezésben a négyzeteknek 
egy közös csúcspontjuk van, és ez a mérőpont így g c ( 4 ) = 0 (14c. ábra). Azonos 
a 2. 3. pontban n=4 esetén megismert elrendezéssel. 
A legtömörebben továbbépített elrendezések n = 5 esetén: A súlypontba rög-
zített rácsos elrendezésben négy négyzet egy közös csúcsponttal rendelkezik, az 
ötödiknek ezek egyikével van közös oldala; gb(5) = 7 + 3^2 + )/5 (15a. ábra). 
Az oldalfelezőpontba rögzített mérőpont esetén két rácsos elrendezés adódik: 
1. Négy négyzetnek egy közös csúcspontja, az ötödiknek ezek egyikével közös 
oldala van, melynek felezőpontja a mérőpont. Ekkor gb(5) = 2 + 4|/2 (15b. ábra). 
2. A HX négyzetnek mind a négy másik négyzettel van közös oldala, melyek 
felezőpontja a mérőpont . Most gb(5) = 3 + 3|/2 (15d. ábra). 
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16c. ábra 16d. ábra 
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A csúcspontba rögzített mérőpontos elrendezésben négy négyzetnek egy közös 
csúcsa, az ötödiknek ezek egyikével közös oldala van. M 5 mérőpont a Hb azon csúcsa, 
mely másik két négyzetnek is csúcsa. így g c ( 5 ) = 4 (15c. ábra). 
A legtömörebben továbbépített elrendezések « = 6 esetén: 
A súlypontba rögzített mérőpontos rácsos elrendezésben a négyzetek egy 3 és 
2 egységnyi oldalú téglalapot alkotnak, így Sa(6) = 11 + 4 p 2 + 2 / 5 (16a. ábra). 
Az oldalfelezőpontba rögzített mérőpontok esetén két elrendezés adódik: 
1. A négyzetek egy téglalapot alkotnak, melynek oldalai 3 és 2 egységnyi 
hosszúak. A mérőpontok Hx és H2 oldalain helyezkednek el, így gb(6) = 4 + 6) 2 
(16b. ábra). 
2. А Но négyzet M2-veI szomszédos oldala а Я6-пак is oldala, s az M 6 mérő-
pont a közös oldalon helyezkedik el. Most gb(6) = 4 + 5 / 2 + 4 ) 10 (16d. ábra). 
A csúcspontba rögzített mérőpontos rácsos elrendezésben a négyzetek egy 
téglalapot alkotnak, melynek oldalai 3 és 2 egységnyiek. M 5 = M6 és így gc(6) = 8 
(16c. ábra). 
A legtömörebben továbbépített elrendezések n = 7 esetén : 
A súlypontba rögzített mérőpontos rácsos elrendezésben hat négyzet egy tégla-
lapot alkot, melynek három egységnyi hosszúságú oldalához szimmetrikusan illesz-
kedik a # 7 négyzet. ga(7) = 1 4 + 6 / 2 + 4 / 5 (17a. ábra). 
Az oldalfelezőpontba rögzített mérőpontos rácsos elrendezésben hat négyzet 
egy téglalapot alkot, melynek 3 egységnyi hosszúságú oldalára szimmetrikusan 
illeszkedik / / , . A mérőpontok hk és H2 négyzet oldalfelező pontjai (az egyiken 
csak 3), így g„(l) = 6 + 7 / 2 + / Т О (17b. ábra). 
17a. ábra 17b. ábra 17c. ábra 
A csúcspontba illesztett mérőpontos rácsos elrendezésben hat négyzet egy tégla-
lapot alkot, melynek 3 egységnyi hosszúságú oldalán az M-hez közelebbi csúcs-
pont M7 mérőpont, és gc(l) — 12 + 2) 2 (17c. ábra). 
A legtömörebben továbbépített elrendezések « = 8 esetén: 
A súlypontba rögzített mérőpontos rácsos elrendezésben hat négyzet egy tégla-
lapot alkot, melynek 3 egységnyi hosszúságú oldalára két négyzet illeszkedik, így 
ga(8) = 18+ I O / 2 + 6/5" (18a. ábra). 
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18a. ábra 18b. ábra 18c. ábra 
Az oldalfelezőpontba rögzített mérőpontos rácsos elrendezésben a négyzetek 
Hx és H2 oldalaihoz illeszkednek. A mérőpontok Hx és H2 oldalfelezőpontjai, és 
g(8) = 10 + 9 / 2 + 2/TÖ (18b. ábra). 
A csúcspontba rögzített mérőpontos rácsos elrendezésben Я 8 egyik csúcsa 
M7 mérőpont, így M7 = Ms és gc(8) = 16 + 4 / 2 (18c. ábra). 
3. További problémák 
Ebben a fejezetben vizsgálatainkkal kapcsolatos rokon problémákat ismer-
tetünk. 
7. probléma. Milyen F(H) függvény esetén fog a rögzített mérőpontos leg-
tömörebben továbbépített (illetve legtömörebb) elrendezés és a lebegő mérőpontos 
legtömörebben továbbépített (illetve legtömörebb) elrendezés megegyezni? 
8. probléma. Megadható-e olyan FX(H) és F.,(H) függvény, hogy a legtömö-
rebben továbbépített (illetve legtömörebb) elrendezés megegyezzen? 
9. probléma. Melyek azok az F(H) függvények, melyek esetén a legtömörebben 
továbbépített elrendezés és a legtömörebb elrendezés azonos? 
10. probléma. Állíthatjuk-e, hogy legtömörebb elrendezések hordozóhalmazai 
egyesített halmazának konvex burka körhöz konvergál, ha 
11. probléma. Megadható-e olyan FX(H) és F2(H) függvény, melyekkel a két 
legtömörebb továbbépített (illetve legtömörebb) elrendezés mérőpontjainak halmaza 
megegyezik? 
12. probléma. Ha egy legtömörebben továbbépített elrendezés nem egyértelmű, 
akkor a különböző elrendezésekből kiindulva szükségszerű-e bizonyos számú 
lépés után ugyanahhoz az elrendezéshez jutni (mint pl. a 2. 6. fejezetben)? 
13. probléma. Állíthatjuk-e, hogy legtömörebb elrendezés hordozóhalmazai 
egyesített halmaza konvex burkának minimális az átmérője? Azaz n számú halmaz-
nak van-e olyan legtömörebb elrendezése, mely konvex burkának átmérője nem 
nagyobb egyetlen más elrendezés konvex burka átmérőjénél? 
14. probléma. Mely feltétel mellet igaz az, hogy egy legtömörebb n elemű 
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elrendezést magába foglaló legszűkebb kör (gömb) sugara csak akkor növekszik 
л-ről n + l - r e térve, ha a körben (gömbben) nincs már helye több halmaznak? 
15. probléma. Mit lehet mondani az előző problémák megoldásáról, ha egy-egy 
hordozó halmazban több rögzített vagy lebegő mérőpont is szerepel? 
16. probléma. Mit lehet mondani az előző feladatok megoldásáról, ha iteráljuk 
a feladat feltételeit: hordozóhalmazon egy újabb hordozóhalmaz és azon a mérőpont 
stb. . . .? 
17. probléma. Halmazrendszerek lazaságát definiálva úgy is el lehet járni, 
hogy nem a g(P) minimális, hanem maximális értékét vesszük számításba. Mit lehet 
ekkor mondani az egyes itt felmerülő problémák megoldásáról? 
18. probléma. Mi az összefüggés a különböző módon definiált lazasági mérőszámú 
extremális elrendezések és ezek lazaságai és tömörségei között? 
Fenti problémák ismertetésénél nem volt célunk egymástól független problémák 
felsorolása, úgy szerepeltettük őket, ahogy felmerültek. 
A dolgozat problémakörére POGÁNY CSABA hívta fel a szerző figyelmét. Ugyan-
csak ő hívta fel a figyelmet a lebegő mérőpont, a sávos és rácsos, valamint a réteges 
és vonalas elrendezés vizsgálatára és a 14—18. problémákra, valamint a 10. problé-
mával kapcsolatban a legtömörebb elrendezés körhöz (gömbhöz) való konvergen-
ciájának vizsgálatára. 
Az 1 . 1 . 2 . a probléma azonos FEJES TÓTH LÁSZLÓ [ 2 ] egy másképp megfogalma-
zott problémájával, amellyel kapcsolatban HORVÁTH JENŐ [3] ért el eredményeket. 
Térbe l i r o k o n p r o b l é m á k a t o l d o t t a k m e g BALÁZS ERZSÉBET [1] és LAJOS 
JÓZSEF [4], l ebegő m é r ő p o n t o s p r o b l é m á k a t o ld m e g TÖLGYESI LÁSZLÓ [5]-ben. 
Dolgozatunk következő részében extremális tömörségű elrendezésekkel kap-
csolatos olyan eredményekkel foglalkozunk, amelyekben majd az itt ismertetett 
konstrukcióknak lényeges szerep jut. 
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This paper is concerned with the research of the packing of several plane domains under restric-
tions for example let the value of the function ( * ) be minimal, where f(P,, Pj) is the Euklidean dis-
between points P, and Ps (P, € II „ PjíHj, Я . п Я , = 0 / , / = 1, 2,..., л, íVJ). 
MTA III. Osztály Közleményei 19 (1969) 
f e j e s t ó t h l á s z l ó e g y s e j t é s é r ő l 
írta: RUDA MIHÁLY 
In memóriám Varga Ottó (1909—1969) 
Bevezetés 
Egy adott konvex n-szög minden oldalát kettéosztjuk kfi\—k) arányban 
( 0 - = á < 1 ) , a következő módon: Legyenek a sokszög csúcsai rendre A0, A1, A2, ..., 
...,A„=A0, az osztópontok pedig B„, Blt B2, ..., Bn = B0. Ekkor A0B0:BçyAx = 
= A1B1:BlA2 =... =An_1Bn_1:Bn_1A„ =k:(l — k). Az osztópontok mint csúcs-
pontok által meghatározott B1 • B2•... B„ sokszögre ugyanilyen k/(l — k) felosztási 
arány mellett és ugyanolyan körüljárással ismételjük az eljárást. így eljutunk egy 
harmadik CXC2 ... C„ sokszöghöz úgy, hogy B1C1:C1B2 = B2C2.C2B3 = . . . 
... =BnC„:C„B1 = K:(L — k). FEJES TÓTH LÁSZLÓ sejtése az, hogy az iteráció által 
nyert sokszögek egy-egy affinitással mindig olyan sokszögekbe vihetők, amelyek 
egy szabályos sokszöghöz tartanak. 
A sejtés bizonyítása а к = 1/2 értékre, öt- és hatszögre ismeretes [1,2]. Négyszögre 
a 1/2 érték mellett a sejtés helyessége triviális, hiszen már az első lépésben 
paralelogrammához jutunk. 
Négyszög esetén sem adható ilyen egyszerűen válasz, ha к X 1/2. A következők-
ben ezt a problémát vizsgáljuk. 
A sejtés bizonyítása négyszögre 
Adott egy tetszőleges A BCD négyszög. Ennek oldalait felosztjuk к fi 1 — k) 
arányban úgy, hogy ha az osztópontok A1B1C1D1, akkor AA1:A1B = BBq.B^ — 
= CC 1 :C\D==Z)D 1 :D^r=(l -k)/k. Legyen 1 / 2 < Á < 1 (1. ábra). 
Az eljárást folytatva az г'-edik lépésben 
egy AiBiCiDl négyszöghöz jutunk. Bebizonyít-
juk, hogy miközben i végtelenhez tart, a négy-
szögek sorozata durván kifejezve, paralelogram-
mához konvergál. 
Az eljárás folyamán a négyszögek tulajdon-
képpen egy ponttá zsugorodnak, s így minden 
négyszögre egy-egy megfelelő mértékű nagyítást 
kell alkalmaznunk. Fontos figyelembe venni azt 
a tényt is, hogy a négyszögsorozat, melyet az 
iteráció során kapunk, általában nem egyet-
len paralelogrammához tart. Legegyszerűbb 
példa erre a téglalap k = 1/2 érték mel-
lett. Ekkor az eljárás közben váltakozva 
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rombusz, illetve téglalap lesz a négyszög, és így határhelyzetként is ezt a két külön-
böző típusú paralelogrammát kapjuk (2. ábra). 
A következőkben tehát, ha azt mondjuk, hogy az eljárás által adott négyszög-
sorozat paralelogrammához tart, akkor nem egyetlen paralelogrammára gondolunk, 
hanem csupán arra, hogy az egyes négyszögek típusát tekintve konvergál a sorozat 
a paralelogramma típushoz. Mindenestre problémát 
jelent az, hogy milyen tulajdonság alapján döntjük 
el az iteráció által kapott négyszögsorozatról, hogy 
paralelogrammához konvergál-e vagy sem. 
A kérdés megválaszolására több lehetőség is adó-
dik, a paralelogramma különböző lehetséges definí-
cióit alapul véve. 
Egy lehetséges definíció például a következő: egy 
2. ábra négyszögsorozat paralelogrammához tart, ha a szem-
köztes oldalegyenesek szöge nullához tart. 
E definíció alkalmazásánál az a kényelmetlenség merül fel, hogy az eljárás 
közben a tekintett két szög közül nem feltétlenül tart mindkettő monoton nullához. 
Legyenek például az AlBiCiDi négyszög csúcsai rendre a (0 ,0) , (0, 1), (1, 1), (2,0) 
koordinátájú pontok a síkban, és legyen к = 2 / 3 (3. ábra). 
Ekkor a következő lépésben adódó Ai+1Bi + 1Ci + 1Di + 1 négyszögben már nincsen 
párhuzamos oldalpár, míg az előző négyszög egy trapéz volt. 
Hasonlóképpen nem mondható el az sem, hogy az eljárás közben a négyszög 
mindkét átlójának felezőpontja monoton közeledik az átlók metszéspontjához. 
(Ez is paralelogrammához való közeledést jelentene.) Tekintsük például azt az 
AjBjCjDj deltoidot, amelynek csúcsai rendre a sík (0, 3), ( — 3, 0), ( 0 , - 6 ) , (3 ,0) 
koordinátájú pontjai. Ha például к = 2/3, akkor a következő lépésben adódó négy-
szög átlóinak már egyike sem felezi a másikat (4. ábra). 
3. ábra 4. ábra 
A következőkben — a fenti lehetőségeket félretéve — azt használjuk fel, hogy 
a paralelogramma átlóinak felezőpontjai egybeesnek (vagyis távolságuk nulla). 
Legyen az eljárás közben előállított /-edik négyszögben az átlók felezőpontjai-
nak távolsága dj. Jelöljük ugyanezen négyszög nagyobbik átlójának hosszát /-vei. 
Ekkor a következő tétel mondható ki. 
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TÉTEL. A négyszögek sorozata (esetleg elfajuló) paralelogrammához tart, azaz 
l i m y - = 0. Ismételten felhívjuk a figyelmet arra, hogy nem egyetlen konkrét 
OO ' 
paralelogrammáról, hanem a négyszögsorozat tagjainak típusáról van szó. 
Bizonyítás. Jelölje az i'-edik lépésben előállított 
négyszög csúcsaihoz vezető vektorokat rendre a, b, с és 
d. Ekkor az i + 1-edik négyszög csúcsait rendre az 
e = ka + (1 - k ) b, 
f = kb + ( 1 —k)c, 
g = kc + ( l - k ) d , 
h = k d + ( l — k)a 
vektorok adják, ahol 1 / 2 < к < 1 (5. ábra). 
Azonnal látható, hogy 
di = l/2ja + c — b — d| 
es ugyanígy 5. ábra 
tehát 
(1) 
di+1 = l/2|e + g - f - h | = 
= l/2|ka + ( l - k ) b + kc + ( l - k ) d - k b - ( l - k ) c - k d - ( l - k ) a | = 
= l /2(2k — l)|a + c — b — d|, 
di+1 = (2k — !)/;. 
Legyen az i'-edik négyszögben a legnagyobb átló az а —с vektor (6. ábra), 
azaz /, = |a — c|. 
Jelöljük a b —d vektornak az а —с egyenesébe eső komponensét b —d-vel. 
(Nyilván jb —d]^|a—c| , ha а—с nem a kisebbik átló.) 
Két esetet különböztetünk meg: 
2k — 1 
(a) |b — — r - |a—c| és az а —с illetve b —d vektor ellenkező irányú. 
6. ábra 
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Jelöljük ekkor az f —h vektornak (mely az (í + l ) - e d i k négyszög egy átlója) 
az а —с irányba vett vetületét f —h-val (6. ábra). 
f - h = £b + (l — Á)c — — ( 1 — £)a = /r(b — d) + ( 1 — к) (c — a). 
Ekkor 
f ^ h = / c ( M d ) + ( l - A : ) ( c - a ) . 
Kihasználva az (a) feltételt: 
2k—\ |f — h| s — ja — c| + ( 1 — A:)|a — c| = (2k- 1 + ( 1 - k ) ) | a - c | . 
Legyen 0 < ô < 1 — к rögzített érték ! így igaz, hogy 
| f - h | ^ ( 2 f c - l + ó ) | a - c | . 
2k — 1 (b) |b — d | s — t— |a — c| vagy ez a két vektor egyező irányú. 
к 
Állítsuk elő az e —g vektort! 
e — g = k(a —c) + (l — k)(b —d). 
Jelöljük az e —g vektor а —с irányú komponensét e —g-vel! (6. ábra) 
e - g - —c) + (l —k) (b —d) 
,2k—l 
A (b) feltétel szerint : | e - g | s f c | a - c | - ( I - k ) — — |a — c| = 
к 
i ( l - k ) 2 + ( 2 Â : - l ) 
• |a — — 1 + ( 1 — k)2)|a —c| (mivel 1). 
Tehát | e - g | p - ( 2 k - l + ú 2 ) | a - c | . 
Bebizonyítottuk tehát, hogy mind az (a), mind a (b) feltétel mellett 
( 2 ) - A - < I ( )
 / i + 1 2 / t - l + ő 2 ' 
hiszen /i + 1 = max (|f —h|, |e — g|}, és ôz^ô2 , mert 0 < < 5 < 1 . 
Az ( l ) egyenlőségből és a (2) egyenlőtlenségből azonnal adódik, hogy 
di(2k— 1) di+1 
/>(2/с— 1 + <52) li + 1 -
Ebből 
(3) A . í m - i L A 
Ezzel tételünket be is bizonyítottuk, hiszen a -j- pozitív tagokból álló szám-
'i 
^ ( j y 
sorozatot majoráló -L y f j j HÁ52J s o r o z a t ' s nullához tart (ha az i tart a végtelen-
hez), mert 1 / 2 < A : < 1 , és <5p»0 rögzített érték. 
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1. KÖVETKEZMÉNY. A (3) egyenlőtlenségből azonnal látható, hogy a ' sorozat 
и 
nullához való konvergálásához nem szükséges, hogy az eljárás közben к értéke 
változatlan legyen, elegendő az is, hogy ha az /'-edik lépéseknél használt k, felosztási 
arányok (egy rögzített körüljárási irány mellett) az 1 / 2 < к , < 1 — ô feltételt kielé-
gítik, ahol <5p»0 rögzített érték, / = 1 , 2, .... 
2. KÖVETKEZMÉNY. Mivel a bizonyítás közben nem használtuk ki, hogy az 
a, b, c, d, illetve e, f, g, h vektorok síkbeliek, ezért tételünk térbeli négyszögekre 
is igaz. 
Itt mutatkozik meg az általunk használt jellemző érték előnye is, hiszen 
például az, hogy egy négyszög szemköztes oldalainak hossza egyenlő, többdimenziós 
térben azt sem biztosítja, hogy a négyszög síkbeli. 
A következőkben néhány megjegyzés, illetve még megoldatlan probléma sze-
repel a fenti iterációs eljárással kapcsolatban. 
Megjegyzések és problémák 
Elsőként (bizonyítás nélkül) azt jegyezzük meg, hogy a hányados nullához 
ч 
tartása valóban a négyszögsorozat paralelogrammához közeledését jelenti, hiszen 
ha y- elég kicsiny, akkor a szemköztes oldalegyenesek iránya is tetszőlegesen közel 
h 
kerülhet egymáshoz, illetve a szemközti oldalak hosszának különbsége is tetszőle-
gesen kicsi lehet (természetesen az oldalhosszakat a négyszög átmérőjével osztjuk). 
Érdekes problémák merülnek fel, ha azt vizsgáljuk, hogy hogyan viselkedik 
a négyszögsorozat az iteráció alatt. Feltehető például a következő néhány kérdés: 
1. Általában milyen négyszögeket kapunk az eljárás során egy adott négyszög-
ből kiindulva, adott k/(l—k) felosztási arány mellett, illetve milyen négyszögből 
kell kiindulni és mekkora legyen а к értéke, hogy véges sok lépésben egy előre adott 
négyszöghöz hasonló négyszöget kapjunk (azaz hány lépésben jutunk a kívánt 
eredményre)? 
Általánosabb kérdésekre térve, elmondható például, hogy az eljárás a konvexi-
tást megtartja, azonban: 
2. Igaz-e, hogy egy konkáv (de nem hurkolt) négy-
szögből véges sok lépés után konvex négyszöghöz 
jutunk? 
3. Elmondható-e ugyanez bizonyos hurkolt négy-
szögekről is? (Milyen hurkolt négyszögek maradnak 
mindig hurkoltak?) 
Az igaz, hogy van olyan hurkolt négyszög, 
mely az eljárás közben mindig hurkolt marad. 
Például, ha a négyszög oldalai egy szimmetrikus 
trapéz szárai és átlói (7. ábra). 
Látható, hogy határhelyzetként egy szakasszá 
fajuló négyszöget kapunk. Ez egyébként minden 
olyan négyszögre igaz, mely az iteráció közben 7. ábra 
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mindig hurkolt marad, különben nem tarthatna a megfelelő négyszögsorozat 
paralelogrammához. 
4. Kérdés, hogy általában mikor jutunk elfajuló négyszöghöz. 
Ha mind a négy csúcs egy egyenesbe esik, akkor ez a helyzet az eljárás során 
nem változik. Ha a négyszög elfajult egy nem elfajuló háromszöggé (három csúcs 
esik egy egyenesbe), akkor rögtön az első lépésben egy konvex négyszöghöz jutunk, 
így (nem elfajuló) háromszöget az eljárás közben (egynél többször) nem kaphatunk 
— még határhelyzetként sem. 
5. Felmerül az a kérdés is, hogy ha az iteráció során esetleg nemcsak paralelog-
rammához, hanem speciálisabb négyszöghöz: rombuszhoz, négyzethez is juthatunk, 
akkor milyen négyszögből kiindulva történhet ez meg? 
Az előző szakaszban már volt szó arról, hogy az eljárás által adott négyszög-
sorozat általában nem egyetlen paralelogrammához tart (1. pl. 2. ábra). A következő 
eseteket különböztethetjük meg: 
a) Egyetlen paralelogrammát kapunk határhelyzetként. Ez az eset fordul elő 
akkor, ha egy négyzetre alkalmazzuk az eljárást, hiszen a négyzet (hasonlóság 
erejéig) invariáns az eljárással szemben, és így határértékként is négyzetet kapunk. 
Általában megvizsgálható az a probléma: 
6. Mi annak a szükséges és elégséges feltétele, hogy egy (nem feltétlenül konvex) 
sokszög invariáns legyen az eljárással szemben. (Például elégséges feltételként 
megadható a sokszög szabályossága.) 
b) Véges sok (egynél több) különböző típusú paralelogrammát kapunk határ-
helyzetként (1. pl. 2. ábra). 
c) Határhelyzetként végtelen sok különbözőtípusú paralelogrammát nyerünk. 
d) Nincs egyetlen olyan paralelogramma típus sem, amelyhez a négy szög-
sorozat konvergál. Ez azonban a Boltzano—Weierstrass-tétel szerint lehetetlen. 
Ezután a következőre kell választ adni: 
7. A fenti (a—d) lehetőségek közül melyek és mikor lépnek fel. (Az a) és b) 
esetre már adtunk példát, tehát ezek a lehetőségek megvalósulhatnak.) 
Ha határhelyzetként véges vagy végtelen sok paralelogrammatípus jön létre, 
akkor megvizsgálható: 
8. Milyen tulajdonsággal rendelkezik az így nyert paralelogramma, illetve 
a véges vagy végtelen számú elemből álló paralelogramma osztály. 
Ennek a kérdésnek a megfordítása: 
9. Milyen négyszögből kell kiindulni, hogy egy előre adott paralelogrammához, 
illetve paralelogramma osztályhoz jussunk? (Egy adott paralelogramma, illetve 
paralelogramma osztály előállítható-e ilyen eljárás segítségével?) 
M e g j e g y z é s . Mindenképpen figyelembe kell venni azt, hogy a fenti (1—9.) 
problémákra adott válasz függhet а к értékétől is. Egyébként a fentiekkel analóg 
kérdések (eltekintve a 6. problémától) nemcsak négyszögekre, hanem általában 
sokszögekkel kapcsolatban is felvethetők. Az utóbbi esetben, 
10. Ha a kiindulási sokszög nem síkbeli, még az is kérdéses, hogy határértékként 
síkbeli sokszöget kapunk-e. 
Láttuk, hogy négyszögeknél a felosztási arányt meghatározó к értéket nem kell 
feltétlenül rögzíteni az iteráció során. 
11. Vajon tetszőleges sokszög esetén is ugyanolyan eredményre jutunk az 
előbbiekben említett módon változó к értékek mellett, mint rögzített к használatával? 
Befejezésként még a következő problémát említhetjük meg: Négyszögek esetén 
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tulajdonképpen csak azt bizonyítottuk, hogy a határ-négyszög centrálszimmetrikus 
az átlók közös felezőpontjára. Felmerül a kérdés, hogy 
12. Hasonlóan egyszerű módon — az eddig használt eszközökkel — tetsző-
leges páros oldalszámú sokszögre bizonyitható-e az adódó sokszögsorozat centrál-
szimmetrikussá válása határhelyzetben? 
Ennek a kérdésnek a megválaszolásakor már nem vezet közvetlenül eredményre 
az átlók felezőpontjait összekötő vektorok vizsgálata. Például már hatszög esetén is, 
ha £ = 1/2, az átlók felezőpontjait összekötő szakaszok leghosszabbja az iteráció 
során lépésenként csak a felére csökken, míg bizonyos esetekben (megfelelő hurkolt 
hatszögnél) a legnagyobb átló hossza közel 1/3 részére is csökkenhet. 
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ON A CONJECTURE OF L. FEJES TÓTH 
by 
M . R U D A 
Let ß„ be a quadrangle and Q„ the quadrangle whose vertices divide the sides of Q„_j in a 
given ratio Á/(l—к) (n= 1,2, . . . ; 0 - = £ < 1). It is shown that there are affine equivalent replicas of 
0o, Ói, ••• which converge to a square or its projection on a straight line. 
MTA III. Osztály Közleményei 19 (1969) 

e l l e n t m o n d ó f e l t é t e l r e n d s z e r e k 
k e z e l é s é r ő l , i * 
írta: POGÁNY CSABA 
Varga Olló akadémikus emlékére 
1. Bevezetés 
A gyakorlatban sokszor merül fel olyan probléma, amelynél bizonyos feltétel-
rendszer pontos kielégítése nem lehetséges, ennek ellentmondó (vagy a mérési pon-
tatlanság miatt ellentmondóvá vált vagy „túlhatározott") volta miatt, mégis meg kell 
határozni olyan „megoldást", ami (valamilyen értelemben) „legkevésbé mond ellene" 
a feltételrendszernek. (Ilyen jellegű problémák merülnek fel pl. a kiegyenlítő számí-
tások feladatkörében is.) 
E témakörben — magától értetődően — fontos szerepe van a „legkevésbé 
ellentmondó megoldás" definíciójának. Egy ilyen definíció megadása után a probléma 
egy szélsőérték-meghatározási feladattá válik. 
Megoldásra vár azonban az a kérdés, hogy egyes legkevésbé ellentmondósági 
kritériumok alkalmazása konkrét esetekben mennyire jogosult. Közismert, hogy 
ilyen kritériumok nemegyszer csupán annak köszönhetik létüket, hogy könnyen 
kezelhető szélsőérték-feladatra vezetnek, nem pedig annak, hogy a kritérium, mely-
nek szempontjából a megoldás legkevésbé lesz ellentmondó, valóban a gyakorlati-
lag is legjobbhoz vezet. 
Ezekből leszűrhető az a következtetés, hogy jogosult a vizsgálatoknak egy olyan 
iránya is, amely olyan eljárások megoldását tűzi ki célul, amelyek a nem ellentmondó 
esetekben az egzakt megoldásokhoz vezetnek, az ellentmondó esetekben pedig 
az általuk szolgáltatott „megoldások" olyanok, hogy mennél inkább „közeledik" 
egy ellentmondó rendszer egy ellentmondástalanhoz, annál inkább „közeledik" 
a „megoldás" is az ellentmondástalan rendszer megoldásához. (Ezeknél a mód-
szereknél tehát azt, hogy mi az a szempont, amelyből nézve az eljárások legkevésbé 
ellentmondó megoldásokat adnak, utólag kell meghatározni, ha erre szükség vagy 
lehetőség van. Ezektől függetlenül azonban a gyakorlat teljesen tapasztalati úton is 
kimondhat olyan ítéletet, hogy adott megoldás adott célra jobb, mint egy másik.) 
E kérdéskörben a következő típusú problémák merülnek fel. 
a) Adott a legkevésbé ellentmondóság egy kritériuma. Mely eljárásokkal 
határozhatók meg a legkevésbé ellentmondó megoldások? 
b) Adott egy eljárás, amely „folytonos" olyan értelemben, hogy ha egy rend-
szer nem ellentmondó, akkor egzakt megoldást, egymáshoz „közeli" rendszerek 
esetében pedig egymáshoz közeli megoldást ad úgy, hogy ha egy rendszer közelebb 
van egy másikhoz egy harmadiknál, akkor ennek megoldása is közelebb van a má-
sikéhoz, mint a harmadiknak a megoldása. Hogyan lehet megadni egy ilyen eljáráshoz 
legkevésbé ellentmondásossági kritériumot úgy, hogy a szóban forgó eljárás minden 
rendszer esetében a legkevésbé ellentmondó megoldást adja meg? 
* Ez a dolgozat a szerzőnek „A számítástechnika alkalmazásai új tudományterületeken" című 
kollokviumon 1969. június 5-én tartott előadásának részletesebb változata. 
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с) A megoldási eljárások segítségével, egybevetve az ellentmondástalan és az 
ellentmondó esetekben fellépő jelenségeket, vagy akár eljárásoktól függetlenül is, 
hogyan lehet rendszerek ellentmondásosságát mérni? 
Ennek a dolgozatnak témája főleg a b) alatt leírt tulajdonságú eljárásokkal 
kapcsolatos, de szerepelni fognak az a) és c) típusba tartozó kérdések is, különös 
tekintettel a lineáris egyenletrendszerek esetére. Mielőtt azonban erre sor kerülhet, 
néhány elnevezés értelmét kell tisztázni. 
2. Néhány terminológiai probléma 
A következőkben n valós változós függvényekről lesz szó. Ezek értelmezési 
tartománya az n dimenziós euklideszi tér, e" egy részhalmazaként fogható fel. 
Legyen adva egy feltételrendszer pl. az alábbi formában 
(1) A(x)=A(xl,..., x„)= o, 
A(x)=A(xi, x„)=o, 
fm(x)=fjx!, . . . ,X„)=0 . 
Ha van olyan x* = (xj , • • •, x*), hogy 
A(x*) = o, 
A(x*) = o, 
fm(x*) = o, 
akkor az (1) rendszer per definitionem kielégíthető, és x* (l)-nek egy megoldása. 
Kézenfekvő volna az 
Inf (л 2 (х ) + / 2 2 (x) + • • • + Л ( * ) ) 
xíEn 
számmal jellemezni (1) kielégíthetetlenségét, megoldhatatlanságát, ellentmondásos-
ságát. Igen ám, de (l)-gyel ekvivalens az alábbi 
C J j ( x ) = 0 , 
c2A(x) = o, 
(2) 
cmfm (x)=0 
rendszer, ahol i= 1, ...,m, és ennél az 
inf (cifAx) + c l / | ( x ) + ... + d f l i x j ) 
X iE" 
egészen más lehet, mint az előbb. Ebből is látható, hogy az ekvivalenciáról mindig 
csak bizonyos szempont szerint lehet beszélni (célszerű erre az esetre a gyökhely-
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halmaz ekvivalencia elnevezést használni). Általánosságban bevezethető a követ-
kező. 
Definíc ió . Legyen adva egy E eljárás (egyenletrendszerekre). Két objektum 
(egyenletrendszer) E ekvivalens, ha az E eljárás mindkettőnél ugyanarra az eredményre 
vezet. 
(Érdekes példa az E eljárás fontos szerepére a definícióban az, hogy a legtöbb 
numerikus eljárás szempontjából \f(x)\ + |g(x)| = 0 és 10 | / (x) | + |g(x)| = 0 nem 
ekvivalens egyenlet.) 
Az előbbi nehézségek nem lépnek fel akkor, ha (1) helyett annak geometriai 
interpretációja szerepel. Az ft{x)= 0 segítségével definiálható az 
E(fi) = [x\fi(x)=0,xfE"} 
ponthalmaz. Ekkor nyilván 
F<Ji) = F(cifi). 
m 
Az (1) megoldásának feladata a f | F ( f j ) halmaz meghatározásává válik. 
i = l 
m 
(1) ellentmondásossága f) / ( / • ) üres voltával egyenértékű. Az ellentmondó esetek-
(=i 
ben azonban itt más nehézség lép fel. Ha van egy eljárás, amely az F{fj) (i = 1,2, ...,m) 
geometriai rendszerhez hozzárendel valamit, biztos, hogy ugyanazt rendeli az 
F(cjj) (CjT^O, i= 1, 2, ..., m) rendszerhez, de nem biztos, hogy ugyanezt rendeli 
az E ( f f ) (i = 1 ,2 , . . . , m) rendszerhez, amely gyökhelyhalmaz szempontjából az előzővel 
ekvivalens, ugyanis az {Е(/|)} és az { E ( f f ) } ponthalmazrendszer nem szükségképpen 
azonos. Egyszerű példa erre a következő: legyen 
Á(x)=0, 
/* (*) = o, 
ш = о 
három felület egyenlete £"-ben. Ezt megoldandó egyenletrendszernek fogva fel 
ekvivalens az 
Á(x) = 0, 
/ ! ( * ) + / ! ( * ) = 0 
rendszerrel, amelyet geometriailag interpretálva biztos, hogy nem „há rom" felület 
lesz (sokszor pl. egy felület és egy térgörbe). 
A következőkben az a tény, hogy egy-egy ponthalmaznak mi „az egyenlete" 
közömbös lesz (a ponthalmazok megadását szolgáló eljárások, azaz pl. ezek egyenletei 
többfélék lehetnek, ezért hiba is egy ponthalmaznak „az egyenletéről" beszélni 
„egy egyenlete" helyett); a ponthalmazoktól mint geometriai objektumoktól és csak 
ezektől függő eljárások keresése lesz a cél. Hogy ez a módszer egyes rendszerek 
esetében mennyire jogos, arra matematikailag felelni lehetetlen. Figyelembe kell 
venni azt, hogy a „valóság leírására" felállított modellek milyen átalakítási eljárá-
sokkal szemben tartják meg „valósághűségüket". Elképzelhető olyan eset, hogy egy 
modell „híven írja le a valóságot" úgy mint hipersíkrendszer, illetve e rendszer elemei-
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nek közös része, de mint lineáris egyenletrendszer, illetve ennek megoldása már 
olyan lesz, hogy az ellentmondó esetben „valósághűsége" függeni fog a hipersíkok 
egyenlete felírásmódjától (ami tulajdonképpen egy eljárási utasítás). 
Ezeken túlmenően csupán az elnevezésbeli ellentmondás elkerülése végett 
célszerű az alábbi fogalmat definiálni. 
Definíc ió . Legyen adva egy K(x) kijelentés, amely E" elemeire értelmes; 
a H = {x\K(x) = 1} halmaznak ekkor К egy indikátora. 
Az indikátor fogalmával el lehet kerülni az olyan ellentmondásokat, mint pl. 
„a felső félsík egyenlete a következő egyenlőtlenség y ^ O " . (Megjegyezhető azonban, 
hogy a felső félsíknak is vannak „egyenletei" pl. sg(y) — 1 = 0 vagy \y\—y = 0, 
vagy ily2—у — 0 stb., ahol az utóbbi kettő zárt félsíkot definiál.) 
A cél tehát a következőkben bizonyos ponthalmazok közös részének nem 
létezése esetén, a ponthalmazok indikációjától, indikálásának módjától amennyire 
lehet független, a bevezetés b) pontjában felsorolt tulajdonságú eljárások megadása 
lesz. 
(Beérkezett: 1969. VI. 26.) 
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