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1 Introduction 
T h i s  paper presents  a method f o r  sol.ving the  f o l l ~ w i n g  
problem 
' minimize <c,y> + f(x) over a l l  ( y , x ) ~  I3 
s a t i s f y i n g  Ay + Bx s b, (1.1) 
P - 
where c  e+, A i s  an Pm hi-matrix, B is  an P mN-matrix, ~ E R  ,aa: 
1 f :  61 + R i s  a (possibly nondifferent iable)  convex f u c t i o n .  
Yie ouppose t h a t  the  s e t  o f  f eas ib le  points  
: &  + B x ' b )  S = C ( ~ , X ) E R  
is nonempty and bounded, and t h a t  a t  each (y,x) t S we can 
compute f ( x )  and a  c e r t a i n  eubgradient gf(x)  c h f  (x ) ,  i.e. an 
a r b i t r a r y  element o f  the  subd i f fe ren t i a l  a f (x )  of  I" a t  x an 
which we cannot impose any f u r t h e r  r e s t r i c t i o n s .  
Problems o f  the  fom (1.1) a re  often encountered i n  pract ice ,  
especial ly  as  de terminis t ic  , equivalents o f  two-stage s t ~ c h z a t i c  
programing problems [KI] , [NWI] , [WIJ In m a n y  app l i ca t i ans  
the  number LI o f  " l inea rm var iable8 yi  is  much l a r g e r  than the 
number N o f  "nonlinear" va r i ab les  5, and the matr ices  A and 3 
are  sparse (have r e l a t i v e l y  few nonzero e n t r i e s ) .  In such cases 
problem (1 . I )  can be solved by the  e x i s t i q g  algorithms f o r  
large-scale optimization (e.g. LIINOS [?IGs~] ) i f  f is different ia2fe .  
I n  the  nondifferent iable  large-scale case, only a few a lgar i tkzs  
have been propotled [ B W ~ ] ,  m d  they frequently nssunc thc 
Laowledge of the  f u l l  eubd i f fe ren t i a l  bf(2:) a t  each x. 
The ffiethod preeented i n  t h i s  paper modifies one given i n  
[1(3] t o  makc use of the  e p e c l a l  s t ruc tu re  ~f  problen (1  . I  ) . It 
i o  o fcnsible  point  mathod of deownt i n"  the  scnce of 1~;encrotill: 
succcsoivc poiritu i n  S with nonincreesing objcct ive values. 
To deal  w i t h  nondi f fercnt iab i l i ty  o f  f , .  a t  each i t e r a t i m  a 
piecewise l i n e a r  (polyhedral) approximatim t o  f is c ~ n s t r u c t e d  
fram a t  m o s t  N+2 a u b ~ r a d i e n t e  o f  f ca lcula ted  przviously a t  
c e r t a i n  t r i a l  points. A cearch d i r e c t i o n  is  found by salv>fig 
a  quadrat ic  programing subproblem obtained by replacing f i n .  
- .  
(1.1) by its polyhedral approximation augmented w i t h  a  simple 
quadrat ic  term. Then a  l i n e  aearch f i n d s  the-next  approximation 
and the next t r i a l  point .  The two-point l i n e  
search i s  employed t o  detect  d i scon t inu i t i e s  i n  the -gradient  o f  f. 
. We show t h a t  the  me th~d  ie globally convergent under no 
add i t iona l  assumptions. We m a y  add t h a t  the method w i l l  f i n d  
a  so lu t ion  i n  a  f i n i t e  number o f  i t e r a t i o n i  i f .  f is  p31yhedral 
and c e r t a i n  technica l  conditions are s a ~ i s f i e d  (see [K2] ). Fron 
lack o f  space, we s h a l l  pursue t h i s  subjec t  elsewhere. 
. The method is implementable in the  sense q f  requir ing b~uncied 
s torage and a  f i n i t e  number af simple operations per  i t e r a t i a c .  
For prqblems w i t h  l a rge  sparse n a t r i c e s  A and B and r e l a t i v e l y  
few nonl inear  var iab les  xi-, t h e  method can use EINOS [@I] f a r  
so lv ing  i t s  quadratic programming subproblems. In f a c t ,  ' an 
e f f i c i e n t  implementation o f  tbe method would require  rnadifying- 
UNOS' t o  exp lo i t  the  f a c t  t h a t  consecutive subproblems r e t a i n  
the o r i g i n a l  cons t ra in t s  of  (1 .I ), d i f f e r  only i n  a  feu e u x i l i a r j  
l i n e a r  cons t ra in t s  an x, have simple terms quadratic i n  x as 
the only nonl ineqr i t ies -  i n  t h e i r  ob jec t ives ,  e tc .  It waulci oe 
i n t e r e s t i n g  t o  perform the necessary numerical experimentation, 
'but we have not had the means - t o  do so .  
Other. descent methods f o r  eolving problem (1.1 ) can be 
- 
f ound i n  [DV~] ,[ ~ 4 ]  ,[ I S B ~ ~ .  [ ~ l ]  ,[ ~ 2 ]  ,[x'~I] and Is~ill] None of .  
t h e i r  search d i rec t ion  f inding subproblem can be solved 
e f f i c i e n t l y  by the  avai lable  software when problem (1. I ) i s  l z rcr .  
. . 
Therefare, we hope t h a t  our method c ~ u l d  c~mpete  w i t h  the  
e x i s t i n g  al&orithms. 
The method i s  derived and s t a t e d  i n  Section 2. Its g l ~ b a l  
t 
convergence is  establ ished i n  Section 3, where we a l s ~  discuss  
the case of an unbounded feas ib le  a e t  S. F ina l ly ,  we have a  
c o n c l u s i ~ n  section.  
ki 
HE s h a l l  use the following notat ion and t enn ino l~gy .  3 and 
N R denote the U- and N-dimensional Euclidean spaces w i t h  the 
usual  inne r  prod;cts 4*,*> and the arisociated norms I I , respect i re-  
ly. Vle use xi t o  denote the i - t h  component o f  t he  v e c t ~ r  x. 
2 
.Superscripts a re  used t o  denote d i f f e r e n t  vec tors ,  e.g. x1 and r . 
A l l  vectore a re  column vectors. However, f o r  convenience a  
column vector  i n  R Y+N i s  eometimea denoted by (y ,x) even though 
N y and x  a re  column vectors  i n  RI" and R , respectively.  For any 
N x r H  and 6 r  0 ,  
N N a, f (x)  = tg c R  : f ( i )  r f ( x )  +ig,%-r> - r f o r  a l l  x  c R  1 
denotes the  e - subdi f fe rent ia l  of f at x. We denote by > f ( x )  
the  s e t  bof(x),  i.e. the ordinary subd i f fe ren t i a l .  Note t h a t  
f is  continuaus and the mapping (x,e)  -ae  f ( x )  is  13ca11y 
N b~unded,  because f is  real-valued and convex on R (see,  e.G. 
CDV~I 1. 
2. The Xethod 
1 1  Given a a t a r t i n g  point  a' - (y ,x ) S,  the  a l y r i t h s  
k k k deacrlbed below generates eequencea o f  points  z = (y ,X ) i n  a, 
k k N k search d i rec t ions  dk = (d ,d ) i n  .dLm R and s teps izes  tL i n  Y x 
b , 1 )  , r e l a t ed  by z k*l = zk + tLd f o r  k=1, 2,... . The 
aequcnce a k l  i s  intended t o  converge t o  a  s o l u t i ~ n  o f  p r ~ b l e r .  
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z :: 
Q, 
' I 
k k 
minimize 6 (z t d )  + 3 ldx12 over a l l  d=(dY,d,) 
k 
s a t i s f y i n g  z +d E S, (2.1) 
2 k k .  mk+l = x + d, rn where the penalty t e r n  141 /2 serves  t o  keep x 
A 
the r e g i ~ n  where *fk 18 a close approxinstion.  t o  f a  83 t h a t  F"(* ) 
k 
"k+l = zk + dkm Clear ly ,  d m a y  be faurlu i 3  c l ~ c e  t o  P(* ) a t  z 
k k k  
. y a  x E+N+l t o  the  f3110virnl; k-th fram the  so lu t ion  (d d ,u ) a R 
quadratic pragramming subproblem 
1 1. +1.; + 1 minisize <c  ,$> + -u  + 2 I dxl Dver a l l  (dy ,dx,u) E R 
k j k 
sa t i s fy ing  f . +<g ,dx> s u f o r  j E J a 3 (2.2) 
k k A(y + dy ) + B(x + d,) 2 b. 
Lore over, 
s o  we may i n t e r p r e t  , 
vk = ;lr(zk + dk)  - ~ ( 2 ' )  
k k k '  
= <c,d  > + u - f ( x  ) Y (2.3) 
as an epproximate der ivat ive of P a t  zk i n  the d i rec t ion  dh. 
It w i l l  be convenient t o  describe the  P l i n e a r  c a n s t r a i n t s  
-1 S m R L ,  of problem (1.1) i n  terms o f  P a f f i n e  funoti3ns hi. 
such t h a t  
S = ( (y ,x) e #+N : hi(y ,x) 5 0 f o r  i c I), 
where I =11,...,~1. Then subproblem (2.2) takes on the . f ~ m  
1 . . I +I?+? minimize < c a d  > + u + Z l d x ~ 2 .  o v e r . a l l  (d d . ,u )  E iT'. Y Y '  
k s a t i s f y i n g  fk  + <gJ, d,$ a u f o r  jc J , 3 ( 2 . 4  
k hi + <Vyhi, d ) +<Vxhi,d,)s 0 f o r  i o  I Y 
k k k 
with hi = hi(y ,x ) f o r  i c I ,  s ince  
k k k k hi(y +dg,x +dx) = hi(y ,x ) +(v h. ,d ) +(Vichi,dX) 
Y l  Y 
f 3 r  a l l  (dJ ,d,), because each hi i s  af f inc .  
Xaving n3t iva ted  tke  aearch d i r e c t i a n  finding sub?r~ble-as,  KC 
s h a l l  noiv s t a t e  the  nethod i n  d e t a i l ,  cmnea t ing  on i t s  r a l e s  I -  
A 1 ~ o ~ i t h i . l  2.1 
1  1 1  
. Step 0  ( I n i t i a l i z a t i m l .  Sg lec t  a s t a r t i n g  point  z = (y ,x ) E 5, 
a f i n a l  accuracy tolerance eo r 0 and a  l i n e  search p a r a ~ l e t e r  
-1 -1  -1 1 1  -1 n E ( 0 , l ) .  Set  J1 = { I \ ,  z =(y ,X ) = e , G =gf(x ) and 
f: = f ( z1 j .  Set ' the counter3 k = l ,  1=0 and k ( ~ )  = 1. 
k k L Ster, 1  (Direct ion findinrcl. Find the  s o l u t i o n  (dy , d, u ) t o  
subproblem (2.4),  and Lagrange multipliers x', j c J ~ ,  and 3 
, i e  I, o f  (2.4) such t h a t  the  s e t  
. Yi 
J 
c a t i a f i e s  1 jk1 5 N+1 . Se t  dk = ($, 2;) and - compute vk by (2.3). 
k  S t e p  2  stoppi pin^ c r i t e r i o n l .  If v r - t,, terminate;  otherwise, 
continue 
-k+l,-,k+l) = ,k + dk. If -k+l = (y Step 3 (L.i.ne searcbl .  Se t  z 
s e t  ti = 1  (ser ious  s t e p ) ,  s e t  k ( l + l )  = k+l arid increase  1 bjr 1; 
otherwise, i .ee  i f  (2.5) does n ~ t  hald,  s e t  ti = 0 ( n u l l  st;>). 
k  k k  Set  z k+l (y k + l , x k + '  = z + tLd  . 
4 (L icea r i za t ion  u~dat in~: ) .  Se t  J "k = J u t i c + l l .  Set  
( ~ k + l )  
= Gf J 
-iC+1> 1  k+l - 
= f(kk+1) +<, , x - %+I # - (2.6) 
k "k 8'' = fk +< gJ, Xk+' - x > fsr j E J . 3 j 
Increase k by 1  and go t o  Step 1. 
A few remarks 3n the  algori thm are i n  order* 
For prablctis af i n t e r e s t  t~ us, subpr~b le t t s  (2 .4)  w i l l  
have r e l a t i v e l y  few nonl inear  vari::bles (1: w L) and l a r g e ,  l ~ t  s ~ t r ~ z  s 
cons t r a in t  nat r iceo.  Such subprablenn can be solved by LiIiGCS [l-.~:] 
i n  a  f i n i t e  nacber o f  i t e r a t i a n s ;  mareaver, XIIiOS w i l l  autocat i -  
ca l ly  a t  ~ o s t  1i+1 nonzers h g r a n g e  m u l t i p l i e r s  A' 3 
f o r  the first cons t r a in t s  of (2 .4 ) ,  s ince  these c a n s t r a i n t s  
in?alve an11 Ii+1 var iables .  
In bye? 2 we always have 
k F ( Z )  2 p(zk)  + vk L I V ~  llh I X-I I f a r  a l l  z=(y ,x) c S, 
(2.3) 
and hence 
p(zk) S min { ~ ( z )  : z r SI - vk + 
T h i s  w i l l  be proved i n  the  next sect ion.  The abave estiniz'tes 
j u s t i f y  the  stoppifig c r i t e r i o n  of 3he ~ e t h a d .  
--,:+I Step 3 is  always entered with  vk 4 0. The t r i a l  p s i n t  z 
i s  accepted as the next i t e r e t e  z agly i f  t h i s  decrea9ez 
a i g n i f i c r n t l y  the  object ive  value. Otherwise thz a l g s r i t k ~  
s t a y s  a t  z  k+l = zk ( a  n u l l  s t e p ) ,  but the  new subgradient  
i n f a m a t i o n  co l lec ted-a t  "k+l z w i l l  a i d  i n  f ind ing  a b e t t e r  r.exz 
k search d i r ec t ion ,  s ince  k+l E ' J ~ + ' .  O f  course, { z  3 c S ,  because 
-k+l z = zk .+ dk . E s f o r  a l l  k. 
\de may add t h a t  if t he re  are no l i n e a r  var iab les  i n  
prsblem (1.1 ) (Y=o) , then Algorithm 2.1 becames s i m i l a r  
t o  t he  nethod of 1 ~ 3 3 .  
3- Cnn~er~yencc 
I n  t h i n  sec t ion  we show t h a t  t he  a l g ~ r i t h m  generates  a  uini-  
k 
n iz ing  sequence izk] c S, i D e .  ~ ( z  ) 4 min ( P ( Z )  : z E s ) ;  m r e 3 v e r ,  
- 0 
there e x i s t s  = (y ,x)  i n  the  s e t  of ~ a l u t i o n s  af prablein (1.1 ) 
such t h a t  xk 4 f and yk Ai f o r  eorne i n f i n i t e  oe t  Kc{1,2,...). 
ile assume, of cou r se ,  t h a t  t h e  f i n a l  accuracy t ~ l e r a n c e  t s  i s  s e t  
t~ zero. Our a n a l y s i s  w i l l  dwelve on t h e  r e s u l t s  i n  rd2], [ ~ 3 ]  .
\'le s ta r t  by ana lyz ing  t h e  f ~ l l o w i n g  d u a l  t o  t h e  k- th subpraolez  
k 
s u b j e c t t o  3 . 2 0  f o r j e J ,  5 = I ,  J k J  (3.1) j c  J 
pi2O f o r  i a I ,  
where 
dk'= f(Xk) - f k J f o r  j a J  . J 
Lemaa 3.1. ( i )  The Lagrange m u l t i p l i e r s  ( hk,$) of (2.4) so lve  
k k k .k (3.1) and y i e l d  t h e  unique p a r t  (d,,u ) of t h e  s o l u t i s n  (6 ,a ,uk) 
Y X  
of (2.4) by 
where 
( i i )  The opt imal  va lue  wk of (3;1) s a t i s f i e s  
and one h 3 ~  . 










