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We explore several extensions of the generalized entropy construction of
Lewkowycz and Maldacena, including a formulation that does not rely on preserv-
ing replica symmetry in the bulk. We show that an appropriately general ansatz
for the analytically continued replica metric gives us the flexibility needed to solve
the gravitational field equations beyond general relativity. As an application of this
observation we study Einstein–Gauss–Bonnet gravity with a small Gauss–Bonnet
coupling and derive the condition that the holographic entanglement entropy must
be evaluated on a surface which extremizes the Jacobson–Myers entropy. We find
that in both general relativity and Einstein–Gauss–Bonnet gravity replica symme-
try breaking terms are permitted by the field equations, suggesting that they do not
generically vanish.
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1. INTRODUCTION
A major goal of quantum gravity is to understand the microscopic origin of Bekenstein’s
formula [1–3]
S =
Area
4G
. (1)
One approach to studying this problem is to derive (1) from a path integral formulation
of quantum gravity. In the seminal paper [4], Gibbons and Hawking derived (1) for states
described by a Euclidean path integral that is dominated by a U(1) symmetric saddle point.
AdS/CFT has provided a comprehensive framework for understanding gravitational path
integrals by identifying certain string theories with particular conformal field theories [5–7].
By using this correspondence (1) can be derived from the path integral of the dual field
theory. Ryu and Takayanagi [8, 9] have proposed that this result is a special case of a more
general correspondence between area and entropy. They conjecture that in holographic
theories the von Neumann entropy of the density matrix ρ associated with a CFT region A
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FIG. 1. A sketch of the Ryu–Takayanagi surface Σ associated with some boundary region A. Γ is
a codimension-one surface satisfying ∂Γ = Σ ∪A.
is given by the area of a surface in the bulk geometry, i.e.
S(ρ) =
Area[Σ]
4G
. (2)
In Euclidean AdS/CFT, the surface Σ is defined as the minimum area codimension-two
surface for which there exists a codimension-one surface Γ satisfying ∂Γ = Σ ∪ A (see
Fig. 1). This latter restriction is commonly known as the homology constraint [10].
Significant progress has been made towards deriving (2) by Lewkowycz and Malda-
cena [11].1 Their derivation, which we review in section 2 below, applies whenever Tr ρn
is equal to a Euclidean path integral dominated by saddles which preserve replica symme-
try. Replica symmetry refers to a discrete global Zn symmetry when the field theory path
integral is computed over n copies of the original manifold. This replica construction can
be used to compute the integer Re´nyi entropies
Sn(ρ) = − 1
n− 1 log
(
Tr[ρn]
Tr[ρ]n
)
. (3)
In AdS/CFT, ρn is dual to a gravitational solution on a bulk manifold Mn with metric
g(n). By analytically continuing g(n) to real n and taking the limit n → 1 Lewkowycz and
Maldacena calculated the von Neumann entropy and found that it is equal to the area of an
extremal area surface, consistent with the formula (2).
This derivation was subsequently extended to higher curvature theories of gravity. Not
surprisingly, several technical subtleties arise when higher curvature terms are included in
the action. Still, the Lewkowycz–Maldacena method gives a prescription for calculating the
1 see also [12, 13].
4entropy functional [14–17]. However, several researchers [18–21] have noticed obstructions
to deriving the equations of motion for Σ when using the Lewkowycz–Maldacena ansatz for
g(n).
This problem can be understood as follows. In general relativity, Lewkowycz and Malda-
cena derive the extremal area condition by requiring that g(n) satisfy the Einstein equation
to leading order in (n−1). Assuming that the matter stress tensor remans finite, this entails
discarding potentially divergent contributions to the Ricci tensor. To first order in (n− 1),
only the transverse-transverse components of the Ricci diverge, and these divergences can be
cured by requiring that the trace of the extrinsic curvature vanish in both transverse direc-
tions. Thus there is a precise matching between the structure of potential divergences in the
field equations and the constraints necessary to fix the location of the surface Σ. However, in
higher curvature theories all components of the field equations generally diverge, and these
divergences outnumber the degrees of freedom of Σ. Furthermore, even if one focuses only
on the transverse-transverse divergences, these split into “leading” and “subleading”, the
latter suppressed by powers of rn−1 relative to the former, where r is a radial coordinate
centered on the entangling surface Σ. It was noted in [15, 20] that, for a large family of
higher curvature theories of gravity, requiring the leading transverse-transverse divergences
to vanish extremizes the entropy on Σ. This observation raises the question of what to do
with the subleading divergences, and with the divergences in the other components.
One purpose of this paper is to resolve this problem by generalizing the Lewkowycz and
Maldacena ansatz for g(n). By including terms which are pure gauge for n = 1 but physical
for n 6= 1 we obtain a richer structure of divergences in the curvature which propagates to
all components of the Ricci tensor. We will also allow g(n) to break replica symmetry. We
present these generalizations in section 3 and show that we are able to rederive the results
of [11]. This means showing that, despite the additional constraints from the field equations,
we do not over constrain the location of Σ. The analysis also suggests that the assumption
of replica symmetry can be dropped from the derivation of [11], as we discuss below.
In section 4 we apply our technique to general relativity plus a small Gauss–Bonnet
coupling. The action for this theory is [22, 23]
IGB = − 1
16piG
∫
dDy
√
g
(
R + λ(RµνρσR
µνρσ − 4RµνRµν +R2)
)
+ Imatter + . . . , (4)
where the dots indicate boundary terms and O(λ2) terms. More properly, the latter are
5controlled by the small dimensionless parameter (λRiem)2. We can regard this setup as
a toy model for the α′ expansions that arise in string theory [24].2 In D ≤ 4 the term
proportional to λ is a total derivative and does not contribute to the equations of motion,
so we will work in D > 4. It was argued in [29, 30] that the analog of the Ryu–Takayanagi
formula (2) for Einstein–Gauss–Bonnet should be the Jacobson–Myers entropy [31, 32]
SJM =
1
4G
(
Area + 2λ
∫
Σ
dD−2σ
√
γR
)
+ . . . , (5)
evaluated on a surface Σ that extremizes (5), or equivalently, on a surface which satisfies
(
γij − 4λRij)Kijz +O(λ2) = 0 . (6)
Here γij is the metric induced on Σ, and Rijkl and Kijz are its intrinsic and extrinsic
curvatures.
The first half of this conjecture, namely that the appropriate entropy functional is the
Jacobson–Myers entropy, was shown in [14–16]. However, the derivation of the extremality
condition involves accounting for the divergences mentioned above. We find that the extra
freedom afforded by our ansatz allows us to cancel all order (n − 1) divergences in the
Einstein–Gauss–Bonnet field equations precisely when (6) holds. As in the case of general
relativity, this is the only constraint on Σ. We also find that the equations of motion allow
replica symmetry breaking terms to contribute to the extrinsic curvature at n = 1, but in a
way that preserves (6).
2. REVIEW OF THE LEWKOWYCZ–MALDACENA DERIVATION
In this section we review the generalized gravitational entropy of [11]. The purpose of
the generalized entropy is to use holography to compute the von Neumann entropy
S(ρ) = −Tr(ρˆ log(ρˆ)) , (7)
where ρˆ = ρ/Tr[ρ] and ρ is of the form
ρ = P
(
e−
∫ 2pi
0 dτ H(τ)
)
. (8)
2 Because we take the coupling to be infinitesimal, our setup is free from the issues discussed in [25–28].
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FIG. 2. A sketch of the n = 3 replica manifold. The three solid black lines represents the τ circle
of the boundary manifold B3 and the dashed lines represent cuts at τ = 2pik for integer k. The
gray line is a closed curve in the bulk M3 which illustrates how the three slices are glued together
along the cuts. The path integral on B3 computes Tr[ρ3] and provides a geometric realization of
the formula (9). This path integral can also be expressed as the action associated with the metric
g(3), a smooth metric that solves the gravitational field equation on M3, as in (10). Note that even
if the state ρ3 is replica symmetric, g(3) is not simply three copies of g(1) glued together, as the
latter metric would not be smooth.
Here H(τ) is the Euclidean Hamiltonian and P indicates path ordering. The density matrix
ρ can then be seen as a Euclidean time evolution operator for a time interval of length 2pi.
If the Hamiltonian does not depend on time then this density matrix is thermal and takes
the form ρT =
∑
i e
−2piEi |Ei〉〈Ei|, in which case the considerations to follow give the usual
results of black hole thermodynamics. In the remainder we will focus on the more general
class of states (8) by allowing Euclidean time-dependent features of the spacetime in the
field theory side.
The advantage of restricting to the class of states (8) is that they have a geometric
representation in the field theory as a path integral over some manifold B. The Re´nyi
entropies Sn (defined in (3)) of these states can be written as a path integral over a manifold
Bn constructed by gluing together n copies of the original length manifold B, with the trace
implemented by the identification of the initial and final cuts (see Fig. 2):
Tr[ρn] = P
(
e−
∫ 2pin∼0
0 dτ H(τ)
)
≡ Z(n) . (9)
7The right hand side of this equation refers to the path-integral representation of this quantity
as the partition function on a Euclidean manifold with Zn symmetry, Bn. This replica
symmetry is implemented by translating τ by multiples of 2pi: τ → τ +2pis, s ∈ Z/nZ. This
symmetry is enhanced to U(1) for the thermal state.
Holography maps these field theory calculations to a gravitational computation in one
more dimension. In the semiclassical limit we have
Z(n) ≈ e−In , (10)
where In is the Euclidean action of a gravitational saddle point in one more dimension. We
will refer to this geometry as the replica manifold (Mn, g(n)).3 The field theory manifold Bn
is identified with the boundary of Mn, i.e. ∂Mn = Bn. This boundary Bn is Zn symmetric
by construction, but this symmetry need not extend into the bulk. Whether it does or not
is decided dynamically.
The von Neumann entropy (7) of the state (8) is then computed holographically as:
S = − lim
n→1
1
n− 1 log
(
e−In
e−nI1
)
= ∂n (In − nI1)|n=1 . (11)
This expression is subtle. For one thing, it requires a prescription for analytically continuing
a function defined over the positive integers In, to a function over the reals. The prescription
of Lewkowycz and Maldacena [11] for this continuation can be thought of as a prescription
for the analytic continuation of the geometries g(n), whose action is In. This procedure
requires, e.g., specifying what one means by Zn symmetry for non-integer n. We will review
this below, and see how it leads to well defined computations and familiar results for general
relativity in the bulk.
The expression (11) can be manipulated into the gravitational action of a conical singu-
larity. To do so, start by absorbing the factor of n in the second term in the right hand side
into the period of Euclidean time:
nI1 = n
∫ 2pi
0
dτ L1 =
∫ 2pin
0
dτ L1 ≡ In[n− 1] , (12)
where the brackets indicate that we are calculating the action of a geometry with a conical
excess,4 of strength 2pi(n− 1)—since we have extended the period of τ . The benefit of this
3 Therefore we have In ≡ I[g(n)].
4 We should not, however, include any contributions to In[n− 1] localized in the singularity.
8manipulation is that now the two geometries in the right hand side of (11), the one in In and
the one in In[n − 1], have the same boundary conditions. One can therefore meaningfully
compare their actions. Using the stationarity of In one arrives at
S = ∂nIˆ1[n− 1]
∣∣∣
n=1
. (13)
The hat on Iˆ indicates the contribution to the action of an infinitesimal conical excess. To
do this calculation, one first regulates the conical singularity by smoothing the tip of the
cone, then calculates the action of the regulated geometry, and finally sends the regulator
to zero. For general relativity, this results in S = Area/4G, in agreement with (1).
If g(n) is replica symmetric, we can rewrite the argument in the above paragraph in terms
of a conical deficit, by manipulating the first term instead of the second one in eq.(11), using
that
In =
∫ 2pin
0
dτ Ln = n
∫ 2pi
0
dτ Ln = nI1[1− n] . (14)
However, we can not write the second equality if the replica symmetry of the boundary Zn
does not extend into the bulk. Therefore, while the derivation of the holographic entangle-
ment entropy functional as the action of a conical excess is robust against the breakdown of
Zn, the introduction of a conical defect formally depends on g(n) being replica symmetric.
To derive an equation of motion for the location of the entropy surface Σ, start by noticing
that if the metric g(n) on Mn is replica symmetric, then there is a special surface Σn in Mn
consisting of fixed points of the Zn symmetry. The calculation of the entropy in terms of a
conical deficit naturally localises on this surface, and the entangling surface Σ in M1 is the
limit of Σn as n→ 1.5
Σ is however not defined by symmetry in M1, as this manifold is not symmetric in general.
Σ is instead defined by an equation of motion. To find this equation of motion, consider the
analytic continuation of the Zn–symmetric metric g(n) to real n. A side effect of the analytic
continuation is that now the Riemann tensor of g(n) diverges on the surface Σn. However,
requiring the equations of motion hold with a finite stress-energy tensor, i.e.
Eµν [g
(n)] = (finite) , (15)
5 For non-integer n it no longer makes sense to identify τ ∼ τ + 2pin. If we did, the metric g(n) would be
discontinuous along the cut. The prescription for computing the action in [11] is to integrate over τ ∈
[0, 2pi) and multiply the result by n. An alternative analytic continuation which does identify τ ∼ τ +2pin
was considered in [33].
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FIG. 3. A sketch of the coordinates used in the text. Σ is the codimension-two entropy surface. In
our coordinates, Σ is located at x1 = 0 = x2 and points on its surface are described by the D − 2
coordinates σi.
where Eµν are the gravitational field equations, results in a constraint for the location of
Σn. The limit n→ 1 of this constraint is the equation of motion for Σ.
The key step in this argument is defining the analytically continued metric g(n). To do
this it is useful to introduce coordinates adapted to the surface Σn. On the D-dimensional
manifold Mn let xa for a, b = 1, 2 be transverse Cartesian coordinates to Σn and let σi for
i, j = 3, . . . , D be coordinates on Σn (see Fig. 3). We take Σn to be located at x1 = 0 = x2.
It will also be useful to work with the polar coordinates
r =
√
(x1)2 + (x2)2, tan
(τ
n
)
=
x2
x1
, (16)
and especially the complex coordinate
z = x1 + ix2 = reiτ/n, z¯ = x1 − ix2 = re−iτ/n . (17)
Lewkowycz and Maldacena define g(n) by working out an expansion of the metric in powers
of the distance to Σn:
g(n)µν dy
µdyν = dz dz¯ + 2Aizz¯(z¯dz − zdz¯)dσi + (γij + 2Kijzzn + 2Kijz¯ z¯n) dσidσj + . . . , (18)
where the dots denote terms that become O(|z|2) as n → 1. The metric g(n) is explicitly
regular at integer n, as it contains only non-negative integer powers of the coordinates, and is
invariant under Zn transformations z → z ei 2pis/n. The fixed points of this replica symmetry
form the codimension-two surface Σn, at r = 0.
A short calculation reveals that the Riemann tensor of g(n) has a singularity at Σn for
n ∼ 1:
Rizjz = −n− 1
z
Kijzz
n−1 , (19)
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which propagates only to the zz components of the Ricci tensor (and z¯z¯ by complex conju-
gation). Demanding that this singularity in the Ricci vanishes by (15), one finds
γijKijz = 0 . (20)
Upon sending n → 1 in the metric g(n), Kijz becomes the extrinsic curvatures of Σ, Kijz,
and (20) becomes the equations of motion for an extremal area surface, in agreement with the
Ryu–Takayangi formula. This completes our review of the generalized entropy of Lewkowycz
and Maldacena.
3. DERIVING THE SURFACE EQUATIONS OF MOTION WITHOUT
REPLICA SYMMETRY
In this section we will generalize the metric (18) to allow for replica symmetry breaking
terms as well as more general replica symmetric ones. In section 4 these generalizations will
prove to be crucial ingredients for the solution of the field equations (15) in Einstein–Gauss–
Bonnet gravity. Since Σn is defined in [11] as the set of fixed points of the replica symmetry,
part of the task of this section is to define Σ without assuming replica symmetry.
3.1. Defining the replica manifold
As reviewed in section 2, the key step in Lewkowycz and Maldacena’s argument is defining
the analytically continued metric g(n). Once the metric g(n) is given, the location of Σn is
restricted by the field equations (15). Lewkowycz and Maldacena are able to learn what
they need to know about g(n) and Σn by assuming (18) and working to leading order in an
expansion in powers of (n− 1).
We will perform the same calculation using a more general boundary condition for the
surface Σn. As mentioned above our boundary condition will allow g(n) to break replica sym-
metry. For solutions which happen to be replica symmetric we can think of our calculation
as a technical generalization of Lewkowycz–Maldacena, but for replica symmetry breaking
g(n) we must supply a new definition of the surface Σn. In this case we define the metric by
a boundary condition on a bulk surface which we call Σn. One way to state our boundary
condition is that we only allow terms which individually preserve some discrete symmetry
11
on Mn for integer n (though different terms need not preserve the same discrete symmetry).
The surface Σn is then the set of common fixed points of all of these discrete symmetries.
This, together with regularity at integer n, fixes the boundary condition for g(n) around Σn.
We require that the metric near Σn takes the form6
g(n)µν dy
µdyν = dz dz¯ +
[
Lˆ
(n)
zz¯zz + Lˆ
(n)
zz¯z¯ z¯ + c.c.
]
dz dz¯ +
[
(Lˆ(n)zzzz + Lˆ
(n)
zzz¯ z¯)dz dz + c.c.
]
+2
[
(Aˆ
(n)
izzz + Aˆ
(n)
izz¯ z¯)dz dσ
i + c.c.
]
+
(
γij +
[
2Kˆ
(n)
ijz z + c.c.
])
dσidσj , (21)
where
Kˆ
(n)
ijz =
∑
(m,m¯) 6=(0,0)
zm(n−1)z¯m¯(n−1)K(m,m¯)ijz + . . .
Aˆ
(n)
izz =
∑
(m,m¯) 6=(0,0)
zm(n−1)z¯m¯(n−1)A(m,m¯)izz + . . .
Aˆ
(n)
izz¯ =
∑
(m,m¯)≥(0,0)
zm(n−1)z¯m¯(n−1)A(m,m¯)izz¯ + . . .
Lˆ
(n)
abz =
∑
(m,m¯)6=(0,0)
zm(n−1)z¯m¯(n−1)L(m,m¯)abz + . . . . (22)
Here dots denote terms that become O(|z|) as n→ 1 and the coefficients in the expansions
may depend on the σi. The remaining metric functions are given by reality conditions.
Reality also implies
K
(m,m¯)
ijz¯ = K¯
(m¯,m)
ijz , A
(m,m¯)
iz¯z¯ = A¯
(m¯,m)
izz , A
(m,m¯)
izz¯ = A¯
(m¯,m)
iz¯z ,
L
(m,m¯)
z¯z¯z¯ = L¯
(m¯,m)
zzz , L
(m,m¯)
zzz¯ = L¯
(m¯,m)
z¯z¯z , L
(m,m¯)
zz¯z¯ = L¯
(m¯,m)
zz¯z . (23)
We generally use an overbar as shorthand for complex conjugation—except for m and m¯
which are independent non-negative integers.
The boundary condition (21) is explicitly regular at integer n and only contains first
powers of (n− 1). In (22) we explicitly wrote out the leading order terms in a power series
about z = 0. More precisely, we collected all terms that contribute to potential divergences
in the field equations at the same rate as the singularities allowed by (18). Note that the
limits in the sums in (22) exclude terms that would break replica symmetry completely, as
6 In fact, it is natural to generalize (21) slightly, see (43) below. For the benefit of readability we postpone
this discussion to section 4. The solution we find for general relativity is therefore a special case of our
most general ansatz in which we have set γ
(m,m¯)
ij = 0 for non-zero m or m¯.
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K
(0,0)
ijz . This would be an extrinsic curvature of Σ
n at all integer n, and therefore would not
preserve any subsymmetry. Said differently, for any integer n this term would be invariant
under z → z ei 2pi/p only for p = 1. Aside from breaking replica symmetry, the main technical
innovation of (21) is that we have analytically continued terms which can be gauged away
when n = 1: Labc, Aizz and the real part of Aizz¯. This provides us with greater freedom to
solve the equations of motion without over constraining the location of the surface Σ.
Note that of the terms appearing in (22), only the following preserve replica symmetry
K
(k+1,k)
ijz , A
(k,k)
izz¯ , A
(k+2,k)
izz , L
(k+1,k)
zz¯z , L
(k+3,k)
zzz , L
(k+1,k)
zzz¯ , (24)
(and their complex conjugates) for any integer k. In other words, a solution that contains
only these terms will be invariant under τ → τ + 2pi when n is an integer. All of these terms
are therefore allowed when assuming replica symmetry, and we can see their inclusion as a
natural generalization of the ansatz in (18).
Following [11] we will solve the field equations to leading order in (n − 1). However,
before doing so we must specify how we will handle the factors of zm(n−1)z¯m¯(n−1) appearing
in (22). Our prescription will be to preserve the structure of our expansion when solving
the equations of motion. For example we maintain
zn−1 6∼ 1 +O(n− 1) , (25)
as well as
(n− 1)
z
(zn−1 − z¯n−1) 6∼ O(n− 1)2 , (26)
even at leading order in (n− 1). Keeping this structure gives us well constrained equations
of motion that fix all of the terms in the power series (22). Less restrictive conditions
either give ambiguous results for the equation of motion of Σ or allow seemingly unphysical
cancellations between terms which have different angular dependence at finite (n− 1).7
Inserting the power series (22) into the field equations will give us a set of constraints on
the metric components. We derive these constraints for general relativity below.
7 Note that (26) would be natural if we complexified the manifold and thought of z, z¯ as independent
coordinates, though we know of no natural reason to do so.
13
3.2. Deriving the extremal area condition
In this section we derive the extremal area condition Ka = 0 for Einstein gravity using
our ansatz (21). Here Kija is the extrinsic curvature of Σ and Ka = γijKija is its trace.
Because one of our main results pertains to perturbative Einstein–Gauss–Bonnet, many of
the expressions in this section will be used again in section 4.
Divergences only arise in the curvature of (21) after taking two transverse derivatives of
the metric. Thus we may write the Ricci tensor as
Rij = −2∂∂¯gij + . . .
Rzz = −1
2
gij∂∂gij + . . .
Riz = ∂∂giz¯ − ∂∂¯giz + . . .
Rzz¯ = −1
2
gij∂∂¯gij + ∂∂gz¯z¯ + ∂¯∂¯gzz − 2∂∂¯gzz¯ + . . . , (27)
where ∂ = ∂z, ∂¯ = ∂z¯, and . . . denote finite terms as z → 0. Inserting the power series
expansion (22) into (27) gives a general expression that is conveniently expressed as
Rµν =
∑
m,m¯≥0
R(m,m¯)µν z
m(n−1)z¯m(n−1) , (28)
with the following structure of divergences at the origin
R
(m,m¯)
ij = −4(n− 1)
(m¯
z¯
K
(m,m¯)
ijz +
m
z
K
(m,m¯)
ijz¯
)
(29a)
R(m,m¯)zz = −(n− 1)
(m
z
K(m,m¯)z −
mz¯
z2
K
(m,m¯)
z¯
)
(29b)
R
(m,m¯)
iz = −(n− 1)
(m¯
z¯
A
(m,m¯)
izz −
m
z
(A
(m,m¯)
iz¯z − A(m,m¯)izz¯ ) +
mz¯
z2
A
(m,m¯)
iz¯z¯
)
(29c)
R
(m,m¯)
zz¯ =
γijR
(m,m¯)
ij
4
− (n− 1)
[
−m
z
L
(m,m¯)
z¯z¯z +
2m¯
z¯
L
(m,m¯)
zz¯z +
m¯z
z¯2
L(m,m¯)zzz + c.c.
]
, (29d)
where K
(m,m¯)
z = γijK
(m,m¯)
ijz , and we left implicit components that follow by complex conju-
gation. The field equations demand that all of the terms in (29) vanish. The constraints
from (29a) and (29b) are
K(m,m¯)z = 0, K
(m,m¯ 6=0)
ijz = 0 . (30)
Note that the K
(m,0)
ijz , including the leading order replica symmetric term K
(1,0)
ijz , must be
traceless but are otherwise unconstrained. Next, (29c) requires that
A
(m,m¯ 6=0)
izz = 0, A
(m6=0,m¯)
izz¯ = A
(m6=0,m¯)
iz¯z . (31)
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Here we find that the terms A
(m,0)
izz and A
(0,m¯)
izz¯ are completely unrestrained. Finally (29d)
and (30) imply that
L
(m6=0,m¯)
z¯z¯z = 0, L
(m,m¯ 6=0)
zz¯z = 0, L
(m,m¯6=0)
zzz = 0 , (32)
which means that L
(m,0)
zz¯z and L
(m,0)
zzz are unrestricted. Note that the constraints (30), (31),
and (32) do not single out replica symmetric terms in any obvious way (see (24)).
Now that we have solved the field equations in terms of Kˆ
(n)
ijz , Aˆ
(n)
izz , Aˆ
(n)
izz¯ and Lˆ
(n)
abz, we
take n→ 1 and interpret Kˆ(1)ijz , Aˆ(1)izz, Aˆ(1)izz¯ and Lˆ(1)abz as metric functions of g(1). This gives
Kˆ
(1)
ijz =
∑
(m,m¯)6=(0,0)
K
(m,m¯)
ijz
Aˆ
(1)
izz =
∑
(m,m¯)6=(0,0)
A
(m,m¯)
izz , Aˆ
(1)
izz¯ =
∑
(m,m¯)≥(0,0)
A
(m,m¯)
izz¯
Lˆ
(1)
abz =
∑
(m,m¯)6=(0,0)
L
(m,m¯)
abz , Lˆ
(1)
abz¯ =
∑
(m,m¯)6=(0,0)
L
(m,m¯)
abz¯ . (33)
Applying the constraints (31) and (32) we see that Aˆ
(1)
izz, Aˆ
(1)
izz¯ and Lˆ
(1)
zz¯z, Lˆ
(1)
zzz are unrestricted
by the equations of motion. This follows immediately form the fact that A
(m,0)
izz , A
(0,0)
izz¯ , L
(0,m¯)
z¯z¯z ,
L
(m,0)
zz¯z , L
(m,0)
zzz are all free of constraints. Similarly Kˆ
(1)
ijz is only required to satisfy Kˆ
(1)
z = 0.
The form of our ansatz dictates that Ka = Kˆ(1)a , therefore we have
Ka = 0 , (34)
as predicted by the Ryu–Takayanagi formula (2).
4. GENERALIZED ENTROPY FOR EINSTEIN–GAUSS–BONNET GRAVITY
We now compute the correction to the construction in the previous section under the
addition of a perturbative Gauss–Bonnet coupling λ in the gravitational equations of mo-
tion. As explained in the introduction, we choose Gauss–Bonnet corrections for technical
convenience and regard (4) as a toy model for stringy α′ corrections.
We take the Lewkowycz–Maldacena replica symmetric solution (18) to be the zeroth
order term in a λ expansion. To first order, there is the same possibility of breaking replica
symmetry that we found in the previous section. The key ingredient for this derivation is the
same as in general relativity, namely demanding absence of singularities in the gravitational
field equations to linear order in (n− 1).
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4.1. Linearized Einstein–Gauss–Bonnet gravity
The field equations derived from the action (4) read
Rµν − λHµν = (finite) , (35)
where the right hand side is constructed from the matter stress tensor, which is assumed to
be finite, and Hµν is defined as
Hµν = −2RµρσξRνρσξ + 4RρσRρµσν + 4RµρRνρ − 2RRµν
+
1
D − 2 gµν(RµνρσR
µνρσ − 4RµνRµν +R2) . (36)
The fact that Hµν does not contain derivatives of the Riemann tensor is the technical reason
why we choose to study this and not any other correction to general relativity.
We now expand the metric in powers of λ as
g(n)µν = g˜
(n)
µν + λ δg
(n)
µν +O(λ
2), (37)
where the first term g˜
(n)
µν is the replica symmetry preserving solution of Lewkowycz and
Maldacena (18).
We must now solve
Rµν [δg
(n)] = Hµν [g˜
(n)]. (38)
To compute Hµν [g˜
(n)] we need to know the Riemann tensor of g˜(n). Expanding the metric
at one order higher than in (18) we obtain
g˜(n)µν dy
µdyν =
(
γ˜ij +
[
2K˜ijzz
n + Q˜ijzzz
2n + Q˜ijzz¯zz¯ + c.c.
])
dσidσj + 2A˜izz¯(z¯dz − zdz¯) dσi
−4
3
[
R˜izzz¯z
n − c.c.
]
(z¯dz − zdz¯)dσi +
(
dz dz¯ − 1
3
R˜zz¯zz¯(z¯dz − zdz¯)2
)
+ . . . . (39)
Here the dots stand for terms that become O(|z|3) when n→ 1, and c.c. stands for complex
conjugation. We introduced the object Q˜,8 with properties Q˜ijab = Q˜ijba = Q˜jiab. The
metric (39) is explicitly replica symmetric and regular at integer n ≥ 1.
8 In [16] Q is called K˙.
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To leading order in (n− 1), the components of the Riemann tensor of (39) are9
Rij
kl = R˜ijkl − 4(zz¯)n−1K˜i[kzK˜ l]jz¯ − 4(zz¯)n−1K˜i[kz¯K˜ l]jz
Rijk
z¯ = zn−1R˜ijkz¯ = 2zn−1
(
∇˜[iK˜j]kz¯ + A˜[iz¯zK˜j]kz
)
Rij
zz¯ = F˜ij
zz¯ − 2(zz¯)n−1K˜[ikzK˜j]kz¯
Ri
z
j
z¯ =
1
2
F˜ij
zz¯ − 1
2
A˜i
zz¯A˜j
zz¯ − Q˜ijzz¯ + (zz¯)n−1K˜ikz¯K˜jkz
Rizjz = −n− 1
z
K˜ijzz
n−1 + z2(n−1)K˜ikzK˜jkz − z2(n−1)Q˜ijzz
Rizzz¯ = z
n−1R˜izzz¯
Rzz¯zz¯ = R˜zz¯zz¯ . (40)
The remaining components are related to those above by complex conjugation and symme-
tries of the indices. We defined F˜ijzz¯ = −F˜ijz¯z ≡ ∂iA˜jzz¯ − ∂jA˜izz¯, which is purely imaginary.
R˜ijkl is the curvature of the metric γ˜ij on Σn, with covariant derivative ∇˜i. Some of the
equations (40) become familiar Gauss-Codacci relations for Σ upon taking the limit n→ 1.
We are now ready to write the source term Hµν [g˜
(n)]. In the series expansion
Hµν =
∑
m,m¯≥0
H(m,m¯)µν z
m(n−1)z¯m¯(n−1) (41)
the singular terms in Hµν are given by
H
(2,1)
ij = 4
(n− 1)
z¯
(
K˜ikz¯R˜j
z¯kz¯ + K˜jkz¯R˜i
z¯kz¯ − K˜ijzR˜kz¯kz¯
)
− 8(n− 1)
z¯
K˜klz¯R˜
kz¯lz¯
D − 2 γ˜ij (42a)
H(1,0)zz = −4
(n− 1)
z
K˜ijzR˜ikjk (42b)
H(2,1)zz = −8
(n− 1)
z
K˜ijz
(
K˜ikzK˜
jk
z¯ + K˜
j
kzK˜
ik
z¯
)
(42c)
H
(2,1)
zz¯ = 2
(n− 1)
z¯
D − 4
D − 2K˜ijz¯R˜
iz¯jz¯ (42d)
H
(1,1)
iz = 4
(n− 1)
z
(K˜ijzR˜k
jkz − K˜jkzR˜ijkz) , (42e)
where we defined R˜i
z¯
k
z¯ = 4 limn→1Rizkz. There are several things to note about these
sources. First, we have collected only terms linear in (n− 1), as this is the only dependence
on which we have control. Said differently, we obtained Hµν by squaring the Riemann tensor
9 In this expansion we only keep the terms that are either finite as n → 1 or proportional to (n − 1) but
divergent as |z| → 0.
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of the Lewkowycz–Maldacena solution (18). However, we only calculated the Riemann to
leading order in (n− 1), so it does not obviously make sense to include (n− 1)2 terms (42).
Note also that, as emphasized in the introduction, Hµν generically diverges in all com-
ponents, in contrast to the divergence in the Lewkowycz–Maldacena Ricci tensor coming
from (19), which diverges only in the zz (and z¯z¯) components. This immediately implies
that to cancel all divergences in the Einstein–Gauss–Bonnet equations of motion we need
more ingredients than the ones we used in section 2.
Finally, note also that now there is more structure in the potential divergences of the
equations of motion. Namely, the divergence in the Hzz component has two sources, H
(1,0)
zz
and H
(2,1)
zz , as observed in [15, 20]. We will demand that these terms cancel separately as
explained at the end of section 3.1.
4.2. Solving the field equations
We now solve the perturbative field equations (38). As in the Einstein case, this involves
canceling potential divergences, which results in constraints on the terms appearing in (21).
As n → 1, these constraints become an equation of motion for Σ—the one following from
extremizing SJM . Obtaining an equation of motion that neither over- nor under-constrains
the surface is non-trivial since, as explained in the introduction, the potential divergences
outnumber the degrees of freedom of Σ. As we shall see, the detailed structure of (21) is
essential for this to work.
It is necessary to start by further generalizing the boundary condition (21) by allowing
the induced metric δγij in δg
(n) to take the form
δγij →
∑
m,m¯≥0
δγ
(m,m¯)
ij z
m(n−1)z¯m¯(n−1) . (43)
These new terms preserve replica symmetry when m = m¯. They are built with the first
power of (n − 1), and are explicitly regular at integer n, so they are naturally allowed by
the requirements of sec. 3 (see footnote 6 above).
Besides naturalness, there are two main uses of the generalization (43). First, these terms
are needed to solve the equations of motion as we will see shortly. Second, the field equations
suggest that terms like those in (43) might be natural beyond first order in (n− 1). This is
because Hµν contains Riemann squared terms which include the square of (19). Therefore
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Hµν diverges like (n − 1)2z−2 and beyond leading order in (n − 1) so must Rµν [δg]. The
addition of the γ
(m,m¯)
ij allows for precisely these divergences.
With the addition of these new terms, (29) is modified as follows10
R
(m,m¯)
ij =−
(n− 1)
z
4m
(
δK
(m,m¯)
ijz¯ − δγ(m,m¯−1)k(i K˜kj)z¯
)
− (n− 1)
z¯
4 m¯
(
δK
(m,m¯)
ijz − δγ(m−1,m¯)k(i K˜kj)z
)
(44a)
R(m,m¯)zz =
(n− 1)
2z2
m γ˜ijδγ
(m,m¯)
ij −
(n− 1)
z
(
mδK(m,m¯)z − δγ(m−1,m¯)ij K˜ijz
)
+
(n− 1)z¯
z2
m
(
δK
(m,m¯)
z¯ − δγ(m,m¯−1)ij K˜ij z¯
)
(44b)
R
(m,m¯)
iz =
(n− 1)
z
m
[
1
2
(
∇˜jδγ(m,m¯)ji + 2A˜jzz¯δγ(m,m¯)ij
)
−
(
δA
(m,m¯)
izz¯ − δA(m,m¯)iz¯z
)]
− (n− 1)
z¯
m¯ δA
(m,m¯)
izz −
(n− 1)z¯
z2
mδA
(m,m¯)
iz¯z¯ (44c)
R
(m,m¯)
zz¯ =−
(n− 1)
z
(
mδK
(m,m¯)
z¯ −
1
2
δγ
(m,m¯−1)
ij K˜
ij
z¯
)
− (n− 1)
z¯
(
m¯ δK(m,m¯)z −
1
2
δγ
(m−1,m¯)
ij K˜
ij
z
)
+ δL (44d)
where we used the condition m γ˜ijδγ
(m,m¯)
ij = 0 to simplify some of the above expressions.
This follows from the cancellation of the only 1/z2 divergence, in (44b). We also used that
in the Lewkowycz–Maldacena solution L˜abc = 0, A˜izz = A˜iz¯z¯ = 0, A˜izz¯ = −A˜iz¯z and K˜z = 0.
The term δL in (44d) means substituting the L terms of (29d) with L→ δL.
Now we solve the field equation (38). Starting with the ‘zz’ component we find that the
cancelation of the 1/z divergence in the (1, 0) term requires
δK(1,0)z − δγ(0,0)ij K˜ijz = 4R˜ijK˜ijz , (45)
and the one in the (2, 1) term requires
2δK(2,1)z − δγ(1,1)ij K˜ijz = 8K˜ijz
(
K˜ikzK˜
jk
z¯ + K˜
j
kzK˜
ik
z¯
)
. (46)
For all other values of (m, m¯) the cancellation of this divergence gives
mδK(m,m¯)z − δγ(m−1,m¯)ij K˜ijz = 0 , (47)
10 The aesthetic reason for not including the δγ
(m,m¯)
ij in sec. 3 was that δγ ·K terms generically appear in
the rhs of eqs. (29) inside a convolution sum (and so do δγ ·A, δγ · L and δγ · γ). There is only one such
term in (44) because we are perturbing (18), for which the convolution collapses: of all the K˜
(m,m¯)
ijz only
K˜
(1,0)
ijz are non-zero, etc.
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while the z¯/z2 divergence implies
δK(m,m¯6=0)z − δγ(m−1,m¯6=0)ij K˜ijz = 0 . (48)
Note that eqs. (47) and (48) are compatible and imply that, except for the (2, 1) component,
δK
(m,m¯6=0)
z = 0 and δγ
(m−1,m¯ 6=0)
ij K˜
ij
z = 0.
For terms with m¯ = 0, canceling the 1/z¯ divergence of the ‘zz¯’ component demands
δγ
(m,0)
ij K˜
ij
z = 0 . (49)
Combining this relation with (47) gives
δK(m,0)z = 0 . (50)
Combining (45) and (48)-(50) gives
δK(m+1,m¯)z − δγ(m,m¯)ij K˜ijz = (4R˜ijK˜ijz)δm,0δm¯,0 . (51)
Next, the 1/z¯ divergence in the ‘ij’ equation requires that
−4(n− 1)
z¯
(
δK
(2,1)
ijz − δγ(1,1)k(i K˜kj)z
)
= H
(2,1)
ij , (52)
which determines δK
(2,1)
ijz in terms of δγ
(1,1)
k(i K˜
k
j)z. Note that the trace of (52) would be in-
consistent with (48) if not for the fact that γ˜ijH
(2,1)
ij = 0, which can easily be seen from (42a).
The ‘iz’ equation can be solved with a δA
(1,1)
izz¯ = −δA(1,1)iz¯z term. The results above imply
that δK
(m,m¯)
z and δγ
(m,m¯)
ij drop from the ‘zz¯’ equation, that can be solved by δL
(2,1)
zz¯z or δL
(2,1)
zzz¯
and their complex conjugates. These are all replica symmetric. The explicit expressions are
messy and unilluminating.
We thus arrive at one of our main results, which is the explicit cancellation of all the
divergences in the equations of motion of Einstein-Gauss-Bonnet. Again we find that replica
symmetry breaking terms can be chosen to vanish, but that this choice is not mandatory.
It is now a simple matter to extract the equation of motion for the surface:
γijKijz = (γ˜ij − λδγij)(K˜ijz + λδKˆ(1)ijz )
= λ
∑
m,m¯≥0
(
δK(m+1,m¯)z − δγ(m,m¯)ij K˜ijz
)
+O(λ2)
= 4λR˜ijK˜ijz +O(λ2) , (53)
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where we have used (51) to get the third line. Notice that many replica symmetry breaking
terms were allowed to enter in δg(n), but they all canceled in the equation of motion. Also,
the twist potential Aizz¯ = Aˆ(1)izz¯ is free, as δA(0,0)izz¯ = −δA(0,0)iz¯z is unconstrained. Therefore,
(53) is the only physical constraint on Σ.
Comparing this result with (6), we see that we have reproduced the equation of motion
conjectured by [29, 30], which means that Σ extremizes the Jacobson–Myers entropy.
5. DISCUSSION
In this paper we explored a number of technical and conceptual generalizations of the
Lewkowycz–Maldacena methodology. One key technical insight is that terms which can
be gauged away at n = 1 can contribute divergences to the curvature at leading order in
(n− 1). We found that these terms are harmless in general relativity but crucial for solving
the field equations in Einstein–Gauss–Bonnet gravity (and presumably all higher curvature
theories). We also explained how a “locally replica symmetric” boundary condition could
take the place of a global Zn replica symmetry. This conceptual generalization allowed us to
extend our ansatz to include replica symmetry breaking terms. This approach has lead us
to a set of well defined calculations which allow us to derive the condition that Σ extremize
the entropy in general relativity and Einstein–Gauss–Bonnet gravity. It would be suggestive
if the boundary condition (21) arises naturally in some dynamical context (in the spirit of
the “cosmic brane” method of [15]). However, we leave this interesting question for future
work.
Our calculations in section 4 complete the proof started in [15, 20, 21] that the surfaces
on which one should evaluate the entropy are those extremizing the Jacobson–Myers entropy
functional, at least when the Gauss–Bonnet coupling is perturbative. We expect the method
to work similarly in general Lovelock gravity. Presumably the arguments can be made non-
linear in the Lovelock coupling, although such extensions of general relativity seem to always
suffer from pathologies, see e.g. [27].
We have also shown that there are no obvious obstructions to relaxing the assumption
of replica symmetry in Lewkowycz and Maldacena’s derivation of the extremal area condi-
tion for general relativity. We have not addressed the pressing question of whether replica
symmetry is actually broken, that we intend to do elsewhere. Deciding if this is the case
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involves finding whether replica breaking saddles dominate the path integral.
Replica symmetry breaking saddles that could dominate the holographic calculation of
entanglement entropy were discussed in [34], which studied three dimensional general rela-
tivity in the context of AdS3/CFT2. The possibility of replica symmetry breaking was also
discussed in [11]. Other interesting features of the Re´nyi entropies were considered by the
authors of [35], who described non-analytic behavior of Sn away from n ∼ 1 by means of an
instability of the hyperbolic black hole [36] of [13].
Replica symmetry breaking is used in condensed matter to describe spin glasses, which
are frustrated systems (see [37] for a review). In these systems, frustration is generated
by disorder originating in random impurities. It is an exciting prospect that such a dual
realization of frustration may be encoded in gravity. In fact, glassy behavior has been
observed in gravitational systems in [38–41] and disorder has been studied in AdS/CMT in,
e.g., [42–45].
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