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Wireless communication systems are good choices to satisfy the growing demands on
high-rate, high-quality communications for today’s users. Due to the severe propaga-
tion environment, the quality of communication relies heavily on the channel informa-
tion at the receiving side. In this thesis, the Expectation Maximization (EM) algorithm,
an iterative algorithm to find the Maximum-Likelihood (ML) estimates, is used to de-
sign iterative receivers in wireless communications. More explicitly, in this thesis, the
EM algorithm is used to estimate the channel coefficient as well as the frequency off-
set in Multi-Input Multi-Output (MIMO) systems with a general assumption of having
multiple frequency offsets. It is also used for joint channel estimation and data de-
tection in Single-Input Multi-Output (SIMO) systems under the correlated noise envi-
ronment. The channel estimation and detection in the popular block-based transmis-
sion such as Single carrier cyclic-prefix (SCCP), Multicarrier code division multiple
access (MC-CDMA), Cyclic-prefix code division multiple access (CP-CDMA) and In-




2.1 Illustration of many-to-one mapping from X to Y . The point y is the
image of x . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 An overview of the EM algorithm. After initialization, the E-step
and M-step are alternated until the parameter has converged (no more
change in the estimate) . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.1 MIMO with frequency offsets system model. . . . . . . . . . . . . . 25
3.2 Comparison of MSE performances ofw1,2 of [1], [2], ECM and SAGE-
ECM algorithms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.3 Comparison of MSE performances of h1,2 of [2], ECM and SAGE-
ECM algorithms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.4 Average number of iterations of ECM and SAGE-ECM algorithms. . 38
3.5 Comparison of MSE performances of w1,2 of [1], [2] and SAGE-ECM
algorithm for different values of P . . . . . . . . . . . . . . . . . . . . 39
3.6 Comparison of MSE performances of h1,2 of [2] and SAGE-ECM al-
gorithm for different values of P . . . . . . . . . . . . . . . . . . . . . 39
3.7 Comparison of average number of iterations of SAGE-ECM algorithm
for different values of P . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.8 Comparison of MSE performances of w1,2 of [1], [2], and SAGE-ECM
algorithms for 4 transmit antennas system. . . . . . . . . . . . . . . . 41
viii
LIST OF FIGURES
3.9 Comparison of MSE performances of h1,2 of [2] and SAGE-ECM al-
gorithms for 4 transmit antennas system. . . . . . . . . . . . . . . . . 41
3.10 Comparison of MSE performances of w1,2 of [1], [2], and SAGE-ECM
algorithms for 2 transmit antennas system. . . . . . . . . . . . . . . . 42
3.11 Comparison of MSE performances of h1,2 of [2] and SAGE-ECM al-
gorithms for 2 transmit antennas system. . . . . . . . . . . . . . . . . 43
3.12 Comparison of BER performances of [2] and SAGE-ECM algorithms
for 2× 2 system. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.1 SIMO system model. . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.2 Frame structure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.3 BER vs. SNR in white and correlated noise environments. . . . . . . 58
4.4 Comparison of BER for different order of parameter updating. . . . . 59
4.5 Average number of iterations vs. SNR in white and correlated noise
environments. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.6 Average number of iterations: proposed ECM based v.s. SAGE based. 60
4.7 Total number of FLOPS: proposed ECM based v.s. SAGE based. . . . 61
4.8 Effect of block length T in white noise environment. . . . . . . . . . 62
4.9 Effect of block length T in correlated noise environment. . . . . . . . 62
5.1 The block diagram of BI-GDFE receiver. . . . . . . . . . . . . . . . 69
5.2 The block diagram of the EM-based channel estimation for BI-GDFE
receiver. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.3 Comparison of average CRLB with modified CRLB. . . . . . . . . . 80
5.4 BER v.s. SNR for different iterations of BI-GDFE and EM for SCCP. 81
5.5 BER v.s. number of iterations for BI-GDFE and EM for SCCP. . . . . 82
5.6 The MSE performance of SCCP. . . . . . . . . . . . . . . . . . . . . 83
ix
LIST OF FIGURES
5.7 BER v.s. SNR for different iterations of BI-GDFE and EM for MC-
CDMA. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
5.8 BER v.s. number of iterations for BI-GDFE and EM for MC-CDMA. 85
5.9 The MSE performance of MC-CDMA. . . . . . . . . . . . . . . . . . 85
5.10 BER v.s. SNR for different iterations of BI-GDFE and EM for CP-
CDMA. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
5.11 BER v.s. number of iterations for BI-GDFE and EM for CP-CDMA. . 87
5.12 The MSE performance of CP-CDMA. . . . . . . . . . . . . . . . . . 87
5.13 The block diagram of SISO-IFDMA system. . . . . . . . . . . . . . . 88
5.14 The block diagram of proposed joint channel estimation and data de-
tection receiver. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.15 Comparison of average CRLB with modified CRLB. . . . . . . . . . 99
5.16 BER v.s. SNR for different iterations of BI-GDFE and EM for MIMO-
IFDMA. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
5.17 BER v.s. number of iterations for BI-GDFE and EM for MIMO-IFDMA.101
5.18 The MSE performance of MIMO-IFDMA. . . . . . . . . . . . . . . . 102
5.19 BER v.s. SNR for different iterations of BI-GDFE and EM for MIMO-
SCCP. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
5.20 BER v.s. number of iterations for BI-GDFE and EM for MIMO-SCCP. 104
5.21 The MSE performance of MIMO-SCCP. . . . . . . . . . . . . . . . . 104
x
List of Tables
2.1 Summary of the ECM algorithm . . . . . . . . . . . . . . . . . . . . 19
2.2 Summary of SAGE algorithm . . . . . . . . . . . . . . . . . . . . . . 22
xi
List of Symbols
C set of complex numbers
∈ is an element of
∝ proportional with
ex or exp {x} exponential function
log x natural logarithm of x
E {·} (statistical) mean value or expected value
ℜ{·} real part of a complex matrix/number
ℑ{·} imaginary part of a complex matrix/number
⊗ Kronecker product
⊙ element-wise product of two vectors/matrices
W (WN ) N-point DFT matrix
|A| determinant of matrixA
(A)i,j (i, j)










a diagonal matrix in which main diagonal is a vector a
diagn{a} a diagonal matrix of size n in which elements of the main
diagonal are a
‖ · ‖ Frobenius norm
In identity matrix of size n
0n zero matrix of size n× n
xii
(a)i the ith element of a vector a
δ(t) Kronecker delta function
|a| absolute value of a number∏N
i=1 multiple product∑N
i=1 multiple sum
∼ distributed according to (statistics)
CN (m,Σ) complex Gaussian random vector with mean of
m and covariance matrix of Σ
(·)T transpose of a matrix/vector
(·)H conjugate transpose of a matrix/vector
xiii
List of Abbreviations
3G LTE Third Generation Long Term Evolution
AWGN Additive White Gaussian Noise
BER Bit Error Rate
BI-GDFE Block-Iterative Generalized Decision Feedback Equalizer
CDMA Code Division Multiple Access
CCI Co-Channel Interference
CP Cyclic-Prefix
CP-CDMA Cyclic-Prefix Code Division Multiple Access
CRLB Crame´r-Rao Lower Bound
CSI Channel State Information
ECM Expectation Conditional Maximization
EM Expectation Maximization
GDFE Generalized Decision Feedback Equalizer
IDC Input-Decision Correlation
i.i.d. independent and identically distributed
IFDMA Interleaved Frequency Division Multiple Access
ISI Intersymbol Interference
LLR Log-Likelihood Ratio






MMSE Minimum Mean Square Error
ML Maximum Likelihood
MLE Maximum Likelihood Estimate
MSE Mean-Square Error
MSI Multi-Stream Interference
OFDM Orthogonal Frequency Division Multiplexing
PARP Peak-to-Average Power Ratio
p.d.f probability density function
SAGE Sapce-Alternating Generalized EM
SCCP Single carrier cyclic-prefix
SIC Soft Interference Cancellation
SIMO Single-Input Multi-Output










Wireless communication systems have proved themselves to be very effective and con-
venient for information transmission nowadays. However, due to the complex prop-
agation medium , reliable communication over a wireless channel is highly challeng-
ing problem. The transmission quality is heavily affected by the ability to accurately
estimate the channel state information (CSI). From this point of view, channel state
information estimation is an important task in wireless systems.
In practice, the signal from the transmitter consists of two parts. One is the known
training signal and the other is the data signal. This results to two methods to obtain
the channel state information at the receiver. The first one is to use only the received
signal over the transmission of the known training signal to measure the channel state
information. This information is later used over the transmission of the data signal to
decode it. Examples of this method can be found in [3, 4], to name a few. In spite of the
simplicity, the accuracy of this method may not be guaranteed in case of insufficient
number of training signal and/or the very high noise environment. Therefore, one
approach that uses not only the information provided by the training signal but also the
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information obtained from the data part is preferable [5, 6], where detected symbols
are used to refine the CSI estimate.
The Expectation-Maximization (EM) algorithm [7–9] is a broadly applicable ap-
proach to the iterative computation of maximum likelihood (ML) estimates, useful in
a variety of incomplete data problems, where algorithms such as the Newton-Raphson
method may turn out to be more complicated. On each iteration of the EM algorithm,
there are two steps-called the expectation step or the E-step and the maximization step
or the M-step. Because of this, the algorithm is called the EM algorithm. This name
was given by Dempster, Laird, and Rubin in 1997 in their fundamental paper [7]. The
situations where the EM algorithm is profitable can be described as incomplete-data
problems, where ML estimation is made difficult by the absence of some part of data
in a more familiar and simpler data structure. The EM algorithm is closely related
to the ad hoc approach estimation with missing data, where the parameters are esti-
mated after filling the initial values for the missing data. The latter are then updated by
their predicted values using these initial parameter estimates. The parameters are then
re-estimated, and so on, proceeding iteratively until convergence.
The basic idea of the EM algorithm is to associate with the given incomplete data
problem, a complete data problem for which ML estimation is computationally more
tractable. For example, the complete data problem chosen may yield a closed-form so-
lution to the maximum likelihood estimate (MLE) or may be amenable to MLE com-
putation with a standard computer package. The methodology of the EM algorithm
then consists in reformulating the problem in terms of this more easily solved com-
plete data problem, establishing a relationship between the likelihoods of these two
problems, and exploiting the simpler MLE computation of the complete data problem
in the M-step of the iterative computing algorithm. The EM algorithm has been ap-
plied successfully in many fields such as image restoration/reconstruction problems,




Despite the fact that the EM algorithm has many attractive properties, it still has
disadvantages. The EM algorithm can have a complicated M-step or a slow conver-
gence due to the overly informative complete data space. This has resulted in the
development of variations of the algorithm to alleviate the drawbacks.
In the EM algorithm with complicated M-step, in some cases, the complete data
ML estimation can be simplified if we maximize some parameters of the whole while
conditionally on some other parameters. To this end, the Expectation Conditional Max-
imization (ECM) algorithm is introduced in [10]. In the ECM algorithm, the big M-
step is replaced by some smaller CM-steps.
The convergence rate of EM algorithm is inversely related to the Fisher infor-
mation of its complete data space [7], it is shown that less-informative complete-data
spaces lead to improved asymptotic convergence rates [11]. Less informative com-
plete data spaces can also lead to larger step sizes and greater likelihood increases in
the early iteration. However, in the EM formulation a less informative complete data
space can lead to an intractable maximization step [7] due to the simultaneous update
employed by EM algorithms. To circumvent this trade-off between convergence rate
and complexity, in [12], the space-alternating generalized EM (SAGE) method is pro-
posed. The method is suited to problems where one can sequentially update small
groups of the elements of the parameter vector. Rather than using one large complete
data space, each group of parameters is associated with a hidden-data space. By us-
ing this approach, not only is the maximization simplified, but the convergence rate is
improved as well.
The EM algorithm and its variations have been applied in many problems of dig-
ital communication. These applications include channel estimation [13–16], detec-
tion [17–19], to name a few.
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1.2 Objectives and Contributions
In this thesis, we apply the EM algorithm and its variations in the estimation problems
in wireless communications. Specifically, we consider following three problems.
1. In the first problem, the joint channel and frequency offset estimation in a dis-
tributed Multi-Input Multi-Output (MIMO) system working under flat-fading
channels based on training sequences is investigated. Unlike conventional MIMO
systems where transmit (receive) antennas are located at the same area - hence
only one frequency offset value appears in the system - the distributed MIMO
system can have different frequency offset values for each pair of transmit/receive
antennas. This model is investigated in [1, 2, 20]. However, these existing meth-
ods still have drawbacks. The method in [20] requires that when one transmit
antenna transmits, the others are off; hence, it increases the dynamic range of the
power amplifiers. Methods in [1, 2] overcome the above disadvantage but their
performance does not reach the Crame´r-Rao Lower Bound (CRLB). Hence, in
this first problem, we propose two iterative algorithms to jointly estimate the
channel coefficients and frequency offset values for the distributed MIMO sys-
tem based on the ECM algorithm and a mixture of the ECM and the SAGE
algorithm, respectively. The obtained performance in term of Mean-Square Er-
ror (MSE) of the interested parameters reaches the CRLB. Furthermore, we do
not require any special pattern for the training sequences.
2. In the second problem, we pursue the second method in obtaining the channel
state information which uses not only the training signal but also the detected
data signal. Specifically, we consider a Single-Input Multi-Output (SIMO) sys-
tem with correlated noise in fast fading channels. In this system, we aim to
estimate the channel coefficients, noise covariance matrix as well as detect the
signal. The same SIMO system working under quasi-static flat fading channels
4
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is investigated in [21] and [22] where the EM and the SAGE algorithm are de-
ployed, respectively. We prove by simulation that the approach based on the EM
algorithm cannot be applied in the fast fading channel due to numerical prob-
lems encountered in finding inverse of noise covariance matrix during updating
processes. Our proposed algorithm, which is an application of ECM algorithm,
enjoys low complexity as compared to the SAGE-based algorithm while main-
taining near-ML performance.
3. With the increasing demand of high-rate wireless application, we encounter the
frequency-selective fading channels. Block-based transmissions such as Single
carrier cyclic-prefix (SCCP), Cyclic-prefix code division multiple access (CP-
CDMA), Multicarrier CDMA (MC-CDMA) and Interleaved frequency division
multiple access (IFDMA) are popular candidates to cope with the frequency
selectivity of the channels. We propose a doubly iterative receiver for these
schemes in which the channel estimation algorithm is based on the EM algo-
rithm. We also derive the CRLB to evaluate the MSE performance of the inter-
ested parameters.
1.3 Organization of the thesis
The organization of the thesis is given as follows.
Chapter 2 provides an overview of the EM algorithm. In this chapter, the details
of E-step and M-step of the EM algorithm are presented. Beside, the monotonicity and
convergence properties are reviewed. Two variations of EM algorithm, one is the ECM
algorithm and the other is SAGE algorithm, are also reviewed in this chapter.
In Chapter 3 we propose two iterative algorithms to estimate the channel coef-
ficients and frequency offsets in a distributed MIMO. In this chapter, unlike the con-
5
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ventional MIMO systems, we assume that each pair of transmit/receive antennas has a
distinct value of frequency offset.
Chapter 4 investigates a SIMO system in the correlated noise environment. In this
chapter, we propose an iterative algorithm to jointly estimate the channel coefficients,
noise covariance matrix and detect the transmitted signal.
Chapter 5 presents the solution to the problem of joint channel estimation and data
detection in popular block-based transmission schemes, namely, SCCP, CP-CDMA
and MC-CDMA. The approach is then extended to multi-user MIMO-IFDMA sys-
tems.






Conditional Maximization (ECM) and
Space-Alternating Generalized EM
(SAGE) Algorithms
2.1 Expectation Maximization Algorithm
2.1.1 The Algorithm
LetY be the random vector corresponding to the observed data y. It has the probability
density function (p.d.f) postulated as f(y∣∣θ) where θ = [θ1 θ2 · · · θp]T is a vector of
unknown parameters with parameter space Ω.
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The EM algorithm is a broadly applicable algorithm that provides an iterative pro-
cedure for computing MLEs in situation where, but for the absence of some data, ML
estimation would not be straightforward. Hence, in this context, the observed data vec-
tor y is viewed as being incomplete data space and is regarded as an observed function
of the so-called complete data space. The notion of “incomplete data space” includes
the conventional sense of missing data, but it also applies to situations where complete
data space represent what would be available from some hypothetical experiment. In
the latter case, the complete data space may contain some variables that are newer ob-
servable in a data sense. With this framework, we let x denote the vector containing




∣∣θ) denote the p.d.f of random vectorX corresponding to the complete
data vector x. Then the complete data log likelihood function that could be formed for









Formally, we have two sample spaces X and Y and a many-to-one mapping from
X to Y . Instead of observing the complete data vector x in X , we observe the incom-










where X (y) is the subset of X determined by the equation y = h(x). This idea is
illustrated in Fig. 2.1.
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Figure 2.1: Illustration of many-to-one mapping fromX to Y . The point y is the image
of x
The EM algorithm approaches the problem of solving the incomplete data likeli-
hood equation (2.3) indirectly by proceeding iteratively in terms of the complete data
log likelihood function, logLc(θ). As it is unobserved, it is replaced by its conditional
expectation given y, using the current estimate for θ.
More specially, let θˆ[0] be some initial value for θ. Then on the first iteration, the




∣∣θˆ[0]) = E {logLc(θ)|y, θˆ[0]} . (2.6)
The M-step requires the maximization of Q
(
θ
∣∣θˆ[0]) with respect to (w.r.t.) θ over




∣∣θˆ[0]) ≥ Q(θ∣∣θˆ[0]), (2.7)
for all θ ∈ Ω. The E-step and M-step are then carried out again, but this time with θˆ[0]









∣∣θˆ[m]) = E {logLc(θ)∣∣y, θˆ[m]} . (2.8)
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∣∣θˆ[m]) ≥ Q(θ∣∣θˆ[m]) (2.9)












We see that in EM algorithm it is not necessary to specify the exact mapping from
X to Y nor the corresponding representation of the incomplete data p.d.f f(y|θ) in
terms of complete data p.d.f f(x|θ). All is needed is the definition of the complete
data x and the conditional p.d.f of X given the observed data Y . Furthermore, the
choice of complete data x is not unique, it is chosen for convenience in carrying out
E-step and M-step. We can summarize the EM algorithm in Fig. 2.2.
2.1.2 Some examples
2.1.2.1 Example 1 [17]
Consider the simple problem of estimating the parameter s from received data r = s+n
where n is a zero-mean, variance σ2n Gaussian random variable. The ML estimate
of s given r is then simply r. Clearly, for this problem there is no need to use EM
algorithm which will only make things more complicated, but we will nevertheless
do so to illustrate its use. We view r as the incomplete data and define (somewhat
arbitrarily) the complete data to be x = (r, w) where w is an (artificial) zero-mean,
variance σ2w Gaussian random variable, not independent of n; n and w are jointly




















2.1 Expectation Maximization Algorithm
 
M-step: 
Compute Maximum Likelihood estimate 
of parameter [ ]1ˆ m+θ  using estimated data 
Set 0k =  
END 
Choose an initial 
parameter [ ]0ˆθ  
Set 0m =  
E-step: 
Estimate unobserved 
data using [ ]ˆ mθ  
1m m= +  
Converged? 
Figure 2.2: An overview of the EM algorithm. After initialization, the E-step and M-
step are alternated until the parameter has converged (no more change in the estimate)
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Then f(x|s) = h(w, r − s) and the log-likelihood function of the complete data
(after dropping unnecessary terms) is
Lc(x) = log f(x|s) ∝ s2 − 2s
(










r − ρw σn
σw
)∣∣∣r, sˆ[m]}







where wˆ[m] = E
{
w|r, sˆ[m]} is the conditional mean of w given the incomplete data r
and assuming that s = sˆ[m]. We can easily show that
p(w|r, sˆ[m]) = h(w, r − sˆ
[m])
pn(r − sˆ[m]) , (2.14)









s|sˆ[m]) = s2 − 2s (r(1− ρ2) + ρ2sˆ[m]) . (2.16)









s2 − 2s(r(1− ρ2) + ρ2sˆ[m])}
= ρ2sˆ[m] + r(1− ρ2). (2.17)
From this recursion equation we have the explicit solution
sˆ[m] = ρ2msˆ[0] + r
(
1− ρ2m) (2.18)
Thus irrespective of the initial estimate sˆ[0], the algorithm converges to the true
ML estimate sˆ = r, for any 0 ≤ ρ < 1.
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Example 1 illustrates that the complete data can be chosen quite arbitrary. In
practice, however, an educated choice may result in a simpler solution.
2.1.2.2 Example 2
In this example we consider a system ofNT transmit andNR receive antennas. The sin-
gle data stream in the input is demultiplexed into NT substreams, and each substream
is modulated independently then transmitted over a rich-scattering wireless channel to
NR receive antennas. Each antennas receives signals transmitted from the entire NT
transmit antennas. The receive signal at each instant time can be written as
y =Hs+ z, (2.19)
where z = [z1 z2 · · · zNR ]T is assumed to be a symmetric independent and identically
distributed (i.i.d.) complex Gaussian noise vector with zero mean and unit variance,
s = [s1 s2 · · · sNT ]T is the transmit signal, y = [y1 y2 · · · yNR]T is the receive signal,
andH ∈ CNR×NT is the channel matrix. In rich-scattering environments, the elements
of the channel matrix can be modeled as symmetric i.i.d. complex Gaussian random
variables with zero mean and variance σ2.
We define the complete data set xl, as required by the EM algorithm, as follows:
xl = hlsl + zl, l = 1, 2, · · · , NT , (2.20)
where xl is an NR element column vector, sl is the symbol bit of the lth layer, zl
is the complex NR − dimensional AWGN, the components of which are statistically











2.1 Expectation Maximization Algorithm
The complete data space is defined as x = [xT1 xT2 · · · xTNT ]T . In the E-step of
the EM algorithm we have to determine Q
(
s|sˆ[m]) = E{log f(x∣∣s)∣∣y, sˆ[m]} which


















where a = [s1hT1 /σ21 · · · sNThTNT /σ2NT ]T .
It can be easily shown that
E
{
x|y, sˆ[m]} = 1
σ2
[








1 · · · sˆ[m]NThTNT
]T
. (2.24)


















y −Hsˆ[m]))} . (2.25)
Obviously, to maximize the whole sum, it is sufficient to maximize each term in
the sum, separately. Therefore, we have the equation to determine sˆ[m+1]l as
sˆ
[m+1]













y −Hsˆ[m]))} , l = 1, 2, · · · , NT .
(2.26)
If sl’s can only take the value +1 and −1, in other words BPSK contellation is in
















y −Hsˆ[m]))}} . (2.27)
This example is drawn from [18] in which it is proved that the performance of
the EM-based algorithm is better than that of the original nulling and canceling with
optimal ordering scheme proposed in [23] (also known as V-BLAST).
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2.1.3 Basic Theory of the EM Algorithm
2.1.3.1 Monotonicity of the EM Algorithm
In [7], authors show that the incomplete data likelihood function L(θ) is not decreased




) ≥ L(θˆ[m]) (2.28)
for m = 0, 1, 2, · · · . To prove this monotonicity, let
f(x|y, θ) = f(x|θ)
f(y|θ) , (2.29)
be the conditional density ofX given Y = y. Then the log likelihood is given as
logL(θ) = log f(y|θ)
= log f(x|θ)− log f(x|y, θ)
= logLc(θ)− log f(x|y, θ). (2.30)
Taking the expectations of both sides of (2.30) with respect to the conditional












∣∣θˆ[m]) = E {log f(X∣∣y, θ)∣∣y, θˆ[m]}.


















∣∣θˆ[m]) ≥ Q(θ|θˆ[m]) (2.33)
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where the inequality (2.35) is a result of Jensen’s inequality and the concavity of the
logarithmic function.
2.1.3.2 Convergence to a Stationary Value
In an EM algorithm, for a sequence of likelihood values {L(θˆ[m])} bounded from
above, L(θˆ[m]) converges monotonically to some value L∗. In almost all applications,









Moreover, in many practical applications, L∗ will be a local maximum. In any
event, if an EM sequence {θˆ[m]}m=0,1,··· is trapped at some stationary point θ∗ that is
not a local or global maximizer of L(θ) (for example, a saddle point), a small random
perturbation of θ away from the saddle point will cause the EM algorithm to diverge
from the saddle point.
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In general, if L(θ) has several stationary points, convergence of the EM sequence
to either type (local or global maximizers, saddle points) depends on the choice of the
starting point θˆ[0]. In the case where the likelihood function L(θ) is unimodal in Ω
(and a certain differentiability condition is satisfied) any EM sequence converges to
the unique MLE, irrespective of its starting point θˆ[0].
2.2 Expectation Conditional Maximization (ECM) Al-
gorithm
One major reason reason why the EM algorithm is popular is that the M-step involves
only the complete data ML estimation which is often computationally simple as com-
pared the incomplete data ML estimation. However, if the complete data ML estima-
tion is rather complicated, then the EM algorithm cannot preserve its attraction because
the M-step is no longer attractive. Fortunately, in some cases, the complete data ML
estimation is relatively simple if we can replace the maximization by another max-
imization that is undertaken conditionally on some parameters or, in general, some
functions of the parameter. To this end, in [10], authors introduce the Expectation
Conditional Maximization (ECM) algorithm. The ECM algorithm replaces the com-
plicated M-step of the EM algorithm by several computationally simpler CM-steps.
At each CM-step, the conditional expectation of the complete data at the E-step is
maximized subject to the constraints on θ.
The CM-steps maximize over a smaller parameter space; hence, they are often
simpler and faster than the complicated maximization task of the M-step of the EM
algorithm. More importantly, the ECM algorithm preserves the convergence properties
of the EM algorithm.
Let θˆ[m+c/C] be the updated value of θ at the cth CM-step among the total of C
17
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CM-steps which replace the M-step of the EM algorithm. θˆ[m+c/C] is determined such







∣∣θˆ[m]) ≥ Q(θ∣∣θˆ[m]), (2.40)











θ ∈ Ω : gc(θ) = gc(θˆ[m+(c−1)/C])
}
. (2.41)
The value of θ at the Cth CM-step, θˆ[m+C/C] = θˆ[m+1] is forwarded to the (m +
1)th iteration.














∣∣θˆ[m]) ≥ Q(θ∣∣θˆ[m]). (2.43)




) ≥ L(θˆ[m]). (2.44)
In many applications of the ECM algorithm, the parameter vector θ is partitioned









2.3 Space-Alternating Generalized Expectation Maximization (SAGE)
Algorithm




with respect to the subvector θc while the other (C − 1) subvectors are fixed at their
current values. In other words, gc(θ) is the vector consisting of all the subvectors of θ
but θc. To this point, we have the summary of the ECM algorithm for this case, which
we use later, as follows.
Table 2.1: Summary of the ECM algorithm
1. Initialization: Obtain θˆ[0].
2. ECM













2 · · · θˆ[m+1]c · · · θˆ[m]C
]T
where







Update: θˆ[m]c = θˆ[m+1]c
2.3 Space-Alternating Generalized Expectation Maxi-
mization (SAGE) Algorithm
Despite the versatility of EM algorithm, it has slow convergence rate. To overcome
this problem, Space-Alternating Generalized Expectation-Maximization (SAGE) al-
gorithm has been proposed. In order to introduce the SAGE algorithm, we have a
definition of index set [12] as follows.
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Algorithm
Definition 2.1 A set S is defined to be an index set if i) it is nonempty, ii) it is a subset
of the set {1, 2, · · · , p}, and iii) it has no repeated entries. The set S˜ denotes the
intersection of {1, 2, · · · , p} with the complement of S.
Let the cardinality of S be l. Then we let θS denote the l dimensional vector
consisting of the l elements of θ indexed by the members of S. Similarly, define
θS˜ to be the (p − l) dimensional vector consisting of the remaining elements of θ.
For example, if p = 6 and S = {1, 3, 5} then S˜ = {2, 4, 6}, θS = [θ1 θ3 θ5]T and
θS˜ = [θ2 θ4 θ6]
T
. Note that when we use S as a superscript, it serves as a reminder
that the function, or matrix depends on the choice of S.
The basic idea behind the SAGE method is borrowed directly from the EM method.
By introducing a “hidden-data” space for θS , XS . XS must be a complete data space
(in the sense of [7]) for θS given that θS˜ is known.
The essential ingredient of SAGE algorithm is the following conditional expecta-
















∣∣y, θˆ[m]) log f(xS∣∣θS, θˆ[m]S˜ )dx. (2.46)




∣∣θS, θˆ[m]S˜ ) = f
(
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)−HS(θˆ[m]S ∣∣θˆ[m]S˜ )). (2.53)
Hence, from (2.52) and noting that W S(θˆ[m]
S˜
)
is independent of θS , if we choose












) ≥ logL(θˆ[m]). (2.54)
In other words, the likelihood function increases after each iteration.
To this end, we have the summary of SAGE algorithm as follows.
21
2.4 Summary
Table 2.2: Summary of SAGE algorithm
1. Initialization: Obtain θˆ[0].
2. SAGE
For m = 0, 1, · · ·
Choose an index set S = Sm.

















In this chapter, we give an overview of the EM algorithm. The details of two steps,
E-step and M-step, are presented. The monotonicity and convergence properties are
reviewed. Two variations of the EM algorithm: the ECM algorithm which overcome
the complicated M-step of EM algorithm and the SAGE algorithm which accelerate
the EM algorithm are also reviewed.
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Chapter 3
Joint Channel and Frequency Offset
Estimation for Distributed MIMO
Flat-Fading Channels
3.1 Introduction
Multi-antenna transmission over MIMO channels has been proved to be effective in
combating multipath fading, as well as increasing the channel capacity [24, 25]. Since
coherent detection requires accurate channel and frequency offset information, channel
and frequency offset estimation has become a critical component in modern wireless
communication systems. In conventional MIMO systems, the transmit/receive anten-
nas are colocated, thus they usually share one oscillator, and it is usually assumed that
there is only one frequency offset within the system [26–32]. Recently, there is an
increasing interest in the research of the distributed MIMO systems [33–35] where
each of the transmit antennas is utilized by one user and the receive antennas are dis-
tributed in various locations in order to compensate for long-term shadowing fading.
One typical distributed MIMO scenario is the cellular systems where several cell edge
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users communicate with several base stations. In this case, each transmit/receive an-
tenna is equipped with its own oscillator, thus different transmit-receiver pair may have
different frequency offset.
ML estimation of channel coefficients and frequency offsets in a flat fading MIMO
channels with the assumption of having different frequency offsets between different
transmit and receive antenna pairs has been studied in [20]. In this work, the authors
stated that the ML estimation is a multi-dimensional minimization problem and thus
has a very high computational complexity. Then, they introduced two computationally
efficient algorithms which require that when one transmit antenna transmits a training
symbol, the others do not transmit anything (i.e., other antennas are off). Consequently,
it increases the dynamic range of the power amplifier [2]. Furthermore, it was pointed
out that there exists numerical problems when the frequency offsets are estimated using
the popular training sequences, e.g., sequence consisting of all ones, or if the frequency
offsets are close to each other. This is due to the fact that the involved matrices are
rank-deficient. To overcome this drawback, in [1], the authors proposed a correlation-
based method for frequency offset estimation. This method, however, introduces an
error floor in the MSE performance due to the existence of the interference in a multi-
antenna system. In addition, if the frequency offset is too large, this method does not
perform well.
An iterative method has been introduced in [2], where the frequency offsets are
obtained using the method of [1]. Based on these values, coarse estimates of chan-
nel coefficients are obtained using least-square method. Then, the interference from
unintended transmit antennas is subtracted from the received signal and the process
is repeated. This method does not have the error floor as compared to the one in [1].
However, the performance does not reach the CRLB. Furthermore, the estimation of
frequency offsets is inherited from [1], therefore, whenever a large frequency offset
estimation range is required, the performance becomes worse.
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In this chapter, we present two iterative algorithms to estimate the channel coef-
ficients and frequency offsets in a flat-fading distributed MIMO system. We assume
that each pair of transmit-receive antenna has a distinct frequency offset value. Our
proposed algorithms decouple the multi-dimensional optimization problem into many
one-dimensional optimization problems where the channel coefficient and frequency
offset of each pair of transmit-receive antenna can be determined separately. Simula-
tions show that the proposed methods reach the CRLB while avoiding the drawbacks
of methods in [1, 2, 20].
3.2 System Model and ML Estimation
Consider a MIMO system with NT transmit and NR receive antennas operating under
a flat-fading environment in Fig. 3.1. We assume that each transmit-receive antenna
 
( )ls t
{ }1, 1,,l lh w
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,k l k lh w















Figure 3.1: MIMO with frequency offsets system model.
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pair has a different frequency offset. The received signal at the kth receive antenna at





jwk,ltsl(t) + nk(t), t = 1, 2, · · · , N, (3.1)
where
• {sl(t)}Nt=1 is the sequence of symbols transmitted from the lth transmit antenna.
• hk,l and wk,l are the channel coefficient and frequency offset between the lth
transmit antenna and the kth receive antenna, respectively. hk,l and wk,l are
assumed to be unknown and constant over the interval of t = 1, 2, · · · , N .
Here, we make a standard assumption that hk,l’s are statistically independent
and complex-valued Gaussian random variables with zero-mean and variance of
1.
• {nk(t)}Nt=1 is a sequence of zero-mean, independent and identically distributed
complex-valued Gaussian random variables having variance of σ2. Noise se-
quences at NR receive antennas are statistically independent.
For the purpose of joint channel and frequency offset estimations, the training
sequence {sl(t)}Nt=1 is assumed to be known.
If we define:
yk = [yk(1) yk(2) · · · yk(N)]T (3.2)
hk = [hk,1 hk,2 · · · hk,NT ]T (3.3)






jwk,2 · · · sNT (1)ejwk,NT
s1(2)e
j2wk,1 s2(2)e




















3.3 Proposed Iterative Joint Channel and Frequency Offsets Estimators
Then the ML estimation of {hk,l} and {wk,l} is achieved through minimizing the fol-




‖yk − Swkhk‖2. (3.6)
Since the term in the sum of (3.6) depends only on wk and hk, each set of hk and wk
can be derived by minimizing separate functions. Specifically, the ML estimation of
hk and wk amounts to the minimization of
Λk = ‖yk − Swkhk‖2. (3.7)






Substituting (3.8) back to (3.7), the frequency offset estimation is as follows







Equation (3.9) is a multi-dimensional minimization problem which has a high compu-
tational complexity.
3.3 Proposed Iterative Joint Channel and Frequency
Offsets Estimators
It is evident that the channel coefficient and frequency offset estimation problem for a
distributed MIMO system can be considered as NR independent estimation problems
for NR MISO (Multi-Input Single-Output) systems. Hence, in this section, without
loss of generality, we only present the algorithms to estimate the channel coefficients
and frequency offsets from all transmit antennas to the kth receive antenna using the
received signal at the kth receive antenna and the information of training sequences
from all transmit antennas.
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3.3.1 Algorithm 1: ECM Based Approach
If we define sl = [sl(1) sl(2) · · · sl(N)]T as the training signal vector transmitted
from the lth transmit antenna and ek,l = [ejwk,l ej2wk,l · · · ejNwk,l]T , then the received




(sl ⊙ ek,l)hk,l + nk, (3.10)
where nk = [nk(1) nk(2) · · · nk(N)]T and nk ∼ CN (0, σ2IN). In the EM terminol-
ogy, the observed signal vector yk is the incomplete data space. The parameter to be
estimated is θ = [θT1 · · · θTl · · · θTNT ]T , where θl = [wk,l hk,l]T is the two parameters
corresponding to the lth transmit antenna and kth receive antenna pair.
Following [36], we define the complete data space as zk = [zTk,1 zTk,2 · · · zTk,NT ]T
where
zk,l = (sl ⊙ ek,l)hk,l + nk,l, l = 1, 2, · · · , NT . (3.11)




zk,l = yk. (3.12)




nk,l = nk, (3.13)
and nk,l’s are statistically independent, zero-mean Gaussian random vectors with co-
variance matrix βlσ2IN . The βl’s are non-zero real-valued numbers such that
NT∑
l=1
βl = 1, βl > 0. (3.14)
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There is no available strategy to choose the optimum set of {βl}NTl=1. In practice, how-
ever, βl’s are usually chosen to be equal, i.e., βl = 1NT for all l.








T · · · (θˆ[m]NT )T
]T
as the es-
timated value of θ obtained after the (m − 1)th iteration and forwarded to the mth








, l = 1, 2, · · · , NT .
The proposed Algorithm 1 at the mth iteration contains the E-step and CM-step
as follows.
3.3.1.1 E-step
In this step, we compute the expectation of the complete data space log-likelihood
function given the parameter θ and conditioned upon the incomplete data and the cur-
rent estimated value of θˆ[m], that is:
Q
(
θ|θˆ[m]) = E{log f(zk|θ)|yk, θˆ[m]}. (3.15)
Due to the statistical independence among nk,l’s, the probability density function of

















Substituting (3.16) into (3.15), we obtain
Q
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and C1 and C2 are two constants independent of θ.




























k,v · · · ejNwˆ[m]k,v ]T .
3.3.1.2 CM-step
In this step, the updated value of θ, θˆ[m+1], is determined as









‖zˆ[m]k,l − (sl ⊙ ek,l)hk,l‖2. (3.20)
We can easily see from (3.20) that the updating process of θ can be decoupled
into NT updating processes of θl for l = 1, 2, · · · , NT . Hence, we have the equation
to determine θˆ[m+1]l as
θˆ
[m+1]
l = arg min
θl
‖zˆ[m]k,l − (sl ⊙ ek,l)hk,l‖2. (3.21)
In contrast to the EM algorithm, where the updating process of parameters takes
place simultaneously, the ECM algorithm minimizes (3.21) in two steps. In the first
step, (3.21) is minimized w.r.t. one of (wk,l, hk,l) while the others are kept at their
most updated values. We denote by θˆ[m+c/2]l the estimate of θl at the cth step of the
mth iteration of the ECM algorithm, c = 1, 2. Then, the CM-step of the ECM based
algorithm consists of the following two smaller steps.
Step 1 In this step, we determine the updated value of wk,l while hk,l is fixed at hˆ[m]k,l ,











k,l = arg minwk,l




























where zˆ[m]k,l (t) is the tth element of zˆ[m], t = 1, 2, · · · , N .
To handle the nonlinearity of (3.22), we can resort to Taylor’s series expansion of
ejwk,lt around wˆ[m]k,l to the second-order term as:














k,l = arg maxwk,l
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Differentiating the function inside {·} of (3.24) w.r.t. wk,l and equating the result





































Equation (3.25) is valid only when the function inside {·} in (3.24) is convex.
It is very hard to prove this property analytically from (3.24) because it consists of
estimated parameters which change from iteration to iteration. However, from our
simulations, we observe that the function is always convex for the type of system set-
ups and channel conditions considered, at least; hence, (3.25) provides satisfied results
as will be illustrated in the Section 3.4.
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Step 2 In this step, the updated value of hk,l, hˆ[m+1]k,l is determined, where wk,l is set













k,l = arg min
hk,l































Algorithm 1 for the kth receive antenna is summarized as below. By increasing k
from 1 to NR (or equivalently, by repeating the Algorithm 1 NR times), we obtain the
channel coefficients and frequency offsets for the MIMO system.
Algorithm 1 Summary of Algorithm 1 for the kth receive antenna
1. Initialization
Obtain wˆ[0]k,l and hˆ
[0]
k,l for l = 1, 2, · · · , NT .
2. ECM
For m = 0, 1, · · ·
•For l = 1, 2, · · · , NT




v=1(sv ⊙ eˆ[m]k,v )hˆ[m]k,v
)
.
•For l = 1, 2, · · · , NT
























































3.3.2 Algorithm 2: SAGE-ECM Based Approach
In EM-type algorithms, the convergence rate is inversely proportional to the Fisher
information of its complete data [37]. In the above algorithm, the noise variance is
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distributed over zk,l for all values of l. Therefore the Fisher information of zk,l is
relatively large. To improve the convergence rate, we use SAGE algorithm in which
the parameter θ is divided into NT groups of θl, l = 1, 2, · · · , NT . For each group, a
hidden data space must be chosen [37]. When update process of one group is taking
place, the others are fixed at their latest updated values.
Specifically, for the group of θl, l belongs to the set {1, 2, · · · , NT}, the hidden
data space is defined as
xk,l = (sl ⊙ ek,l)hk,l + n. (3.28)
Note that we associate all the noise to the hidden data space of θl to reduce its Fisher
information and in turn increase the convergence rate.
Following is the update process of θl at the mth iteration which also consists of
an E-step and M-step. Note that there is a total of NT times of these two steps at the
mth iteration to update all θl, l = 1, 2, · · · , NT .
3.3.2.1 E-step
In this step, we determine the expectation of the hidden data space log likelihood func-
tion given the parameter θl while θv’s, v 6= l, are kept at θˆ[m]v and conditioned upon




















‖xk,l − (sl ⊙ ek,l)hk,l‖2
}
. (3.30)
After putting (3.30) into (3.29), we obtain




‖xk,l − (sl ⊙ ek,l)hk,l‖2
∣∣yk, θˆ[m]}
= C4 − 1
σ2
‖xˆ[m]k,l − (sl ⊙ ek,l)hk,l‖2 (3.31)
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and C3 and C4 are two constants independent of θl.
3.3.2.2 M-step
In this step, the updated value of θl, θˆ[m+1]l , is determined by
θˆ
[m+1]





‖xˆ[m]k,l − (sl ⊙ ek,l)hk,l‖2. (3.33)
This equation can be solved like the M-step of the previous algorithm where the ECM
is deployed, i.e., it consists of two small steps and elements of θl = [wk,l hk,l]T are
updated sequentially. Here, we only state the results.





































where xˆ[m]k,l (t) is the tth element of xˆ
[m]
k,l in (3.32), t = 1, 2, · · · , N .


















Algorithm 2 is named as SAGE-ECM since it is derived by combining the ECM and
SAGE algorithms. The algorithm is summarized below. By repeating it NR times (by
increasing k from 1 to NR), we obtain the desired parameters for the MIMO system.
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Algorithm 2 Summary of Algorithm 2 for the kth receive antenna
1. Initialization
Obtain wˆ[0]k,l and hˆ
[0]
k,l for l = 1, 2, · · · , NT .
2. SAGE-ECM
For m = 0, 1, · · ·
•For l = 1, 2, · · · , NT




v=1(sv ⊙ eˆ[m]k,v )hˆ[m]k,v
)
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Computer simulations have been carried out to evaluate the performance of the pro-
posed algorithms in some system set-ups. The performance of the proposed algorithms
in terms of MSE and bit error rate (BER) is also compared with existing methods.
3.4.1 Example 1: 2× 1 system with fixed channel and fixed offset
In this subsection, we consider a system with NT = 2 transmit antennas and NR = 1
receive antenna. Following [20], the frequency offsets between the receive antenna and
the two transmit antennas are w = [w1,1 w1,2]T = 2pi[0.01 0.015]T . Note that these
two frequency offsets are quite close to each other and the ML estimation [20] should
encounter numerical problems. A specific channel is used for all simulations in this
case [20]: h1 = [h1,1 h1,2]T = [0.2929 + 0.5169i 0.1074− 0.9303i]T . The length of
the pilot sequences from the transmit antennas is N = 32. Each training sequence is
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taken from a row of a Hadamard matrix with appropriate size. Hence, we can consider
that it consists of P repetitive blocks where P is the correlator length in [1]. It controls
the range of estimated frequency offsets. Here, the correlator length is taken as 8. Our
proposed algorithms stop when the difference between the log-likelihood function of
the two consecutive iterations is less than 0.001.
Firstly, we compare the performances of our proposed ECM and SAGE-ECM
based algorithms. We present the results for the second transmit antenna and receive
antenna pair. We use the method in [1] to have the initialization values for frequency
offsets. After having these values, (3.8) is used to get the initial estimates for channel




































Figure 3.3: Comparison of MSE performances of h1,2 of [2], ECM and SAGE-ECM
algorithms.
We can see that the performance of our proposed algorithms reach the CRLB.
Readers are referred to [20] for detailed derivations and results of the CRLB. In order to
have the above results, the required average number of iterations for both algorithms is
presented in Fig. 3.4. We can see that the SAGE-ECM based algorithm greatly reduces
complexity compared to the ECM based algorithm. Note that, this is a fair comparison
because each iteration of both algorithms has roughly the same complexity. It can be
seen that the required average number of iterations become high in the low- and high-
SNR regions. This is because the performance at initialization is far away from the
CRLB in the above SNR regions compared to the mid-SNR region.
The comparisons of our algorithms with [1] and [2] are also presented in Fig. 3.2
and Fig. 3.3. Specifically, Fig. 3.2 presents the obtained MSE of w1,2 for different
algorithms. The algorithm of [2] overcomes the error floor of [1] only in the high-SNR






























Figure 3.4: Average number of iterations of ECM and SAGE-ECM algorithms.
illustrates the result for h1,2. The same observations can be obtained.
Finally, we compare the performance of different algorithms for different values
of correlator length. Here, two values, 4 and 2, are examined. The method in [1]
gives large range of estimated frequency offsets with small value of P . However,
the estimation error increases. This phenomenon is illustrated in Fig. 3.5 for w1,2.
The method in [2] can resolve the error floor but performance becomes worse with
decreasing value of P . This is because, basically, the process of estimating frequency
offsets is taken from [1]. In the mean time, our proposed algorithms still reach the
CRLB. The same observation can be found in Fig. 3.6 for the performance of h1,2.
In Fig. 3.7, the average number of iterations for the SAGE-ECM based algorithm for
different values of P is illustrated. We can see that when SNR is high, the required
iterations for the two cases become the same. This is because when SNR is high, the
performances of [1] (initialization for our proposed algorithms) for P = 4 and P = 2





















Figure 3.5: Comparison of MSE performances of w1,2 of [1], [2] and SAGE-ECM
















Figure 3.6: Comparison of MSE performances of h1,2 of [2] and SAGE-ECM algo-

































Figure 3.7: Comparison of average number of iterations of SAGE-ECM algorithm for
different values of P .
3.4.2 Example 2: 4× 1 system, fading channel and fixed offset
For the next case we consider a system with NT = 4 transmit antennas and NR = 1
receive antenna. The frequency offset values from the transmit antennas to the receive
antenna arew = 2pi[0.01 0.015 0.02 0.025]T as in [1]. Fig. 3.8 and Fig. 3.9 present the
MSE performance of w1,2 and h1,2 in Rayleigh fading channels, respectively. Here, the
pilot length is N = 32 and we use the correlator length P of 4 and 8. We can see that
the proposed SAGE-ECM can reach the CRLB when SNR is large enough; however,
the frequency offset estimation performance of the methods in [1] and [2] and channel




















Figure 3.8: Comparison of MSE performances of w1,2 of [1], [2], and SAGE-ECM
















Figure 3.9: Comparison of MSE performances of h1,2 of [2] and SAGE-ECM algo-
rithms for 4 transmit antennas system.
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3.4.3 Example 3: fading channel and random offset
In this subsection, we assume that the frequency offset from any transmit antenna to
the/any receive antenna in any evaluation is a realization of a uniform random vari-
able over the interval of 2pi(−0.1, 0.1]. Moreover, the system is operating under the
Rayleigh fading environment.
3.4.3.1 2× 1 system, MSE performance
We come back to the case of NT = 2 transmit antennas and NR = 1 receive antenna.
We consider the pilot length of N = 32 and correlator length P of 2 and 4. The MSE
of w1,2 and h1,2 are illustrated in Fig. 3.10 and Fig. 3.11, respectively. Once again, the




















Figure 3.10: Comparison of MSE performances of w1,2 of [1], [2], and SAGE-ECM


















Figure 3.11: Comparison of MSE performances of h1,2 of [2] and SAGE-ECM algo-
rithms for 2 transmit antennas system.
3.4.3.2 2× 2 system, BER performance
To see the impact of the estimated parameters on the BER performance of the system,
we present in Fig. 3.12 the BER using parameters derived from different algorithms.
We consider the system having NT = 2 transmit antennas and NR = 2 receive anten-
nas. Each frame from each transmit antenna consists of two portions: the pilot portion
and data portion. The pilot portion has length of N = 32, which constitutes 10% of
the total frame length. BPSK signaling is used and coherent detection is used at the
receiver to detect the signal. We observe that at the level of BER = 10−3, the receiver
using SAGE-ECM can obtain a 3 dB gain as compared with [2], for the case of P = 4.






SAGE-ECM (P = 2)
SAGE-ECM (P = 4)
[2] (P = 2)
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Figure 3.12: Comparison of BER performances of [2] and SAGE-ECM algorithms for
2× 2 system.
3.5 Summary
In this chapter, we investigated the problem of estimating the channel coefficients and
frequency offsets based on training sequences for a distributed MIMO system oper-
ating under a flat-fading environment. We proposed two iterative algorithms for the
above estimation problem. The first algorithm is based on the ECM algorithm. The
performance of this algorithm achieves the CRLB for both channel and frequency off-
sets estimations. It overcomes the error floor in the MSE performance of frequency
offset estimation in [1] and also outperforms results in [2]. This algorithm requires no
special design for the training sequences. However, the complexity in terms of the re-
quired number of iterations is still high. Hence, we propose a second algorithm based
on the SAGE and ECM algorithms.
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Chapter 4
Joint Channel Estimation and Data
Detection for SIMO Systems
4.1 Introduction
The SIMO channel model has been widely used in data transmission systems with
antenna diversity. The approach of using not only the training signal but also the
detected signal to improve the estimation quality can be found in [5, 6] where authors
use the EM algorithm to solve the estimation problem. All these methods assume that
the additive noise is white in both spatial and temporal domains. However, in practice,
the noise could be spatially correlated when co-channel interference (CCI) exists.
The EM algorithm has been used in [22] to estimate the channel coefficients and
noise covariance matrix iteratively in a SIMO system under the framework of general-
ized multivariate analysis [38], considering the unknown symbols as the missing data.
This method is derived for the case that the channel coefficients are static for an inter-
val of multiple symbols (quasi-static fading). This approach can also be extended for
the time varying channels. However, through simulations, the derived algorithm en-
counters the numerical problems with matrix inversion. Hence, the BER performance
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is very poor as illustrated later in the simulation result section.
In [21], the author considered a SIMO system under quasi-static fading channels
with spatially correlated noise. In that work, to tackle the complex problem of esti-
mating more than one parameter, the author takes advantage of the SAGE algorithm ,
in which the parameters (unknown symbols and noise covariance matrix) are divided
into two groups and are updated sequentially. In the process of updating each group,
the channel coefficients are considered as the missing data as opposed to [22]. Basi-
cally, the SAGE algorithm is designed to improve the convergence rate and reduce the
complexity of the maximization step of EM algorithm by dividing the parameters to
be estimated into smaller groups and associating each smaller group with a smaller
hidden data space [12]. However, in [21], the author only takes advantage of the idea
of SAGE algorithm but does not reduce the hidden data spaces for each parameter.
Hence, the hidden data space for each smaller group is still big; thus, the computa-
tional complexity is still very high.
In this chapter, we study the problem of joint channel estimation and data detec-
tion for SIMO systems under the case that the CSI is time varying and the additive
noises are spatially correlated. The noise covariance matrix is also unknown. We treat
the channel coefficients as the missing data and propose an ECM based algorithm for
ML estimation of both the unknown symbols and the spatial noise covariance matrix in
a SIMO system under fast fading channels. The ECM algorithm is designed to directly
overcome the complicated M-step of the EM algorithm while having the advantage of
sequential updating approach as SAGE. We show that the proposed algorithm main-
tains the same performance as the SAGE method. However, the proposed algorithm





Consider a SIMO system comprising a single transmit and NR receive antennas op-


















Figure 4.1: SIMO system model.
tive noise is spatially correlated among NR receive antennas but are independent from
one symbol to another. The transmitted symbol at time t, s(t), belongs to an M-ary
constant modulus constellation C of size |C| with |s(t)|2 = 1, t = 1, 2, · · · , T . Let
s = [s(1) s(2) · · · s(T )] ∈ C1×T be a block of transmitted symbols. To facilitate
the derivations that follow, we also define
¯




of size NR × NR. Let the T × 1 vector hk =
[
hk(1) · · · hk(t) · · · hk(T )
]T ∈ CT×1
denote the channel coefficients between the transmit antenna to the kth receive an-
tenna, where k = 1, 2, · · · , NR. We assume that NR channels from the transmit an-
tenna to NR receive antennas are independent. We also define the NR × 1 vector of
channel coefficients at time t from the transmit antenna to all NR receive antennas as
h(t) =
[




At any time t, the received signal in the kth receive antenna, yk(t), k = 1, 2, · · · , NR,
can be expressed as
yk(t) = hk(t)s(t) + nk(t), (4.1)
where nk(t) is the noise at the kth receive antenna at time t. Suppose we collect
NR received signals at time t from all NR receive antennas to form a vector, y(t) =[
y1(t) y2(t) · · · yNR(t)
]T ∈ CNR×1. It can be written as
y(t) = h(t)s(t) + n(t), t = 1, 2, · · · , T. (4.2)






where n(t1) and n(t2) are the noise vectors at time t1 and t2, respectively.
If we collect T received signal vectors to form a matrixY =
[
y(1) y(2) · · ·y(T )] ∈
C
NR×T
, it can be expressed as
Y =H
¯
S +N , (4.3)
where H =
[
h(1) h(2) · · ·h(T )] ∈ CNR×T and N = [n(1) n(2) · · · n(T )] ∈
CNR×T is an additive noise matrix.
We assume that within the path from the transmitter to the kth receiver, over a
block of T symbols, the vector hk can be modeled as a zero-mean complex Gaussian






of size T × T . Here, we adopt
Jakes’ model [39], i.e., the (i, j)th element of R is given by
(R)i,j = J0(2pifdTs(i− j)) , ri−j (4.4)
where J0(·) is the Bessel function the first kind of zero order, fd is the maximum
Doppler shift and Ts is the symbol period. Note that ri−j = rj−i, thusR is a symmetric
Toeplitz matrix with first row r = [r0 r1 · · · rT−1].
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4.3 Proposed Iterative Receiver
In this section we present the proposed iterative receiver. The receiver has to recover





yT (1) yT (2) · · · yT (T )]T ∈ CNRT×1, (4.5)
S = diag
{
S(1),S(2), · · · ,S(T )}, (4.6)
h =
[
hT (1) hT (2) · · · hT (T )]T ∈ CNRT×1, (4.7)
n =
[
nT (1) nT (2) · · · nT (T )]T ∈ CNRT×1. (4.8)
Without loss of information, (4.3) can be written as
y = Sh+ n. (4.9)
The covariance matrix of h, Kh = E{hhH}, is a NRT × NRT symmetric Toeplitz
matrix with the first row being [r0 01×(NR−1) r1 01×(NR−1) · · · rT−101×(NR−1)] and the
covariance matrix of n is Kn = E{nnH} = INR ⊗Σ.
We denote θ = (S,Σ) as the parameters to be estimated and define θˆ[m] =
(Sˆ[m], Σˆ[m]) to be the estimate of θ after the (m − 1)th iteration of the proposed al-
gorithm to be forwarded to the mth iteration. In EM terminology, y is the incomplete
data, and we define X = (y,h) as the complete data for the parameter we want to
estimate. The proposed ECM based algorithm in this case contains the E-step and
CM-step as follows.
4.3.1 E-step
In this step, we compute
Q
(
θ|θˆ[m]) = E{log f(X|S,Σ)∣∣y, Sˆ[m], Σˆ[m]}. (4.10)
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∣∣h,S,Σ) = 1|piKn| exp
{





∣∣S,Σ) = f(h) = 1|piKh| exp {− hHK−1h h} (4.13)
because of the independence among h, S and Σ.
Substituting (4.11) into (4.10), after dropping some constant terms that do not
relate to θ, we have
Q
(
θ|θˆ[m]) = − T log|Σ| − E{(y − Sh)HK−1n (y − Sh)∣∣y, Sˆ[m], Σˆ[m]}.(4.14)




θ|θˆ[m]) = − T log|Σ| − tr{K−1n SKˆ [m]h SH}
− tr
{(



























[m])H + Kˆ [m]n
)−1
Sˆ[m]Kh, (4.17)
and Kˆ [m]n = INR ⊗ Σˆ[m].
Equations (4.16) and (4.17) come from (A-2) and (A-3) in Appendix A, respec-
tively.
50
4.3 Proposed Iterative Receiver
4.3.2 CM-step
In this step, the updated value of θ, θˆ[m+1], is determined as





In contrast to the conventional EM algorithm, where the updating process of
parameters takes place simultaneously, the ECM algorithm maximizes the function
Q
(
θ|θˆ[m]) in two steps. In the first step, Q(θ|θˆ[m]) is maximized with respect to one
of (S,Σ) while the other is kept at its most updated value. We let θˆ[m+c/2] be the
estimate of θ at the cth step of mth iteration of the ECM algorithm, c = 1, 2. Then, the
CM-step of the ECM algorithm consists of the following two steps.
4.3.2.1 Step 1
























We can see that the process of updating Sˆ [m+1] can be transformed to that of
sˆ[m+1]. More explicitly, the updated value of sˆ[m+1](t), t = 1, 2, · · · , T , is












4.3 Proposed Iterative Receiver
4.3.2.2 Step 2






































(t− 1)NR + 1 : tNR, (t− 1)NR + 1 : tNR
)
1 with
t = 1, 2, · · · , T then (4.22) can be written as
Σˆ[m+1] = arg max
Σ
{
































sˆ[m+1](1), sˆ[m+1](2), · · · , sˆ[m+1](T )}. (4.25)














Y − Hˆ [m]Sˆ[m+1])(Y − Hˆ [m]Sˆ[m+1])H]Σ−1.(4.26)








(Y − Hˆ [m]Sˆ[m+1])(Y − Hˆ [m]Sˆ [m+1])H
T
. (4.27)
The proposed ECM-based algorithm for the fast fading case is summarized as
follows.
1A(n : m, p : q) is a matrix formed by rows n to m and columns p to q of a matrixA
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Algorithm 3 The proposed ECM-based algorithm for fast fading channels
1. Initialization
Obtain hˆ[0], Σˆ[0] and sˆ[0].
2. ECM





















For t = 1, 2, · · · , T

















We now look at the computational complexity of the proposed algorithms and compare
it with the approach using the SAGE algorithm. Since the transmitted and received
signals as well as the channel matrix are complex, all processing is conducted in the
complex domain. Thus, multiplication, division, and addition are complex operations
throughout this section.
We consider the mth iteration of the proposed method for fast-fading channels.
The algorithm also consists of 4 steps as follows.
4.4.1 Step 1







y. In order to
save computation cost, we calculateKh
(
Sˆ [m]















3 multiplications and 2(NRT )3 − 2(NRT )2 + (NRT )2 additions. After that, it




[m])H + Kˆ [m]n
)−1
according to the Gauss-Jordan algorithm. In
total, we need 5(NRT )3 multiplications, (NRT )3 divisions and 4(NRT )3 − 3(NRT )2











Sˆ[m]Kh is determined in this





[m])H + Kˆ [m]n
)−1 is determined in the
previous step. Therefore, we need 2(NRT )3 multiplications and 2(NRT )3 − (NRT )2
additions in this step.
4.4.3 Step 3





for t = 1, 2, · · · , T . We calculate (Σˆ[m])−1 which costs N3R mul-
tiplications and divisions and (N3R−2N2R+NR) additions and it is used all t’s. For each
value of t, the computation of yH(t)(Σˆ[m])−1hˆ[m]t requires (N2R +NR) multiplications
and (N2R − 1) additions. We need |C| multiplications to determined the updated value
of sˆ[m+1](t). Therefore, this step requires (N3R + (N2R +NR + |C|)T ) multiplications,
M3 divisions and (N3R + (T − 2)N2R +NR + (|C| − 1)T ) additions.
4.4.4 Step 4









. The calculation of (Y −Hˆ [m]Sˆ[m+1])(Y −
Hˆ [m]Sˆ[m+1])H requires (NRT 2 +N2RT ) multiplications and (NRT 2 +N2RT −N2R) ad-




h ]t and another N2R
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divisions to complete the computation of Σˆ[m+1].
If the problem is solved using the SAGE algorithm, then θ = (s,Σ) for the case
of quasi-static fading channels (or θ = (S,Σ) for fast-fading channel) should be di-
vided into two groups of s (or S) and Σ and updated in sequential manner. For each
group, the admissible hidden-data space [12] is the same as the complete data of the
ECM algorithm. In updating s (or S), the channel estimation in Step 1 and updat-
ing signal in Step 3 are performed. The updating of Σ requires the re-calculation of
channel estimation in Step 1, as well as Step 2 and Step 4. Therefore, in each iteration
(i.e., updating both s (or S) and Σ), the SAGE algorithm requires one more time of
calculating channel estimation in Step 1 than our proposed algorithm. This makes our
proposed ECM based algorithm less complex than the SAGE based algorithm, and this
will be further verified by simulations presented in the next section.
4.5 Simulation Results
We consider a SIMO system with NR = 2 receive antennas. The signal is corrupted by
additive complex noise of two kinds, the first one has covariance matrix Σ = σ2INR












The fading coefficients between the transmitter and each receive antennas are gen-
erated according to Jakes’ model. The data is grouped into a block of T = 20 BPSK
symbols, preceded by a pilot symbol. The receiver operates on frames comprising






Figure 4.2: Frame structure.
4.5.1 Initialization
It is well-known that a good estimation is essential to EM-type algorithms. Unlike the
case of quasi-static fading channels where we can get the initialization of channel co-
efficients easily, the time varying characteristic of channel coefficients makes it more
difficult to get a good initialization for the proposed algorithm. Relying on the relations
among channel coefficients by Jake’s model, the Wiener theory in [42] is used to inter-
polate (F + 1) successive pilot symbols to get the channel coefficients initialization.
More explicitly, if we consider the kth receive antenna, we have a vector of received
signals at the pilot positions over a frame as yP,k = [yk(0) yk(T + 1) · · · yk((F −
1)T + (F − 1)) yk(FT + F )]T ∈ CF+1. The initial value of the channel coefficient
hˆ
[0]
k (t), where t is the time index in the frame, is determined by [42]
hˆ
[0]
k (t) = w
H
k (t)yP,k, (4.29)
in which wk(t) is calculated from
























and this value is used for the first block in this frame. After convergence, the value of
Σ corresponding to the first block is used as the initialization of the second block of
the same frame, and so on. After the last block of the first frame, the value of Σ after
convergence, is used as the initialization of the first block of the second frame. The
process for each frame afterward would be the same. We can see that the initializa-
tion of Σ need only be computed for the first frame and this saves the preprocessing
computation for our algorithm.
4.5.2 Main Results
In Fig. 4.3, we plot the BER as a function of SNR under white and correlated noise
environments at fading rate fdTs = 0.01. In order to compare the performance of our
algorithm, we also plot the BER of ML detection with perfect CSI and the noise co-
variance matrix Σ, as well as the BER of the proposed algorithm when Σ is known
(therefore, the step of updating Σ is not required). We can observe that the obtained
performance with unknown Σ is near that of ML with perfect CSI and Σ. The gap
between them is around 1 dB. We can also see that the performance of the proposed
algorithm when Σ is unknown and whenΣ is known are very close. Hence the robust-
ness of our proposed algorithm with the spatial noise covariance matrix is confirmed.
In this figure we also include the BER result of the approach that considers the trans-
mitted signal as the missing data as in [22] (see Appendix B). Because the matrix
Σˆ[m+1] in (B-8) is ill-conditioned, this approach gives very poor performance.
In the CM-step of the proposed ECM based algorithm, there are two different









ML-perfect h and Σ
White noise
Correlated noise
signal is the missing data






Figure 4.3: BER vs. SNR in white and correlated noise environments.
by the updating of Σ; the second one is that Σ is updated first and then the signal.
Fig. 4.4 shows the BER for these two schemes. As we can see from this figure, the
difference is negligible. Hence, the order of updating parameters is not important in
our proposed algorithm.
Fig. 4.5 shows the required average number of iterations (for each block of data)
when the proposed algorithm converges. When Σ is unknown, there is a fluctuation
of the average number of iterations required in the low- and medium-SNR regions.
However, it can be noted that this fluctuation is very small, within 1 iteration. In
the high-SNR region, the average number of iterations required for both noise cases
converge to the same value.
In Fig. 4.6, the average number of iterations required for our proposed algorithm
and the approach extended from [21] for the case of unknown Σ is presented.















Figure 4.4: Comparison of BER for different order of parameter updating.
the low-SNR region for both noise cases. This is due to the estimation of the channel
in each step of updating S and Σ. This makes convergence faster. However, at high
SNR, our approach and [21] have the same average number of iterations. In Fig 4.7, we
show the higher computational cost (in terms of needed total number of flops) of [21]
compared to our proposed algorithm. Our proposed algorithm is about 1.7 times faster
than the SAGE-based algorithm (or equivalent, our proposed algorithm saves around
40% of computational resources compared with SAGE-based algorithm). Note that
one complex multiplication/division takes six floating-point operation (flops) and one
complex addition needs two flops. Furthermore, in Fig. 4.3, our proposed algorithm






































































































Figure 4.7: Total number of FLOPS: proposed ECM based v.s. SAGE based.
Finally, we consider the impact of block length T on the performance of proposed
algorithm. T represents the trade-off between consumed energy in pilot symbols and
not sampling the fading process fast enough for good channel initializations. Fig.
4.8 and Fig. 4.9 show the effect at a fading rate of fdTs = 0.03, fdTs = 0.01 and
fdTs = 0.005 with white and correlated noise environments, respectively. The BER
goes up steeply when the block size T causes the sampling rate of the fading process


































In this chapter, we proposed a computationally efficient iterative receiver for SIMO
systems under fast-fading environment with unknown spatially correlated noise based
on ECM algorithm. The obtained performance for the fading rate of 10−2 is around
1dB away from the performance of ML receiver with perfect CSI and noise covariance
matrix. Furthermore, in this chapter, we also make a comparison in term of compu-
tational complexity with the approach based on SAGE algorithm which is proposed
in [21] for quasi-static fading channels. We outline this approach for fast fading chan-
nel and show that our proposed approach is computationally efficient.
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In order to meet the market demand for high data rate services, most digital wire-
less communication systems rely on broadband channels. When the bandwidth gets
large, the sampling period can become smaller than the delay spread of the channel,
which gives rise to frequency-selective channels. In other words, intersymbol inter-
ference (ISI) appears in these systems. Furthermore, when multiple users share the
same resource (time, frequency, code), multiple access interference (MAI) could be
very severe and reduces the quality of communication.
Block-based transmissions [43–46] offer efficient and computationally affordable
schemes that are capable of coping with the frequency selectivity of the channels.
Amongst these block transmission techniques, the one based on the use of a Cyclic-
Prefix (CP) has attracted a lot of attention. The insertion of CP slightly degrades the
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spectrum efficiency, however, it alleviates the inter-block interference if the CP length
is greater than the channel memory; more significantly, it transforms the linear convo-
lution into the circular convolution, with which the fast Fourier transform (FFT)-based
low complexity linear equalizers can be designed to recover the transmitted symbols.
Single carrier cyclic-prefix (SCCP), Cyclic-prefix code division multiple access (CP-
CDMA), Multicarrier CDMA (MC-CDMA) and Interleaved frequency division multi-
ple access (IFDMA) transmission are popular systems.
The SCCP modulation is an alternative to the multicarrier cyclic-prefix (MCCP)
modulation such as orthogonal frequency division multiplexing (OFDM) in order to
suppress ISI. The SCCP has recently been adapted by the IEEE 802.16 standard as one
of its uplink transmission format [47]. The SCCP offers some attractive qualities as
compared to OFDM. The SCCP modulation uses a single carrier for transmission, in-
stead of the many typically used in OFDM, so the peak-to-average power ratio (PAPR)
is generally smaller. Furthermore, in [48], it has been shown that without using chan-
nel coding, a SCCP system may outperform an equivalent MCCP system. This is due
to the fact that there is an inherent channel coding across the transmitted bandwidth.
The CP-CDMA [49] is an advanced version of direct sequence code division
multiple access (DS-CDMA). It is the combination of the CP insertion with the DS-
CDMA. CP-CDMA has been proposed for potential deployment in 3rd generation
(3G) and 4th generation (4G).
An alternative to CP-CDMA is multi-carrier CDMA (MC-CDMA) which com-
bines DS-CDMA with OFDM [50]. In MC-CDMA, the data block is spread out in
frequency domain using orthogonal spreading sequences and transmitted over many
subcarriers. This is different from the CP-CDMA where data block is transmitted di-
rectly on one carrier.
Interleaved frequency division multiple access (IFDMA) [51, 52] has been ac-
cepted as the uplink air-interface for the third generation long term evolution cellular
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mobile systems (3G LTE) [53, 54]. IFDMA is a new spread spectrum multiple access
scheme which combines the advantages of spread spectrum and multi-carrier transmis-
sion. In the multi-user scenarios, a set of sub-carriers is assigned to each user. These
sets of sub-carriers are orthogonal to each other. Hence, no MAI arises even when
the transmission is under a severe frequency-selective fading channel. At the receiver,
user discrimination is accomplished by using frequency division multiple access. By
selecting the sub-carriers associated to a particular user from the set of equally-spaced
sub-carriers, IFDMA is a single carrier based system in nature; thus, it enjoys a lower
peak-to-average power ratio (PAPR) as compared to multi-carrier systems. Although
IFDMA system is free of MAI, it still suffers from ISI. Moreover, multi-antenna trans-
mission over MIMO channels has been proved to be effective in increasing the channel
capacity [24, 25]. Therefore, the MIMO system can be incorporated into IFDMA to
satisfy nowadays demands of high data rate applications. However, MIMO-IFDMA
suffers not only ISI but also heavily from multi-stream interference (MSI) resulted
from the superposition of multiple transmitted signal streams at the receiver.
When the signal dimension is small enough, the ML detection bound can be ob-
tained by using the exhaustive search method. When the signal dimension goes large,
however, the exhaustive search has the exponential complexity; therefore, this method
is generally impractical for implementation. Hence, linear and nonlinear equalizers
must be used instead of ML detection to detect the transmitted signal. Linear receivers
such as zero-forcing (ZF) and minimum mean square error (MMSE) equalizers [55]
have been proposed to detect the transmitted symbols. Although simple to implement,
linear equalizers are considered as “one-shot” processor where each symbol is detected
individually and the remaining symbols in the same block are considered as interfer-
ence sources. As a result, the performance of the linear equalizers is far from that
of the ML detection bound. To improve the quality of detected symbols, the nonlin-
ear equalizers such as the generalized decision feedback equalizer (GDFE) [56] have
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been introduced; however, the performance of these receivers may not achieve the ML
bound due to error propagation. In recent years, a lot of efforts have been devoted to
the design of nonlinear receivers that have low complexity yet achieve near-ML per-
formance. In [57], the authors propose the mean square error (MMSE)-based iterative
soft interference cancellation (MMSE-SIC) receiver. While that receiver is developed
with the help of channel coding, it can be applied to uncoded systems. In this method,
the interference cancelation is performed by using the soft estimates of the symbols.
These soft estimates are the log-likelihood ratios (LLRs) of the symbols. The MMSE-
SIC has a much-reduced complexity as compare to the ML detection; however, it still
incurs very complex computations as it requires the calculation of the filter weights in
an on-line manner. To further decrease the computation but maintain the near-ML per-
formance, the Block-Iterative GDFE (BI-GDFE) receiver has been introduced in [58].
The BI-GDFE receiver iteratively and simultaneously (but not jointly) detects the trans-
mitted signals by utilizing the decisions from the previous iteration to cancel out the
interference. Relying on a statistical reliability factor of hard decisions for each iter-
ation, namely the input-decision correlation (IDC), interference is reduced iteratively,
and this improves the bit error rate (BER) performance of the system. The low com-
plexity of the BI-GDFE receiver relies on the fact that the equalizer coefficients can be
determined in an off-line manner.
In this chapter, we first propose an EM-based channel estimation algorithm for
the Single- Input Single-Ouput (SISO) SCCP, CP-CDMA and MC-CDMA schemes
using BI-GDFE receiver. Since this receiver provides the hard decisions of the sig-
nals as well as the IDC, they can be used to constitute the soft information of the
transmitted signals even in the uncoded system. Therefore, BI-GDFE receiver sat-
isfies the requirement of the expectation of the transmitted signals of the EM-based
channel estimation algorithm. Furthermore, our algorithm only needs the channel un-
changed over a small number of blocks. We then develop the algorithm to a multiuser
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MIMO-IFDMA system. The special case of this system is a MIMO-SCCP system.
To facilitate the evaluation of estimation algorithm, in this chapter, we also derive the
CRLB. Because of the difficulty in finding a close-form of the exact CRLB, we rely on
the so-called modified CRLB [59]. The obtained closed-form modified CRLB agrees
with the exact CRLB through simulations; therefore, it is used to evaluate the MSE
performance of the estimated parameters.
5.2 Overview of BI-GDFE receiver
In this section, we give an overview of the BI-GDFE receiver, which is a near-ML
receiver. We consider a general model as follows
y =Hs+ n, (5.1)
where y, s and n are the receive signal vector, transmit signal vector and noise vector,
respectively. H is the channel matrix. In (5.1), we assume that y, s and n are all






For model (5.1), linear equalizers, such as the ZF or MMSE based method can be
applied to detect the transmit signal vector s. However, in spite of the ease of imple-
mentation, linear equalizers are single user detectors in the sense that when detecting
one symbol, the others are treated as interferences.
The block diagram of the BI-GDFE receiver is presented in Fig. 5.1. The BI-
GDFE receiver is an iterative one. It detects the signal symbols simultaneously (but
not jointly). For each iteration, the symbols decided from the previous iteration is used
to re-construct the ISI. Then, the ISI effect is canceled out from the received signal
vector such that the statistical SINRs are maximized for all detected symbols.
We denote the superscript v as the vth iteration of the BI-GDFE. In the vth itera-
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Figure 5.1: The block diagram of BI-GDFE receiver.
tion, the received signal vector y is filtered by the feed-forward equalizer (FFE), K [v].
Meanwhile, the hard decision signal vector from the (v − 1)th iteration, sˆ[v−1], is also
passed through the feedback equalizer (FBE), D[v]. The outputs of the FFE and the
FBF are then combined to form the vth decision variable vector z[v], which is further






The optimal design of FFE and FBE for BI-GDFE receiver is stated in the follow-
ing theorem.





















H . Then the optimal FFE and FBE max-
imizing the SINR at the vth iteration are given by
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1− (ρ[v−1])2)(A[v] − (K [v])H)(A[v] − (K [v])H)H + σ2nKHl K l.
(5.5)
Despite the fact that the output of the BI-GDFE are hard decisions, the IDC scales
these hard decisions. With regard to this, hard decisions are scaled by ρl at the FBE and
these scaled decisions are then used in the cancelation process. The scaled decisions
can be thought of as soft symbols. Therefore, these soft symbols (the combination of
hard decisions and the IDC) satisfy the requirement of the EM-based channel estima-
tion algorithm which is presented in later sections.
The detailed formulas of the BI-GDFE applied in SCCP, CP-CDMA and MC-
CDMA with perfect CSI can be found in [60] and [61]. For MIMO-IFDMA, [62]
provides details.
5.3 Iterative Receiver for SCCP, MC-CDMA and CP-
CDMA
5.3.1 System Models
In this section, an overview of SCCP and two CP-based CDMA systems (MC-CDMA
and CP-CDMA) is given. At the end of this section, two general models of these
systems are presented: one used for signal detection, the other used for channel esti-
mation.
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5.3.1.1 SCCP System
In this subsection, we describe the conventional SCCP system [47], [63]. A sequence
of data symbols {s(n)}T (N−1)n=0 is first serial-to-parallel (S/P) converted into a frame of
T blocks, each of size N . The tth block is denoted by the vector s(t) = [s(t; 0) s(t; 1)
· · · s(t;N −1)]T where s(t;n) = s(n+ tN). A CP of length P is added to each of the
blocks prior to transmission. These new blocks are then parallel-to-serial (P/S) con-
verted back to a sequence of symbols. These symbols are transmitted over a frequency-
selective fading channel which is characterized by the channel vector of length L,
h = [h0 h1 · · · hL−1]T . We assume that the channel is static over the entire transmis-
sion of a frame. Moreover, in order to prevent interblock interference, the CP length
satisfies P ≥ L.
At the receiving side, the received sequences is S/P converted into T blocks in
which the CPs of all blocks are removed. Thanks to the CP adding, the linear con-
volution between data blocks and channel vector becomes circular convolution. The
tth received block in frequency domain (after applying the discrete Fourier transform
(DFT) to the CP-removed received block) can be written as
y(t) = ΛWs(t) + n(t), t = 1, 2, · · · , T. (5.6)
In (5.6), Λ is a diagonal matrix in which the diagonal elements correspond to the
frequency response of channel vector h. The noise vector n(t) is a realization of the
zero-mean complex Gaussian random vector with covariance matrix σ2nIN .
5.3.1.2 CP-based CDMA systems
In this subsection, we assume that the two CP-based CDMA systems have U users in
a single cell environment under synchronous downlink transmission scenario. Trans-
mission is block-by-block with each signal block consisting of a CP portion of length
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P and a data portion of length N like the SCCP system. The CP length in this case is
also greater or equal to the channel length L.
For the MC-CDMA system, the signal block is first transformed by pre-multiplying
the signal block with an N−point IDFT matrix WH. In the mean time, in the CP-
CDMA system, the signal block is transmitted directly. At the receiving side, for both
multi carrier and single carrier systems, the received signal blocks first remove the CP
and the resulting blocks are pre-multipled with DFT matrixW .
We assume that all users have the same processing gain G. The ith user has the
short code of ci = [ci(0) ci(1) · · · ci(G−1)]T where cHi cj = δ(i−j). The long scram-
bling code at the tth block isD(t) whereD(t) = diag
{
d(t; 0) d(t; 1) · · · d(t;N−1)}
with |d(t; k)| = 1.
5.3.1.3 MC-CDMA
We use Q to denote the number of symbols that one user can transmit in one block.
Then N = QG is the total number of sub-carriers. The Q symbols of each user are
spread in frequency domain by its own spreading code. The resulted chip sequences
from all users are added up and the total chip signal are interleaved. It is N−point
IFFT transformed following by an appending of CP. The the receiver, the tth received
signal block remove the CP and it is passed to the N−point FFT transformer. The
block can be written in frequency domain as
y(t) = ΛΠD(t)Cs(t) + n(t), (5.7)
whereΠ is the interleaver matrix used to spread the transmitted chip sequence from the
same symbol to possibly non-consecutive sub-carriers and other quantities are defines
as
y(t) = [y(t; 0) · · · y(t;N − 1)]T , (5.8)
C = diag
{
C¯ · · · C¯}, (5.9)
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s(t) = [s¯T1 (t) · · · s¯TQ−1]T , (5.10)
with C¯ = [c0 · · · cT−1] and s¯k(t) = [s0(t; k) · · · sT−1(t; k)]T .
5.3.1.4 CP-CDMA
CP-CDMA is the single carrier dual of MC-CDMA. The Q = N
G
symbols from each
user are spread using the corresponding spreading codes. Then, the chip sequence for
all user are added together. The resulted chip signal is passed throught the CP inserter.
Using the duality between MC-CDMA and CP-CDMA, the tth received signal block
of CP-CDMA after FFT can be written as
y(t) = ΛWD(t)Cs(t) + n(t), (5.11)
where y(t), C, s(t) and n(t) are as defined in the MC-CDMA system.
5.3.1.5 General Model
From the previous subsections, we observe that SCCP, MC-CDMA and CP-CDMA
models share some similarities. In this section, we will generalize the above three
models for our purpose of signal detection and channel estimation.
• Signal detection: Equations (5.6), (5.7) and (5.11) can be presented by a unique
MIMO model as:
y(t) =H(t)s(t) + n(t), t = 1, 2, · · · , T (5.12)
where
– H(t) = ΛW for all t in the SCCP system,
– H(t) = ΛΠD(t)C in the MC-CDMA system,
– H(t) = ΛWD(t)C in the CP-CDMA system.
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• Channel estimation: Equations (5.6), (5.7) and (5.11) can be written as:
y(t) = D(t)F Lh+ n(t), t = 1, 2, · · · , T − 1 (5.13)
where




in the SCCP system,




in the MC-CDMA system,




in the CP-CDMA system.
The general model of (5.12) will be used in the BI-GDFE algorithm and the gen-
eral model of (5.13) will assist us in the EM-based channel estimation which will be
proposed in Section 5.3.2.
5.3.2 Proposed Iterative Receiver
The EM algorithm can provide the ML estimation in an iterative manner as long as
the initial value of the interested parameter is good enough. In our proposed doubly
iterative receiver, the initial estimate of the channel coefficients can be obtained by
using pilot symbols. After that, the EM algorithm uses not only the initial estimates
but also the information provided by the received signals during data transmission to
get a better channel coefficient estimation.
The combination of the BI-GDFE detection method and the EM-based channel
estimation is illustrated in Fig. 5.2.
In this doubly iterative structure we have two loops, the first one is the BI-GDFE
detection method which is referred as the inner loop and the other is the loop of the
EM-based algorithm which is called the outer loop. After the vth iteration of the BI-
GDFE which uses the CSI from the (m−1)th iteration of the EM-based algorithm, we
obtain the IDC and the hard decisions of the transmitted signal blocks for the whole
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Figure 5.2: The block diagram of the EM-based channel estimation for BI-GDFE re-
ceiver.
frame. These information would be used by the EM-based algorithm to update the
CSI. Below is the details of the mth iteration of the EM-based algorithm.
We start the EM-based channel estimation algorithm by considering the following
model from (5.13)
y(t) = D(t)F Lh+ n(t), t = 1, 2, · · · , T. (5.14)
According to the EM terminology, the set of {y(t)}Tt=1 is the incomplete data
space. The parameter to be estimated is h. We define a complete data space, X =({y(t)}Tt=1, {s(t)}Tt=1), for the parameter we want to estimate. The probability density
function of X , condition on h, is
f
(
X|h) = f({y(t)}Tt=1, {s(t)}Tt=1|h)
= f
({y(t)}Tt=1∣∣{s(t)}Tt=1,h)f({s(t)}Tt=1∣∣h). (5.15)


































Suppose that after the (m− 1)th iteration of the EM algorithm, we have the esti-
mate hˆ[m] which is forwarded to the mth iteration. Then, the mth iteration comprises
the following two steps.
5.3.2.1 E-step




∣∣hˆ[m]) = E{log f(X∣∣h)∣∣{y(t)}Tt=1, hˆ[m]}. (5.17)
Because of the independence between the signal vectors {s(t)}Tt=1 and the channel
vector h, the probability density function f
({s(t)}Tt=1|h) is independent of h. Hence,




























H(t)D(t)|y(t), hˆ[m]})F Lh, (5.18)
where C1 and C2 are two constants that do not relate to the parameter h.
5.3.2.2 M-step
The aim of the M-step is to find the h that maximizes (5.18) and this value of h is
denoted by hˆ[m+1], i.e.,
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H(t)D(t)|y(t), hˆ[m]})F Lh)∗. (5.20)























































where ρˆ[v,m] and sˆ[v,m](t), t = 1, · · · , T are the IDC and the hard decisions after v
iterations of the BI-GDFE method using the channel estimate hˆ[m], respectively.
5.3.3 Crame´r-Rao Lower Bound
The CRLB is an important criterion to evaluate how good an unbiased estimator can
be since the CRLB provides the MSE lower bound for all unbiased estimators. In this
section, the CRLB for the channel vector h in the general model of (5.14) is presented.
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It is clear from (5.25) that the CRLB changes from a frame of T blocks to another
because of different signal blocks transmitted. Hence, we have the average CRLB [64],
denoted by aCRLB(h), as follows
aCRLB(h) = E {CRLB(h)} , (5.26)
where the expectation is performed with respect to the transmitted signal blocks in the
frame of length T . Finding CRLB(h) or aCRLB(h) is not an easy task because it is
not straightforward to obtain an explicit expression for the inversion of I(h).
Another CRLB is called the modified CRLB [59], which is denoted by mCRLB.



















Equation (5.27) is applied to three block-based transmissions as follows:
• SCCP: For this system, the matrix D(t) is related to signal vector s(t) by D(t) =
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We observe that for the three systems under investigation, the mCRLBs are the
same. The mCRLB is inversely proportional to the number of observed blocks T and
SNR. Note that the mCRLBs do not depend on the probabilistic model of the channel
vector h; it depends on the length L of h. Hence, it can be applied to any multipath
fading channel.
[59] shows that aCRLB(h) ≥ mCRLB(h) by using the Cauchy-Schwarz in-
equality. In other words, aCRLB(h) is always tighter than mCRLB(h). However, as
Section 5.3.4 will show, the aCRLB(h) and mCRLB(h) curves almost coincide for
the systems and SNR range considered, at least, and this justifies the use of mCRLB(h)
as a performance measure for unbiased channel estimation algorithms in the three sys-
tems.
5.3.4 Simulation Results
Computer simulations have been carried out to evaluate the performance of the dou-
bly iterative receiver for the three systems: SCCP, MC-CDMA and CP-CDMA. For
all systems, QPSK modulation is used. Moreover, for the CP-based CDMA systems,
the multiuser downlink is considered where the signals of all users are transmitted
synchronously. The wireless environment is assumed to be frequency-selective fad-
ing with L chip-delayed (for the two CP-based CDMA systems)/symbol-delay (for the
SCCP system) taps with uniform power delay profile. The ML bound of the three
systems cannot be presented because of the large signal size. Instead, the single user
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matched filter bound (SU-MFB) is used as the lowest bound for evaluating the per-
formance of the proposed receiver. First of all, we compare the aCRLB and mCRLB
derived in Section 5.3.3.
5.3.4.1 Comparison of aCRLB and mCRLB
Fig. 5.3 illustrates the aCRLB and mCRLB for the three systems. The channel length
is L = 17. We observe from the figure that the aCRLB’s for the three systems are
the same and the mCRLB agree with them as well. This figure justifies our usage of











Figure 5.3: Comparison of average CRLB with modified CRLB.
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5.3.4.2 SCCP
We consider in this section the frequency-selective fading channel with channel length
L = 17. We assume that the channel is unchanged over 10 signal blocks. The first
signal block is devoted to pilot symbols and the remaining T = 9 blocks are left for
data symbols. The block size is N = 64. We present in Fig. 5.4 the BER performance
of the SCCP for two different numbers of inner loop (i.e., the number of iteration of
the BI-GDFE method), 2 and 6. Meanwhile, the number of outer loop (i.e., the number




















Figure 5.4: BER v.s. SNR for different iterations of BI-GDFE and EM for SCCP.
From Fig. 5.4 we observe that the BER reduces dramatically after 1 iteration of
the outer loop for both cases of different numbers of inner loop. The second and third
iterations of the outer loop result in little difference in BER performance. However,
the BER performance becomes better with an increasing number of inner loops. At
BER=10−4, the gap between the proposed receiver and the BI-GDFE with perfect CSI
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Figure 5.5: BER v.s. number of iterations for BI-GDFE and EM for SCCP.
for the case of 6 inner loops is only around 0.3dB; on the other hand, the gap is around
0.8dB for the case of 2 inner loops.
In order to see deeply to the relationship between the BER performance and the
number of the inner/outer loop, we examine Fig. 5.5 in which the BER as a function
of the inner/outer loop is presented for the above system set-up. Fig. 5.5(a) shows the
BER as a function of the number of inner loops given 3 outer loops. We see that the
BER does not change if we use 5 or 6 inner loops. Comparing different SNR values,
BER drops faster for the larger SNR. Moving to Fig. 5.5(b) where BER as a function
of the number of outer loops is given, we see that after 3 iterations of the outer loop,
BER is stable. Here, the results corresponding to the 0th outer loop is the performance
of the BI-GDFE using the CSI obtained from the pilot block. These coincide with the
initialization curve in Fig. 5.4. A great performance gain can be observed with the
EM-based channel estimation. Here, we once again see that the improvement is more
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significant for larger SNR.
To examine the MSE performance of the channel estimation, Fig. 5.6 provides
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10−3
10−2
Figure 5.6: The MSE performance of SCCP.
We see that the MSE given only by the pilot block is far away from the CRLB
bound. The MSE decreases dramatically with the use of the proposed channel estima-
tion. We do not see a big gap in MSE performance when we use different numbers
of inner loop as compared with BER performance. The proposed channel estimation
algorithm provides a near CRLB performance and the gap becomes smaller with an
increase of SNR.
5.3.4.3 MC-CDMA
A fully loaded MC-CDMA system with long spreading codes is simulated with N =
G = 64 . We still use the channel length of L = 17. A frame consists of 1 pilot
block and 9 data blocks. Fig. 5.7 provides the BER performance when the number of
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inner loops is 2 and 5; and the number of outer loops is 3. We can see that after the
first outer loop, the BER decreases greatly; after the second outer loop, the BER gain
is marginal. The gap between the proposed receiver (using 5 inner loops and 3 outer
loops) and the BI-GDFE using perfect CSI is around 0.5dB. We also observe that the

















Figure 5.7: BER v.s. SNR for different iterations of BI-GDFE and EM for MC-CDMA.
Fig. 5.8 illustrates the BER performance as a function of the number of in-
ner/outer loops. We see that if we use more than 5 inner loops and 3 outer loops,
the BER does not decrease too much.
The MSE performance is provided in Fig. 5.9. We once again observe that using
the proposed EM-based channel estimation, the MSE reduces dramatically as com-
pared to the MSE achieved by the pilot block only.
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Number of iterations of BI-GDFE
B
ER
EM (3 iterations) BI-GDFE (6 iterations)


























EM (3 iterations) CRB
From pilot block
7 8 9 10 11 12 13 14 15
10−3
10−2
Figure 5.9: The MSE performance of MC-CDMA.
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5.3.4.4 CP-CDMA
We simulated a fully loaded CP-CDMA system, and choose N = G = 64 and L = 17.

















Figure 5.10: BER v.s. SNR for different iterations of BI-GDFE and EM for CP-
CDMA.
From Fig. 5.10 and Fig. 5.11, we see that using 3 outer loops and 5 inner loops
provides the BER performance about 0.5dB from the BI-GDFE with perfect CSI. Us-
ing more iterations does not help to improve the BER performance too much.
The MSE performance of channel estimation is given in Fig. 5.12. The same
observations as the MC-CDMA system can be made.
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Figure 5.12: The MSE performance of CP-CDMA.
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5.4 Iterative Receiver for MIMO-IFDMA
5.4.1 System Model
In this section, we provide an overview of SISO-IFDMA and MIMO-IFDMA systems.
In the literature, there are two equivalent implementations of IFDMA systems: one is
in the time domain [65, 66] and the other is in the frequency domain [67]. Here, we
adopt the time domain approach to illustrate the principle of IFDMA.
5.4.1.1 SISO-IFDMA
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Figure 5.13: The block diagram of SISO-IFDMA system.
a sequence of data symbols {s(i)(n)}T (N−1)n=0 from the ith user is first serial-to-parallel
(S/P) converted into a frame of T blocks, each of size N . The tth block is denoted by
the vector s(i)(t) = [s(i)(t; 0) s(i)(t; 1) · · · s(i)(t;N − 1)]T , t = 1, 2, · · · , T where
s(i)(t;n) = s(i)(n + tN). The tth block is compressed and repeated R times. The
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Before transmission, the IFDMA symbol is modified by a phase vector b(i) =
[b(i)(0) · · · b(i)(NR − 1)]T of size NR for which the pth element is given by
b(i)(p) = exp{−j.p.φ(i)}, p = 0, 1, · · · , NR − 1, (5.32)
where φ(i) = i 2pi
NR
is called the user-dependent phase shift. The element-wise multipli-
cation of vector c(i)(t) and b(i) assures that every set of frequencies assigned to each




c(i)(t; 0) c(i)(t; 1) exp(−jφ(i)) · · ·
c(i)(t;NR − 1) exp(−j(NR − 1)φ(i))]T . (5.33)
The last P symbols of x(i)(t) is used as the CP which is added in front of x(i)(t),
resulting in a new block of size (NR + P ) to be transmitted.
This block is transmitted over a frequency-selective fading channel which is char-
acterized by the channel vector of length L, h(i) = [h(i)0 h
(i)
1 · · · h(i)L−1]T . We assume
that the channel is static over the entire transmission of a frame. Moreover, in order to
prevent interblock interference, the CP length satisfies P ≥ L.
At the receiver side, after the S/P conversion and CP removal, the received signal







x(i)(t) + n¯(i)(t), t = 1, 2, · · · , T, (5.34)












l exp(−j 2piNRpl) denot-
ing the frequency response for the pth subcarrier of the channel;WNR is the NR-point
DFT matrix and n¯(i)(t) is a realization of zero-mean complex Gaussian random vector
with covariance matrix σ2nINR.
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Our objective here is to detect the transmitted signal s(i)(t). After the NR-point
DFT operation on z(i)(t) and through sub-carrier selection, the transformed signal of




(i)(t) + n(i)(t), t = 1, 2, · · · , T, (5.35)






i+R · · · λ(i)i+(N−1)R
}
, WN is the N-point DFT matrix and
n(i)(t) is a realization of a zero-mean complex Gaussian random vector with covari-
ance matrix σ2nIN .
Equation (5.35) can also be written in a different but equivalent form as
y(i)(t) = D(i)(t)F (i)h(i) + n(i)(t), t = 1, 2, · · · , T, (5.36)





and F (i) is a matrix constructed from the first L
columns and ith, (i+R)th, · · · , (i+ (N − 1)R)th rows from √NRWNR.
When there are U (U ≤ R) users in the system, the received signal at the base
station is the superposition of signals from all users. Each user is assigned a different
user-dependent phase shift φ(i), i = 1, 2, · · · , U . We assume that the signals from
all users are received synchronously within the CP window and each user occupies a
set of sub-carriers which is orthogonal to the set of other users. Thus, the users do
not interfere with each other. Due to this orthogonality among users, without loss of
generality, the superscript (i) can be dropped as well as the subscript N from Λ(i)N and
WN . Hence, (5.35) can be simplified as
y(t) = ΛWs(t) + n(t), t = 1, 2, · · · , T, (5.37)
and (5.36) is written as
y(t) = D(t)Fh+ n(t), t = 1, 2, · · · , T. (5.38)
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5.4.1.2 MIMO-IFDMA
In this subsection, we consider a system of up toR users in which each user is equipped
with NT transmit antennas. The receiver is equipped with NR receive antennas. In
order not to exceed the total transmission bandwidth, NT independent data streams
belonging to a user are multiplexed to occupy the same set of sub-carriers. Due to the
orthogonality among sets of sub-carriers presented in the previous subsection, the user
index superscript is omitted.





Λk,lWsl(t) + nk(t), t = 1, 2, · · · , T, (5.39)
whereΛk,l is the diagonal matrix consisting of the frequency responses at the appropri-
ate sub-carriers of the channel from the lth transmit antenna to the kth receive antenna;
sl(t) is the tth signal block transmitted from the lth transmit antenna; nk(t) is the ad-
ditive noise at the kth receive antenna which is a realization of a zero-mean complex
Gaussian random vector with covariance matrix σ2nIN . If we collect NR received sig-
nals yk(t), k = 1, 2, · · · , NR to form a vector y(t) = [yT1 (t) yT2 (t) · · · yTNR(t)]T , this
vector can be written as
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s(t) = [sT1 (t) s
T
2 (t) · · · sTNT (t)]T , (5.43)
n(t) = [nT1 (t) n
T
2 (t) · · · nTNT (t)]T . (5.44)
Denote hk,l as the channel vector from the lth transmit antenna to the kth receive
antenna and hk as the vector containing the channel vectors from all NT transmit
antennas to the kth receive antenna, i.e., hk = [hTk,1 hTk,2 · · · hTk,NT ]T . Relying on
(5.38), (5.40) can be written in a different form as
y(t) = S(t)h+ n(t), t = 1, · · · , T, (5.45)
where
S(t) = INR ⊗ [D1(t)F D2(t)F · · · DNT (t)F ], (5.46)
h = [hT1 h
T





, l = 1, 2, · · · , NT , (5.48)
n(t) = [nT1 (t) n
T
2 (t) · · · nTNR(t)]T , (5.49)
and n(t) is a realization of a zero-mean complex Gaussian random vector with covari-
ance matrix σ2nINNR .
The model of (5.40) will be used in the BI-GDFE algorithm and the model of
(5.45) will assist us in EM-based channel estimation which will be presented in Section
5.4.2.
Note that if the number of repetitions in an IFDMA system equals 1, i.e., R = 1,
(5.40) and (5.45) become the model of a single user MIMO-SCCP. The only difference
lies in the matrix F . In the MIMO-SCCP, the matrix F is the first L columns of the
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√
NWN . Hence, what we propose in this section can also be applied to the single user
MIMO-SCCP system.
5.4.2 Proposed Iterative Receiver
The block diagram of the proposed joint channel estimation and data detection re-











































Figure 5.14: The block diagram of proposed joint channel estimation and data detec-
tion receiver.
accomplished using the BI-GDFE method and channel estimation is completed using
the EM-based algorithm. After the vth iteration of the BI-GDFE which uses the CSI
from the (m − 1)th iteration of the EM-based algorithm, we obtain the IDC and the
hard decisions of the transmitted signal blocks for the whole frame. These information
would be used by the EM-based algorithm to update the CSI.
We start the EM-based channel estimation algorithm by considering the model
in (5.45). The parameter to be estimated is h. We define a complete data space,
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X =
({y(t)}Tt=1, {S(t)}Tt=1), for the parameter we want to estimate. The probability




∣∣h) = f({y(t)}Tt=1, {S(t)}Tt=1∣∣h)
= f
({y(t)}Tt=1∣∣{S(t)}Tt=1,h)f({S(t)}Tt=1|h). (5.50)
































The mth iteration of the EM algorithm comprises the following E-step and M-
step.
5.4.2.1 E-step
In this step, we calculateQ
(
h
∣∣hˆ[m]) as in (5.17). Because of the independence between
the signal vectors (in the form of {S(t)}Tt=1) and the channel vector h, the probability
density function f








∣∣hˆ[m]) = C3 −E{ T∑
t=1
‖y(t)− S(t)h‖2∣∣{y(t)}Tt=1, hˆ[m]}
























where C3 and C4 are two constants that do not related to the parameter h.
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5.4.2.2 M-step
M-step is to find the h that maximizes (5.52) and this value of h is denoted by hˆ[m+1]
as in (5.19).






































The equation (5.54) is calculated as shown below.
• Define (Sˆ [m](t))H = E{SH(t)|y(t), hˆ[m]}. From (5.46), we have
Sˆ
[m](t) = INR ⊗ [Dˆ[m]1 (t)F Dˆ[m]2 (t)F · · · Dˆ[m]NT (t)F ], (5.55)






, l = 1, 2, · · · , NT ; ρˆ[v,m] and sˆ[v,m]l (t),
t = 1, · · · , T , are the IDC and hard decisions after v iterations of the BI-GDFE
method using the channel estimate hˆ[m], respectively. Hence, the second quantity




































, k = 1, 2, · · · , NR. (5.57)
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• We have
S























FHDHNT (t)D1(t)F · · ·FHDHNT (t)DNT (t)F

 .(5.58)




















































































In other words, the updating process of the whole channel vectorh is decomposed
into NR smaller updating processes in which NR channels from all transmit antennas









k , k = 1, 2, · · · , NR. (5.62)
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5.4.3 Crame´r-Rao Lower Bound
The CRLB for the channel vector h in the model of (5.45) is given by
CRLB(h) = tr{I−1(h)}, (5.63)









































It is clear from (5.66) that the CRLB changes from a frame of T blocks to another
because of different signal blocks transmitted. Hence, as in Section 5.3.3 we have the
average CRLB , denoted by aCRLB(h), as follows
aCRLB(h) = E {CRLB(h)} , (5.67)
where the expectation is performed with respect to the transmitted signal blocks in the
frame of length T . Finding CRLB(h) or aCRLB(h) is not an easy task because it is
not straightforward to obtain an explicit expression for the inversion of I(h).
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As before, mCRLB is inversely proportional to the number of observed blocks
T and SNR. Moreover, the mCRLB does not depend on the probabilistic model of
channel vector h; it depends on the length of h. Hence, it can be applied to any
multipath fading channel.
The aCRLB(h) is always tighter than the mCRLB(h) as proved in [59]. In
Section 5.4.4, we provide the aCRLB(h) and mCRLB(h) curves which agree with
each other well.
5.4.4 Simulation Results
Computer simulations are carried out to evaluate the performance of the proposed joint
channel estimation and data detection algorithm for a multi-user MIMO-IFDMA sys-
tem. We consider the case where the number of repetitions is R, i.e., the system can
support up to R users. Each user is equipped with NT transmit antennas and the re-
ceiver, NR receive antennas. We assume that the channel between each pair of transmit
and receive antennas is frequency-selective with order L and the power delay profile
is uniform. Here, we make the standard assumption that the NTNR channels (for one
user) in our system are independent of each other. Furthermore, channels of all users
are also independent. As stated in Section 5.4.1, when R = 1, we have a single-user
MIMO-SCCP. Therefore, this section also presents the results of our proposed receiver
for this system. For all systems, QPSK modulation is used. First of all, we compare
the aCRLB and mCRLB derived in Section 5.4.3.
5.4.4.1 Comparison of aCRLB and mCRLB
Fig. 5.15 illustrates the aCRLB and mCRLB curves for the multi-user MIMO-IFDMA
system.
98















Figure 5.15: Comparison of average CRLB with modified CRLB.
The number of repetition is R = 4, i.e., the system can support up to 4 users.
Because of the orthogonality among users at the receiver, we only present, without loss
of generality, the results for the first user. We consider three cases: NT = NR = 1,
NT = NR = 2 and NT = NR = 3 and the channel order is L = 17. We observe
from the figure that the aCRLB and the mCRLB agree with each other very well when
the system has a small number of transmit/receive antennas. When the number of
transmit/receive antennas become larger, they only have a very small difference. This
figure justifies our usage of mCRLB in the evaluation of MSE performance of h.
5.4.4.2 Multi-user MIMO-IFDMA
We consider in this section a multi-user MIMO-IFDMA system with NT = NR = 2
and R = 4. The channel order is still L = 17. We assume that the channel is un-
changed over a frame of 11 signal blocks. The first signal block is devoted to pilot
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symbols and the remaining T = 10 blocks are left for data symbols. As in the previous
subsection, we only present the results for the first user. Fig. 5.16 provides the BER
performance when the number of iterations of the BI-GDFE method is 2 and 6 while
the number of iterations of EM-based algorithm is 3. We can see that the BER de-
creases greatly after the first iteration of EM-based algorithm. However, the BER gain
is marginal after the second iteration. The gap between the proposed receiver (using
6 iterations of BI-GDFE method and 3 iterations of EM-based algorithm ) and the BI-
GDFE using perfect CSI is around 0.1dB. We also observe that the BER improvement



















Figure 5.16: BER v.s. SNR for different iterations of BI-GDFE and EM for MIMO-
IFDMA.
In order to see the relationship between the BER performance and the number of
iterations of BI-GDFE method/ EM-based algorithm, we examine Fig. 5.17 in which
the BER as a function of the number of iterations of BI-GDFE method/ EM-based
algorithm is presented for the above system set-up. In Fig. 5.17(a), the BER as a
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Figure 5.17: BER v.s. number of iterations for BI-GDFE and EM for MIMO-IFDMA.
function of number of iterations of BI-GDFE method is presented for 3 iterations of
the EM-based algorithm. We can see that the BER does not change if we use 5 or 6
iterations of the BI-GEFE method. Comparing different SNR values, BER drops faster
for the larger SNR. Moving to Fig. 5.17(b) where BER as a function of the outer loop
is shown, we can see that after 2 or 3 iterations of the EM-based algorithm, the BER
becomes stable. Here, the results corresponding to the 0th iteration of the EM-based
algorithm is the performance of the BI-GDFE using the CSI obtained from the pilot
block. These coincide with the initialization curve in Fig. 5.16. A great performance
gain can be observed with the EM-based channel estimation for larger SNR.
To examine the MSE performance of the channel estimation, Fig. 5.18 provides
the MSE of h for different scenarios. We can see that the MSE given only by the
pilot block is far away from the CRLB bound. The MSE decreases dramatically with
the proposed channel estimation. We do not see a big gap in MSE performance when
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Figure 5.18: The MSE performance of MIMO-IFDMA.
we use different number of iterations of the BI-GDFE as compared with BER per-
formance. The proposed channel estimation algorithm provides a very close CRLB
performance and the gap becomes smaller with increasing SNR.
5.4.4.3 Single-user MIMO-SCCP
In this subsection we consider a single-user MIMO-SCCP system in which the user has
NT = 2 transmit antennas and the receiver is equipped with NR = 2 receive antennas.
We assume the channel order between each pair of transmit/receive antennas isL = 15.
Fig. 5.19 provides the BER when the number of iterations of the BI-GDFE is 2 and 6
while the number of iterations of the EM-based algorithm is 3.
We can see that the BER decreases dramatically after the first iteration of the EM-
based algorithm. However, the BER gap is small after the second iteration. The gap
between our proposed receiver with 6 iterations of the BI-GDFE and 3 iterations of
the EM-based algorithm, and the BI-GDFE with perfect CSI, is only around 0.1dB.
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Figure 5.19: BER v.s. SNR for different iterations of BI-GDFE and EM for MIMO-
SCCP.
We also see that the larger the number of iteration of the BI-GDFE, the better the BER
improvement.
Fig. 5.20 presents the BER performance as a function of the number of iterations
of the BI-GDFE/EM-based methods. This figure suggests that if we use more than
6 iterations of the BI-GDFE and 3 iterations of the EM-based algorithm, the gain we
obtain is marginal.
Fig. 5.21 illustrates the MSE performance. We can once again observe that the
performance provided by our proposed algorithm is much better than that given by the
pilot block only.
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Number of iterations of BI-GDFE
B
ER
EM (3 iterations) BI-GDFE (5 iterations)









































Based on the EM algorithm for channel estimation and BI-GDFE receiver for signal
detection, a doubly iterative receiver is proposed for four block-based transmission
schemes: single-antenna SCCP, MC-CDMA, CP-CDMA and MIMO-IFDMA. The in-
ner loop is the BI-GDFE detection algorithm, which is a near-ML detection with low
complexity. The BI-GDFE provides not only the hard decision of transmitted signals
but also the IDC coefficient, which constitute the soft information of transmitted sig-
nals. This soft information is used for the EM-based channel estimation algorithm even
when uncoded systems are considered. Simulations have shown that our proposed re-
ceiver has a small gap to the BI-GDFE with perfect CSI. To facilitate the evaluation
of the channel estimation, the CRLB is also addressed in this chapter. Due to the dif-
ficulty in deriving the exact CRLB, the modified CRLB is obtained which gives the
closed-form solution. The modified CRLB agrees with the exact CRLB and it is used
to evaluate the performance of the proposed channel estimation. Simulations have
shown that our obtained MSE performance is close to the theoretical CRLB.
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Chapter 6
Conclusions and Future works
6.1 Conclusions
In wireless systems, due to the severe transmission environment, the quality of the
channel state information at the receiver is critical to the system’s performance. In this
thesis, the EM algorithm and its variations, which are reviewed in Chapter 2, are used
to establish iterative receivers in wireless communication systems. Our algorithms aim
at estimating the parameters (transmitted signals are also considered as parameter in
this context) in the system to improve the quality of the transmission. Specifically, in
Chapter 3, we address the problem of joint channel coefficient and frequency offset
estimation in a distributed MIMO system using training sequences. Unlike the con-
ventional MIMO where one frequency offset appears in the system, we assume the
existence of a distinct value of frequency offset for each pair of transmit/receive anten-
nas. The performance of our proposed algorithms achieves the CRLB bound and they
do not require any special design of the training sequences. The quality of the returned
parameters helps to improve the BER performance as compared with other methods.
We then proceed to algorithms which exploit not only the information provided by
the training portion but also the information from the data portion. The detected data
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in hard or soft forms are used iteratively to improve the quality of estimated parameters
in the systems. This direction is applied in two different scenarios. One is the SIMO
system working under the correlated noise environment which arises in the co-channel
interference environment in Chapter 4. Our proposed algorithm jointly estimates the
channel coefficients, noise variance matrix and transmitted signal. The obtained BER
performance is very close to the ML detection bound. The other scenario is the cyclic-
based transmission such as SCCP, CP-CDMA, MC-CDMA and IFDMA in Chapter 5.
Our proposed iterative algorithm also performs very well compared with the case of
perfect channel information at the receiver.
6.2 Future works
The following are some of the possible areas of future work based on individual chap-
ters in the thesis.
In Chapter 3, a possible area of future work would be to investigate other kinds of
fading channels such as frequency-selective rather than flat-fading case in this thesis.
We believe the methodology can be the same but the complexity of the algorithm can
be very large. Besides, we believe that the distributed MIMO-OFDM systems with
multiple frequency offsets could be an interesting topic.
In Chapter 4, once again, other kinds of fading channels can also be worth to
investigate. Developing the algorithm to MIMO systems can be a future work. We
can combine the system model of Chapter 3 and the direction of this Chapter, where
the estimation process not only use training sequences (as in Chapter 3) but also the
detected data, to have an interesting problem.
In Chapter 5, we can generalize problem by considering the existence of fre-
quency offset in the multi-carrier transmission such as MC-CDMA and IFDMA. Multi-
user IFDMA with frequency offsets can be our future problem.
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Appendix A
The input-output relationship of the considered system is defined in (4.3) over a block
of T symbols and is written (in Section 4.3) as
y = Sh+ n. (A-1)
The conditional mean (and covariance) of h given y, S and Σ are
hˆ =
[


















Equations (A-2) and (A-3) are well-known conditional expectation formulas in
the Gaussian case (e.g., [68]).
Because of the linearity of (A-1), (y − Sh) given y, S and Σ is a conditionally
Gaussian random vector with mean (y−Shˆ) and covariance matrix ofSKhSH. Thus,
E
{




{−(y − Sh)HK−1n (y − Sh)∣∣y,S,Σ}
= E











H + (y − Shˆ)(y − Shˆ)H)}
= − tr{K−1n SKˆhSH}− tr{(y − Shˆ)HK−1n (y − Shˆ)}. (A-5)
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Appendix B
In this appendix we present the derivations for the algorithm which takes signal as the
missing data in the SIMO system under fast-fading channels in Chapter 4.
The receive signal at them t for the fast fading channels is written as
y(t) = h(t)s(t) + n(t), t = 1, 2, · · · , T. (B-1)
According to [22], the missing data would be {s(t)}Tt=1. The parameter we want
to estimate is θ =
({h(t)}Tt=1,Σ).
We define the complete data is X =
({y(t)}Tt=1, {s(t)}Tt=1). The EM-based
estimation algorithm consists of two steps as follows.
E-step
In this step, we determine
Q
(
θ|θˆ[m]) = E{log f(X|{h(t)}Tt=1,Σ)∣∣{y(t)}Tt=1, {hˆ[m](t)}Tt=1, Σˆ[m]}
= C1 + E
{
log f
({y(t)}Tt=1∣∣{s(t)}Tt=1, {h(t)}Tt=1,Σ)∣∣{y(t)}Tt=1, {hˆ[m](t)}Tt=1, Σˆ[m]}.(B-2)
where C1 is a constant which does not relate to θ.
We have
f









−(y(t)− h(t)s(t))HΣ−1(y(t)− h(t)s(t))}. (B-3)
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Therefore (B-2) can be written as











+ |s(t)|2h(t)hH(t))}∣∣{y(t)}Tt=1, {hˆ[m]}Tt=1, Σˆ[m]}













Here we use the |s(t)|2 = 1 assumption.
M-step
In this step, the updated value of θ is determined by

































In this appendix, we derive the CRLB for the channel vector h in the model of (5.45)
over the T blocks. The model of (5.45) is repeated here for convenience.
y(t) = S(t)h+ n(t), t = 1, · · · , T, (C-1)
Instead of separating the complex vector h into real and imaginary parts, we sim-
plify the derivation by applying derivatives with respect to the complex vector h itself.












({y(t)}Tt=1∣∣h)( ∂∂h log f({y(t)}Tt=1∣∣h)
)H}
. (C-3)
From (C-1), we have the conditional probability density function of {y(t)}Tt=1
given h:
f









where we assume that the signal is known (in the form of the matrix S(t), t =
1, 2, · · · , T ). Therefore, the probability density function is not conditioned on S(t), t =
123

































yH(t)− hHSH(t))S(t)]T . (C-5)










































































F ∗· · ·F T (∑Tt=1 DTNT (t)D∗NT (t))F ∗

 . (C-8)
The above derivation of CRLB can also be applied to the single-input single-
output SCCP, MC-CDMA and CP-CDMA systems considered in Section 5.3. The
general system model of those systems is given as in (5.13)
y(t) = D(t)F Lh+ n(t), t = 1, 2, · · · , T. (C-9)
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From this equation and (C-6), we have the Fisher information matrix for the chan-







T (t)D∗(t)F ∗L =
1
σ2n
F TL
( T∑
t=1
D
T (t)D∗(t)
)
F ∗L. (C-10)
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