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ABSTRACT

WOMEN LIE AND OTHER MYTHS: HOW RAPE MYTHS IMPACT
ATTRIBUTIONS OF BLAME IN A RAPE CASE

Kathryn R. Klement, Ph.D.
Department of Psychology
Northern Illinois University, 2017
Brad J. Sagarin, Director

Previous research has indicated a consistent link between rape myth acceptance and
sexual assault victim blaming, where individuals reporting higher levels of rape myth acceptance
also report higher levels of victim blaming. To this point, however, this relationship has only
been explored correlationally. The current studies were designed to test whether participants, if
presented with rape myth information or with accurate information about rape, would report
higher levels of victim blaming or lower levels of victim blaming, respectively.
In six studies, I manipulated victim and assailant gender (Studies 1a, 1b, and 2: female
victim, male assailant; Studies 3a, 3b, and 4: male victim, female assailant) and rape myth
information (Studies 1a and 1b: women often lie about rape; Studies 2 and 4: real rape is
perpetrated by strangers and is violent; Studies 3a and 3b: men’s erections signal consent).
Participants read scenarios of a sexual assault case and were randomly assigned to a control
condition, a rape myth information condition, or an accurate information condition; they also
reported their level of rape myth acceptance (congruent with the gender of victim).
Across all studies, there were no consistent effects of condition, though participants’ rape
myth acceptance often predicted the dependent variables. Moderation analyses indicated that in
some cases, rape myth acceptance moderated the relationship between condition and dependent

variable. I discuss the implications for the lack of effects of the manipulations, particularly in
light of designing interventions to reduce sexual violence.
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CHAPTER 1
INTRODUCTION

It is true rape is a most detestable crime, and therefore ought severely and impartially to
be punished with death; but it must be remembered, that it is an accusation easily to be
made and hard to be proved, and harder to be defended by the party accused, tho never so
innocent. (Hale, 1847, p. 634)
Sexual assault affects one in five women during their lifetime (Black et al., 2011).
Among crimes, sexual assault is unique in that the complainant in a rape case is examined for
fault in the situation as much as, and sometimes even more than, the accused. Though some antifeminist critics assert that women who are victims of sexual violence enjoy a privileged position
in society (e.g., Will, 2014), there are several examples to counter this claim. For example,
though 35 women have officially come forward to accuse comedian Bill Cosby of sexually
assaulting them, Cosby continues to have a contingent of supporters behind him, while the
women are accused of lying and attacking him for fame or money (Malone, 2015).
One explanation for these situations is that our culture is rife with myths about rape,
rapists, and rape victims. These myths generally shift blame from perpetrators to victims, and
they minimize or trivialize sexual aggression (Edwards, Turchik, Dardis, Reynolds, & Gidycz,
2011). Lonsway and Fitzgerald (1994) suggested that rape myths function to deny and trivialize
rape, as well as to explain why rape occurs and to insulate others from feeling vulnerable to rape.
One of the most common rape myths is the claim that women often lie about being raped.
Historically, the perceived rate of false rape allegations has ranged from 5%-90% (Lisak,
Gardinier, Nicksa, & Cote, 2010). However, the actual rate is estimated to be 2%-10%, which is
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about the same, or lower, than the false allegation rate of other violent crimes (Belknap, 2010;
Lisak et al., 2010). The myth that women lie about being raped can lead: (a) women to choose
not to report sexual assault when they experience it, (b) police officers to choose not to
investigate a rape allegation, or (c) a prosecutor to choose not to take a rape case to trial.
Burt's (1980) landmark paper on rape myths demonstrated a link between rape myths and
other attitudes about sexuality and violence. Acceptance of these myths was predicted by
endorsement of traditional gender stereotypes, adversarial sexual beliefs (i.e., beliefs that each
party in a romantic relationship tries to manipulate the other), sexually conservative beliefs, and
the acceptance of interpersonal violence (Burt, 1980).
Building from these myths and inaccurate beliefs about rape is the traditional rape script,
or “real rape stereotype” (Temkin & Krahé, 2008). When asked to describe a typical rape, many
people respond with elements such as: (1) a stranger-rapist, (2) a surprise attack, (3) the use of
extreme force, and (4) extreme resistance from the victim (Ryan, 2011). Such a script is
contradictory to current research that shows that the majority of women are raped by men they
know and with whom they are even in relationships, and that alcohol and coercion are more
prevalent in rape than is violent force (Temkin & Krahé, 2008). By promoting rape as a violent
event perpetrated by a crazed maniac, individuals are able to silence or ignore cases and stories
that do not fit the archetypal rape script. Further, when rape victims do not fulfill gendered
stereotypes or other victim stereotypes (e.g., post-rape, victims should report the assault to police
and be compliant), people are especially likely to blame victims (Masser, Lee, & McKimmie,
2010). This is especially true for individuals who hold benevolently sexist attitudes (individuals
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who think that women are purer than men, and need to be protected and worshipped; Viki &
Abrams, 2002).
Therefore, having inaccurate beliefs about rape can have problematic consequences for
victims. Research indicates that individuals in positions of power (e.g., law enforcement
officers, medical staff, clergy) have reported negative attitudes toward rape victims, which can
color the support and care they provide to victims. Sheldon and Parent (2002) assessed the
attitudes toward rape victims and attributions of blame in a sample of interdenominational clergy
members. Participants who scored higher on measures of sexism and fundamentalism were more
likely to strongly blame the female victim and to cite common rape myths as the reasons for the
participants’ judgments (e.g., the woman was provocative, the woman did not resist). Sleath and
Bull (2012) explored the role that rape myth endorsement and gender roles had in influencing
victim blame and perpetrator blame in police officers. The extent to which the officers endorsed
rape myths predicted their level of victim blame attribution, particularly myths similar to "She
wanted it" and "He didn't mean to" (Sleath & Bull, 2012).
Law enforcement officials and workers in the justice system can allow their beliefs to
impact their work. As mentioned earlier, if police officers believe rape myths, such as the myth
that women often lie about being raped, they may not be motivated to investigate a charge of
rape (Temkin & Krahé, 2008). Likewise, jurors who serve in rape trials may be influenced by
rape myths in their attributions of blame. There is extensive research that suggests that mock
jurors who report higher rape myth acceptance are also more likely to attribute more blame to the
victim and less blame to the perpetrator (e.g., Eyssel & Bohner, 2011; Paul, Kehn, Gray, &
Salapska-Gelleri, 2014; Sussenbach, Eyssel, & Bohner, 2013). Further, participants in mock
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juror studies are more likely to attribute blame to the victim and to attribute less blame to the
perpetrator in rape cases when the facts of the case go against the traditional rape script (e.g.,
Frese, Moya, & Megías, 2004; Krahé, Temkin, Bieneck, & Berger, 2008; McKimmie, Masser, &
Bongiorno, 2014).
Thus, the prevalence of rape myths can have deleterious effects on rape cases in the form
of victims being reluctant to report their assaults, in law enforcement officers being skeptical of
reported rapes, in prosecutors being disinclined to take a rape case to trial, and in jurors being
more willing to assign blame to the victim than to the perpetrator.
Previous research has examined many factors that could influence juror decisions (e.g.,
victim characteristics, perpetrator characteristics, perceiver characteristics, contextual
characteristics; see Temkin & Krahé, 2008 for review). The current studies expand on this body
of work by investigating the effect that the presentation of specific rape myth information (e.g.,
women often lie about being raped; men cannot be raped) has on attributions of blame in a rape
scenario. It is expected that presentation of the rape myth will lead to increased victim blaming
and decreased perpetrator blaming, while presentation of accurate information about rape will
lead to decreased victim blaming and increased perpetrator blaming.

Rape Myths

Though the concept of rape myths was part of feminist discourse (e.g., Brownmiller,
1975) Burt (1980) adopted the concept, defining rape myths as “prejudicial, stereotyped, or false
beliefs about rape, rape victims, and rapists” (p. 217). Lonsway and Fitzgerald (1994) expanded
this definition to “attitudes and beliefs that are generally false but are widely and persistently
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held, and that serve to deny and justify male sexual aggression against women” (p. 134). Rape
myths can be found in popular media, such as movies and television shows, in news media, and
in everyday discussions about sexual violence. They function to minimize the perceived impact
of sexual violence. Lonsway and Fitzgerald (1994) argued that rape myths serve to deny and
trivialize a crime that impacts a large minority of women, maintain a system designed to oppress
and socially control women, and create a way for individuals to insulate themselves from the
threat of assault (e.g., through belief in a just world).
Rape myths can operate implicitly as well as explicitly (Edwards et al., 2011). Implicit
messages and beliefs from the media and popular culture may help to bolster acceptance of rape
myths. Bleecker and Murnen (2005) found that college men who belonged to fraternities were
more likely to display degrading sexual pictures of women in their rooms, and that the men's
endorsement of rape myths was positively related to their display of the degrading pictures.
While a causal direction cannot be determined from these data, men who receive messages about
women that are negative, or who consider women to be sexually disposable, could be especially
likely to believe rape myths. Chapleau and Oswald (2010) used an implicit associations test
(IAT) (the IAT is a test that taps into evaluative judgments individuals make unconsciously; see
Greenwald et al., 2002; Greenwald, McGhee, & Schwartz, 1998) to determine whether there was
a link in men’s associations with power and sex, and whether implicit or explicit power-sex
associations predicted rape myths and rape proclivity. They found that both implicit power-sex
beliefs and explicit power-sex beliefs significantly predicted rape myth acceptance, which in turn
significantly predicted rape proclivity. While there are a variety of different rape myths, the
myths reviewed below are among the most common.
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Myths about Rape

Rape is a Trivial Event

This myth functions to directly minimize sexual assault. Individuals who perpetuate this
idea claim that rape is not a big deal, and that victims should just get over their experiences and
move on with their lives (Payne, Lonsway, & Fitzgerald, 1999). It also sets the stage to claim
that survivors of sexual violence exaggerate their victimization, which bolsters another
prominent rape myth: that women often lie about being raped. For one population, this myth is
particularly problematic: sex workers. Women who engage in prostitution or other sexual acts
for pay are targeted with this myth as a way to justify a lack of action their behalf. Sex workers
are perceived as immoral, and because they regularly engage in sex anyway, a little “rough sex”
is perceived as an occupational hazard.

Rape is a Deviant Event

This myth serves to distance individuals from the prevalence of sexual violence. If rape
is a deviant, rare occurrence, the risk of it happening to any one person is slim. Further,
believing rape is an uncommon event aligns with the traditional rape script of a stranger
attacking in an alley (Ryan, 2011). Because rape is perceived as abnormal, it cannot be
something that happens to regular people, in their home, by friends or family members (Payne et
al., 1999). Instead, rape happens in criminal neighborhoods, by men who are strangers, to
women who engage in counter stereotypical behavior (e.g., bar-hopping late at night) (Lonsway
& Fitzgerald, 1994).
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It Wasn’t Really Rape
Thinking that allegations of sexual assault aren’t “rape” functions as a way to narrowly
define a specific circumstance as rape, and consider everything else to be socially acceptable.
This is generally done to shift blame away from the perpetrator, though not necessarily onto the
victim. Individuals who subscribe to this myth might believe that what happened was just a
misunderstanding or a miscommunication. This myth also supports a traditional rape script by
requiring certain characteristics to “count” toward a situation being defined as rape (Ryan, 2011).
For example, in a “true” rape, the victim should fight back, and have proof of the attack through
injury and/or defensive wounds. Women who were severely drunk, or were unconscious, can’t
be raped because they didn’t fight back. This myth also plays into the idea that women often lie
about being raped by setting high bar of credibility for the victim; without physical proof, a
woman is probably lying.

Myths about Rape Victims
She Asked For It

This myth is based on the idea that women send out signals that men perceive as sexual
interest, such signals are usually nonverbal, or may be sent through verbal subtext. In a long line
of research, Abbey (1987) and colleagues (e.g., Jacques-Tiura, Abbey, Parkhill, & Zawacki,
2007) have demonstrated that men are more likely to misperceive sexual intentions and/or sexual
attraction in women than women are in men. Evolutionary psychologists propose that such
misperceptions, which fit into error management theory, are adaptive (Haselton & Buss, 2000).
Ancestral men who overperceived sexual interest from women were more likely to pass on their
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genes, simply because they were less likely to miss opportunities when a woman was sending
signals of sexual interest. This misperception can take the form of assuming that a woman is
interested in sex because she smiles at a man, or touches his arm, or wears sexy clothing. And
whether or not this behavior is evolutionarily advantageous, this myth acts as a way to assign
blame to the victim in a rape. Because the victim was “asking for it” by flirting, or drinking, or
dancing, the perpetrator is less culpable.

She Wanted It
This myth differs from “she asked for it” in that it is based on the idea that women
secretly want to be raped, or secretly enjoy rough sex (Burt, 1980). This seems to run counter to
the cultural view of women’s sexuality as chaste and demure, but it matches the common script
of seduction in romance stories. In many movies and television shows, women wait to be
pursued by men, and when they are caught, they are overpowered by the men’s sexuality. This
myth also serves to separate victims from non-victims by casting victims as whores or sluts who
enjoy rough sex; it is another way in which individuals can psychologically distance themselves
from the risk of being victimized. Additionally, “she wanted it” provides individuals with a way
to view rape as part of a normal sexual continuum, instead of an act of dominance and power
(Gavey, 2005).
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Myths about Rapists
He Didn’t Mean To
This myth relies on the idea that rape is often a miscommunication, and the man simply didn’t
understand that his partner did not want to have sex (Payne et al., 1999). Inherent in this myth is
the belief that consent is a difficult concept, and it is natural that misunderstandings could
happen. There is an underlying assumption that if a woman didn’t want to engage in sex with a
man, she would fight back, and he would realize that what he was doing was wrong. Not only
does this presume that men are hapless creatures who might potentially wander into sexual
assault accidentally, it requires that women act in a certain way to prevent themselves from being
victimized. This in turn serves as a way to attribute at least some blame to the victim while also
absolving the perpetrator of some blame.
He Couldn’t Help Himself
This myth is the complement to “she asked for it” and “she wanted it.” Individuals who
endorse the idea that men cannot help themselves when in an opportunity to have sex are also
likely to believe that the victim somehow precipitated the assault by her behavior (e.g, flirting,
wearing certain types of clothing), or because women like men to sexually overpower them.
This myth acts as a way to rely on gender essentialism, or the concept that gender differences are
based on innate features (Prentice & Miller, 2006). Men are expected to have especially strong
sex drives, so it is very difficult for them to stop engaging in sexual behavior when they have
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begun; in other words, this myth supports the idea that men reach a “point of no return,” when,
regardless of their partner’s wishes, intercourse will inevitably occur.

Traditional Rape Scripts

Informed by the prevalent myths about rape, rape victims, and rapists, most people have
schemata concerned what the typical rape scenario looks like. This is referred to as the
“traditional rape script” (Ryan, 2011) or “real rape stereotype” (Temkin & Krahé, 2008). The
traditional rape script usually includes a stranger rapist who violently assaults a virginal young
woman in an alley or other public place at night. This conceptualization of what a rape is
permeates the media representations of sexual assault, as well as popular discourse. There are
several parts of the traditional rape script: the perpetrator’s characteristics (e.g., crazy, deviant,
loner, stranger, uses violence); the victim’s characteristics (e.g., young, innocent, alone); the
situational characteristics (e.g., night, an abandoned place); and the victim’s post-assault
behavior (e.g., emotionally unstable, compliant with police). These ideas are supported by Ryan
(1988), who asked individuals to construct a stereotypical seduction scenario and a stereotypical
rape scenario and content analyzed the results. The rape scenarios had common themes of a blitz
attack by a stranger, at night, outside, with physical violence. The seduction scenarios, however,
resembled reports of acquaintance rape, with common themes of alcohol and a prior relationship
between the actors.
These results highlight the creation of a stereotypical experience of rape, which is
problematic for two primary reasons: (1) victims who subscribe to the traditional rape script and
the accompanying rape myths will be less likely to report an assault that does not conform to
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their expectations of what is real rape, and (2) police officers who subscribe to the traditional
rape script will be less likely to believe victims who come forward with reports that deviate from
the script. Officers are more likely to refer cases for further investigation and prosecution when
a sexual act involves the use of physical violence, apparent injuries to the victim, and immediate
reporting of the crime by the victim (Temkin & Krahé, 2008). In a study analyzing police
reports of alleged rapes, Jordan (2004) found that officers were more likely to label a case as
“possibly true/false” (rather than genuine or true) when it included elements such as a victim
who was intoxicated with alcohol or other drugs, a victim who had a previous sexual relationship
with the perpetrator, or when the victim was perceived as “immoral.” Thus, if police officers
endorse the traditional rape script, they may be more willing to believe that any report of rape
that falls outside that script is false. Indeed, the myth that women who report sexual assaults are
often lying is one of the most common (Lonsway & Fitzgerald, 1994).

False Rape Allegations

Many reasons are given to explain why women lie about rape: women get caught having
affairs. Among them are: (1) women regret having sex afterward; (2) women are trying to get
back at men for a perceived slight; and (3) women are emotionally unstable (Payne et al., 1999).
Despite the prevalence of the belief that women lie about rape, recent research estimates that the
actual rate of false rape allegations is on par with other violent crimes (Lonsway, 2010). Lisak et
al. (2010) examined 136 cases of rape that were reported at a university over a 10-year period
and found that only 8 cases (5.9%) met their coding criteria for false reports. Kelly, Lovett, and
Regan (2005) reviewed 2,643 reported cases of rape in the United Kingdom (U.K.) over a 15

12
year period and found that 216 (8.2%) of the cases were classified as false (Lisak et al., 2010
also examined the data from Kelly et al., 2005 and found that only 67 (2.5%) of the reports
would fit their false report criteria).
Despite these low rates of actual false allegations, literature examining police
determination of false reporting tells a different story. For example, police officers in 1968
Philadelphia suggested that the rate of false reporting was 80%-90% (Rumney, 2006). Clark and
Lewis (1977) reviewed 116 reports of rape for Toronto in 1970 and found that the police had
deemed only 42 (36.2%) of the cases as “founded.” Kanin (1994) studied rape allegations
reported to one police department over 9 years and designated 109 cases (41%) as false. He also
listed several factors that contributed to a report’s being deemed “unfounded,” or false:
[the] victim’s late reporting to the police, lack of corroborating evidence, lack of
cooperation by the victim and/or witnesses, reporting in the wrong jurisdiction,
discrepancies in the victim’s story, wrong address given by the victim, victim’s
drunkenness, victim’s drug usage, victim’s being thought a prostitute, victim’s
uncertainty of events, [and] victim’s belligerence. (Kanin, 1994, p. 82-83)
Many of these factors highlight the pervasiveness of the traditional rape script, particularly where
it prescribes behavior for the victim. People are more willing to believe a rape occurred when
the victim acts in a way that is consistent with a stereotypical victim: immediately reporting the
crime to the police, being cooperative with the investigation, and appearing emotionally
distraught for a long period after the assault. Victims who act counter-stereotypically, not
fighting against their assailant, or not cooperating with the police investigation, are not evaluated
positively (McKimmie et al., 2014).
The belief that women often lie about rape may be prevalent due to sensational media
accounts of false rape allegations. When a prominent figure is accused of rape, and the
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allegation is later recanted or proved to be unfounded, the story remains in the public
consciousness, allowing for easy recall. Moreover, when the person accused is a celebrity or
person of high social status, fans and supporters publicly reject the idea that their hero is a bad
person and accuse the complainant of lying for ulterior motives. News media often publish
reports about rape accusations in a way that casts the victim in a negative light, which can
heighten the perception she is lying. For example, in a study of 156 news sources about the
Kobe Bryant rape accusation, Franiuk, Seefelt, Cepress, and Vandello (2008) found that 65
articles contained at least one rape myth, and “she’s lying” was the rape myth most commonly
used. The exposure to the rape myths, especially the recurring theme that women often lie about
rape, could lead to an acceptance of and internalization of rape myths, which could then
influence other attitudes.

How Rape Myths Can Impact Other Attitudes

The endorsement of rape myths is called rape myth acceptance (RMA), and is typically
measured via a self-report scale (e.g., Burt, 1980; Feild, 1978; Payne et al., 1999). Burt's (1980)
landmark paper on rape myths demonstrated a link between rape myths and other attitudes about
sexuality and violence. Initially, RMA was predicted by endorsement of traditional gender
stereotypes, adversarial sexual beliefs (i.e., beliefs that each party in a romantic relationship tries
to manipulate the other), sexually conservative beliefs, and the acceptance of interpersonal
violence (Burt, 1980). Further research has replicated these relationships and demonstrated links
to others (e.g., sexism, anti-egalitarian beliefs).
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Sexism

Rape myths may function as a way to maintain control over women and their sexuality.
In accordance with this hypothesis, many researchers have found associations between RMA and
sexism, particularly ambivalent sexism (Glick & Fiske, 1996). Glick and Fiske (1996, 1997)
conceptualized sexism as having two distinct domains, benevolent sexism and hostile sexism.
They defined benevolent sexism as “a set of interrelated attitudes toward women that are sexist
in terms of viewing women stereotypically and in restricted roles, but that are subjectively
positive in feeling tone (for the perceiver) and also tend to elicit behaviors typically categorized
as prosocial (e.g., helping) or intimacy-seeking (e.g., self-disclosure)” (Glick & Fiske, 1996, p.
491). Benevolent sexism is based on restricting women's roles and agency, but is seen by the
actor as positive (Glick & Fiske, 1996). Individuals who endorse benevolent sexism may not
believe their attitudes are sexist because they feel as though they are putting women on a
pedestal. Hostile sexism is the second part of Glick and Fiske's (1996) construct of ambivalent
sexism and is based on Allport’s (1954) definition of prejudice, applied to the domain of gender:
“Prejudice is a feeling, favorable or unfavorable, toward a person or thing, prior to, or not based
on, actual experience” (p. 6). It is the more easily recognized type of sexism, where women are
discriminated against openly in the workplace, or when men make derogatory comments to or
about them. While individuals who are especially high in hostile sexism might be more likely to
endorse rape myths, those highe in benevolent sexism might be likely to report negative feelings
toward rape victims who are inconsistent with feminine stereotypes (e.g., Viki & Abrams, 2002;
Yamawaki, 2007).
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In responding to acquaintance-rape and stranger-rape scenarios, participants who
exhibited high levels of benevolent sexism were especially likely to blame the victim who knew
her attacker (Abrams, Viki, Masser, & Bohner, 2003). Abrams et al. (2003) proposed that the
deviation from the benevolent sexist ideal – that of a woman who is pure and chaste – could lead
to victim blaming. If a woman engaged in previous consensual activity with a man she met at a
party who later rapes her, participants who had exhibited high benevolent sexism scores were
especially likely to assign fault to the victim. Several other studies have reported significant
positive correlations between RMA, benevolent sexism, and hostile sexism (e.g., Aosved &
Long, 2006; Chapleau, Oswald, & Russell, 2007; Giovannelli & Jackson, 2013; Masser et al.,
2010; Viki & Abrams, 2002). Similarly, in a meta-analysis of literature on rape myth
acceptance, Suarez and Gadalla (2010) found a mean effect size (Cohen’s d of 1.13, p < .001) for
the relationship between rape myth acceptance and sexism.

Traditional Gender Roles

Traditional gender roles are socialized roles that are expected of men and women. For
example, men should work to provide for their families, while women should stay home and take
care of their children. Glick and Fiske (1997) pointed out that stereotypes about women's
traditional gender roles are not necessarily all negative. Women are stereotyped as being more
nurturing, kinder, and more helpful than men (Jost & Kay, 2005), but also as more manipulative
and vindictive. A primary function of traditional gender roles is to proscribe how men and
women act and react in society. However, because women are disadvantaged due to being a
lower-status group (Jost & Kay, 2005), traditional gender roles affect women more adversely.
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When women deviate from their proscribed gender norms, they can face consequences, such as
social stigmatization (Armstrong, Hamilton, Armstrong, & Seeley, 2014), negative attributions
or potentially violence (Masser et al., 2010).
Traditional gender roles are associated with rape myths via their prescriptive function
(Temkin & Krahé, 2008). For individuals who subscribe to stereotypical views of gender roles,
women are expected to behave in certain ways, and when women deviate from those
expectations, they are usually evaluated negatively. Such attitudes also endorse a worldview in
which men are dominant over women, which includes a discourse of traditional masculinity.
Traditional masculinity stems from Connell’s (1987) work on hegemonic masculinity. Today, it
can be understood as including “a high degree of ruthless competition, an inability to express
emotions other than anger, an unwillingness to admit weakness or dependency, and a devaluation
of women and all feminine attributes in men” (Kupers, 2005, p. 716). Lutz-Zois, Molder, and
Brown (2015) measured participants’ endorsement of traditional masculine ideologies and RMA
and found significant positive correlations between the constructs. Further, they found that
negative attitudes toward women fit the pattern of a mediator in this relationship (Lutz-Zois et
al., 2015). Truman, Tokar, and Fischer (1996) investigated how masculine gender roles might be
related to rape-supportive attitudes and found significant positive correlations between RMA and
three factors of the Male Role Norms Scale (Thompson & Pleck, 1986): rationality/respect/status
(e.g., a need to gain respect and status), antifemininity (e.g., men should avoid behaviors and
attitudes that are stereotypically feminine), and façade/counterdependence (e.g., a need to display
a veneer of toughness). A society that endorses traditional gender roles, where each gender is
required to fulfill specific goals (e.g., marriage, motherhood) may also be more likely to endorse
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attitudes about gender within the context of sexual violence (Swope, 2011), which can also give
rise to the traditional rape script.

Just World Beliefs

Another individual difference variable that is often associated with rape myths and victim
blaming is just world beliefs (Lerner & Matthews, 1967). Just world beliefs (JWB) are informed
by just world theory, or the idea that the world is fair place, and bad things happen to those who
deserve them (Grubb & Turner, 2012). Believing that events happen for a reason (e.g., the
victim deserved to be assaulted) helps to perceive control over a chaotic world, and individuals
who are higher in JWB are motivated to do so. There is some research indicating that JWB
provide a causal influence on victim blaming (e.g., Furnham, 2003; Yamawaki, 2009). For
example, Kleinke and Meyer (1990) found that men who reported greater JWB were more likely
to evaluate a female rape victim more negatively than were men who reported less JWB.
However, there is also research to suggest this relationship is not consistent, as Kleinke and
Meyer (1990) also found that women who reported greater JWB evaluated that same female rape
victim more positively than did women who reported less JWB. Thus, the evidence for JWB’s
effects on victim blaming is mixed (van der Bruggen & Grubb, 2014).

Anti-Egalitarian Beliefs

RMA has also been associated with a diverse set of beliefs that uphold systems of
oppression beyond sexism, such as racism, classism, and religious intolerance (Suarez &
Gadalla, 2010). Aosved and Long (2006) found significant relationships in their participants’
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reported racism (both modern and old-fashioned), sexism, homophobia, ageism, classism, and
religious intolerance. Aosved and Long’s (2006) results indicated that each of these intolerant
belief systems accounted for unique variance in the RMA, and combined together accounted for
almost half of the RMA variance, though sexism was the best predictor. Beliefs about rape can
also vary depending on the race of the victim (Maeder, Yamamoto, & Saliba, 2015). Often, rape
myths are endorsed more heavily for Black victims than for White victims. George and Martinez
(2002) manipulated race between acquaintance rape and stranger rape vignettes; victim and
perpetrator were either of the same race, or different races. When the victim and perpetrator
were of a different race, participants had an especially difficult time being certain that a rape had
occurred, and rated the victim as low in crediblity (George & Martinez, 2002).
Another belief often associated with RMA is a belief in a just world (Suarez & Gadalla,
2010). Lerner (1980) proposed that people like to believe that everyone gets what they deserve.
In the service of this view, when bad things happen to others, people believe that the victims did
something to bring about their misfortune. Thus, there are no “real” victims. Vonderhaar and
Carmody (2014) explored the relationship between RMA and just world beliefs and found a
significant correlation. They suggested that victim blaming is also more likely to happen when
individuals who endorse a belief in a just world find their worldview threatened. In order to
preserve their belief system, such individuals shift more blame to the victim (Vonderhaar &
Carmody, 2014).
As each of these types of attitudes influences individuals’ endorsement of rape myths,
there are behavioral implications (Lutz-Zois et al., 2015). While there is not a perfect
relationship between attitude and behavior, beliefs and attitudes can predispose individuals to act
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a certain way (for a review of the relationship between attitudes and behavior, see Ajzen &
Fishbein, 2005). Thus, individuals who have higher RMA might be more likely to act in ways
that are harmful to rape victims.

How Rape Myths Can Impact Behavior

By challenging accusations of rape as lies, and discouraging victims from coming
forward, rape myths help to create a culture that is hostile to rape victims. As mentioned above,
acceptance of rape myths can also lead to problematic behavior. For instance, Sheldon and
Parent’s (2002) study using clergy members suggests that pastors and ministers who counsel
parishioners on sexual victimization disclosures might send messages that the victims did
something to precipitate their own assault. As mentioned earlier, Bleecker and Murnen (2005)
investigated the types of images that male college students displayed in their rooms, comparing
those who were to those who were not in fraternities. They found that not only were fraternity
members especially high in RMA, but the fraternity members also displayed significantly more
images of women, particularly degrading images of women (independently rated by research
assistants) (Bleecker & Murnen, 2005). Bleecker and Murnen (2005) argued that “fraternity
membership is likely associated with sexual assault through agreement with attitudes of rape and
perhaps through situational factors that have been identified as important in predicting sexual
assault, such as alcohol use and peer pressure” (p. 491). Such attitudes can help to perpetuate the
rape culture by teaching men early that women are sexual objects and can be exploited for sexual
purposes.
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This perpetuation of rape culture leads to three problematic effects: (a) victims who
internalize rape myths may be less likely to identify their experiences as sexual violence, and so
will be less likely to report the crime, (b) police officers who endorse rape myths will be less
likely to believe rape victims who report an assault and less likely to continue the investigation,
(c) jurors who endorse rape myths are more likely to blame the victim and less likely to blame
the perpetrator.
When an individual who believes rape myths experiences sexual victimization, they may
not be willing to label themselves as a victim (Harned, 2005). In a qualitative study, Harned
(2005) investigated the mechanisms by which women did or did not label themselves as victims
of sexual violence. Women who believed they were victims of sexual assault were more likely
to frame their experiences in terms of consent. They felt that their lack of consent in the
situation was enough to claim the label of rape victim. Conversely, women who described
encounters consistent with sexual assault but did not label them as such framed their experiences
differently. Women who didn’t label themselves as victims “held themselves at least partially
responsible for the incident or did not blame the perpetrator for his actions. In addition, women
often reported that they cared about the perpetrator and, thus, did not believe he meant to cause
them harm" (Harned, 2005, p. 408). These women internalized beliefs that women can
precipitate sexual violence, and that men who commit such acts are not bad, but only made a
mistake, or suffered a miscommunication. This results in women learning that they are at least
partly to blame for their situation, which can impede their identifying as victims (Harned, 2005).
Women might also be influenced regarding labeling themselves as victims by norms
within their social groups (Deming, Covan, Swan, & Billings, 2013). In a focus group study
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examining interpretations of vignettes of sexual assault, Deming et al. (2013) found that college
participants in different social groups framed the experiences differently. The greatest
differences in the interpretations arose between the first-year and fourth-year participants.
Specifically, older participants were especially likely to sanction the victim’s behavior, placing
responsibility on her for not acting safely and not being clearer in her communication to the
assailant (Deming et al.). These impressions may have been formed by the participants’
endorsement of traditional gender norms and rape myths. Thus, these interpretations and the
choice to label oneself as a victim of sexual assault or not can impact whether or not a woman
will report the crime to the police. Likewise, a woman’s own internalization of rape myths can
dictate her willingness to report an assault; using logistic regression, Heath, Lynch, Fritch, and
Wong (2013) found that women who reported higher levels of RMA were also less likely to tell
police about their experience. However, if a woman decides to report, she may face obstacles
from law enforcement officers if the officers themselves subscribe to rape myths.
Police officers may receive special training for dealing with sexual assault investigations,
but even those who receive training may not be able to keep their own biases out of their work.
In measuring police officers’ amount of victim blaming, Sleath and Bull (2012) observed that
there were no differences between officers who had received separate sexual assault training and
those who had not (though the officers who had received the training did report significantly
greater perpetrator blaming). However, other research shows that such training could be
important to combat the rape myths that can bolster officers’ preconceived ideas of what assault
looks like, and how victims should respond to it (Rich & Seffrin, 2012). Ask (2010) explored
police officers’ beliefs regarding how crime victims behave. His results indicated that many
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respondents believed that crime victims’ nonverbal communication often belied their
truthfulness. Thus, to determine if the allegations were true or false, many officers looked to
whether victims exhibited inappropriate emotions (e.g., positive emotions), whether they were
reluctant or less than forthcoming in their interviews, and whether their memories were
consistent. Ask (2010) also measured the officers’ impressions of how often false allegations
were made across different crime categories. Participants reported a higher range of estimates
for false rape allegations (15.5%-25.9%) than for domestic assault (5.1%-11.5%), nondomestic
assault (6.2%-13.2%), and mugging (8.7%-16.4%) (Ask, 2010).
Police officers have a tremendous amount of discretion regarding whether or not to
investigate a reported crime. If there is not enough evidence that a crime was committed, the
report might be classified as “unfounded” or “no-crimed” (Temkin & Krahé, 2008). Rape cases
that fall outside of the traditional rape script have a higher chance of being deemed unfounded or
as requiring no further action. For example, if the complainant and perpetrator had a previous
intimate relationship and if there was no threat or use of violence, cases are especially likely to
be no-crimed (Temkin & Krahé, 2008). The reliance of police officers on the traditional rape
script and rape myths in general can also lead to a biased presentation of the case at trial, which
can in turn impact how jurors perceive the facts of the case. This has implications in how jurors
decide attributions of blame for both the perpetrator and the victim.

Attributions of Blame in Rape Cases

Studies on how potential jurors might respond in a trial have primarily utilized vignettes
(Temkin & Krahé, 2008). Participants read a scenario that depicts a hypothetical criminal case,
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or one based on authentic trial transcripts, and are asked to make judgments of blame, usually
both for the victim and for the perpetrator. While the crucial disadvantage of this methodology
is that attributions of blame made in a written scenario study may not be synonymous with how
empaneled jurors would respond in a case at trial, the potential for experimental manipulation
and for controlling the information to which participants are exposed are advantages. Further,
the scenarios can be constructed in such a way to remove ambiguity that would be present in a
real trial case, so that participants can focus on the aspects of the case of interest to researchers
(Temkin & Krahé, 2008).
Much research has demonstrated a strong correlational relationship between participants’
RMA and their attributions of blame in rape cases (e.g., Eyssel & Bohner, 2011; Frese et al.,
2004; Sleath & Bull, 2012; Sussenbach et al., 2013; van der Bruggen & Grubb, 2014).
Associated with the endorsement of rape myths, such as women must fight back against an
assault or it wasn’t really rape, or men can’t help their sexual urges, is participants’ willingness
to shift blame of sexual violence to the victim. This could serve as a way to minimize the reality
of sexual assault, such that the participant believes that the victim could have engaged in
different behavior to avert the experience, or the perpetrator may be seen as avoiding culpability
because of biology or other cultural elements (van der Bruggen & Grubb, 2014).
In addition to rape myth acceptance, other variables can influence attributions of blame in
rape cases. McKimmie et al. (2014) examined participants’ judgments in stereotypical (i.e.,
stranger) rape scenarios and counter-stereotypical (i.e., acquaintance) rape scenarios, while also
manipulating the victim’s stereotypicality (stereotypical: victim fought assailant and cooperated
with police; counter-stereotypical: victim did not fight assailant and did not cooperate with
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police). Learning that the victim fought back did not have a measureable effect on participants’
judgments in the stranger rape scenario, but when in the acquaintance rape scenario the victim
did not fight back or cooperate with the police, participants assigned more blame to the victim
and less blame to the perpetrator. Further, McKimmie et al. used qualitative analysis to examine
the participants’ reasoning when making the judgments. Participants indicated that they
concentrated more on the defendant’s actions in the stranger rape (stereotypical) scenario, while
they focused more on whether and/or how consent had been given in the acquaintance rape
(counter-stereotypical) scenario. It is possible that by determining whether consent had been
given in the acquaintance rape scenario, participants relied on rape myths, which could have led
to more victim blaming.
Sussenbach et al. (2013, Study 1) included photos of the scene of the assault with their
written rape scenarios, and manipulated the presence of alcohol. They proposed that a scene
including alcohol would signal the relevance of rape myths. They found that participants in the
alcohol condition who reported higher RMA assigned less blame to the perpetrator in the
scenario (Sussenbach et al.). Participants were able to use the alcohol as a cue to activate rape
myths that minimize the fault of the assailant, such as “it was a miscommunication.” These
results indicate that context might influence the impact of rape myths on blame attributions.
As the foregoing research indicates, rape myth acceptance can have several deleterious
effects, from bolstering other problematic attitudes about women to affecting judgments of
blame in rape cases. While some studies have demonstrated relationships between rape myth
acceptance and victim blaming (e.g., Frese et al., 2004; Krahé et al., 2008; Sussenbach et al.,
2013), no studies have experimentally varied the presence of rape myths to determine the causal
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effect on victim blaming. In addition, prior studies that exclusively sampled law enforcement
officers have shown a correlational relationship between rape myth acceptance and victim
blaming, but not a causal one (e.g., Sleath & Bull, 2012; Sleath & Bull, 2015). The current
studies seek to extend previous research by using both college samples and law enforcement
samples, and by experimentally manipulating the presentation of rape myths to determine their
effect on judgments of blame for victims and perpetrators in a rape scenario.
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CHAPTER 2

STUDY 1A AND 1B

Previous research has shown a link between rape myth acceptance and victim blaming in
rape cases. When individuals more highly endorse rape myths, or rely on cues for rape myths,
they are more likely to make greater attributions of blame to a rape victim, and lower attributions
of blame to a rapist (Paul et al., 2014; Sussenbach et al., 2013; Whatley, 2005). Thus, the first
study was designed to examine the causal relationship between rape myths and victim blaming.
Specifically, it investigated whether the explicit presentation of a rape myth (i.e., women often
lie about being raped) impacts participants’ judgments of responsibility for both the victim and
the perpetrator. While both Study 1A and Study 1B had identical procedures and materials, they
featured different samples. Study 1A sampled from an undergraduate psychology research pool,
while the plan for Study 1B was to sample from current working law enforcement officers. Due
to the lack of officers who agreed to participate, the Study 1B sample was supplemented with
participants from Amazon Mturk.

Study 1A and 1B Hypotheses

I hypothesized that rape myth acceptance would correlate with victim culpability
(Hypothesis 1), victim credibility (Hypothesis 2), victim pleasure (Hypothesis 3), and victim
trauma (Hypothesis 4), such that those higher in RMA would report higher levels of victim
culpability and victim pleasure and lower levels of victim credibility and victim trauma. I also
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hypothesized that RMA would correlate with perpetrator culpability (Hypothesis 5), perpetrator
guilt (Hypothesis 6), and sentence recommendations (Hypothesis 7), such that those higher in
RMA would report lower levels of these dependent variables.
Additionally, I had individual hypotheses for the experimental conditions. I predicted
that the presentation of a rape myth (e.g., an inflated rate of false rape allegations) would
increase levels of victim culpability (Hypothesis 8a), and victim pleasure (Hypothesis 10a), and
decrease levels of victim credibility (Hypothesis 9a), victim trauma (Hypothesis 11a), perpetrator
culpability (Hypothesis 12a), perpetrator guilt (Hypothesis 13a), and sentence recommendations
(Hypothesis 14a). I also predicted that the presentation of accurate information challenging a
rape myth (e.g., the accurate percentage of false rape allegations) would decrease levels of victim
culpability (Hypothesis 8b), and victim pleasure (Hypothesis 10b), and increase levels of victim
credibility (Hypothesis 9b), victim trauma (Hypothesis 11b), perpetrator culpability (Hypothesis
12b), perpetrator guilt (Hypothesis 13b), and sentence recommendations (Hypothesis 14b).
Finally, I expected that RMA would moderate the relationship between the conditions
and the dependent variables. For the rape myth condition, I expected that individuals with lower
RMA would show a smaller effect of the manipulation, and that individuals with higher RMA
would show a larger effect of the manipulations. For the accurate condition, I expected that
individuals with lower RMA would show a larger effect of the manipulation, while individuals
with higher RMA would show a smaller effect. These predictions were based on research
indicating that participants’ strength and endorsement of rape myths predicts their levels of
victim blaming, as individuals who hold strong rape myth beliefs also report greater victim
blaming (Sussenbach et al., 2011). Thus, I expected that individuals who reported higher rape
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myth acceptance would be less likely to be influenced by the experimental manipulations, than
individuals who reported lower rape myth acceptance.

Method

Study 1A sampled undergraduate students from the introduction to psychology subject
pool. Study 1B sampled currently working law enforcement officers from area police
departments, as well as individuals on Amazon’s Mechanical Turk (Mturk; www.mturk.com).
Participants in both samples completed the study online; Study 1A participants completed the
study in the lab, while Study 1B completed it in a place of their choosing.

Participants

Study 1A

The initial sample size was 102, but five participants were excluded for failing to
complete more than one measure. The final sample size was 97. Sixty-three women (65%) and
31 men (32%) comprised the undergraduate sample, with three not reporting gender. Most
participants were straight (n = 88, 91%), with two identifying as gay (2%), three identifying as
bisexual (3%), three identifying as pansexual (3%), and one not reporting sexual orientation.
Almost two-thirds of participants were white (n = 59, 61%), with 15 identifying as
Hispanic/Latin@ (16%), 11 identifying as African American (11%), eight identifying as Asian
American (8%), three identifying as other (3%), and one not reporting race. The mean age was
22.43 years (SD = 3.95).

29
Study 1B

The initial sample size was 119, but seven participants were excluded for failing to
complete more than one measure. The final sample size was 112. The sample comprised 58
men (52%), 50 women (45%), and one transman (1%), with three not reporting gender. Most
participants were straight (n = 96, 86%), with five identifying as gay (5%), seven identifying as
bisexual (6%), two identifying as pansexual (2%), and two not reporting orientation. About
three-fourths of participants were white (n = 83, 74%), with 10 identifying as African American
(9%), eight identifying as Asian American (7%), five identifying as Hispanic/Latin@ (4%), three
identifying as other (3%), and three not reporting race (3%). The mean age was 34.32 years (SD
= 11.23). About one-third of participants had participated in some type of sexual assault training
(n = 38, 34%). In this sample, 20 (15%) participants were recruited law enforcement officers,
while the remaining 110 (85%) were recruited on Mturk.

Procedure

Study 1A

Psychology undergraduate students were recruited through the Sona system to complete
the study in a research lab. When they entered the lab, participants were greeted by a research
assistant who explained the informed consent form. After signing the informed consent form,
participants read a scenario in which a college-aged man named Robert was accused of raping a
college-aged woman named Erika (see Appendix A). The scenario included a description of the
situation from both Erika’s and Robert’s perspectives, and showed the facts as perceived from
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each actor. At the end of the narrative of events, participants read that Robert was arrested and
the case goes to trial. Next, participants were randomly assigned to one of three conditions. In
the control condition, participants read that Robert and Erika’s case went to trial and no other
information. In the rape myth condition, participants read that the defense asserted that women
often fabricate rape claims, offering testimony that 50-90% of rape allegations are false, while
the prosecution disputed that testimony. In the accurate condition, participants read that the
prosecutor asserted that women do not often lie about rape, offering testimony about the actual
rate of false rape allegations, 2-10%, while the defense disputed that testimony. Following the
scenario and experimental manipulation of presentation of rape myth or accurate information,
participants reported how much blame they attribute to both Robert and Erika, as well as their
perceptions of other victim- and perpetrator-related variables. When finished, participants were
debriefed carefully. The research assistant explained to all groups that the rate of false
allegations is low, and that women do not often lie about being raped. The debriefing form
included extensive sources for research on false rape allegations. Participants were then thanked
and released.

Study 1B Procedure

Participants were initially recruited through national and state law enforcement agencies
and sent a link to the survey. Due to low sample sizes for law enforcement participants, I
supplemented the sample with workers from Amazon Mechanical Turk (Mturk;
www.mturk.com; see Sheehan & Pittman (2016) for a discussion on issues related to collecting
data on Mturk). Mturk participants accessed the survey link through acceptance of a Human
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Intelligence Task (HIT) and were paid $0.20 for their participation. The procedure for Study 1B
was the same as for Study 1A.

Materials

Illinois Rape Myth Acceptance Scale

Participants reported their RMA using the Updated IRMAS (McMahon & Farmer, 2011).
This scale was designed to measure individuals’ endorsement of common rape myths.
Participants responded to items on a scale of 1 (strongly disagree) to 5 (strongly agree). Higher
scores indicate greater endorsement of rape myths. Sample items include “If a girl goes to a
room alone with a guy at a party, it is her own fault if she is raped,” and “Rape happens when a
guy’s sex drive goes out of control.” Payne et al. originally found good reliability for the overall
scale (α = .93), with the subscales α ranging from .74 to .84. The current study only used the
overall scale means.

Scenarios

The scenarios depicted the story of Erika and Robert, two college students who meet, like
each other, and agree to go on a date, at the end of which, Robert rapes Erika. To simulate a
real-life situation, participants read the scenario from both Erika’s and Robert’s perspectives (the
order was counterbalanced to prevent order effects). Depending on the condition, participants
also received prosecution information or defense information regarding the frequency of false
rape allegations. In the rape myth condition, participants read that women frequently lie about
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rape, while in the accurate condition, participants read that the rate of false rape allegations is 210%. The scenarios were pilot-tested for recall for pertinent details.

Attributions of Blame

Through questions adapted from Angelone, Mitchell, and Grossi (2015), participants
indicated how much responsibility they attributed to both Erika and Robert. Participants made
attributions about both victim and perpetrator. There were four types of attributions the
participants made about the victim (Erika): victim culpability (e.g., “How much was it Erika’s
fault that Robert engaged in sexual activity with her?”); victim credibility (e.g., “How likely is it
that Erika only called the police so that Robert would not think she was too ‘loose’ or ‘easy’?”),
victim pleasure (e.g., “How much pleasure would you estimate Erika experienced during the
incident?”), and victim trauma (e.g., “How much trauma would you estimate Erika experienced
because of the incident?”). There were three types of attributions participants made about the
perpetrator (Robert): perpetrator culpability (e.g., “How much choice did Robert have about
what happened in the scenario you read?”), perpetrator guilt (e.g., “How guilty do you think
Robert is of committing rape?”), and sentencing recommendations (e.g., “If Robert were
convicted of committing rape, how much time do you believe he should spend in prison?”).
Angelone et al. (2015) found good reliability for each of the constructs, with a range of
Cronbach’s alpha from .65 to .86.
Additionally, for Study 1B, participants were asked a set of items assessing the likelihood
of investigating the case. These items were designed specifically for law enforcement officers to
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determine how likely they would be to continue the investigation, find the rape allegations
unfounded (reverse-coded), and recommend the state’s attorney to prosecute the case.

Demographics

Participants also reported several demographics descriptors: gender, age, sexual
orientation, relationship status, and relationship length.

Results

Analysis Strategy

To test Hypotheses 1-7, I used bivariate correlations to determine the relationship
between each dependent variable and participants’ rape myth acceptance score. To test
Hypotheses 8-14, I used a one-way analysis of variance (ANOVA) to test for group differences
between the means of the conditions. Based on the hypotheses, I also conducted pair-wise
comparisons between each set of conditions. My predictions of increased or decreased values of
dependent variables based on condition (e.g., increase victim culpability in the rape myth
condition) were operationalized by looking for significant differences from the control condition.
The expected pattern for each effect, then, was that for certain variables (e.g., victim culpability,
victim pleasure) the rape myth condition mean would be significantly higher than the control
condition, and the accurate information condition would be significantly lower than the control
condition. This pattern was expected to reverse for other certain variables (e.g., perpetrator
culpability, victim trauma).
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Moderation analyses were conducted using the SPSS PROCESS macro (Hayes, 2013).
For each analysis, the conditions were dummy coded using indicator codes, where the control
condition was coded as “0,” the rape myth condition was dummy code 1, and the accurate
condition was dummy code 2. Thus, the full model for each analysis included rape myth
acceptance, the dummy code variables for the rape myth condition and the accurate condition,
and the two interaction terms for RMA x rape myth condition and RMA x accurate condition.
For those dependent variables yielded a significant interaction, I report the analysis results.

Study 1A

The means, standard deviations, and reliabilities for the dependent variables can be found
in Table 1. Table 2 is a correlation matrix of the dependent variables. Hypothesis 1 was
supported, as RMA significantly correlated with victim culpability across condition, r = .51, p <
.001, so that individuals who reported higher RMA also reported greater victim culpability.
Hypothesis 2 was also supported, as RMA was significantly related to victim credibility across
condition, r = -.67, p < .001, so that individuals who reported higher RMA also reported lower
victim credibility. Hypothesis 3 was somewhat supported, as RMA marginally significantly
correlated with victim pleasure, r = .20, p = .06. Hypothesis 4 was supported, as RMA was
significantly related to victim trauma, so that individuals who reported higher RMA also reported
lower victim trauma, r = -.44, p < .001. Hypothesis 5 was also supported, as RMA significantly
correlated with perpetrator culpability, r = -.28, p = .006, so that individuals who reported higher
RMA also reported lower perpetrator culpability. Hypothesis 6 was supported, as RMA was
significantly related to perpetrator guilt, r = -.46, p < .001. Finally, Hypothesis 7 was not
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supported, though individuals who reported higher RMA did also recommend a non-significantly
lower prison sentence, r = -.15, p = .159.
Table 1
Reliabilities, Means, and Standard Deviations for Study 1A Variables

Rape Myth Acceptance

α
.86

Control
Condition
1.98 (0.54)

Victim Culpability

.84

3.53 (1.40)

3.22 (1.80)

3.11 (1.34)

3.30 (1.51)

Victim Credibility

.76

6.69 (1.40)

6.82 (1.68)

6.93 (1.43)

6.81 (1.49)

Victim Pleasure

-

2.00 (1.79)

1.93 (1.84)

1.42 (0.72)

1.79 (1.55)

Victim Trauma

-

8.03 (2.35)

7.90 (2.62)

7.55 (2.59)

7.83 (2.50)

Perpetrator Culpability

.82

7.52 (1.13)

7.22 (1.93)

7.35 (1.08)

7.37 (1.40)

Perpetrator Guilt

.88

8.23 (2.06)

7.80 (2.36)

7.76 (2.13)

7.94 (2.16)

-

6.14 (2.99)

4.87 (2.78)

4.94 (2.56)

5.36 (2.83)

Sentence Recommendation

Rape Myth
Condition
1.92 (0.59)

Accurate
Condition
1.89 (0.51)

Total
1.93 (0.54)
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Table 2
Correlations for Study 1A Dependent Variables
Variable

1

2

3

4

5

6

7

1. Rape Myth Acceptance

-

2. Victim Culpability

.51**

-

3. Victim Credibility

-.67**

-.56**

-

4. Victim Pleasure

.20

.26*

-.32**

-

5. Victim Trauma

-.44**

-.36**

.62**

-.36** -

6. Perpetrator Culpability

-.28*

-.22*

.46**

-.22*

.53** -

7. Perpetrator Guilt

-.46**

-.42**

.63**

-.22*

.70** .63** -

8. Sentence Recommendation

-.15

-.32*

.38**

-.03

.36** .22*

.43**

Note.*Indicates significance at the .05 level; ** Indicates significance at the .001 level.
None of Hypotheses 8-14 were supported. Participants’ reported dependent variables did
not vary by condition based on both omnibus tests and pairwise contrasts. Only Hypothesis 14a
was partially supported, as the groups were marginally significantly different for sentence
recommendations, F(2, 94) = 2.23, p = .113, η2 = .045. The mean for the rape myth condition
(M = 4.87, SD = 2.78) was the lowest of the three conditions, but was only marginally significant
from the other two.
Analyses testing whether RMA significantly moderated the effects of condition on the
dependent variables indicated no significant interactions. For victim culpability, victim
credibility, perpetrator culpability, perpetrator guilt, and victim trauma, there was a significant
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effect of RMA, but no effect of condition or interaction; the relationship between RMA on these
variables can be seen above.

Study 1B

The means, standard deviations, and reliabilities for the dependent variables can be found
in Table 3. Hypothesis 1 was supported, as RMA significantly correlated with victim
culpability across condition, r = .72, p < .001, so that individuals who reported higher RMA also
reported greater victim culpability. Hypothesis 2 was also supported, as RMA was significantly
related to victim credibility across condition, r = -.65, p < .001, so that individuals who reported
higher RMA also reported lower victim credibility. Hypothesis 3 was supported, so that
individuals who reported higher RMA also reported greater victim pleasure, r = .60, p < .001.
Hypothesis 4 was supported, as RMA significantly correlated with victim trauma, so that
individuals who reported higher RMA also reported lower victim trauma, r = -.48, p < .001.
Hypothesis 5 was also supported, as RMA significantly correlated with perpetrator culpability, r
= -.49, p < .001, so that individuals who reported higher RMA also reported lower perpetrator
culpability. Hypothesis 6 was supported, as RMA was significantly related to perpetrator guilt, r
= -.40, p < .001. Finally, Hypothesis 7 was not supported, though individuals who reported
higher RMA did also recommend a non-significantly lower prison sentence, r = -.08, p = .353.
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Table 3
Reliabilities, Means, and Standard Deviations for Study 1B Variables

Rape Myth Acceptance

α
.95

Control
Condition
2.12 (0.79)

Rape Myth
Condition
2.01 (0.85)

Accurate
Condition
1.94 (0.80)

Total
2.02 (0.81)

Victim Culpability

.90

3.79 (1.97)

3.60 (1.84)

3.45 (2.12)

3.62 (1.96)

Victim Credibility

.67

6.80 (1.52)

6.65 (1.48)

6.89 (1.54)

6.77 (1.50)

Victim Pleasure

-

2.49 (2.06)

2.33 (2.29)

2.20 (2.22)

2.33 (2.19)

Victim Trauma

-

7.29 (2.75)

7.37 (2.35)

7.68 (2.60)

7.44 (2.53)

Perpetrator Culpability

.78

7.45 (1.51)

7.60 (1.40)

7.85 (1.08)

7.63 (1.34)

Perpetrator Guilt

.95

7.10 (2.80)

7.05 (2.80)

8.23 (2.20)

7.44 (2.65)

Sentence Recommendation

-

4.69 (2.62)

4.18 (2.29)

5.15 (2.29)

4.64 (2.40)

Likelihood of Investigating

.86

2.45 (1.07)

2.13 (0.98)

2.01 (1.16)

2.18 (1.07)

RMA also significantly predicted participants’ likelihood of investigating the case, r =
.44, p < .001, which was the opposite of the expected direction; individuals who reported higher
RMA also reporter a greater likelihood of investigating the case. I conducted this analysis for
the Mturk and law enforcement participants separately, and found that the effect was in the
Mturk participants. There was no relationship between RMA and likelihood of investigating
among the law enforcement participants. The correlation matrix for Study 1B is shown in Table
4.
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Table 4
Correlations for Study 1B Dependent Variables
Variable

1

1. Rape Myth Acceptance

2

3

4

5

6

7

8

-

2. Victim Culpability

.72**

-

3. Victim Credibility

-.65**

-.74**

4. Victim Pleasure

.60**

.71**

-.57**

5. Victim Trauma

-.48**

-.58**

.67**

-.45**

-

6. Perpetrator Culpability

-.49**

-.64**

.60**

-.57**

.54**

-

7. Perpetrator Guilt

-.40**

-.60**

.66**

-.38**

.67**

.60**

8. Sentence Recommendation

-.08

-.18*

.31**

.08

.37**

.33**

.54**

9. Likelihood of Investigating

.44**

.45**

.55**

.40**

-.52**

-.43**

-.53**

-

-

-.28*

Note.*Indicates significance at the .05 level; ** Indicates significance at the .001 level.
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None of Hypotheses 8-14 were supported. Participants’ reported dependent variables did
not vary by condition. Only Hypothesis 13a and 13b were partially supported, as the groups
were marginally significantly different for perpetrator guilt, F(2, 120) = 2.63, p = .076, η2 = .042.
The mean for the accurate condition (M = 8.23, SD = 2.20) was significantly higher than the rape
myth condition (M = 7.05, SD = 2.80), p = .037.
In the moderation analyses, almost all dependent variables revealed significant effects of
RMA but no effects of condition or interaction, with the exception of one. There was a
significant interaction between RMA and the accurate condition on sentence recommendation, b
= 1.49, t(118) = 2.14, p = .035, 95% CIs [0.11, 2.87], d = 0.39. A simple slopes analysis for
rape myth acceptance within each condition indicated a trending significant slope for the control
condition (b = -.88, t(118) = -1.71, p = .09, 95% CIs [-1.89, 0.14], d = 0.31), but not for the rape
myth condition or accurate condition. This interaction is shown below in Figure 1.

Discussion
For both Study 1A and Study 1B, participants’ rape myth acceptance predicted victim
blame and perpetrator blame in the sexual assault scenario, which supported Hypotheses 1-7. I
expected, and found, a significant positive relationship between rape myth acceptance and victim
culpability (Hypothesis 1) and victim pleasure (Hypothesis 3). I also found a significant
negative relationship between rape myth acceptance and victim credibility (Hypothesis 2), victim
trauma (Hypothesis 4), perpetrator culpability (Hypothesis 5), perpetrator guilt (Hypothesis 6),
and sentence recommendation (Hypothesis 7). In both Study 1A and Study 1B, I found little
support for Hypothesis 8-14. In Study 1A, sentence recommendation varied marginally by
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condition (Hypothesis 14), and in Study 1B perpetrator guilt varied marginally by condition
(Hypothesis 13).

Sentence Recommendation
Sentence Recommendation

10
9
8
7
6
5
4

3
2
1

Low RMA
Control

Figure 1:

Mean RMA
Rape Myth

High RMA
Accurate

Interaction between rape myth acceptance and experimental condition on sentence

recommendation.

Rape myth acceptance also moderated the relationship between condition and sentence
recommendation in Study 1B, though not in line with anticipated results: individuals in the
accurate condition who reported higher RMA also recommended a higher sentence for Robert. I
expected that those lower in RMA would be receptive to the information given in the accurate
condition, and thus show more extreme scores on the dependent variables in the accurate
condition. In contrast to that prediction, in Study 1B, individuals who were higher in RMA in
the accurate condition reported a higher sentence recommendation than those in the control and
rape myth conditions. However, the sentence recommendation means within each condition for
those who reported higher RMA did show the predicted pattern; the sentence recommendation
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mean was higher when participants read that false rape report rates are quite low and was lower
when participants read that women often lie about rape.
The reliable and strong relationships between rape myth acceptance and the dependent
variables indicate that individuals with differing levels of rape myth acceptance were perceiving
the scenarios differently, even if there was no effect of the experimental manipulation. These
results are consistent with previous research examining the relationship between rape myth
acceptance and victim blame, as well as meta-analytic results (Suarez & Gadalla, 2010).
These results indicate that the experimental manipulations failed to influence
participants’ judgments in allocating blame to the victim and assailant in the scenario. This may
be due to participants’ reacting to the percentage of false rape reporting given in the
manipulations, or it could be due to participants not using the manipulations in their decisionmaking at all. I speculate more on reasons in the General Discussion.

43

CHAPTER 3

STUDY 2

One potential concern with the experimental manipulations of Study 1A and 1B was
participants may respond to the information as a fact, regardless of to which condition they were
assigned. Thus, any effect of condition could be due to participants using the “facts” they had
learned in the experimental manipulation and applying that to their judgments of blame. This
would make the results difficult to interpret. To counter this possible confound, Study 2 used a
rape myth that could be perceived as less as fact and more as common sense. The difference
between the two types of myths is that the myth used in Study 1A and 1B has a scientific or
statistical veneer to it, with its use of percentages. The myth used in Study 2 instead relied on
the traditional rape script that matches the one given to individuals from an early age (Edwards et
al., 2011). As with Study 1A, Study 2 recruited participants from the undergraduate psychology
subject pool. The hypotheses for Study 2 were the same as those for Study 1A.

Method

The method and procedure of Study 2 was identical to that of Study 1A, with the
exception of different experimental manipulations. In the control condition, participants read
that Robert and Erika’s case went to trial. In the rape myth condition, the defense argued that the
facts of the case (e.g., Robert and Erika knew each other, Erika had a history of promiscuity) do
not fit the typical idea of rape, and thus Robert did not rape Erika; the prosecution will disputed
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this argument. In the accurate condition, the prosecution argued that there is no typical idea of
what rape is, and that victims often know their assailants; the defense disputed this argument.
All other measures and demographics remained the same.

Participants

The initial sample size was 90 undergraduates, but six people were excluded due to
failing to complete more than one dependent variable. The final sample size was 84. Sixty-one
women (73%) and 19 men (23%) comprised the undergraduate sample, with three not reporting
gender. Most participants were straight (n = 78, 93%), with two identifying as gay (2%), three
identifying as bisexual (3%), and one identifying as pansexual (1%). Almost two-thirds of
participants were white (n = 54, 64%), with 12 identifying as African American (14%), 11
identifying as Hispanic/Latin@ (13%), two identifying as Asian American (2%), and five
identifying as other (6%). The mean age was 22.43 years (SD = 3.14).

Results

The means, standard deviations, and reliabilities for the dependent variables can be found
in Table 5. Hypothesis 1 was supported, as RMA significantly correlated with victim
culpability across condition, r = .79, p < .001. Individuals who reported higher RMA also
reported greater victim culpability. Hypothesis 2 was also supported, as RMA was significantly
related to victim credibility across condition, r = -.72, p < .001, so that individuals who reported
higher RMA also reported lower victim credibility. Hypothesis 3 was also supported, as RMA
significantly correlated with victim pleasure, r = .40, p > .001, so that individuals who reported
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higher RMA also reported greater victim pleasure. Hypothesis 4 was supported, as RMA was
significantly related to victim trauma, so that individuals who reported higher RMA also reported
lower victim trauma, r = -.44, p < .001. Hypothesis 5 was also supported, as RMA significantly
correlated with perpetrator culpability, r = -.40, p = .006, so that individuals who reported higher
RMA also reported lower perpetrator culpability. Hypothesis 6 was supported, as RMA
significantly correlated with perpetrator guilt, r = -.57, p < .001. Finally, Hypothesis 7 was
supported, as RMA was significantly related to sentence recommendation, r = -.33, p = .002, so
that individuals who reported higher RMA also recommended a lower prison sentence. The
correlations for Study 2 are in Table 6.
Table 5
Reliabilities, Means, and Standard Deviations for Study 2 Variables

Rape Myth Acceptance

α
.90

Control
Condition
1.73 (0.62)

Rape Myth
Condition
1.92 (0.58)

Accurate
Condition
2.04 (0.64)

Total
1.90 (0.62)

Victim Culpability

.89

3.09 (1.59)

3.63 (2.05)

3.59 (1.97)

3.44 (1.87)

Victim Credibility

.77

7.16 (1.49)

6.47 (1.35)

6.75 (1.82)

6.80 (1.58)

Victim Pleasure

-

1.75 (2.17)

1.77 (1.07)

2.00 (1.51)

1.85 (1.64)

Victim Trauma

-

8.18 (2.48)

7.50 (2.69)

8.47 (2.00)

8.07 (2.39)

Perpetrator Culpability

.73

7.64 (1.13)

7.59 (1.15)

7.49 (1.36)

7.57 (1.16)

Perpetrator Guilt

.94

8.17 (2.31)

7.68 (2.64)

8.21 (2.08)

8.03 (2.32)

-

5.43 (2.80)

4.62 (2.52)

5.93 (2.50)

5.36 (2.63)

Sentence Recommendation
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Table 6
Correlations for Study 2 Dependent Variables
Variable

1

2

3

4

5

6

7

1. Rape Myth Acceptance

-

2. Victim Culpability

.79**

-

3. Victim Credibility

-.72**

-.77**

-

4. Victim Pleasure

.40**

.36*

-.27*

-

5. Victim Trauma

-.44**

-.44**

.56**

-.35*

-

6. Perpetrator Culpability

-.40**

-.40**

.34*

-.18

.20

7. Perpetrator Guilt

-.57**

-.60**

.55**

-.34*

.58** .47** -

8. Sentence Recommendation

-.33*

-.34*

.34*

-.02

.40** .27*

-

.47**

Note.*Indicates significance at the .05 level; ** Indicates significance at the .001 level.
None of Hypotheses 8-14 were supported. Participants’ reported dependent variables did
not vary by condition.
Moderation analyses again showed that RMA often predicted the dependent variables
(i.e., for victim culpability, victim credibility, perpetrator guilt, victim pleasure, and victim
trauma). However, there were no significant effects of conditions or of the interactions.

Discussion
As in the first two studies, participants’ reported rape myth acceptance significantly
predicted their responses to the dependent variables, though there were no differences on the
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dependent measures by condition. Further, there was no evidence of moderation in Study 2,
which indicates that the experimental manipulation did not work at all. Because the only
difference between Study 2 and Study 1A and Study 1B was the rape myth information used, it is
possible that the myth operationalized in the current study, the traditional rape script, was too
ambiguous in the manipulation. It is also possible that participants did not use this information
at all when making their judgments. I speculate further in the General Discussion.
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CHAPTER 4

STUDY 3A AND 3B

Though sexual assault is usually considered to be a crime perpetrated by men against
women, men can also be victims. RAINN (2009) estimates that about 3% of men in the U.S.
have been the victim of an attempted or completed rape in their lifetime, and 5-10% of rape
victims are men1 (Turchik & Edwards, 2012). Male rape is often conceptualized in certain
contexts, such as in prison, or in the military, where otherwise straight men turn to other straight
men to alleviate sexual frustration when there is little access to women (Stemple & Meyer,
2014). Similar to the experiences of women who are sexually assaulted, research indicates that
male victims often know their assailants, who are also usually men (Isley & Gehrenbeck-Shim,
1997). However, most of the existing data on male sexual assault uses penetration as a marker of
assault, which disregards assaults in which a man is made to penetrate someone else (Stemple &
Meyer, 2014; Weiss, 2010). This form of assault is sometimes placed in a “sexual coercion”
category. Thus, it is possible that the rates of male sexual assault, particularly by women, is
much higher.

Male Rape Myths

Largely due to the invisibility of male sexual victimization, there are few prevalent myths
about male rape. Most male rape myths center around delegitimizing the phenomenon: men

1

The risk of sexual assault is much greater for gay and trans individuals, particularly for gay men and transwomen,
regardless of their stage in transition. The literature reviewed here pertains to cismen.
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cannot be raped, for any number of reasons (e.g., men always desire sex, “real men” cannot be
overpowered) (Turchik & Edwards, 2012). Many male rape myths can also be similar to female
rape myths, though with a different meaning. For example, the biologically-based perspective
that men always want sex works as a way to excuse the rapist’s behavior when it operates as a
female rape myth. However, the male rape myth that men are always ready for sex discounts the
idea that men can be victims.

Men Cannot Be Raped

One of the most prevalent myths about male rape is that it does not happen at all. The
justifications for this myth are usually based in traditional gender stereotypes and masculine
ideologies. “Real” men would not allow themselves to be overpowered. “Real” men would
fight to the death to prevent a sexual assault. If a man is raped, he’s not a “real” man, and he
must be gay. Similar to the idea that men cannot be raped is the belief that male rape only
happens to children. Because children are more vulnerable, it is plausible that boys can be
assaulted. However, due to traditional views of masculinity in U.S. culture, victimized boys
might internalize victim blaming, thinking they cannot grow up to be “real” men, because “real”
men are not raped.

Male Rape Is Rare

If people can accept that male rape does happen, they believe it happens very
infrequently, and usually within a certain context. For example, men can only be raped in prison,
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or only gay men can be raped. Given only a small proportion of the total population is in prison,
or gay, these beliefs support the idea that male rape does not happen often.

Men Are Always Ready For Sex

A male rape myth that is the same as a female rape myth is that men are always ready and
willing to engage in sexual activity. Based on the idea that men are easily tempted by visual
sexual cues and the stereotype that men have high sexual drives, this myth helps to characterize
all sexual encounters men have as consensual and desirable. The myth also serves to suppress
male victims from coming forward; in order to report a sexual assault, men must counter the idea
they wanted sex to happen, regardless of the actual circumstances.

Men Are Less Impacted By Sexual Assault
Because men’s victimization is often recast as consensual sexual activity, many assume
that men are less affected by rape (Smith, Pine, & Hawley, 1988). Men are stereotyped to be
emotionally stoic, and socially conditioned not to show emotions. This myth may be less
applicable in cases where the assailant is also a man, as penetration by another man challenges
traditional views of masculinity. Doherty and Anderson (2004) found that participants attributed
more trauma to straight male victims of a same-sex assailant, owing to the idea that women and
gay men might feel less traumatized due to their familiarity with being sexually penetrated.
Additionally, because men are expected to always be open to engaging in sexual activity, they
are also expected to enjoy all sexual activity, regardless of whether it was consensual or not.
This aspect of the myth also informs the myth that men who are raped by women are lucky.
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Men Can Only Be Raped By Other Men

Due to the low incidence of men reporting sexual assault by women, as well as cultural
stereotypes and beliefs about sexuality, many believe that men can only be raped by other men
(Trangsrud, 2010). Similar to this myth is the belief that men who rape other men are gay.
These beliefs conflate sexual victimization with consensual sexual activity, as many other myths
do.

Men Who Are Raped By Women Are Lucky

This myth is very prevalent in narratives discussing older women sexually assaulting
younger men, particularly adolescent boys. In contrast to discussions about a male teacher who
is accused of statutory rape with a female student, conversations of female teachers who have sex
with male students often include themes of congratulations for the male student. Because of the
myth that men are always ready and desirous of sexual activity, men who accuse others,
particularly women, of rape usually have their victimization reframed as having a healthy sex
drive or being a stud. This reframing serves to ignore and gloss over men’s sexual victimization,
as well as maintain the cultural archetype of a manly man.
While the first two studies examined the effect that rape myths about women have on
victim and perpetrator blaming for a female victim and male perpetrator, the third study seeks to
explore the relationship between male rape myth acceptance and attributions of blame for male
victims and female perpetrators.
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Method

Study 3A utilized a sample of students recruited from the undergraduate psychology
subject pool, while Study 3B initially sampled from currently working law enforcement officers.
As with Study 1B, recruiting law enforcement officers was difficult; officers were very reluctant
to participate. Therefore, this sample was supplemented with individuals from Mturk. The
scenarios used were identical to Study 1A and 1B, with the exception that the names and genders
of the victim and assailant were reversed in the scenario. The hypotheses for Study 3A and
Study 3B were the same as those for Study 1A.

Participants

Study 3A

The initial sample size was 102, but four participants were excluded for failing to
complete more than one measure. The final sample size was 98. The sample consisted of 57
women (58%) and 41 men (42%). Almost all participants were straight (n = 96, 98%), with one
participant identifying as gay (1%) and one identifying as bisexual (1%). Just under half the
participants were white (n = 47, 48%), with 22 identifying as African American (22%), 18
identifying as Hispanic/Latin@ (18%), eight identifying as Asian American (8%), two
identifying as other (2%), and one not reporting race (1%). The mean age was 20.25 years (SD =
2.19).
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Study 3B

The initial sample size was 108, but four participants were excluded for failing to
complete more than one measure. The final sample size was 104. The sample comprised 57
men (55%), and 42 women (40%), with five not reporting gender. Most participants were
straight (n = 91, 88%), with six identifying as gay (6%), two identifying as bisexual (2%), one
identifying as pansexual (1%), two identifying as asexual (2%), and two not reporting
orientation. About three-fourths of participants were white (n = 79, 76%), with 10 identifying as
African American (9%), eight identifying as Asian American (8%), five identifying as
Hispanic/Latin@ (5%), and two not reporting race (2%). The mean age was 33.62 years (SD =
10.63). Almost half of participants had participated in some type of sexual assault training (n =
44, 42%). In this sample, 26 (22%) participants were recruited law enforcement officers, while
the remaining 95 (78%) were recruited on Mturk.

Procedure

The procedures for Study 3A and 3B were the same as those in Study 1A and 1B with
one exception. Participants came to the lab to complete a measure of male rape myth acceptance
and read the sexual assault vignette and make judgments of blame for the male victim and female
perpetrator. Recruitment for the police officer sample was identical to that in Study 1B, as was
the addition of the participants from Mturk.
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Materials

Male Rape Myth Scale
Participants reported their MRMA with Melanson’s (1999) Male Rape Myth Scale
(MRMS). Similar to the IRMAS, this measure comprises 22 items assessing participants’
endorsement of male rape myths on a scale of 1 (strongly disagree) to 6 (strongly agree), with
higher scores indicating more acceptance. Sample items include “If a man obtained an erection
while being raped it probably means that he started to enjoy it,” and “I would have a hard time
believing a man who told me that he was raped by a woman.” Melanson (1999) found good
internal consistency for the MRMS (α = .90) and a test-retest reliability (after four weeks) was
also high (r = .89, p < .001).

Scenarios

The scenarios for Study 3A and 3B were the same as those used for Study 1A and 1B,
with the exception that Erika’s and Robert’s actions were reversed, along with the appropriate
pronouns. For example, in the Study 1 and 2 scenario, Erika asks Robert out to dinner, then back
to her place afterward, where he rapes her. In the Study 3 and 4 scenario, Robert asks Erika out,
then invites her back to his place, where she rapes him. (See Appendix C for materials.)
Following the rape scenarios, participants read prosecution or defense statements or nothing,
depending on condition. In the rape myth condition, participants read a defense statement
discounting Robert’s account because men cannot be raped by women, while the prosecution
disputed that claim. In the accurate condition, participants read a prosecution statement about
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the automatic physiological response of erections, and how an erection does not imply consent,
while the defense disputed that claim. Participants in the control condition did not read any
additional information.

Attributions of Blame

Participants completed the same attributions of blame items from Angelone et al. (2015)
used in Study 1A and 1B. Participants in Study 3B also completed the items on the likelihood of
continuing the investigation used in Study 1B.

Demographics

Participants completed the same demographic questions as in Study 1A and 1B.

Results

Study 3A

The means, standard deviations, and reliabilities for the dependent variables can be found
in Table 7. Hypothesis 1 was supported, as MRMA significantly correlated with victim
culpability across condition, r = .56, p < .001, so that individuals who reported higher MRMA
also reported greater victim culpability. Hypothesis 2 was also supported, as MRMA was
significantly related to victim credibility across condition, r = -.36, p < .001. Individuals who
reported higher MRMA also reported lower victim credibility. Hypothesis 3 was supported, so
that individuals who reported higher MRMA also reported greater victim pleasure, r = .54, p <
.001. Hypothesis 4 was supported, as MRMA was significantly related to victim trauma.
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Individuals who reported higher MRMA also reported lower victim trauma, r = -.38, p < .001.
Hypothesis 5 was also supported, as MRMA significantly correlated with perpetrator culpability,
r = -.21, p = .038, so that individuals who reported higher MRMA also reported lower
perpetrator culpability. Hypothesis 6 was supported, as MRMA significantly correlated with
perpetrator guilt, r = -.52, p < .001. Finally, Hypothesis 7 was not supported, though individuals
who reported higher MRMA did also recommend a non-significantly lower prison sentence,
r = -.16, p = .134. Correlations for the Study 3A variables are in Table 8.

Table 7
Reliabilities, Means, and Standard Deviations for Study 3A Variables

Rape Myth Acceptance

α
.84

Control
Condition
2.41 (0.55)

Rape Myth
Condition
2.27 (0.48)

Accurate
Condition
2.19 (0.59)

Total
2.29 (0.55)

Victim Culpability

.84

3.86 (1.69)

3.75 (1.61)

3.66 (1.50)

3.75 (1.59)

Victim Credibility

.73

6.32 (1.40)

6.33 (1.18)

6.80 (1.47)

6.51 (1.38)

Victim Pleasure

-

4.46 (2.99)

3.80 (2.06)

2.87 (2.16)

3.67 (2.54)

Victim Trauma

-

7.03 (2.84)

6.68 (1.95)

7.55 (2.24)

7.14 (2.41)

Perpetrator Culpability

.58

7.43 (0.96)

7.23 (1.15)

7.41 (0.87)

7.37 (0.97)

Perpetrator Guilt

.91

6.77 (2.51)

6.51 (2.71)

7.34 (2.62)

6.93 (2.60)

-

3.97 (2.15)

3.32 (2.21)

4.58 (2.74)

4.04 (2.44)

Sentence Recommendation
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Table 8
Correlations for Study 3A Dependent Variables
Variable
1. Rape Myth Acceptance

1

2

3

4

5

6

7

-

2. Victim Culpability

.56**

-

3. Victim Credibility

-.36**

-.60**

-

4. Victim Pleasure

.54**

.67**

-.45**

-

5. Victim Trauma

-.38**

-.50**

.43**

-.47**

6. Perpetrator Culpability

-.21*

-.36**

.30*

-.11

7. Perpetrator Guilt

-.52**

-.70**

.59**

-.44** .40** .42**

8. Sentence Recommendation

-.16

-.24*

.17

-.12

.04

.29*

-

.17

.39**

Note.*Indicates significance at the .05 level; ** Indicates significance at the .001 level.
For Hypotheses 8-14, only Hypothesis 10b was supported, as the groups were
significantly different for victim pleasure, F(2, 95) = 3.82, p = .025, η2 = .074. The mean for the
accurate condition (M = 2.87, SD = 2.54) was significantly lower than the mean for the control
condition (M = 4.46, SD = 2.99), p = .007.
As with the prior studies, moderation analyses indicated few effects of anything but
MRMA on the dependent variables. There was a significant interaction between MRMA and the
accurate condition on victim pleasure, b = -1.88, t(89) = -2.11, p = .038, 95% CIs [-3.66, -0.11],
d = 0.45. A simple slopes analysis for MRMA within each condition indicated a significant
slope for the control condition (b = 3.30, t(89) = 4.99, p < .001, 95% CIs [1.99, 4.62], d = 1.06),
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the rape myth condition (b = 2.68, t(89) = 2.93, p = .004, 95% CIs [0.86, 4.49], d = 0.62), and the
accurate condition (b = 1.42, t(89) = 2.37, p = .02, 95% CIs [0.23, 2.62], d = 0.50). This
interaction is depicted in Figure 2.

Victim Pleasure
10
9

Victim Pleasure

8
7
6
5
4
3
2
1
Low MRMA

Mean MRMA
Control

Figure 2:

Rape Myth

High MRMA
Accurate

Interaction between male rape myth acceptance and condition on victim pleasure.

There was also a significant interaction between MRMA and the rape myth condition on
victim trauma, b = 2.52, t(89) = 2.13, p = .036, 95% CIs [0.17, 4.86], d = 0.45. A simple slopes
analysis for MRMA within each condition indicated a significant slope for the control condition
(b = -2.66, t(89) = -3.84, p < .001, 95% CIs [-4.03, -1.28], d = 0.84), and the accurate condition
(b = -1.44, t(89) = -2.28, p = .02, 95% CIs [-2.68, -0.19], d = 0.57), but not for the rape myth
condition. This interaction is shown below in Figure 3.
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Victim Trauma
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Figure 3:

Rape Myth

High MRMA
Accurate

Interaction between male rape myth acceptance and condition on victim trauma.

Study 3B

The means, standard deviations, and reliabilities for the dependent variables can be found
in Table 9. Hypothesis 1 was supported, as MRMA significantly correlated with victim
culpability across condition, r = .70, p < .001, so that individuals who reported higher MRMA
also reported greater victim culpability. Hypothesis 2 was also supported, as MRMA was
significantly related to victim credibility across condition, r = -.45, p < .001, so that individuals
who reported higher MRMA also reported lower victim credibility. Hypothesis 3 was supported,
so that individuals who reported higher MRMA also reported greater victim pleasure, r = .62, p <
.001. Hypothesis 4 was supported, as MRMA was significantly related to victim trauma, so that
individuals who reported higher MRMA also reported lower victim trauma, r = -.34, p < .001.
Hypothesis 5 was not supported, though individuals who reported higher MRMA also reported
non-significantly lower perpetrator culpability, r = -.11, p = .225. Hypothesis 6 was somewhat
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supported, though individuals who reported higher MRMA also reported marginally lower
perpetrator guilt, r = -.17, p = .071. Finally, Hypothesis 7 was not supported, as individuals who
reported higher MRMA also recommended a non-significantly higher prison sentence, r = .11, p
= .243, which was contrary to the prediction. I conducted this analysis for the Mturk and law
enforcement participants separately, and found that the effect was in the Mturk participants.
There was a very non-significant relationship between MRMA and likelihood of investigating
among the law enforcement participants.
Table 9
Reliabilities, Means, and Standard Deviations for Study 3B Variables

Rape Myth Acceptance

α
.91

Control
Condition
2.43 (0.77)

Rape Myth
Condition
2.27 (0.68)

Accurate
Condition
2.18 (0.62)

Total
2.28 (0.68)

Victim Culpability

.90

4.46 (1.78)

4.11 (2.12)

3.62 (1.76)

4.00 (1.91)

Victim Credibility

.68

4.00 (1.68)

4.32 (1.52)

3.87 (1.11)

4.05 (1.42)

Victim Pleasure

-

4.16 (2.91)

3.41 (2.38)

3.64 (2.60)

3.70 (2.61)

Victim Trauma

-

6.35 (1.99)

6.97 (2.48)

7.15 (2.49)

6.88 (2.36)

Perpetrator Culpability

.71

7.54 (1.20)

7.63 (1.28)

7.64 (1.10)

7.61 (1.18)

Perpetrator Guilt

.95

5.87 (2.83)

6.84 (2.78)

6.58 (2.94)

6.48 (2.86)

Sentence Recommendation

-

3.68 (2.69)

4.23 (2.70)

3.80 (2.40)

3.91 (2.57)

Likelihood of Investigating

.80

2.62 (1.05)

2.42 (1.22)

2.46 (1.08)

2.49 (1.12)

MRMA also significantly correlated with participants’ likelihood of investigating the
case, r = .27, p = .004, which was contrary to expectation, as individuals who reported higher
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MRMA were also more likely to report a greater likelihood of investigating the case.
Correlations for Study 3B are in Table 10.
None of Hypotheses 8-14 were supported. Participants’ reported dependent variables did
not vary by condition.
Moderation analyses showed only two significant interaction effects of MRMA and
condition (i.e., victim credibility and victim trauma). There were significant interactions
between MRMA and both the rape myth condition (b = -1.07, t(110) = -2.48, p = .015, 95% CIs
[-1.93, -0.21], d = 0.47) and the accurate condition (b = -1.21, t(110) = -2.78, p = .007, 95% CIs
[-2.07, -0.34], d = 0.53) on victim credibility. A simple slopes analysis for MRMA within each
condition indicated a significant slope for the rape myth condition (b = -1.25, t(110) = -4.07,
p < .001, 95% CIs [-1.86, -0.64], d = 0.78), and the accurate condition (b = -1.38, t(110) = -4.49,
p < .001, 95% CIs [-1.99, -0.77], d = 0.86), but not for the control condition. This interaction is
shown in Figure 4.
Finally, there was a significant interaction between MRMA and the accurate condition on
victim trauma, b = -1.48, t(110) = -1.98, p = .050, 95% CIs [-2.96, -0.002], d = 0.38. A simple
slopes analysis for MRMA within each condition indicated a significant slope for the rape myth
condition (b = -1.45, t(110) = -2.74, p = .007, 95% CIs [-2.49, -0.40], d = 0.52), and the accurate
condition (b = -1.66, t(110) = -3.15, p = .002, 95% CIs [-2.71, -0.61], d = 0.60), but not for the
control condition. This interaction is shown in Figure 5.
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Table 10
Correlations for Study 3B Dependent Variables
Variable

1

1. Rape Myth Acceptance

2

3

4

5

6

7

8

-

2. Victim Culpability

.70**

-

3. Victim Credibility

-.45**

-.70**

4. Victim Pleasure

.62**

.68**

-.48**

5. Victim Trauma

-.33**

-.54**

.64**

-.48**

6. Perpetrator Culpability

-.11

-.37**

.47**

-.17

.35**

-

7. Perpetrator Guilt

-.17

-.55**

.67**

-.34**

.65**

.42**

8. Sentence Recommendation

.11

-.14

.35**

.01

.34**

.24*

.53**

9. Likelihood of Investigating

.27*

.58**

.58**

.39**

-.54**

-.40**

-.74**

-

-

-.30**

Note.*Indicates significance at the .05 level; ** Indicates significance at the .001 level.
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Figure 4:

Rape Myth
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Accurate

Interaction between male rape myth acceptance and condition on victim

credibility.
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Figure 5:

Rape Myth

High MRMA
Accurate

Interaction between male rape myth acceptance and condition on victim trauma.
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Discussion
For Study 3A, participants’ male rape myth acceptance significantly predicted their
responses to the dependent variables, with the exception of sentence recommendation. As for
group differences, only victim pleasure varied by condition, in that participants in the accurate
condition reported lower victim pleasure than those in the control condition. Further, victim
pleasure was moderated by MRMA, so that in the accurate condition, participants who reported
higher MRMA also reported higher pleasure. Victim trauma was also moderated by MRMA in
Study 3A, where participants in the accurate condition who reported lower MRMA also reported
lower victim trauma.
In Study 3B, participants’ MRMA significantly predicted about half of the dependent
variables (i.e., victim culpability, victim credibility, victim pleasure, victim trauma). Likelihood
of investigating was also significantly predicted by MRMA, though the relationship was opposite
of the prediction, so that greater MRMA predicted a greater likelihood to investigate. There
were no group differences based on condition, though there were three moderation effects.
Victim credibility was moderated by MRMA in both the rape myth and the accurate conditions.
In both of these cases, individuals who reported lower MRMA also reported higher victim
credibility. Victim trauma was also moderated by MRMA, so that participants who reported
lower MRMA also reported higher victim trauma.
While these results show that generally, the manipulations are not working as intended,
they also indicate different patterns of responding from the first three studies. Individuals
reacted differently to the scenario, depending on whether Erika was the victim and Robert the
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assailant, or Robert the victim and Erika the assailant. Overall, female rape myth acceptance did
a better job of predicting variables related to a female victim scenario than male rape myth
acceptance did for a male victim scenario, as there were more significant relationships between
RMA and the dependent variables than there were for MRMA and the dependent variables. This
could be due to features of the measures themselves. It could also result from a greater
awareness and internalization of female-victim rape myths. I discuss this further in the General
Discussion.
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CHAPTER 5

STUDY 4

As with Study 1A and 1B, there was a potential confound in Study 3A and 3B related to
whether how the participants would perceive the information given in the experimental
manipulations. The myth used in Study 3A and 3B was similar to that used in Study 1A and B,
as it contained an appearance of scientific fact. So while Study 3A and 3B used information
about erections signaling consent, Study 4 relied on the traditional rape script, as did Study 2.
Thus, Study 4 was designed as a counterpart to Study 3A and 3B. As in Studies 1A, 2 and 3A,
Study 4 utilized undergraduate psychology students as its sampling pool. The hypotheses for
Study 4 were the same as those for Study 1A.

Method

All methods and procedures for Study 4 were the same as Study 3A, except for the
experimental manipulations. In the control condition, participants read that Robert and Erika’s
case went to trial. In the rape myth condition, the defense argued that the facts of the case (e.g.,
Robert and Erika knew each other, they’re both straight) did not fit the typical idea of rape (e.g.,
men are only raped in prison by other men), and thus Erika did not rape Robert; the prosecution
disputed this argument. In the accurate condition, the prosecution argued that there is no typical
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idea of what rape is, and that victims often know their assailants; the defense disputed this
argument. All other measures remained the same.

Participants

The initial sample was 118, but two participants were excluded for incomplete data,
which resulted in a final sample size of 116. The sample comprised 77 women (66%), 38 men
(33%), with one participant identifying as other (1%). As in the other studies, most participants
were straight (n = 109, 94%), with five identifying as bisexual (4%), and two identifying as
pansexual (2%). Forty-eight participants were white (42%), with 34 identifying as African
American (29%), 22 identifying as Hispanic/Latin@ (19%), six identifying as Asian American
(5%), and six identifying as other (5%). The mean age was 19.91 years (SD = 1.73).

Results

The means, standard deviations, and reliabilities for the dependent variables can be found
in Table 11. Hypothesis 1 was supported, as MRMA significantly correlated with victim
culpability across condition, r = .56, p < .001, so that individuals who reported higher MRMA
also reported greater victim culpability. Hypothesis 2 was also supported, as MRMA was
significantly related to victim credibility across condition, r = -.64, p < .001, so that individuals
who reported higher MRMA also reported lower victim credibility. Hypothesis 3 was supported,
so that individuals who reported higher MRMA also reported greater victim pleasure, r = .54, p <
.001. Hypothesis 4 was supported, as MRMA was significantly related to victim trauma, so that
individuals who reported higher MRMA also reported lower victim trauma, r = -.61, p < .001.
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Hypothesis 5 was also supported, as MRMA significantly correlated with perpetrator culpability,
r = -.40, p < .001, so that individuals who reported higher MRMA also reported lower
perpetrator culpability. Hypothesis 6 was supported, as MRMA significantly correlated with
perpetrator guilt, r = -.62, p < .001. Finally, Hypothesis 7 was supported, as individuals who
reported higher MRMA also recommended a lower prison sentence, r = -.29, p = .002. Table 12
depicts the correlations between the variables in Study 4.
Table 11
Reliabilities, Means, and Standard Deviations for Study 4 Variables

Rape Myth Acceptance

α
.83

Control
Condition
2.47 (0.55)

Victim Culpability

.77

3.99 (1.61)

3.36 (1.28)

3.93 (1.34)

3.77 (1.43)

Victim Credibility

.71

5.93 (1.43)

6.82 (1.59)

6.09 (1.45)

6.26 (1.52)

Victim Pleasure

-

4.03 (3.18)

3.67 (2.53)

4.48 (2.65)

4.08 (2.80)

Victim Trauma

-

6.32 (3.06)

6.89 (2.46)

6.26 (2.76)

6.47 (2.77)

Perpetrator Culpability

.68

7.03 (1.24)

7.47 (1.07)

7.14 (1.15)

7.21 (1.16)

Perpetrator Guilt

.95

5.71 (3.18)

7.43 (2.74)

5.79 (2.87)

6.27 (3.01)

-

3.86 (2.67)

4.33 (2.54)

3.71 (2.19)

3.96 (2.45)

Sentence Recommendation

Rape Myth
Condition
2.36 (0.52)

Accurate
Condition
2.56 (0.61)

Total
2.47 (0.56)
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Table 12
Correlations for Study 4 Dependent Variables
Variable
1. Rape Myth Acceptance

1

2

3

4

5

6

7

-

2. Victim Culpability

.57**

-

3. Victim Credibility

-.64**

-.69**

-

4. Victim Pleasure

.54**

.47**

-.59**

-

5. Victim Trauma

-.61**

-.50**

.67**

-.60**

-

6. Perpetrator Culpability

-.40**

-.48**

.41**

-.28*

.37**

7. Perpetrator Guilt

-.62**

-.59**

.77**

-.49** .70** .44**

8. Sentence Recommendation

-.29*

-.18

.43**

-.24*

-

.38** .16

.43**

Note.*Indicates significance at the .05 level; ** Indicates significance at the .001 level.
None of Hypotheses 8-14 were supported. Participants’ reported dependent variables
varied by condition in two cases, though not in predicted directions. First, the groups were
significantly different for victim credibility, F(2, 120) = 3.64, p = .029, η2 = .061. The mean for
the rape myth condition (M = 6.82, SD = 1.59) was significantly higher than the accurate
condition (M = 6.09, SD = 1.45), p = .035, and the control condition (M = 5.93, SD = 1.43), p =
.013. Second, the groups were significantly different for perpetrator guilt, F(2, 112) = 4.04, p =
.020, η2 = .067. Here, the mean for the rape myth condition (M = 7.43, SD = 2.74) was also
significantly higher than the accurate condition (M = 5.79, SD = 2.87), p = .015, and the control
condition (M = 5.71, SD = 3.18), p = .014.
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Moderation analyses showed few effects of condition or interactions on the dependent
variables, though many significant effects of MRMA emerged (i.e., victim culpability, victim
credibility, perpetrator guilt, victim pleasure, victim trauma, and sentence recommendation).
There was a significant interaction between MRMA and the accurate condition on sentence
recommendation, b = 2.12, t(106) = 2.18, p = .032, 95% CIs [0.19, 4.05], d = . A simple slopes
analysis for MRMA within each condition indicated a significant slope for the control condition
(b = -2.68, t(106) = -3.53, p < .001, 95% CIs [-4.19, -1.18], d = 0.69), but not for the rape myth
condition or accurate condition. This interaction is shown in Figure 5. This interaction is shown
in Figure 6.

Sentence Recommendation
Sentence Recommendation

10
9
8
7
6
5
4
3
2
1
Low MRMA

Mean MRMA
Control

Figure 6:

Rape Myth

High MRMA
Accurate

Interaction between male rape myth acceptance and condition on sentence

recommendation.
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Discussion

Male rape myth acceptance significantly predicted all of the dependent variables in Study
4. While there were some significant group differences, these differences were not in the
hypothesized directions. For example, participants in the rape myth condition reported
significantly higher victim credibility than those in the accurate and control conditions. Also,
participants in the rape myth condition reported significantly higher perpetrator guilt than those
in the accurate and control conditions. There was one significant interaction between MRMA
and the accurate condition on sentence recommendation; participants who reported lower
MRMA in the accurate condition also reported a higher sentence recommendation.
As in the previous studies, there were not many effects of the experimental
manipulations. In Study 4, there were actually results in the opposite direction of the
hypothesized predictions. This lends support to the idea that participants are not responding to
the manipulations as intended. Also like the majority of the significant interactions in the
previous studies, the effect of condition seems to only work on individuals who report lower rape
myth acceptance. I consider these issues further in the General Discussion.
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CHAPTER 6

GENERAL DISCUSSION

Across six studies, I found little evidence that presentation of rape myth information or
accurate information influenced individuals’ reported victim blaming and perpetrator blaming.
Indeed, there were only three instances of significant group differences out of 44 tests, but the
group means were not in the expected directions. Further, for only nine variables across all
studies, the group means were in the predicted direction (e.g., rape myth condition higher than
the control condition, which is higher than the accurate condition for variables like victim
culpability and victim pleasure). However, rape myth acceptance almost universally predicted
victim-related and perpetrator-related variables, indicating that regardless of manipulation,
individuals’ previously-held cognitions about rape influenced their judgments about the scenario.
When rape myth acceptance was included in moderation analyses, there were six instances of
significant moderation out of 44 tests, though only two interactions were in line with the original
hypotheses.
There was little consistency in which studies yielded significant group differences,
though the nine differences that were in the expected direction came from only three studies:
Study 1B; Study 2; and Study 3A. These studies are all different from each other. Two had
student samples; two had a female victim/male perpetrator; and all three used different rape
myths. There was even greater variety in the variables that were significantly moderated by
RMA. The three moderations that were counter to predictions were all found in Study 3A and
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Study 3B, whose only difference were the sample type. The four moderations that aligned with
predictions were from four different studies (Study 1B, Study 3A, Study 3B, and Study 4), and
the interactions were most often found in participants who reported lower rape myth acceptance.
Below, I offer five explanations for why the manipulations may not have worked: (1)
individuals’ rape myth acceptance is too deeply entrenched in their value system, and cannot be
overcome by experimental manipulations; (2) participants may have already made their
judgments of guilt prior to the manipulations; (3) when reading the information in the
manipulations, participants may have experienced psychological reactance; (4) the strength
and/or style of the manipulation may not have been enough to influence the participants’
judgments; and (5) individual differences between participants, such as reading comprehension,
may have reduced the impact of the manipulations.

The Entrenched Nature of Rape Myth Acceptance

The first reason the experimental manipulations may have failed is due to how ingrained
rape myths are in individuals’ perceptions of sexual violence. Rape myths appear in virtually all
types of media and discourse, from movies and television to news and advertisements to
conversations with friends and family. It is probable that early and consistent exposure to rape
myths leads to an internalization of these false beliefs, an internalization that is difficult to alter.
Several theories of attitudes and attitude change discuss how strong attitudes are especially
resistant to change (Bohner & Dickel, 2011). Stronger attitudes and beliefs are more easily
accessible and so especially easy to recall. Indeed, Sussenbach et al., discussed earlier, found
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that individuals who reported higher RMA also reported lower perpetrator guilt, particularly
when participants’ RMA was strong.
As discussed earlier in Chapter 1, rape myth acceptance is also positively related to
victim blaming. In their meta-analysis of rape myth acceptance, Suarez and Gadalla (2010)
found significant positive relationships between RMA and acceptance of interpersonal violence
(d = 1.12), acceptance of rape (d = 0.69), and victim blame attitudes (d = 1.22). Thus it is
possible that individuals’ attitudes toward and judgments about rape victims and rapists are also
fixed early in life.
Therefore, the current set of study manipulations may have failed because it is not
possible for this type of manipulation to work against individuals’ set levels of RMA. While
there were a few significant interactions between RMA and the study conditions, those
interactions were mostly found in individuals low in RMA. Thus it may be possible to move
victim blaming judgments around, but only for individuals who do not strongly endorse rape
myths.

The Timing and Manner of Decision-Making

A second reason for the lack of group differences could be due to the procedural order of
placing the experimental manipulations after the participants read the scenario. It is possible that
participants made their judgments after they read the scenario. While it was expected that
participants read the scenario, then the manipulation information, and made their judgments
based on the totality of that information, there was little evidence that participants took the
manipulations into account when they made their judgments.
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For the data collected via Mturk in Study 1B and Study 3B, I added an open-ended item
asking participants to explain their reasoning for allocating blame for Erika and Robert. No
participant mentioned anything about the defense or prosecution information given as the
manipulation. Several participants indicated that they relied on their own values or morals to
make the decisions (e.g., “Base[d] on the moral outcome of them”), or that they relied on the
facts of the case (e.g., “The fact that Erika kept quiet during the rape was a large factor”). Many
participants indicated that the blame should be shared equally (e.g., “I think Erika was mostly
guilty for the crime. However, I believe Robert could have pushed her off or stopped her from
being raped.” and “I've heard about these kind of situations very often. Both parties are equally
guilty. They are just asking for trouble and to be hurt.”). Thus, it appears that the participants
used their own perceptions of Erika and Robert, the situation, and their prior experiences with
sexual violence (whether as victims or not) to make decisions.
Because participants seemed to pay little attention to the manipulation when it followed
the scenario, I collected data for a follow-up study. In the follow-up, everything was the same as
in Study 1B and Study 3B (e.g., data collected online, one study had a female victim, one had a
male victim), except that the manipulations were presented prior to the scenario. Participants
were told that they would be reading testimony in a difficult rape case, and were given
information about the defense’s or prosecution’s case, based on condition. Unfortunately, the
follow-up study did not work either; there were fewer significant results than in the current set of
studies. Thus, this set of results does not appear to be due to the timing of the manipulation, but
rather due to the manipulation itself, as discussed below, or to the nature of rape myths, as
discussed above.
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Psychological Reactance to Information
Another reason the manipulations may have failed could be due to the participants’
responses to them, which is to say that participants could have psychologically reacted against
both the rape myth information and the accurate information. Reactance may happen when
individuals feel that their freedoms are being threatened (Brehm, 1981). In this case, participants
may have felt pressured to accept the information presented in the manipulations as true;
however, their own values and beliefs may have been contrary to the presented information, and
so they may have rejected the manipulation information and responded contrary to expectations.
For example, a participant in Study 1 may have read in the rape myth condition that the defense
claims the false rate of reporting rape is 50-90%, but may have thought that this number was
much lower. In response to this rejection of the manipulation information, the participant may
have responded to the dependent variable items with the thought that the rate of reporting false
rape was much lower.
Particularly in light of what is happening in the U.S. on the national stage, it is possible
that individuals differentially perceive information as true. If individuals are working from a
different set of facts about topics like climate change and politics (Graham, Haidt, & Nosek,
2009), it is very possible that facts about sexual violence may be perceived as more or less
truthful. Indeed the lack of rape myth acceptance by condition interactions indicates that
participants could have been interpreting the manipulations differently than I intended.
Regardless of level of RMA and regardless of the information they were exposed to, participants
did not pay much attention to the manipulation. It is possible, though, that they read the
manipulation and discarded it as inaccurate or inflammatory, across condition and level of RMA.
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Strength and Style of Manipulation

A fourth explanation for the results I found could be simply due to the fact that the
manipulations were not strong enough. Other studies that have investigated differences in victim
blaming and perpetrator blaming have used a scenario as the manipulation. The scenarios may
differ in whether the assailant uses force or not (Krahé et al., 2008), whether or not alcohol is
present (Eyssel & Bohner, 2011), or whether the victim has a prior relationship with the assailant
(McKimmie et al., 2014). In each of these studies, the scenarios themselves are the
manipulations, so they operate differently than the current studies, which used the same scenario
for each condition, but varied the rape myth information. Further, because the scenarios were the
conditions, past research has not included a standard control condition. My choice of “the case
went to trial” as a control may not have been optimal.
The fact that the rape myth and accurate information was provided by lawyers may have
played into the manipulation failure as well. Participants may have used stereotypes about
lawyers in their judgments of the information. Moreover, because the prosecution and the
defense “dispute” the positions of their legal rivals, it is possible that participants perceived the
information given as up for debate. Reading that the other side disputed the information may
have given participants the opportunity to reject information with which they disagreed.
Separately, while I provided accurate and factual information in the accurate condition,
participants may have perceived it as the prosecutor saying whatever they needed to in order to
win the case. A future study might instead have the manipulation information come from the
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judge, who participants might perceive as an impartial party, thereby removing perceptions of
bias from the lawyers.
Using a trial context may also have reduced variance between the groups. In the scenario
and in the manipulations, the case has already gone to trial. Participants may have inferred a
certain level of guilt for the assailant simply by the fact that sexual predators do not often appear
in the justice system (Rape, Abuse, and Incest National Network; RAINN, 2016), and so one
who does must be at least somewhat guilty. A potential future manipulation could remove the
trial context and instead rely on a victim disclosing their assault to a friend; this would take out
any inference of guilt based on the justice system, and could also remove any negative
associations participants might have with lawyers.

Individual Differences between Participants

The final explanation for the lack of significant group difference and moderation results
is that the results may have been influenced by participant factors. I did not include attentional
checks or manipulation checks, which means that I cannot say with certainty that participants
paid attention to the manipulations or that they internalized them. Reading comprehension may
also have been a factor; if participants were not able to understand the content of the scenarios
and the manipulations, they would not be able to accurate respond to the dependent variables.
Evidence against reading comprehension being a meaningful factor, though, is the amount of
significant relationships between rape myth acceptance and the dependent variables, across
studies. Likewise, as the results did not differ much between student and online samples, it is
difficult to attribute the dearth of significant differences to college students’ poor reading
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comprehension. However, including attentional and manipulation checks in future research
would allow for investigation of this possibility. These would also be a method of gauging
participants’ engagement with the material.
Another participant factor could be social desirability bias. Again, as I did not include a
measure of social desirability, it is not possible to determine whether some participants did not
respond accurately out of fear of appearing socially objectionable. Including a measure like the
Balanced Inventory of Desirable Responding (Li & Bagger, 2007) could help gauge whether the
data are systematically biased in this way.

Limitations

There were several limitations of these studies. First, the experimental manipulations did
not work. Though there were a few significant group mean differences, and a few significant
interactions between rape myth acceptance and condition, because of the large number of
analyses (i.e., 88 effects with group differences and moderation), it is possible that these
significant effects are all due to Type I errors. Further, among the significant effects, there were
several that were contrary to the predicted directions. Thus, I cannot draw any conclusions about
the efficacy of manipulating rape myths to influence victim blaming.
A second major limitation was the inability to recruit enough law enforcement officers to
comprise an entire study sample. The law enforcement samples were important to be able to
determine whether rape myths would influence judgments made by individuals who are charged
with investigating sexual violence cases. While I did find some support in a few local and state
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law enforcement agencies, many agencies I contacted were reluctant to participate, as they were
concerned about what the results might say about their agencies and law enforcement in general.
A third limitation is the type of manipulation used. Beyond what I discussed above, the
basis of the manipulation was exposure to rape myth, or anti-rape myth, information. Thus, it
may not have been possible to achieve changes in rape myth beliefs over the course of the
experiment. Future research should focus on either the acceptance of rape myths or on the
rejection of rape myths. Particularly the latter might also get around biases in social desirability.
Fourth, it is possible that ongoing campus efforts to reduce the incidence of sexual
violence may have impacted the results. Students are required to participate in sexual assault
prevention programs, and are encouraged to participate in climate surveys investigating the
incidence of sexual violence on campus. The timing of these other interventions may have
washed out any effects of either the rape myth or accurate conditions. The lack of differences
between the student and online samples indicates that these campus programs may not have had
a big influence, though it would be important for future research to at least take this into account.
Finally, the measures used in the study may have contributed to some error. With the
dependent variables’ 10-point responses scale, it is possible that participants did not
meaningfully distinguish between the anchors on the scale. Krosnick (1999) suggests using 5point or 7-point response scales, as scale reliability and validity peak at about 7 points. There
could also be some concerns related to the rape myth acceptance scales. Both scales use the
format of presenting rape myths and asking participants whether they agree or disagree with the
myths. It is possible that individuals have learned through social interaction what the “correct”

81
responses to these myths are, and responded with social desirability bias. Including a social
desirability responding scale would help to control for that behavior in future studies.

Future Directions

As mentioned above, there are several potential directions for future research. Future
studies should certainly develop different experimental manipulations to determine whether there
is a way to make rape myths change victim blaming judgments, or whether rape myth acceptance
is too entrenched to be manipulated. Sampling law enforcement officers is also an important
endeavor. While there are currently a few studies on police officers’ rape myth acceptance and
correlates, these studies are all attitudinal and correlational in nature.
One implication of the manipulations’ failure is that exposure of accurate information to
combat rape myths does not work to change individuals’ acceptance of rape myths. Many sexual
assault prevention programs are designed to educate people out of believing rape myths. These
programs are designed to impact attitudes, but often fall short (Peterson, 2017). Though wellintentioned, interventions to prevent sexual violence are often not based on research, and rarely
include pre-testing and post-testing (Peterson, 2017). The results in the present studies indicate
that mere exposure of anti-rape myth information is not enough change individuals’ attitudes
about rape. Thus, future research should work on developing a more meaningful and engaging
way to encourage individuals to change their attitudes. Meta-analysis of interventions in the
form of human sexuality courses and workshops indicate that there can be successful reductions
in rape myth acceptance (Flores & Hartlaub, 1998), and so a future study design might include
giving the scenarios and measures of victim and perpetrator blame before and after such classes.

82
Additionally, investigating participants cognitive responses to the rape myth information
might gain more insight into how they process the information. Because sexual violence is such
a complicated and fraught topic, individual responses to depictions of sexual violence might vary
widely. Understanding participants’ perceptions of the information given, and how they use that
information would be helpful for future designs. For example, walking participants through a
thought exercise about what men’s erections might mean could help participants to more
meaningfully engage with the material (e.g., “Are men’s erections always under their control?”,
“Do men ever have erections when they do not want to?”). This type of questioning would be
best suited to a qualitative approach, in either interviews or focus groups.

Conclusions

While I did not find consistent evidence that manipulating rape myth information can
alter individuals’ levels of victim blaming and perpetrator blaming, I did find that individuals’
rape myth acceptance almost universally correlated with their judgments of victim blaming and
perpetrator blaming. These relationships held across female and male victims and were found
regardless of the type of rape myth used. These results provide more evidence that believing
inaccurate information about rape leads to more blame for the victim and less blame for the
perpetrator. Additionally, I found that in some cases, rape myth acceptance moderated the effect
that the rape myth information had on participants’ judgment of victim and perpetrator blame.
This indicates that different types of intervention might be necessary to reduce belief in rape
myths, depending individuals beginning level of belief.
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Findings like these are important, as the national climate grows more hostile toward
victims of sexual violence, and more hospitable for its perpetrators. They do also provide hope,
though. They consistently demonstrate that reducing acceptance of rape myths can potentially
also reduce victim blaming, which could increase the prosecution of sexual offenders. And
though there were few significant group differences, the means for the two experimental
conditions were regularly in the predicted direction. These signs point to a possibility of
designing a manipulation or intervention that could successfully alter levels of victim blaming,
which could lead to a dismantling of a prominent pillar of rape culture.
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Appendix A
Materials for Study 1A and 1B
Updated Illinois Rape Myth Acceptance Scale (McMahon & Farmer, 2011)
Response scale: 1 (strongly disagree) to 5 (strongly agree)
1) If a girl is raped while she is drunk, she is at least somewhat responsible for letting things get
out of hand.
2) When girls go to parties wearing slutty clothes, they are asking for trouble.
3) If a girl goes to a room alone with a guy at a party, it is her own fault if she is raped.
4) If a girl acts like a slut, eventually she is going to get into trouble.
5) When girls get raped, it’s often because the way they said “no” was unclear.
6) If a girl initiates kissing or hooking up, she should not be surprised if a guy assumes she
wants to have sex.
7) When guys rape, it is usually because of their strong desire for sex.
8) Guys don’t usually intend to force sex on a girl, but sometimes they get too sexually carried
away.
9) Rape happens when a guy’s sex drive goes out of control.
10) If a guy is drunk, he might rape someone unintentionally.
11) It shouldn’t be considered rape if a guy is drunk and didn’t realize what he was doing.
12) If both people are drunk, it can’t be rape.
13) If a girl doesn’t physically resist rape- even if protesting verbally- it’s can’t be considered
rape.
14) If a girl doesn’t physically fight back, you can’t really say it was rape.
15) A rape probably doesn’t happen if a girl doesn’t have any bruises or marks.
16) If the accused “rapist” doesn’t have a weapon, you really can’t call it rape.
17) If a girl doesn’t say “no” she can’t claim rape.
18) A lot of times, girls who say they were raped agreed to have sex and then regret it.
19) Rape accusations are often used as a way of getting back at guys.
20) A lot of times, girls who say they were raped often led the guy on and then had regrets.
21) A lot of times, girls who claim they were raped have emotional problems.
22) Girls who are caught cheating on their boyfriends sometimes claim it was rape.
Sexual Violence Scenario
Robert’s Story
Robert, 20, did not have a lot of experience with girls. He was very shy, and just
transferred to a state university from a community college. It was his first time being away from
his family, and he did not know anyone at his new university. During the first week of classes at
his new school, a girl named Erika began talking to him. They had several classes together and
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discovered they had similar interests as well: they both enjoyed alternative rock; they both liked
astronomy; and they both had dogs.
At the beginning of the fall semester, Robert successfully rushed a popular fraternity.
Through making friends with other guys in his frat, Robert learned that Erika had a reputation for
having sex with many guys in college, as well as older guys. This made Robert a little
uncomfortable, since he had very limited sexual experience, but he decided to ignore that
information, and continue his friendship with Erika.
One day, Erika asked Robert if he would like to have dinner with her the following
Friday night; Robert agreed. Robert picked up Erika and they went to a neighborhood restaurant
for dinner on Friday night; they talked for several hours at the restaurant, and continued their
conversation on the ride home. When they arrived at her house, Erika invited Robert in,
mentioning that her roommates weren’t home yet, and she would enjoy the company.
When they were sitting on the couch in the living room, Robert remembered what his
friends had told him, and wondered whether Erika invited him in to have sex with him. Since
she was wearing a low-cut blouse and a short skirt, and she’d been flirting with him all night,
Robert decided that must be what she was thinking. Robert leaned over and kissed Erika. She
laughed, and pushed him away; Robert decided that she must like to play hard to get. Even
though he didn’t have a lot of experience with sex, Robert decided that Erika must want to have
sex with him, so he pushed up her skirt and penetrated her until he ejaculated. Erika did not say
anything. When Robert finished, he decided to go home. The next day, he was arrested and
charged with rape. Robert pleaded not guilty, saying that the sex was consensual.
Erika’s Story
Erika, 21, grew up with several older brothers and sisters. Her parents died when she was
a teenager, and after that, her siblings lived with her to care for her, but she was on her own a lot.
She dated a lot in high school, and in college, liking to be around people and be the center of
attention. In her junior year of college at a state university, she met a shy guy named Robert.
She liked the way he talked to her, and how, since he had transferred, he didn’t know about her
reputation for sleeping around.
Erika and Robert had several classes together, and often communicated about homework
and as their friendship developed, they began to talk about common interests, too. About
halfway into the semester, Erika asked Robert out for dinner, both to make up for a class project
he’d helped her with, and because she was between boyfriends, and missed getting dressed up.
Erika enjoyed spending time with Robert at the restaurant; they had a great conversation, and
Erika appreciated how Robert hadn’t been checking out her body constantly. Since her two
roommates were out partying, Erika asked Robert if he wanted to come into her house to keep
chatting. She wanted to continue spending time with him, and didn’t want to be alone.
They were sitting on the couch talking, when Robert suddenly leaned over and kissed Erika.
Uncomfortable, but trying to diffuse the situation and let him down gently, Erika laughed and
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pushed Robert away. They began to talk again, but suddenly, Robert moved on top of Erika and
pushed her onto the couch. He quickly unbuckled his pants, pushed her skirt up, and inserted his
penis into her vagina past her underwear. Erika froze, and didn’t know what to do. She hoped
that Robert would finish quickly and leave, which he did.
After Robert was gone, Erika sat on the couch in a daze until her roommates returned, hours
later. When they found her in the living room, her skirt was still pushed up around her waist, and
her underwear was bunched up. She reluctantly explained to them what had happened, and they
convinced Erika to call the police and report a rape.
Control Condition
Erika and Robert's case went to trial.
Rape Myth Condition
At the trial, Robert claimed that Erika could not be trusted because women often lie about being
raped. Indeed, the defense presented testimony from an expert witness who said that 50-75% of
rape allegations are false. The prosecution disputed this claim.
Accurate Condition
At the trial, Erika claimed that she could be trusted because women do not often lie about being
raped. Indeed, the prosecution presented testimony from an expert witness who said that 2-10%
of rape allegations are false. The defense disputed this claim.
Victim/Perpetrator Blaming Measures (Angelone et al., 2015)
Response scale: 1 to 10
Victim* and Perpetrator^ Culpability Items
1) How capable was Erika of changing what happened in the scenario you read? (Not at all
capable – Very capable)*
2) How much choice did Erika have about what happened in the scenario you read? (No choice –
A great deal of choice)*
3) How selfish was Erika being in her reluctance to engage in sexual activity with Robert? (Not
at all selfish – Very selfish)*
4) To what extent did Erika believe that her behavior was wrong? (Not at all – Very much)*
5) How much did Erika know that her behavior would cause Robert to engage in sexual activity
with her? (Not at all – Very much)*
6) How much did Erika intend to cause Robert to engage in sexual activity with her? (Not at all –
Very much)*
7) How much was it Erika’s fault that Robert engaged in sexual activity with her? (Not at all –
Very much)*
8) How capable was Robert of changing what happened in the scenario you read? (Not at all
capable – Very capable)^
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9) How much choice did Robert have about what happened in the scenario you read? (No choice
– A great deal of choice)^
10) How selfish was Robert by wanting to engage in sexual activity with Erika after she wanted
to stop? (Not at all selfish – Very selfish)^
11) To what extent did Robert believe that his behavior was wrong? (Not at all – Very much)^
12) How much did Robert know that he was pressuring Erika to engage in sexual activity to a
point where she was uncomfortable? (Not at all – Very much)^
13) How much did Robert intend to cause Erika to continue sexual activity with him? (Not at all
– Very much)^
14) How much was it Robert’s fault that he engaged in sexual activity with Erika? (Not at all –
Very much)^
In your opinion, to what extent did each person cause what happened sexually in the report you
read?
15) Erika (Not at all – Very much)*
16) Robert (Not at all – Very much)^
How responsible was each person for what happened sexually in the scenario you read?
17) Erika (Not at all responsible – Very responsible)*
18) Robert (Not at all responsible – Very responsible)^
Victim Credibility Items
19) How much did Erika mean to have sexual intercourse with Robert? (Not at all – Very much)
(Reverse-coded)
20) How much did Erika really want Robert to stop his behavior? (Not at all – Very much)
21) How much did Erika really want to have sex with Robert? (Not at all – Very much) (Reversecoded)
22) How definite was Erika in her refusal? (Not at all definite – Very definite)
23) How likely is it that Erika only called the police so that Robert would not think she was too
“loose” or “easy”? (Not likely – Very likely) (Reverse-coded)
24) How credible (believable) was Erika’s refusal? (Not at all credible – Very credible)
25) How effective do you think Erika’s protests were? (Not at all effective – Very effective)
Victim Pleasure Item
26) How much pleasure would you estimate Erika experienced during the incident? (Not at all –
Very much)
Victim Trauma Item
27) How much trauma would you estimate Erika experienced because of the incident? (Not at all
– Very much)
Perpetrator Guilt Items
28) To what extent would you describe the behavior of Robert towards Erika as rape? (Definitely
not rape – Definitely rape)
29) How guilty do you think Robert is of committing rape? (Not at all guilty – Very guilty)
30) How likely would you be to convict Robert for the crime of sexual assault? (Very unlikely –
Very likely)
Sentencing Recommendation Item
31) If Robert were convicted of committing rape, how much time do you believe he should
spend in prison? (No time at all – More than 40 years)
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Likelihood Items (Study 1B)
Response scale: 1 (very unlikely) to 5 (very likely)
1) How likely is it that you would continue this investigation?
2) How likely is it that you would find Erika’s allegations unfounded?*
3) How likely is it that you would recommend the state’s attorney to prosecute this case?
*Reverse-coded
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Appendix B
Materials for Study 2
Control Condition
Erika and Robert's case went to trial.
Rape Myth Condition
At the trial, the defense claimed that Erika had not been raped because she knew Robert, and
because she had a history of promiscuity. The defense claimed that real rape happens when a
stranger assaults a woman at night in a dark alley. The prosecution disputed this claim.
Accurate Condition
At the trial, the prosecution claimed that Erika had been raped because there is no situation that
defines a real rape; rape can happen when both people know each other, and when the victim has
a history of promiscuity. The defense disputed this claim.
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Appendix C
Materials for Study 3A and 3B
Male Rape Myth Scale (Melanson, 1999)
Response scale: 1 (strongly disagree) to 6 (strongly agree)
1) It is a terrible experience for a man to be raped by a woman.*
2) The extent of a man’s resistance should be a major factor in determining if he was raped.
3) Any healthy man can successfully resist a rapist if he really wants to.
4) If a man obtained an erection while being raped it probably means that he started to enjoy it.
5) A man can enjoy sex even if it being forced upon him.
6) Most men who are raped by a woman are very upset by the incident.*
7) Many men claim rape if they have consented to homosexual relations but have changed their
minds afterwards.
8) Most men who are raped by a woman are somewhat to blame for not escaping or fighting off
the woman.
9) If a man engages in making out and grinding and he lets things get out of hand, it is his own
fault if his partner forces sex on him.
10) Male rape is usually committed by gay men.
11) Most men who are raped by a man are somewhat to blame for not escaping or fighting off
the man.
12) A man who has been raped has lost his manhood.
13) Most men who are raped by a woman are somewhat to blame for not being more careful.
14) If a man told me that he had been raped by another man, I would suspect that he is gay.
15) Most men who have been raped have a history of promiscuity.
16) No self-respecting man would admit to being raped.
17) Women who rape men are sexually frustrated individuals.
18) A man who allows himself to be raped by another man is probably gay.
19) Most men would not enjoy being raped by a woman.*
20) Men who parade around nude in the locker room are asking for trouble.
21) Male rape is more serious when the victim is straight than when the victim is gay.
22) I would have a hard time believing a man who told me that he was raped by a woman.
*Reverse-coded
Sexual Violence Scenario
Erika’s Story
Erika, 20, did not have a lot of experience with guys. She was very shy, and just
transferred to a state university from a community college. It was her first time being away from
her family, and she did not know anyone at her new university. During the first week of classes
at her new school, a guy named Robert began talking to her. They had several classes together
and discovered they had similar interests as well: they both enjoyed alternative rock; they both
liked astronomy; and they both had dogs.
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At the beginning of the fall semester, Erika successfully rushed a popular sorority.
Through making friends with other women in her sorority, Erika learned that Robert had a
reputation for having sex with many women in college, as well as younger ones. This made
Erika a little uncomfortable, since she had very limited sexual experience, but she decided to
ignore that information, and continue her friendship with Robert.
One day, Robert asked Erika if she would like to have dinner with him the following
Friday night; Erika agreed. Erika picked up Robert and they went to a neighborhood restaurant
for dinner on Friday night; they talked for several hours at the restaurant, and continued their
conversation on the ride home. When they arrived at his house, Robert invited Erika in,
mentioning that his roommates weren’t home yet, and he would enjoy the company.
When they were sitting on the couch in the living room, Erika remembered what her
friends had told her, and wondered whether Robert invited her in to have sex with her. Since he
was wearing a tight shirt and sexy jeans, and he’d been flirting with her all night, Erika decided
that must be what he was thinking. Erika leaned over and kissed Robert. He laughed, and
pushed her away; Erika decided that he must like to play hard to get. Even though she didn’t
have a lot of experience with sex, Erika decided that Robert must want to have sex with her, so
she climbed onto his lap and rode him until he ejaculated. Robert did not say anything. When
Erika finished, she decided to go home. The next day, she was arrested and charged with rape.
Erika pleaded not guilty, saying that the sex was consensual.
Robert’s Story
Robert, 21, grew up with several older brothers and sisters. His parents died when he
was a teenager, and after that, his siblings lived with him to care for him, but he was on his own
a lot. He dated a lot in high school, and in college, liking to be around people and be the center
of attention. In his junior year of college at a state university, he met a shy woman named Erika.
He liked the way she talked to him, and how, since she had transferred, she didn’t know about
his reputation for sleeping around.
Robert and Erika had several classes together, and often communicated about homework
and as their friendship developed, they began to talk about common interests, too. About
halfway into the semester, Robert asked Erika out for dinner, both to make up for a class project
she’d helped him with, and because he was between girlfriends, and missed getting dressed up.
Robert enjoyed spending time with Erika at the restaurant; they had a great conversation, and
Robert appreciated how Erika hadn’t been checking out his body constantly. Since his two
roommates were out partying, Robert asked Erika if she wanted to come into his house to keep
chatting. He wanted to continue spending time with her, and didn’t want to be alone.
They were sitting on the couch talking, when Erika suddenly leaned over and kissed
Robert. Uncomfortable, but trying to diffuse the situation and let her down gently, Robert
laughed and pushed Erika away. They began to talk again, but suddenly, Erika moved on top of
Robert and pushed him onto the couch. She quickly unbuckled his jeans, pushed her skirt up,
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and inserted his penis into her vagina past her underwear. Robert froze, and didn’t know what to
do. He hoped that Erika would finish quickly and leave, which she did.
After Erika was gone, Robert sat on the couch in a daze until his roommates returned,
hours later. When they found him in the living room, his jeans were still pushed down around
his knees, and his underwear was bunched up. He reluctantly explained to them what had
happened, and they convinced Robert to call the police and report a rape.
Control Condition
Robert and Erika's case went to trial.
Rape Myth Condition
At the trial, Erika claimed that Robert could not be trusted because men cannot be raped by
women. Indeed, the defense presented evidence that an erection is a signal of sexual desire for a
sexual partner. The prosecution disputed this claim.
Accurate Condition
At the trial, the Robert claimed that he could be trusted because men can be raped by women.
Indeed, the state presented testimony from an expert witness who said that erections are a normal
physiological response that most men do not have conscious control over. The defense disputed
this claim.
Victim/Perpetrator Blaming Measures (Angelone et al., 2015)
Response scale: 1 to 10
Victim* and Perpetrator^ Culpability Items
1) How capable was Robert of changing what happened in the scenario you read? (Not at all
capable – Very capable)*
2) How much choice did Robert have about what happened in the scenario you read? (No choice
– A great deal of choice)*
3) How selfish was Robert being in his reluctance to engage in sexual activity with Erika? (Not
at all selfish – Very selfish)*
4) To what extent did Robert believe that his behavior was wrong? (Not at all – Very much)*
5) How much did Robert know that his behavior would cause Erika to engage in sexual activity
with him? (Not at all – Very much)*
6) How much did Robert intend to cause Erika to engage in sexual activity with him? (Not at all
– Very much)*
7) How much was it Robert’s fault that Erika engaged in sexual activity with him? (Not at all –
Very much)*
8) How capable was Erika of changing what happened in the scenario you read? (Not at all
capable – Very capable)^
9) How much choice did Erika have about what happened in the scenario you read? (No choice –
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A great deal of choice)^
10) How selfish was Erika by wanting to engage in sexual activity with Robert after he wanted to
stop? (Not at all selfish – Very selfish)^
11) To what extent did Erika believe that her behavior was wrong? (Not at all – Very much)^
12) How much did Erika know that she was pressuring Robert to engage in sexual activity to a
point where he was uncomfortable? (Not at all – Very much)^
13) How much did Erika intend to cause Robert to continue sexual activity with her? (Not at all
– Very much)^
14) How much was it Erika’s fault that she engaged in sexual activity with Robert? (Not at all –
Very much)^
In your opinion, to what extent did each person cause what happened sexually in the report you
read?
15) Erika (Not at all – Very much)^
16) Robert (Not at all – Very much)*
How responsible was each person for what happened sexually in the scenario you read?
17) Erika (Not at all responsible – Very responsible)^
18) Robert (Not at all responsible – Very responsible)*
Victim Credibility Items
19) How much did Robert mean to have sexual intercourse with Erika? (Not at all – Very much)
(Reverse-coded)
20) How much did Robert really want Erika to stop her behavior? (Not at all – Very much)
21) How much did Robert really want to have sex with Erika? (Not at all – Very much) (Reversecoded)
22) How definite was Robert in his refusal? (Not at all definite – Very definite)
23) How likely is it that Robert only called the police so that Erika would not think he was too
“loose” or “easy”? (Not likely – Very likely) (Reverse-coded)
24) How credible (believable) was Robert’s refusal? (Not at all credible – Very credible)
25) How effective do you think Robert’s protests were? (Not at all effective – Very effective)
Victim Pleasure Item
26) How much pleasure would you estimate Robert experienced during the incident? (Not at all
– Very much)
Victim Trauma Item
27) How much trauma would you estimate Robert experienced because of the incident? (Not at
all – Very much)
Perpetrator Guilt Items
28) To what extent would you describe the behavior of Erika towards Robert as rape? (Definitely
not rape – Definitely rape)
29) How guilty do you think Erika is of committing rape? (Not at all guilty – Very guilty)
30) How likely would you be to convict Erika for the crime of sexual assault? (Very unlikely –
Very likely)
Sentencing Recommendation Item
31) If Erika were convicted of committing rape, how much time do you believe she should spend
in prison? (No time at all – More than 40 years)
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Likelihood Items
Response scale: 1 (very likely) to 5 (very unlikely)
1) How likely is it that you would continue this investigation?
2) How likely is it that you would find Robert’s allegations unfounded?*
3) How likely is it that you would recommend the state’s attorney to prosecute this case?
*Reverse-coded
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Appendix D
Materials for Study 4
Control Condition
Erika and Robert's case went to trial.
Rape Myth Condition
At the trial, the defense claimed that Robert had not been raped because he knew Erika, and
because he had a history of promiscuity. The defense claimed that real rape happens when a
stranger assaults someone at night in a dark alley. The prosecution disputed this claim.
Accurate Condition
At the trial, the prosecution claimed that Robert had been raped because there is no situation that
defines a real rape; rape can happen when both people know each other, and when the victim has
a history of promiscuity. The defense disputed this claim.

