The heterogeneity in mammalian cells signaling response is largely a result of preexisting celltocell variability. It is unknown whether celltocell variability rises from biochemical stochastic fluctuations or distinct cellular states. Here we utilize calcium response to ATP as a model for investigating the structure of heterogeneity within a population of cells and analyze whether distinct cellular response states coexist. We use a functional definition of cellular state that is based on a mechanistic dynamical systems model of calcium signaling. Using Bayesian parameter inference we obtain high confidence parameter value distributions for several hundred cells, each fitted individually. Clustering the inferred parameter distributions revealed three major distinct cellular states within the population. The existence of distinct cellular states raises the possibility that the observed variability in response is a result of structured heterogeneity between cells. Our work shows how mechanistic models and singlecell parameter fitting can uncover hidden population structure and demonstrate the need for parameter inference at the singlecell level.
Introduction
Celltocell variability in dynamic responses to stimuli is observed ubiquitously (Selimkhanov et al , 2014 , Tay et al , 2010 , GevaZatorsky et al , 2006 , CohenSaidon et al , 2009 ), yet its underlying causes are still unknown. Previous work decomposed biological processes in gene expression and signal transduction into intrinsic fluctuations and preexisting variability ( Elowitz et al , 2002 , Selimkhanov et al , 2014 , Rhee et al , 2014 . Specific measurement of the relative contribution of stochastic fluctuations during signal transduction compared to celltocell variability showed that 50%98% of the variability could be attributed to preexisting celltocell variability ( Selimkhanov et al , 2014 , Toettcher et al , 2013 . While celltocell variability was determined to be the dominant source of heterogeneity in cellular response, the cause of celltocell variability is still unknown. Two hypotheses can explain the observed celltocell variability: The first is that variability is a result of accumulation of stochastic fluctuations in gene expression ( Ladbury & Arold, 2012 , Shibata & Fujimoto, 2005 , Rhee et al , 2014 , organelle composition ( Oates, 2011 ) , and other cellular factors where small numbers of molecules increase biochemical randomness. Under this hypothesis, a clonal population will accumulate changes over time that would limit biochemical reaction accuracy. The second hypothesis is that the population of cells contains several deterministic cellular states, according to the surrounding microenvironment, or due to functional differences between cells, in which case cells would react in predictable patterns of behaviors ( Snijder et al , 2009 ) . While these two hypotheses seem contradictory, they are not mutually exclusive and each of these hypotheses can explain a different amount of the total observed variance. One approach that was used to test the different contributions of these two mechanisms is to predict the observed response variability based on measurements of large arrays of features for each cell ( Snijder et al , 2009 ). However, it is possible that the measured features themselves include information that is indicative of the accumulation of the stochastic fluctuation. Therefore while the measured features have high predictive power, it does not provide an indication of distinct functional states. Another approach to identify functional cell state is based on a dynamical systems point of view, which argues that a cell can be represented as a dynamical system and that each cell state is an attractor within the cell state space ( Furusawa & Kaneko, 2012 ) . The hallmark of this multipleattractor view is the existence of distinct clusters within cell state space. While distinct clusters are indicative of multiple distinct cell states, not every functional heterogeneity will show distinct clusters. It is possible that because cells need to comply with multiple objectives, they occupy a Pareto front and therefore functional heterogeneity will not necessarily cause distinct cell states (Sheftel et al , 2013) . Nonetheless, the existence of distinct cell states can provide support for the existence of attractors and therefore the possibility that structured heterogeneity contributes to the observed cellular variability.
The true complexity of cellular state space is unknown and can only be probed by examining specific signatures that indicate the underlying cell state. There are numerous forms for possible signatures, such as transcript abundance and protein concentrations. Many of these signatures have thousands of dimensions and therefore dimensionality reduction approaches are routinely used to reduce these large spaces into fewer dimensions (Buettner et al , 2015) . However, statistical methods on their own do not provide any mechanistic insights toward the meaning of any identified clusters. An additional limitation with statistical dimensionality reduction approaches is that they do not take into account the substantial body of prior knowledge on the underlying biochemical mechanisms which contribute to the variation. The kinetic parameters of the reactions within the signaling network are an alternative and natural cell state signature. Kinetic parameters are aggregates of molecular activities from the genetic level upwards that provide a functional representation of celltocell variability in the dynamics of signal transduction pathways. By employing differential equation modeling we can simulate the dynamic output of each signature and connect the underlying state variability with the observed response variability. Therefore, kinetic parameters could provide a useful signature of cellular state that could be used to determine the underlying distribution of cell heterogeneity.
Determining cellular kinetic parameters is challenging, because experimental measurement of kinetic parameters of biochemical reactions in vivo with high accuracy is extremely difficult. An alternative approach is to infer the kinetic parameter values from cellular responses (Lee et al , 2009 ) . Parameter inference allows for the learning of parameter values for a differential equations model of signal transduction based on measured time series data of state variables in the model (Eydgahi et al , 2013) . Parameter inference of signal transduction networks is a difficult problem due to the large number of state variables and parameter values which would create nonidentifiability issues ( Raue et al , 2011 ) or challenges from model "sloppiness" where multiple sets of parameters could fit the data equally well (Gutenkunst et al , 2007) . Thus, to utilize differential equation modeling to make meaningful inference about hidden cell states it is important to account for the uncertainty associated with parameter inference. This could be done through the use of Bayesian inference to infer the full posterior parameter distribution for each parameter. The full distributions provide information on the accuracy of the inference and report on existence of any "sloppy" eigenvectors of parameters within goodness of fit space.
Through the use of full distributions of kinetic parameters as cellular signatures it is possible to glean insights into cellular state distribution. Here, we inferred cell states of signaling dynamics by fitting a population of single cell calcium trajectories to a mathematical model and produced a distribution of parameter ensembles. We first measured cellular calcium responses to ATP stimulations using fluorescence microscopy and MATLAB image processing to obtain single cell calcium responses. The single cell data were fitted to a system of differential equations of the calcium signaling pathway using Bayesian inference to obtain the posterior distribution of parameter values vectors within a certain level of tolerance for each of the fitted trajectories. We analyzed the distribution of parameter ensembles using the KullbackLeibler divergence criteria and found three major distinct clusters of parameter ensembles. The identification of major clusters indicates the possibility that celltocell variability could be interpreted not as a simple variability that stems from accumulation of stochastic fluctuations but rather from the existence of multiple distinct states within the population.
Results
We measured calcium responses of a nontumorigenic human mammary epithelial cell line (MCF10A) to stimulation with 10 µM ATP using the Fluo4 calcium indicator calibrated by using an established protocol ( Bao et al , 2010 ) . The fluorescence images were segmented and cells were identified and tracked over time to measure singlecell dynamic calcium responses. Figure 1c ) of single cell calcium responses to ATP. As was previously reported for this system ( Selimkhanov et al , 2014 ) , cellular responses were highly heterogeneous. We analyzed the following response dynamics: response in contrast with basal level before stimulation, latency to reach half maximal level, latency to reach maximum level, maximum level, time from maximal level to half maximal, and steady state after stimulation ( Figure 1(d) ) ( CohenSaidon et al , 2009 ). The results showed wide heterogeneity with respect to the trajectory features ( Figure 1(e) ). The distribution of cells with similar trajectory features were not spatially correlated ( Figure 1(ef) ). We initially attempted to cluster the single cell calcium trajectories based on either the entire calcium responses or through their representative timeseries features. However, no natural grouping of cells was observed using these two simple cell response signatures ( Expanded View Figure 1 ). Evidently, discovery of cell states, if any, cannot rely on naïve interpretation of data alone, which led us to hypothesize that insights regarding cellular states could be uncovered by studying the mechanistic structure of pathway using mathematical modeling that incorporate prior knowledge on the underlying signaling network.
We used the mathematical model of calcium signaling from Lemon et al and Li & Rinzel as a template to construct a model of the calcium signaling response. The model was simplified to improve parameter identifiability. Overall, the mathematical model included 17 parameters and 4 state variables. Several simplifications and assumptions were included: there is no mitochondria; the model does not include plasma membrane leakage or store operated channel for calcium therefore total cellular calcium is kept constant. While the model does not capture all the known biochemical details, it is simplified to attenuate model redundancy and increase model identifiability. The schematic diagram of calcium signaling is shown in Figure 2 . According to our model, when the ligand ATP binds to the purinergic receptor, the binding action triggers a series of events leading to the activation of enzyme phospholipase C (PLC). PLC then hydrolyzes phosphatidylinositol 4,5bisphosphate (PIP2) to produce inositol 1,4,5trisphosphate (IP3) and diacylglycerol(DAG). IP3 activates the calcium channels on the endoplasmic reticulum (ER), which would release calcium from ER into the cytosol, producing a calcium spike. The sarco/endoplasmic reticulum Ca 2+ ATPase (SERCA) channel on the ER then pumps the calcium in the cytosol back into the ER, thus completing the transient calcium spike (Lemon et al , 2003) .
To uncover the functional signatures of cell states we inferred the kinetic parameter distributions for each of the single cell trajectories using a Bayesian algorithm. The entire workflow including raw data signal processing, data fitting, convergence testing, and sampling parameter distributions, is outlined in Figure 3(a) . Initially, the data was processed to remove experimental noise and other highfrequency elements of calcium response that were not captured by the model. We found that preprocessing the data increased the quality of the identified model fits, likely because it effectively reduced the stochastic and technical noise. The square of the sum of difference between the processed and raw timecourse calcium data was later used to determine the rejection cutoff of a plausible model. For parameter inference we used a variant of Approximate Bayesian Computation based Sequential Monte Carlo (ABCSMC) method for our single cell trajectory fitting (Liepe et al , 2014) ). In the Bayesian framework, we inferred parameter values for the system of differential equations in terms of their posterior distributions (Liepe et al , 2014) corresponding to single cell calcium responses. At the core of our method is the ABC rejection algorithm, which arrives at the posterior distribution through simulating the differential equation model, calculating the agreement between simulation results and the experimental data and rejecting parameter values that have low agreement with the data. The key to efficient ABC sampling is using a good proposal distribution such that the fraction of rejection parameters is low. The ABCSMC algorithm iteratively updates the proposal distribution through repeated ABC sampling where a proposal distribution (i.e. prior) of one iteration is based on the posterior of the previous iteration. In each step, the proposal distribution and the rejection cutoff are updated to balance the need to explore unseen regions of parameter space with the need to exploit regions that provide good fits. The iterations continue until the parameter distribution converges to within the experimental error that is determined through lowpass filtering of the data. During sampling iterations, the region that the parameter vectors occupy converges. An example of the projection of the parameter distributions from multiple iterations on 2D space are shown in Figure 3b . The parameters were sampled in log scale with the initial prior distribution ranging over two orders of magnitude and centered on the referenced values that were chosen based either on the literature or our estimates of biologically reasonable ranges.
A key challenge in any optimization in a large parameter space is the tendency to identify only local solutions. This is especially a concern due to the probabilistic nature of our search algorithm. To verify that our search algorithm samples correctly from the target distribution we used strict convergence criteria. We tested for convergence by fitting each of the single cell responses twice. This means that one single cell trajectory would have two populations of parameter vectors run#1 and run#2 which represented the posterior parameter distributions associated with the two independent runs of the algorithm. We reasoned that if the two posterior populations were from the same distribution then the nearest neighbors of the parameter vectors from those two runs should come from either population with equal probability. This was the null hypothesis of our test. To test if the nearest neighbors probability that we calculated shows a statistically significant different from the null hypothesis of equal probability, we used a Chi square test. The two runs were considered to be convergent if the test failed to reject the null hypothesis. To demonstrate the overall parameter convergence, Figure 3 (c) shows the multidimensional scaling projection onto a 2D plane from two sets of fitting to trajectories, one is convergent and the other nonconvergent. Note that the 2D projection is presented for visualization purposes only and the test was conducted in a 17dimension parameter space. The result of the algorithm for a single trajectory produced a population of parameter vectors representing the individual parameters in terms of their confidence intervals ( Figure 3 (d) ). We successfully identified 672 cellular responses with corresponding convergent parameter distributions (Expanded View Figure 2 ) .
To determine whether distinct cell states exist, we clustered the identified parameter distributions for each of the cells ( Figure 4 ). The key step in any cluster analysis is to determine a distance between any two cells in the cellstate space. To take into account the multidimensional confidence intervals provided by the parameter distribution we used a KullbackLeibler (KL) divergence measure, an information theoretic measure that determines the similarity between parameter ensembles. For every two parameter vector populations corresponding to each of two cells, the distance measure was defined as the KL divergence from a null model where both samples were obtained from identical probability distributions. Combining the full probability distribution and the use of KL divergence resulted in a distance measure that integrates information on the difference between parameter values and on the confidence we have in that difference. Given the KL divergence distance measure, we used standard hierarchal cluster analysis with average linkage. The clustering results from the analysis showed three major distinct cell clusters. The identification of these clusters suggests the existence of three distinct cell states within the population. These cell states are not dependent on cell cycles ( Expanded View Figure 3 ).
The use of kinetic parameters as signatures for cellular states enabled direct interpretation of mechanistic differences between the identified clusters. To examine how different parameters contributed to the clustering, we investigated the difference between the individual parameters among the three main clusters and how they related to the mechanism of calcium signaling. Figure 5(a) illustrates the degree of difference between clusters along different components of the pathway. We identified that the key parameters that separate these classes were related to the strength of positive & negative feedback between calcium and the IP3R channel, as well as the sensitivity of the IP3R channel to IP3. ( Figure 5(b) ) . In our model, the IP3 channel is composed of three components: the IP3 activated subunit, the calcium activated subunit, and the calcium inactivated subunit. The significant parameters corresponded to the dissociation constants for these three subunits. Calcium has both activating and inhibiting effects on IP3R channels (Li & Rinzel, 1994) . We found that the high magnitude of calcium responses in a cluster corresponded to stronger activation and lower inhibition. Overall, the three clusters of parameter distributions were separated into a cluster with strong positive calcium feedback, a cluster with weak calcium positive feedback, and a third with strong negative calcium feedback ( Figure 5b ).
Discussion
We employed an inference based approach to gain insights into the structure of cellular state distributions. While celltocell variability in cellular signaling responses is commonly observed, little is known about the statistical distributions of cellular responses. By fitting single cell calcium responses to a mechanistic model using a Bayesian algorithm, we were able to gain insights into the structure of cell state distribution. By analyzing the distributions of the identified kinetic parameters we found that cellular state distribution for calcium signaling was best approximated by a mixture model of three distinct clusters, represented by parameter distributions. Such characterization of cellular state space distribution is a fundamental step toward further work aimed at understanding the determinant of the observed signaling variability and its functional role.
Previous work proposed two possible hypotheses that can explain celltocell extrinsic variability (Ladbury & Arold, 2012 , Shibata & Fujimoto, 2005 , Rhee et al , 2014 , Snijder et al , 2009 ) . The first hypothesis states that the variability is due to the accumulation of stochastic differences in gene expression, organelle structure, and other cellular processes that cause cells to drift randomly in the cell state space. According to this hypothesis, cellular variability is best described using an unstructured population distribution. The second hypothesis states that cells converge onto certain specific attractors in the cell state space instead of drifting randomly. Under this hypothesis, the basis for differences between cells depends on the different functional needs of the cell population instead of the stochastic fluctuations in gene expression. In other words, the second hypothesis states that cellular heterogeneity has a definite structure. Our approach of single cell data model fitting showed that the kinetic parameters which define signaling are composed of a mixture of parameter distributions, supporting the second hypothesis. The different clusters of parameter distributions correspond to different fundamental signaling behaviors. The identification of these clusters raises interesting questions such as, what is the physiological significance of the identified clusters? And what are the molecular mechanisms that enable the identified functional diversity?
In all likelihood, the structure of the cell state distribution is not universal but context dependent. In our work we utilized the calcium response of cells to extracellular ATP as a model to investigate celltocell variability. Extracellular ATP is a Damage Associated Molecular Pattern (DAMP) that is released in response to wounds to activate neighboring cells ( Handly et al , 2015 ) . Response to ATP is one of the first steps in a very complex process of wound response and healing. It is plausible that during wound healing there are different functional requirements for epithelial cells and therefore the observed variability is possibly a result of the need to generate functional diversity to enable multiple distinct roles ( Sonnemann & Bement, 2011 ) . Future work is needed to determine the degree of functional heterogeneity of epithelial cells during wound healing and whether any physiological functional diversity indeed corresponds to the identified clusters.
The functional diversity we identified can be mechanistically explained by changes in a few parameters within the calcium signaling pathway. IP3R channels on the ER play a key role in calcium signaling and have been shown to be responsible for the large diversity of calcium dynamic signaling responses to large array of ligands. Furthermore, IP3R channels are subjected to positive and negative feedback regulation by calcium (Lemon et al , 2003) . In our model fitting results, the most notable variation in parameters among the three clusters of cell states are those in the parameters that govern the affinity of IP3R channels to both IP3 and the calcium ion. Multiple mechanisms can cause such parameter differences including differences in expression of different subtypes of the IP3R (Wojcikiewicz, 1995) or in the structure of the ER that have an important role in the spatial distribution of IP3R channels (Meldolesi & Pozzan, 1998) . In addition to differences in IP3R regulation, a few other parameters showed differences between the three clusters such as receptor activity level ( Expanded View Figure 4 ). The 'negative feedback' cluster had the highest level of receptor activity. However, in this cluster, due to the strong negative feedback, the low response was "robust", i.e. insensitive to receptor levels. Therefore the parameter levels of the receptor have minor effects on cellular response. This result exemplifies the need to analyze parameter sensitivity at the single cell level because the sensitivity of receptor activity parameters vary in different cells based on their cluster identity.
We used an inferred kinetic parameter signature to define cell state and the subsequent analysis of these signature distributions indicated that the cellular population is composed of a mixture of three distinct cell states. Other signatures for cell state have been used in the past including single cell genomics (Trapnell, 2015) , single cell cytokine secretion (Lu et al , 2015) and mass cytometry (Spitzer et al , 2015) . The identification of distinct subpopulations is common across all these different definitions of cellular signature. Each one of these cellular signatures only captures some aspect of true cell state and the recurrence of a complex population structure indicates that the high level of cellular variability is a result of multiple cell states that coexist in a population. In addition, our work and that of others suggests that these subpopulations are not static but dynamic states among which cells can potentially transition (DurruthyDurruthy & Heller, 2015 , Setty et al , 2016 , Marco et al , 2014 , Bendall et al , 2014 . It will be interesting to apply a similar trajectory analysis to other kinetic parameter signature datasets to track how cells respond to ligand changes over time and to what degree these changes are reflected by transitions between the identified distinct cell states.
Prior to this work, the predominant method for fitting models to signaling pathways has been to fit only the population average and come up with one best fit parameter vector. The prevailing assumption of this traditional method is that the population average data is a good representation of the overall behavior of the cell population, and therefore the best fit parameter vector is also the best representation of the cell population at the mechanistic level. While experimental work has consistently demonstrated the limitations of population averaging, mathematical modeling has lagged behind by treating of cells in the population equally and modeling only the average behavior. Difficulties in parameter inference due to model nonidentifiability (Raue et al , 2011) or parameter "sloppiness" (Gutenkunst et al , 2007) further limits the ability to perform such parameter fitting at the single cell level. Our work demonstrates that fitting parameters at the single cell level is useful because it prevents information loss due to population averaging and enables the discovery of distinct subpopulations. The improved performance is despite the fact that, at least in some of the parameters, the confidence interval of the identified parameter values is quite large and therefore the fit could be considered "sloppy". Because the presented framework is independent of the pathway in consideration it can be applied to other signaling pathways which also show considerable celltocell variability in many other signaling networks. It will be interesting to see whether the structure distribution and existence of multiple distinct cell states is universal and occurs in other signaling networks.
Materials and Methods

Cell Plating
MCF10A cells were cultured in F12/DMEM media supplemented with horse bovine serum, insulin and hydrocortisol according to (Debnath et al , 2003) . Before the ligand perturbation experiment, cells were cultured overnight in a 96well plate in assay media as described in (Debnath et al , 2003) . On the day of the experiment, cells were incubated with a solution of 4µM Flou4 (a calcium indicator) and 1 µM Hoechst (a nucleic acid dye) for 20 minutes. After these 20 min we exchanged the media with extracellular hepes buffer supplemented with probenecid and glucose.
Preparation of Calibration Buffer
To calibrate the concentration of cytosolic calcium from the raw intensity we prepared calibration buffer solutions according to an established protocol (Bao et al , 2010) . The minimum calibration buffer was comprised of 50 µM ionomycin, 5 µM thapsigargin, and 12.5 mM EGTA; the maximum calibration buffer was comprised of 50 µM ionomycin, 5 µM thapsigargin, and 36 mM CaCl2. Both buffers were in EC buffer supplemented with glucose and probenecid.
Measurements of single cell calcium response to an increase in extracellular ATP Perturbation
Image acquisition of the 96well plate was conducted on a Nikon Ti microscope using a 10x objective (Selimkhanov et al , 2014) . The microscope was automated using micromanager (www.micromanager.org) through its MATLAB scripting interface. After acquiring baseline calcium levels for 5 min, 10 µM ATP was added and acquisition continued for another 15 min. To allow single cell calibration of the fluorescent response, the extracellular buffer was washed three times and replaced with minimum calibration buffer. Acquisition continued until equilibration of calcium levels followed by additional washes and the addition of maximum calcium buffer. The images were segmented to locate the Hoechst signals as the positions of the nuclei. The calcium signals were mapped to the Hoechst images taken at different time points to establish single cell trajectories. The procedure is identical to that described in (Selimkhanov et al , 2014) . Concentration of calcium was calibrated following Kao et al. (1989 ) . Briefly, for each single cell the F min and F max were estimated following treatment with the minimal and maximal calibration buffers respectively.
Calcium levels were calculated as: where F is the intensity measurement and Kd is the dissociation constant
between Flou4 and calcium.
Model of Calcium Signaling
Our calcium model (Figure 2 ) is based on a compilation of models from Lemon et al ( 2003) and Li & Rinzel (1994) with few simplifications to improve parameter estimation through the increase of model identifiability. We simplified the receptor dynamics to an ATP dependent step function followed by first order decay. This was implemented by multiplying the activation of PLC by receptor and ligand concentration L and an exponential term which accounts for the desensitization of the surface receptor. The equation that describes the rate of change of IP3 is a Hill function which describes the production rate of IP3 in terms of PLC. The degradation rate of IP3 is a linear rate term proportional to IP3 concentration. The description of calcium dynamics was modified from Lemon et al (2003 ) to simplify and have only one term for the calcium buffer. The equation for the fraction of activated IP3 channels was taken from the simplified model of Li & Rinzel (1994) . The model equations are presented in Figure 2 and parameters are in Table S1 Parameter estimation: preprocessing of calcium response Cellular calcium responses contained stochastic elements and the experimental noise was not captured by the mathematical model described above. To improve parameter estimation we preprocessed the single cell calcium response data to remove aspects of the responses that were not captured by our model. We used a lowpass filtering scheme. Because the initial calcium response to ATP was very sharp, we truncated the baseline measurement to include only frames following ATP addition and utilized a "reflective boundary condition", i.e. we concatenated to the signal a mirror image of itself prior to filtering. The time points before the addition of ATP are not included in the model fitting, and are used only to calculate the basal level point, which was designated as the first time point of each trajectory. As a result of this preprocessing we removed all the high frequency elements in calcium response that were not captured by our model without dampening the initial sharp response.
Parameter estimation: calculating Goodness of Fit
The goodness of fit between the simulated data and real data was determined by performing a sum square of error on the comparison between a simulation and the smoothed experimental data. We then compared the first derivative of the simulation and the first derivative of the smoothed experimental data. We found that including information on the first derivative improved the fitting as it increased the emphasis on the shape of the curve compared with traditional sum square error. We used the difference between the raw (unprocessed) and the processed data as an acceptance threshold to be considered a "good fit". In other words, if the simulated data agrees with raw data with the same or better goodness of fit than simple smoothing, then the parameters corresponding to the simulated data will be accepted as a good fit.
Parameter estimation: Rejection Sampling
We utilized a SMCABC parameter estimation following Liepe et al . (2014) . At the core of the SMCABC algorithm is a rejection sampling estimator that estimates posterior distribution based on a prior ( π( ϴ ) ), a goodness of fit score ( score ( D',D ) ), and an acceptance threshold ( ϵ ). To sample an N parameter vector from the posterior distribution the algorithm randomly samples parameters from the prior, simulates them and scores their agreement with the data; it then accepts only the parameters that fit to the data within the threshold score. The rejection sampling pseudocode is shown in Scheme 1.
Parameter estimation: Approximate Bayesian Computation Sequential Monte Carlo (ABCSMC)
The challenge with the rejection sampling described above is that if the prior is very different from the posterior, the efficiency of sampling can be too low to be practical. The ABCSMC algorithm circumvents this problem by repeating the rejection sampling iteratively where in each iteration the prior distribution and the acceptance threshold are updated. The algorithm performs the first iteration of rejection sampling with the prior distribution π 0 ( ϴ ) provided by the user. In the actual implementation π 0 ( ϴ ) is a log10 uniform distribution in the range [1 1] of the parameter value fold difference from the reference values of the parameters listed in Table S1 . The first iteration terminates when the sampling procedure collects a parameter vector population of size N iteration which meets the preliminary threshold requirement ϵ prelim . The threshold score for each of the intermediate iterations of rejection sampling is determined relatively. For a parameter vector to be accepted, it has to produce simulated data that score better than the bottom 90% fraction of the population collected in the previous iteration. The entire algorithm terminates when it reaches the desired number of samples, all with goodness of fit scores lower than the threshold ϵ final . The threshold ϵ final is determined by scoring the raw data against the processed data. Therefore, the threshold ϵ final is determined for each single cell based on the data quality for that cell.
Parameter estimation: Convergence Test
A key challenge in parameter fitting is the possibility that the fit will identify a "local minimum" that does not represent the full distribution of possible parameters. To test that this is not the case we utilized a strict test for convergence. For each cell for which we attempted to estimate its parameters, the entire ABCSMC algorithm described above was performed twice in two completely independent runs (run #1 and run #2) to produce two samples of parameter vectors. To determine whether these two samples were statistically indistinguishable we performed the following test: For each of the single cell data, we combined the parameters from boths runs and for each parameter identified the run identity (e.g. #1 or #2 ) of the nearest neighbor to calculate the probability that a nearest neighbor has the same run identity as the tested parameter. We then compared this measured distribution with a "null" model where there was equal (0.5) probability that a sample nearest neighbor was from the same run. If the chi square statistic failed to reject the null hypothesis with significance level 0.05, we determine that the two populations are convergent.
Clustering of the Parameter Ensemble
To cluster cells by calcium response, we first identified a suitable distance measure. Our estimation for each cell state was a sample from the posterior parameter distribution given the model and the data from that cell. Comparing the divergence between two samples produced an informative distance measure that took into account the estimation confidence for each parameter. For every two cells i and j we first estimated the probability that a parameter sample from cell i is more similar to other parameters from cell i compared to parameters from the cell j. We then calculated the KullbackLeibler (KL) divergence of the measured probability distribution from a null model where identities i and j for all parameter samples are randomly permuted, i.e. that both cells are from the same probability distribution. The KL divergence from a random model was used as the distance measure for cluster analysis. The pairwise KL divergence was then calculated for all the ensembles (Figure 3) . We then used hierarchical clustering with average linkage to cluster the ensembles based on the KL divergence measure and produce the clusters of parameter vector ensembles. 
Figure legend
Figure(2) Calcium Model (a)
A system of ordinary differential equations of calcium signaling. The system contains four state variables of IP3, PLC, calcium,and IP3activated receptor fraction. (b) Schematic of calcium signaling pathway. Through ATP stimulation, GPCR is recruited to activate enzyme PLC, which in turn cleaves PIP2 to form IP3 and DAG; IP3 then activates the IP3R channel to release calcium into the cytoplasm. The calcium is recycled back into the ER membrane through the SERCA pump.
Figure(3) Process of Single Cell Parameter Fitting (a)
Workflow of the single cell data fitting process. The raw data is preprocessed to remove the technical noise and high frequency biological responses. The model is fitted to the processed data in two independent runs of the algorithm to generate two posterior parameter samples. A statistical test based on similarities of the two independent runs was used to determine if the algorithm successfully converges to same posterior distribution. The result of the entire workflow is a population of parameter vectors that represent the single cell fitting. (b) The progression of parameter fitting for a single trajectory. The parameter vectors through the iterations were projected using multidimensional scaling onto a 2D plane to illustrate the convergence of the parameters. The simulated data for each of the selected iterations is plotted below. (c) Comparison between a convergent runs and nonconvergent runs. The crosses and the filled circles represent independent runs of the same singlecell data. The parameter posterior is projected onto the 2D plane through multidimensional scaling. There is a wider separation of parameter groups in the nonconvergent fitting as opposed to the convergent run. (d) The progression number of cells in the fitting process. The entire workflow started out with 1000 fits. Due to technical issues 746 instances of fitting successfully finished. After the test of convergence, 672 fits were found to be convergent; out of the convergent instances of fits, 655 of them were found to belong to one of the three major clusters of parameter ensembles. Figure (3) Distribution of Hoescht Intensity. The Hoechst intensity of the cell is in indicator of DNA content and is a surrogate of cell cycle stage. The boxplot for the intensity of Hoechst among the three major clusters indicate that there is no significant difference between the three clusters. 
Expanded View
