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Abstract 
Electrical Signature Analysis-based (ESA-based) diagnostics of powertrain 
faults in wind turbines (WTs) is a promising alternative to the more traditional 
vibration-based condition monitoring (CM). However, the attempt to identify 
mechanical faults in electrical signals requires effective signal processing techniques 
to extract the fault signatures, considering the complex electromechanical dynamics of 
the WT.  
A series of possible demodulation approaches and signal pre-processing 
techniques are adapted to the specific needs of this application and their effectiveness 
and limitations are studied analytically and theoretically. Particular attention is given 
to demodulation of low frequency carriers (compared to the modulating signal) and 
mixed amplitude-frequency modulation, often characteristic of this application. This 
thesis also investigates for the first time the critical masking effect of power electronic 
switching and wind-induced speed fluctuations on the electrical signatures of typical 
powertrain mechanical faults (i.e. rotor imbalance, gear cracks and other localized 
faults). To identify the conditions in which these masking effects arise and their 
significance, an innovative full electromechanical model of a WT has been developed 
based on the integration of previously proposed models of WT subsystems, and with 
the addition of powertrain fault models. Experimental studies were also carried out on 
a small-scale WT drivetrain test rig to validate fault-modelling hypotheses and 
evaluate the performance of the ESA in diagnosing realistic faults. For each fault type, 
the diagnostic capability of the ESA-based techniques is assessed and compared with 
the traditional vibration-based techniques. 
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Chapter 1: Introduction 
This chapter starts by presenting an overview of condition monitoring (CM) of 
a Wind Turbine (WT) drivetrain. It then discusses the specific research problem, which 
will be addressed in this thesis. The aim and objectives of this research study are also 
presented followed by setting its scope. The significant contributions of this research 
study are also presented. At the end of this chapter, an outline of the thesis is provided. 
1.1 BACKGROUND 
The decrease of fossil fuel reserve and climate concerns has led the world to 
explore other alternative energy sources. Among them wind energy has attracted a lot 
of interest due to its abundance and cleanliness. At present, wind power is the fastest 
growing renewable source with a total installed capacity of about 433 GW [1]. To 
produce this amount of energy, about 314,000 WTs are spinning around the world [2]. 
Competitiveness of wind power in the energy market largely depends on the reliable 
operation of the WTs. Especially for offshore wind farms operation and maintenance 
(O&M) cost is particularly important as they show greater failure rates compared to 
onshore farms [3]. A well-known approach to reduce the O&M cost is by employing 
CM methods to monitor and detect component failure well before a total failure occurs 
[4, 5].  
At present, there are two commercial approaches available for the CM of WTs. 
One of them is the supervisory control and data acquisition (SCADA) system while, 
the other is the ad hoc designed CM system [4]. The SCADA is a conventional plant 
monitoring system used to monitor individual WT using sensor data obtained at 
intervals of a few minutes. This SCADA system, currently used in the WT industry, is 
not sufficient for diagnosing faults ahead of time [6].  However, continuous monitoring 
and fault diagnosis are possible using CM systems. A number of CM systems are 
currently available commercially to monitor blade, main bearing, gearbox and the 
generator of a WT [7]. The techniques used in these monitoring systems range from 
fiber optic strain measurements (for blades), oil debris monitoring (for gearbox) and 
traditional vibration analysis (for bearing, gearbox and generator) [7]. However, these 
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techniques are under continuous research for their improvement. This is summarized 
in Ref. [4, 5, 8-10].  
Recently, traditional vibration-based CM is facing competition from methods 
based on other measurements such as acoustic emission (AE) or generator electrical 
output. The Electrical Signature Analysis- (ESA-) based techniques are particularly 
attractive due to their low cost and low effort of sensor installation and signal 
acquisition [11-16].  
Despite the important advances that these works gained in the field, there are 
still critical challenges and unexplored issues that limit the applicability of this 
technology to WT drivetrain diagnostics. 
1. Critical masking effects of wind turbulence and converter switching on the 
electric signature were completely neglected, despite being likely to 
compromise the effectiveness of the ESA for incipient to moderate faults. 
2. The analysis of ESA performance was carried out under conditions which 
were scarcely representative of realistic WT drivetrain faults, either in terms 
of severity of the fault (often in a very degraded state), and/or operating 
conditions (especially ignoring the effect of low-speed on fault symptoms. 
3. Most of the proposed techniques are based on Hilbert transform (HT) for 
the demodulation of the electrical output. Theoretically, HT-based 
demodulation is only applicable when the Bedrosian identity (see Ref. [17], 
[18]) is satisfied (carrier frequency much higher than modulation frequency 
band). This condition is often challenged in ESA-based diagnostics of WT 
drivetrain faults. 
As a result, the effectiveness of ESA-based WT diagnostics is still not fully 
explored and validated. 
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1.2 RESEARCH PROBLEM 
The main research problem therefore consists of demonstrating if ESA is still a 
viable technology for WT drivetrain diagnostics, under realistic fault and operating 
conditions. 
The ESA-based approach, being a comparatively new method of WT diagnostics 
requires further investigation on the three issues of: 
1. Detection of realistic faults in realistic operating conditions; 
2. Effect of masking components (wind turbulence and converter noise) on 
electrical signatures; 
3. Demodulation error in case of low frequency carrier (compared to 
modulation), i.e. violated Bedrosian condition. 
In order to properly address needs of this investigation and compare the 
effectiveness of ESA with more traditional techniques, it is necessary to apply ESA in 
a realistic test-environment with a series of different defects at different stages of fault 
progression. Given the impracticality of a full-scale WT test, which would require 
seeding a series of different defects on expensive drivetrain components, a suitable 
mixed numerical-experimental approach must be developed. 
1.3 AIM AND OBJECTIVES 
The aim of this thesis is to advance ESA-based diagnostics to ensure its 
capability of detecting realistic faults in large WT drivetrains in realistic conditions. 
To achieve this goal, this research will be focused on the following objectives: 
 Assess the magnitude of the main theoretical obstacle for ESA-based WT 
drivetrain diagnostics (i.e. demodulation in violated Bedrosian conditions) 
and propose mitigation measures. 
 Develop a realistic WT model with capability to simulate typical drivetrain 
mechanical faults, WT characteristic masking effects and realistic full-scale 
dynamics. 
 Develop advanced signal processing methodologies, which take into 
account the phenomenology of realistic faults and the signal characteristics 
introduced by realistic operating conditions. 
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 Validate the proposed diagnostic approach on a smaller-scale test-rig, but 
with realistic faults and operated in the typical speed range of a large-scale 
WT. 
1.4 SCOPE OF RESEARCH 
This thesis focuses on the advancement of ESA-based technique for the 
diagnostics of large-scale synchronous generator-based WT drivetrain. In particular, it 
proposes both a theoretical study in the field of electrical signal processing, and a 
detailed numerical/experimental investigation of ESA capabilities and limitations.  
The research considers specific drivetrain mechanical faults typical of a large-
scale WT drivetrain: mass and aerodynamic imbalance, gear tooth cracks and main 
bearing faults. Model simulations and experimental tests have been often used to 
complementarily cover most aspects of a realistic drivetrain fault situation. This study 
uses a WT configuration with permanent magnet synchronous generator (PMSG). 
The theoretical part of this research is developed based on the choice of using 
HT-based demodulation. This choice, over other demodulation approaches such as 
spectral-shifting or Teager-Kaiser Energy Operator (TKEO) is motivated by the fact 
that HT-based demodulation remains the dominant technique used by researchers and 
technicians for diagnostic purposes (see detailed literature review in Chapter 3). 
All the numerical simulations and data analysis, presented in this thesis, are done 
in the Simulink and MATLAB programming environment. 
1.5 ORIGINALITY AND SIGNIFICANCE OF CONTRIBUTIONS 
The main contributions of this work extend the applicability of ESA for an 
efficient and reliable CM of WTs in real-world situations. In particular, the 
developments presented in this thesis allow the evaluation of key real-world effects 
previously neglected and make therefore possible a conscious application of ESA for 
the detection of drivetrain faults. The main extensions to ESA applicability are the 
following: 
 A theoretical study has assessed the case of violated Bedrosian identity while 
performing HT-based demodulation and provided an analytical expression 
of maximum expected demodulation error. Furthermore, it proposes a 
potential method for compensating this error. This mitigation technique 
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extends the applicability of HT-based demodulation to the numerous WT 
drivetrain fault situations where the Bedrosian theorem is not satisfied. 
 An electromechanical model of WT with integrated drivetrain faults has been 
proposed, which has been utilized to assess the performance of ESA 
technique under real-world masking effects (converter switching-induced 
noise and wind turbulence-induced speed fluctuations). The developed 
electromechanical model of WT, able to reproduce realistic WT operation 
and to simulate drivetrain faults, will remain as a valuable starting point for 
the validation of diagnostic techniques and the development of future 
research in this field. 
 The work has developed signal models to represent three typical drivetrain 
faults (i.e. mass imbalance, bearing fault, gear tooth crack) in the electrical 
output of generator. These models are also validated with ad hoc 
experimental measurements of speed and generator current. 
 Based on these signal models and considering realistic operating conditions, 
novel ESA-based fault detection methodologies are proposed. 
 Novel experimental conditions have been tested, reproducing realistic faults 
in realistic WT speed ranges. In particular, for the first time ESA has been 
applied to a gear tooth crack (rather than missing tooth), and a bearing 
located externally to the generator (rather than internally). These differences 
are highly significant in terms of both typology and magnitude of the 
expected fault symptoms. 
1.6 THESIS OUTLINE 
The topics discussed in this thesis is graphically represented by the following 
diagram (Figure 1.1) and used throughout the thesis as a content tracker. 
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Figure 1.1 Graphical outline of the topic of discussion  
The remainder of this thesis is organized as follows. 
In Chapter 2, a literature review is performed with an aim of identifying the 
specific research gaps in the field of this study. The review includes: a description of 
the usual WT drivetrain components, a WT drivetrain reliability study, a discussion of 
current condition monitoring systems (SCADA and CM system) with their application 
to the most typical drivetrain faults, and a survey of existing WT simulation models. 
The chapter concludes with a summary, which allows the identification of the main 
research gap. 
Chapter 3 is aimed at assessing the effectiveness of the traditional HT-based 
demodulation when the Bedrosian identity is not satisfied. It performs an analytical 
study to quantify the demodulation error in both mono- and multi-harmonic case, and 
proposes a numerical validation. The chapter ends proposing a potential solution to 
mitigate this demodulation error. 
Chapter 4 investigates the mechanical phenomenology of typical WT drivetrain 
faults to identify their possible effects in the generator electrical outputs. The chapter 
is divided into subsections covering: rotor imbalance (both mass and aerodynamic), 
bearing faults, and gear tooth cracks. Each of these sections proposes a model for the 
effect of each fault on rotor speed. A final section discusses how these speed 
fluctuations affect the generator output. 
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In Chapter 5, ESA-based techniques for detection of the drivetrain faults are 
developed based on the signal models proposed in the previous chapter. After a brief 
introduction of the main signal processing tools, a systematic methodology for the 
ESA-based diagnostic of each fault is proposed. Finally, the chapter covers the 
methodologies followed by the two alternative technologies for WT diagnostics: 
instantaneous angular speed and vibration. 
Chapter 6 represents the modelling and simulation component of this work and 
it is ultimately aimed at assessing the impact of masking components not easily 
reproducible in experimental tests. The chapter begins with the development of a full 
electromechanical WT model based on previously proposed models of WT 
subsystems. Then, the integration of typical drivetrain faults models is discussed in 
detail and the expected fault signature is summarized. The following sections discuss 
the analysis of simulation results with and without faults, highlighting the effect of the 
two main masking effects: converter switching and wind turbulence. The chapter 
concludes with a brief section discussing a potential mitigation of the masking effects. 
Chapter 7 presents the experimental activity conducted in this thesis. After a 
brief introduction of the experimental test-rig and some pre-processing measures, this 
chapter provides an experimental validation of the theoretical results obtained on HT-
based demodulation error in Chapter 3. Finally, a series of subsections analyses the 
experimental results obtained with mass imbalance, bearing defect, and gear tooth 
crack. 
Finally, Chapter 8 summarizes the main outcomes of this thesis. 
1.7 LIST OF JOURNAL AND CONFERENCE PAPERS 
Two journal articles have been published so far based on the research presented 
in this thesis, which are listed below: 
 M. R. Shahriar, P. Borghesani, G. Ledwich, A. C. C. Tan, Performance 
analysis of Electrical Signature Analysis-based diagnostics using an 
electromechanical model of wind turbine, Renewable Energy (In press). 
(available online: April 17 2017) 
 M. R. Shahriar, P. Borghesani, R. B. Randall, A. C. C. Tan, An assessment 
of envelope-based demodulation in case of proximity of carrier and 
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modulation frequencies, Mechanical Systems and Signal Processing 96 
(2017) 176-200. 
The following two papers have been presented at international conferences and 
published in associated conference proceedings: 
 M. R. Shahriar, P. Borghesani, A.C.C. Tan, Speed-based diagnostics of 
aerodynamic and mass imbalance in large wind turbines, Advanced 
Intelligent Mechatronics (AIM), 2015 IEEE International Conference on, 
2015, pp. 796-801. 
 M. R. Shahriar, P. Borghesani, A.C.C. Tan, Comparison of the sensitivity of 
different sensor technologies to imbalance severity in low speed wind 
turbines, Proceedings of the 10th World Congress on Engineering Asset 
Management (WCEAM 2015), Springer International Publishing, Cham, 
2016, pp. 563-571. 
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Chapter 2: Literature Review 
This chapter starts with a brief description of typical WT layout. It is then 
followed by discussion of reliability of drivetrain components. Based on this 
discussion, the drivetrain components that require continuous monitoring are 
identified. It then discusses traditional CM techniques that are used to monitor these 
components. The ESA-based techniques that are available to monitor the drivetrain 
components are also discussed. At the end of this chapter the major areas of improving 
ESA are identified which would lead to the contribution of this thesis. 
2.1 WT DRIVETRAIN 
The WT works as a means of converting the kinetic energy of wind into electrical 
energy. In this process, the blades of a WT play the most important role. Due to the 
curved shape of a blade, the speed of wind is lower under its curved side compared to 
the one above. According to the Bernoulli’s principle, this speed difference results in 
higher pressure under the curve [19]. As a result of the pressure difference a net lift 
force is applied on the blade. As the force acts at a distance from the rotor shaft, it 
produces a torque which is utilized for spinning the rotor system. The rotor then 
transfers the mechanical energy, either directly or through a gearbox, to the generator 
where it is converted into electricity. 
The drivetrain of a WT consists of the rotor shaft and its supporting bearings, 
gearbox (if present), brake system, generator and associated coupling [20]. Gearbox 
of a typical large-scale WT drivetrain has one or more low speed planetary stages along 
with one or more high-speed parallel stages to transfer mechanical power from the 
low-speed rotor shaft to the high-speed generator shaft. However, the drivetrain of a 
typical direct-drive WT generally uses a synchronous generator, which is directly 
coupled to the hollow rotor shaft supported by one or more bearings. These two 
drivetrain configurations are illustrated in Figure 2.1.  
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(a) (b) 
Figure 2.1. WT drivetrain: (a) gearbox-driven [20], (b) direct-drive [21] 
The type of components of a WT drivetrain may vary depending on the WT 
operating range. Major WT configurations are primarily divided into two groups: fixed 
speed and variable speed, and their types are shown in Figure 2.2 [19]. The drivetrain 
of a fixed speed WT (Type 1) contains a multi-stage gearbox along with a squirrel-
cage induction generator (SCIG) which runs in a narrow speed range over the 
synchronous speed. It uses stall-regulated machines to operate at a constant speed and 
thus able to feed power at grid frequency. Due to poor aerodynamic efficiency, this 
concept gets less interest in the present market. On the contrary, the variable speed WT 
offers the controllability of turbine speed to optimize power production. The variable 
speed WTs can be further divided into two groups: indirect drive (i.e. drivetrain 
containing a gearbox) and direct drive (i.e. without any gearbox). Among the gearbox-
driven configurations, the wound-rotor induction generator-based (WRIG-based) WTs 
(Type 2) have converter-controlled rotor resistance which allows them to operate 
within a speed range of less than 10 percent above the synchronous speed [22]. The 
doubly fed induction generator-based (DFIG-based) variable speed concept (Type 2) 
also has a gearbox and has the ability to vary the speed in a range of 30 percent around 
the synchronous speed. It requires a grid-connected power converter with a rating of 
25-30 percent of the full capacity to power its rotor circuit. Both WRIG- and DFIG-
based WTs have the ability to feed power directly to the grid without any frequency 
conversion. In contrast, a full-capacity power converter can be utilized in the gearbox-
driven WTs (after the generator) to increase the range of operating speed. This WT 
configuration (Type 3) uses high-speed SCIG, wound-rotor synchronous generator 
(WRSG) or PMSG. Similar to the DFIG, the rotor circuit of a WRSG also requires 
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power supply to produce magnetic field. On the other hand, magnetic field inside a 
PMSG is produced by the permanent magnets installed on the PMSG rotor. This WT 
configuration has the ability to operate within the full speed range (above 0 percent to 
100 percent of synchronous speed). However, this type of WT configuration requires 
a full-scale converter to perform frequency conversion so that power transfer to the 
grid can be done at the grid frequency. In direct-drive configuration (Type 4), the 
gearbox is discarded by introducing a low-speed synchronous generator (WRSG or 
PMSG type) with high number of poles. However, to accommodate higher number of 
poles, the size and weight of the generator are needed to be increased. This WT 
configuration also requires a full-scale power converter to supply power at the grid 
frequency. 
 
Figure 2.2. WT configurations [19] 
Within the wind industry, interest in the drivetrain configuration has been 
changing over time. It is evident from the literature that, during the last two decades, 
the DFIG-based WT was the leading trend whereas the SCIG-based fixed concept had 
been losing popularity in the market [22, 23]. On the other hand, interest in the 
synchronous generator-based variable speed concepts, experienced an almost flat 
market share in the past two decades, although it appears to be growing within the 
wind industry in recent years, especially after introduction of the offshore wind farms. 
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Among the synchronous generator-based concepts, the PMSG-based WTs are more 
attractive due to their higher efficiency and less weight compared to similar scale 
WRSG-based configurations [24]. The PMSG-based drivetrain with simplified 
gearbox is also another emerging WT configuration. In a recent study, it has been 
reported that, among the newly released WT models (especially developed for offshore 
installation), 50 percent of the WT configurations are of PMSG-based direct drive type 
whereas 25 percent of them have PMSG with simplified gearbox and other 25 percent 
is based on DFIG [25]. 
2.2 RELIABILITY OF DRIVETRAIN COMPONENTS  
A number of studies have been performed so far to assess reliability of the WT 
components. As the focus of this work is on the WT drivetrain, greater emphasis will 
be given to the drivetrain component during the discussion and it will be compared to 
other components of the WT to identify the need for their CM.   
To identify critical WT components for CM, reliability of different WT 
components will be discussed in this section. In fact, WT failure records are 
confidential data to the WT operators. As a result, many sources of WT reliability 
information are not available. In this section, focus will be given to three most 
comprehensive failure statistics available in the existing literature. 
 WMEP: It contains reliability information of 1500 onshore WT collected 
over the period from 1989 to 2006. It was accomplished by the Fraunhofer 
IWES based on 64,000 incident reports [26]. 
 LWK: It includes failure records of more than 650 onshore WTs collected 
during the period of 1993 to 2006 [26]. 
 Wind Stats: A statistics representing failure of 27000 WTs, ranging from 
500 kW to 5 MW, from three different countries, Denmark, Germany and 
Sweden. It covered the time period from 2003 to 2009 [20, 27]. 
A collective presentation of failure rate as well as down time for the two major 
survey, WMEP and LWK, is given in Figure 2.3 [28]. From these data it is evident 
that, the control and electrical sub-systems contribute mostly in the failure rate with 
moderate down time.  
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On the other hand, higher down time is observed for the rotor hub and drivetrain 
components like generator gearbox and main shaft modules. The downtime is a crucial 
factor for the WT industry as it affects the overall profitability of the WT. In addition, 
collective failure rate of the rotor and drivetrain components are also noticeable. For a 
more recent scenario, the Wind Stats data for aggregated downtime and failure rate are 
shown in Figure 2.4 and Figure 2.5, respectively [20, 27]. A similar conclusion, as 
stated above, can also be made from these statistics. The drivetrain components (main 
bearing, gearbox and generator) along with the rotor cause most of the downtime. In 
addition, cumulative failure rate of these components is approximately 35 percent, 
which is just above the failure rate of the electrical system (30 percent). Furthermore, 
Hyers et al. reported in [29] that the cost of the drivetrain and rotor components 
accounts for about 60 percent of the total WT cost. Moreover, reliable operation of 
these components is also crucial for structural stability of a WT. These factors: higher 
downtime, moderate collective failure rate, high capital cost and importance in 
structural stability, clearly indicate requirement of CM system for these drivetrain 
components. Therefore, this thesis will particularly focus on the CM of these 
components. 
 
Figure 2.3. Failure rate and downtime from two major surveys WMEP and LWK over 13 years [28]  
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Figure 2.4. Aggregated downtime caused by per turbine subsystem from 2003-2009 published in 
Wind Stats Newsletter [20] 
 
Figure 2.5. Annual failure frequency per turbine subsystem for the year 2009 published in Wind Stats 
Newsletter [27] 
2.3 SCADA-BASED MONITORING AND DIAGNOSIS 
As mentioned in Section 1.1, SCADA-based condition monitoring is one of the 
major approaches that is followed, at presently, in the WT industry. The SCADA is a 
conventional plant monitoring system that allows its user to monitor operational 
 Chapter 2: Literature Review 15 
performance of the subject of interest as well as the alarms caused due to abnormal 
value of the plant parameters. This system used to monitor important plant parameters 
at an average interval of 10 mins and send it to the control center for recording and 
visualization, where a human operator usually monitors the operational behavior of the 
system and acts accordingly. This SCADA system, when applied to individual WTs, 
performs a similar task of monitoring performance parameters like output voltage and 
current, power factor, speed and vibration of turbine and generator, temperature of 
gearbox, generator and nacelle with the help of a number of sensors. 
The survey conducted by Chen [6] summarized the present status of SCADA 
systems in the WT industry and concluded that a SCADA system needs to provide the 
user with a more efficient diagnostic facility. Also, the performance comparison of the 
SCADA system with other systems performed by Feng et al. [30] for gearbox 
monitoring made a similar conclusion. Moreover, limitations of the SCADA system 
in predicting fault is obvious in the results published by Kusiak et al. [31] which 
demonstrates that this SCADA system is able to predict a potential fault only about 60 
mins before its occurrence. In fact, the SCADA system, adopted from other industries, 
often does not sufficiently consider the particularities of WT operation. Therefore, it 
has the following limitations that signify the need for other means of monitoring and 
diagnosis approaches for a more reliable WT operational lifetime:  
 As the SCADA data are collected at a low sampling frequency and the 
parameter values are averaged over time, therefore, they cannot provide the 
in-depth continuous monitoring of the WT components [4]. 
 There is a lack of data analysis tools for SCADA based monitoring systems 
[4]. 
 SCADA data values may vary over a wide range, even due to non-stationary 
turbine operation, causing false alarms as well as making incipient fault 
detection difficult [31, 32]. 
2.4 CM SYSTEM-BASED MONITORING AND DIAGNOSIS 
The CM systems are superior for monitoring of the WT operation as they provide 
the opportunity of continuous monitoring as well as diagnosis of abnormality through 
appropriate analysis of the continuous signal. A number of CM systems are available 
commercially to monitor blades, bearings, gearbox and generator of a WT which are 
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based on vibration analysis, oil debris monitoring and fiber optic strain measurement 
[7]. Several reviews, on the recent progress of CM systems, have been published so 
far which are available in Ref. [4, 5, 8-10, 33, 34]. Based on these review articles, a 
summarized view of the potential CM systems is presented in Table 2.1.  
Table 2.1 CM system-based monitoring and diagnosis: methods and their features 
Method Components Cost Deployment Online 
Fault 
Diagnosis 
Vibration 
analysis [5, 35-
39] 
Main shaft 
Main bearing 
Gearbox 
Generator 
Nacelle 
Blades 
Tower 
Foundation 
Low In use Y Y 
Oil particle 
counter [30] 
Gearbox 
Bearing 
Low In use Y N 
Lubrication 
analysis [30, 33] 
Gearbox 
Bearing 
Medium to High In use N Y 
Shock pulse 
method [5, 40] 
Gearbox 
Bearing 
Low In use Y N 
Electric 
discharge 
measurement [5] 
Generator Low In use Y N 
Fiber optic strain 
gauges [34] 
Blades Very high In use Y N 
Acoustic 
emission 
analysis [4, 5] 
Blades 
Main bearing 
Gearbox 
Generator 
Tower 
High In research Y N 
Ultrasonic 
testing [5] 
Tower 
Blades 
Low to medium On test Y N 
Shaft torque 
measurement [4, 
41] 
Blades 
Main shaft 
Main bearing 
Very high On test Y N 
Thermocouple 
[4, 30]  
Bearings 
Gearbox 
Generator 
Converter 
Nacelle 
Transformer 
Low In use Y N 
Thermography 
[4, 5] 
Blade 
Main shaft 
Main bearing 
Gearbox 
Generator 
Converter 
Nacelle 
Transformer 
Very high In research Y N 
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Method Components Cost Deployment Online 
Fault 
Diagnosis 
Electrical 
signature 
analysis [11-16] 
Main shaft 
Main bearing 
Gearbox 
Generator 
Blades 
Low In research Y Y 
 
The present approach of CM requires numerous expensive sensors to perform 
overall monitoring of the WT operation. In Figure 2.6 different sensor locations for a 
typical CM system are shown graphically [4]. 
 
Figure 2.6. Sensor positions of a typical WT CM system [4] 
As shown above, at present vibration-based CM techniques are mostly applied 
for the drivetrain shaft, gearbox, bearings and tower of the WT [5]. These techniques 
usually employ the statistical analysis in the time-domain or the fault signature 
identification in the frequency or joint time-frequency domain. To detect WT bearing 
faults, the envelope analysis technique is usually applied, which is discussed in [42]. 
The existing methods also use a variety of signal processing techniques such as 
wavelet analysis [5], kurtogram [43], empirical mode decomposition (EMD) [44], 
sparsogram [45], cyclic spectral analysis [46]. Similarly, for gear fault detection a 
number of methods are available. A basic method for detecting gear tooth crack was 
proposed in [47], which is based on amplitude and phase demodulation of the meshing 
vibration. Another proposed method employs spectral kurtosis of the vibration signal 
for detecting tooth crack in a planetary gear [36]. For the same purpose, Tang et al. 
utilized continuous wavelet transform (CWT) for the de-noising of vibration signal 
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and then performed a Wigner-Ville distribution based time-frequency analysis to 
identify the fault signature [37]. The discrete wavelet transform (DWT) was applied 
on the vibration data to identify the fault related frequency band and then gear fault 
diagnosis was performed by the frequency spectrum of the reconstructed signal [38]. 
Another method used EMD followed by HT for detecting gear fault under varying load 
condition and proposed TKEO as a suitable alternative [48]. For gearbox and bearing 
monitoring, another existing method is oil particle counter and lubrication analysis 
[30, 33]. The gearbox oil filter with appropriate transducer can provide the number of 
particle count, which is a condition indicator for gearbox assembly. But, the lubrication 
analysis is an expensive offline method which is used to evaluate oil properties like 
viscosity and water content. In addition, Tsai et al. [35] utilized the vibration data for 
the monitoring and detection of structural damage in the turbine blades through CWT-
based energy variation analysis technique. Research and development of this vibration 
based CM system are still in progress to increase its reliability [39]. A summary of 
different techniques used in this vibration-based CM system can be found in Refs. [4, 
5]. 
Among the other measurements, acoustic emission (AE) is promising as it 
showed the ability of early detection of structural cracks in the WT gearbox, bearing 
and blades [4, 5]. The ultrasonic testing is especially useful for the detection of blade 
and tower defect [5]. Furthermore, torque signals obtained from WT main shaft has 
also been utilized for detecting drivetrain mechanical faults [4]. A shaft torque 
observer, proposed in Ref. [41], takes the generator torque and speed to estimate the 
main shaft torque using Kalman filter theory. The estimated torque can be utilized for 
rotor imbalance diagnosis in modelling environment [41]. For the monitoring of WT 
blade system, a fiber optic strain measurement based method has been applied 
effectively [5, 34]. However, as this method is costly, research is ongoing for a more 
cost-effective solution. Temperature monitoring using thermocouples or 
thermography is another useful method for CM of different WT components. Although 
thermocouples are cheaper, thermography requires an expensive camera and is 
difficult to apply in an operating WT [4, 5]. In addition, monitoring and diagnosis 
using electrical signals are also under investigation where the current, voltage and 
power outputs of a WT are utilized to monitor the condition of WT rotor and drivetrain 
components.   
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2.5 STATUS OF ESA-BASED CM 
The concept of monitoring and diagnosis through ESA evolved from the 
conventional motor current signature analysis (MCSA) method. In case of MCSA, it 
is established that any abnormality inside the motor, such as broken rotor bar, rotor 
eccentricity or bearing damage affects the air gap length/flux density and thus 
translates to the stator current. The MCSA-based methods usually perform the 
identification of fault signature using spectral analysis of the motor current. A review 
of these MCSA techniques can be found in Refs. [49-53] 
This current signature analysis method was later applied to diagnose a number 
of faults (both electrical and mechanical) in the WTs. As the electrical output of the 
generator is a function of the rotor/ stator flux, a number of methods focused on the 
diagnosis of winding asymmetries (e.g. short circuit in stator/rotor winding) utilizing 
ESA which can be found in Refs. [4, 11, 54-62]. These techniques especially looks for 
characteristic sidebands in the current spectrum as a signature of electrical asymmetry 
as presented in Ref. [54]. Moreover, generator electrical outputs can also be utilized 
for the CM of power converters. A recent survey on these CM methods is available in 
Ref. [63]. 
ESA-based methods have also been investigated for their ability to detect 
drivetrain mechanical faults. To be aligned with the motivation of this thesis, the 
available ESA-based methods are categorized according to their ability to detect the 
following drivetrain mechanical faults: 
 Rotor imbalance; 
 Bearing defect; 
 Gearbox fault. 
2.5.1 Imbalance Detection by ESA 
Imbalanced operation of WTs is common according to published statistical 
analyses [64]. Even a perfectly balanced new rotor can develop imbalance during 
operation because of icing, moisture and water penetration, and blade structural 
damages. The traditional rotor-dynamic approach to imbalance detection, i.e. 
monitoring radial/axial oscillation of the rotor using vibration sensors mounted on the 
drivetrain components, has been extended to WTs [4]. In addition, studies have 
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suggested the possibility of imbalance detection using nacelle-mounted sensors [64, 
65].  
ESA-based techniques for imbalance detection are also available that utilizes 
electrical measurements of the generator to detect the speed variations induced by 
imbalance. In Ref. [12], a PLL was used to estimate the variable shaft rotating 
frequency from the generator current. Then signature frequency of imbalance (1xRev) 
in the estimated speed was made constant by a variable rate sampling [12]. During the 
experiment, the operating speed of the WT varied between 360 rpm and 780 rpm.  
A CWT-based energy tracking technique was proposed in Ref. [11] to detect 
rotor imbalance in the PMSG-based drivetrain. The technique defines the central 
frequency of a CWT-based adaptive filter based on the generator speed, and the filter 
bandwidth was adapted according to the speed fluctuation. However, according to the 
results, this technique demonstrated scarce sensitivity to mass imbalance.  
Fast Fourier transform (FFT) of the rotor 𝑑𝑞 current error signals, obtained from 
the machine side converter, were used in Ref. [66] to identify mechanical imbalance 
of a DFIG-based drivetrain in simulation environment. The 𝑑𝑞 current error signals 
are in fact inputs of the two PI controllers used for controlling active and reactive 
power of DFIG. The mechanical imbalance is identified by 1xRev peak in the 
frequency spectra of 𝑑𝑞 current error signals. However, this study was not followed 
by an experimental validation.  
Bivariate EMD (BEMD) based technique has been proposed in Ref. [58] where 
the third IMF of real and reactive power signals were utilized to develop two CM 
criteria for detecting rotor unbalance in PMSG-based drivetrain. The result of this 
technique demonstrated improvement in detecting imbalance compared to that of 
EMD- and wavelet-based energy tracking techniques. 
2.5.2 Bearing Defect Detection by ESA 
A comparative study to detect bearing fault using instantaneous frequency (IF) 
is reported in Ref. [67]. The IF was obtained from three different sensor measurements 
(accelerometer, encoder and current sensor). The performance of detecting bearing 
outer race defect using the three IFs were compared. While, for encoder, the IF was 
calculated directly from its output angle, it was obtained by frequency demodulation 
of the gear-mesh component in case of vibration signal (obtained by accelerometer). 
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Similarly, for current sensor, the IF was determined by frequency demodulation of the 
current signal. While the Ball passing frequency outer race (BPFO) component was 
evident in the IF spectrum obtained from all three sensors, it demonstrated best 
detectability for vibration signal case. However, the faulty bearing was internal to the 
machine, which was operated at an average speed of 1483 rpm during the test. 
A number of other available ESA-based techniques perform detection of WT 
bearing defect using HT-based demodulation of the current signal. For example, a 
bearing fault detection technique for IG-based drivetrain was proposed in Ref. [68] 
utilizing HT-based amplitude demodulation followed by statistical tests. The 
technique takes the envelope of the stator current as the health status indicator for the 
generator internal bearing. Decision of a faulty situation is confirmed by comparing 
the variance of current envelope against a predefined threshold. However, as 
mentioned, the fault was tested on the internal bearing of the IG. During the test, as 
reported, operating speed of the machine shaft was 2780 rpm. 
Shaft speed invariant power spectral density (PSD) of the current demodulated 
signal is utilized in Ref. [13] for the diagnosis of bearing faults in case of a small 
PMSG-based direct-drive WT. However, due to compact architecture of this small 160 
W WT, the fault had to introduce on a bearing that directly supported the rotor of the 
WT. As a result, it does not represent an external bearing fault in a drivetrain of a 
standard large-scale direct-drive WT. Moreover, the experiment was performed in the 
speed range of 420 – 720 rpm, which does not necessarily represent the operating speed 
range of a large-scale direct-drive WT. 
Another ESA based monitoring technique for the detection of generator bearing 
defects, in a DFIG-based drivetrain, was proposed in Ref. [15]. This technique was 
named as electrical multi-phase imbalance separation technique (eMIST) which 
calculates the sum of squares of the three phase electrical quantities (voltages/ 
currents) and then computes its spectrum. The sidebands around the fundamental 
frequency of the stator current are taken as the signature of the defect. The same 
sideband-based technique was used in Ref. [69] for the detection of gearbox bearing 
defects. In that work, using a test-rig, successful detection of inner race fault on a 
parallel stage bearing was demonstrated. Relevant field test results on 1.5 MW WTs 
were also presented. However, the technique was only investigated for detecting 
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bearing defect in a high-speed operating scenario. Therefore, its effectiveness in a low 
speed drivetrain of a direct-drive WT is not confirmed yet. 
An ESA-based technique was proposed in Ref. [14] which first obtains stator 
current homopolar component through the Clarke transform and then uses the 
Ensemble EMD (EEMD) to decompose it. After decomposition, variance of dominant 
intrinsic mode function (IMF) was considered as an indicator for bearing fault 
detection. However, the indicator was found to be load dependent. This work used the 
same test-rig as Ref. [68] where the fault was seeded on the internal bearing of the 
induction machine. As reported, the operating speed, during test, was 2780 rpm. 
2.5.3 Gear Fault Detection by ESA 
A comparative study to detect gear tooth surface wear using vibration, acoustic 
pressure (detected by a microphone) and stator current signal was performed in Ref. 
[70]. The study demonstrated that, gear tooth wear fault can be detected by the 
harmonics of the faulty gear’s shaft speed in the envelope SPSD (squared power 
spectral density) of vibration/ acoustic signal. This is possible because the defected 
tooth works as a source of impact when it comes into contact with the other gear. This 
was justified by the periodic impulses spaced at faulty shaft’s time period in the time 
domain vibration signal. Therefore, the consequence of this defect was seen as an 
increase in transmission error and resulting speed fluctuation. The defect was expected 
to cause phase modulation in the current signal. The resulting sidebands were expected 
around the fundamental electrical frequency distanced by the shaft rotating 
frequencies, gear meshing frequencies (GMFs) and their sidebands. However, among 
these different sideband components, signature specific to the fault, i.e. sidebands of a 
GMF harmonics, could not be distinguished clearly due to the noise level of the current 
signal. 
In Ref. [57] an ESA-based technique was proposed which was composed of two 
components: a criterion, calculated from the de-noised torque and speed signal 
utilizing DWT, to detect any change in WT drivetrain and CWT of current and power 
signal to identify the characteristic fault frequencies of gear eccentricity. However, the 
test result was not validated by a practical examination of the gearbox. 
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The technique (eMIST) developed in Ref [15] was also investigated for detecting 
gear defect. The DFIG-based drivetrain was utilized for validating the technique in 
case of only gear wear (in all teeth) in the parallel stage of the gearbox.  
Detection of gear fault (in a two-stage gearbox) by generator current output was 
performed in Ref. [16]. In this technique, phase demodulation of the current signal was 
followed by estimation of its instantaneous frequency (IF). To detect a missing gear 
tooth, it utilized the normalized power of the three shaft frequency components (related 
to the three shafts of the gearbox), obtained from the scaled PSD of the IF. However, 
this same fault signature can also appear when the gear is eccentric. 
Based on the fact that any gear defect causes both amplitude and frequency 
modulation of the current signal, demodulation of both type was applied on current 
signal in Ref. [71]. The demodulated signal spectrum was investigated for detecting 
one or two missing gear-teeth in the gear associated with the output shaft. The 
amplitude demodulation result was not found sensitive to the gear fault severity. In the 
frequency demodulated current signal, the faulty gear’s GMF and twelfth harmonics 
of the motor current frequency were reported as sensitive to gear fault but it was not 
supported by any theoretical justification. 
While performing ESA-based CM, the existing methods mostly use one phase 
current out of the three phases of a WT generator. Only a few methods are available 
which utilize the three phase currents. In this case the dq transformation is performed 
first, which, in steady state condition, turns the three-phase AC variables (of the abc 
stationary frame) into two phase DC variables (in dq rotating frame). These methods 
then perform ESA by spectral analysis of the dq quantities. However, the dq reference 
frame-based methods require instantaneous angle measurement between the dq frame 
(locked with the rotor of the generator) and the abc stationary frame to perform the 
transformation. 
The dq transformation results in the removal of the main electrical frequency 
from the signal (akin to an amplitude demodulation). This makes less straightforward 
the application of frequency demodulation techniques for the detection of drivetrain 
faults, which are traditionally associated to periodic perturbation of the signal phase 
(e.g. gearbox tooth-cracks). Therefore, in order to preserve the full potential for both 
AM and FM based diagnostics, a single current phase is utilized to perform ESA 
throughout this work. 
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2.6 WT MODEL-BASED STUDY OF ESA-BASED DIAGNOSTICS 
It is significant from the above discussion that a number of investigations are 
available to demonstrate the potentiality of ESA-based diagnostics for the detection of 
WT mechanical faults. However, due to the complexity of the system structure, most 
of the studies have been performed on small-scale test-rigs without any feedback 
control systems and power electronic converters [11, 72, 73]. In particular, no research 
has yet reported on the robustness of ESA techniques against the masking effects of 
the multiple sources of disturbances within the complex electromechanical structure 
of a WT, which can limit the application of ESA. The necessity to investigate multiple 
operation regimes, combined with different drivetrain fault typology and severity, 
makes an experimental investigation of this phenomenon on a full-scale real WT 
prohibitively expensive and impractical. As a result, there is a lack of actual condition 
data of full-scale WT available for mutual comparison. However, controlled 
environment of numerical simulation models can provide the ideal framework to 
conduct this analysis. 
To date the most sophisticated mechanical model of horizontal axis WT is the 
“NREL offshore 5-MW baseline WT” developed on the FAST aero-elastic simulator 
by the National Renewable Energy Laboratory in Colorado [74]. Although this FAST-
based WT model is an excellent tool for the detailed simulation of WT mechanics, its 
electrical portion is over-simplified. In order to address this issue, previous studies 
have proposed to couple the FAST-based WT model with a detailed electrical model 
of an Induction generator (IG) and a grid system [75]. A PMSG-based WT model, 
based on the FAST model, has also been proposed that includes models of power 
electronic converters, PMSG and grid [76]. However, these models were developed to 
analyze the power flow and load transmission along the drivetrain, and not for 
analyzing the diagnostic capabilities of ESA. A benchmark model of WT aimed at 
investigating fault tolerant control of WTs was proposed in Ref. [77]. This later model 
includes a wind module, a simplified blade and pitch system model, a two degrees of 
freedom (DOF) drivetrain, and a torque/pitch mode controller. The limitation of this 
interesting modelling study, is the simplified electric module: the generator and 
converter are collectively represented as a first order system, without the effects of 
power electronic switching. An enhanced benchmark model, based on FAST model, 
was proposed in Ref. [78]. However, this enhanced model also preserves the 
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limitations of the previous benchmark model. Therefore, the absence of a detailed 
electrical representation of the generator and power electronics, coupled with models 
of the most common drivetrain faults, makes it impossible to investigate the realistic 
effectiveness of ESA-based detection of mechanical faults. 
2.7 SUMMARY AND RESEARCH GAP 
In case of WT condition monitoring, traditional vibration-based techniques are 
now facing competition from the ESA-based approaches which offer low cost and low 
effort of sensor installation and signal acquisition. Few studies have discussed the 
possibility of using ESA for the detection of WT drivetrain faults. Despite the 
significant results presented in these works, three main areas require further 
investigation: the detection of realistic incipient/moderate faults, the demodulation 
error resulting from the violation of the Bedrosian condition, and the effect of masking 
components such as wind turbulence and converter switching.  
Although a number of techniques have successfully detected mass imbalance 
using ESA, the realistic case of very low rotational speeds (well below 1 Hz) has not 
been investigated yet. Moreover, a comparison of ESA performance with more 
traditional techniques has not been reported so far. Regarding ESA-based bearing fault 
detection, almost all the experimental studies available in the literature consider the 
case of internal machine bearings. Detecting internal bearing faults is comparatively 
easy as they directly affect the air gap length during rotation, whereas faults in bearings 
located outside the generator produce only an indirect effect on electrical signals 
through small torque/speed disturbances. This issue has also been pointed out in a 
recent study about bearing data set development (see Ref. [79]). Moreover, there is a 
lack of research in investigating bearing defect detection in a low-speed drivetrain 
typical to direct-drive WTs. So far, ESA-based gear fault detection has been 
investigated only in the case of high severity defects, such as missing teeth, which 
produces large transmission errors. However, to prove its usefulness in WT gearbox 
diagnostics, ESA technique has still to demonstrate the ability to detect a more 
incipient gear fault (e.g. a tooth crack). 
A number of ESA-based techniques used the HT-based demodulation in the 
process of obtaining fault signatures. However, the application of this demodulation 
method is restricted by the Bedrosian identity (discussed in Chapter 3), which requires 
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the carrier frequency to be sufficiently high, compared to the modulation harmonics. 
In case of traditional vibration-based techniques, an order-of-magnitude ratio between 
the carrier and the modulation frequency is usually ensured. However, in the case of 
ESA-based techniques, scenarios may appear where the fundamental electrical 
frequency (which is the carrier in this case) might reside in close proximity with the 
fault induced modulation frequency band. Therefore, investigation is needed of the 
HT-based demodulation performance when the Bedrosian identity is not satisfied. 
The attempt to identify mechanical faults in electrical signals also requires the 
consideration of the complex electromechanical dynamics of the WT. To prove 
usefulness of the ESA in real WT drivetrain diagnostics, its performance in the 
presence of noise factors needs to be investigated. In particular, the main effects, which 
require investigation, are converter switching and wind-induced speed fluctuations, 
which could produce significant biases on the electrical signatures of typical 
powertrain mechanical faults. 
Based on the literature survey, for the advancement of ESA-based approach in 
WT drivetrain diagnostics, this thesis will focus on the following research questions 
(and sub-questions): 
 How to overcome the limitation of HT-based demodulation in case of 
violated Bedrosian identity? 
o How large is the demodulation error in this situation? 
o How to mitigate this effect?  
 How can a numerical environment be utilized for performance analysis of 
ESA-based diagnostics in presence of realistic noise sources? 
o How to obtain a suitable electromechanical model of WT? 
o What are the effects of wind turbulence and converter switching on the 
electrical signatures of mechanical faults? 
 What are the capabilities and limitations of ESA-based diagnostics for 
typical drivetrain faults? 
o How do different imbalance levels affect the generator output? 
o How does a bearing defect affect the generator output? 
o How does a gear tooth crack affect the generator output? 
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o How does ESA compare to traditional techniques for detection of 
drivetrain faults? 
This research questions will be answered in the following chapters. 
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Chapter 3: Assessment of Hilbert 
transform-based Demodulation 
Demodulation is a necessary step in the field of diagnostics to reveal faults 
whose signatures appear as an amplitude and/or frequency modulation. The Hilbert 
transform has been conventionally used for the calculation of the analytic signal 
required in demodulation. However, the carrier and modulation frequencies must meet 
the conditions set by the Bedrosian identity for the Hilbert transform to be applicable 
for demodulation. This condition, basically requiring the carrier frequency to be 
sufficiently higher than the frequency of the modulation harmonics, is usually satisfied 
in many traditional diagnostic applications (e.g. vibration analysis of gear and bearing 
faults) due to the order-of-magnitude ratio between the carrier and modulation 
frequency. However, the diversification of the diagnostic approaches and applications 
shows cases (e.g. electrical signature analysis based diagnostics) where the carrier 
frequency is in close proximity to the modulation frequency, thus challenging the 
applicability of the Bedrosian theorem. This chapter presents an analytic study to 
quantify the error introduced by the HT-based demodulation when the Bedrosian 
identity is not satisfied. Both the cases of mono- and multi- harmonic modulating 
signal with single carrier are considered for AM / AM-FM. A potential technique of 
compensating the demodulation error is also presented. The analytic study of this 
chapter is validated here by numerical simulation. Moreover, an experimental study 
has also been carried out to verify the analytical results, which will be presented in 
Section 7.3. This chapter is a fundamental component of the signal processing part of 
this thesis (see Figure 3.1). 
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Figure 3.1 Focus of Chapter 3 highlighted in grey 
3.1 HILBERT TRANSFORM-BASED DEMODULATION 
Powertrain issues such as imbalances, gear and bearing faults often cause 
amplitude and/or frequency modulation in vibration and electrical diagnostic signals. 
These fault-induced phenomena are in turn phase-locked to the shaft rotation. The 
carrier is often the resonant response of the machine structure in case of vibration and 
acoustic emission (AE) signals, and the nominal electrical output (current/voltage) in 
the case of an electric generator, e.g. the 50/60 Hz output of a DFIG-based WT.  
A demodulation process is usually required to expose the fault symptoms in 
these signals, and it is conventionally performed by a Hilbert transform [80]. The 
theory of HT-based demodulation has been historically adapted from the 
telecommunication industry, where carriers are chosen to have order-of-magnitude 
higher frequencies than the modulating signals. In this case the Bedrosian theorem 
ensures an almost perfect demodulation via HT. However, in the expanding field of 
mechanical system CM, where the frequencies of carriers and modulation are given, 
extreme combinations of carriers-modulations are challenging the Bedrosian theorem, 
i.e. in some cases the frequency of the modulating signal is close to or even higher than 
that of the carrier.  
In general, an AM/FM signal with mono-harmonic carrier is represented as: 
 𝑥(𝑡) = 𝑎𝑚(𝑡) cos(2𝜋𝑓𝑐𝑡 + 𝜙𝑚(𝑡)) (3.1) 
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where 𝑎𝑚(𝑡) is the amplitude modulation (AM) function, |𝑎𝑚(𝑡)| > 0 for any 𝑡, 𝑓𝑐 is 
the carrier frequency, and  𝜙𝑚(𝑡) is the phase modulation function. 
The determination of the quadrature signal: 
 ?̃?(𝑡) = 𝑎𝑚(𝑡) sin(2𝜋𝑓𝑐𝑡 + 𝜙𝑚(𝑡)) (3.2) 
is necessary to get the analytical signal 
 𝑥𝑎(𝑡) = 𝑥(𝑡) + 𝑗?̃?(𝑡) (3.3) 
then it is possible to recover 𝑎𝑚(𝑡) from |𝑥𝑎(𝑡)| and 𝜙𝑚(𝑡) from ∠𝑥𝑎(𝑡).  
A traditional approach to obtain the quadrature signal ?̃?(𝑡) is by applying the 
Hilbert transform operator 𝐻(∙) such that, 
𝐻(𝑎𝑚(𝑡) cos(2𝜋𝑓𝑐𝑡 + 𝜙𝑚(𝑡))) = 𝑎𝑚(𝑡)𝐻(cos(2𝜋𝑓𝑐𝑡 + 𝜙𝑚(𝑡))) = ?̃?(𝑡) (3.4) 
However Eq. (3.4) is only valid when the spectral bandwidth of 𝑎𝑚(𝑡) and 
cos(2𝜋𝑓𝑐𝑡 + 𝜙𝑚(𝑡)) are non-overlapping which is known as the Bedrosian identity 
[17].  
Since the Hilbert transform-based calculation of the analytic signal 𝑥𝑎(𝑡) is 
equivalent to the truncation of the discrete Fourier transform (DFT) to positive-only 
frequencies, it is possible to provide an intuitive interpretation of the Bedrosian 
theorem in frequency domain. The removal of all the negative-frequency components 
from the signal 𝑥(𝑡) is in fact aimed at separating the two counter-rotating complex 
exponentials from the cosine function in Eq. (3.1): 
 𝑥𝑎(𝑡) = 𝑎𝑚(𝑡)𝑒
𝑗[2𝜋𝑓𝑐𝑡+𝜙𝑚(𝑡)] (3.5) 
 
 𝑥−𝑎(𝑡) = 𝑎𝑚(𝑡)𝑒
−𝑗[2𝜋𝑓𝑐𝑡+𝜙𝑚(𝑡)] (3.6) 
and exposing the analytic signal 𝑥𝑎(𝑡) whose amplitude and phase respectively 
represent 𝑎𝑚(𝑡) and 𝜙𝑚(𝑡).  
The Bedrosian condition can be simply interpreted in this domain as the need 
for the two signal components 𝑥𝑎(𝑡) and 𝑥−𝑎(𝑡) to be respectively confined in the 
positive and negative frequency semi-axes. In other words the typical peak patterns of 
𝑥𝑎(𝑡) and 𝑥−𝑎(𝑡), composed of sidebands around the carrier frequency 𝑓𝑐, need to be  
compact compared to 𝑓𝑐 in order to avoid zero-frequency crossing and frequency 
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overlapping between 𝑥𝑎(𝑡) and 𝑥−𝑎(𝑡). The frequencies characterising the modulating 
signal are directly responsible for the spacing of the sidebands around 𝑓𝑐 and therefore 
they must be significantly lower than the carrier frequency to ensure the validity of the 
HT-based approach. Where the Bedrosian theorem is not satisfied, the result of 
demodulation would not be accurate which is mentioned in [18] and the resulting error 
is illustrated graphically. However, an analytical procedure for the error quantification 
is not provided there. 
A typical application where the Bedrosian condition is challenged is the ESA-
based diagnostics of wind-turbine drivetrains. This diagnostic approach analyses the 
generator electrical output looking for amplitude/frequency modulations of the 
nominal electrical sinewave due to faults in the components of the WT drivetrain. 
Electrical generators in the WT are often either synchronous (e.g. PMSG) or induction 
(e.g. squirrel cage induction generator) type. The voltage output of the synchronous 
and asynchronous generators has the following expression [81]: 
 𝑒𝑔(𝑡) = ϕ𝑝𝜔𝑔cos⁡(𝜔𝑠𝑡) (3.7) 
where ϕ refers to the flux per pole pair,  𝑝 is the number of pole-pairs, 𝜔𝑔 is the fixed 
mechanical shaft speed and, 𝜔𝑠 refers to the stator electrical frequency.  
In case of a synchronous generator, 𝜔𝑠 is equal to the synchronous speed, i.e. 
𝜔𝑠 = 𝑝𝜔𝑔 However, for asynchronous generator 𝜔𝑠 = 𝑝𝜔𝑔 + 𝑠𝜔𝑠 , with 𝑠 being the 
slip (𝑠 < 0 for generators). 
From Eq. (3.7) it is clear that for both generator types the voltage output will 
be both amplitude and frequency modulated when the mechanical speed of the rotor is 
variable (either owing to varying wind speed or fault related disturbances). In such 
electric generator signals, carrier and modulating frequencies can sometimes be within 
close proximity to each other. A typical example of this case is the bearings of large 
WTs when diagnosis needs to be performed by using the electrical output of the 
generator only. Here the carrier frequency can be represented by the pole pairs when 
the generator shaft speed is unity and the modulation frequency can be represented by 
the defect frequency calculated on the generator shaft. In Table 3.1 a comparison 
between the bearing defect frequencies and the number of generator pole pairs is 
provided. The defect frequencies are calculated by consulting references [82], [83], 
[84], [85], [86]  for bearing dimensions of different sized WTs and the SKF website 
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[87] for corresponding defect frequencies. The bearing series is presented here as an 
indication of the bearing contain shaft size. The number of pole pairs of the generator 
is extracted from the same references along with [23].  
Table 3.1: Comparison between generator pole pairs and bearing defect frequencies. All the 
frequencies are expressed as multiples of the generator shaft speed. 
Drivetrain 
configuration 
Bearing 
position 
WT 
size 
MW 
SKF 
Bearing 
series 
Defect modulation frequency 
Carrier 
frequency  
Inner race 
Outer 
race 
Rolling 
element 
Generator 
pole pairs 
Gearbox 
driven 
Main 
shaft 
1.5 – 2 230/600 15.78/𝑁𝑔 13.22/𝑁𝑔 11.12/𝑁𝑔 
2~4 
5 230/1250 17.31/𝑁𝑔 14.69/𝑁𝑔 12.05/𝑁𝑔 
HSS 
1.5 – 2 - 10.8 7.8 7 
5 22240 10.82 8.18 6.93 
Direct drive Main 
shaft 
1.5 248/1500 32.32 29.68 23.27 30 
2 – 3 248/900 32.313 29.687 23.464 35 
5 240/1000 17.288 14.712 12.161 100 
HSS: High speed shaft; 𝑁𝑔: gearbox transmission ratio 
The large sized gearbox driven WTs usually have high transmission ratio (e.g. 
100), and therefore their generators have a low number of poles. Despite this, the high 
transmission ration 𝑁𝑔 (in the order of 100) usually separates significantly the defect 
modulation frequencies of the main shaft bearing from the carrier. In contrast, the 
Bedrosian theorem is clearly not satisfied for the HSS bearings as the defect 
frequencies are far above the carrier frequency. 
The direct-drive configuration represents a border-line scenario, with similar 
numbers of generator poles and rolling elements in the main shaft bearing. In this case, 
due to the non-existence of a gearbox, it is expected that some configurations will 
result in a modulation frequency slightly exceeding that of the carrier, thus not 
satisfying the Bedrosian theorem. 
Moreover, localized bearing defects are always causing impulsive events that 
introduce a multi-harmonic perturbation in the shaft speed signal and a resulting 
multicomponent modulation of the nominal electrical output. In this case, the defect 
frequencies presented in Table 3.1 only represent the fundamental components of the 
modulating signals. Higher harmonics of the modulating signal can have frequencies 
greater than the carrier frequency, resulting in a scenario where the Bedrosian theorem 
is not applicable. These considerations about bearing defects in the WT main shaft and 
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gearbox can be easily extended to other drivetrain defects of similar nature (e.g. gear 
wear). In summary, the problem of frequency band overlapping (not satisfying the 
Bedrosian theorem) is possible when ESA based CM is applied in WTs. 
Despite the problems highlighted in the previous sections, HT-based 
demodulation has been widely used in the literature for the ESA-based diagnostics of 
WT drivetrain faults as mentioned in Section 2.5. However, the techniques were not 
investigated for the non-overlapping bandwidth condition (the Bedrosian theorem). 
An alternative approach of demodulation can be the use of TKEO on the 
modulated signal. However, the result obtained by applying TKEO not only includes 
the modulating signal but also an approximation error term [88]. A limiting condition 
to minimize this approximation error is the ratio between carrier and modulating 
frequency which needs to be much higher than one. A detailed investigation carried 
out in [89] reveals that, even in high frequency applications (e.g. speech signals) where 
the ratio between carrier frequency and modulating signal bandwidth is in the order of 
10 the energy separation technique based on TKEO produces a mean absolute error in 
the order of 0.1 percent. Therefore, this TKEO based demodulation approach is not 
suitable for the modulation problem under discussion. 
3.2 DEMODULATION ERROR IN CASE OF MONO-HARMONIC SIGNAL 
MODULATING MONO-HARMONIC CARRIER: ANALYTIC STUDY 
3.2.1 Demodulation of Mono-harmonic AM Signals 
The simplest case of AM consists of a mono-harmonic unit-amplitude carrier 
𝑐(𝑡) = cos(𝜔0𝑡), multiplied by a constant 𝐴0 plus a second mono-harmonic signal  
𝑚(𝑡), with amplitude 𝐵 (𝐵 < 𝐴0) and frequency 𝛾. Such signal is expressed by 
Eq.(3.8). 
 𝑥(𝑡) = 𝑐(𝑡)(𝐴0 +𝑚(𝑡)) = cos(𝜔0𝑡) (𝐴0 + 𝐵 cos(𝛾𝑡 + 𝜙)) (3.8) 
 
The signal 𝑥(𝑡) is traditionally decomposed into two components: 
 𝑥(𝑡) =
𝑥−(𝑡)
2
+
𝑥+(𝑡)
2
⁡ (3.9) 
where 𝑥+(𝑡) represents the positive frequency carrier component and its sidebands 
and 𝑥−(𝑡) represents the negative frequency carrier component and its sidebands. It 
is worth reminding that, under Bedrosian condition, 𝑥+(𝑡) is fully contained in the 
  
Chapter 3: Assessment of Hilbert transform-based Demodulation 35 
positive frequency semi-axis, thus coinciding with the analytic signal 𝑥𝑎(𝑡) (Eq. 
(3.3)). 
For the sake of brevity the case of 𝜙 = 0 is considered, with no loss of 
generalization, resulting in the expression of the two components: 
 𝑥−(𝑡) = 𝐴0𝑒
−𝑗𝜔0𝑡 +
𝐵
2
(𝑒−𝑗(𝜔0−𝛾)𝑡 + 𝑒−𝑗(𝜔0+𝛾)𝑡) (3.10) 
 𝑥+(𝑡) = 𝐴0𝑒
𝑗𝜔0𝑡 +
𝐵
2
(𝑒𝑗(𝜔0−𝛾)𝑡 + 𝑒𝑗(𝜔0+𝛾)𝑡) (3.11) 
The expression of 𝑥+(𝑡), can be further simplified as: 
 𝑥+(𝑡) = (𝐴0 + 𝐵 cos(𝛾𝑡)) ⋅ 𝑒
𝑗𝜔0𝑡 (3.12) 
Therefore, the demodulation of the signal can be obtained simply taking the 
absolute value of x+(𝑡) and removing the constant part: 
 |𝑥+(𝑡)| − 〈|𝑥+(𝑡)|〉𝑡 = 𝐵 cos(𝛾𝑡) = 𝑚(𝑡) (3.13) 
where 〈⋅〉𝑡 represents the time-average operator. In case of AM with known carrier 
frequency, this procedure is equivalent to the frequency-shift based demodulation. In 
this work, the most widely applied absolute-value transformation is preferred.   
The computation of 𝑥+(𝑡) is obtained generally using the analytic signal. 
Despite being originally defined on the basis of the Hilbert transform, the analytic 
signal 𝑧𝑎(𝑡) of the signal 𝑧(𝑡) is simply obtained from 𝑍(𝑓), the Fourier transform of 
𝑧(𝑡) as [90]: 
 𝑧𝑎(𝑡) = 𝐼𝐹𝑇{𝑍𝑎(𝑓)} with 𝑍𝑎(𝑓) = {
0⁡for⁡𝑓 < 0
𝑍(0)⁡for⁡𝑓 = 0
2𝑍(𝑓)⁡for⁡𝑓 > 0
 (3.14) 
As qualitatively anticipated earlier, when 𝛾 < 𝜔0 (Bedrosian theorem) the 
analytic signal 𝑥𝑎(𝑡) exactly coincides with 𝑥
+(𝑡), since all the three harmonic 
components of 𝑥+(𝑡) have a net positive frequency and all the three harmonic 
components of 𝑥−(𝑡) have a net negative frequency (the equality holds also for 𝜔0 =
𝛾). This is illustrated in Figure 3.2, showing the spectrum of 𝑥(𝑡) and the components 
of 𝑥+(𝑡) and 𝑥𝑎(𝑡) for 𝐴0 = 2, 𝐵 = 0.1, 𝜔0 = 20𝜋, 𝛾 = 6𝜋.  
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Figure 3.2 Spectrum of mono-harmonic AM signal (A0=2, B=0.1, ω0=20π, γ=6π):  Frequency 
components of x(t) and comparison between components of x+(t) and xa(t)  
However, if 𝛾 > 𝜔0 (contradicting the Bedrosian theorem), the left sideband of 
𝑥+(𝑡) becomes negative and the right sideband of 𝑥−(𝑡) positive, resulting in a 
difference between 𝑥+(𝑡) and 𝑥𝑎(𝑡), with the last equal to: 
 𝑥𝑎(𝑡) = 𝐴0𝑒
𝑗𝜔0𝑡 + 𝑒𝑗𝛾𝑡𝐵 cos(𝜔0𝑡) ⁡for⁡𝛾 > ⁡𝜔0 (3.15) 
An illustration of this instance is shown in Figure 3.3 where 𝐴0 = 2, 𝐵 =
0.1, 𝜔0 = 20𝜋, 𝛾 = 22𝜋. The left sideband of 𝑥
+(𝑡) is now negative which is not 
included in 𝑥𝑎(𝑡). Instead, the right sideband of 𝑥
−(𝑡) is considered in 𝑥𝑎(𝑡).  
 
 
Figure 3.3 Spectrum of a mono-harmonic AM signal (A0=2, B=0.1, ω0=20π, γ=22π): Frequency 
components of x(t) and comparison of x+(t) and xa(t) 
Therefore, the HT-based estimator of the modulating signal ?̂?𝑎(𝑡) = |𝑥𝑎(𝑡)| −
〈|𝑥𝑎(𝑡)|〉𝑡 is biased for 𝛾 > 𝜔0. Given the identity 〈|𝑥𝑎(𝑡)|〉𝑡 = 〈|𝑥
+(𝑡)|〉𝑡, the error 
in the quantification of the AM is: 
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 𝜀𝑚(𝑡) =
?̂?𝑎(𝑡) − 𝑚(𝑡)
𝐵
=
|𝑥𝑎(𝑡)| − |𝑥
+(𝑡)|
𝐵
⁡for⁡𝛾 > ⁡𝜔0 (3.16) 
Using the triangular inequality, it is possible to find an upper boundary for the 
absolute value of the error, as: 
 |𝜀𝑚(𝑡)| ≤ |
𝑥𝑎(𝑡) − 𝑥
+(𝑡)
𝐵
| ⁡for⁡𝛾 > ⁡𝜔0 (3.17) 
Using the expressions of 𝑥+(𝑡) and 𝑥𝑎(𝑡) shown in Eq. (3.12) and (3.15) 
respectively, the estimation error can be expressed as follows.   
 |𝜀𝑚(𝑡)| ≤ |sin((𝜔0 − 𝛾)𝑡)|⁡for⁡𝛾 > ⁡𝜔0 (3.18) 
The error magnitude is ensured to be in the range [0,1] and null only for 𝑡 =
2𝑘𝜋, 𝑘 ∈ ℤ. 
In Figure 3.4 and Figure 3.5 the estimation error of the HT-based estimator is 
demonstrated for 𝛾 ≤ 𝜔0 and 𝛾 > 𝜔0 respectively
1. Comparison of the actual and 
estimated modulation and corresponding estimation error is presented in Figure 3.4 (a) 
and (b) respectively, for the modulation case described in Figure 3.2. As the condition  
𝛾 < 𝜔0 is satisfied, all the components of 𝑥
+(𝑡) have positive frequency values and 
perfectly coincide with those of 𝑥𝑎(𝑡). Consequently, the modulating signal could be 
exactly estimated (Figure 3.4 a) resulting in null estimation error (Figure 3.4 b). In 
contrast, comparison of the actual and estimated modulation and corresponding 
estimation error are presented in Figure 3.5 (a) and (b) respectively for the modulation 
case (𝛾 > 𝜔0) presented in Figure 3.3. In this case, the condition  𝛾 > 𝜔0 imposes an 
exchange of sidebands between 𝑥+(𝑡) and 𝑥−(𝑡) (Figure 3.3) which causes 𝑥𝑎(𝑡) to 
include a frequency component that does not belong to 𝑥+(𝑡).  
Thus violation of the Bedrosian theorem results in an inexact estimation of the 
modulating signal as shown in Figure 3.5 (a). The consequent estimation error is 
depicted in Figure 3.5 (b) where its magnitude is restricted by the analytical limit 
determined according to Eq. (3.18). 
                                                          
 
1 The case of 𝛾 = 𝜔0 results in null estimation error as the HT-based analytic signal includes DC 
component of the spectrum. 
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(a) 
 
(b) 
 
Figure 3.4 Demodulation of a mono-harmonic AM signal (A0=2, B=0.1, ω0=20π, γ=6π): (a) actual 
modulation (red) vs. estimated modulating signal, using analytic signal (blue); (b) estimation error 
(actual vs. estimated modulation, blue) and limit identified analytically 
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(a) 
 
(b) 
 
Figure 3.5. Demodulation of a mono-harmonic AM signal (A0=2, B=0.1, ω0=20π, γ=22π): (a) actual 
modulation (red) vs. estimated modulating signal, using analytic signal (blue); (b) estimation error 
(calculated by comparing actual with estimated modulation, red) and limit (blue) identified 
analytically 
3.2.2 Demodulation of Mono-harmonic FM or AM-FM Signals 
In the case of frequency modulation (FM) a common procedure consists of 
differentiating the signal, thus obtaining an AM-FM signal, which is then demodulated 
using the approach shown in this section. In electric generator systems the modulation 
is already of mixed AM-FM nature (Eq. (3.7)), since a fluctuation of shaft speed has 
both an FM and AM effect on the generator outputs. 
A simple AM-FM modulation case is represented by a mono-harmonic 
amplitude\frequency modulation. The signal analyzed in this section is based on a 
time-variable phase: 
 𝜃(𝑡) = 𝜔0𝑡 + 𝐵 sin(𝛾𝑡 + 𝜙). (3.19) 
Therefore, the instantaneous frequency 𝜔(𝑡) = ?̇?(𝑡) in this case is: 
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 𝜔(𝑡) = 𝜔0 + 𝐵𝛾 cos(𝛾𝑡 + 𝜙) (3.20) 
A simple AM/FM signal is therefore obtained as (𝜙 = 0): 
 𝑥(𝑡) = cos(𝜃(𝑡))𝜔(𝑡) (3.21) 
Using the Bessel expansion, it is possible to obtain the following expression for 
𝑥(𝑡). 
𝑥(𝑡) = (𝜔0 +
𝐵𝛾
2
𝑒−𝑗𝛾𝑡 +
𝐵𝛾
2
𝑒𝑗𝛾𝑡)
∙ ∑
𝐽𝑛(𝐵)
2
(𝑒−𝑗(𝜔0+𝑛𝛾)𝑡 + 𝑒𝑗(𝜔0+𝑛𝛾)𝑡)
𝑛=+∞
𝑛=−∞
 
(3.22) 
where 𝐽𝜈(𝑧) is the 𝜈-th order Bessel function of the first kind. 
Rearranging the terms of Eq. (3.22) and combining the complex exponentials, 
the following equation is obtained: 
 
𝑥(𝑡) = ∑ {𝜔0𝐽𝑛(𝐵)
𝑛=+∞
𝑛=−∞
+
𝐵𝛾
2
[⁡𝐽𝑛−1(𝐵) + ⁡𝐽𝑛+1(𝐵)]} cos((𝜔0 + 𝑛𝛾)𝑡) 
(3.23) 
Utilizing recursion formula: 
 
𝐽𝜈−1(𝑧) + 𝐽𝜈+1(𝑧) =
2𝜈
𝑧
𝐽𝜈(𝑧) (3.24) 
Eq. (3.23) is simplified into: 
 
𝑥(𝑡) = ∑ (𝜔0 + 𝑛𝛾)𝐽𝑛(𝐵) cos((𝜔0 + 𝑛𝛾)𝑡)
𝑛=+∞
𝑛=−∞
 (3.25) 
Equation (3.25) shows that the AM/FM signal is composed of the same 
harmonics of the corresponding pure FM signal, weighted by their frequency 𝜔𝑛 =
𝜔0 + 𝑛𝛾. This result does not come unexpected, since the AM/FM signal is obtained 
by differentiation of the FM signal itself. The AM/FM signal of Eq. (3.25) can be 
expressed as the sum of two components, as done for the AM signal of the previous 
section: 
 𝑥(𝑡) =
𝑥−(𝑡)
2
+
𝑥+(𝑡)
2
 (3.26) 
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with: 
 𝑥−(𝑡) = ∑ (𝜔0 + 𝑛𝛾)𝐽𝑛(𝐵)𝑒
−𝑗(𝜔0+𝑛𝛾)𝑡
𝑛=+∞
𝑛=−∞
 (3.27) 
 
 𝑥+(𝑡) = ∑ (𝜔0 + 𝑛𝛾)𝐽𝑛(𝐵)𝑒
𝑗(𝜔0+𝑛𝛾)𝑡
𝑛=+∞
𝑛=−∞
 (3.28) 
Following the same steps backwards, it is possible to demonstrate that: 
 𝑥+(𝑡) = ⁡𝜔(𝑡)𝑒𝑗𝜃(𝑡) (3.29) 
and therefore the AM/FM modulating signal 𝑚(𝑡) = 𝐵𝛾 cos(𝛾𝑡 + 𝜙) , 𝜙 = 0 is 
extracted by standard amplitude demodulation: 
 𝑚(𝑡) = |𝑥+(𝑡)| − 〈|𝑥+(𝑡)|〉𝑡 (3.30) 
Differently from the AM case, however, the condition 𝛾 < 𝜔0 is not sufficient 
to ensure ideal demodulation with the analytic signal 𝑥𝑎(𝑡). In fact, the presence of a 
theoretically infinite series of sidebands in the Bessel expansion of 𝑥+(𝑡) results in the 
inequality 𝑥𝑎(𝑡) ≠ 𝑥
+(𝑡), even for 𝜔0 ≫ 𝛾. This inequality is actually only a 
formality if 𝜔0 ≫ 𝛾, but needs to be considered otherwise. The actual expression of 
the analytic signal 𝑥𝑎(𝑡) is in fact: 
 
𝑥𝑎(𝑡) = ∑ (𝜔0 + 𝑛𝛾)𝐽𝑛(𝐵)𝑒
𝑗(𝜔0+𝑛𝛾)𝑡
𝑛=∞
𝑛≥−𝜔0/𝛾⁡⁡
+ ∑ (𝜔0 + 𝑛𝛾)𝐽𝑛(𝐵)𝑒
−𝑗(𝜔0+𝑛𝛾)𝑡
𝑛<−𝜔0/𝛾
𝑛=−∞
 
(3.31) 
The frequency spectrum of a typical mono-harmonic AM-FM signal is presented 
in Figure 3.6 for 𝐵 = 0.1, 𝜔0 = 20𝜋, 𝛾 = 6𝜋. It is evident that, although 𝛾 < 𝜔0 the 
components of 𝑥+(𝑡) extends to the negative frequency region which makes it 
different from 𝑥𝑎(𝑡) and violates the Bedrosian theorem. 
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Figure 3.6 Spectrum of mono-harmonic AM-FM signal (B=0.1, ω0=20π, γ=6π):  Frequency 
components of x(t) and comparison between components of x+(t) and xa(t) 
The error introduced by the use of 𝑥𝑎(𝑡) as a proxy for 𝑥
+(𝑡) has an upper bound 
in the normalised difference between the two signals (triangular inequality): 
The difference between the analytic signal 𝑥𝑎(𝑡) and 𝑥
+(𝑡) is calculated using 
Eq. (3.28) and (3.31). 
Defining 𝑘 = ⌊𝜔0 𝛾⁄ + 1⌋ (i.e. 𝜔0 ≤ 𝑘𝛾, the 𝑘-th left sideband of 𝑥
+(𝑡) is the 
first negative-frequency harmonic) the expression of the difference between the 
analytic signal and 𝑥+(𝑡) is: 
 𝑥𝑎(𝑡) − 𝑥
+(𝑡) = −2𝑖 ∑ (𝜔0 + 𝑛𝛾)𝐽𝑛(𝐵) sin((𝜔0 + 𝑛𝛾)𝑡)
𝑛=−𝑘
𝑛=−∞
 (3.33) 
Using the series expansion of 𝐽𝜈(𝑧) and truncating at the first term 
(approximation good for small 𝑧): 
 𝐽𝜈(𝑧) ≈
(−𝑧)|𝜈|
2|𝜈||𝜈|!
 (3.34) 
and utilizing the properties: 
 
|𝜀𝑚(𝑡)| =
|?̂?𝑎(𝑡) − 𝑚(𝑡)|
𝐵𝛾
= ⁡
||𝑥𝑎(𝑡)| − |𝑥
+(𝑡)||
𝐵𝛾
≤ ⁡
|𝑥𝑎(𝑡) − 𝑥
+(𝑡)|
𝐵𝛾
⁡ 
(3.32) 
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 𝐽−𝜈(𝑧) = (−1)
𝑣 ⋅ 𝐽𝜈(𝑧) (3.35) 
the following approximate formula is obtained 
 𝑥𝑎(𝑡) − 𝑥
+(𝑡) ≈ 𝑖 ∑(𝑛𝛾 − 𝜔0)
(−𝐵)𝑛
2𝑛−1𝑛!
sin((𝜔0 − 𝑛𝛾)𝑡)
𝑛=∞
𝑛=𝑘
 (3.36) 
Again, for small values of 𝐵 (narrow band modulation), the first term (𝑛 = 𝑘) 
dominates the sum, leading to a second approximation: 
 𝑥𝑎(𝑡) − 𝑥
+(𝑡) ≈ 𝑖(𝑘𝛾 − 𝜔0)
(−𝐵)𝑘
2𝑘−1𝑘!
sin((𝜔0 − 𝑘𝛾)𝑡) (3.37) 
Removing the time dependency, (sin 𝜃 = 1), an approximate quantification of 
the maximum error is obtained: 
The error magnification factor 𝑓𝑘(𝐵) strongly depends on the order 𝑘 of the first 
sideband of 𝑥+(𝑡) crossing to the negative frequency semi-axis, as shown in Table 3.2. 
The factor 𝑓𝑘(𝐵)⁡is a general approximate upper bound for the demodulation error, 
independently of the term 𝑘 − 𝜔0 𝛾⁄ , which is always 0 < 𝑘 − 𝜔0 𝛾⁄ ≤ 1. This 
approximation is valid only under the hypothesis of small values of 𝐵, as discussed in 
the approximation of Eq. (3.37) and qualitatively visible in Table 3.2, whose rows 
qualitatively represent the estimation error magnitudes for the subsequent sidebands 
for different levels of 𝐵. 
Table 3.2. Maximum values of the HT-based estimation error (in percent) for selected 𝑘, 𝐵. 
 𝑘 = 1 𝑘 = 2 𝑘 = 3 𝑘 = 4 
 𝑓1(𝐵) = 1 𝑓2(𝐵) = 𝐵 4⁄  𝑓3(𝐵) = 𝐵
2 24⁄  𝑓4(𝐵) = 𝐵
3 192⁄  
𝐵 = 0.001⁡rad 100 % 0.03 % 0.00 % 0.00 % 
𝐵 = 0.010⁡rad 100 % 0.25 % 0.00 % 0.00 % 
𝐵 = 0.100⁡rad 100 % 2.50 % 0.04 % 0.00 % 
𝐵 = 0.500⁡rad 100 % 12.50 % 1.04 % 0.07 % 
𝐵 = 1.000⁡rad 100 % 25.00 % 4.17 % 0.52 % 
 
 
max
𝑡
|𝜀𝑚(𝑡)| ≤
𝑘𝛾 − 𝜔0
𝐵𝛾
𝐵𝑘
2𝑘−1𝑘!
= (𝑘 −
𝜔0
𝛾
)
𝐵𝑘−1
2𝑘−1𝑘!
= (𝑘 −
𝜔0
𝛾
)𝑓𝑘(𝐵) 
(3.38) 
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It is clearly evident from Table 3.2 that under the hypothesis of small 𝐵, a 
significant error magnitude is only possible when the modulating signal frequency is 
higher than the carrier (i.e. 𝛾 > 𝜔0), otherwise the demodulation can be considered 
effective (Bedrosian theorem is applicable). A comparison between the actual and 
estimated modulation and resulting estimation error for two different modulation cases 
(𝛾 > 𝜔0) is presented in Figure 3.7 for 𝐵 = 0.001, 𝜔0 = ⁡20𝜋⁡ and  𝜙 = 0. In 
Figure 3.7 (a) and (c) 𝛾 = 22𝜋 whereas for Figure 3.7 (b) and (d) 𝛾 = 38𝜋. The 
consequence of the HT-based demodulation (using 𝑥𝑎(𝑡) as analytic signal) is evident 
in both Figure 3.7 (a) and (b) showing inexact approximation of the modulating signal 
as the Bedrosian theorem is disobeyed. In both cases the first left side band of 𝑥+(𝑡) 
falls in the negative frequency semi-axis (i.e. 𝑘 = 1),  therefore the error magnification 
factor 𝑓𝑘(𝐵) equals 1 and the maximum error magnitude is defined by (1 −
𝜔0
𝛾
). The 
increase of this latter term clearly depends on how much greater is the modulating 
frequency compared to the carrier and causes the error magnitude to increase as the 
distance between carrier and the first left side band of 𝑥+(𝑡) in the negative frequency 
semi-axis increases. For example, a ratio of 𝜔0/𝛾 = 0.91 results in maximum error 
magnitude of 9.0 percent (Figure 3.7 c) whereas this magnitude grows to 47.0 percent 
(Figure 3.7 d) for a 𝜔0/𝛾 ratio of 0.53.  
A more comprehensive illustration of maximum error magnitude dependency on 
the ratio 𝜔0/𝛾 is provided in Figure 3.8. It should be mentioned that the phase 𝜙 of 
the modulating signal 𝑚(𝑡) varies between zero and 2𝜋 to get possible maximum 
estimation error. The error amplitude calculated according to Eq. (3.38) reasonably 
approximates the maximum magnitude of actual estimation error except for the case 
𝛾 = 2𝜔0. This is due to the fact that, in this particular case, the first left side band of 
𝑥+(𝑡) is masked by the negative frequency carrier and vice versa, causing a decrease 
of the estimation error as shown in Figure 3.9.   
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(a) 
 
(b) 
 
(c) 
 
(d) 
 
Figure 3.7 Demodulation of a mono-harmonic AM-FM signal (B=0.001, ω0= 20π, γ=22π (a, c) and 
38π (b, d), ϕ=0): (a) actual modulation (red) vs. estimated modulation (blue) for γ=22π; (b) actual 
modulation (red) vs. estimated modulation (blue) for γ=38π; (c) estimation error (calculated by 
comparing actual with estimated modulation, red) and limit identified analytically (blue) for γ=22π, 
(d) estimation error (calculated by comparing actual with estimated modulation, red) and limit 
identified analytically (blue) for γ=38π 
 
  
 
Figure 3.8 Comparison between actual and analytical limit of maximum estimation error for different 
ω0/γ ratios (B=0.001, ω0=20π, γ>ω0, ϕ adjusted between 0 and 2π 
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Figure 3.9 Demodulation of a mono-harmonic AM-FM signal (B=0.001, ω0= 20π, γ=40π, ϕ=0): (a) 
actual modulation (red) vs. estimated modulation (blue), (c) estimation error (calculated by comparing 
actual with estimated modulation, red) and limit identified analytically (blue) 
3.3 DEMODULATION ERROR IN CASE OF MULTI-COMPONENT SIGNAL 
MODULATING MONO-HARMONIC CARRIER: NUMERICAL 
INVESTIGATION 
This section investigates the case of multicomponent modulation by extending 
the analysis of previous section and providing numerical examples. It should be 
mentioned here that, in this multi-component modulation case,  the carrier is still 
mono-harmonic as opposed to the general multi-component modulation/carrier 
presented in Ref.[91]. 
3.3.1 Demodulation of Multi-component AM Signals 
In the case that the carrier 𝑐(𝑡) = cos(𝜔0𝑡) is modulated by a signal consisting 
of a constant 𝐴0 and a multicomponent signal 𝑚(𝑡), the resulting signal can be 
expressed as: 
 𝑥(𝑡) = 𝑐(𝑡)(𝐴0 +𝑚(𝑡)) = cos(𝜔0𝑡) (𝐴0 + ∑ M𝑝𝑒
𝑗𝛾𝑝𝑡
𝑝=∞
𝑝=−∞
) (3.39) 
Each of the components of 𝑚(𝑡) will appear as sidebands around the carrier 𝜔0. 
From an analytical viewpoint, the contribution of each 𝑚(𝑡) component can be 
represented as a mono-component AM and 𝑥(𝑡) is constituted by collective 
contribution of all the 𝑚(𝑡) components. Therefore, when the Bedrosian theorem is 
disobeyed, the estimation error caused by the HT-based demodulation is associated 
with only those components of 𝑚(𝑡) for which 𝛾𝑝 > 𝜔0. As a result, similar to the 
mono-component AM case, the absolute value of the estimation error can be expressed 
as follows. 
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 |𝜀𝑚(𝑡)| ≤ |
∑ M𝑝 sin ((𝜔0 − 𝛾𝑝)𝑡)𝛾𝑝>𝜔0
max
𝑡
|𝑚(𝑡)|
| (3.40) 
Here the numerator term collects all the sidebands of 𝑥(𝑡) which extend to the 
negative frequency semi-axis. However, the sideband magnitudes are quantifiable 
from the spectrum of 𝑚(𝑡). Therefore, the numerator term can alternatively be 
evaluated from the 𝑚(𝑡) using a high pass filter with a cut-off frequency of 𝜔0.    
 𝑚ℎ𝑝𝑓(𝑡) = 𝐼𝐹𝑇{𝑀ℎ𝑝𝑓(𝜔)} with 𝑀ℎ𝑝𝑓(𝜔) = {
0⁡for⁡⁡𝜔 ≤ 𝜔0
𝑀(𝜔)⁡for⁡𝜔 > 𝜔0
 (3.41) 
Therefore, the maximum magnitude of estimation error can be expressed as 
follows: 
 max
t
|𝜀𝑚(𝑡)| ≤ max
t
|
𝑚ℎ𝑝𝑓(𝑡)
max
𝑡
|𝑚(𝑡)|
| (3.42) 
A numerical example is presented here to prove this relationship where the 
modulating signal is chosen as an odd power cosine signal (to avoid dc component). 
The resulting AM signal is expressed as follows. 
 𝑥(𝑡) = cos(𝜔0𝑡) (𝐴0 + 𝐵 cos
𝑦(𝛾𝑡 + 𝜙)) (3.43) 
Spectra of the multicomponent modulating signal and corresponding AM signal 
are presented in Figure 3.10 (a) and (b) respectively for 𝐴0 = 1, 𝐵 = 0.1, 𝜔0 = 20𝜋,
𝛾 = 6𝜋, 𝑦 = 9, and 𝜙= 6.13 rad. The modulating signal has five harmonic 
components: 3 Hz, 9 Hz, 15 Hz, 21 Hz and 27 Hz (Figure 3.10 a). Only the last three 
components are higher than 𝜔0, and produce sidebands that extend into the negative 
frequency semi-axis as shown in the AM signal spectrum (Figure 3.10 b). These 
sidebands constitute the leftmost sidebands of 𝑥+(𝑡) not being considered in 𝑥𝑎(𝑡), 
resulting in estimation error in the HT-based demodulation of the AM signal.  
An illustration of this demodulation error is provided in Figure 3.11 for this case 
where the Bedrosian theorem is not obeyed. The difference between the actual 
modulation and the HT-based modulation is obvious in Figure 3.11 (a). The resulting 
estimation error along with its analytical limit calculated by Eq. (3.42) is presented in 
Figure 3.11 (b). It is evident that the analytical limit perfectly agrees with the 
maximum value of the estimation error proving exactness of the relationship presented 
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in Eq. (3.42).  It should be mentioned here that phase of the modulating signal is chosen 
here to produce maximum possible estimation error.   
(a) 
 
(b) 
 
 Figure 3.10 Spectrum of a multi-harmonic modulating signal and resulting AM signal (A0=1, B=0.1, 
ω0=20π, γ=6π, y=9, ϕ= 6.13 rad): (a) Frequency components of m(t), (b) Frequency components of 
x(t) and comparison of x+(t) and xa(t) 
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(a) 
 
(b) 
 
Figure 3.11 Demodulation of a multi-harmonic AM signal (A0=1, B=0.1, ω0=20π, γ=6π, y=9, ϕ = 6.13 
rad): (a) actual modulation (red) vs. estimated modulation (blue); (b) estimation error (calculated by 
comparing actual with estimated modulation, red) and limit (blue) identified using m(t) 
A further comparison of actual and analytical limit for maximum estimation 
error for a different number of harmonic components in 𝑚(𝑡) is provided in 
Figure 3.12 where 𝐴0 = 1, 𝐵 = 0.1 and ⁡𝜔0 = 20𝜋. Fundamental angular frequencies 
of the modulating signals are 6𝜋 and 18𝜋 in Figure 3.12 (a) and (b) respectively. The 
phase of the modulating signals are adjusted for possible maximum error as mentioned 
previously. In Figure 3.12 (a) the first case (𝑦 = 3) results in null estimation error as 
the modulating signal has harmonic components  with frequencies (3 Hz, 9 Hz) lower 
than the carrier frequency. However, in the first case (𝑦 = 3) of Figure 3.12 (b) the 
modulating signal has harmonic components at 9 Hz and 27 Hz. In this case, the second 
component resides above the carrier frequency, which results in an estimation error of 
about 25 percent. In both of these cases, the analytical limits, calculated by Eq. (3.42), 
can approximate the amplitude of the actual estimation error with fair accuracy. It 
emphasizes the fact that the upper boundary of the error magnitude depends on the 
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cumulative contribution of the harmonic components of the modulating signal located 
at a higher frequency than the carrier. 
 
(a) 
 
(b) 
 
Figure 3.12 Comparison of actual maximum and limit for estimated of error magnitude for multi-
harmonic AM signal (A0=1, B=0.1, ω0=20π, γ= 6π (a), 18π (b), ϕ adjusted between 0 and 2π) 
3.3.2 Demodulation of Multi-component AM-FM Signals 
When the time varying phase of an AM-FM signal consists of components from 
one or more harmonic series, the result is a multicomponent AM-FM signal. The time 
varying phase in this case takes the following general expression. 
 
𝜃(𝑡) = ∑ Θ𝑝𝑒
𝑗𝛾𝑝𝑡
𝑝=∞
𝑝=−∞
 
(3.44) 
The resulting AM-FM signal is expressed as: 
 𝑥(𝑡) = cos(𝜃(𝑡))𝜔(𝑡) (3.45) 
where 
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𝜔(𝑡) = ?̇?(𝑡) = ∑ Θ𝑝𝛾𝑝𝑒
𝑗(𝛾𝑝𝑡+
𝜋
2)
𝑝=∞
𝑝=−∞
= ∑ Ω𝑝𝑒
𝑗(𝛾𝑝𝑡+
𝜋
2)
𝑝=∞
𝑝=−∞
= 𝜔0 +𝑚(𝑡) 
(3.46) 
 
The modulated signal 𝑥(𝑡) is produced by the collective contribution of all 𝜃(𝑡) 
components. Each contribution can be approximated as a single mono-harmonic 
amplitude/frequency modulation. In this case 𝑘[𝑝] = ⌊𝜔0/𝛾𝑝 + 1⌋ defines the first 
negative-frequency sideband for each 𝛾𝑝 component that contributes to the 
demodulation error. Under the assumption of small Θ𝑝, the other negative-frequency 
sidebands of 𝛾𝑝 are insignificant for error calculation. Moreover, according to 
Table 3.2, under small Θ𝑝 consideration only those 𝜃(𝑡) components are associated 
with significant demodulation error for which 𝑘[𝑝] = 1 i.e. 𝑓𝑘[𝑝](Θ𝑝) = 1. Therefore, 
all the components of 𝜃(𝑡) having frequency 𝛾𝑝 > 𝜔0 contribute to the demodulation 
error. In this case, the difference between the analytic signal and 𝑥+(𝑡) is expressed as 
follows. 
 
𝑥𝑎(𝑡) − 𝑥
+(𝑡) ≈ 𝑖 ∑ (𝑘[𝑝] ∙ 𝛾𝑝 − 𝜔0)
(−Θ𝑝)
𝑘[𝑝]
2𝑘[𝑝]−1 ∙ 𝑘[𝑝]!
𝛾𝑝>𝜔0
⋅ sin ((𝜔0 − 𝑘[𝑝] ∙ 𝛾𝑝)𝑡) 
(3.47) 
After removing time dependency, the limit of the maximum estimation error can 
be determined by the following expression:  
 
max
𝑡
|𝜀𝑚(𝑡)| ≤
|𝑥𝑎(𝑡) − 𝑥
+(𝑡)|
max
𝑡
|𝑚(𝑡)|
≤ ∑ (𝑘[𝑝] −
𝜔0
𝛾𝑝
)𝑓𝑘[𝑝](Θ𝑝)
Ω𝑝
max
𝑡
|𝑚(𝑡)|
𝛾𝑝>𝜔0
 
(3.48) 
where 𝑓𝑘[𝑝](Θ𝑝) = 1. 
For a given carrier frequency 𝜔0 and multi-component modulating signal 𝑚(𝑡), 
the upper bound of maximum error can be approximated utilizing Eq. (3.48) after 
identifying all the relevant peak frequencies higher than 𝜔0 and their associated 
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magnitude Ω𝑝 in the frequency spectrum of 𝑚(𝑡) (i.e. using a high pass filter of cut-
off frequency 𝜔0 and thresholding the frequency spectrum).  
Equation (3.48) also reflects that the error is expected to increase with the 
increase of higher harmonic content of 𝑚(𝑡). A numerical example is presented here 
to illustrate possible error in HT-based demodulation of a multicomponent amplitude/ 
frequency signal where the time varying phase includes a sine power function.    
 𝜃(𝑡) = 𝜔0𝑡 + 𝐵 sin
𝑦(𝛾𝑡 + 𝜙). (3.49) 
Therefore, the instantaneous frequency becomes: 
 𝜔(𝑡) = 𝜔0 + 𝑦𝐵𝛾 sin
𝑦−1(𝛾𝑡) cos(𝛾𝑡 + 𝜙) = 𝜔0 +𝑚(𝑡) (3.50) 
The resulting multi-component AM-FM signal can be obtained by substituting 
𝜃(𝑡) and 𝜔(𝑡) in Eq. (3.45). The frequency spectrum of a multi-component 
modulating signal and the resultant AM-FM signal are presented in Figure 3.13 where 
𝐵 = 0.001, 𝜔0 = 20𝜋, 𝛾 = 18𝜋, 𝜙 = 0⁡and 𝑦 = 5. The modulating signal has three 
harmonic components: 9 Hz, 27 Hz and 45 Hz respectively, as shown in Figure 3.13(a).  
For each of the harmonics there will be an infinite series of side-bands in the 
modulated signal spectrum extending to the positive and negative frequency semi-
axes. However, under the hypothesis of small Θ𝑝, only the first sideband caused by 
each of the components is significant. This fact is illustrated in Figure 3.13(b) where 
the carrier and first sideband due to each of the harmonic components are shown.  
It should be noted here that the magnitudes of the sideband pair are 
unsymmetrical as they are weighted by their respective frequency values which is 
expected according to Eq. (3.25). The harmonic components (27 Hz and 45 Hz), 
having satisfied the condition 𝛾𝑝 > 𝜔0, cause negative  frequency side band 
components at -17 Hz and -35 Hz respectively in the modulated signal spectrum 
(Figure 3.13 b). These components are part of 𝑥+(𝑡) which crossed to the negative 
frequency semi-axis, and therefore not accounted for in the analytic signal 𝑥𝑎(𝑡). The 
analytical limit for the resulting estimation error due to the HT-based demodulation 
(when the Bedrosian theorem is not obeyed) can be determined according to Eq. 
(3.48).  
The time domain representation of the HT-based estimation error for the 
modulation case stated above is illustrated in Figure 3.14. As presented in Figure 3.14 
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(a) there exist obvious differences between the modulating signal and its HT-based 
estimation. The resulting estimation error and its analytical limit are provided in 
Figure 3.14 (b). The amplitude of the actual error (approx. 54 percent) and its analytical 
limit (approx. 58 percent) are in agreement with the relationship stated by Eq. (3.48). 
For a more comprehensive investigation of this relationship, Figure 3.15 (a) and (b) 
provide two more comparisons by varying the power 𝑦 in Eq. (3.49) for 𝐵 =
0.001, 𝜔0 = 20𝜋, and 𝛾 = 6𝜋 and 18𝜋 respectively.  
In both cases, the analytical limit works as an upper bound for the actual 
amplitude of the estimation error. In Figure 3.15 (a), for 𝑦 = 3 and 𝛾 = 6𝜋, there are 
only two components (3 Hz and 9 Hz) in 𝑚(𝑡) and both are less than the carrier 
frequency resulting in null error. However in Figure 3.15 (b), for 𝑦 = 3 and 𝛾 = 18𝜋, 
among the two components (9 Hz and 27 Hz) one is higher than the carrier frequency 
resulting in an error of approximately 40 percent. It is evident that with the increase of 
harmonic contents, for which 𝛾𝑝 > 𝜔0, not only the resulting demodulation error rises 
but also the difference between the analytical limit and the actual amplitude of the 
estimation error increases.  
This is expected since analytical limit is determined by the right most term in 
Eq. (3.48)  which sums all the amplitudes of the individual components of the 
estimation error. On the other hand, the amplitude of the estimation error (Eq. (3.47)) 
is affected by the phase relationship of the constitutive components.  
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(a) 
 
(b) 
 
Figure 3.13 Spectrum of Multi-harmonic amplitude/frequency modulation (B=0.001, ω0=20π, γ=18π, 
ϕ=0, y=5): (a) Frequency components of m(t), (b) frequency components of AM-FM signal x(t) and 
comparison between components of x+(t) and xa(t) 
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(a) 
 
(b) 
 
Figure 3.14 Demodulation of a multi-harmonic AM-FM signal (B=0.1, ω0=20π, γ=18π, ϕ=0, y=5): (a) 
actual modulation (red) vs. estimated modulation (blue); (b) estimation error (calculated by comparing 
actual with estimated modulation, red) and limit (blue) identified using m(t) 
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(a) 
 
(b) 
 
Figure 3.15 Comparison of actual and limit of maximum error magnitude for multi-harmonic AM-FM 
signal for different number of harmonic components (B=0.001, ω0=20π, γ= 6π (a), 18π (b), ϕ adjusted 
between 0 and 2π) 
3.4 AN ERROR MITIGATION TECHNIQUE FOR HILBERT TRANSFORM-
BASED DEMODULATION IN CASE OF VIOLATED BEDROSIAN 
THEOREM 
The application of HT-based demodulation, when the Bedrosian theorem is not 
satisfied, results in error in the demodulated signal which has been discussed in the 
previous two sections for both AM and AM-FM cases. In this section, the 
corresponding effect on the frequency components of the demodulated signal is 
investigated and a recovery technique is developed to mitigate the error. Both mono- 
and multi- harmonic AM and AM-FM case (for single frequency carrier) have been 
considered in this recovery technique. 
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3.4.1 Error Recovery in Mono-harmonic AM of Mono-harmonic carrier 
The HT-based analytic signal, for the case of a mono-harmonic AM signal 
(presented in Eq. (3.8), can be can be expressed as follows when the Bedrosian 
theorem is not satisfied, i.e.⁡𝜔0 < 𝛾 .  
 𝑥𝑎(𝑡) = ⁡𝐴0𝑒
𝑗𝜔0𝑡 +
𝐵
2
𝑒−𝑗(𝜔0−𝛾)𝑡 +
𝐵
2
𝑒𝑗(𝜔0+𝛾)𝑡 (3.51) 
In this case, the AM demodulation is done by taking the absolute value of 
analytic signal 𝑥𝑎(𝑡): 
 |𝑥𝑎(𝑡)| = |𝐴0𝑒
𝑗𝜔0𝑡 +
𝐵
2
𝑒𝑗(𝛾−𝜔0)𝑡 +
𝐵
2
𝑒𝑗(𝜔0+𝛾)𝑡| (3.52) 
Eq. (3.52) can be further rearranged as: 
|𝑥𝑎(𝑡)| = 𝐴0
{
 
 
 
 1 + (
𝐵
𝐴0
)
2
cos(2𝜔0𝑡)
2 +
𝐵
𝐴0
⋅ cos((2𝜔0 − 𝛾)𝑡)⁡
+
𝐵
𝐴0
cos(𝛾𝑡)⁡
}
 
 
 
 
1
2
 (3.53) 
Considering the series expansion of √1 + 𝑥 and neglecting all the 𝐵2 terms (as 
𝐵 is considered small), |𝑥𝑎(𝑡)| can be approximated as: 
 |𝑥𝑎(𝑡)| ≈ 𝐴0 +
𝐵
2
cos((2𝜔0 − 𝛾)𝑡) +
𝐵
2
cos(𝛾𝑡) (3.54) 
Therefore, the estimated modulating signal is obtained as: 
 
𝑚𝑒𝑠𝑡(𝑡) = |𝑥𝑎(𝑡)| − 〈|𝑥𝑎(𝑡)|〉𝑡
≈
𝐵
2
cos((2𝜔0 − 𝛾)𝑡) +
𝐵
2
cos(𝛾𝑡) 
(3.55) 
Comparing Eq. (3.13) and (3.55), it is evident that the magnitude of the 
modulating signal component (at 𝛾) has been reduced to half and the other half of the 
magnitude has been transferred to a new component at |2𝜔0 − 𝛾|. Therefore, in the 
frequency domain, magnitude correction of the reconstructed modulating signal 
component can be achieved by the following formula. 
 𝑀𝑟(𝛾) = 2𝑀𝑒𝑠𝑡(𝛾) (3.56) 
where, 𝑀𝑒𝑠𝑡(𝛾) represents magnitude of the 𝛾 component in the estimated modulating 
signal and 𝑀𝑟(𝛾) represents the corresponding corrected magnitude. 
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In Figure 3.16, the demodulation result, for the mono-harmonic AM case 
presented in Figure 3.3 (for 𝛾 > 𝜔0 is compared with the original modulating signal 
and performance of the magnitude recovery technique is demonstrated. In the 
estimated signal, a component appears at 9 Hz along with the original modulating 
signal component (11 Hz). According to Eq. (3.55), the location of this phantom 
component (9 Hz) can be determined by |2𝜔0 − 𝛾|.  Moreover, in the estimated 
modulation (blue), a reduction in magnitude of the 11 Hz component is evident which 
can be corrected by the formula of Eq. (3.56). Thus, the magnitude of the original 
modulating signal component (at 11 Hz) can be restored as depicted in Figure 3.16 
(red circle). 
 
Figure 3.16  Comparing original and reconstructed (using HT-based demodulation) modulating signal 
spectra in case of mono-harmonic AM signal demodulation (A0=2,B=0.1,  ω0=20π, γ=22π) 
3.4.2 Error Recovery in Multi-component AM of Mono-harmonic carrier 
In Section 3.3.1, it has been shown that, when a multi-harmonic modulating 
signal 𝑚(𝑡) modulates the amplitude of a mono-harmonic carrier, the resulting 
demodulation error is associated with only those components of 𝑚(𝑡) for which 𝛾𝑝 >
𝜔0. However, Eq. (3.55) and (3.56) can be utilized respectively for determining the 
corresponding phantom components and correcting the magnitude of those 𝛾𝑝 
components in the estimated modulating signal. 
Figure 3.17 provides the result of the HT-based demodulation for the multi-
harmonic AM case presented in Figure 3.10 and demonstrates the performance of the 
magnitude recovery technique in mitigating demodulation error. In the estimated 
modulation (blue), each component with frequency higher than the carrier (i.e. 15 Hz, 
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21 Hz and 27 Hz) results in a phantom component at |2𝜔0 − 𝛾𝑝| frequency (i.e. 5 Hz, 
1 Hz and 7 Hz) and suffers from magnitude reduction. However, the magnitude of the 
corrupted 𝛾𝑝 components can be perfectly recovered by the proposed magnitude 
recovery technique (red circle). 
 
Figure 3.17  Comparing original and reconstructed (using HT-based demodulation) modulating signal 
spectra in case of multi-harmonic AM signal demodulation (A0=1, B=0.1, ω0=20π, γ=6π, y=9, ϕ= 6.13 
rad) 
3.4.3 Error Recovery in Mono-harmonic AM-FM of Mono-harmonic Carrier 
The mono-harmonic amplitude\frequency modulation, presented in Section 3.2, 
results in the analytic signal of Eq. (3.31) when  𝜔0 < 𝛾 (i.e. Bedrosian theorem is 
violated). Considering small values of 𝐵 (narrow band modulation), in Eq. (3.31), only 
the first sideband of carrier 𝑒𝑗𝜔0𝑡 is dominant which leads to the following 
simplification: 
 
𝑥𝑎(𝑡) ≈ ⁡ (𝜔0 − 𝛾)𝐽−1(𝐵)𝑒
−𝑗(𝜔0−𝛾)𝑡 + 𝜔0𝐽0(𝐵)𝑒
𝑗𝜔0𝑡
+ (𝜔0 + 𝛾)𝐽1(𝐵)𝑒
𝑗(𝜔0+𝛾)𝑡 
(3.57) 
Utilizing the properties of Bessel functions provided in Eq. (3.35) 
 
𝑥𝑎(𝑡) ≈ ⁡ (𝛾 − 𝜔0)𝐽1(𝐵)𝑒
𝑗(𝛾−𝜔0)𝑡 + 𝜔0𝐽0(𝐵)𝑒
𝑗𝜔0𝑡
+ (𝜔0 + 𝛾)𝐽1(𝐵)𝑒
𝑗(𝜔0+𝛾)𝑡 
(3.58) 
HT-based demodulation can be achieved by taking the absolute value of  𝑥𝑎(𝑡): 
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|𝑥𝑎(𝑡)| ≈ {((𝛾 − 𝜔0)𝐽1(𝐵) cos((𝛾 − 𝜔0)𝑡) + 𝜔0𝐽0(𝐵) cos(𝜔0𝑡)
+ (𝜔0 + 𝛾)𝐽1(𝐵) cos((𝜔0 + 𝛾)𝑡))
2
+ ((𝛾 − 𝜔0)𝐽1(𝐵) sin((𝛾 − 𝜔0)𝑡)
+ 𝜔0𝐽0(𝐵) sin(𝜔0𝑡)
+ (𝜔0 + 𝛾)𝐽1(𝐵) sin((𝜔0 + 𝛾)𝑡))
2
}
1
2
 
(3.59) 
which can be rewritten as: 
 |𝑥𝑎(𝑡)| ≈
{
 
 
 
 𝜔0
2𝐽0
2(𝐵) + 2𝛾2𝐽1
2(𝐵)(1 + cos(2𝜔0𝑡))
+2𝜔0
2𝐽1
2(𝐵)(1 − cos(2𝜔0𝑡))
+2𝜔0(𝛾 − 𝜔0)𝐽1(𝐵)𝐽0(𝐵) cos((𝛾 − 2𝜔0)𝑡)
+2𝜔0(𝜔0 + 𝛾)𝐽0(𝐵)𝐽1(𝐵) cos(𝛾𝑡) }
 
 
 
 
1
2
 (3.60) 
Again, for small values of 𝐵 (narrow band modulation), the 𝐽𝑛(𝐵) can be 
truncated at the first term as presented in Eq. (3.34) which results in 𝐽0(𝐵) = 1 and 
𝐽1(𝐵) = 𝐵/2.  
Therefore, Eq. (3.60) can be rewritten as: 
 |𝑥𝑎(𝑡)| ≈ 𝜔0
{
  
 
  
 1 + 𝐵2 (
𝛾2
𝜔0
2 cos
2(𝜔0𝑡) + sin
2(𝜔0𝑡))
+
𝐵
𝜔0
(𝛾 − 𝜔0) cos((𝛾 − 2𝜔0)𝑡)
+
𝐵
𝜔0
(𝜔0 + 𝛾) cos(𝛾𝑡) }
  
 
  
 
1
2
 (3.61) 
Considering the series expansion of √1 + 𝑥 and neglecting all the 𝐵2 terms (as 
𝐵 is considered small). 
 
|𝑥𝑎(𝑡)| ≈ 𝜔0 +
𝐵
2
(𝛾 − 𝜔0) cos((𝛾 − 2𝜔0)𝑡)
+
𝐵
2
(𝜔0 + 𝛾) cos(𝛾𝑡) 
(3.62) 
Therefore, the estimated modulating signal can be expressed as:  
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𝑚𝑒𝑠𝑡(𝑡) = |𝑥𝑎(𝑡)| −⁡〈|𝑥𝑎(𝑡)|〉𝑡
≈
𝐵
2
(𝛾 − 𝜔0) cos((𝛾 − 2𝜔0)𝑡)
+
𝐵
2
(𝜔0 + 𝛾) cos(𝛾𝑡) 
(3.63) 
Comparing the above Eq. (3.63) with that of Eq. (3.20), it is evident that the 
original magnitude of the modulating signal component (𝑀(𝛾) = 𝐵𝛾) is now divided 
between the 𝛾 and |𝛾 − 2𝜔0|⁡components (given 𝛾 > 𝜔0). Therefore, to recover the 
original magnitude we need to recombine the magnitudes 𝑀𝑒𝑠𝑡(|𝛾 − 2𝜔0|) and 
𝑀𝑒𝑠𝑡(𝛾): 
 𝑀𝑟(𝛾) = 𝑀𝑒𝑠𝑡(𝛾) + 𝑀𝑒𝑠𝑡(|𝛾 − 2𝜔0|) (3.64) 
Obtaining 𝑀𝑒𝑠𝑡(|𝛾 − 2𝜔0|) in terms of 𝑀𝑒𝑠𝑡(𝛾), Eq. (3.64) can be re-arranged 
as: 
 𝑀𝑟(𝛾) = 𝑀𝑒𝑠𝑡(𝛾) +
𝑀𝑒𝑠𝑡(𝛾)(𝛾 − 𝜔0)
(𝜔0 + 𝛾)
 (3.65) 
which finally leads to: 
 𝑀𝑟(𝛾) = (
2
1 +
𝜔0
𝛾
)𝑀𝑒𝑠𝑡(𝛾) (3.66) 
Therefore, when the frequency (𝛾) of the modulating signal component is 
known, Eq. (3.66) can be exploited to recover the original magnitude of the 𝛾 
component from its estimated magnitude 𝑀𝑒𝑠𝑡(𝛾).  
In Figure 3.18, the performance of the magnitude recovery technique is 
demonstrated for the mono-harmonic AM-FM case of Figure 3.7 (b) (where 𝛾 > 𝜔0). 
Although the modulating signal originally had just one component at 19 Hz (black), 
the HT-based demodulation (blue) resulted in a corresponding phantom component at 
|𝛾 − 2𝜔0| (i.e. 1 Hz). Moreover, the magnitude of the 19 Hz component is reduced 
which is recovered (red) by the magnitude recovery technique utilizing the relationship 
of Eq. (3.66). 
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Figure 3.18 Comparing original and reconstructed modulating signal spectrum in case of mono-
harmonic AM-FM signal demodulation (B=0.001, ω0=20π, γ=38π, ϕ=0) 
3.4.4 Error Recovery in Mono-harmonic Carrier with Multi-harmonic AM-FM 
As discussed in Section 3.3.2, when a multi-harmonic modulating signal 𝑚(𝑡) 
modulates both amplitude and frequency of a mono-harmonic carrier, the resulting 
demodulation error is associated with only those components of 𝑚(𝑡) for which 𝛾𝑝 >
𝜔0. A phantom component corresponding to each of those 𝛾𝑝 components can be 
located by exploiting Eq.(3.63). Moreover, magnitude-reduction experienced by each 
𝛾𝑝 component can be corrected by employing Eq. (3.66) in the estimated modulating 
signal. 
The performance of the magnitude recovery technique is demonstrated in 
Figure 3.19 for the AM-FM case presented in Figure 3.13. In the estimated modulating 
signal (blue), the components with frequency values higher than the carrier (i.e. 27 Hz 
and 45 Hz) resulted in phantom components at |2𝜔0 − 𝛾𝑝| frequencies (i.e. at 7 Hz 
and 25 Hz respectively) and suffered from magnitude reduction due to the 
demodulation error. However, the proposed magnitude recovery technique is capable 
of recovering the magnitude of each corrupted 𝛾𝑝 component (red) utilizing the 
formula of Eq. (3.66). 
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Figure 3.19  Comparing original and reconstructed modulating signal spectrum in case of multi-
component AM-FM signal demodulation (B=0.001, ω0=20π, γ=18π, ϕ=0, y=5) 
3.5 SUMMARY 
The performance of the HT-based demodulation in case of modulation frequency 
in close proximity to the carrier (resulting in violation of the Bedrosian theorem) has 
been analyzed in this chapter. An analytical expression for the error limit has been 
derived for mono-harmonic modulation. A practical multi-component modulation case 
has also been studied to identify a limit for the estimation error amplitude. The 
demodulation error increases not only with the increasing distance between the carrier 
and the modulating signal component but also with the increasing number of 
modulating signal components which reside above the carrier frequency. From the 
numerical simulations, it is evident that the HT-based demodulation not only produces 
numerically artificial spectral components (phantom components) not belonging to the 
original modulation, but also results in an underestimation of the magnitudes of the 
actual modulating signal harmonics. The phantom components may mislead the 
diagnostic conclusions, especially in case of complex systems with multiple 
modulating effects, whereas the magnitude distortion may lead to inaccurate 
assessment of the fault severity. 
Therefore, a technique to tackle the effects of this demodulation error was also 
proposed in this work. The proposed mitigation strategy can effectively identify the 
location of the phantom components and recover the magnitudes of the corrupted 
components in the estimated modulation and thus extends applicability of the HT-
based demodulation in these critical scenarios. 
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Chapter 4: Mechanical Phenomenology and 
Effect of Typical Drivetrain 
Faults 
The aim of this chapter is to analyze the effect of the most typical WT 
mechanical faults on the rotational speed of the rotor shaft and, in turn, the 
consequences of fault-induced speed fluctuations on the electrical output of the 
generator. These effects will also be compared with the effects these faults have on 
vibration signal, thus providing indications on the advantages/disadvantages of ESA 
vs the most traditional and established mechanical-fault detection technology. In some 
cases (e.g. bearing and gear faults), traditional vibration-signal models will actually be 
used as a starting point to discuss analogous effects on speed. Finally, speed-signal 
models of the drivetrain faults will be proposed in this chapter. 
In this chapter, a simplified analytical approach is pursued for the analysis of the 
fault phenomenology and its consequences, in order to provide a clear indication of 
which symptoms the ESA-based diagnostics should target. Secondary, but still 
relevant, phenomena such as wind turbulence-induced and electronics-induced effects 
will be treated later in a more complete numerical validation of ESA-based 
diagnostics.  
The following faults, typical to WT drivetrain, will be discussed in this chapter: 
(a) Rotor imbalance; 
(b) Bearing defect; 
(c) Gear tooth defect. 
The signals generated by a rotating machine, under constant speed and load, are 
usually cyclostationary in nature [92]. Therefore, this chapter begins with a section 
briefly discussing the cyclostationary signal models. The focus of the next three 
sections is illustrated graphically in Figure 4.1and that of the second last section is 
depicted in Figure 4.2. 
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Figure 4.1 Focus of sections 4.2, 4.3 and 4.4 highlighted in grey 
 
Figure 4.2 Focus of section 4.5 highlighted in grey 
4.1 CYCLOSTATIONARY SIGNAL MODEL 
Cyclostationary signals fall into the class of non-stationary random signals 
which can be characterized by periodic statistical properties. The 1st order 
cyclostationary (CS1) signals demonstrate periodicity in their mean, i.e.: 
 𝜇𝑥(𝑡) = ⁡𝜇𝑥(𝑡 + 𝑇) ∀𝑡 ∈ ℝ (4.1) 
On the other hand, the 2nd order cyclostationary (CS2) signals have a periodic 
autocorrelation function: 
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 𝐶𝑥(𝑡, 𝜏) = ⁡𝐶𝑥(𝑡 + 𝑇, 𝜏) ∀𝑡, 𝜏 ∈ ℝ (4.2) 
Utilizing this properties, CS1 and CS2 signals can be expressed by combination 
of a stationary random component 𝑥𝑟(𝑡) and a deterministic periodic component 
𝑥𝑝(𝑡). 
 𝑥𝐶𝑆1(𝑡) = ⁡𝑥𝑟(𝑡) + 𝑥𝑝(𝑡) (4.3) 
 𝑥𝐶𝑆2(𝑡) = ⁡ 𝑥𝑟(𝑡) ⋅ 𝑥𝑝(𝑡) (4.4) 
Signature of imbalance, gear fault are usually CS1 is nature whereas that of 
bearing fault is CS2 type. 
4.2 ROTOR IMBALANCE 
Imbalance is a very common problem in rotating machines especially when it 
affects a complex drivetrain incorporating a number of rotating component. The large-
scale WTs usually have three blades, which are secured on a hub, which is further 
attached to the main shaft. Therefore, an abnormality in the blade system can possibly 
cause imbalance in the WT rotor. Two kinds of rotor imbalance are discussed in the 
following subsections: aerodynamic imbalance and mass imbalance. 
4.2.1 Aerodynamic Imbalance 
This type of fault can result from the dissimilarity between the aerodynamic 
profiles of the WT blades. The primary effect of this fault is therefore experienced in 
the rotor torque as the amount of total torque experienced at a WT rotor depends on 
the aerodynamic profile of its blades. The total torque can be expressed as follows 
[77]: 
𝜏𝑟(𝑡) = 𝜏𝑎𝑒𝑟𝑜(𝑡) =∑
𝜌𝜋𝑅3𝐶𝑞,𝑖(𝜆𝑖(𝑡), 𝛽𝑖(𝑡))𝑣𝑤,𝑖(𝑡)
2
6
3
𝑖=1
 (4.5) 
where, 𝜏𝑟(𝑡) refers to the total torque obtained by the three turbine blades (𝑖 refers to 
the blade number), 𝑅 is the blade length, 𝐶𝑞,𝑖(𝜆𝑖(𝑡), 𝛽𝑖(𝑡)) is a mapping of the torque 
coefficient, which depends on the tip speed ratio 𝜆𝑖 and the pitch angle of each blade 
𝛽𝑖, 𝑣𝑤,𝑖(𝑡) is the wind speed experienced by the 𝑖th blade of the turbine.  
The tip speed ratio is defined as the ratio of the tangential speed of the turbine 
blade and the wind speed 
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𝜆 =
𝜔𝑟𝑅
𝑣𝑤
 (4.6) 
where, 𝜔𝑟 is the rotor speed and 𝑣𝑤 is the wind speed at the hub height.  
For a fixed wind speed, when all the three turbine blades are pitched at the same 
pitch reference 𝛽𝑟 (i.e. healthy state), the torque coefficient 𝐶𝑞 should be identical for 
all blades. As a result, the total torque 𝜏𝑟(𝑡) should be a constant as the rotor rotates. 
However, even in healthy state, the wind shear and the tower shadow induce 
fluctuations in the wind speed experienced by each blade as it passes through different 
angular positions.  
Due to wind shear, higher wind speed is experienced by each blade at higher 
distance from the ground. The tower shadow produces a more dominant effect by 
causing disturbance in wind speed when a blade passes near the tower. Both effects 
are three times per revolution (3xRev) phenomena which add up together in phase and 
put a 3xRev disturbance in the rotor torque measurement as evident from Eq. (4.5). 
Harmonics of 3xRev also exist as the disturbance is not purely sinusoidal [93].  
To understand the effect of aerodynamic imbalance on rotor torque/speed, a 
typical situation is considered when one of the three blades is pitched at a different 
angle from the pitch reference 𝛽𝑟. Therefore, the corresponding blade will produce a 
different amount of aerodynamic torque compared to the other two healthy blades 
which will affect the total aerodynamic torque (𝜏𝑎𝑒𝑟𝑜(𝑡)), expressed by Eq. (4.5). 
In case of identical pitch angle (healthy case), the amplitude of torque 
disturbance (due to 3xRev phenomena) contributed by each of the three blades are 
similar. On the other hand, in the case that a single blade’s pitch system is faulty 
(aerodynamic imbalance case), the corresponding blade will contribute a different 
amplitude of torque disturbance, in the 3xRev phenomena, compared to the other two 
healthy blades. This torque disturbance will be translated to the rotor speed. To 
illustrate this phenomena, Figure 4.3 (a, b) and (c, d) presents rotor speed signal and 
corresponding spectra respectively in case of a healthy (𝛽𝑟1 = 𝛽𝑟2 = 𝛽𝑟3 = 0°) and 
aerodynamic imbalance (𝛽𝑟1 = 𝛽𝑟2 = 0° and 𝛽𝑟3 = 3°). This phenomenon is 
mathematically realizable through the different value of 𝐶𝑞 for the faulty blade (due to 
a different 𝛽𝑖) compared to the other two. It results in an AM of the 3xRev phenomena 
by a periodic modulation frequency of 1xRev (rotation speed of the faulty blade). 
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Therefore, the shaft speed, in presence of aerodynamic imbalance can be represented 
as follows. 
 𝜔(𝜃) = ?̅? +∑Ω𝑛(1 + 𝜔𝑚(𝜃)) cos(𝑛3𝜃)
𝑁
𝑛=1
+ 𝑛(𝜃) (4.7) 
where, ?̅? is the mean rotor speed, Ω𝑛 is the amplitude of the 𝑛th harmonic of the 3𝑝 
component, 𝑛(𝜃) is the background noise and 𝜔𝑚(𝜃) is the AM term which can be 
expressed as: 
 𝜔𝑚(𝑡) = ∑ Ω𝑚 cos(𝑚𝜔𝑡)
𝑀
𝑚=1
 (4.8) 
where Ω𝑚 is the amplitude of the 𝑚th harmonic of the 1xRev phenomenon. 
This modulation creates characteristics sidebands, specific of this phenomenon, 
at the frequencies 𝑛 ∙ 3xRev ± 𝑚 ∙ 1xRev, (𝑚, 𝑛 ∈ 𝑍). In summary, any kind of 
aerodynamic imbalance can be identified by multiple 1xRev side bands around 3xRev 
and its harmonics, in the rotor torque/speed signal. 
 (a) 
 
(b) 
 
(c) 
 
(d) 
 
Figure 4.3. Comparison of rotor speed between healthy (βr1=βr2=βr3=0°) and aerodynamic imbalance 
case (βr1=βr2=0° and βr3=3°): (a) healthy case, angular domain, (b) healthy case, shaft order domain, 
(c) aerodynamic imbalance case, angular domain, (d) aerodynamic imbalance case, shaft order domain  
4.2.2 Mass Imbalance 
In the case of a WT rotor, mass imbalance is caused by a change of mass 
distribution or total mass of a turbine blade. In healthy condition, the three blades are 
considered to have similar mass 𝑚 and centre of gravity located at a distance 𝑏 from 
the rotor shaft. Therefore, this type of imbalance can be obtained by adding a mass 
(𝑚𝑥) at the centre of gravity of a reference blade 𝐵1 which defines the rotation 
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angle⁡𝜃𝑟(𝑡) of the rotor shaft, as shown in Figure 4.4. The imbalance mass is 
considered to be a fraction 𝑥 of the nominal blade mass 𝑚 (𝑚𝑥 = 𝑥𝑚). 
A direct effect of static mass imbalance is introduced by gravity. The 
gravitational pull acting on the imbalance introduces a periodically variable force on 
the rotating rotor disc, resulting in a torque fluctuation on the shaft. This, if not fully 
corrected by a fast control loop, causes a 1xRev speed fluctuation with the shaft 
decelerating when the imbalance mass is moving upwards and accelerating when the 
mass is moving downwards. This phenomenon is also expected to increase with the 
magnitude of the imbalance. 
In Figure 4.4, among the two forces acting on 𝑚𝑥, the centrifugal force 𝑚𝑥𝑏𝜔𝑟
2 
can be neglected due to the slow speed of a large scale WT rotor. However, the 
gravitational force 𝑚𝑥𝑔, when significant, can cause a periodic variation of the rotor 
speed due to the acceleration/ deceleration during the downward/upward motion of the 
unbalanced blade as illustrated in Figure 4.4. This periodic speed variation can be 
realized by an additional torque 𝜏𝑖𝑚(𝜃𝑟) on the rotor [94]. 
 
Figure 4.4. Illustration of mass imbalance in a WT rotor 
 𝜏𝑖𝑚(𝜃𝑟) = 𝑥𝑚𝑔𝑏 cos(𝜃𝑟)⁡ (4.9) 
where 𝑚 refers to the nominal blade mass, 𝑏 is the distance of a blade’s center of 
gravity from the rotor center and 𝑥 is the percentage of imbalance. The total torque 
𝜏𝑟(𝑡) is therefore redefined as follows. 
 𝜏𝑟(𝑡) = 𝜏𝑎𝑒𝑟𝑜(𝑡) + 𝜏𝑖𝑚(𝜃𝑟(𝑡)) (4.10) 
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where 𝜏𝑎𝑒𝑟𝑜(𝑡) represents aerodynamic torque extracted by the blade system from the 
incoming wind which is expressed in Eq. (4.5) in the next section. 
Considering single DOF model of the WT rotor, shaft angular speed 𝜔(𝑡), in 
presence of mass imbalance can be expressed as follows. 
 𝜔(𝜃𝑟) = ?̅? + 𝐴 cos(𝜃𝑟) + 𝑛(𝜃𝑟) (4.11) 
where, ?̅? represents average shaft speed, 𝐴 is the amplitude of the imbalance induced 
shaft speed fluctuation and 𝑛(𝜃𝑟) is the background noise as mentioned before.  
According to Eq. (4.11) the influence of mass imbalance, in the speed signal, can 
be characterized as a 1st order cyclostationary process. To illustrate the effect of mass 
imbalance on the rotor speed, Figure 4.5 (a, b) and (c, d) provide angular domain rotor 
speed and corresponding spectra for healthy and mass imbalance (𝑥 = 0.1%) case 
respectively. It is evident that, mass imbalance causes a sinusoidal speed fluctuation 
which corresponds to the additional 1xRev peak in the rotor speed spectrum. 
(a) 
 
(b) 
 
(c) 
 
(d) 
 
Figure 4.5. Comparison of rotor speed between healthy and mass imbalance case (x=0.1%): (a) normal 
case, angular domain, (b) normal case, shaft order domain, (c) mass imbalance case, angular domain, 
(d) mass imbalance case, shaft order domain 
However, the effect of the nominal shaft speed on the magnitude of the 
fluctuations is difficult to predict, as it results from the combination of different 
factors. This include the amount of time for which gravity works for and against the 
rotational motion (higher speed – shorter intervals – lower fluctuations), the amount 
of compensation that the control loop is able to introduce (higher speed – less 
compensation – higher fluctuations), and indirect mechanical effects such as friction.  
  
Chapter 4: Mechanical Phenomenology and Effect of Typical Drivetrain Faults 72 
As mentioned, the other effect of imbalance is generally related to centrifugal 
force, which in turns generates periodical radial vibrations. Therefore, the vibration 
signal 𝑥(𝜃), in presence of shaft imbalance can be expressed by a sinusoidal variation 
synchronous with the shaft rotation. 
 𝑥(𝜃) = 𝐵cos⁡(𝜃) + 𝑛(𝜃) (4.12) 
where, 𝐵 represents amplitude of vibration at the shaft speed and 𝑛(𝑡) is the 
background noise coming from other rotating parts of the machine. According to eq. 
(4.12), the mass imbalance can be treated as a 1st order cyclostationary process. 
The traditional technique of detecting imbalance is by the amplitude of the 
1xRev component of the machine vibration. This phenomenon is however potentially 
compromised for small imbalances by the very low speeds characteristic of this 
application, which result in very low centrifugal forces (quadratic dependency) and 
likely below-noise-level vibrations.  
4.3 BEARING FAULT 
In case of rolling element bearings, defects occur commonly on the inner race, 
the outer race and/or the rolling elements. In the inception, a fault appears as a local 
defect on the bearing surface. The defect spot is repeatedly struck by the moving 
elements, which results in consequent impact forces. McFadden and Smith modelled 
this force function as the product of a series of impulses (at the rolling element 
movement frequency) with the bearing load distribution [95]. However, randomness 
in the force function, which is common in real world, was not considered there. Later 
on, Randall et al. proposed a more comprehensive model of the impacting force (due 
to a single point localized defect) considering the presence of slip which results in a 
quasi-periodic force function [96]. The vibration 𝑥(𝑡) produced by this impacting 
force can be obtained by convolving it with the impulse response  𝑠(𝑡) of the structure. 
 
𝑥(𝑡) = ∑ 𝐴𝑖𝑠(𝑡 − 𝑖𝑇 − 𝜏𝑖)
+∞
𝑖=−∞
+ 𝑛(𝑡) (4.13) 
where, 𝐴𝑖 is the amplitude of the 𝑖th impact (including all modulations depending on 
fault type), 𝑇 is the average time between two impacts and 𝜏𝑖, called jitter, is the 
variable deviation which is different from each 𝑖th impact, and 𝑛(𝑡) is an additive 
background noise. If both 𝐴𝑖 and 𝜏𝑖 are random point process, the resulting vibration 
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𝑥(𝑡) can be simply considered as a second order cyclostationary process (although in 
strict sense it is a pseudo-quasi-cyclostationary process [97]).   
Schoen et al. have investigated the effect of vibration on motor stator current due 
to a single point defect on the outer race of an internal bearing of the motor [98]. As 
the internal bearings hold the rotor, a defect on any of these bearings primarily causes 
air gap eccentricities due to the radial rotor movement which is linked to the defect 
induced mechanical vibration. The resulting variation in air gap flux density causes 
modulation of the stator current at the characteristics frequency of the bearing fault. 
This relatively simple fault type has been extensively researched and their diagnosis 
methods are available in the literature [52, 99]. 
A detailed theoretical investigation on MCSA based bearing defect detection has 
been performed by Blodt et al. in Ref. [99]. They identified two effect of a bearing 
defect: (a) the radial rotor movement and (b) torque variation. As mentioned above, 
radial rotor movement causes air gap eccentricity and corresponding AM of the stator 
current at the fault characteristic frequency. The torque variation, on the other hand, 
translates to the shaft speed (considering single DOF model of shaft) and results in 
analogous variation at the characteristic frequency of the fault. This, in turn, results in 
phase modulation of the MMF and corresponding effect in the motor current signal. 
However, when the bearing fault occurs on any other external bearing, existing 
on the remaining drivetrain, the scenario of radial rotor movement does not apply. In 
this case, it is only possibility to detect the fault by motor current if shaft torque/ speed 
is affected. According to the model of Ref. [99], the source of torque disturbance is the 
fault induced impacting force. Therefore, as the defect results in mechanical vibration, 
it is also expected to cause variation in the shaft torque at the same characteristic 
frequency of the bearing fault. However, the challenge is that, the fault related 
torque/speed disturbance often experiences attenuation during its transmission to the 
terminal machine due to the inertia and other disturbances of the drivetrain.  
In the present work, the case of fault in a downstream rolling element bearing in 
a large-scale WT is considered. When the fault is a single point localized defect, in 
light of the above discussion, the following assumption holds: 
(a) Every time a rolling element impacts with the defect spot, it causes a 
corresponding disturbance in the speed signal. 
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(b) The fault induced shaft speed fluctuation is strong enough to reach the 
machine shaft in spite of drivetrain damping (e.g. coupling, shaft inertia). 
Considering the expected nature of disturbance due to a single point localized 
defect (as provided in Eq. (4.13)), the shaft angular speed as a function of the shaft 
angle can be expressed as: 
 
𝜔(𝜃) = ?̅? + ∑ 𝐴𝑖𝜐(𝜃 − 𝑖Θ − 𝜓𝑖)
+∞
𝑖=−∞
+ 𝑛(𝜃) (4.14) 
where, ?̅? is the average shaft speed, 𝐴𝑖 is the amplitude of 𝑖 th impact, Θ is the average 
angular period of two consecutive impacts, 𝜓𝑖 is the equivalent jitter in the angular 
domain independent of the number of impact, 𝑛(𝜃) is the background noise, and 𝜐(𝜃) 
is the random speed fluctuation resulting from the impact.  
Again, as mentioned before, both 𝐴𝑖 and 𝜓𝑖 are random point process. From the 
above Eq. (4.14) it is clear that, the variation part of the speed signal, contains the 
effect of the bearing defect as a modulation of the system response therefore it would 
appear as a CS2 component in the speed signal 𝜔(𝜃). 
4.4 GEAR FAULT 
An early study by Randall clearly characterizes vibration signal obtained during 
gearbox operation [100]. It pointed out two major source of vibration: tooth deflection 
due to load and geometric error in the tooth profile. While the load effect exists even 
in a healthy gear system, geometric error is attributed to the initial machining process 
(at production stage) or defect like gear wear. In case of steady load conditions, the 
above-mentioned tooth deflection is actually the result of the variation of the contact 
stiffness during a tooth-meshing period. This stiffness variation when considered equal 
for each tooth-mesh, gives rise to components at gear meshing frequency (GMF) and 
its harmonics in the vibration signal. The geometric error, when identical for each 
tooth, also results in vibration at GMF harmonics. 
In the vibration signal of a practical healthy gear system, along with the 
components at GMF harmonics (cause by periodic variation of meshing stiffness), 
there might exist sidebands around the harmonics as a result of modulation (both AM 
and FM simultaneously) by the eccentricity related load fluctuation of one gear [100]. 
In this case, the load fluctuation happens at the same frequency as shaft rotational 
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speed resulting in the sidebands to be spaced at corresponding shaft frequency around 
the GMF harmonics. Moreover, this kind of imperfection like eccentricity (related to 
manufacturing error) or slight imbalance (linked to mounting) may introduce 
additional components at the corresponding gears’ shaft frequencies in the vibration 
signal. 
A signal model for the vibration obtained from a gear pair was developed in [47]. 
Considering, initially, the case of a perfect gear-pairs (all teeth are identical and 
equally spaced) meshing under constant load and speed, the average meshing vibration 
𝑥(𝑡) of the gear of interest can be expressed as follows [47]. 
 
𝑥(𝑡) = ∑ 𝑋𝑚 cos(2𝜋𝑚𝑇𝑓𝑠𝑡 + 𝜙𝑚)
𝑀
𝑚=0
 (4.15) 
where 𝑇 is the number of teeth in the gear of interest, 𝑓𝑠 is the shaft rotation frequency, 
and 𝑇𝑓𝑠 is the fundamental GMF. The harmonic order is represented by 𝑚, therefore, 
𝑋𝑚 and 𝜙𝑚 respectively represent amplitude and phase of the corresponding harmonic 
component. 
 In the presence of a gear fault like uniform wear of all teeth, the vibration 
signature appears as an increase of magnitude of the GMF harmonics especially at 
higher order [100].  
A localized defect (like crack or spall) on one tooth of a gear could cause rapid 
variation of stiffness once in every revolution as the faulty tooth performs meshing 
with the other gear’s teeth. This event further causes sudden variation in the tooth 
contact pressure (and corresponding load fluctuation) and results in AM of the GMF 
harmonics by a short pulse of length of the order of the defected tooth-mesh period 
which repeats once in every revolution of the gear [100, 101]. Moreover, this event, at 
the same time, introduces torque fluctuations which in turn causes fluctuations in the 
angular velocity and finally results in FM of the GMF harmonics.  
The vibration envelope (modulating signal), being a short duration pulse, consist 
of a number of harmonics which will result in corresponding sidebands (due to AM) 
around each of the GMF harmonics. Moreover, each of the modulating signal 
harmonics will result in a group of sidebands (due to FM) around each of the gear 
meshing harmonics with a spacing equal to the modulating frequency. Although both 
AM and FM result in symmetrical families of sidebands, the phase relationships 
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between these two sideband families are not same on either side of the carrier (GMF 
and its harmonics). The interaction between these two sideband families can give rise 
to reinforcement on one side and cancellation on other side of the carrier depend on 
their initial phase relationship [100]. This is considered one of the main reason for the 
vibration spectra of a gearbox to contain unsymmetrical sidebands. Furthermore, the 
above mentioned gear tooth defect can also give rise to additive components, which 
commonly occurs at shaft frequency harmonics of the defected gear. However, a 
distributed fault will produce similar signature with a wider envelope in the time signal 
and corresponding narrower sideband group in the frequency domain. 
In light of the above discussion, the vibration signal model presented in Eq. 
(4.15) can be modified as 𝑦(𝑡) to accommodate the modulation of the gear meshing 
harmonics induced by a single gear tooth defect [47].  
 
𝑦(𝑡) = ∑ 𝑋𝑚(1 + 𝑎𝑚(𝑡)) cos(2𝜋𝑚𝑇𝑓𝑠𝑡 + 𝜙𝑚 + 𝑏𝑚(𝑡))
𝑀
𝑚=0
 (4.16) 
Since the resulting modulation is periodic with the shaft rotation frequency of 
the defected gear, the AM function 𝑎𝑚(𝑡) and phase modulation function 𝑏𝑚(𝑡) would 
consist of shaft rotation frequency harmonics: 
 
𝑎𝑚(𝑡) = ∑𝐴𝑚𝑛 cos(2𝜋𝑛𝑓𝑠𝑡 + 𝛼𝑚𝑛)
𝑁
𝑛=0
 (4.17) 
 
𝑏𝑚(𝑡) = ∑𝐵𝑚𝑛 cos(2𝜋𝑛𝑓𝑠𝑡 + 𝛽𝑚𝑛)
𝑁
𝑛=0
 (4.18) 
where 𝐴𝑚𝑛 and 𝐵𝑚𝑛 represents amplitude of the 𝑛th component of the amplitude and 
phase modulation function respectively which may vary depending on the harmonic 
order 𝑚 of the carrier and, 𝛼𝑚𝑛 and 𝛽𝑚𝑛 are corresponding phase.  
In the Fourier spectrum of 𝑦(𝑡), a strong overlap between modulation sidebands 
of adjacent gear meshing harmonics is possible when either the bandwidth of the 
modulating signal is not less than half of the GMF (considering effect of AM) or the 
amplitude of phase modulation is not much smaller than one radian. 
Taking vibration signatures as a primary effect of gearbox phenomena, a number 
of researches have been done in recent years to establish its link (by analytical model 
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as well as experimental validation) with the corresponding signatures in the 
torque/speed response, and finally, determine the corresponding effect in the electrical 
output of a gear-based electromechanical system. An early investigation by Yacamini 
et al. studied the effect of shaft torsional vibration in the electrical output of a machine 
with a view to propose a method of sensing torsional vibration through electrical 
measurements [102]. Using a simple two-mass drivetrain model, (including an 
electrical machine and a prime mover) this analytical study concluded that, any 
torsional vibration at the machine shaft influences the air-gap (electrical) torque which 
in turn is reflected in the stator current signal and appears as sidebands around the 
machine electrical frequency. 
The interaction between drivetrain torsional vibration and electrical output, 
reported in Ref. [102] was utilized by Kia at al. to perform another analytical study to 
determine the effect of gearbox mechanical phenomena in the machine electrical 
output [103]. It was shown (using experimental results) that gearbox phenomena that 
produce linear vibrations also introduce torsional vibration in the system and results in 
torque oscillation at the exact same frequencies.  
For a healthy gearbox, all the characteristic frequencies that are usual to a healthy 
gearbox (discussed above) were also detected in the torque signal. The torque 
disturbance causes a corresponding effect in the shaft speed, which in turn affects the 
shaft angle and finally results in phase modulation of the current/voltage signal. It was 
also demonstrated analytically as well as with experimental results that, the spectrum 
of the electrical output contains sidebands around the fundamental electrical frequency 
at those characteristics signature frequencies of a healthy gearbox. However, spectrum 
of the instantaneous frequency of the current signal included only frequency 
components at the shaft rotational harmonics (gear meshing harmonics and their 
sidebands were not identified due to their low magnitude and instrumentation 
limitation).  
A similar study to compare the signature of torsional vibration (associated with 
a single stage gearbox) between torque and current signal based on a dynamic (two 
DOF) model of the drivetrain was done in Ref. [104]. The experimental results, 
supporting the previous study, showed that the disturbances in the torque response 
come primarily from the rotating shafts of gear and pinion, and the gear-meshing 
phenomenon. According to the experimental result it was shown that, the relative 
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magnitude of the disturbances remain almost the same in the current signal spectra 
compared to that of torque signal spectra. Therefore, torsional vibrations caused by 
any drivetrain phenomenon can be detected reliably through the electrical output of 
the electromechanical system. 
All the previous studies mentioned above clearly demonstrate the possibility of 
detecting gearbox phenomena in the electrical signal of a machine coupled with the 
gearbox. However, the primary effects of those phenomena are detected in the 
torque/speed signals, which finally are carried out to the electrical signal due to the 
interaction between the flux linkage (influenced by the shaft mechanical speed) and 
stator winding current in the machine.  
In this work, therefore, a signal model of shaft angular speed, as a function of 
shaft angle, is presented in light of the above discussion to represent gearbox 
phenomena. Considering the case of a perfectly healthy pair of gears, with identical 
and equally spaced teeth and operating under constant input speed and output load, the 
angular speed 𝜔(𝜃) of the shaft of interest would consist of a constant average speed 
and variation at the fundamental and harmonics of the GMF (due to the periodic 
variation of contact stiffness) and can be expressed as follows: 
 
𝜔(𝜃) = ?̅? + ∑ Ω𝑚 cos(𝑚𝑇𝜃 + 𝜙𝑚)
𝑀
𝑚=1
+ 𝑛(𝜃) (4.19) 
where Ω𝑚 and 𝜙𝑚 are respectively the amplitude and phase of the 𝑚th harmonic of 
the GMF, 𝑇 is the number of teeth on the gear of interest and  ?̅? is the constant average 
speed of the associated shaft and 𝑛(𝜃) is the background noise. 
In the presence of the single gear tooth defect, discussed above, a mixed AM-
FM modulation of the gear meshing harmonics will occur due to the rapid change of 
tooth contact stiffness when the faulty tooth comes into the meshing event. As the 
single point defect is considered on only one tooth of the gear of interest, this abnormal 
meshing event will occur only once in one full revolution of the faulty gear’s shaft. 
Therefore, the modulating function will consist of the fundamental and harmonics of 
the constant average shaft rotation frequency ?̅?. Depending on whether the tooth 
defect is local or distributed, the length of the harmonic series (which sets bandwidth 
of the modulating function) will be longer or shorter, respectively. Moreover, in the 
angular speed 𝜔(𝜃), defect related additive components will also appear at the 
  
Chapter 4: Mechanical Phenomenology and Effect of Typical Drivetrain Faults 79 
defected gear’s shaft rotation frequency and its harmonics. Therefore, the angular 
speed 𝜔(𝜃) of the shaft of defected gear can be expressed as follows.   
𝜔(𝜃) = ?̅? +∑Ω𝑙 cos(𝑙𝜃 + 𝜓𝑙)
𝐿
𝑙=1
+ ∑ Ω𝑚(1 + 𝑎𝑚(𝜃)) cos(𝑚𝑇𝜃 + 𝜙𝑚 + 𝑏𝑚(𝜃))
𝑀
𝑚=1
+ 𝑛(𝜃) 
(4.20) 
where, 
 
𝑎𝑚(𝜃) = ∑𝐴𝑚𝑛 cos(𝑛𝜃 + 𝛼𝑚𝑛)
𝑁
𝑛=1
 (4.21) 
 
𝑏𝑚(𝜃) = ∑𝐵𝑚𝑛 cos(𝑛𝜃 + 𝛽𝑚𝑛)
𝑁
𝑛=1
 (4.22) 
Ω𝑙 and 𝜓𝑙 are respectively amplitude and phase of the 𝑙th harmonic of the shaft rotation 
speed of interest, and 𝑛(𝜃) is the background noise. 
The effect of fault-induced shaft speed fluctuations (Eq. (4.20)) on the machine 
electrical output is discussed in the following section. 
4.5 EFFECT OF FAULT-INDUCED SPEED FLUCTUATIONS ON GENERATOR 
ELECTRICAL OUTPUT 
Electrical output of a synchronous generator 𝑒𝑔(𝜃) is related to the generator 
shaft speed (𝜔𝑔) and angle (𝜃) by the following expression. 
 𝑒𝑔(𝜃) = ϕ𝑝𝜔𝑔cos⁡(𝑝𝜃) (4.23) 
where ϕ refers to the flux per pole pair, ⁡𝑝 is the number of pole-pairs and the stator 
electrical frequency (𝜔𝑠) equals to the synchronous speed for a synchronous generator 
(i.e. 𝜔𝑠 = 𝑝𝜔𝑔). For an asynchronous generator the relationship between 𝜔𝑠 and 𝜔𝑔 
can be expressed as:   𝜔𝑠 = 𝑝𝜔𝑔 (1 − 𝑠)⁄  with 𝑠 being the slip (𝑠 < 0 for generators). 
However, the discussion is continued considering the case of synchronous generator. 
As seen in the previous sections, drivetrain mechanical faults result in 
fluctuations in the generator speed signal. These fault signatures are expected to carry 
out in the PMSG electrical output. In case of a drivetrain fault, the shaft speed in Eq. 
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(4.23) would be dependent on the angular rotation of the shaft itself, i.e. 𝜔𝑔 = 𝜔𝑔(𝜃). 
The expressions of 𝜔(𝜃) are provided in Eq. (4.7), (4.11), (4.14) and (4.20) 
respectively for aerodynamic imbalance, mass imbalance, bearing defect and gear 
defect. Therefore, the above Eq. (4.23) can be rewritten as:  
𝑒𝑔(𝜃) = ϕ𝑝𝜔𝑔(𝜃) cos(𝑝𝜃) (4.24) 
As evident from Eq. (4.24), a fault-related speed variation would appear as an 
amplitude/frequency modulation in the generator output. Therefore, the electrical 
output will carry the fault signatures as sidebands of the fundamental electrical 
frequency. A detailed discussion on the analysis technique of the electrical output to 
detect fault signature is provided in the following chapter for the faults mentioned here. 
4.6 SUMMARY 
In this chapter, the signatures of the typical drivetrain faults (imbalance, bearing 
defect and gear defect) have been identified in the speed signal. In a WT, the 
aerodynamic imbalance is characterized by the 1xRev modulation of the 3xRev 
phenomena whereas the mass imbalance appears as a 1xRev signature peak in the 
speed signal spectrum. The bearing fault (local defect) causes periodic fluctuations 
(and corresponding modulation) in the speed signal as the rolling elements get in 
contact with the defective area. A gear tooth crack results in both amplitude and 
frequency modulation of the associated GMF component in the speed signal. As the 
electrical output of the WT generator is a function of its shaft speed, the drivetrain 
faults causes corresponding variation in the electrical signal, which establishes the 
basis of ESA-based diagnostics. 
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Chapter 5: Detection of Drivetrain Faults 
using ESA 
In the previous chapter, it has been already shown how the different drivetrain 
mechanical faults can result in signatures in the electrical output of the generator. In 
this chapter, techniques will be presented to extract these signatures from the electrical 
output in a case by case basis. The topics of the present chapter are illustrated in 
Figure 5.1 within the overall outline of the work.  
 
Figure 5.1 Focus of Chapter 5 highlighted in grey 
In this chapter, few key concepts of signal processing, relevant to WT 
diagnostics, will be introduced first. Then the technique of demodulating electrical 
output will be discussed, as it is a primary processing step for any ESA-based 
technique. Then, step-by-step procedure to extract the fault induced disturbance 
function from the electrical signal, for each fault type, will be presented. Detection of 
the same drivetrain faults, using IAS- and traditional vibration- based techniques are 
briefly discussed in the last two sections of this chapter.  
5.1 SIGNAL PROCESSING FOR WT DIAGNOSTICS 
In this section, some key concepts of signal processing, relevant to WT 
diagnostics, are presented with related references. 
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5.1.1 Computed Order Tracking 
Using a reference signal, the computed order tracking (COT) converts signals 
sampled at a constant time interval into signals sampled at a constant angular interval. 
One way to perform this angular resampling is to first identify the section of signal 
that is sampled in one shaft rotation using 1xRev tachometer signal. Then samples can 
be obtained at equivalent angular interval by a suitable interpolation method. 
Application of COT on a time domain signal therefore results in an angular domain 
signal. Implementation details of this COT technique can be found in Ref. [105].  
While applying COT, the reference signal can also be obtained from a high-
resolution encoder for better order tracking performance. However, in this thesis it has 
been chosen to use the 1xRev tachometer as a reference for OT, while the encoder 
signal has been used only as a validation tool to compare ESA to instantaneous-speed-
based fault detection (see Section 5.3 for more details). This choice will prove the 
robustness of OT for ESA even with a low-resolution measurement of the shaft angle 
(1xRev). 
5.1.2 Discrete-random Separation 
The discrete-random separation (DRS) is carried out to separate the random part 
of a signal from its deterministic part [106]. The primary technique in DRS is 
synchronous averaging (SA). However, as the shaft speed is never perfectly constant, 
before SA, COT is applied on the time domain signal. To get the deterministic part of 
a noise signal 𝑦(𝜃), the SA is applied. 
 𝑦𝑑(𝜃) =
1
𝐾
∑ 𝑦(𝜃 + 𝑘Θ)𝐾−1𝑘=0 ⁡  (5.1) 
where 𝐾 is the number of periods of 𝑦(𝜃) and Θ is the angular period. The random 
part (𝑦𝑟(𝜃)) of the signal can be obtained as: 
 𝑦𝑟(𝜃) = 𝑦(𝜃) − 𝑦𝑑(𝜃)  (5.2) 
The mass imbalance and gear phenomena are found in the deterministic part of 
the signal whereas bearing defect signature, being characterized by a random carrier, 
resides in the random part of the diagnostic signal. 
5.1.3 Cyclic Modulation Spectrum 
The cyclic modulation spectrum (CMS) is used as an indicator for CS2 
components in a signal. In obtaining CMS of a signal, the first step is separating the 
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spectral content of the signal using short-time Fourier transform (STFT) which is 
equivalent to filter-bank. It is then followed by calculating power spectral density in 
time, i.e. spectrogram, and then a second Fourier transform along the remaining time 
axis. Implementation details of CMS can be found in [107]. 
5.1.4 Squared Envelope Spectrum 
The squared envelope spectrum (SES) works as an effective cyclostationary tool 
capable of revealing defect signature when it appears as a CS2 component in the signal 
of interest (e.g. vibration/ shaft angular speed in case of bearing defect). A simple 
algorithm to calculate SES is presented in [46].  
5.2 ESA-BASED FAULT DETECTION 
The principle behind ESA-based fault detection lies in the fact that the electrical 
output of the generator is a function of its shaft speed (as presented in Eq. (4.23)) and 
therefore carries the signature of any drivetrain fault that affects the rotational speed.  
5.2.1 Demodulation of Generator Electrical Output 
As the fault signature is actually embedded in the shaft speed, a primary step of 
any ESA-based fault detection technique is extraction of the speed information. The 
common approach to extract the speed information from the electrical signal is through 
envelope analysis (AM demodulation), based on the analytical signal 𝑒𝑎(𝜃). The 
analytic signal itself is based on the Hilbert transform of 𝑒𝑔(𝜃) (i.e. ?̃?𝑔(𝜃)). Assuming 
full separation of the positive and negative frequency sideband patterns (around 𝑝 and 
−𝑝, Bedrosian condition[17]), the Hilbert transform of the signal 𝑒𝑔(𝜃) (Eq. (4.24)) 
results in: 
 ?̃?𝑔(𝜃) = ϕ𝑝𝜔𝑔(𝜃) sin(𝑝𝜃) (5.3) 
and the analytic signal 𝑒𝑎(𝜃) = 𝑒𝑔(𝜃) + 𝑗?̃?𝑔(𝜃) can be obtained as: 
 𝑒𝑎(𝜃) = ϕ𝑝𝜔𝑔(𝜃)𝑒
𝑗(𝑝𝜃𝑔)⁡ (5.4) 
The absolute value of the analytic signal 𝑒𝑎(𝜃) is therefore theoretically 
proportional to the generator speed: 
 |𝑒𝑎(𝜃)| = ϕ𝑝𝜔𝑔(𝜃) (5.5) 
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Therefore, the current envelope will be affected by any drivetrain mechanical 
phenomena including defects. As a result, its spectra would contain harmonics 
corresponding to the defect signature order. 
This analytical derivation is exact in the angular/order domain of the shaft, given 
the phase-locking of the drivetrain phenomena with the reference shaft. In order to 
obtain this angular-domain description of the signal, COT is applied as a pre-
processing tool to the electrical output 𝑒𝑔(𝑡). The COT step applied to 𝑒𝑔(𝑡) not only 
results in a purely amplitude-modulated 𝑒𝑔(𝜃), but also mitigates the smearing effects 
of low-frequency wind-induced speed fluctuations on the shaft speed, which smear the 
fault-symptomatic sidebands in the raw frequency domain. 
An alternative method to estimate generator shaft speed is by taking the time 
derivative of the phase of the analytic signal 𝑒𝑎(𝑡), which, in fact, results in FM 
demodulation of the time domain electrical signal 𝑒𝑔(𝑡). Recalling Eq. (4.24), and 
expressing the generator current as a function of time, the following expression is 
obtained: 
 𝑒𝑔(𝜃(𝑡)) = ϕ𝑝𝜔𝑔(𝜃(𝑡))cos⁡(𝑝𝜃(𝑡)) (5.6) 
The analytic signal 𝑒𝑎(𝜃(𝑡)), can be obtained from 𝑒𝑔(𝜃(𝑡)) as follows:  
 𝑒𝑎(𝜃(𝑡)) = 𝑒𝑔(𝜃(𝑡)) + 𝑗?̃?𝑔(𝜃(𝑡)) = ϕ𝑝𝜔𝑔(𝜃(𝑡))𝑒
𝑗(𝑝𝜃𝑔(𝑡))⁡  (5.7) 
In this case, the demodulation is performed before order tracking, by extracting 
the phase of the analytic signal (rather than its amplitude): 
 arg (𝑒𝑎(𝜃(𝑡))) = arg(ϕ𝑝𝜔𝑔(𝜃(𝑡))exp⁡(𝑗𝑝𝜃(𝑡))) = 𝑝𝜃(𝑡) (5.8) 
Thus, an estimation of the shaft angular speed, of a synchronous generator with 
𝑝 pole pairs, can be obtained as follows. 
 1
𝑝
𝑑
𝑑𝑡
(arg (𝑒𝑎(𝜃(𝑡)))) = ?̇?(𝑡) = 𝜔𝑔(𝑡) 
(5.9) 
The estimated shaft speed, being affected by any drivetrain mechanical 
phenomena, is expected to produce signature peaks in its spectrum. Order tracking of 
the estimated shaft speed is then necessary to mitigate the smearing of the peaks in the 
speed spectrum, thus obtaining the angular domain speed signal 𝜔𝑔(𝜃), in which fault-
induced harmonics are visible as peaks at characteristic orders.  
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Figure 5.2 graphically represents the steps of obtaining both the current envelope 
and the estimated shaft speed in angular domain from the time domain current signal. 
 
Figure 5.2 Obtaining order tracked current envelope and estimated shaft speed from time domain 
current signal  
As seen from the above figure, while COT precedes demodulation for the AM 
process, FM demodulation is performed on the time-domain signal and COT is done 
after extracting the speed signal. This is motivated by the fact that the electrical signal 
is purely AM in angular (𝜃) domain (Eq. (4.24)), while it shows a mixed AM/FM 
nature in time domain (Eq. (5.6)). 
5.2.2 Mass Imbalance Detection 
Mass imbalance is expected to induce a periodic speed fluctuation in the speed 
signal as discussed in Section 4.2.1. The signature would be detectable in the order 
spectrum of the current envelope/ estimated speed at the signature order of 1xRev. The 
magnitude of the signature is expected to vary in accordance with the imbalance 
severity level. ESA-based technique for diagnosing mass imbalance is illustrated in 
Figure 5.3. 
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Figure 5.3 ESA-based diagnosis of mass imbalance 
The first step in the diagnosis of mass imbalance is obtaining the angular domain 
current envelope/ estimated shaft speed from the time domain current signal following 
the steps of Figure 5.2. Then DFT is performed on the envelope/ speed signal to obtain 
the magnitude of 1xRev peak which can be used as an indicator for imbalance grades. 
5.2.3 Bearing Fault Detection 
A single point bearing defect causes random fluctuations in the speed of the 
associated shaft when the defect impact occurs. Therefore, its signature appears as a 
CS2 component in the speed signal as presented in Eq. (4.14). When an electrical 
generator is connected to this shaft, the signature would be carried out by the current 
output as it is a function of the shaft speed. Detection of the bearing defect signature 
using ESA-based technique is illustrated in Figure 5.4. 
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Figure 5.4 ESA-based detection of bearing defect  
The generator current output is first order tracked using the 1xRev tachometer 
signal as reference. The envelope of the current signal, which carries speed 
information, can be obtained by HT-based AM demodulation. An alternative approach 
of estimating speed is by FM demodulation of the time domain current signal which 
can be order tracked afterwards (as presented in Figure 5.2). 
According to the bearing fault signal model, the bearing defect signature resides 
in the current envelop/ estimated shaft speed as a CS2 component. However, the 
envelope/ estimated speed signal might contain strong CS1 components because of 
corresponding drivetrain events that can complicate the detection of CS2 components. 
To remove the CS1 components (discrete frequencies) a pre-whitening step is carried 
out by applying DRS on the angular domain current envelope/ estimated speed, which 
would result in a residue containing only the CS2 components. In the next step, CMS 
(of the residue) is calculated which helps to identify appropriate spectral frequency 
band containing the cyclic modulation induced by the bearing defect. Pass-band for 
the filtering step is set accordingly, to suppress influence of unwanted drivetrain 
phenomena. The final step in bearing fault detection is the determination of SES, 
which consists of calculating the envelope (squared absolute value of analytic signal) 
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of the filtered signal followed by the squared-amplitude spectrum. When a bearing 
defect is present, the defect signature would appear as peaks at BPFO harmonics in the 
SES.  
5.2.4 Gear Fault Detection 
As discussed in Section 4.3, a single tooth gear defect would cause both AM and 
FM of the associated GMF and results in sidebands around it distanced at the faulty 
gear’s shaft speed harmonics (as only one tooth is faulty). The technique of extracting 
both of these modulations are graphically presented in Figure 5.5. 
 
Figure 5.5 ESA-based detection of gear tooth defect 
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As done for the previous fault types, the order tracked current envelope/ shaft 
speed is obtained from the time domain current signal following the processing steps 
of Figure 5.2. As both of the current envelope and the estimated shaft speed are 
expected to carry defect induced speed fluctuations, either of them can be utilized for 
detection of the gear defect. The angular domain signal is then filtered around the GMF 
of interest with a pass-band sufficient to accommodate defect signature. Usually the 
strongest GMF harmonic is chosen which belongs to the gear stage where a tooth crack 
is expected. For a single tooth defect, first few shaft harmonics of the faulty gear can 
be considered as the defect signature. While setting the filter bandwidth it is also 
important to ensure separation of the defect signature from neighboring GMFs. As the 
tooth crack results in periodic disturbance in both the amplitude and phase of the GMF, 
the signature is expected to appear in both AM and FM demodulation of the filtered 
signal. 
To obtain the amplitude modulating function, SES is calculated from the filtered 
signal. The first step to get SES is to obtain envelope of the signal by squaring absolute 
value of the analytic signal. Then SES is obtained by squaring absolute value of DFT 
of the envelope. The tooth defect signature is expected at the shaft harmonics 
(associated with the faulty gear) in the SES.  
 As mentioned, the tooth defect also causes variation in the frequency of the 
associated gear meshing phenomena, which can be detected by FM demodulation of 
the filtered signal. It is performed by taking angular derivative of the phase obtained 
from the analytic signal. The result would be the modulating function which caused 
frequency variation of the gear meshing event. The fault signature, mentioned before, 
would appear in the squared-amplitude spectrum obtained by DFT of the modulating 
function. 
5.3 IAS-BASED FAULT DETECTON 
The ESA-based techniques, presented in the previous section, is actually based 
on the fact that both the amplitude and phase of the electrical output are related to the 
shaft speed that carries the fault induced speed fluctuation. A further confirmation of 
this proposition can be achieved by performing detection of those drivetrain faults by 
the Instantaneous Angular Speed (IAS) obtain by direct measurement of instantaneous 
shaft angle by an encoder.  
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The technique of calculating IAS from the encoder output is described in 
Section 7.2. To perform fault detection utilizing IAS, it is first order tracked to remove 
spearing of its frequency components. The order tracked IAS can be treated in the 
same way as the angular domain current envelope/ angular speed (obtained from 
current FM demodulation) to detect the fault signature. Therefore, techniques already 
described in the previous section can be adjust to be applicable for the IAS-based fault 
detection. 
5.4 VIBRATION-BASED FAULT DETECTION 
The vibration-based techniques for detecting drivetrain faults are well 
established in the literature. In this section only a brief description of those techniques 
are provided with necessary references.  
To detect rotor imbalance, the traditional vibration-based technique relies on the 
detection of vibration magnitude resulted by the fault induced centrifugal force [92]. 
The radial vibration produced due to this force is collected by placing the sensor in the 
radial direction of the shaft. The magnitude of the 1xRev shaft harmonics is therefore 
used to diagnose imbalance. The raw vibration (acceleration) signal is first order 
tracked (by applying COT) using the tachometer reference. Magnitude of the 1xRev 
shaft harmonics is obtained by calculating DFT of the order tracked vibration and used 
as an indicator for the imbalance severity level.  
Standard technique of vibration-based bearing fault detection is described in 
detail in Ref. [42]. It consist of a primary order tracking step to remove slow speed 
variations which is then followed by a processing step of removing discrete 
frequencies. The next step is to perform band-pass filtering to remove the frequency 
band where defect signature is not expected. Finally, SES of the filtered signal is 
determined where fault characteristics frequency (BPFO) can be identified. 
A procedure of vibration-based detection of gear tooth crack can be found in 
Ref. [47]. The detection is performed based on the fact that the tooth crack causes both 
AM and FM of the associated GMF. To reveal the fault signature, the vibration signal 
is order tracked and filter around the strongest GMF of the gear of interest. Then 
demodulation of both amplitude and frequency of the filtered signal is performed to 
obtain the fault induced modulating function. The defect signature would be 
identifiable in the spectrum of both type of demodulation. 
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5.5 SUMMARY 
The ESA-based methods to detect different drivetrain faults have been 
developed in this chapter. The primary step of ESA-based diagnostics is the estimation 
of the shaft speed from the electrical output by performing demodulation. Then 
different diagnostic strategies are proposed, each designed based on the characteristics 
of the specific fault under investigation. Vibration-based detection of those drivetrain 
faults has also been briefly discussed to allow for comparison with ESA diagnostic 
capabilities. 
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Chapter 6: Modelling and Simulation of 
Drivetrain Faults and Their 
Detection by ESA 
This chapter presents an innovative full electromechanical model of a WT, based 
on the integration of previously proposed WT sub-system models, and with the 
addition of drivetrain fault models. The novelty lies not only in the development of 
fault models (e.g. modeling gear tooth crack) but also in their integration into the 
existing electromechanical model of a WT. This comprehensive model is utilized to 
investigate the potential masking effect of power electronic switching and wind-
induced speed fluctuations on the electrical signatures of typical powertrain 
mechanical faults.  
This chapter therefore covers all the topics of this thesis from a 
modelling/simulation perspective. It starts with the development of the WT model, 
which is then followed by integration of the fault models (focus of Sections 6.1 and 
6.2 highlighted in Figure 6.1). The expected fault signatures and their detection 
techniques are then discussed (Section 6.3 focus represented in Figure 6.2). The 
performance of the developed WT model is then analyzed by comparing with a 
benchmark model. The effects of converter switching and wind turbulence on the 
electrical output of generator are also elaborated in Section 6.4 (Figure 6.3). Then the 
analysis to a faulty drivetrain is discussed with simulation results of ESA-based fault 
diagnosis in the presence of the aforementioned masking phenomena. Possible 
improvements of the ESA-based technique is also discussed (focus of Sections 6.5 and 
6.6 in Figure 6.4). 
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Figure 6.1 Focus of Sections 6.1 and 6.2 highlighted in grey 
 
 
Figure 6.2 Focus of Section 6.3 highlighted in grey 
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Figure 6.3 Focus of Section 6.4 highlighted in grey 
 
 
Figure 6.4 Focus of Sections 6.5 and 6.6 highlighted in grey 
6.1 WT MODELLING 
In this work, three different variable speed WT models, with different levels of 
modelling complexity, have been utilized in this study to perform necessary analysis. 
These three models, presented in Figure 6.5, share the same modelling for the wind, 
the blade and pitch system, and the drivetrain. The three models differ in the level of 
detail in which they represent the generator and converter dynamics. In case of the WT 
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model A (Figure 6.5 a), the generator and converters are combined in a single first-
order system. The WT model B contains the model of a PMSG which sinks its output 
power in a passive load. The same PMSG model is utilized in the WT model C, which 
however includes also an insulated-gate bipolar transistor (IGBT) based bridge 
rectifier and inverter connected by a DC link, a harmonic filter, a transformer and the 
grid. In the following sub-sections, the modelling approach for the wind and the 
mechanical components (common to all the three WT models) are presented first. They 
are then followed by a description of the modelling choices for the generator, the 
remaining electrical systems, and the controller, which are specific to each of the three 
different WT models. As the component models are already available in the literature, 
their brief description is provided hereafter with relevant references. In addition, 
values of the model parameters are provided in Appendix A [76, 77]. 
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(a) (b) 
 
WT model A 
 
WT model B 
(c) 
 
WT model C 
Figure 6.5 Three modelling approaches for the variable speed WT system with different level of 
modelling complexity: (i) wind model, (ii) blade and pitch system, (iii) drivetrain, (iv) generator, (v) 
electrical components; (a) WT model A, (a) WT model B, (a) WT model C 
6.1.1 Modelling of Wind and Mechanical Components  
Wind Model 
The wind model consists of the following four additive components:  
(i) an instantaneous mean wind speed (slow variation of the wind speed) 𝑣𝑚(𝑡),  
(ii) a stochastic part 𝑣𝑠(𝑡) representing wind turbulence modelled using the 
Kaimal filters [77],  
(iii) a wind shear component 𝑣𝑤𝑠(𝑡) representing the effect of vertical wind 
speed gradient (ground boundary effect) and,  
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(iv) a tower shadow component 𝑣𝑡𝑠(𝑡) which reproduces the wind disturbance 
experienced by the blades when passing near the tower. 
Descriptions of the wind shear and tower shadow model can be found in Ref. 
[77]. The wind shear and tower shadow are in phase events, resulting in a combined 
three-times-per-revolution (3xRev) disturbance in the rotor torque/speed signal. Wind 
speeds experienced at the three blade tips are therefore obtained from this wind model, 
which can be represented by the following general expression. 
 𝑣𝑤,𝑖(𝑡) = 𝑣𝑚(𝑡) + 𝑣𝑠(𝑡) + 𝑣𝑤𝑠,𝑖(𝑡) + 𝑣𝑡𝑠,𝑖(𝑡) (6.1) 
where 𝑖 = 1~3 represents the blade number. 
Blade and Pitch System 
The torque acting on each of the blades is determined by the aerodynamic profile 
of the turbine, which defines the torque coefficient 𝑐𝑞,𝑖(∙). This coefficient depends on 
the blade tip speed ratio 𝜆𝑖(𝑡) and pitch angle 𝛽𝑖(𝑡). The total torque 𝜏𝑟(𝑡) experienced 
by the rotor can be expressed by the aerodynamic torque as follows [77]. 
 𝜏𝑟(𝑡) = 𝜏𝑎𝑒𝑟𝑜(𝑡) = ∑
𝜌𝜋𝑅3𝐶𝑞,𝑖(𝜆𝑖(𝑡),𝛽𝑖(𝑡))𝑣𝑤,𝑖(𝑡)
2
6
3
𝑖=1   (6.2) 
where, 𝜌 is air density and 𝑅 is the radius of the blades. For a given rotor speed 𝜔𝑟(𝑡), 
the tip speed ratio 𝜆𝑖(𝑡) is calculated as the ratio of the tangential speed of the blade 
tip (𝜔𝑟(𝑡) ∙ 𝑅) and the wind speed 𝑣𝑤,𝑖(𝑡). The rotor speed 𝜔𝑟(𝑡) is obtained from the 
drivetrain model discussed in the following sub-section.   
Each blade’s pitch angle 𝛽 is set by its closed loop system where the pitch 
reference 𝛽∗ is provided by the controller. The pitch control system is modelled by as 
a second-order transfer function [77]. 
 
𝛽(𝑠)
𝛽∗(𝑠)
=
𝜔𝑛
2
𝑠2+2𝜁𝜔𝑛𝑠+𝜔𝑛
2  (6.3) 
where 𝜔𝑛 is the natural frequency and 𝜁 is the damping factor. 
Drivetrain 
The rotor of a WT is connected to the generator through this drivetrain 
(Figure 6.6) which is characterized by a transmission ratio 𝑁𝑔, torsional stiffness 𝐾𝑑𝑡, 
torsional damping coefficient 𝐵𝑑𝑡 and efficiency 𝜂𝑑𝑡. The rotor and the generator shaft 
have the moment of inertia of 𝐽𝑟 and 𝐽𝑔, and viscous friction of 𝐵𝑟 and 𝐵𝑔 respectively. 
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This drivetrain model takes torques (of the rotor 𝜏𝑟(𝑡) and the generator 𝜏𝑔(𝑡)) as 
inputs and provides shaft angular speeds (of the rotor 𝜔𝑟(𝑡) and the generator 𝜔𝑔(𝑡)) 
as the outputs. It is represented by a two-mass model as shown in Figure 6.6 [77]. This 
simplification (i.e. representing drivetrain as a two-mass model) is common in WT 
modelling as done in case of FAST-based WT [108]. Moreover, according to the 
investigation presented in Ref [109], this two-mass model is sufficient for analyzing 
transient stability of a WT.  
 
Figure 6.6 WT drivetrain schematic diagram 
 𝐌 ∙ [
?̈?𝑟(𝑡)
?̈?𝑔(𝑡)
] + 𝐂 ∙ [
?̇?𝑟(𝑡)
?̇?𝑔(𝑡)
] + 𝐊 ∙ [
𝜃𝑟(𝑡)
𝜃𝑔(𝑡)
]=[
𝜏𝑟(𝑡)
𝜏𝑔(𝑡)
]  (6.4) 
where, 
𝐌 = [
𝐽𝑟 0
0 𝐽𝑔
], 𝐂 = [
𝐵𝑑𝑡 + 𝐵𝑟 −
𝐵𝑑𝑡
𝑁𝑔
−
𝜂𝑑𝑡𝐵𝑑𝑡
𝑁𝑔
(
𝜂𝑑𝑡𝐵𝑑𝑡
𝑁𝑔
2 + 𝐵𝑔)
] and 𝐊 = [
𝐾𝑑𝑡 −
𝐾𝑑𝑡
𝑁𝑔
−
𝜂𝑑𝑡𝐾𝑑𝑡
𝑁𝑔
𝜂𝑑𝑡𝐾𝑑𝑡
𝑁𝑔
2
].  (6.5) 
 
In this work, the torsional stiffness 𝐾𝑑𝑡 is modelled as a time varying function 
(discussed later in Section 6.2.3). It provides the opportunity to simulate drivetrain 
faults such as gear defect. 
6.1.2 Modelling of Generator and Electrical Components 
WT Model A 
In this model (Figure 6.5 a) a first-order system represents the combined 
dynamics of the generator and converter by the following transfer function [77]. 
 
𝜏𝑔(𝑠)
𝜏𝑔∗(𝑠)
=
𝛼𝑔𝑐
𝑠 + 𝛼𝑔𝑐
 (6.6) 
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where 𝜏𝑔
∗  is the torque reference provided by the controller (discussed in the next sub-
section) and 𝜏𝑔 is the generator torque output fed to the drivetrain. The power output 
of the WT is calculated using the generator speed 𝜔𝑔(𝑡) obtained from the drivetrain. 
 𝑃𝑔(𝑡) = 𝜂𝑔𝜔𝑔(𝑡)𝜏𝑔(𝑡) (6.7) 
WT Model B  
To convert mechanical power into electricity, a non-salient PMSG is included in 
this WT model (Figure 6.5 b). The non-salient PMSG is characterized by a sinusoidal 
back electromotive force and modelled as a second-order system [19]. The dynamic 
model of the PMSG in the 𝑑𝑞 synchronous reference frame of the rotor, rotating at the 
speed of 𝜔𝑔, can be represented by the following equations [19]. 
 𝑑𝑖𝑑
𝑑𝑡
=
1
𝐿𝑠
(𝑣𝑑 − 𝑅𝑠𝑖𝑑 + 𝑝𝜔𝑔𝐿𝑠𝑖𝑞)  (6.8) 
 𝑑𝑖𝑞
𝑑𝑡
=
1
𝐿𝑠
{𝑣𝑞 − 𝑅𝑠𝑖𝑞 − 𝑝𝜔𝑔(𝐿𝑠𝑖𝑑 + 𝜆)}  (6.9) 
 𝜏𝑔 =
3
2
𝑝𝜆𝑖𝑞  (6.10) 
where 𝑣𝑑, 𝑣𝑞 and 𝑖𝑑, 𝑖𝑞 represent 𝑑- axis and 𝑞- axis voltage and current respectively. 
𝐿𝑠 is the synchronous inductance, which is the same for both 𝑑 and 𝑞 axes. 𝜆 is the 
peak flux of the rotor established by the permanent magnets, 𝑅𝑠 is the resistance of 
each phase of the stator windings and 𝑝 is the number of pole pairs.  
Specifics of the PMSG model parameters are provided in Table 6.1. A sign 
adjustment is required as the generator torque 𝜏𝑔 presented by Eq. (6.10) is negative 
whereas the drivetrain model considers positive generator torque. The RMS current 
output of each of the three stator phases can be given by 
 
𝐼𝑠 = √
𝐼𝑑
2+𝐼𝑞
2
2
  (6.11) 
The current output of the generator is fed to a three phase passive load which in 
turn defines the voltages 𝑣𝑑, and 𝑣𝑞.  
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Table 6.1 PMSG model specifics 
Parameter Value 
Nominal voltage 690 V 
Number of poles 4 
Stator resistance 0.42 mΩ 
Synchronous inductance 69.04 µH 
Back EMF constant 630.774 Vpeak,L-L/krpm 
WT model C  
As mentioned before, this model represents a practical WT supplying power to 
the grid (Figure 6.5). The non-salient PMSG, modelled by Eq. (6.8) - (6.10) , is also 
utilized in this WT model with the parameters specified in Table 6.1. A layout of the 
remaining electrical components, following the PMSG, is provided in Figure 6.7 [76]. 
The PMSG is followed by a back-to-back converter consisting of an IGBT-based 
active bridge rectifier, a DC link capacitor and an inverter. An LCL filter keeps the 
harmonic distortion of the inverter output at a minimum level to comply with the grid 
code. Finally, the transformer steps up the voltage to the grid voltage level and at the 
same time provides DC isolation from the grid. A detailed description of these 
electrical models can be found in Ref. [76]. Values of the model parameters are 
provided in Appendix A [76, 77]. 
 
Figure 6.7 Electrical components of WT model C [76] 
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6.1.3 Controller 
The task of the controller is to generate the torque reference 𝜏𝑔
∗  and pitch 
reference 𝛽∗ depending on the control modes. However, the control modes are 
dependent on the reference power curve of the WT (Figure 6.8), which is same for all 
the three WT models mentioned in the previous section. The power curve has two 
major operational zones, and hence, two control modes. In torque control mode (TCM, 
between cut-in wind speed, 3 m/s and rated  wind speed, 12.5 m/s), the WT is operated 
in a way to maximize the power production through the maximum power point 
tracking (MPPT) technique. In pitch control mode (PCM, between rated and cut-out 
wind speed, 25 m/s), the controller aims at maintaining the rotor speed at the nominal 
value by controlling the pitch angle of the blades. 
 
Figure 6.8 WT reference power curve [77] 
In TCM, the MPPT is achieved by the optimal torque control method, based on 
quadratic dependency of the turbine mechanical torque on the rotor speed [19]. While 
setting the pitch reference 𝛽∗at 0 degree, the torque reference 𝜏𝑔
∗  is calculated using 
the following equation [77]: 
 
𝜏𝑔
∗[𝑛] = 𝐾𝑜𝑝𝑡 (
𝜔𝑔[𝑛]
𝑁𝑔
)
2
 (6.12) 
where,  
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𝐾𝑜𝑝𝑡 =
1
2
𝜌𝐴𝑅3
𝐶𝑝(max)
𝜆𝑜𝑝𝑡
3  (6.13) 
𝐴 is the area swept by the turbine blades, 𝐶𝑝(max) is the maximum value of the power 
coefficient, and 𝜆𝑜𝑝𝑡 is the optimal tip speed ratio.  
In pitch control mode, a PI controller is employed to keep the generator speed 
𝜔𝑔 at its rated value 𝜔𝑛𝑜𝑚. The controller can be designed as follows [77]: 
 𝛽∗[𝑛] = 𝛽∗[𝑛 − 1] + 𝑘𝑝𝑒[𝑛] + (𝑘𝑖𝑇𝑠 − 𝑘𝑝)𝑒[𝑛 − 1] (6.14) 
where 𝑒[𝑛] = 𝜔𝑔[𝑛] − 𝜔𝑛𝑜𝑚.  
To suppress fast disturbances, the torque reference 𝜏𝑔
∗  is calculated based on the 
power reference 𝑃𝑟 and parameter 𝜂𝑔𝑐 [77]. 
 
𝜏𝑔
∗[𝑛] =
𝑃𝑟[𝑛]
𝜂𝑔𝑐𝜔𝑔[𝑛]
 (6.15) 
A more detailed description of the controller gains and other mechanical model 
parameters can be found in [77].  
The torque reference (𝜏𝑔
∗) is utilized in the WT model C for controlling the 
rectifier. As shown in Eq. (6.10), the generator torque only depends on the 𝑞-axis 
current output (𝑖𝑞). Therefore, the control of the generator current 𝑖𝑞 results in the 
control of the generator torque (𝜏𝑔), which is done according to the torque reference 
𝜏𝑔
∗ . Moreover, there is no influence of 𝑖𝑑 on the generator torque, therefore a zero 𝑑-
axis current (ZDC) control is implemented, resulting in a linear relationship between 
the stator current (𝐼𝑠) and generator torque (𝜏𝑔), and minimal resistive losses [19]. An 
IGBT-diode bridge rectifier is employed at the generator end to control the generator 
terminal voltages (i.e. 𝑣𝑑 and 𝑣𝑞) which in turn controls 𝑖𝑑 and 𝑖𝑞 (according to Eq. 
(6.8) and (6.9)), while assuming constant DC link voltage. The switching signals for 
the rectifier are generated using the space-vector pulse-width modulation (SVPWM) 
technique using the reference voltages (𝑣𝑑
∗  and 𝑣𝑞
∗). Two PI controllers, one to keep 
𝑖𝑑 = 0 and another to follow 𝜏𝑔
∗ , are utilized to generate the reference voltages.  
To ensure continuous power flow from the PMSG to the grid, the DC link 
voltage needs to be maintained at a constant level. This is performed by controlling 
the 𝑞-axis grid current. The reactive power output of the WT is controlled by the 𝑑-
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axis grid current. The control of these grid quantities is performed by the inverter 
controller through the reference voltages 𝑣𝑑𝑔
∗  and 𝑣𝑞𝑔
∗ .  
The reference voltages are utilized by the SVPWM technique to generate the 
switching signals for the inverter. The inverter controller operates on the synchronous 
reference frame of the grid determined by a phase-locked loop. A more detailed 
description of the design techniques of both the rectifier and inverter controllers, and 
other electrical components such as DC link capacitor and LCL filter are provided in  
and [19]. All the controllers are tuned according to Ref. [76]. The controller gain 
parameters are provided in Appendix A. 
6.2 INTEGRATION OF FAULT MODELS 
Four different drivetrain faults are incorporated into the WT models to 
investigate their detectability through ESA-based technique. Implementation of these 
faults to the WT drivetrain is discussed in the following sub-sections.  
6.2.1 Aerodynamic Imbalance 
To represent the typical case of aerodynamic imbalance, a blade pitch system 
fault is investigated in this study [77]. Blade pitch faults can be caused by a faulty 
sensor measurement of one of the blade’s pitch angle as illustrated in Figure 6.9. Here, 
blade 1 and 2 pitch angle measurement sensors (not shown) are considered healthy, so 
their pitch actuators receive healthy measurements and are able to follow 𝛽∗ properly. 
However, one of the two pitch angle measurement sensors of blade 3 is considered 
faulty. The faulty sensor provides a fixed position measurement. It results in an error 
in the measured pitch angle sent to the pitch actuator, which is eventually used for 
setting the pitch reference. Therefore, this fault results in a different pitch reference for 
the faulty blade’s pitch actuator system. During the simulations, while the healthy pitch 
system receives a pitch reference of 𝛽∗, the faulty one receives the pitch reference 
𝛽𝑓𝑎𝑢𝑙𝑡
∗ = 2𝛽∗ − 𝛽𝑚3𝑓, where 𝛽𝑚3𝑓 represents the fixed position measurement of the 
faulty sensor.      
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Figure 6.9 Implementation of aerodynamic imbalance 
The cause of aerodynamic imbalance is that the pitch angle of the faulty blade is 
different compared to the other two healthy blades, making the aerodynamic response 
of the former different from the latter. This physical phenomenon can be expressed 
mathematically by Eq. (6.2) with a different value of 𝐶𝑞,𝑖 for the faulty blade (due to 
different 𝛽𝑖), while the wind profile remains the same for all the three blades.  
This clearly indicates that, at the event of tower shadow and wind shear, 
torque/speed disturbance contributed by the faulty blade will have a different 
magnitude compared to the other two healthy ones. In the torque/speed signal, this 
results in an AM of the 3xRev phenomenon (caused by tower shadow and wind shear) 
by a periodic component with frequency of 1xRev (rotational speed of faulty blade). 
Thus, aerodynamic imbalance, caused by a faulty pitch system, causes signatures at 
frequencies 𝑛 ∙ 3xRev ± 𝑚 ∙ 1xRev where 𝑛,𝑚 ∈ 𝑍 in the speed signal spectrum. 
6.2.2 Mass Imbalance 
Mass imbalance, in the context of WT, has already been discussed in 
Section 4.2.2. The implementation of the mass imbalance in the WT blade system is 
illustrated in Figure 6.10. 
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Figure 6.10 Implementation of mass imbalance in WT model. 
As shown in Eq. (4.9) and (4.10), the mass imbalance causes a sinusoidal torque 
fluctuation and a consequent analogous variation in the rotor speed signal.  
6.2.3 Gear Tooth Crack 
In this section, the development of a time-varying meshing stiffness function (as 
pointed out in sub-section 6.1.1) is described first, followed by its application to gear 
tooth fault simulation and implementation to the WT drivetrain model. 
A typical large scale WT drivetrain has one or more low speed planetary stages 
along with one or more high speed parallel stages. The planetary stage may have spur 
or helical gears whereas parallel stages usually contain helical gears to get higher 
contact ratio for smoother power transmission. It is assumed that the proposed 
electromechanical model of WT has only one planetary stage and one parallel stage 
(high speed stage) with an overall gearbox ratio of 95:1. It is also assumed that the 
gear ratio of planetary stage and parallel stage is 16.814:1 and 5.65:1 respectively. As 
the gear faults are more often found on the high speed helical stage, modelling of time-
varying meshing stiffness in performed for this stage only [110]. This high speed stage 
is consist of an intermediate speed shaft (ISS) and a high speed shaft (HSS). The time-
varying meshing stiffness for the gear pair (between ISS and HSS) are therefore 
modelled.  
Based on the distinctive meshing characteristics of the helical gears, a time-
varying meshing stiffness function was proposed in [111] which is calculated based 
on the gear pair’s design data. In this stiffness function, the maximum stiffness is 
calculated at the pitch point and the stiffness function 𝑘𝑖(𝑡) of a helical tooth pair is 
described as follows: 
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𝑘𝑖(𝑡) = 𝑘𝑝 exp(𝐶𝑎 |
𝑡 −
𝜀𝑡𝑧
2
1.125 × 𝜀𝛼𝑡𝑧
|
3
) (6.16) 
where, 𝑘𝑝 is the stiffness value at the pitch point, 𝐶𝑎 is an empirical coefficient, 𝜀 is 
the total contact ratio, 𝜀𝛼 is the transverse contact ratio of the helical tooth pair and 𝑡𝑧 
is the meshing period for passing one transverse base pitch. The parameters 𝑘𝑝 and 𝐶𝑎 
depend on the gear geometry and their calculation methods are detailed in Ref. [111]. 
Adding the contribution of the meshing stiffness 𝑘𝑖(𝑡) of each tooth pair, it is 
possible to obtain the total time varying torsional stiffness 𝑘𝑡(𝑡): 
 
𝑘𝑡(𝑡) = 𝑟
2∑𝑘𝑖(𝑡)
𝐼
𝑖=1
 (6.17) 
where 𝐼 is the total number of tooth pairs meshing in one full revolution of the pinion 
shaft and 𝑟 is the equivalent radius of the meshing gear and pinion. 
To simulate a realistic WT gearbox scenario, high speed stage design data are 
obtained combining the design parameters of Refs. [111] and [112] which are utilized 
to calculate 𝑘𝑖(𝑡) and 𝑘𝑡(𝑡).  
In Figure 6.11 (a) meshing stiffness variation due to mating of each tooth pair is 
shown separately for one complete HSS revolution with a 20 teeth pinion and 
corresponding 𝑘𝑡(𝑡) is provided in Figure 6.11 (c) for healthy state. It should be 
mentioned here that, the shape of 𝑘(𝑡) is in agreement with the results of finite-
element-based method and that of multi-body simulation software presented in [113] 
and [114] respectively.  
A previous investigation has found that tooth cracks cause a reduction in 
meshing stiffness when the defective tooth is in contact [115]. Therefore, the tooth 
fault is modelled in this work as a percentage reduction of the stiffness at pitch point. 
Both 𝑘𝑖(𝑡) and 𝑘𝑡(𝑡) are provided in Figure 6.11 (b) and (c) respectively for a tooth 
fault severity of 5 percent.  
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Figure 6.11 Time varying meshing stiffness for one shaft revolution: (a) separated meshing stiffness 
for each tooth pair (healthy), (b) separated meshing stiffness for each tooth pair (faulty), (c) 
synthesized meshing stiffness (healthy), (d) synthesized meshing stiffness (faulty) 
The magnitude of 𝑘𝑡(𝑡) is adjusted so that total average stiffness of the drivetrain 
corresponds to the value provided in Ref. [77]. The constant drivetrain torsional 
stiffness 𝐾𝑑𝑡 (in Eq. (6.4)) is then replaced by the adjusted time-varying function 𝑘𝑡(𝑡).  
The implementation of the gear fault in the WT drivetrain model is illustrated in 
Figure 6.12. The magnitude of the drivetrain stiffness is determined based on the shaft 
angular position and it is utilized to update the stiffness matrix 𝐊(𝜃𝑔) for every shaft 
position during the simulation. 
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Figure 6.12 Implementation of HSS pinion tooth fault in the WT drivetrain. 
As the gear defect is simulated as a crack on a single tooth of the high speed 
shaft (generator shaft), it is expected to produce a one-per-revolution speed variation 
in the generator speed signal. Moreover, it is expected to result in corresponding 
modulation of the GMFs. 
6.2.4 Localized Fault in the Kinematic Chain 
This sub-section models a general localized defect in the rotating components of 
a drivetrain. A localized defect (e.g. bearing outer race defect) results in a periodic 
disturbance in the shaft’s torque. Inspired by Ref. [116], a periodic angular disturbance 
representing the localized fault is expressed as follows: 
 𝜏𝑑(𝜃) = sin(𝑛𝑑𝜃) 𝑒
−𝑞∙sin(
𝑛𝑑
2
𝜃)
2
,  (6.18) 
where, 𝑛𝑑 is the defect frequency in events per revolution, and 𝑞 is a large positive 
number resulting in a short-time torque disturbance (𝑞 > 100).  
A normalized disturbance function is presented in Figure 6.13 (a) for one shaft 
rotation. The implementation of a localized fault in the drivetrain of WT model is also 
presented in Figure 6.13 (b). As the generator shaft angle, wrapped between 0 and 2𝜋, 
is taken as reference, 𝑁𝑠 (gear ratio between generator and defective shaft) is 
multiplied to the generator angle to determine the shaft position. This shaft angle is 
utilized to determine the magnitude of the disturbance function. The defect factor (𝑑𝑓) 
defines the percentage fluctuation of generator torque (𝜏𝑔) as a result of the localised 
defect.  
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(a) 
 
(b) 
 
Figure 6.13 Localized fault in drivetrain of WT model: (a) disturbance function for one shaft rotation 
when nd=4 and q=100, (b) implementation in the WT model. 
The torque fluctuation caused by the drivetrain localized defect is expected to 
result in a similar disturbance in the corresponding shaft speed signal. In the HSS 
(generator shaft) speed signal, it appears as a periodic disturbance with order 𝑁𝑠𝑛𝑑 and 
its harmonics. The local defect is simulated on the ISS gear (of the high speed stage) 
for which 𝑁𝑠 = 20/113 (here HSS gear has 20 teeth and ISS gear has 113 teeth). As 
the defect frequency 𝑛𝑑 = 4 per ISS rev, the signature of local defect appears at 0.7080 
per rev in generator speed spectrum. However, when the rotor shaft is taken as 
reference, the defect signature, in generator speed signal appears at gearbox ratio (95) 
times 𝑁𝑠𝑛𝑑  per rev.   
6.3 DETECTING SIGNATURES OF MECHANICAL PHENOMENA BY ESA 
Drivetrain mechanical phenomena (e.g. gear meshing, tower shadow, drivetrain 
faults) result in fluctuations in the generator speed signal. These signatures are 
expected to carry out in the PMSG electrical output as mentioned in Section 4.5. 
Table 6.2 presents the expected characteristics in the spectral representation of 
𝑒𝑔(𝜃) discussed in the previous sections. 
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Table 6.2. Characteristics of the most typical drivetrain phenomena-induced speed fluctuations and 
their expected effect on the generator current spectrum (gear ratio ωg/ωr=95, 𝑛 = 1,2, …) 
Phenomenon 
Speed disturbance 
function shape 
Order (ref. 
generator 
shaft) 
γ 
Order (ref. 
rotor shaft) 
γωg ωr⁄  
Sideband location 
in 𝑒𝑔(𝜃)  order 
spectrum 
 (𝑝 + γ)ωg ωr⁄  
Tower shadow Multi-harmonic 
3
95
= 0.0316 3 190 ± 3 
Gear meshing 
Multi-harmonic 
(almost sinusoidal) 
20 1900 2090 
Mass imbalance 
Mono-harmonic 
(sinewave) 
1
95
= 0.0105 1 190 ± 1 
Aerodynamic 
imbalance 
Multi-harmonic 
3 ± 𝑛
95
 3 ± 𝑛 190 ± 𝑛 
Gear tooth crack Multi-harmonic 1 95 
190 ± 95 and 
2090 ± 95 
Localized defect  Multi-harmonic 0.708 67.26 190 ± 67.26 
 
In section 5.2, the ESA-based fault diagnosis techniques are already presented. 
However, in this modelling study, to achieve better demodulation performance, the 
order tracked electrical signal is band-pass filtered at around the fundamental electrical 
order 𝑝 to keep only those sidebands that are related to the fault signature. A suitable 
demodulation technique, as explained in section 5.2.1, can be applied to the filtered 
output to extract the fault signature. Applying Discrete Fourier transform (DFT) to the 
demodulated signal, the order spectrum is obtained, where the fault signature can then 
be clearly detected.  
As mentioned before, both electrical outputs of the WT generator (current and 
voltage) can be utilized for drivetrain fault diagnosis through ESA. However, in the 
proposed WT model (WT model C), the active rectifier that connects PMSG with the 
DC link employs VSC principle to set the generator voltage output according to 
approximately constant DC link voltage. In this setting, the generator current output 
has lower THD compared to the phase/line voltage, due to the filtering effect of 
generator inductance. This makes the phase current of the generator a more suitable 
candidate for ESA in this particular case. 
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6.4 ANALYSING RESULTS OF HEALTHY WT SYSTEMS 
In this section, simulations of healthy WT operation are obtained with different 
WT models, in order to verify the acceptability of the proposed new model (WT model 
C) and the masking effect of power converter and wind-induced speed variation.  
In the first sub-section (6.4.1) the modified benchmark WT model A is compared 
to the proposed full electromechanical model WT model C to confirm the correct 
modelling procedure of the latter. In the following sub-section (6.4.2), simulation 
results of WT model C and WT model B (whose only difference is the absence of power 
electronics) are compared to assess the influence of converter switching. Finally, the 
last sub-section of this section uses WT model C to simulate a wind turbulence scenario 
and analyses the performance of order tracking in mitigating wind-induced rotor speed 
fluctuations.  
The simulations are performed in MATLAB Simulink programming 
environment. In all the analyses presented in this section, the first part of the simulation 
is discarded, since it includes the ramp-up transient of the system from null speed to 
normal operating conditions. The time duration of each signal is 350 seconds. During 
the simulations, the data acquisition is performed at a sampling frequency of 20 kHz 
and an antialiasing filter with cut-off frequency of 6 kHz is applied (just above the first 
4 kHz harmonics of the converter switching). For order tracking purposes, a 1xRev 
tachometer signal is produced using the rotor shaft angle. Torque control mode (TCM) 
simulations have all been run with an average wind speed of 10 m/s (only varying 
around this nominal level in case of turbulence), whereas an average wind speed of 20 
m/s has been selected for the Pitch control mode (PCM) simulations. 
6.4.1 Performance of WT Model C 
To ensure that a correct modelling procedure has been followed in WT model C, 
in this section its mechanical performance is compared against the modified 
benchmark model WT model A. This comparison includes the analysis of rotor torque, 
generator speed and generator torque. A corresponding macroscopic behavior is 
expected for all these mechanical quantities in non-turbulent wind conditions, since 
the effect of power electronics (the only significant difference in the healthy turbine 
models) is not expected to influence the lower end of the frequency spectrum.  
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Rotor torque outputs of the models and corresponding frequency spectra, 
zoomed in the low frequency region, are compared in Figure 6.14 for both of the 
control modes in case of non-turbulent wind condition. A perfect agreement between 
the instantaneous magnitudes of rotor torque signals is observed in Figure 6.14 (a, b). 
The periodic disturbance, having equal magnitude for both models, is contributed by 
the wind shear and tower shadow (3xRev phenomenon), and appears as low frequency 
harmonics in the frequency spectrum as shown in Figure 6.14 (c, d).  
The generator speed signals are also compared between the models as presented 
in Figure 6.15 for both of the control modes in non-turbulent wind case. Although the 
WT model C incorporates higher order dynamics (generator and converter), 
instantaneous magnitudes of its speed signals are reasonably close to that of  WT model 
A (Figure 6.15 a, b). The 3xRev phenomenon related low frequency disturbances are 
also observed in frequency spectrum (Figure 6.15 c, d). In addition, the time-varying 
gear meshing stiffness of the drivetrain results in gear meshing frequency (GMF) in 
both WT models as presented in (Figure 6.15 e, f). 
Finally, the generator torque responses of the two models are compared under 
both control modes as shown in Figure 6.16 in non-turbulent wind scenario. The power 
electronic converters of WT model C result in high frequency disturbances in the torque 
signal (Figure 6.16 a, b). However, the macroscopic low-frequency behavior of the 
two torque signals is preserved. The effect of switching is affecting the frequency band 
around 4 kHz and its harmonics (converter switching frequency, Figure 6.16 c, d).  
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(a) (b) 
  
(c) (d) 
  
Figure 6.14 Rotor torque in WT model C and WT model A in non-turbulent wind conditions: (a) time 
domain, TCM, (b) time domain, PCM, (c) low freq. spectrum, TCM, (d) low freq. spectrum, PCM 
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(a) (b) 
  
(c) (d) 
  
(e) (f) 
  
Figure 6.15 Generator speed in WT model C and WT model A in non-turbulent wind conditions:  (a) 
Time domain, TCM, (b) Time domain, PCM, (c) low freq. spectrum, TCM, (d) low freq. spectrum, 
PCM (e) spectrum around GMF, TCM, (f) spectrum around GMF, PCM 
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(a) (b) 
  
(c) (d) 
  
Figure 6.16 Generator torque in WT model C and WT model A in non-turbulent wind conditions: (a) 
time domain, TCM, (b) time domain, PCM, (c) spectrum, TCM, (d) spectrum, PCM 
6.4.2 Effect of Converter Switching on Generator Current  
This section is aimed at identifying the effect of converter switching on electrical 
measurements (i.e. generator current) by comparing the outputs of WT model C (with 
power electronics) with those of WT model B (without power electronics) in case of 
non-turbulent wind profile. 
To provide a baseline for this discussion, Figure 6.17 shows the generator current 
signal and corresponding spectrum for WT model B (whose generator feeds directly to 
a static load) simulated with a constant wind speed, under TCM. The sidebands of the 
electrical frequency due to the 3xRev speed/torque-modulating phenomena (tower 
shadow and wind shear) are clearly visible, while only a faint 1x symptoms of the gear 
meshing-induced modulation (at electrical frequency + GMF) is visible at around 450 
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Hz2 (Figure 6.17 (a)). This is explained by the non-linear frequency response of the 
drivetrain, which has a highly non-linear stiffness variation, itself dependent on the 
gearbox shaft rotation. This non-linear variation introduces multi-harmonic speed 
fluctuations, which in turn result in a significant spread of energy. This combines with 
leakage due to the selection of a fixed time window, not linked to the shaft speed. All 
these phenomena being phase-locked with the shaft rotation, are expected to be highly 
mitigated by using a sufficiently precise order tracking procedure. As shown in 
Figure 6.17 (c), this expected result is actually obtained, with a drastic improvement 
of the spectrum once transformed into the order domain. In this case the GMF (around 
2000xRev), its harmonics and sidebands are clearly visible2. The remaining noise floor 
is explained by the imperfect nature of the order tracking procedure (performed based 
on the slow rotor shaft elastically coupled with the generator) and small numerical 
errors.  
 
                                                          
 
2 Note that the lower frequency peak, at (GMF – electrical frequency), (phantom component) appears 
because the modulation frequency (GMF) is higher than the carrier electrical frequency. In this 
situation (non-Bedrosian) the first sideband of the negative electrical frequency harmonics appears on 
the positive frequency semi-axis. For a detailed discussion of this phenomenon and its relevance for 
diagnostics please refer to Chapter 3. 
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(a)  
 
(b) 
 
(c) 
 
Figure 6.17 Generator current of WT model B in non-turbulent wind condition under TCM: (a) time 
domain, (b) frequency spectrum (c) order spectrum 
In case of WT model C (where an active rectifier controls power flow from the 
generator), the expected effect of the switching phenomenon (non-linear load) in the 
generator current spectrum is the appearance of: 
 harmonics of the electrical frequency (non-linearity) 
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 switching frequency harmonics (direct active rectifier effect) 
 a rich set of sidebands of the switching frequency, with a Nx electrical-
frequency spacing (PWM) 
All these effects are only partially filtered by the generator inductance and are 
therefore still affecting the generator current. In an ideal case (no other speed 
fluctuation) they are expected to be confined to specific and discrete frequencies, 
however due to the phenomena discussed for WT model B their energy is spread along 
the whole spectrum (with a greater effect for higher frequencies). 
In order to investigate this issue, a series of simulations were performed with 
constant wind speed for both WT models B and WT models C, under both TCM and 
PCM. The time domain generator current signals are reported in Figure 6.18 (a, b). 
The current signal spectra of WT model C (Figure 6.18 (c, d)) show that, in addition to 
the converter switching frequency (4 kHz) related sidebands, the electrical noise 
results in an overall increase of the noise level (even at low frequency). This is not a 
result of aliasing of the high frequency noise, which is avoided by the use of an 
antialiasing filter during signal acquisition. In fact, the increased noise level on a large 
frequency band (rather than only at discrete frequency components) is caused again by 
the complex WT drivetrain phenomena, which result in fluctuations of speed and 
torque even in perfectly constant wind speed. 
Despite the magnitude of this effect being moderate for low frequencies, as 
visible in the comparison of WT model B and WT model C in Figure 6.18 (c, d), the  
distortion introduced by the combination of speed fluctuation and controlled SVPWM 
produces more problematic effects in the order domain (Figure 6.18 (e, f)). In fact, 
order tracking is not effective in removing the electrical switching-related noise, since 
the latter has a key non-synchronous nature due to its link with the fixed switching 
frequency.  
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(a) (b) 
  
(c) (d) 
  
(e) (f) 
  
Figure 6.18 Generator current in WT model C and WT model B in non-turbulent wind conditions: (a) 
time domain, TCM, (b) time domain, PCM, (c) frequency spectra, TCM, (d) frequency spectra, PCM, 
(e) order spectra, TCM, (f) order spectra, PCM 
The widespread spectral distribution of the converter noise (not corrected by 
order tracking) needs to be considered when choosing the bandwidth around the 
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fundamental frequency for its demodulation: the larger the bandwidth, the more 
electrical noise will be captured, thus likely leading to a worse signal to noise ratio in 
the demodulated diagnostic signal. This phenomenon will in general pose a challenge 
to the ESA-based fault detection especially when the converter-induced noise level is 
comparable with the expected fault signature magnitude. This problem will be 
analyzed in detail in the demodulation of simulated drivetrain faults in Section 6.5. 
6.4.3 Influence of Wind Speed Variation 
The mechanical fault signatures are usually phase-locked with the associated 
shaft rotation. As a result, fault signature frequency changes with rotor speed caused 
by the wind speed variation. A rapid variation in the wind speed is usually caused by 
wind turbulence (stochastic part of the wind model). Two different wind profiles with 
considerably different turbulence levels are utilized in simulating WT model C to 
investigate the consequence of wind variability on generator measurements (while 
converter switching effect already present). During simulation, the turbulence levels 
are achieved by setting the turbulence intensity (TI) parameter of the Kaimal filter at 
1 and 3 respectively [77]. Due to the introduction of turbulence, the wind speed varies 
with time. 
The effect of the two wind turbulence scenarios on generator current spectra is 
shown in Figure 6.19 under both TCM and PCM. Two areas of the spectra are shown: 
the first (Figure 6.19 a, b) corresponds to the neighborhood of the generator 
fundamental frequency, i.e. 2 times the generator shaft speed and 190 times the rotor 
shaft speed, respectively for TCM and PCM; the second (Figure 6.19 c, d) focuses on 
the GMF sideband of the current signal, i.e. at 2+20 times the generator shaft speed 
and 2090 times the rotor shaft speed (see Table 6.2 for details).  
In both cases, the main effect recognizable directly in the current signal spectrum 
is the smearing of the fundamental generator harmonics, due to the FM effect of the 
wind-induced speed fluctuation. In case of TCM, for both turbulence scenarios the 
fundamental electrical frequency harmonics is significantly smeared (more for the 
higher turbulence case) and the GMF sideband is completely compromised by the 
speed fluctuation. However, in case of PCM, the controller tries to keep the rotor speed 
stable resulting alleviating the smearing effect significantly. As a result, the GMF 
sideband becomes visible in this case.  
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(a) (b) 
  
(c) (d) 
  
Figure 6.19 Frequency spectra of generator current signals for different turbulence levels (TI= 1 and 
TI= 3) for WT model C: (a) zoom around fundamental current harmonics, TCM, (b) zoom around 
fundamental current harmonics, PCM, (c) zoom around GMF sideband, TCM, (d) zoom around GMF 
sideband, PCM  
The order tracking procedure is alleviating the problem, as shown in Figure 6.20 
(corresponding to the signals presented in Figure 6.19) by removing FM of the current 
signal. In both turbulence cases, the 3xRev sidebands around the fundamental 
electrical order become clearer after order tracking, with an almost complete correction 
of the smearing in both cases (Figure 6.20 a, b). However, a secondary effect of wind 
turbulence becomes visible after the correction of its FM effect. In particular, the AM 
of the speed, which varies according to wind-turbulence, cannot (and should not) be 
corrected by order tracking. This results in a low-frequency noise in the speed signal 
(as shown in Figure 6.21) and a consequent narrow-band noise in the current order-
spectra around the electrical fundamental frequency.  
In turn, this is expected to reduce the effectiveness of ESA-based diagnostics of 
low-frequency drivetrain faults, such as mass and aerodynamic imbalance. This 
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adverse effect of turbulence-induced noise on the current signal is slightly less severe 
in the PCM case, where the controller attempts to regulate shaft speed. The GMF 
sidebands (Figure 6.20 c, d), are not significantly affected by the turbulence-induced 
noise, being at a much higher order, and are therefore clearly visible at 2090 per rev in 
both turbulence scenarios and control modes. 
(a) (b) 
  
(c) (d) 
  
Figure 6.20 Order spectra of generator current signals for different turbulence levels (TI= 1 and TI= 3) 
for WT model C: (a) zoom around fundamental current harmonics, TCM, (b) zoom around 
fundamental current harmonics, PCM, (c) zoom around GMF sideband, TCM, (d) zoom around GMF 
sideband, PCM 
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(a) (b) 
  
Figure 6.21 Order spectra of generator shaft speed for different turbulence levels (TI= 1 and TI= 3) for 
WT model C: (a) zoom around lower order, TCM, (b) zoom around lower order, PCM 
6.5 ESA-BASED DRIVETRAIN FAULT DIAGNOSIS 
The electromechanical models WT Model C and WT Model B are utilized in this 
section to investigate the performance of ESA-based diagnosis for four different fault 
types, using the procedure discussed in Section 6.2. 
In each of the following sub-sections the specific parameters of this fault-
detection procedure are provided for each fault simulation. For each fault case, results 
of two severity levels are presented one of which is just detectable (due to low 
signature magnitude) and the other one is easily detectable (due to higher signature 
magnitude). Three scenarios will be investigated for each fault type. 
 The potential masking influence of power electronic switching will be 
studied by comparing results obtained with WT model C and WT model 
B, both without wind turbulence. 
 The wind-turbulence disturbance will be then investigated using WT 
model B only (this model does not include power electronics), in non-
turbulent vs turbulent wind conditions. 
 The combined effect of power-electronics and wind turbulence will be 
finally discussed, based on the results of WT model C with and without 
wind turbulence. 
In addition, a severity analysis will be presented for each fault case to 
demonstrate the sensitivity of fault signature magnitude to the severity level. This will 
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also show how the performance of ESA-based diagnostic methods in detecting 
incipient faults can be affected by the noise factors. 
Similar to the analysis of previous section (healthy system case), the first part of 
the simulation is discarded to exclude the ramp-up transient. The time duration of each 
signal is also 350 seconds. In this case, data acquisition is also performed at a sampling 
frequency of 20 kHz and an antialiasing filter with cut-off frequency of 6 kHz is 
applied (just above the first 4 kHz harmonics of the converter switching). A 1xRev 
tachometer signal is generated using the rotor shaft angle to perform order tracking. 
Simulations of TCM and PCM are performed  at an average wind speed of 10 m/s and 
20 m/s (only varying around this nominal level in case of turbulence) respectively. For 
the sake of brevity, only the severe case of turbulence intensity TI = 3 is used in the 
following examples to investigate the case of fluctuating wind speed. A non-turbulent 
case is represented by TI = 0 in rest of the discussion. As mentioned before, during 
simulations, these non-turbulent and turbulent wind cases are achieved by setting the 
TI parameter of the Kaimal filter at 0 and 3 respectively [77]. 
6.5.1 Aerodynamic Imbalance 
As mentioned in Section 6.2.1, an aerodynamic imbalance results in an AM of 
the 3xRev harmonics of the rotor speed signal (caused by tower shadow and wind 
shear) by a 1xRev component (rotational speed of faulty blade). ESA-capabilities will 
therefore be evaluated in this section by the visibility of the 3xRev ± 𝑛 ⋅ 1xRev 
sideband pattern (characteristic of this fault) in the demodulated signal obtained from 
the order-tracked generator current. The order tracked current signal is filtered at 
around the fundamental order (190 per rev) with a pass-bandwidth of 11 per rev (±5.5 
per rev, to preserve the 3xRev peak and two 1xRev sidebands) and then amplitude 
demodulated.  
Converter Switching Effect 
The order spectrum of the demodulated current signal in case of WT model C 
(red) and that of WT model B (blue) are compared in Figure 6.22 to demonstrate the 
effect of power-electronic switching. It is clear that the switching effect greatly 
compromises the detectability of the fault signature especially when the fault severity 
is low (TCM case, Figure 6.22 a). A higher detectability in the PCM case (Figure 6.22 
b) comes from the fact that, in this control mode the blades experience higher wind 
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speeds, thus, increasing the magnitude of the aerodynamic imbalance effect (signal to 
noise ratio is improved). 
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Figure 6.22 Order spectra of current envelopes in WT model B and WT model C for aerodynamic 
imbalance case βm3f=−3° and non-turbulent wind condition: (a) TCM, (b) PCM. 
Wind Turbulence Effect 
Having discussed the effect of converter switching, it is possible to investigate 
the effect of the wind turbulence alone by using WT model B, which does not include 
power electronics. Figure 6.23 compares order spectra of current envelope in non-
turbulent (blue) and turbulent (red) wind conditions. The fault characteristic sidebands 
(3xRev ± 𝑛 ⋅ 1xRev) are clearly visible in the non-turbulent condition for both control 
modes (blue lines in Figure 6.23 a, b). However, the detectability of the signature in 
turbulent conditions is limited to the PCM case (red line of Figure 6.23 b) as the fault 
severity becomes higher at this wind speed. The negative result of TCM in turbulent 
condition (red line of Figure 6.23 a) confirms the conclusions drawn in the healthy 
situation (Section 6.4.3), which showed that the turbulence induces low order noise in 
the speed (i.e. current envelope) thus hiding low order fault signature.  
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Figure 6.23 Order spectra of current envelopes in TI 0 and TI 3 wind cases for aerodynamic imbalance 
case βm3f=−3° in WT model B: (a) TCM, (b) PCM 
Combined Result of the Two Masking Effects 
Based on the above discussion, It is expected that, under influence of both 
switching- and turbulence- induced noise, detection of this fault type would only be 
possible when the severity is high enough (possibly the PCM case). This is 
demonstrated in Figure 6.24 by comparing results of non-turbulent (blue) and turbulent 
(red) wind conditions for WT model C. However, due to the simultaneous noise effect, 
only the fault characteristic sidebands, 1xRev and 2xRev are clearly visible in both 
turbulent condition in case of PCM (Figure 6.24 b) while the detectability of the 
signature in turbulent conditions is not experienced at all in the TCM case (Figure 6.24 
a). 
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Figure 6.24 Order spectra of current envelopes in TI 0 and TI 3 wind cases for aerodynamic imbalance 
(βm3f=−3°) in WT model C: (a) TCM, (b) PCM 
Summarizing, these simulations have shown that the defect signature of 
aerodynamic imbalance is not only affected by power converter electrical noise but is 
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also sensitive to wind-turbulence-induced speed fluctuations. Therefore the two effects 
result in an additive masking of the fault signature for this fault. 
6.5.2 Mass Imbalance 
Mass imbalance, simulated by increasing the mass of a single blade, causes a 
one-per-revolution (1xRev) disturbance in the generator speed. This disturbance is 
expected to show as an AM of the current signal, which should present 1xRev 
sidebands around the fundamental electrical order of 190-per-rev. To extract the 
imbalance-related speed variation, the signals discussed in this section are subject to 
the same order-tracking and demodulation procedure as in the aerodynamic imbalance 
case (previous section). Given the similar nature of the two imbalances (in terms of 
effect on the shaft speed), similar findings are expected for this type of faults. 
Converter Switching Effect 
The first analysis of ESA-robustness is conducted to identify the masking effect 
of power electronics. Therefore, mass imbalance simulations without wind turbulence 
are performed with WT model C (red) and WT model B (blue), and presented for 
comparison in Figure 6.25. In the low severity case, the 1xRev signature peak is 
evident for WT model B (blue lines in Figure 6.25 a, b). On the other hand, when using 
WT model C, the detection is affected by power electronics noise in both control 
modes, shown by the increased noise level (red lines in Figure 6.25 a, b). Even under 
this noise effect, the 1xRev signature is fairly detectable in the TCM case as the 
controller permits this speed variation. On the contrary, the low severity signature is 
not at all detectable in the PCM case because the signature (1xRev peak) is attenuated 
due to the controller operation which reduces its magnitude below the noise level. 
In case of a high imbalance level (5 percent) (Figure 6.25 c, d), it is possible to 
notice also the typical symptoms of aerodynamic imbalance, despite not having 
included any pitch control fault in the simulation. This can be explained by the fact 
that a high imbalance causes speed variations whose magnitude is sufficiently high to 
significantly affect the tip speed ratio (and the generated torque), thus resulting in an 
equivalent aerodynamic imbalance. This would not compromise detection of 
imbalance but could lead to a wrong diagnosis of the problem. 
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Figure 6.25 Order spectra of current envelopes in WT model B and WT model C for non-turbulent 
wind condition: (a) defect severity 0.1 percent, TCM, (b) defect severity 0.1 percent, PCM, (c) defect 
severity 5 percent, TCM, (d) defect severity 5 percent, PCM 
Wind Turbulence Effect 
As for the previous section, the analysis of the effect of wind-turbulence is 
conducted using WT model B. Figure 6.26 presents the current envelope order spectra 
in different combinations of turbulent and non-turbulent wind conditions, low and high 
imbalance, and PCM/TCM. By comparing turbulent (red) and non-turbulent (blue) 
simulations it is clear that wind-turbulence is significantly compromising ESA-based 
diagnostics of mass imbalance in both control modes. As expected, the turbulence-
induced noise is comparatively low in PCM, but the speed adjustment effect for a low 
severity fault (red lines in Figure 6.26 b) can make the fault detection impossible even 
in this control mode.  
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Figure 6.26 Order spectra of current envelopes in TI 0 and TI 3 wind cases in WT model B: (a) defect 
severity 0.1 percent, TCM, (b) defect severity 0.1 percent, PCM, (c) defect severity 5 percent, TCM, 
(d) defect severity 5 percent, PCM 
Combined Result of the Two Masking Effects 
The simultaneous effect of converter- and wind turbulence- induced noise is 
investigated in Figure 6.27 using WT model C. As evident, compared to the converter 
the wind turbulence introduces more noise in the low order range, thus affecting the 
detectability of low magnitude 1xRev peak. Moreover, as mentioned before, the 
detectability of low severity faults is also reduced by the controller effect in PCM 
(Figure 6.27 b).   
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Figure 6.27 Order spectra of current envelopes in TI 0 and TI 3 wind cases in WT model C: (a) defect 
severity 0.1 percent, TCM, (b) defect severity 0.1 percent, PCM, (c) defect severity 5 percent, TCM, 
(d) defect severity 5 percent, PCM 
A further analysis is performed to investigate the sensitivity of fault signature to 
the defect severity and the results are presented in Figure 6.28 for both TCM and PCM. 
The imbalance severity level of 0.01 percent, 0.05 percent, 0.1 percent, 3 percent, and 
5 percent are considered for this severity analysis, which are marked by blue stars in 
Figure 6.28.  Among the severity levels (in blue), only those levels are expected to be 
accurately detectable which reside at a considerably higher magnitude compared to the 
noise level (in red).   
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Figure 6.28 Severity analysis in case of mass imbalance fault for WT model C: (a) in case of TCM, 
(b) in case of PCM   
Summarizing, as for aerodynamic imbalance, both the electronic switching of 
the converter and wind turbulence affect the ESA-performance significantly in case of 
imbalance detection and can restrict the detection of incipient faults.  
6.5.3 Gear Defect 
As discussed in Section 6.2.3, the gear defect is modelled on the HSS (generator 
shaft) by the reduction of stiffness of one of its tooth, representing a tooth crack. As a 
result of this fault, a 1xRev event occurs in the HSS speed, also modulating the GMF. 
As order tracking is performed by taking the rotor shaft as the reference, the fault 
signature would appear in the order tracked HSS speed at 𝑛 ⋅ 95 per rev and 𝑚 ⋅
𝐺𝑀𝐹 ± 𝑛 ⋅ 95 per rev. In the current signal the signature appears as sidebands distance 
by ±𝑛 ⋅ 95⁡per rev and ±𝑚 ⋅ 𝐺𝑀𝐹 ± 𝑛 ⋅ 95 per rev around the fundamental electrical 
order (190 per rev) as listed in Table 6.2.  
A primary way to detect gear defect signature is by demodulating the GMF. For 
this purpose the two-step demodulation procedure presented in section 5.2.4 is applied. 
For the second demodulation step a band-pass filter is set around the strongest GMF 
harmonics (in this case the 1st GMF harmonics) with a band-width accommodating 
only few (in this case two) signature sidebands to restrict overlapping with the 
neighboring GMF harmonics. The resulting spectra would contain first two harmonics 
of gear defect signature i.e. 95 per rev and 190 per rev.  
Converter Switching Effect 
The effect of switching noise on this detection method is investigated by 
comparing results of WT model B and WT model C in Figure 6.29. Regardless of the 
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control mode, the signature sidebands at 190 + 𝐺𝑀𝐹 ± 𝑛 ⋅ 95 are evident in case of 
WT model B (blue lines in Figure 6.29 a, b) which are completely masked by the 
switching noise in case of WT model C (red lines in Figure 6.29 a, b). As a result, the 
detection of the defect signature in case of WT model C is not possible at all. On the 
other hand, in case of WT model B the signature is clear in both AM and FM 
demodulation results as shown in Figure 6.29 (c, d, e, f) for both control modes. 
(a) (b) 
  
(c) (d) 
  
(e) (f) 
  
Figure 6.29 Results of GMF demodulation-based gear defect detection in WT model B and WT model 
C for non-turbulent wind condition and 20 percent defect severity: (a) GMF with signature sidebands 
in order tracked current spectra, TCM, (b) GMF with signature sidebands in order tracked current 
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spectra, PCM, (c) AM demodulation of filtered current envelope, TCM, (d) AM demodulation of 
filtered current envelope, PCM, (e) FM demodulation of filtered current envelope, TCM, (f) FM 
demodulation of filtered current envelope, PCM 
As mentioned, other signatures of this defect would appear as sidebands of the 
fundamental electrical frequency at 190 ± 𝑛 ⋅ 95⁡in the order tracked current signal. 
To investigate the effect of power electronic switching on this defect signature, the 
same signals obtained with WT model C and WT model B are filtered with a pass-band 
of 192 per rev around the fundamental electrical order which is then amplitude 
demodulated. The results are presented in Figure 6.30 for comparison. Regardless of 
the control mode, the defect signature at less severe case (5 percent reduction of 
stiffness) is completely masked by the switching noise. 
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Figure 6.30 Order spectra of current envelopes in WT model B and WT model C for non-turbulent 
wind condition: (a) defect severity 5 percent, TCM, (b) severity 5 percent, PCM, (c) defect severity 20 
percent, TCM, (d) defect severity 20 percent, PCM 
Wind Turbulence Effect 
A further investigation is done to measure the influence of wind turbulence on 
the ESA-based technique by simulating the same gear defects in the WT model B with 
both non-turbulent (blue) and turbulent (red) cases and the results are presented in 
Figure 6.31. This analysis focuses on the 190 ± 𝑛 ⋅ 95⁡ signature, since the other 
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signature would be in any case compromised by the power-electronics. As the fault 
signature occurs at higher shaft order, it is not expected to be affected by the low 
frequency noise introduced by the wind turbulence. This is reflected in Figure 6.31 for 
both control modes and severity cases. 
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Figure 6.31 Order spectra of current envelopes in TI 0 and TI 3 wind cases in WT model B: (a) defect 
severity 5 percent, TCM, (b) defect severity 5 percent, PCM, (c) defect severity 20 percent, TCM, (d) 
defect severity 20 percent, PCM 
Combined Result of the Two Masking Effects 
In Figure 6.32, the simultaneous effect of switching and turbulence is 
investigated, using WT model C, for the mentioned gear defect cases. Similar 
detectability is observed at non-turbulent (blue) and turbulent (red) wind condition 
which is expected as the influence of turbulence is found negligible. Therefore, the 
only masking effect is imposed by the switching, which can considerably hide the less 
severe defect signature. 
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Figure 6.32 Order spectra of current envelopes in TI 0 and TI 3 wind cases in WT model C: (a) defect 
severity 5 percent, TCM, (b) defect severity 5 percent, PCM, (c) defect severity 20 percent, TCM, (d) 
defect severity 20 percent, PCM 
A further severity analysis is performed to investigate the performance of ESA-
based gear fault detection method and the results are presented in Figure 6.33 for both 
TCM and PCM. The severity cases of 1 percent, 3 percent, 5 percent, 10 percent, and 
20 percent are considered for this analysis, which are marked by blue stars in 
Figure 6.33. As expected, only the higher severity cases (last two) are expected to be 
detectable in presence of noise (in red).   
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Figure 6.33 Gear defect severity analysis for WT model C: (a) in case of TCM, (b) in case of PCM   
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Summarizing, while the wind turbulence does not affect gear fault detection 
significantly (due to the high frequency location of the signature), power-electronics 
still constitute a problem for the early detection of this type of faults. 
6.5.4 Local defect 
Local defects, discussed in Section 6.2.4, are simulated as 4xRev impulsive 
events on the ISS shaft. Combining this with the gear ratio between the rotor shaft and 
the ISS, the local defect is expected to produce a 67.26 per rev signature in the speed 
signal, order tracked with respect to the rotor shaft. This produces a series of sidebands 
in the generator’s current signal at a distance of 67.26 per rev from the fundamental 
electrical order of 190 per rev. To extract this signature, a pass-band of 140 per rev is 
used around the fundamental electrical order to filter the order tracked current signal 
which is then followed by amplitude demodulation. 
Converter Switching Effect 
The effect of converter switching on the detectability of local defects is 
investigated using WT model B and WT model C with non-turbulent wind. The 
obtained results for WT model B (blue) and WT model C (red) are present in Figure 6.34 
for two different severity levels and both control modes. According to the results, even 
a 10 percent disturbance in the generator torque can be effectively masked by the 
switching-induced noise and remain undetected. A moderately higher torque variation 
(e.g. the 30 percent severity case) can be detected in the current envelope. 
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Figure 6.34 Order spectra of current envelopes in WT model B and WT model C for non-turbulent 
wind case: (a) defect severity 10 percent, TCM, (b) defect severity 10 percent, PCM, (c) defect 
severity 30 percent, TCM, (d) defect severity 30 percent, PCM 
Wind Turbulence Effect 
In order to investigate the effect of turbulence induced speed fluctuation 
independently from the effect of converter switching, Figure 6.35 presents the results 
of the local fault simulations with WT model B for both turbulent (red) and non-
turbulent (blue) wind cases. This result confirms the finding of section 6.5.3, i.e. a 
defect signature of higher shaft order is not affected by wind turbulence. Even the less 
severe defect case (10 percent) can be identified in both control modes under turbulent 
wind. 
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Figure 6.35 Order spectra of current envelopes in TI 0 and TI 3 wind cases in WT model B: (a) defect 
severity 10 percent, TCM, (b) defect severity 10 percent, PCM, (c) defect severity 30 percent, TCM, 
(d) defect severity 30 percent, PCM 
Combined Result of the Two Masking Effects 
Finally, in Figure 6.36, simulation results of WT model C with and without 
turbulence are presented to demonstrate the simultaneous effect of the converter 
switching and the wind-induced speed fluctuation on the detectability of discussed 
local defect cases. As expected, turbulence does not affect the detectability suggesting 
that the adverse effect on detectability only depends on the switching-induced noise. 
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Figure 6.36 Order spectra of current envelopes in TI 0 and TI 3 wind cases in WT model C: (a) defect 
severity 10 percent, TCM, (b) defect severity 10 percent, PCM, (c) defect severity 30 percent, TCM, 
(d) defect severity 30 percent, PCM 
To demonstrate sensitivity of fault signature to defect severity, Figure 6.37 
presents the results of severity analysis in case of both TCM and PCM. The severity 
levels of 5 percent, 10 percent, 15 percent, 20 percent, and 30 percent are considered, 
which are marked by blue stars in Figure 6.37. As expected, only the higher severity 
levels can be detected accurately which have considerably higher magnitude compared 
to the noise level (in red). 
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Figure 6.37 Severity analysis of local defect for WT model C: (a) in case of TCM, (b) in case of PCM   
Summarizing, although the fault signature is not affected by the wind turbulence 
induced noise due to its high frequency location, it is still affected by the power-
converter induced noise which can restrict the detection of fault at its inception. 
6.6 IMPROVEMENT OF ESA-BASED DIAGNOSTICS 
In this section, possible improvement of ESA-based diagnostics is discussed. 
Firstly, effect of signal length on mitigation of masking effect is demonstrated which 
enables improved detection of some faults. Then, performance of ESA-based detection 
using an alternative approach (speed estimation by FM demodulation of current signal) 
is discussed. 
6.6.1 Effect of Signal Length on Mitigation of Masking Effect 
It has been demonstrated in the previous section that, the masking effect of 
converter switching extends to all the fault signatures whereas effect of wind 
turbulence is limited to low frequency signatures only. However, mitigation of the 
masking effects is possible and this fundamentally depends on the signal duration: the 
longer the signal, the higher is the expected mitigation. To demonstrate the effect of 
signal length on noise mitigation, Figure 6.38 and Figure 6.39 compare the case of 
mass imbalance (affected by both of the masking effects) and gear defect (affected 
mainly by the converter-induced masking effect) for different signal lengths. In these 
figures, results obtained by signal length of 350 seconds (used in all the previous 
analysis) are compared with that of two other shorter signal lengths: 30 seconds and 
120 seconds.  
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In case of mass imbalance, for both control modes, an improvement in clarity in 
the current order spectra (Figure 6.38 a, b) is observed with the increase of signal 
length. As a result, the longest signal length demonstrates best performance in 
identifying 1xRev fault signature of mass imbalance (Figure 6.38 c) especially in TCM 
case. In PCM case, the detection is affect by the controller operation as explained in 
Section 6.5.2. In case of gear defect (Figure 6.39 a, b) the signature sideband (190+95 
per rev), in the current order spectra, also becomes more evident with the increase of 
signal length. A corresponding effect in the detection results (Figure 6.39 c, d) is also 
observed, i.e., better identification of the fault signature (95 per rev) is possible with 
the longest signal.  
(a)  (b) 
  
(c) (d) 
  
Figure 6.38 Effect of signal length on mitigation of masking effect in case of mass imbalance (0.1 
percent) simulated on WT model C under turbulent wind (TI 3) for both control modes: (a) order 
spectrum of current signals zoomed around fundamental current harmonics, TCM, (b) order spectrum 
of current signal zoomed around fundamental current harmonics, PCM, (c) order spectra of current 
envelopes, TCM, (d) order spectra of current envelopes, PCM 
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(a) (b) 
  
(c) (d) 
  
Figure 6.39 Effect of signal length on mitigation of masking effect in case of gear defect (20 percent 
reduction of stiffness) simulated on WT model C under turbulent wind (TI 3) for both control modes: 
(a) order spectra of current signals zoomed around fault signature sideband, TCM, (b) order spectra of 
current signals zoomed around fault signature sideband, PCM, (c) order spectra of current envelopes, 
TCM, (d) order spectra of current envelopes, PCM 
The above results demonstrate how an increased signal length allows detection 
of fault by mitigating the masking effect. 
This measure has, however, practical limits and the theoretically unbounded 
improvement of longer acquisitions is in practice limited by the variability of operating 
conditions over a long time horizon. In particular, in a real WT the wind speed can 
fluctuate widely over a long acquisition time, resulting in a highly variable shaft speed 
which in turn increases the low frequency masking effect shown in Section 6.4.3. This 
issue therefore limits the effect of long acquisitions on the mitigation of wind 
turbulence-induced noise, while it should not affect significantly the capability of 
reducing the effect of the converter-induced noise and thus improving the detection 
performance of high frequency fault signatures only.    
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6.6.2 Performance of ESA-based Diagnostics using Frequency Demodulation-
based Speed Estimation 
As mentioned in Section 5.2.1, an alternative method to estimate generator 
shaft speed is to perform FM demodulation of the electrical signal 𝑒𝑔(𝑡). The estimated 
shaft speed, being affected by any drivetrain mechanical phenomena, is expected to 
produce signature peaks in its spectrum. Order tracking of the estimated shaft speed is 
then necessary to mitigate the smearing of the peaks in the speed spectrum, thus 
obtaining the angular domain speed signal 𝜔𝑔(𝜃), in which fault-induced harmonics 
are visible as peaks at characteristic orders as discussed in Table 6.2 . 
In this section, the detection capability of all the four faults are re-investigated 
using the FM-based estimation of the generator shaft speed for the lowest severity 
cases of each fault type, using WT model C to observe the simultaneous effect of 
switching and turbulence. A shown in Figure 5.2, the current signal is FM demodulated 
to obtain the estimated shaft speed, which is, then order tracked to remove effect of 
mean shaft speed variation. The order spectra obtained after DFT is utilized for fault 
signature identification. The obtained simulation results are presented in Figure 6.40 
for the WT model C under both TCM (blue) and PCM (red) with the highest level of 
wind turbulence (TI 3). In case of aerodynamic imbalance (Figure 6.40 a), this angular 
speed-based technique performs similarly to the envelope-based technique 
(Figure 6.24), i.e. detection is not possible for the TCM case. Similar detectability is 
also observed for mass imbalance detection (Figure 6.40 b vs Figure 6.27 a, b). In case 
of both gear defect (Figure 6.40 c) and local defect (Figure 6.40 d), superior 
performance of this technique is observed, especially in PCM case, compared to the 
envelope-based technique (Figure 6.32 b and Figure 6.36 b respectively). 
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(a) (b) 
  
(c) (d) 
  
Figure 6.40 Performance of ESA-based diagnostic method (using frequency demodulation of current) 
in detecting drivetrain faults simulated on WT model C under turbulent wind (TI 3) for both control 
modes: (a) aerodynamic imbalance (βm3f=−3°), (b) mass imbalance (0.1 percent), (c) Gear defect (5 
percent reduction of stiffness), (d) local defect (10 percent torque variation) 
The superior result of frequency demodulation for the gear and localized faults 
suggests a lower sensitivity of this technique to the switching noise, which is the main 
issue affecting the diagnostics of these two faults.  
This finding will be further investigated in future studies. 
6.7 SUMMARY 
In this chapter, a full electromechanical model of a WT has been developed, 
integrating models of drivetrain faults. The simulations were performed in MATLAB 
Simulink programming environment. The performance of the developed WT model is 
analyzed against a benchmark model to ensure modelling accuracy. Utilizing the WT 
model, the masking effects of converter switching and wind-induced speed 
fluctuations on ESA-based diagnostics have been investigated. Simulation results of 
four typical drivetrain faults demonstrated how their detectability can be limited by 
these factors. In particular, converter switching affects all the defect signatures, due to 
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its broad-band effect in the order domain, whereas the wind-turbulence direct masking 
effect is limited to the low frequency signatures. The ability to model different level 
of fault severity makes the developed simulation tool a powerful instrument to assess 
the relative significance of the masking effects and the limitations they impose in 
pushing forward the detection of incipient faults.  
Finally, a partial improvement in mitigating the masking effect, is identified by 
the possibility of using longer signal length or substituting amplitude with frequency 
demodulation, which shows higher robustness to power electronics noise.  
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Chapter 7: Experiment and Result Analysis 
This chapter presents experimental validations of the analytical studies/ 
developed techniques presented previously in this thesis. Firstly, it describes the 
experimental facility that was used to perform the experiments including sensor layout 
and data acquisition. In the following section, experimental validation of the analytical 
study on the demodulation error and its recovery technique (presented in Chapter 3) is 
presented. Then performance of the fault detection techniques, presented in Chapter 5, 
is analyzed. Results obtained from data analysis are also discussed demonstrating the 
capability of ESA-based methods to detect the drivetrain faults. The focus of this 
chapter is illustrated in Figure 7.1. 
 
Figure 7.1 Focus of Chapter 7 highlighted in grey 
7.1 QUT TEST-RIG 
All the fault experiments have been performed using the WT Drivetrain 
Simulator facility situated at the Queensland University of Technology (QUT), 
Australia. This small scale test-rig was designed to simulate the dynamics of a WT 
drivetrain. The test-rig can be configured to imitate the drivetrain of either a direct-
drive or a gearbox driven WT. Both of these configurations are shown in Figure 7.2. 
The test-rig is powered by an induction motor driving a reduction gearbox, which 
enables it to simulate the torque due to incoming wind. A variable speed controller 
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allows setting the rotating speed of the input shaft. A circular disk is installed on the 
main shaft allowing the mounting of imbalance masses. This is followed by main 
bearing with cylindrical rolling elements. The shaft is then coupled to a PMSG with 
six pole pairs, when direct-drive configuration is sought, and then to a resistive load 
bank. In case of gearbox-driven configuration, a two stage helical gearbox is placed 
before the PMSG to increase the shaft speed. Parameters of the different drivetrain 
components are provide in the Appendix B. 
A number of sensor measurements are performed which are utilized during fault 
diagnosis. Positions of the different sensors are illustrated in Figure 7.3. The 1xRev 
tachometer (marked in Figure 7.3 a) is placed at the input of the main shaft, just after 
the driving gearbox and its output is utilized as the reference signal for COT. A piezo-
accelerometer (marked in Figure 7.3 b, c) is placed on the bearing pedestal (in radial 
direction) and driven gearbox (when the test-rig is in gearbox-driven configuration) to 
acquire vibration signals. For the measurement of PMSG phase voltage and current 
outputs, National Instruments (NI) modules NI 9225 and NI 9227(marked in Figure 7.3 
e) are used respectively. A shaft encoder (marked in Figure 7.3 f) is fitted on the non-
driven end of the PMSG and its angular measurements are used for calculation of 
instantaneous angular speed (IAS) of the generator shaft. A LabView software 
interface was developed to acquire data from the sensors through the NI modules and 
NI cDAQ-9188 Ethernet chassis. To control speed of the main shaft a corresponding 
reference voltage is sent to the VSD. A full account of the data acquisition and control 
system is presented in Table 7.1. For each test data point, acquisition was done for 110 
sec. 
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(a) 
 
(b) 
 
Figure 7.2 WT Drivetrain Simulator (electrical load not shown): (a) direct-drive configuration, (b) 
gearbox-driven configuration 
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(a) 
   
(b) (c) 
 
 
(d) (e) 
 
 
Figure 7.3 Sensor location of WT Drivetrain Simulator: (a) tachometer, (b) accelerometer (on bearing 
pedestal), (c) accelerometer (on gearbox) (d) voltage and current measurement module, (e) encoder 
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Table 7.1 Data acquisition and control of WT Drivetrain Simulator 
Quantity Sensor Amplifier and NI module 
Sampling 
frequency 
(kHz) 
1xRev speed (main 
shaft) 
Proximity sensor (Omron 
E2E-X5F1) 
NI 9401 digital I/O 25.6 
Vibration 
Accelerometer (B&K 
4384, 0.1-12.6 kHz) 
B&K Nexus amplifier 
(filter: 0.1 Hz  – 10 kHz), 
NI9234 
25.6 
Current - NI 9227 25.6 
Voltage - NI 9225 25.6 
Angle (generator 
shaft) 
DFS60B (7200 PPR) NI 9401 digital I/O 25.6 
Speed reference 
voltage for VSD 
- NI 9263 0.1 
7.2 PRE-PROCESSING OF SENSOR OUTPUT 
Among the measurement quantities, the current output of PMSG is readily 
obtained in Ampere (A) units, vibration in 𝑔 units and the tachometer output as a 
digital pulse stream synchronized with shaft rotation therefore requiring no pre-
processing. However, the encoder output needs to be processed to get the IAS as 
described below. 
The output of an incremental encoder usually consist of a definite number of 
pulses per revolution corresponding to the shaft position. By counting the number of 
pulses (by means of a digital counter) the instant position of the shaft can be 
determined. 
 𝜃𝑒(𝑡) = 2𝜋
𝑁𝑝(𝑡)
𝑁𝑝𝑝𝑟
  (7.1) 
where, 𝜃𝑒(𝑡) corresponds to instantaneous shaft angle in rad, 𝑁𝑝(𝑡) is the number of 
pulse count at time 𝑡 and 𝑁𝑝𝑝𝑟 is the number of pulses generated by the encoder per 
shaft revolution. The shaft angle is usually wrapped around a maximum shaft angle of 
2𝜋 which need to be unwrapped before further processing.  
The IAS 𝜔𝑒(𝑡) can then be calculated by taking the time derivative of the 
unwrapped shaft angle: 
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 𝜔𝑒(𝑡) =
𝑑
𝑑𝑡
(𝜃𝑒(𝑡))  (7.2) 
In the data acquisition system, sampling of the shaft angle is performed at a rate 
of 25.6 kHz synchronized with other sensor measurements. Since the shaft speed is 
very slow (≤ 2 Hz), it causes the sampling to happen on the same shaft angle more than 
once. As a result, the angular speed calculated from the shaft angle (using eq. (7.2)) 
would contain spikes, which would result in increased noise level throughout the 
spectrum of the signal and, thus, can hide the fault signature. 
This issue is solved firstly by detecting samples of the shaft angle that are same 
as their neighboring values. Then magnitude of those samples are re-calculated using 
a piece-wise cubic interpolation method. The resulting shaft angle would not contain 
any discontinuity and thus suitable for calculating IAS. 
7.3 VALIDATION OF HT-BASED DEMODULATION ERROR 
An experimental validation of the HT-based demodulation error and the error 
mitigation technique (presented in Chapter 3) has been performed and the results are 
outlined in this section. For this experimentation, direct drive configuration of the test-
rig is used (Figure 7.2 a). A description of the data acquisition system has already been 
provided in Section 7.1.  
7.3.1 Experimental Procedure 
The aim of these experiments was to simulate multi-harmonic AM-FM 
phenomena at the PMSG output by applying external speed variation on the main shaft. 
Sinusoidal functions of different frequencies have been applied to the driving motor 
VSD control signal to produce proportional shaft speed variation around a mean shaft 
speed of 28 rpm approximately. However, the VSD was unable to follow perfectly the 
sinusoidal speed variations resulting in harmonic components in the modulating signal 
(i.e. shaft speed). A total of four multi-harmonic experimental cases have been 
investigated as provided in the following Table 7.2. 
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Table 7.2 Multicomponent modulation characteristics of the experimental cases  
 Mean shaft 
speed 
(Hz) 
Electrical output/ carrier 
frequency 𝜔0 
(Hz) 
Fundamental modulation frequency 
𝛾 
(Hz) 
Case 1 
0.467 2.8 
2 
Case 2 3 
Case 3 4 
Case 4 6 
  
The investigated cases have fundamental modulating harmonics residing below 
(Case 1) and above (Case 2 to Case 4) the carrier frequency. 
7.3.2 Result and Discussion 
The shaft speed variations experienced by the encoder for the above-mentioned 
cases are illustrated in Figure 7.4. The variation of the shaft speed is shown in 
Figure 7.4 (a), (c), (e), (g) and the corresponding frequency spectra are presented in 
Figure 7.4 (b), (d), (f), (h) for Case 1 to Case 4 respectively. The spectra clearly show 
harmonic components at frequencies 𝑝 ∙ 𝛾 Hz (𝑝 = 1, 2, 3… ) which explain the shape 
of the speed variation. The applied speed variation resulted in an amplitude/ frequency 
modulation of the nominal generator electrical output according to Eq. (3.7). 
In this analysis, the shaft speed obtained from the encoder is considered as the 
actual modulating signal, neglecting the errors intrinsically associated with this 
measurement. This actual signal is compared with the estimation obtained by the HT-
based demodulation of the current signal. As the Bedrosian theorem is not obeyed, an 
error is expected in the demodulation result. To determine the analytical limit of the 
error amplitude, only the harmonic peaks (marked by red dots in Figure 7.4) for which 
𝑝𝛾 > 𝜔0 and 𝑝 ≤ 10 are considered and used in Eq. (3.48).  
Comparisons of the actual and estimated modulation (in the time domain), and 
corresponding error magnitudes and their analytical limits are provided in Figure 7.5 
for Cases 1 to Case 4 respectively. For Case 1 all the harmonic components of the 
modulating signal except the fundamental one reside beyond the carrier frequency and 
contribute to the resulting estimation error as shown in Figure 7.5 (a). The limit for the 
maximum estimation error is about 30 percent (Figure 7.5 (b)) which reasonably 
approximates the amplitude of the estimation error. In the remaining cases, even the 
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fundamental frequencies of the modulating signals remain above the carrier frequency 
and their distance from the carrier grows gradually from Case 2 to Case 4. This results 
in an obvious difference between the actual and estimated modulation (Figure 7.5 c, e, 
g), and corresponds to an increased magnitude of the actual estimation error 
(Figure 7.5 d, f, h).  
However, the actual error amplitudes are fairly bounded by the analytical error 
limits, which are approximately 44 percent, 74 percent, and 80 percent (Figure 7.5 d, 
f, h) for cases 2 to Case 4, respectively. This agreement between error amplitude and 
its analytical limit verifies the analytical expression presented in Eq. (3.48). The few 
discrepancies (exceedances of the analytical error thresholds) are ascribed to the 
presence of noise in the processed encoder and electrical signals.  
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(a) (b) 
  
(c) (d) 
  
(e) (f) 
  
(g) (h) 
  
Figure 7.4 Imposed speed variation according to encoder for Case 1 to Case 4: (a, c, e, g) time 
waveform after mean removed; (b, d, f, h) spectrum showing even harmonic contents. The red dots 
indicate modulating signal components up to 10th harmonic which have higher than carrier frequency 
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(a) (b) 
  
(c) (d) 
  
(e) (f) 
  
(g) (h) 
  
Figure 7.5 Demodulation of multi-harmonic AM-FM signal for imposed speed variation: (a, c, e, g) 
actual modulation obtained from encoder (red) vs. estimated modulation determined from 
amplitude/frequency modulated current signal (blue) for Case 1 to Case 4 respectively; (b, d, f, h) 
percentage estimation error (actual, blue vs. limit for maximum estimation error, red) for Case 1 to 
Case 4 respectively 
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To understand the consequences of the error in the HT-based demodulation 
process, a comparative illustration between the spectra of the actual (black) and 
estimated (blue) modulating signal is provided in Figure 7.6. Performance of the 
magnitude recovery technique (developed in Section 3.4) in mitigating the 
demodulation error is also demonstrated in Figure 7.6 (red circle). A clear difference 
between the actual and estimated modulation is observed in terms of magnitude of the 
components, which reside above the carrier frequency for all the four cases (Case 1 to 
Case 4). However, in estimated modulation, the magnitude reduction of the actual 
components (marked by blue dots), caused by the demodulation error, can be mitigated 
by employing the proposed magnitude recovery technique (marked by red circles). The 
demodulation error also results in a phantom component corresponding to each 
corrupted component (i.e. component with frequency higher than the carrier). Each 
phantom component can be effectively located by employing Eq. (3.63) which is 
demonstrated in Figure 7.6 (dotted lines). 
This drawback of the HT-based demodulation (in case of violated Bedrosian 
theorem), when encountered in complex signals with multiple modulations (e.g. power 
train fault diagnostics), can lead to incorrect diagnosis of system health status. Firstly, 
a phantom component, which appears as a result of demodulation error, can cause a 
false alarm if it coincides with a fault signature frequency. Secondly, the reduced 
magnitude of modulation harmonics may lead to inaccurate assessment of the fault 
severity. However, as demonstrated, the proposed mitigation strategy can effectively 
locate the phantom component and recover magnitude of the corresponding corrupted 
component and thus extend applicability of the HT-based demodulation even in 
scenarios where Bedrosian theorem is violated. 
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(a) 
 
(b) 
 
(c) 
 
(d) 
 
Figure 7.6  Comparison of actual and reconstructed modulating signal spectra. (a) Case 1, (b) Case 2,  
(c) Case 3, (d) Case 4 
7.4 DIAGNOSIS OF MASS IMBALANCE  
An experimental study to compare performance of the traditional vibration-
based technique of mass imbalance detection with that of ESA-based technique is 
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presented in this section. Moreover, to understand the effect of mass imbalance on the 
generator shaft speed, IAS-based analysis (using encoder data) has also been 
performed which in turn justifies the detection capability of ESA-based technique.   
During these tests, the test-rig was configured to simulate a direct drive WT as 
presented in Figure 7.2 (a). Vibration signals were obtained from the accelerometer 
placed on the bearing pedestal in the radial direction (Figure 7.3 b). Such a placement 
of vibration sensor is necessary for the vibration-based diagnostic method to work, as 
mentioned in Section 5.4. The Imbalances of different severity levels have been 
simulated by attaching different masses to the rotating disk. Example of a set of masses 
and their placement on the circular disk are shown in Figure 7.7 (a) and (b) 
respectively. Tests were performed at different shaft speeds to verify the robustness of 
each technique to this key parameter. Specifications of the test conditions are provided 
in Table 7.3. 
  
(a) (b) 
Figure 7.7 Mass imbalance experiment: (a) a set of masses marked with their mass in grams, (b) 
placement of the three masses on the circular disk 
Table 7.3 Specifications of mass imbalance test  
Imbalance type 
Imbalance mass 
(gram(s)) 
Shaft speed (rpm) 
Healthy 0 6, 10, 15, 30, 60, 120 
Imb1 586 6, 10, 15, 30, 60, 120 
Imb2 1191 6, 10, 15, 30, 60, 120 
Imb3 1796 6, 10, 15, 30, 60, 120 
Imb4 2409 6, 10, 15, 30, 60, 120 
 
The analysis of different sensor data is performed according to the techniques 
presented in Chapter 5. In the following subsections, results of the traditional 
vibration-based technique are discussed first and are then followed by that of IAS- and 
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ESA- based techniques. The IAS-based diagnostic results are presented to justify the 
effectiveness of ESA-based method. In each case, the imbalance detection ability of 
the technique is investigated first and then its sensitivity to the imbalance severity level 
is examined. During this sensitivity analysis, the amplitude of the 1xRev event 
(signature of mass imbalance) is normalized with respect to the healthy case for each 
shaft speed. 
7.4.1 Vibration-based Detection of Mass Imbalance 
As mentioned before (in Section 5.4), the amplitude of the 1xRev component is 
traditionally used to detect mass imbalance. It is expected that, if not affected by the 
low shaft rotating speed, the amplitude of this 1xRev component will correspond to 
the severity level of the imbalance.  
The acceleration signal obtained for Imb4 at a shaft speed of 60 rpm is compared 
with that of the healthy case in Figure 7.8 (a). Corresponding frequency spectra 
(Figure 7.8 b) does not provide any clear peak at the 1xRev frequency (i.e. 1 Hz) which 
possibly occurs due to the two facts – small magnitude of the signature peak (as the 
speed is low) and slight variation of the actual shaft speed. As mentioned in 
section 4.2.1, the vibration signal obtained from a real machine, under mass imbalance, 
can be characterized as a CS1 process. Therefore, it is expected to appear as a 
deterministic component in the order tracked vibration spectrum. Order Spectra of the 
vibration signal for different shaft speeds in case of Imb4 are compared with that of 
the healthy case in Figure 7.9. The mass imbalance signature (higher magnitude peak 
at 1xRev order) is not evident except for the 120 rpm case (Figure 7.9 f), suggesting 
that this methodology may not be effective and reliable within the operating range (i.e. 
less than 20 rpm) of multi-megawatt scale WTs. Suitability of a low-cost alternative 
(i.e. ESA) will be investigated in Section 7.4.3. 
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(a) 
 
(b) 
 
Figure 7.8 Comparing acceleration signal between Imb4 and Healthy case for a shaft speed of 60 rpm: 
(a) time waveform, (b) frequency spectra 
By way of further confirmation, Figure 7.10 shows the amplitude of the 1xRev 
order for different imbalances and speeds. For low shaft speeds (6 to 60 rpm), the 
magnitude of the signature peak demonstrates null sensitivity to the imbalance severity 
levels therefore neither detection nor severity assessment is possible. However, at the 
highest speed (120 rpm) the magnitude increases almost linearly with the severity level 
which proves dependency of the signature on the shaft speed. Therefore, given the low 
operating speed (< 1Hz) of the large scale WTs, the vibration-based approach, 
presented here, cannot be a reliable method for imbalance detection. 
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(a) (b) 
  
(c) (d) 
  
(e) (f) 
  
Figure 7.9 Magnitude of 1xRev acceleration: comparison between vibration spectra of Healthy and 
Imb4 (max imbalance) at (a) 6 rpm, (b) 10 rpm, (c) 15 rpm, (d) 30 rpm, (e) 60 rpm, and (f) 120 rpm 
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Figure 7.10 Magnitude of the 1xRev order for different imbalance severity levels and shaft speeds 
7.4.2 IAS-based Detection of Mass Imbalance 
The IAS-based analysis is performed here to confirm the hypothesis, mentioned 
previously, that mass imbalance would introduce speed fluctuation at the shaft rotating 
frequency due to the effect of gravity. The method to detect mass imbalance using IAS 
signal is discussed in Section 5.3. 
Shaft angular speeds obtained by processing the encoder data and corresponding 
frequency spectra are shown in Figure 7.11 for the lowest imbalance case (Imb1) at 
the lowest speed (6 rpm). The expected speed variation at 1xRev frequency (0.1 Hz) 
is clearly evident even in the time waveform (Figure 7.11 a) and the corresponding 
peak is observed in the frequency spectrum (Figure 7.11 b) in case of Imb1. This result 
clearly proves the fact that the gravitational force acting on the mass (related to 
imbalance) can produce accelerating/ resisting torque to cause speed fluctuation during 
the shaft rotation. 
The imbalance signature in the IAS spectrum, being a periodic component, 
requires COT to mitigate its smearing. To investigate sensitiveness of the IAS-based 
technique to the imbalance severity, Figure 7.12 presents a plot of normalized 
amplitudes of the 1xRev orders for different imbalance severity levels and shaft 
speeds. Almost a linear increase of the signature magnitude with the imbalance 
severity is observed proving effectiveness of the IAS in diagnosing the level of 
imbalance for all speed scenarios. However, as anticipated in Section 4.2.1, a relative 
decrease in signature magnitude is observed in case of higher shaft speeds as the effect 
of gravitational force is suppressed with the increase of shaft speed. 
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(a) 
 
(b) 
 
Figure 7.11 Comparison of IAS between healthy and Imb1 case at a shaft speed of 6 rpm: (a) time 
domain waveform, (b) frequency spectra 
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Figure 7.12 Magnitude of the 1xRev order for different imbalance severity levels and shaft speeds 
7.4.3 ESA-based Detection of Mass Imbalance 
In the previous section, it has been verified experimentally that mass imbalance 
causes shaft speed fluctuations, which in turn are expected to affect the electrical 
output of the generator as the electrical output is a function of the shaft speed. As 
described in Section 5.2.2, the primary step of ESA-based detection is to obtain the 
current envelope/ estimated shaft speed, in the angular domain, from the current signal. 
To diagnose mass imbalance, the magnitude of 1xRev peak in the order spectra is 
utilized. 
The current envelope is obtained by AM demodulation of the angular domain 
current signal. Envelopes of the angular domain current signals for both healthy and 
Imb1 case, for a shaft speed of approximately 6 rpm, are shown in Figure 7.13 (a) and 
(b), respectively. The corresponding order spectra of the current signals are shown in 
Figure 7.13 (c) and that of the current envelopes are shown in Figure 7.13 (d). The 
current envelope in Imb1 case (Figure 7.13 b) clearly shows the signature of mass 
imbalance (i.e. 1xRev event) which is not evident in the healthy case (Figure 7.13 a). 
As a result, in the order spectra of current signals (Figure 7.13 c), sidebands around 
the electrical order of 6 per rev (as the PMSG has 6 pole pairs) have higher magnitudes 
for Imb1 case. Therefore, in the order spectra of current envelopes (Figure 7.13 d), a 
drastic increase of 1xRev magnitude is noticeable for Imb1 case.  
The speed of the generator shaft can be estimated by FM demodulation of the 
time domain current signal, which is expected to carry the imbalance signature. The 
estimated speeds are order tracked to mitigate smearing of their spectral components 
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and the results are shown in Figure 7.14 (a) and corresponding order spectra are shown 
in Figure 7.14 (b) for both healthy and Imb1 case, for a shaft speed of approximately 
6 rpm. In Figure 7.14 (a), strong existence of the expected 1xRev event (imbalance 
signature) is observed for Imb1 case, which is not present in the healthy situation. As 
a result, in the order spectra of the estimated speeds (Figure 7.14 b), 1xRev component 
is evident only for Imb1 case.  
According to the above results, both the current envelope and the estimated 
angular speed demonstrate capability of detecting imbalance. 
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(a) (b) 
  
(c) 
 
(d) 
 
Figure 7.13 Order tracked current and its envelope for shaft speed of 6 rpm: (a) current signal and its 
envelope in healthy cases, (b) current signal and its envelope in Imb1 cases, (c) order spectra of 
current signals, (d) order spectra of current envelopes 
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(a) 
 
(b) 
 
Figure 7.14 Comparing estimated shaft speed between healthy and imb1 case for shaft speed of 
approximately 6 rpm, (a) angular speed estimated by FM demodulation of the current signals, (b) 
order spectra 
For a further investigation of the sensitivity of the ESA-based technique to the 
imbalance severity, the amplitudes of the 1xRev order (normalized with respect to 
healthy condition) are plotted for all speeds and severity levels in Figure 7.15 (a) and 
(b) respectively for the current envelope and the estimated shaft speed. Both 
measurements demonstrate sensitivity to the imbalance severity even for low shaft 
speeds. It is also evident that the 1xRev magnitude is fairly linear with imbalance 
severity for all shaft speeds. This linearity is theoretically justified by the linear 
dependence of the gravitational pull on imbalance. Moreover, the sensitivity to 
imbalance is kept for all speeds (Figure 7.15 b) which is comparable to the 
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performance of the IAS-based technique (Figure 7.12). This higher detection 
performance in low shaft speed range (typical to large scale WTs) and cost 
effectiveness make this ESA-based imbalance diagnosis technique the most reliable 
among the techniques discussed so far. 
(a) 
 
 
(b) 
 
 
Figure 7.15 Magnitude of the 1xRev order for different imbalance severity levels and shaft speeds: (a) 
current envelope-based, (b) estimated shaft speed-based 
7.5 DETECTION OF BEARING DEFECT 
As the aim of this work is to investigate the possibility of detecting a downstream 
bearing fault using ESA technique, the main bearing of the WTDT test-rig (Figure 7.2 
a) has been taken as the test bearing. The model of the bearing is NF 307, which has 
twelve cylindrical rollers. The fault of interest was the pitting defect on the bearing 
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race. An artificial line pit was created by milling the outer race of the test bearing. The 
seeded fault and its dimension are shown in Figure 7.16. In order domain, the 
theoretical BPFO was found as 4.85 per rev.  
(a) (b) 
 
 
Figure 7.16  Seeded defect on the test bearing: (a) line pit on bearing outer race, (b) defect dimension 
During this experiment, the WTDT test-rig was in direct-drive configuration 
(Figure 7.2 a). Data acquisition was performed in case of both healthy and defected 
bearing condition with a shaft speed of approximately 15 rpm as shown in Figure 7.17. 
 
Figure 7.17 Main shaft speed during the tests 
In the following sub-sections, firstly, detection of this bearing defect is 
performed using the tradition vibration based method. Then, the angular speed of the 
generator shaft, determined from the encoder output, is utilized to investigate whether 
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the fault signature translates into the speed signal. Finally, performance of the ESA 
based technique to detect the bearing defect is investigated. 
7.5.1 Vibration-based Detection of Bearing Defect 
The defect on the outer race is expected to produce periodic bursts of oscillation, 
dominated by the major resonance of the test-rig, as the rolling elements hits the defect. 
The analysis steps described in Section 5.4 are utilized here to perform fault detection. 
The acceleration signal and its frequency spectrum are shown in Figure 7.18. In 
case of a defective bearing, the defect induced impulsive events are evident in the time 
waveform (Figure 7.18 a). However, in the raw frequency spectra, any distinct 
signature of the fault is not evident as the resulting phenomena is a second order 
cyclostationary (CS2) process. The defect signature, being a modulation of the system 
resonance, resides distinctively in the non-deterministic part of the acceleration signal. 
Therefore, the residual is obtained by applying DRS technique on the order tracked 
signal. To identify the frequency band that contains the modulation, a number of 
techniques are available (e.g. kurtogram [43], wavelet analysis [5], EMD [44], 
sparsogram [45], CMS [46]). In this study, CMS of the residue is utilized to identify 
the modulation band. CMS obtained for both healthy and faulty bearing case as shown 
in Figure 7.19. Distinguishable signatures of the fault (𝛼 at BPFO harmonics) are 
noticeable around the spectral order of 19,500 per rev. Therefore, band-pass filtering 
is performed around this spectral order with a bandwidth of 5,000 per rev.  
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(a) 
 
(b) 
 
Figure 7.18 Comparison of acceleration signal between healthy and bearing outer race defect: (a) time 
domain signals, (b) frequency spectra 
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(a) 
 
(b) 
 
Figure 7.19 CMS of residue of acceleration signal: (a) healthy case, (b) bearing defect case 
The envelope of the filtered signal, which is expected to contain the fault 
signature, is obtained by the HT based demodulation. Then, SES is calculated for both 
healthy and faulty case and the results are shown in Figure 7.20. The BPFO and its 
harmonics are clearly evident in the bearing defect case with a slight deviation from 
the theoretical value. This small increase of experimental BPFO from the theoretical 
one might be aroused from higher slippage due to the low shaft load. 
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Figure 7.20 Comparison of SES between healthy and bearing defect case (BPFOH: BPFO harmonics) 
7.5.2 IAS-based Detection of Bearing Defect 
As discussed in Section 4.3, the outer race defect is expected to induce its 
signature into the angular speed of the shaft. The periodic impact events cause 
disturbance during the shaft rotation, which finally translates itself as fluctuations in 
the speed signal. The method to detect this defect using IAS signal is discussed in 
Section 5.3. 
At first, IAS of the generator shaft is obtained by processing the encoder signal 
according to the processing steps mentioned in Section 7.2. The resulting IAS signal 
and corresponding spectra are shown in Figure 7.21 (a) and (b) respectively, for both 
healthy and faulty case. The mean value of the IAS signal is around 1.6 rad/sec which 
corresponds to the average shaft speed of about 15 rpm.  
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(a) 
 
(b) 
 
Figure 7.21 IAS signal: (a) time waveform, (b) spectrum 
The IAS signal is order tracked to remove smearing of its frequency components, 
due to shaft speed variation. The order tracked IAS and corresponding spectra are 
shown in Figure 7.22. Any peak at BPFO order (4.85 per rev) is not evident in 
Figure 7.22 (b) confirming the fact that, the bearing defect signature does not appear 
as a CS1 component in the speed signal. 
As the bearing defect results in a CS2 phenomenon, the corresponding effect is 
expected to reside in the non-deterministic part of the IAS signal. Therefore, in the 
next step, the residue of the IAS signal is obtained by applying DRS on the order 
tracked IAS signal. To identify the appropriate spectral band, containing the 
modulation, CMS of the IAS signal residue for both healthy and faulty condition are 
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obtained as shown in Figure 7.23 (a) and (b) respectively. The defect signature 
(modulation at 𝛼 = BPFO) appears in the lower spectral order (below 1,000 per rev). 
Therefore, the IAS residue signal is band-pass filtered with a range from 25 per rev to 
1,000 per rev. 
(a) 
 
(b) 
 
Figure 7.22 Order tracked IAS: (a) angular domain signal, (b) order spectra 
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(a) 
 
(b) 
 
Figure 7.23 CMS of residue of IAS signal: (a) healthy case, (b) bearing defect case 
The envelope of the filtered signal is obtained by squaring the absolute value of 
the analytic signal which is then utilized to obtain SES. In Figure 7.24, SES for both 
healthy and faulty bearing case are provided. The BPFO and its harmonics are clearly 
evident with slight deviation from the theoretical value (similar to the vibration case).  
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Figure 7.24 Comparison of SES between healthy and bearing defect case 
The successful detection of the outer race defect based on the IAS signal proves 
the hypothesis of bearing defect inducing random speed fluctuations in the shaft speed, 
at the event of defect impacts. 
7.5.3 ESA-based Detection of Bearing Defect 
As the defect signature is detected in the speed signal, its detection through the 
ESA-based technique is also expected due to the fact that the electrical output is a 
function of the shaft speed. The step by step procedure described in Section 5.2.3 is 
applied here to perform the detection using the generator current output. 
The time domain current signals (output of the PMSG) and their spectra for both 
healthy and faulty bearing case are presented in Figure 7.25 (a) and (b) respectively. 
In Figure 7.25 (b), the fundamental electrical frequency harmonic is found at about 
1.55 Hz (corresponding to a mean shaft speed of approximately 15 rpm) but any clear 
evidence of the defect signature (BPFO sideband) is not found. 
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(a) 
 
(b) 
 
Figure 7.25 Current signal: (a) time domain waveform, (b) frequency spectra 
The order tracked current signal is amplitude demodulated utilizing the HT-
based analytic signal, in order to get its envelope, which contains the shaft speed 
information. As a result, the envelope is expected to carry the fault signature. 
Alternatively, generator shaft speed can be estimated by phase demodulation of the 
current signal followed by the time derivative. The estimated shaft speed is then order 
tracked to remove smearing of its spectral components. Both these quantities (current 
envelope and estimated shaft speed) have been investigated for their performance in 
the bearing fault detection. The order tracked current envelope and estimated shaft 
speed are shown in Figure 7.26 and the corresponding order spectra are provided in 
Figure 7.27. Any clear peak at the BPFO order (4.85 per rev) is not evident in either 
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order spectra of the current envelopes (Figure 7.26 a) or that of estimated shaft speeds 
(Figure 7.26 b). Thus, it is confirmed that the defect signature does not exist as a CS1 
component in the envelope/ estimated speed signal. 
(a) 
 
(b) 
 
Figure 7.26 Results of demodulation of current signals in angular domain: (a) current envelope, (b) 
estimated shaft speed 
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(a) 
 
(b) 
 
Figure 7.27 Order spectra zoomed around BPFO: (a) current envelope, (b) estimated shaft angular 
speed 
As explained in Section 4.3, the defect on bearing race results in random 
fluctuations of shaft speed, therefore it is expected to appear as a CS2 component in 
the current envelope/ estimated shaft speed. In order to identify this CS2 component, 
analysis of the non-deterministic part of the signal is necessary. Therefore, the residue 
of the current envelope/ estimated shaft speed is obtained by applying DRS technique 
on the current envelope/ estimated shaft speed. To identify the spectral band where the 
fault related modulation resides, the CMS of the residue is calculated which are shown 
in Figure 7.28 (a) and (b) respectively for healthy and faulty cases in case of the current 
envelope. Like the IAS case, a modulation at the BPFO cyclic order (𝛼 = 4.85 per rev) 
is noticeable in the spectral band below 1,000 per rev. Therefore, the higher cut-off 
  
Chapter 7:Experiment and Result Analysis 182 
order of the band-pass filter is set at 1,000 per rev and the lower cut-off order is set at 
25 per rev just to remove the influence of lower order components.  
(a) 
 
(b) 
 
Figure 7.28 CMS of residue of current envelope: (a) healthy case, (b) bearing defect case 
In the next step, the envelope of the filtered signal is calculated which is then 
followed by the calculation of SES. In Figure 7.29, SES obtained from the current 
envelope and the estimated shaft speed are compared between healthy and faulty cases. 
The defect signature i.e. BPFO (4.85 per rev) and its harmonics can be clearly 
distinguished in the SES for the faulty case. A slight deviation of the actual signature 
from the theoretical BPFO (especially for the higher harmonics) is also observed in 
the spectra which is likely to result from roller slippage. 
  
Chapter 7:Experiment and Result Analysis 183 
(a) 
 
(b) 
 
Figure 7.29 Comparison of SES between healthy and bearing defect cases: (a) SES obtained from 
current envelope, (b) SES obtained from estimated shaft speed 
The performance of ESA-based bearing defect detection is demonstrated in this 
section using both current envelope and estimated shaft speed. In terms of clarity of 
detection, this ESA-based technique shows similar performance as vibration and IAS 
based technique however with the advantage to lowering the sensor requirements. 
7.6 DETECTION OF GEAR TOOTH CRACK 
To perform investigation on gear defect diagnosis, the test-rig configuration 
shown in Figure 7.2 (b) is used. The baseline data are obtained with a healthy gearbox 
in place whereas faulty data are obtained for a gearbox with a crack on one of its gear’s 
teeth. 
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The LSS works as the input shaft for the gearbox where the 1xRev tachometer 
is mounted. Therefore, after order tracking (using the tachometer signal as reference), 
orders of all other drivetrain phenomena can be calculated by setting the LSS order as 
one. The two-stage helical gearbox has a gear ratio of 8.73:1 which is used to increase 
speed at the PMSG side. Layout of this helical gearbox is given in Figure 7.30 showing 
the number of teeth of its different gears. Fundamental harmonics of the different shaft 
speeds and GMFs are calculated based on this gearbox layout and are provided in 
Table 7.4. The PMSG, having six pole pairs, outputs power at the electrical order of 
52.39 per rev (8.732 x 6).  
 
Figure 7.30 Layout of gearbox associated with the PMSG (the number shown beside each gear 
corresponds to its number of teeth; LSS: Low Speed Shaft (input), ISS: Intermediate Speed Shaft, 
HSS: High Speed Shaft (output))  
Table 7.4 Fundamental order of shaft speed and GMF 
 
LSS 
(input) 
ISS 
HSS 
(output) 
IGMF OGMF 
Electrical 
output 
Fundamental 
Order (per rev) 
1 4.609 8.732 106 165.913 52.394 
IGMF: Input stage GMF; OGMF: Output stage GMF  
An artificial gear tooth crack is introduced in the ISS gear of the output stage 
(the gear with 36 teeth). The crack was introduced in the root of only one gear tooth 
by the process of milling. In Figure 7.31, the defected gear of ISS with a root crack is 
shown. As the defect is on one of the ISS gear tooth, the defect signature is expected 
at ISS harmonics (i.e. multiples of 4.609xRev). 
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(a) (b) 
  
Figure 7.31 ISS gear of output stage with root cut on one of its teeth to simulate tooth crack: (a) side 
view, (b) top view 
During the tests, the speed of the LSS was about 14.5 rpm. Speed profiles for 
both the healthy and faulty cases are provided in Figure 7.32. 
 
Figure 7.32 LSS Speed during tests  
Detection of the gear defect has been performed by the ESA-based technique 
along with traditional vibration-based and IAS-based technique. The results of the 
vibration-based technique are reported first, followed by the IAS-based technique. The 
performance of the vibration-based method serves as a benchmark to evaluate 
performance of the proposed ESA-based method. The IAS-based fault detection is 
performed to confirm influence of the gear defect on the generator shaft speed. Finally, 
the capability of the ESA-based technique, to detect this gear defect, is investigated. 
7.6.1 Vibration-based Detection of Gear Defect 
Vibration signals produced by a single gear tooth crack are expected to contain 
both AM and FM of the GMF harmonics along with additive components (at faulty 
gear’s shaft harmonics) as discussed in Section 4.4. To compensate for the spectral 
smearing, the vibration signal is first order tracked and the results are shown in 
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Figure 7.33. The angular domain vibrations are shown in Figure 7.33 (a) and 
corresponding order spectra are provided in Figure 7.33 (b). The GMF harmonics of 
both the input and the output stage are evident in Figure 7.33 (b). As the defected gear 
is attached to ISS at the output stage, the GMF harmonics of this stage are of interest 
for further processing. 
To investigate the presence of additive components, the order spectra of 
Figure 7.33 (b) are zoomed in the low order range as shown in Figure 7.34 (a). 
However, any distinctive change in magnitude of the defected gear’s shaft rotation 
harmonics (ISSH) are not evident. The order spectra is also zoomed around the 
fundamental and second harmonic of the output stage GMF as shown in Figure 7.34 
(b) and (c) respectively. Sidebands around the fundamental GMF, spaced by the ISS 
harmonics, are noticeable in Figure 7.34 (b), compared to that of the 2nd harmonic of 
GMF (Figure 7.34 c). It is due to the fact that, the 2nd harmonic (331.8 per rev) of the 
output stage GMF is close to the 3rd harmonic (318 per rev) of the input stage GMF, 
and therefore it suffers from a corresponding overlapping of sidebands. Moreover, the 
fundamental GMF has higher magnitude compared to its 2nd harmonic which can be 
more clearly observed from Figure 7.33 (b). Therefore, the fundamental harmonic of 
the output stage GMF is considered as the carrier and used for further analysis.  
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(a) 
 
(b) 
 
Figure 7.33 Comparing vibration signal between healthy and gear tooth crack: (a) angular domain 
signal, (b) order spectra (IGMFH: Input stage GMF harmonics; OGMFH: Output stage GMF 
harmonics) 
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(a) 
 
(b) 
 
(c) 
 
Figure 7.34 Order spectra, zoomed: (a) at low order range, (b) around fundamental GMF of output 
stage, (c) around 2nd harmonic of output stage GMF (SISSH: sideband spaced at ISS harmonics; 
OGMFH: output stage GMF harmonics) 
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Band-pass filtering is applied, centered on the fundamental GMF harmonic of 
the output stage with a bandwidth sufficient to consider sidebands until the 5th 
harmonic of ISS. Then Hilbert transform-based AM and FM demodulations of the 
filtered signal are performed to obtain respectively, SES and squared amplitude 
spectrum of the FM demodulated signal. The results, obtained through AM and FM 
demodulations, are presented in Figure 7.35 (a) and (b) respectively. Signatures of the 
ISS gear tooth fault (harmonics of ISS) are evident in both of the spectra of Figure 7.35. 
However, except for the 4th harmonic of ISS, all the other harmonics are more clearly 
visible in the FM demodulation result as shown in Figure 7.35 (b).   
(a) 
 
(b) 
 
Figure 7.35 Results of demodulation of the fundamental GMF harmonic of the output stage: (a) SES 
obtained by AM demodulation, (b) squared-amplitude spectrum of FM demodulation 
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7.6.2 IAS-based Detection of Gear Defect 
To confirm the effect of gear tooth crack on the generator shaft speed, the fault 
detection is performed, in this section, using the IAS obtained from the encoder data. 
The method to detect gear defect using IAS signal is discussed in Section 5.3. 
The encoder signal is pre-processed using the technique mentioned in 
Section 7.2. Moreover, to eliminate spectral smearing of IAS signal, it is order tracked 
and the resulting angular domain IAS signals are shown in Figure 7.36 (a) for both 
healthy and faulty case. Corresponding order spectra are provided in Figure 7.36 (b) 
which clearly shows the GMFs and their sidebands. 
(a) 
 
(b) 
 
Figure 7.36 Order tracked angular speed of HSS: (a) order tracked waveform, (b) order spectrum 
As the defected gear is attached to the ISS, order spectra zoomed around the ISS 
harmonics are provided in Figure 7.37 (a) to investigate existence of relevant fault 
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signature (additive components). Moreover, to investigate existence of signature 
sidebands, order spectra zoomed around the fundamental GMF harmonic of both the 
input and the output stage are provided in Figure 7.37 (b) and (c) respectively. 
However, as the defective gear stays on the output stage, sidebands spaced by ISS 
harmonics are more prominent, in faulty case, around the output stage GMF 
(Figure 7.37 c). 
  
Chapter 7:Experiment and Result Analysis 192 
(a) 
 
(b) 
 
(c) 
 
Figure 7.37 Order spectra of HSS angular speed, zoomed around: (a) low shaft orders, (b) GMF of 
input stage, (c) GMF of output stage  
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The IAS signal is filtered around the output stage GMF with a bandwidth 
sufficient to accommodate sidebands until the 4th harmonic of ISS. Then Hilbert 
transform-based AM and FM demodulations are performed on the filtered IAS signal 
and the results are shown in Figure 7.38. In case of SES (obtained by AM 
demodulation), the lower ISS harmonics are not clearly visible in the faulty case 
(Figure 7.38 a). However, in squared-amplitude spectrum of the FM demodulation 
(Figure 7.38 b), all the expected ISS harmonics are clearly visible. This confirms a 
single gear tooth fault of the ISS gear associated with the output stage. 
(a) 
 
(b) 
 
Figure 7.38 Results of demodulation of the filtered IAS signal (filtered around the fundamental GMF 
harmonic of the output stage): (a) SES obtained by AM demodulation, (b) squared amplitude 
spectrum of FM demodulation 
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7.6.3 ESA-based Detection of Gear Defect 
In this section, detection of a gear tooth crack is performed utilizing electrical 
output (current signal) of the PMSG and following the method presented in 
Section 5.2.4.  
The time domain current signals and corresponding frequency spectra are 
provided in Figure 7.39 (a) and (b) respectively for both healthy and gear fault case. 
Smearing of the frequency components is evident in the current spectra which mainly 
results from the speed variation of the input LSS. 
(a) 
 
(b) 
 
Figure 7.39 Current signal in presence of tooth defect on ISS gear: (a) time waveform, (b) frequency 
spectra  
To alleviate smearing, COT is applied on the current signals and resulting 
angular domain current signals and corresponding order spectra are provided in 
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Figure 7.40 (a) and (b) respectively. After order tracking, as expected, any phase 
deviation of the current signals related to the input LSS is adjusted as shown in 
Figure 7.40 (a).  In Figure 7.40 (b), right sidebands of the fundamental electrical order 
are shown at the GMF harmonics associated with the input and the output gear stages. 
The sidebands, spaced by the input stage GMF harmonics, are found at (52.39 + 𝑛 ⋅
106, 𝑛 = 1, 2, 3..) per rev and that of the output stage GMF are found at (52.39 + 𝑛 ⋅
165.91, 𝑛 = 1, 2, 3..) per rev. Most of the low order sidebands, except for the one at 
(52.39 + 165.91) per rev, reside in very close proximity with one of the odd harmonics 
of the fundamental electrical order (52.39 per rev) and experience corresponding effect 
on their magnitude/ phase. 
(a) 
 
(b) 
 
Figure 7.40 Angular domain current signal in presence of tooth defect on ISS gear: (a) angular domain 
current, (b) order spectrum showing sidebands at GMF harmonics (SIGMFH: sideband spaced at input 
stage GMF harmonics; SOGMFH: sideband spaced at output stage GMF harmonics) 
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As discussed in Section 4.5, the drivetrain phenomena-induced speed 
fluctuations are contained in the envelope of the current signal. Therefore, to detect 
gear defect, the current envelope is obtained first from the angular domain current 
signal. The envelope signals and their spectra, for both healthy and gear fault case, are 
provided in Figure 7.41 (a) and (b) respectively.  
Alternatively, generator shaft speed can be estimated by performing FM 
demodulation of the time domain current signal. In this process, order tracking is also 
necessary to alleviate spectral smearing of the estimated shaft speed. Estimated shaft 
speeds in the angular domain and corresponding spectra are provided in Figure 7.42 
(a) and (b) respectively for both healthy and gear fault case.  
The spectra of the current envelope (Figure 7.41 b) and that of the estimated 
shaft speed (Figure 7.42 b) show similar components: strong 1st harmonics of both the 
input and the output stage GMF, components at 209.6 per rev and 314.3 per rev which 
are related to the odd electrical harmonics (5th and 7th respectively) residing very close 
to the higher (2nd and 3rd) harmonics of GMFs.  
For the sake of brevity, results of the remaining analysis steps are discussed for 
the current envelope only. However, the final detection results will be compared with 
that of the estimated shaft speed. 
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(a) 
 
(b) 
 
Figure 7.41 Current envelopes: (a) angular domain, (b) order spectra 
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(a) 
 
(b) 
 
Figure 7.42 Estimated shaft speeds: (a) angular domain, (b) order spectra 
The expected consequences of the gear tooth crack include appearance of 
harmonics at the faulty gear’s shaft speed and corresponding modulation of the 
associated GMF. To investigate these signatures, order spectra of the current envelopes 
are provided in Figure 7.43. The order spectra are zoomed around the lower order 
range to observe the shaft harmonics as shown in Figure 7.43 (a). The fundamental 
GMF harmonic of the input stage and its sidebands are depicted in Figure 7.43 (b). 
The fundamental GMF harmonic of the output stage and its sidebands are shown in 
Figure 7.43 (c).  
In Figure 7.43 (a), an increase in magnitude of the ISS related harmonics (1st, 3rd 
and 4th) is prominent in case of gear fault (as the faulty gear stays on the ISS). However, 
this cannot be taken as a confirmation of the gear tooth crack as this similar symptom 
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can also arise due to other faults like shaft imbalance or gear eccentricity (as discussed 
in Section 4.4). As shown in Figure 7.43 (b), left sidebands of the input stage GMF are 
distorted due to overlapping with the third harmonic of the electrical order. As the 
defect is local in nature, it is expected to produce a series of harmonic sidebands (at 
ISS order) around the GMFs. However, a minor change in magnitude is evident only 
at the first harmonic sideband of ISS around the input stage GMF (Figure 7.43 b). This 
is due to the fact that the input stage does not contain the defected gear; as a result, its 
gear meshing phenomenon is less affected by the defect. In contrast, increase in 
magnitude of sidebands at the first four ISS harmonics, around the output GMF, are 
prominent in Figure 7.43 (c). This gives an indication of gear fault associated with this 
stage. Moreover, the sidebands are asymmetrical which is typical of a gear system and 
gives an indication of simultaneous AM and FM of the GMFs by the defect induced 
modulating function. 
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(a) 
 
(b) 
 
(c) 
 
Figure 7.43 Order spectra of current envelope, zoomed around- (a) shaft harmonics (b) input stage 
GMF with ISS harmonic sidebands, (c) output stage GMF with ISS harmonic sidebands 
  
Chapter 7:Experiment and Result Analysis 201 
For effective demodulation, the current envelope is first filtered around the 
output GMF (165.9 per rev) with a sufficient bandwidth to accommodate the first four 
harmonic sidebands of the ISS. Both amplitude and frequency of the filtered signal are 
demodulated using Hilbert transform-based analytic signal. The SES calculated from 
the amplitude envelope is provided in Figure 7.44 (a) where only the 4th harmonic of 
ISS is distinguishable. However, squared-amplitude spectra of the FM demodulated 
signal, provided in Figure 7.44 (b) clearly shows all the first four harmonics of the ISS 
which indicates clearly the existence of a local fault on one tooth of the ISS gear. As 
mentioned before, similar filtering and demodulation steps are also followed for 
processing the estimated shaft speed (signal showed in Figure 7.42 a) and 
corresponding results are provided in Figure 7.45. The results are consistent with that 
obtained from the current envelope. The fact that the defect signature cannot be 
detected clearly in the SES can be attributed to weaker AM modulation of the GMF, 
which is typical in gear fault diagnosis. 
In summary, successful detection of gear tooth crack is possible using ESA-
based technique with similar performance in case of current envelope and estimated 
shaft speed. 
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(a) 
 
(b) 
 
Figure 7.44 Demodulation of filtered current envelope: (a) SES, (b) squared-amplitude spectra of FM 
demodulated signal 
 
 
  
Chapter 7:Experiment and Result Analysis 203 
(a) 
 
(b) 
 
Figure 7.45 Demodulation of estimated shaft speed: (a) SES, (b) squared-amplitude spectra of FM 
demodulated signal 
7.7 SUMMARY 
This chapter presents experimental results obtained in evaluating the 
performance of the ESA-based diagnostic methods. The scenario of close proximity 
between carrier and modulating signal frequency (non-Bedrosian condition) is 
experimentally investigated in case of ESA. The experimental results validate the 
effectiveness of the demodulation error quantification and corresponding mitigation 
technique (as developed in Chapter 3). 
The detection performance of the ESA-based diagnostic methods, in comparison 
to the traditional (vibration-based) method, is also analyzed by novel experiments. In 
case of mass imbalance diagnosis, the ESA demonstrates superior performance 
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compared to the traditional technique. The ESA-based method also shows excellent 
performance (comparable to the vibration-based method) in detecting outer race defect 
in a downstream drivetrain bearing. The successful detection of a gear tooth crack by 
the ESA-based method is also demonstrated, with a performance similar to the 
vibration-based technique. These results prove the capability of the ESA-based 
methods in WT diagnostics and present ESA as a potential alternative to the traditional 
vibration-based method.  
 
  
Chapter 8: Conclusions and Future Work 205 
Chapter 8: Conclusions and Future Work 
This chapter presents concluding remarks obtained from the research presented 
in this thesis. This includes stating the novel contributions of this thesis and their 
significance in the field of ESA-based diagnostics. In the last section, possible ways 
to direct this research in future are discussed. 
8.1 CONCLUSIONS 
This thesis demonstrated that ESA is a viable alternative technology to the 
traditional vibration-based CM of WTs. In particular, thanks to the development of 
novel fault diagnostic methodologies, this work has made ESA suitable for the 
diagnostics of realistic drivetrain faults under realistic operating conditions.  
Firstly, this study addressed the main theoretical obstacle to ESA-based 
diagnostics: the application of HT-based demodulation in violation of the Bedrosian 
condition, i.e. proximity of modulation and carrier frequencies. An analytical 
expression for the demodulation error has been derived for mono-harmonic/ multi-
harmonic AM/FM modulation, and validated experimentally. Moreover, a technique 
has been proposed for the recovery of the actual modulation amplitude from the 
corrupted demodulation result. 
This thesis also showed the effect of wind turbulence and converter switching 
on ESA-based mechanical fault diagnosis in WTs. In order to do this, a full 
electromechanical model of the WT with integrated drivetrain fault has been 
developed. The model allowed simulation of a series of scenarios including typical 
drivetrain faults under different conditions. This showed for the first time how 
converter switching affects all the defect signatures, due to its broadband effect on the 
order spectrum, whereas wind-turbulence masking is limited to the low frequency 
signatures (aerodynamic and mass imbalance). Finally, a partial improvement in 
mitigating the masking effect, was identified in the possibility of substituting 
amplitude with frequency demodulation, which shows higher robustness to power 
electronics noise.  
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Experimental tests were also carried out to complement and confirm the 
modelling work. In particular, imbalance and gear tooth crack tests validated the 
hypotheses assumed in the fault modelling part, thus supporting the validity of the 
corresponding simulation results. Moreover, for the first time ESA was applied to the 
diagnostics of a bearing located externally from the generator. 
8.2 FUTURE RESEARCH DIRECTION 
This study also represents a valuable starting point for further investigations in 
the field of WT diagnostics. The proposed electromechanical WT model can be 
utilized as a simulation platform to develop and validate new ESA-based diagnostic 
techniques. The model is easily modifiable to represent different WT configurations 
and test specific machines. The developed experimental test-rig can be used for the 
test of other drivetrain faults and a more extended study of the sensitivity of ESA-
based diagnostics to different fault severity levels. 
In future, the research on ESA-based WT diagnostics can be directed in the 
following ways: 
 A future investigation can be focused on the identification of optimal data 
acquisition length to mitigate, especially, the effect of converter-induced 
noise considering the general characteristics of wind turbulence.  
 A further area of future investigation regards the mitigation of converter-
switching noise by applying recently proposed demodulation techniques, 
which have been proven particularly robust to impulsive noise [117]. 
 An experimental validation of the WT model C can be carried out, if possible 
by comparing its performance with a real WT, to confirm its capability to 
simulate real WT operating scenario. 
 The ESA-based imbalance diagnostic method can be further advanced to 
locate point of imbalance on the shaft, similar to the vibration-based orbit 
analysis [118]. In this case, a reference point on the shaft is required. The 
necessary theory for this development has already been discussed in 
Section 4.2.2: due to the gravitational force, the shaft speed reaches at its 
highest amplitude when the imbalance mass is at the lowest point of the 
rotor plane. Therefore, using the peak of estimated shaft speed, obtained 
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through ESA, and the shaft reference point, the exact location of the 
imbalance can be identified. 
 The developed ESA-based diagnostic methods can be applied on the real 
data obtained from an operating WT to verify their expected performance. 
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Appendix A 
Properties of the Wind Turbine Model Parameters 
Wind Model 
Parameter Value 
𝛼 (aerodynamic parameter) 0.1 
𝐻 (aerodynamic parameter) 81 m 
Blade hub radius (𝑟0) 1.5 m 
 
Blade and Pitch Model 
Parameter Value 
Rotor blade radius 𝑅 57.5 m 
Air density 𝜌 1.225 kg/m3 
Damping factor 𝜁 0.6 
Natural frequency 𝜔𝑛 11.11 rad/s 
 
Drive train Model 
Parameter Value 
Torsion damping coefficient of drive train 𝐵𝑑𝑡 775.49 Nms/rad 
Viscous friction of the low-speed shaft 𝐵𝑟 7.11 Nms/rad 
Viscous friction of the high-speed shaft 𝐵𝑔 45.6 Nms/rad 
Gear ratio 𝑁𝑔 95 
Torsion stiffness of drive train 𝐾𝑑𝑡 2.7x10
9 Nm/rad 
Efficiency of drive train 𝜂𝑑𝑡 0.97 
Moment of inertia of high-speed shaft 𝐽𝑔 390 kg.m
2 
Moment of inertia of low-speed shaft 𝐽𝑟 55x10
6 kg.m2 
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PMSG Specification 
Parameter Value 
Nominal Voltage 690 
Pole pairs 2 
Stator resistance 0.42 mΩ 
Synchronous inductance 69.04 uH 
Voltage Constant 630.774 V_peak(L-L)/krpm 
Flux linkage per pole pairs 1.7388  Wb 
 
DC Bus 
Parameter Value 
DC bus capacitor 𝐶𝑑𝑐 2 mF (with resistance 0.001 Ω) 
DC Bus voltage reference 1000 V [10% more than the minimum 𝑉𝑑𝑐 
(𝑉𝑑𝑐(𝑚𝑖𝑛)⁡= √2⁡𝑉𝐿−𝐿⁡) = √2⁡650 = 919 V] 
 
Converter (rectifier and inverter with snubber device) 
Parameter Value 
IGBT forward voltage drop 2 V 
Diode forward voltage drop 1 V 
IGBT conducting resistance 7 mΩ 
IGBT fall time 200 ns 
Converter switching frequency 4 kHz 
 
LCL Filter 
Parameter Value 
Inductance 𝐿1 ⁡= ⁡ 𝐿2  54.168 uH 
Resistance of inductor 𝑅1 ⁡= ⁡𝑅2 211.25 uΩ 
Capacitor 𝐶𝐴𝐶 2.6 mF 
Damping resistance 𝑅𝑑 0.5 Ω 
Damping inductance 𝐿𝑑 100 uH 
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Transformer Rating 
Parameter Value 
Primary voltage 650 V 
Secondary Voltage 34.5 kV 
Nominal Power 6 MVA 
Primary resistance 211.25 uH 
Primary inductance 54.168 uH 
Secondary resistance 0.198375 Ω 
Secondary inductance 526.21 uH 
Magnetizing resistance 99188 Ω 
Magnetizing inductance 263.1 H 
 
Grid (modelled as 3 phase Source) 
Parameter Value 
Grid resistance (𝑅𝐺) 0.001 Ω 
Grid Inductance (𝐿𝐺) 0.2 mH 
 
Controller Design 
Parameter Value 
Max. generator torque 3.6x104 N.m 
Min. generator speed 39 rad/s 
Nominal generator speed 162 rad/s 
Max. generator speed 186 rad/s 
Speed hysteresis 15 rad/s 
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Controller Gains 
Controller Gain 
Torque controller 𝐾𝑜𝑝𝑡=1.2171 
Generator 𝑖𝑑 current controller  (𝐾𝑝= 0.5; 𝐾𝑖 = 0.12) 
Generator torque 𝜏𝑒 controller (𝐾𝑝= 0.01; 𝐾𝑖 = 0.2 ) 
Pitch 𝛽𝑟 controller (𝐾𝑝= 4; 𝐾𝑖 = 1 ) 
Reactive Power 𝑄 Control (𝐾𝑝= 0.01; 𝐾𝑖 = 0.12)  
DC link voltage control (active 
power control) 
(𝐾𝑝= −⁡0.029; 𝐾𝑖 = −0.06; 𝐾𝑑 = −0.001 ) 
 
Measurement Filters (Antialiasing filter) 
Parameter Value 
Filter type Butterworth, low-pass 
Filter order 8  
Cut-off frequency 6 kHz 
Sampling frequency 20 kHz 
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Appendix B 
Specifics of the WT Drivetrain Simulator at QUT  
Component Parameter Properties 
Driving Motor Phase 3 
Power rating 1.5 kW 
Power factor 0.85 
Max Current 5.72 A 
Max Speed at 50 Hz 1430 rpm 
Driving gearbox (used for 
speed reduction) 
Model A4 12 UR, P 90 
Type Helical bevel 
Ratio 10.1:1 
No. of stage 2 
Helical stage pinion 7 teeth 
Helical stage gear 52 teeth 
Helical stage pinion 33 teeth 
Helical stage gear 45 teeth 
Main shaft Input torque 94.1 Nm 
Circular disk Radius  21cm 
Main bearing Model NF 307 
BPFO (order) 4.85 
BPFI (order) 7.15 
FTF (order) 0.4 
BSF (order) 2.5 
Driven gearbox (used for 
speed up) 
Model F 202 H30 P90 
Type Helical 
No. of stage 2 
Ratio 8.7:1 
1st stage gear 106 teeth 
1st stage pinion 23 teeth 
2nd stage gear 36 teeth 
2nd stage pinion 19 teeth 
PMSG 
 
 
 
 
 
 
 
 
Model 190ATK2M1C0100 
No. of phase 3 
No of pole pairs 6 
Rated power 1.1 kW 
Rated current 2.8 A 
Rated voltage 244 volt (line-line) 
Phase resistance 8.82 Ohm 
Phase Inductance 83.8 mH 
Rated torque 27.2 Nm 
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Component Parameter Properties 
Load Type Resistive 
Resistance 140 Ohm (per phase) 
 
 
 
