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Abstract
The aim of thework is twofold. First, we investigate the prop-
erties of the dynamic panel data (DPD) GMM estimator when
the instrument count is high. We introduce the extraction of
principal components from the instrument matrix as an effec-
tive strategy to reduce the number of instruments. Through
Monte Carlo experiments, we want to compare the perfor-
mances of the GMM estimators when the instrument set is
factorized, collapsed or limited. Second, we estimate fiscal
response functions on simulated panels and on real data to
identify the best-performing estimator in this context, where
endogeneity and instrument proliferation issues are unavoid-
able.
The dissertation consists of three chapters. The first reviews
the literature of DPD estimation and presents the issue of in-
strument proliferation in DPD GMM estimation. The second
introduces the principal component analysis (PCA) to reduce
the dimension of the instrument matrix and compares the
performances of the factorized, limited and collapsed GMM
estimators, finding them similar. Though the simulated mod-
els are extremely simplified, the PCA seems to be promis-
ing. The third chapter simulates fiscal response functions
and investigates the properties of DPD estimators in fiscal
rules estimation; the fiscal rules are then estimated on real
data for EMU Countries. The system GMM estimator is the
best-performing here. Instrument proliferation does not bias
the estimates; collapsing and lag truncation of the instrument
matrix can lead to misleading results, while the factorized
estimator performs well. Discretionary policies within the
EMU are systematically found a-cyclical.
xv

Introduction
Panel data techniques have become growingly popular in modern
econometrics in the last few decades and are now commonly adopted
in empirical analyses. The increasing availability of reliable data for
cross-sections of individuals at different points in time has greatly en-
hanced the development of panel data estimators. The implementation
of proper procedures to estimate panel data models in many econometric
softwares has contributed further to the spread of these techniques.
In particular, the estimation of dynamic panel data (DPD) models,
that give the opportunity to study individual dynamics over time, has
gained a leading role in panel data econometrics and is now common
practice in many microeconomic and macroeconomic empirical applica-
tions. Unfortunately, the inclusion of a lagged dependent variable in a
model where individual effects are present gives rise to the well known
dynamic panel bias: the correlation between the lagged dependent vari-
able and the individual effect makes the former endogenous, so that the
estimates are inconsistent.
The classical DPD estimators1 do not succeed in solving the bias.
Instrumental variable (IV) estimators have therefore been proposed to
tackle the endogeneity of the lagged dependent variable.
The Generalized Method of Moments (GMM) estimator has recently
become the most widely used DPD IV estimator, thanks to its flexibil-
ity and to the few assumptions about the data generating process it re-
quires. Its most appealing advantage is the availability of “internal” in-
1We refer here to the pooled OLS, first-difference and within-group estimators.
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struments: the endogenous regressors are in fact instrumented by their
previous realizations, properly chosen according to meaningful moment
conditions. GMM estimates are now also easily implementable in many
econometric softwares. As a consequence, the GMM estimator is often
blindly applied in empirical works and is often seen as the panacea for
all the drawbacks of the classical DPD estimators.
However, the GMM estimator itself is not free of severe drawbacks2.
A relevant issue in this context is the instrument proliferation problem.
In GMM estimation, the instrument count gets very high as the number
of periods in the sample becomes moderately large. This comes along
with potentially serious problems that affect the estimates, such as the
overfitting of the endogenous variables, the weakening of useful specifi-
cation tests and imprecise estimates of the covariance matrix of the mo-
ments. The problem of instrument proliferation is rarely investigated
and detected in empirical analysis and the related risks are generally not
properly considered in GMM estimation. Sometimes, the lag depth of
the instrument is truncated or the instrument set is collapsed to reduce
the instrument count. However, there is not a clear indication in the lit-
erature about which is a safe number of instruments. Most of all, the
robustness of the estimates to alternative instrument reduction strategies
has not been investigated properly. It is unclear whether the truncation
in the lag depth or the collapsing are always safe or can lead to mislead-
ing results in some specifications of the GMM estimator.
The GMM estimation of DPD models is the thread of our work. In
particular, we address the issue of instrument proliferation in this context
and compare alternative strategies to reduce the instrument count.
The aim of the work is twofold.
Firstly, we want to assess the performance of the GMM estimator
when the instrument count becomes worryingly high. Through exten-
siveMonte Carlo experiments, we compare the behavior of the difference
and system GMM estimators when some instrument reduction strategy
is adopted. We introduce an alternative technique to reduce the instru-
2It frequently suffers, among the others, weak identification problems, small sample
biases and instrument proliferation issues.
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ment count: the extraction of principal components from the instrument
matrix.
Secondly, we want to investigate which is the best-performing DPD
estimator in the estimation of fiscal rules. Through unprecedented sim-
ulation experiments, we are interested in assessing the properties of the
estimators in a framework in which many endogenous regressors are in-
cluded in the model, with the unpleasant consequence of a proliferation
of instruments.
The dissertation consists of three chapters.
In the first chapter, we extensively review the literature about the
estimation of DPD models, we present the alternative DPD estimators
that have been proposed and discuss relevant econometric issues in this
framework. Wemainly focus on the GMM estimator for DPD. Our aim is
to cast light on the complexity of the GMM estimators, despite their huge
flexibility, and on the potential sensitiveness of the estimates to alterna-
tive specifications of the estimators. We critically argue that the blind ap-
plication of a GMM approach, made particularly easy by the availability
of “buttons to push” in most econometric softwares, can be dangerous.
The GMM estimator has many facets3 and the choices of the researcher
about the setting of the estimator are far from being irrelevant. We ex-
tensively treat the issue of instrument proliferation in DPD GMM esti-
mation, discuss the dangers deriving from it and present the strategies
that have been proposed to face it.
In the second chapter, we introduce the application of the principal
component analysis (PCA) as an effective strategy to reduce the number
of instruments in GMM estimation. We extensively discuss the rationale
of the factorization of the instrument matrix, its advantages and its nov-
elty in DPD estimation. Through extensive Monte Carlo simulations, we
compare the performance of the difference and system estimators when
an instrument reduction strategy4 is adopted or when the techniques are
3It is enough to think that we can use difference or system GMM, one-step or two-
step GMM, alternative weighting matrices, we can reduce the number of lags included or
collapse the instruments, and so on.
4We aim at assessing the properties of the GMM estimators when the instrument set is
limited, collapsed or factorized.
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combined. We simulate and estimate the standard panel AR(1) model
first, as this is generally the baseline model in Monte Carlo simulations.
We then move to a multivariate DPD model that also includes an addi-
tional endogenous regressor. Though we estimate the mainstream AR(1)
model andwe also add an additional explanatory variable, we argue that
these models are probably too bare to appreciate in depth the risks of in-
strument proliferation and to exploit the potentialities or to identify the
drawbacks of the different instrument reduction techniques. The anal-
ysis of a more complex model could help to better understand the im-
portance of the instrument proliferation issue and to assess more safely
whether a drastic reduction in the instrument count is dangerous inmore
informative models.
The third chapter moves exactly in the direction suggested in conclu-
sion of the second chapter. We simulate here fiscal response functions for
advanced economies and compare the performance of alternative DPD
GMM estimators to estimate the parameters of the model. There are
many advantages in the choice of the fiscal policy as our field of inter-
est. From an econometric perspective, fiscal rules are always dynamic
models that include endogenous variables, such as the output gap, the
primary balance and the public debt, so that they are a proper field of
application for the estimators presented in Chapters 1 and 2. The under-
lying relationships among the variables in a fiscal rule come from stan-
dard national accountancy rules, so that they are perfectly known. No
behavioral assumption is needed. When we simulate fiscal rules, we are
thus able to generate a complex realistic scenario having though a strict
control on the underlying processes of the variables and on the relations
among them, on the sources of endogeneity and on the relevance of fixed
effects and error terms. Most of all, differently from a pure AR(1) process,
the variables have here an economic meaning as we have a precise mo-
del in mind. The analysis becomes both more realistic and less an end in
itself. From the economic point of view, the estimation of fiscal response
functions is of undoubted interest as it allows to investigate whether dis-
cretionary fiscal actions are pro-cyclical or countercyclical. An answer to
this question is particularly important for the EuropeanMonetary Union,
4
where the constraints imposed by the Stability Growth Pact may affect
the response of discretionary fiscal policy to the economic cycle. We sim-
ulate here the fiscal rule and check the robustness of the estimates to dif-
ferent specifications of the GMM estimators and to alternative settings of
the parameters. We compare the instrument reduction strategies for the
estimation of a model which is more exposed to endogeneity and to in-
strument proliferation than the models previously considered. We then
estimate the fiscal rule on real data for the European Monetary Union.
We expect to obtain clearer indications about the advisability of applying
the instrument reduction techniques introduced in the second chapter.
The work is conceived to be read as a whole, provided with internal
consistency. Chapter after chapter we aim at casting more light on the is-
sues of interest and at providing more and more practical indications for
the estimation of DPD models on real data. We first draw the attention
to serious econometric issues in DPD estimation; we then propose strate-
gies to handle the instrument proliferation problem; finally we test the
solidity of the remedies we suggest in a context that is more tricky, but
alsomore interesting from an economic perspective and closer to the type
of models that are commonly estimated in applied macroeconomics.
5

Chapter 1
Opening the “black box”: a
review on GMM estimation
of dynamic panel data
models
1.1 Introduction
“We estimate a panel data model with fixed effects. . . ” or “We con-
sider a dynamic model for panel data. . . ” or again “We estimate the mo-
del by GMM. . . ”. How many times we have read similar sentences in
economic papers in recent years! And how may times we have been left
with doubts about the precise estimation approach adopted by the au-
thors!
We will try here to cast some light on the estimation of panel data
models, in particular on the Generalized Method of Moments (GMM)
estimation of dynamic models. We aim at enlightening what often seems
an impenetrable “black box”: to do so, we present the alternative meth-
odologies that have been proposed to estimate panel data models and
review the main contributions in the massive literature on the topic. We
would also like to launch a warning to the researcher against the blind
7
use of the GMMestimator in the estimation of dynamic panel data (DPD)
models. We move from the consideration that simply saying “GMM esti-
mator” could mean almost nothing, as GMM estimation has an incredi-
ble number of facets that lead to different estimation strategies. One-step
or two-step, a weighting matrix rather than another one, untransformed
or collapsed or limited instruments... are not simply options in a com-
mand for GMM estimation in an econometric software: different choices
in this regard can bring to very different results.
In the remainder of the chapter we proceed as follows: we first dis-
cuss the recent flourishing of panel data models; we then present the
standard DPD model and the classical estimators for it: we focus here in
particular on the endogeneity issues intrinsic in this context and on in-
strumental variable estimators that address the problem; we then intro-
duce the general linear GMM estimator and discuss its adoption in the
estimation of DPD models; we then focus on some controversial econo-
metric issues in GMM estimation in this field, with a particular attention
to the problem of instrument proliferation and to strategies to detect and
face it.
1.2 A flourishing interest in panel data models
Panel data techniques have become increasingly popular in the last
few decades and are now one of the most exploited tools in modern
econometrics, both in microeconomic and macroeconomic applications.
The increasing availability of reliable data in recent times has made the
estimation of panel data models easier and has given a decisive boost to
the development of appropriate methodologies for panel datasets.
We refer to panel data when we deal with repeated observations over
time for the same cross-section of individuals: we therefore have a time
dimension T, a cross-section dimension N and observations yit.
Panel data are very appealing, thanks to their advantages over both a
purely cross-section or time-series approach1.
1Hsiao [2003, 2007], Baltagi [2008], Wooldridge [2010] and Arellano [2003], among the
others, extensively discuss the advantages of panels over time series and cross-sections.
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First, they offer the opportunity to control for unobserved individ-
ual heterogeneity, thus reducing the risk of biased estimates. They allow
to handle time-invariant unobserved variables and to alleviate the risk
of omitted variable bias problems. Being safer against the omission of
time-invariant explanatory variables, the need of good and relevant in-
struments is less compelling, hence we have less identification problems.
Secondly, thanks to the availability of repeated observations for the
same individual, we can estimate more complex models that also cap-
ture the dynamics of the variables of interest2. More precisely, we can
study the dynamics of the cross-section of interest over time, the tran-
sition probabilities among different states and the time-adjustment pat-
terns.
Moreover, with panel data, we can exploit two different sources of
variability, as we have information on both inter-temporal dynamics,
that are captured by the variation of the variables of interest over time
for the same individual (within variability), and on the variability across
individuals in a given moment of time (between variability). Repeated
observations also weaken the effect of dangerous measurement errors
in the variables, thus mitigating well-known under-identification prob-
lems. More degrees of freedom can usually be exploited, so that the in-
ference on the parameters is likely to be more accurate. The problem of
multicollinearity among the variables is largely reduced in panel data.
There is a huge gain in terms of efficiency of the estimates and the op-
portunity to construct and test more complex behavioral hypotheses3.
1.3 “Panel”: a very generic word
Referring simply to a “panel model”, however, is probably too ge-
neric and not very informative. The specification of a panel data model
depends on the type of data we have: in fact, we could deal with micro
panels or macro panels, static or dynamic panels, short or long panels,
2It is obviously impossible to estimates dynamic processes when observations only for
a single point in time are available.
3See Hsiao [2007] and Baltagi [2008] for further discussion on these advantages.
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small or large panels, each of them having different relevant character-
istics. In micro panels, some characteristics of a cross-section of a large
number of individuals, households or firms are generally observed for a
limited period of time: the size of the sample N is usually large while the
time dimension T is generally quite small. The asymptotic properties of
the estimators are therefore evaluated for large N and fixed T. In macro
panels in general we have aggregated data at a national level for a lim-
ited or moderate number of Countries N over a sufficiently large number
of years T: in this case the two dimensions of the panel are often similar
in magnitude and the asymptotics is studied for both large N and large
T.
The distinction we are interested in the most is that between static
and dynamic models. In our analysis we will focus specifically on linear
models for DPD, in which several lags of the dependent variable appear
among the regressors.
1.4 The linear dynamic panel data model
Throughout our analysis, wewill focus on a first-order autoregressive
error-components model4 with a cross-section dimension N larger than
the time dimension T, so that that N >> T. The baseline full DPDmodel
has the form:
yit = αyi,t−1 + x
′
itβ+ εit (1.4.1)
where i = 1, 2, ...,N, t = 1, 2, ..., T, |α| < 1 is a scalar and is the parameter
of interest, xit is a 1× K vector of regressors and β is a K × 1 vector of
coefficients to be estimated.
The unobservable error term εit is assumed to follow a one-way error
component model consisting of two components:
εit = µi + uit (1.4.2)
4For the sake of simplicity and without loss of generality, we include here only the first
lag of the dependent variable among the regressors. Higher-order AR process could also
be considered.
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where µi is an unobservable individual time-invariant effect, that ac-
counts for individual heterogeneity, and uit is an idiosyncratic term. We
assume here that µi ∼ i.i.d.(0, σ
2
µ) and uit ∼ i.i.d.(0, σ
2
u), that the µi and
the uit are independent each of the other and across individuals and that
the idiosyncratic shocks are serially uncorrelated. We thus have
E[µi] = E[uit] = E[µiuit] = 0. (1.4.3)
For the sake of simplicity, we are here assuming homoskedasticity of
the residuals and lack of autocorrelation.
We further assume that |α| < 1, as we desire the yit series to be sta-
tionary. However, heterogeneity in the means of the yit series across in-
dividuals is allowed through the inclusion in the model of the µi.
The vector xit may include both predetermined and strictly exoge-
nous regressors and possibly also lagged values of these variables and
higher-order lags of the dependent variable. The individual effects may
be correlated with the variables included in the vector xit. The dynam-
ics is obviously introduced in the model through the inclusion of yi,t−1
among the regressors.
The inclusion of a lagged dependent variable in a model with indi-
vidual effects gives rise to the well-known dynamic panel bias, due to the
correlation between the lagged variable yt−1 and the individual effect µi.
According to the model in equation (1.4.1) yit is a function of µi: the
same relationship lagged one period implies that also yi,t−1 is a function
of µi, as the µi are time-invariant. It follows that the lagged dependent
variable, hence one of the regressors, is correlated with one component
of the error term, thus causing a severe endogeneity problem.
The standard OLS estimator is neither consistent nor unbiased when
applied to the model in (1.4.1), as the assumption of exogeneity of the
regressors is not satisfied. The estimates remain biased and inconsistent
evenwhenwe assume that the µi are random effects and even though the
uit are serially uncorrelated. We neither recover consistency as T → ∞
nor as the sample size increases. The OLS estimators can be shown to be
upward biased, as the correlation between yi,t−1 and the composite error
term is positive, i.e. E(yi,t−1, εit) > 0: α will be thus overestimated.
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The endogeneity problem needs therefore to be tackled. We can adopt
two alternative strategies or even apply them together for this purpose.
We can both transform the data in order to remove the individual fixed
effects µi, so that we eliminate the correlation with the regressors, or we
can face the endogeneity problem by looking for relevant and valid in-
struments for yi,t−1.
There are two alternative ways of transforming the data in order to
get rid of the problematic individual effects. For the sake of simplicity,
we assume from here onwards that no other regressor is included, so that
the model in (1.4.1) becomes:
yit = αyi,t−1 + εit. (1.4.4)
First differencing5 consists of subtracting from equation (1.4.4) the
same equation lagged one period, namely
yi,t−1 = αyi,t−2 + εi,t−1, (1.4.5)
thus yelding
(yit − yi,t−1) = α(yi,t−1 − yi,t−2) + (εit − εi,t−1)
= α(yi,t−1 − yi,t−2) + (µi − µi) + (uit − ui,t−1)
= α(yi,t−1 − yi,t−2) + (uit − ui,t−1). (1.4.6)
The transformation will result in a system of T − 1 equations in first-
differences, as the first-differencing drops T first-period observations. In
unbalanced panels, the loss of observations due to first differencing can
be very huge.
Defining ∆ = (1− L) the first difference operator, with L being the
lag operator, we can write the transformed model more compactly as:
∆yit = α∆yi,t−1 + ∆uit for i = 1, ...,N for t = 2, ..., T. (1.4.7)
The individual effects µi cancel out. In other terms, the first-difference
transformation is obtained by multiplying the model in (1.4.4) by IN ⊗
5This transformation will be the basis of the Arellano-Bond [1991] GMM estimator.
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M∆, where IN is an identity matrix of dimension N andM∆ is (T− 1)× T
matrix which has the form6:
M∆ =


−1 1 0 . . . 0 0
0 −1 1 . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . −1 1

 . (1.4.8)
The first-difference (FD) estimator is the OLS estimator of equation
(1.4.7), that is
αˆ =
N
∑
i=1
[
(∆yi,t−1)
′∆yi,t−1
]−1 N
∑
i=1
(∆yi,t−1)
′∆yit. (1.4.9)
As we have assumed that uit ∼ i.i.d.(0, σ
2
u), the transformation in-
duces a MA(1) process for the ∆uit, so that the FD estimator is inconsis-
tent. In fact, the variance of ∆uit will be given by the (T − 1)× (T − 1)
matrix7
var(∆uit) = σ
2
uM∆M
′
∆ = σ
2
u


2 1 0 0 . . . 0 0
1 2 1 0 . . . 0 0
0 1 2 1 0 . . . 0
...
...
...
...
...
. . .
...
0 0 0 0 . . . 1 2

 . (1.4.10)
A generalized least square (GLS) estimator is therefore required. It
can be shown8 that the optimal GLS estimator here is the Within-Group
(WG) estimator.
Following Arellano [2003], we can define Q as the within group op-
erator that transforms the series yit in the series of deviations from time
means (yit − y¯i). In other words, we subtract from the model in (1.4.4)
the time averaged model
y¯i = αy¯i,−1 + µi + u¯i, (1.4.11)
6See Roodman [2009a], Hsiao [2007] and Arellano [2003], among others, for a formal
presentation of the estimator.
7See Arellano [2003] for a detailed presentation.
8See Arellano [2003] for a proof.
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where yi = (yi2, . . . , yiT)
′ and yi,−1 = (yi1, . . . , yi(T−1))
′, so that the trans-
formed model becomes:
(yit − y¯i) = α(yi,t−1 − y¯i,−1) + (µi − µi) + (uit − u¯i). (1.4.12)
In Arellano [2003]’s notation, we can write the transformation as y˜i =
Qyi whose elements are y˜it = yit − y¯i. Q can be shown to be:
Q ≡ M′∆(M∆M
′
∆)
−1M∆. (1.4.13)
The WG estimator is the OLS applied to equation (1.4.12), so that
(yit − y¯i) is regressed on (yi,t−1 − y¯i,−1).
The WG transformation cancels out the µi, but unfortunately it does
not fix the dynamic panel bias.
To see this, we can write the transformed lagged dependent variable
as
yi,t−1 −
1
T − 1
(yi1 + · · ·+ yiT−1) (1.4.14)
and the transformed idiosyncratic term as
uit −
1
T − 1
(ui2 + · · ·+ uiT) . (1.4.15)
Since yit is correlated with uit according to (1.4.4), also yi,t−1 is corre-
lated with ui,t−1. As a consequence, yi,t−1 is also correlated with u¯i which
contains ui,t−1.
We therefore have correlation between the component − yitT−1 in the
transformed lagged dependent variable and the term uit in the trans-
formed idiosyncratic term; similarly, the component −
ui,t−1
T−1 of the new
error term is correlated with yi,t−1 in the dependent variable.
Nickell [1981] shows that this correlation is negative and dominates
over positive correlations that are induced by the WG transformation.
Unfortunately, the inconsistency of the WG estimator persists and the
estimates come out to be downward biased even as N → ∞.
The WG estimator would instead be consistent as T → ∞, as the
correlated term would become insignificant and the correlation would
tend to disappear9.
9See Roodman [2009a] and Bond [2002] for a treatment of this issue.
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It is therefore easier to handle with the endogeneity problem induced
by the FD transformation rather than that implied by the WG transfor-
mation: in the former, only the previous realization of the error term is
included in the model; in the latter, all the previous realizations are in-
cluded.
The pooled OLS, the FD and the WG estimators therefore do not al-
low to solve the dynamic panel bias. It is thus necessary to adopt alter-
native strategies in order to handle the problem.
Hsiao [2003] presents the Maximum Likelihood (ML) estimators for
the AR(1) panel data model that have been developed in the literature.
He stresses the importance of the assumptions about the initial condi-
tions that are required for the ML function to be specified; he also warns
about the potential inconsistency of the ML estimator when the initial
conditions are misspecified. Because of the delicacy of the assumptions
on the initial conditions, the ML estimators have not had big luck and
the Instrumental Variable estimators (IVE) have been largely preferred.
IVEs have been widely developed in the context of the AR(1) panel
model from the works of Anderson and Hsiao [1981, 1982] onwards and
have become the most exploited tool to deal with the endogeneity prob-
lem intrinsic in DPD estimation.
The FD model in (1.4.7) needs to be estimated with an IV estimator,
as the FD transformation is not enough to recover consistency when the
OLS estimator is applied to the transformed data.
Anderson and Hsiao [1981, 1982] suggest on using the FD transfor-
mation to purge the data of the fixed effects; they then present two for-
mulations of the 2-stage Least Squares (2SLS) estimator for the first-dif-
ferencedAR(1) that both use lags of the dependent variable to instrument
the transformed lagged dependent variable.
In the model in (1.4.7) the yi,t−1 term included in ∆yi,t−1 is correlated
with the ui,t−1 in ∆ui,t. However, deeper lags of the regressors can be
shown to be uncorrelated to the error term and can therefore be used as
instruments.
Anderson and Hsiao [1981, 1982] suggest on using yi,t−2 as an instru-
ment for ∆yi,t−1, as it is correlated with ∆yi,t−1 = yi,t−1 − yi,t−2 but it
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is also orthogonal to the error term ∆uit once we assume that the error
terms are serially uncorrelated10.
In addition to serial uncorrelation of the uit, stationarity is not nec-
essary and only a weak assumption on the initial conditions is required
in order to have yi,t−2 not correlated with ∆uit. In fact, the initial condi-
tions yi1 are required to be predetermined, i.e. uncorrelated with uit for
t = 2, 3, . . . , T.
This Anderson-Hsiao 2SLS estimator exploits the following linear IV
moment restrictions:
E
[
T
∑
t=2
yi,t−2(∆yi,t − α∆yi,t−1)
]
= 0 for t = 3, . . . , T. (1.4.16)
The 2SLS estimator is generally defined as:
αˆIV = [X
′Z(Z′Z)−1Z′X]−1X′Z(Z′Z)−1Z′y = (X′PZX)
−1X′PZy
(1.4.17)
where Z is the instrument matrix and PZ = Z(Z
′Z)−1Z′ is the idempo-
tent projection matrix of Z.
In this framework, for the ith individual and with each row corre-
sponding respectively to t = 1, 2, . . . , T, we have:
yi =


·
yi2 − yi1
yi3 − yi2
yi4 − yi3
yi5 − yi4
...
yiT − yi,T−1


=


·
∆yi2
∆yi3
∆yi4
∆yi5
...
∆yiT


,Xi =


·
·
yi2 − yi1
yi3 − yi2
yi4 − yi3
...
yi,T−1 − yi,T−2


=


·
·
∆yi2
∆yi3
∆yi4
...
∆yi,T−1


.
(1.4.18)
Zi is the instrument matrix in which we include yi,t−2 as instrument for
10This is the so called Anderson-Hsiao level estimator, as we instrument the equation in
first differences with lagged levels.
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∆yit, namely:
Zi =


·
·
yi1
yi2
...
yi,T−2


, (1.4.19)
where, again, the first row refers to t = 1, the last one to t = T. We need
at least observations for three periods for the Anderson-Hsiao estimator,
as yi,t−2 is available only from t = 3 onwards.
This formulation of the Anderson-Hsiao estimator is consistent for
large T.
An alternative strategy proposed by Anderson and Hsiao [1982] is to
use ∆yi,t−2 as an instrument for ∆yi,t−1
11: in fact, also ∆yi,t−2 is orthog-
onal to the error term and is therefore a valid instrument. This second
Anderson-Hsiao 2SLS estimator exploits the single moment condition
E
[
T
∑
t=3
∆yi,t−2(∆yi,t − α∆yi,t−1)
]
= 0. (1.4.20)
This estimator requires the availability of at least four periods, as ∆yi,t−2
is exploitable as instrument only from t = 4 onwards.
The Zi matrix has thus the form
Zi =


·
·
·
yi,2 − yi,1
yi,3 − yi,2
...
yi,T−2 − yi,T−3


=


·
·
·
∆yi,2
∆yi,3
...
∆yi,T−2


. (1.4.21)
One more observation for each individual is lost when ∆yi,t−2 is used
instead of yi,t−2 as instrument: this could result in an important loss of
information, especially in short panels.
11This is the difference Anderson-Hsiao estimator, as it is instruments ∆yi,t−1 with a first-
differenced instrument.
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Anderson and Hsiao [1981] suggest that the 2SLS estimator is more
efficient when the instrument is ∆yi,t−2 rather than yi,t−2. Also the second
specification of the 2SLS appears to be consistent, no matter whether T
or N go to infinity.
When either Anderson-Hsiao estimators is used, the model is exactly
identified, as one endogenous regressor is instrumented with one instru-
mental variable. However, these estimators are not actually efficient:
they do not use all the available valid instruments.
In order to improve efficiency, we can use more lags of the depen-
dent variable as instruments when observations for at least four periods
are available. For example, we could use yi,t−2, yi,t−3, yi,t−4,. . . , yi,T−2
together to instrument ∆yi,t−1 when the observations for t ≥ 5 are avail-
able. More information can be exploited in this case, so that we expect a
gain in efficiency: the model is now overidentified with L, the number of
instruments, greater than the number of endogenous regressors K.
Unfortunately, as discussed in Roodman [2009a], we face a trade-off
between the information introduced in the model and the number of ob-
servations we can use. In 2SLS estimation in fact the observations for
which lagged values of the variables are missing are dropped from the
sample. The larger the lag depth chosen to be used to instrument the
dependent variable, the smaller the sample available.
If, for example, we use two lags, instead of only one, as instruments
in 2SLS estimation, the Zi matrix becomes
Zi =


· ·
· ·
yi,1 ·
yi,2 yi,1
yi,3 yi,2
...
...
yi,T yi,T−1


. (1.4.22)
Compared to the case of a single instrument, here also the third row can
not be exploited, as we have missing values. The sample size further
decreases.
If we use all the available lags as instruments in 2SLS estimation, we
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have
Zi =


· · · . . . ·
· · · . . . ·
yi,1 · · . . . ·
yi,2 yi,1 · . . . ·
yi,3 yi,2 yi,1 . . . ·
...
...
...
. . .
...
yi,T yi,T−1 yi,T−2 . . . yi,1


. (1.4.23)
In this extreme case, only the last row is kept in 2SLS estimation.
Panel data GMM estimators allow to use these full sets of instruments
exploiting, for each instrument, a set of meaningful moment conditions.
Holtz-Eakin, Newey and Rosen [HENR henceforth, 1988] and Arel-
lano and Bond [1991] first suggest the use of all the available lags at each
period in time as instruments for the endogenous first-differenced lagged
dependent variable in the FD equation (1.4.7).
HENR first propose a GMM-style instrument matrix that, when only
yi,t−2 is used as instrument for ∆yi,t−1, has the form:
Zi =


0 0 . . . 0
0 0 . . . 0
yi,1 0 . . . 0
0 yi,2 . . . 0
...
...
. . .
...
0 0 . . . yi,t−2


, (1.4.24)
where the first row correspond to t = 1 and the last one to t = T. When
all the available lags are used as instruments, Zi has the form:
Zi =


0 0 0 0 0 0 0 . . . 0 . . . 0
0 0 0 0 0 0 0 . . . 0 . . . 0
yi,1 0 0 0 0 0 0 . . . 0 . . . 0
0 yi,2 yi,1 0 0 0 0 . . . 0 . . . 0
0 0 0 yi,3 yi,2 yi,1 0 . . . 0 . . . 0
...
...
...
...
...
...
. . .
. . . 0 . . . 0
0 0 0 0 0 0 0 . . . yi,T−2 . . . yi,1


.
(1.4.25)
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In both cases, each row gives the instruments used for the first-difference
equations respectively for periods t = 1, 2, 3, . . . , T. We have here zeroes
whenever the lag chosen as instrument is not available in the data.
Each column of Zi is now interpreted in terms of a meaningful IV
moment conditions of the form:
E [yi,t−2(∆yi,t − α∆yi,t−1)] = 0 for t ≥ 3 (1.4.26)
where ∆uit = ∆yi,t − α∆yi,t−1 is the transformed residual.
Each column of Zi is therefore orthogonal to the transformed residual.
Exploiting the orthogonality conditions in (1.4.26), we have at least as
many instrumental variables as the endogenous regressors in the right-
hand side of the model in first-differences, so that the model is identified:
the parameters of interest can be therefore estimated.
TheHENR formulation of the instrument matrix eliminates the trade-
off between the number of lags of the dependent variables that can be
used as instruments and the sample size: in fact no row of the matrix is
deleted anymore, as the missing values are replaced by zeroes.
As no observation is left out of the estimates even when some of the
lags are not available, it becomes meaningful to use all the available lags
of yit as instruments for ∆yi,t−1, starting from yi,t−2 and going back to
yi,T−2.
This strategy will be the core of the difference-GMM estimation for
DPD models first developed by Arellano and Bond [1991].
As the GMM estimation is the gist of our whole work, it is worth
dedicating a separate section to the general linear GMM estimator before
presenting how it is translated in DPD estimation.
1.5 The linear GMM estimator
The GMM estimator was originally introduced in the economic liter-
ature by Hansen [1982] and Hansen and Singleton [1982]. It has soon be-
come one of the most widely used econometric techniques in both cross-
section and panel estimation, as it is very flexible and requires only weak
assumptions.
20
The GMM estimator is a general IV estimator that is particularly use-
ful when the model is over-identified. The core of GMM estimation is
the formulation of meaningful moment conditions that, when satisfied,
allow the parameters of themodel to be estimated consistently. By apply-
ing the analogy principle, we move from population moment conditions
to their sample counterparts and we use the latter ones to estimate the
parameters of the model.
We start with an intuitive presentation of the method of moments
(MM)12 and we then explore the general framework of GMM estimation.
We can consider the general linear regression model
y = x′β+ ǫ (1.5.27)
where x and β are K× 1 vectors and E(ǫǫ′) = Ω. As usual the ǫ = y− x′β
are the residuals: they are the hearth of the GMM estimation. We assume
zero conditional mean for the error term ǫ, that is
E[ǫ|x] = 0. (1.5.28)
By the law of iterated expectation we have K unconditional moment
conditions
E[xǫ] = 0. (1.5.29)
The vector β thus satisfies
E[x(y− x′β)] = 0. (1.5.30)
By the analogy principle, we want to solve the following sample mo-
ment condition:
1
N
N
∑
i=1
xiǫi =
1
N
N
∑
i=1
xi(yi − x
′
iβ) = 0. (1.5.31)
The method of moment (MM) estimator is the solution we obtain by
solving the previous moment condition. It thus is:
βˆMM =
(
N
∑
i=1
xix
′
i
)−1 N
∑
i=1
xiyi (1.5.32)
12The following presentation follows Cameron and Trivedi [2005], Wooldridge [2010]
and Baum et al. [2003].
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or, in matrix notation,
βˆMM =
(
X′X
)−1
X′y (1.5.33)
where X′X is required to have full rank.
It is straightforward to notice that equation (1.5.31) is the normal
equation, i.e. the first order condition, for the Least Squares estimation
and βˆMM is the OLS estimator. The OLS estimator can therefore be seen
as nothing but a special case of MM estimation.
When some variables in the vector x are endogenous we need to iden-
tify a vector of instruments z such that E(ε|z) = 0.
The vector β needs therefore to satisfy
E[z(y− x′β)] = 0. (1.5.34)
The MM estimator is the one that solves the sample analog of the
previous moment condition, namely
1
N
N
∑
i=1
zi(yi − x
′
iβ) = 0. (1.5.35)
When the model is exactly identified the MM estimator is the linear
IV estimator
βˆMM(IV) =
(
N
∑
i=1
zix
′
i
)−1 N
∑
i=1
ziyi (1.5.36)
or, in matrix notation,
βˆMM(IV) = (Z
′X)−1Z′y. (1.5.37)
When the model is overidentified, there are more instruments avail-
able than endogenous regressors (L > K). In this case, we have L equa-
tions in K unknowns therefore we do not have a unique solution to the
moment conditions in equation (1.5.35). For an overidentified model, in
fact, not all the moment conditions in equation (1.5.35) can be satisfied
together in a finite sample. In other terms, they will not be all set exactly
to zero at the same time.
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We could get consistent estimates of the parameters by using different
subsets of the moment conditions corresponding each time to K instru-
ments, but we would have a loss in efficiency, as we are not exploiting all
the available information. Moreover, the estimates would differ accord-
ing on which K instruments we are considering.
The correct strategy to adopt is to satisfy the moment conditions as
best as we can: this is done by making the vector of the empirical mo-
ments 1N ∑
N
i=1 zi(yi − xiβ) =
1
NZ
′e, where e is the vector of the empirical
residuals, as small as possible.
We can take an L× L symmetric positive-definite weightingmatrixW
and use it to define a quadratic function of the moment conditions that
has the form:
J(βˆ) =
[
1
N
N
∑
i=1
zi(yi − x
′
iβ)
]′
W
[
1
N
N
∑
i=1
zi(yi − x
′
iβ)
]
=
[
1
N
N
∑
i=1
ziei
]′
W
[
1
N
N
∑
i=1
ziei
]
=
1
N2
e′ZWZ′e (1.5.38)
where the ei are the empirical residuals
13.
J(βˆ) is defined as the GMM criterion function.
The GMM estimator is the one that minimize J(βˆ): it is
βˆGMM = argmin J(βˆ)
=
[(
1
N
N
∑
i=1
xiz
′
i
)
W
(
1
N
N
∑
i=1
zix
′
i
)]−1
×
[(
1
N
N
∑
i=1
xiz
′
i
)
W
(
1
N
N
∑
i=1
ziyi
)]
=
(
1
N2
X′ZWZ′X
)−1 1
N2
X′ZWZ′y
=
(
X′ZWZ′X
)−1
X′ZWZ′y. (1.5.39)
13Since we want to minimize J(βˆ), we can omit the term 1
N2
, as it does not affect the
value of β that minimizes J(βˆ). We can thus equivalently write J(βˆ) = e′ZWZ′e.
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The GMM estimators are as many as the possible choices about the
weighting matrix W. Also the asymptotic covariance matrix will differ
according onW. However, the GMM estimator will be the same for ma-
tricesW that differ only by a constant of proportionality.
When the model is exactly identified, i.e. L = K, the βˆGMM reduces
to the simple IV estimator (Z′X)−1Z′y, no matter what weighting matrix
W is chosen.
Consistency is reached under mild assumptions and regardless the
choice ofW14.
The main concern is about the efficiency of the GMM estimator.
When the model is overidentified, the choice of the weighting matrix
is crucial and we need to identify the optimal one.
The general formula for the asymptotic variance15 of the GMM esti-
mator is
A var(βˆGMM) = N(X
′ZWZ′X)−1(X′ZWSWZ′X)(X′ZWZ′X)−1
(1.5.40)
where S is the covariance matrix of the moment conditions:
S =
1
N
E(Z′ǫǫ′Z) =
1
N
E(Z′ΩZ). (1.5.41)
We want to find the optimal W such that the GMM estimator is effi-
cient, i.e. has the smallest asymptotic variance.
Hansen [1982] finds that the optimal weighting matrix that makes the
GMM estimator efficient is the one that uses weights for each moments
that are the inverse of their variances/covariances. In other words, we
weight the moments by the inverse of their variance matrix16. The opti-
mal choice is thereforeW = S−1, so that
WEGMM = S
−1 = (Z′ΩZ)−1. (1.5.42)
14Amemiya [1985] provides a formal proof of consistency of the GMM estimator under
mild assumptions.
15See Cameron and Trivedi [2005] and Baum et al. [2003] for the derivation of the GMM
asymptotic variance.
16W = S−1 or W = NS−1 or W = N2S−1 are all equivalent as they differ only by a
constant of proportionality. The choice does not affect the GMM estimator, so, for the sake
of simplification, we can get rid of the term N in the formula.
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The resulting efficient GMM is thus:
βˆ = (X′Z(Z′ΩZ)−1Z′X)−1X′Z(Z′ΩZ)−1Z′y
= (X′ZS−1Z′X)−1X′ZS−1Z′y. (1.5.43)
The crucial problem at this stage is that Ω is unknown and therefore
S is not known either. The efficient GMM (EGMM) is thus not feasible.
We therefore need to make some assumptions on the covariance matrix
of ǫ, Ω, in order to obtain a feasible estimator for E(Z′ΩZ).
If the assume that the errors are i.i.d., then Ω = σ2 I, from which
NS = E(Z′ΩZ) = σ2E(Z′Z). (1.5.44)
As the term σ2 is a scalar that does not affect the GMM estimator we
can ignore it and we can estimate E(Z′Z) by Z′Z so that
Wˆ =
(
1
N
Z′Z
)−1
. (1.5.45)
The EGMM estimator thus simplifies to
βˆEGMM = [X
′Z(Z′Z)−1Z′X]−1X′Z(Z′Z)−1Z′y, (1.5.46)
which is the well known 2SLS.
This estimator is also called the one-step GMM estimator as it can be
calculated in one step.
When the errors are not necessarily assumed to be i.i.d, the general
formulation of the feasible efficient GMM estimator is instead
βˆFEGMM = (X
′Z(Z′ΩˆZ)−1Z′X)−1X′Z(Z′ΩˆZ)−1Z′y (1.5.47)
where Ωˆ is a consistent estimate of Ω.
In general, we can not assume homoskedasticity and we need to re-
place the optimal weighting matrix W = S−1 by a consistent estimate
Sˆ−1.
A consistent estimator for S will be
Sˆ =
1
N
(
Z′ΩˆZ
)
=
1
N
(
N
∑
i=1
εˆ2i ziz
′
i
)
. (1.5.48)
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The εˆi are the residuals obtained from an initial estimate of the model
by any consistent estimator, no matter whether it is efficient or not. The
εˆi incorporate the properties we assume for the errors.
We can choose any full rank matrix W for the initial estimate. How-
ever, the most common choice isW = (Z′HZ)−1, where H is an estimate
of Ω that incorporates the assumptions we make on the error terms, such
as the form of the heteroskedasticity.
In practice, we adopt a two-step GMM procedure in which we esti-
mate the following GMM regression at the first stage
βˆGMM first step = (X
′Z(Z′HZ)−1Z′X)−1X′Z(Z′HZ)−1Z′y (1.5.49)
from which we obtain the residuals εˆi. We then use the residuals to form
the optimal weighting matrix Wˆ = Sˆ−1 = 1N
(
∑
N
i=1 εˆ
2
i ziz
′
i
)−1
which will
give the efficient GMM estimator, when used in equation (1.5.47). The
asymptotic variance of the estimator is
A var(βˆ) = NX′Z(Z′ΩˆβZ)
−1(Z′X)−1. (1.5.50)
The optimal (two-step) GMM estimator has been shown to suffer
small sample bias 17. It does not necessarily perform better that the one-
step GMM estimator, though it is more efficient. The intuition behind
this is that, if the weighting matrix used in the one-step estimator is inde-
pendent of the estimates of the parameters, the optimal W matrix in the
two-step estimator requires a consistent estimate of the covariance ma-
trix of the moment conditions and implies the replacement of S−1 with
a consistent estimate Sˆ−1. This replacement is safe asymptotically, while
this approximation could lead to inconsistent standard errors in finite
samples.
As deeply discussed in Roodman [2009b], the variances of the em-
pirical moments could be poorly estimated in finite samples, with the
consequence that there could be an incorrect weighting of the observa-
tions. The estimates of the coefficients remain unbiased but the standard
errors could appear erroneously good.
17See, among others, Altonji and Segal [1996] and Arellano and Bond [1991].
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From the point of view of the empiricist, huge differences between
the one-step and the two-step estimates may be a signal of a finite sample
bias and the question should be addressed further.
Windmeijer [2005] proposes a feasible finite-sample correction for the
standard errors in the two-step GMM estimation18 that now makes it
safe do to inference on the results of the two-step estimation. Through
Monte Carlo experiments, Windmeijer [2005] shows that the two-step
estimator gives less biased estimates and lower standard errors than the
one-step estimator: he also finds that his correction improves the two-
step standard errors, making them more reliable for inference purposes.
1.6 Testing overidentifying restrictions
As said above, when the equation is exactly identified, all themoment
conditions are set exactly to zero by construction, no matter whether the
restrictions are truly valid for the population. It is therefore not possible
to verify the restrictions we are imposing.
On the contrary, when the model is overidentified we have more mo-
ment restrictions L than parameters K, and only K conditions are set
equal to zero. We expect to minimize the distance of the remaining L−K
restrictions from zero.
If the moment conditions are sufficiently close to zero we have an
evidence in support of the exogeneity of the instruments, while if the
joint validity of the identifying restrictions is in doubt, we could have a
signal of invalid instruments.
We can exploit a specification test proposed by Hansen [1982]19, that
tests whether all the restrictions imposed by the model are jointly satis-
fied. Under the null hypothesis, we assume the joint validity of all the
identifying restrictions. In other words, we assume that the empirical
moments 1N ∑
N
i=1 ziei are randomly distributed around 0.
18See Windmeijer [2005] for technical details on the correction and Roodman [2009a,
2009b] for further discussion.
19The IV counterpart of the Hansen test is the well known Sargan [1958] test for the
validity of the instruments.
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The Hansen J statistic is the value of the GMM objective function
presented above
J(βˆ) =
(
1
N
N
∑
i=1
ziei
)′
W
(
1
N
N
∑
i=1
ziei
)
(1.6.51)
evaluated at the efficient GMM estimator βˆEGMM, that is
J(βˆEGMM) =
(
1
N
N
∑
i=1
ziei
)′
Sˆ−1
(
1
N
N
∑
i=1
ziei
)
∼ χ2L−K (1.6.52)
If the null hypothesis is rejected, the specification of the model is not
valid, as the observations in the sample do not suit to all the moment
restrictions jointly. In other words, the instruments do not satisfy the
orthogonality conditions required for them to be valid.
As discussed in Baum et al. [2003], the instruments in this case may
either be not truly exogenous or mistakenly excluded from the regres-
sion.
Unfortunately, we are not able to determine, on the basis of the Han-
sen test, which instruments are valid and which ones are not. If the
empirical moment conditions are rejected, the GMM is an inconsistent
estimator of the parameters of the model.
The Hansen test will be an useful tool to identify a serious problem
of instrument proliferation in the GMM estimation of DPD models.
1.7 GMM estimation of DPD models
After having given a general overview of the GMM estimator, we can
go back to the AR(1) panel model in equation (1.4.4) and present how the
GMM estimator has been applied in DPD estimation.
The GMM estimator is a very useful tool in the context of IV estima-
tion of DPD, as it requires very few general assumptions on the DGP
and it is suitable for dynamic models that include fixed effects, poten-
tially endogenous regressors and idiosyncratic errors that are uncorre-
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lated across individuals20, though it is computationally expensive. The
main peculiarity of the GMM estimator for DPD is that it exploits inter-
nal instruments, namely the lags of the endogenous variables, still also
allowing the use of classical instrumental variables.
1.7.1 The Difference GMM estimator
Moving from the GMM-style instrument matrix proposed by HENR
[1988], illustrated in (1.4.24) and (1.4.25), Arellano and Bond [1991] pro-
pose a GMM estimator which uses, for the estimation of the model in
first-differences
∆yit = α∆yi,t−1 + ∆uit, (1.7.53)
all the lags of the dependent variable available at each period as instru-
ments for ∆yi,t−1. The estimator is the Arellano-Bond Difference GMM
(DIFF) estimator. The DIFF estimator exploits the (T − 1)(T − 2)/2 IV
moment conditions21:
E[yi,t−2(∆yit − α∆yi,t−1)] = E(yi,t−2∆uit) = 0 for t = 3, . . . , T
(1.7.54)
to construct a sparse instrument matrix for the ith individual of the form
ZD, i =


yi,1 0 0 0 0 0 0 . . . 0 . . . 0
0 yi,1 yi,2 0 0 0 0 . . . 0 . . . 0
0 0 0 yi,1 yi,2 yi,3 0 . . . 0 . . . 0
...
...
...
...
...
...
. . .
. . . 0 . . . 0
0 0 0 0 0 0 0 . . . yi,1 . . . yi,T−2


(1.7.55)
where we have one row for each period for which some instrument is
available. The first row corresponds to the instruments that are available
for the first-differenced equation for period t = 3, the last row is for
t = T. The ZD, i matrix has T − 2 rows with non-zero elements and
(T − 2)(T − 1)/2 columns.
20The GMM estimator does not require homoskedasticity neither absence of autocorre-
lation in the residuals.
21It is obvious that ∆εit and ∆uit are equivalent. In fact, εit and uit only differ by the
individual effect µi that is canceled out by the FD transformation.
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We have here separated instruments for each lag and for each time
period: each column represents a different instrument. The model is
obviously overidentified.
The difference moment condition can be written compactly as
E[Z′D,i(∆yit − α∆yi,t−1)] = E[Z
′
D,i(∆ui)] = 0 for i = 1, . . . ,N (1.7.56)
where ∆ui = (∆ui3,∆ui4, . . . ,∆uiT)
′.
The GMM criterion function we need to minimize to find an asymp-
totically efficient GMM (AEGMM) estimator based on the previous mo-
ment conditions is
J(αˆ) =
(
1
N
N
∑
i=1
∆u′iZD,i
)
WN
(
1
N
N
∑
i=1
Z′D,i∆ui
)
(1.7.57)
whereWN is the optimal weighting matrix.
As discussed above, in a two-step procedure, the optimal weighting
matrix is
WN =
(
1
N
N
∑
i=1
(Z′D,i∆uˆi∆uˆ
′
iZD,i)
)−1
(1.7.58)
where the estimates of the first-difference residuals are consistent and
come from the initial estimation of the model by a consistent GMM esti-
mator.
As the optimal weighting matrix does not include unknown param-
eters, when we assume homoskedasticity and absence of serial correla-
tion, we can obtain an asymptotically equivalent GMM estimator in one
step by using the weighting matrix
Wone step =
(
1
N
N
∑
i=1
(Z′D,iHZD,i)
)−1
. (1.7.59)
ThematrixWone step does not depend on any previous initial estimate.
The H matrix for the Arellano-Bond estimator is the square (T− 2)×
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(T − 2) matrix
H =


2 −1 0 . . . 0 0
−1 2 −1 . . . 0 0
0 −1 2 . . . 0 0
...
...
. . .
. . .
...
...
0 0 0 . . . 2 −1
0 0 0 . . . −1 2


. (1.7.60)
In fact, if we assume that the residuals are homoskedastic and not
serially correlated, we have that E(∆ui∆u
′
i) = σ
2
uH. H is the estimated
variance matrix that makes WN to be the optimal weighting matrix and
the estimator efficient. In any case, the DIFF estimator is consistent pro-
vided that we setWN to be a positive definite matrix
22.
The resulting Arellano-Bond GMM estimator estimator is
αˆGMM diff =
(
(∆y′−1ZD)WN(Z
′
D∆y−1)
)−1
(∆y−1ZD)WN(Z
′
D∆y)
(1.7.61)
where ∆yi = (∆yi,3,∆yi,4, . . . ,∆yi,T)
′, ∆yi,−1 is the vector that includes
the first lag of ∆yi and Z
′∆y = ∑Ni=1 ZD,iyi
23.
The DIFF GMM estimator is consistent for N → ∞ and for fixed T
and, in general24, it is consistent also for T → ∞.
Moreover, the DIFF GMM is easy to compute as the orthogonality
conditions in (1.7.54) are all linear in α25.
However, the number of orthogonality conditions in (1.7.54) rapidly
gets large as T increases: the growth in the number of the moment con-
ditions is quadratic in T, so that the instrument count in the DIFF GMM
becomes quickly very high.
Arellano and Bond [1991] show that the DIFF estimator has only a
very limited finite sample bias and has smaller variance than the IV An-
derson and Hsiao [1981, 1982] estimators. A drawback they stress, how-
22For example, by choosing WN = IN , that is the identity matrix, we preserve consis-
tency. Blundell and Bond [1998a] set H=I.
23See Blundell, Bond and Windmeijer [2000] for the full derivation of equation (1.7.61).
24See Alvarez and Arellano [2003].
25See Bond [2002] for a thorough analysis of the advantages of having linear moment
conditions.
31
ever, is that the two-step DIFF estimator gives downward biased esti-
mated standard errors, especially in finite samples. The two-step estima-
tor takes advantage of the Windmeijer [2005] correction for the two-step
estimated asymptotic standard errors.
Anyway, the DIFF GMM estimator has been found to suffer a severe
finite sample bias, in particular when the lags of the dependent variable
are only weakly correlated with the endogenous first differences at a sub-
sequent period26.
We have in this case an identification problem, as the instruments
for the first-differenced equation are weak. The problem shows up in
an AR(1) panel model when the series is very persistent, i.e. when the
autoregressive parameter gets close to one, or when the variance of the
individual effects µi is much larger than the variance of the idiosyncratic
error term uit
27.
Moreover, Blundell and Bond [1998a] show on simulated and on real
data that theweak instruments problem is particularly accentuatedwhen
the temporal dimension T is small. Bond, Hoeffler and Temple [2001]
analyze empirically this problem in the context of growth regressions
and compare the performance of the DIFF GMM with that of standard
estimators for the AR(1) panel model, such as OLS andWG, and confirm
the findings of Blundell and Bond [1998a].
1.7.2 The System GMM estimator
It is possible to add more restrictive assumptions on the initial condi-
tions in order to formulate additional orthogonality conditions that make
more valid instruments available and efficiency gains possible.
Blundell and Bond [1998a] show that, under a mild stationarity as-
sumption for the initial conditions yi1, we can exploit a system GMM
(SYS GMM) estimator that uses the lagged first-difference of the yit se-
ries, ∆yit, as instruments for the equation (1.4.4) in levels, in addition to
the use of the lagged levels of yit as instrument for the first-differences
equations.
26See Blundell and Bond [1998a].
27See also Bond [2002] for further discussion.
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More specifically, under the assumption that the deviations of the ini-
tial conditions yi1 from their long-run mean µi/(1− α) are uncorrelated
with the long-run mean µi/(1− α) itself
28, we have that E(∆yi,2ηi) = 0
for i = 1, 2, ...,N29.
Exploiting the standard mild assumption that E(∆uitµi) = 0 for i =
1, 2, . . . ,N and t = 3, 4, . . . , T, which requires that any change in the
idiosyncratic term is not correlated with the individual effect, we have
T − 2 additional linear orthogonality conditions:
E (∆yi,t−1(µi + uit)) = E (∆yi,t−1εit)) = 0 for t = 3, 4, . . . , T. (1.7.62)
These newmoment conditions allow to use the lagged first difference
of yi,t, i.e. ∆yt−1 for t = 3, . . . , T, as instrument for yi,t−1 in the equation
(1.4.4) in levels.
The instrument matrix for the equations in levels can be defined as
ZL, i =


∆yi2 0 0 . . . 0 . . .
...
0 ∆yi3 ∆yi2 . . . 0 . . .
...
...
...
...
. . .
...
. . .
...
0 0 0 . . . ∆yi,T−1 . . . ∆yi2

 , (1.7.63)
where the first row corresponds to t = 3 and the last one to t = T.
The additional moment restrictions can be written compactly as
E(Z′L, iεi) = 0 with εi =


εi3
εi4
...
εiT

 . (1.7.64)
The GMM estimator for the level equation is
αˆlevel =
(
y′−1ZLWNZ
′
Ly−1
)−1
(y′−1ZL)WNZ
′
Ly (1.7.65)
28In other words we want E
[(
yi1 −
µi
1−α
)
µi
]
= 0. The deviations of the initial conditions
from the long-run means are required not to be correlated with the fixed effects. See Blun-
dell and Bond [1998a] for the original formulation of the assumption, Baltagi [2008], Bond
et al. [2001] and Roodman [2009b] for further discussion.
29The stationarity assumption above implies that yit converges to its long-runmean from
period t = 2 onward. Blundell and Bond [1998a] and Roodman [2009b] provide a proof of
this relation. As a consequence, we have that E(∆yi,2ηi) = 0.
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where y−1 is the vector which include the first lag of yi for each period.
Blundell and Bond [1998a] suggest a system GMM estimator which
exploits both sets of moment conditions in equations (1.7.54) and (1.7.62).
The full set of conditions is therefore
E (yi,t−2∆εit) = 0 for t = 3, . . . , T
E (εit∆yi,t−1) = 0 for t = 3, . . . , T. (1.7.66)
The system consists of (T − 2) stacked equations in first-differences
and (T − 2) stacked equations in levels for t = 3, . . . , T.
The full instrument matrix is therefore
ZSYS, i =


ZD, i 0 0 . . . 0
0 ∆yi2 0 . . . 0
0 0 ∆yi3 . . . 0
...
...
...
. . . 0
0 0 0 . . . ∆yi,T−2

 =
(
ZD, i 0
0 ZL, i
)
.
(1.7.67)
The system GMM estimator is therefore
αˆSYS =
(
q′−1ZSYSWNZ
′
SYSq−1
)−1 (
q′−1ZSYSWZ
′
SYSqi
)
(1.7.68)
where qi = (∆y
′
i, y
′
i)
30.
The additional moment conditions for the equations in levels and
hence the validity of the lagged differences as instruments were origi-
nally proposed by Arellano and Bover [1995]. Blundell and Bond [1998a]
develop the Arellano and Bover [1995] approach further, show that the
additional moment restrictions remain valid also in case of weak instru-
ments and explicitly define the assumptions on the initial conditions that
need to be satisfied for the SYS estimator to be valid.
In the SYS GMM estimator, we use only the most recent lag of the
first differences as instruments for the equations in levels, as we are al-
ready using the lagged levels as instruments for the equations in first
30See Blundell, Bond and Windmeijer [2000] for the full derivation of equations (1.7.65)
and (1.7.68).
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differences. The use of additional lagged first-differences would result
in redundant moment condition31.
Blundell and Bond [1998a] show that the SYSGMMestimator is large-
ly more efficient than the DIFF GMM, especially as α → 1 and as the ratio
σ2µ/σ
2
ε increases.
When the series are persistent, the lagged levels of yit are only weak
instruments for the equations in first-differences, while the lagged first-
differences remain informative, and hence valid instruments, for the e-
quations in levels.
Blundell, Bond and Windmeijer [2000] show that, in DPD models
that includes also weakly exogenous regressors, the SYS GMM performs
much better than the DIFF GMM, both in terms of precision and finite
sample bias. Recently, however, Bun and Windmeijer [2010] find that a
weak instruments problem could also arise in the level GMM estimator,
and hence in the SYS estimator.
A great attention has been paid in the literature to the choice of the
weighting matrix for the one-step GMM procedure and for the first-step
in a two-step procedure 32.
Blundell, Bond and Windmeijer [2000] e.g. use
W =
(
1
N
N
∑
i=1
(Z′sysMZsys)
)−1
(1.7.69)
where M =
(
H 0
0 IT−1
)
.
Blundell and Bond [1998a] instead use in first-step estimation
M =
(
IT−1 0
0 IT−1
)
= I2T−2, (1.7.70)
which gives the standard IV estimator.
Both the weighting matrix are easily implementable in Stata.
Blundell and Bond [1998a] show in Monte-Carlo simulations that the
two-step and the one-step SYS GMM estimators give relatively similar
31See Arellano and Bover [1995], Blundell and Bond [1998a], Bond [2002] and Roodman
[2009a] for a deep discussion on the issue.
32See, among the others, Windmeijer [2005] and Kiviet [2007a].
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results and suggest that, when homoskedasticity is assumed, the choice
of the M matrix in the weighting matrixW is not crucially relevant.
On the other hand, as a warning to the empiricist, it is worth noticing
that the choice of the weighting matrix is not irrelevant in empirical anal-
ysis on real data: different matrices can lead to very different results33.
1.8 Instrument proliferation
As mentioned above, the GMM approach is particularly appealing
in the estimation of DPD models, as it involves very few and general as-
sumptions about the DGP, accounts for unobserved heterogeneity, makes
“internal” instruments available and performs better than the standard
estimators for DPD as FE, OLS and IV.
However, the number of moment conditions generated under both
the DIFF GMM and the SYS GMM rapidly increases and the instrument
count hence quickly becomes large relative to the sample size.
In particular, when the panel AR(1) in (1.4.4) is considered and no
other regressor is included in the model, we have (T − 2)(T − 1)/2 in-
struments in levels in the DIFF GMMmatrix ZD, i and (T− 2) additional
instruments in first-difference in the SYS GMM instrument matrix.
Even when only the DIFF GMM instruments are used, their number
grows quadratically as T increases.
The issue of instrument proliferation in GMM estimation is not new
and has been paid a particular attention by Ziliak [1997], Altonji and
Segal [1996] and Bowsher [2002].
Ziliak [1997] finds that, as the number ofmoment conditions expands,
the GMM estimator for panel data is downward biased; the gain in effi-
ciency, made possible by the adoption of a GMM approach, is negatively
balanced by the induced bias.
Bowsher [2002] analyzes the effects of the use of too many moment
restrictions in DPD: it is shown that the Sargan test of overidentifying re-
strictions based on the full DIFF GMM instrument matrix under-rejects
33As a practical strategy, it is enough to change the option h() in the xtabond2 command
in Stata and to check how the results are sensitive to the weighting matrix chosen.
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the null hypothesis of joint validity of the instruments when an exces-
sive number of moment restrictions is being tested. Bowsher also gives
a practical indication: reducing the instrument count for the differenced
equations is a simple and effective strategy to improve the performance
of the Sargan test, especially in small samples.
Roodman [2009b] returns to the problem of instrument proliferation
and suggests alternative solutions to face it, especially in applied works.
He presents two kinds of practical problems that arise from the exploita-
tion of too many moment conditions in small samples and from the use
of a very sparse instrument matrix.
On one hand, there is the severe and well-known risk of an over-
fitting of the endogenous variables when the instruments are too many.
Roodman [2009b] provides an intuitive insight on this issue. Ziliak [1997]
presents the problem referring to the GMM estimation of panel data. He
focuses on static models and finds that, when the number of instruments
gets large, the GMM estimator is biased toward the Pooled OLS estima-
tor34. Arellano [2003] treats analytically the overfitting bias in dynamic
panel models when T grows. When the instrument matrix is so large
and sparse, the instrument may be very weak, thus implying that some
relevant effects may not be identified.
Unfortunately, it is not possible to test for the presence of an over-
fitting bias: it therefore becomes crucial to check whether the results of
the GMM estimation are robust to the reduction in the number of the
moment conditions exploited.
The second sort of problems is specific to the two-step FEGMM. The
optimal weighting matrix is estimated using sample moments: when the
number of moment restrictions imposed is large, it is hard to estimate
the elements of the optimal weighting matrix, so that the estimates are
often imprecise. The estimates remain however consistent, even though
efficiency is often affected. When the optimal weighting matrix is impre-
cisely estimated, the standard errors in the two-step GMM are seriously
34See also Tauchen [1986] and Windmeijer [2005] for a simulation-based discussion on
the problem.
37
biased downward when the instrument count is high35. The Windmeijer
[2005] correction is necessary in order to make reliable inference on the
two-step results.
The most evident symptom of instrument proliferation is a not reli-
able p-value of the Hansen test for overidentifying restrictions. As stres-
sed in Bowsher [2002] and Andersen and Sorensen [1996], an increase in
the number of moment restrictions often invalidates the test. Roodman
[2009b] provides an extensive discussion on the effects of instrument pro-
liferation on the Hansen test. It is not uncommon to find an implausible
p-value of 1 when T is moderately large. The risk intrinsic in this im-
plausible value is that of a false positive: in fact, we would be inclined
to consider the moment restrictions as jointly satisfied when, in reality,
the results are vitiated by biased estimates of the two-step standard er-
rors that enter the Hansen test formula. In fact, also the Hansen test is
based on the covariance matrix of the moment conditions: when this is
estimated imprecisely, the test is strongly affected.
1.9 Solutions to the problem of instrument pro-
liferation
As just said, instrument proliferation is a common risk in GMM esti-
mation of DPD models, and it is particularly serious in small samples.
The use of the whole set of instruments in GMM estimation gives
significant efficiency gains, as we are exploiting all the information we
have, but at the huge costs we have just discussed.
However, no formal test is available to detect an instrument prolif-
eration problem. It is therefore difficult to draw practical indications on
which is a safe number of instruments. A rule of thumb is to keep the
instrument count lower than the number of individuals in the sample.
Roodman [2009a, 2009b] suggests a second rule of thumb: we should
worry whenever we get a p-value for the Hansen test greater than 0.25.
35See Roodman [2009b] and Windmeijer [2005]: the former contribution focuses on the
risk of severe bias in the estimate of the two-step standard errors, especially in case of small
samples.
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Two main techniques have been proposed in the literature to stem
the risks implied by instrument proliferation. Both of them can be seen
in the light of interpretable meaningful moment conditions or in terms
of deterministic transformations of the instrument matrices36.
The first strategy is the use of a limited instrument set. It provides
that only certain lags, say l lags, of the dependent variable are used as
instruments rather than all the available lags.
As Roodman [2009a, 2009b] clarifies, we still have separated instru-
ments for each period and for each lag from 2 to l, but we limit the num-
ber of lags so that the instrument count is linear in T. In other words, if
we want to limit the lag depth of the instruments to be used for ∆yi,t−1 to
the first and the second lag available, say l = 2, we have an instrument
matrix of the form
ZLD, i =


yi1 0 0 0 0 0 . . .
0 yi2 yi1 0 0 0 . . .
0 0 0 yi3 yi2 0 . . .
...
...
...
...
...
...
. . .

 , (1.9.71)
where the first row refers to t = 3.
We can think to the limited instrument matrix as the result of the mul-
tiplication of the matrix ZDD, i by a transformation matrix T
L, which is a
block matrix of identity matrices of dimension l (maximum lag depth)
that are separated by rows of zeroes corresponding to the excluded lags:
ZLD, i = ZD, iT
L = ZD, i


1 0 0 0 0 0 0 . . .
0 1 0 0 0 0 0 . . .
0 0 1 0 0 0 0 . . .
0 0 0 1 0 0 0 . . .
0 0 0 0 1 0 0 . . .
...
...
...
...
...
. . .
. . .
...


. (1.9.72)
By limiting the lag depth, the number of instruments is reduced from
C = (T− 2)(T− 1)/2 in the untransformed matrix to CL = C− (T− 2−
L)(T − 1− l)/2.
36The transformation matrix consists in both cases of zeroes and ones. See below and
Mehrhoff [2009] for the exact form of the transformation matrices.
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This strategy obviously does not affect the number of instruments in
first-differences for the equation in levels: in fact, in order to avoid redun-
dancy in the instruments, we keep only one available first-difference.
The truncation of the instrument set in the lag depth has become very
common in empirical works and it has been the strategy for checking
the robustness of the estimates to the instrument reduction 37. Alvarez
and Arellano [2003] show that the DIFF GMM estimator is still consis-
tent when the instrument set is truncated. Alfaro [2008] finds that this
strategy affects the efficiency of the estimates and increases the impact of
small samples biases.
We should be aware that, though very simple to be implemented, the
truncation of the instrument set is generally arbitrary. The lag depth is
commonly limited to one or two first available lags. This choice in gen-
eral has not a meaningful explanation: it is simply an arbitrary strategy
to reduce the instrument set. It should be a common practice in empirical
works to always discuss the choice of the maximum lag depth and give
an economic explanation to it.
The second technique provides the use of a collapsed instrument ma-
trix. The instruments are aggregated in smaller sets by squeezing hori-
zontally the instrument matrix, through addition over the columns.
As explained in Roodman [2009b], we formulate different orthogo-
nality conditions instead of those in (1.7.54) and (1.7.62):
E(yi,t−l∆εit) = 0 for each l ≥ 2. (1.9.73)
We impose the same condition for each t = 3, ..., T, so that the moment
restrictions do not need to hold for any period anymore, but only for each
lag. We restrict some subsets of the instrument matrix, corresponding to
the same lag, to have the same coefficient. Intuitively, we impose that the
same lag, say e.g. yi,t−2, has always the same impact on yit, no matter the
exact point in time t we are considering. We make one instrument for
each lag distance and we substitute any missing value with zero.
The idea of applying each moment condition to all the available pe-
riods instead of using each moment condition only for a given period
37See Windmeijer [2005] and Bowsher [2002], among the others.
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is first suggested in Calderon, Chong and Loayza [2002]. Their strategy
provides that the number of orthogonality conditions is independent of
T, while in the standard approach, with a separate moment condition,
and hence a separate instrument, for each time period, the number of
restriction is more than proportional with respect to T.
This approach is then used in Beck and Levine [2004] in order to re-
duce the overfitting bias due to instrument proliferation.
Roodman [2009b] independently suggests the same strategy and de-
vises a procedure to implement collapsed GMM in Stata, which is now a
common practice in empirical works38.
When this strategy is adopted, the collapsed matrix for the equation
in first-differences is the following:
ZCD, i =


0 0 0 0 . . .
yi1 0 0 0 . . .
yi2 yi1 0 0 . . .
yi3 yi2 yi1 0 . . .
...
...
...
...
. . .

 , (1.9.74)
with the first row referring to t = 2.
We can think to ZCD, i as the result of the multiplication of ZD, i by
a transformation matrix that consists of identity matrices of increasing
dimension stacked one over the other with blocks of zero matrices to the
right:
ZCD, i = ZD, iT
C = ZD, i


1 0 0 0 . . .
1 0 0 0 . . .
0 1 0 0 . . .
1 0 0 0 . . .
0 1 0 0 . . .
0 0 1 0 . . .
...
...
...
...
. . .


. (1.9.75)
The instrument count reduces from C = (T − 2)(T − 1)/2 to CC =
T − 2.
38See Roodman [2009a, 2009b] for a discussion about the rationale of the collapsing and
for instructions about the implementability of the procedure in Stata.
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Similarly, with respect to the instruments in first-differences for the
equation in levels, we have a collapsed instrument matrix of the kind
ZCL, i


0
∆yi2
∆yi3
∆yi4
...

 . (1.9.76)
The collapsing makes the instrument count linear in T: it has the ad-
vantage, over the truncation of the lag depth, that it retains much more
information as it does not involve the drop of any lag. Provided that we
consider the belief imposed by the new moment conditions as realistic,
we do not do any arbitrary choice about the instruments to be kept in the
estimation.
It is also possible to combine the two strategies by collapsing the in-
strument matrix where the lag depth has already been limited.
If the maximum lag depth is l = 2 we obtain, e.g.
ZLCD, i =


0 0
yi1 0
yi2 yi1
yi3 yi2
yi4 yi3
...
...


. (1.9.77)
The ZLCD, i can be thought as the result of the multiplication of ZD, i by
a transformation matrix of the form
TLC =


1 0
1 0
0 1
0 0
1 0
0 1
0 0
0 0
...


. (1.9.78)
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The number of instruments is now equal to the maximum lag depth
we set: it is therefore linear in the lag depth but invariant to T.
In the absence of formal tests to detect and address the problem of
instrument proliferation, we believe that robustness checks based on the
response of the estimators to the transformation of the instrument matrix
could be able to give some “rule of thumb” indication.
It should be stressed once again that both these strategies involve
a certain degree of arbitrariness and the convincement that the beliefs
about the new orthogonality condition are reasonable.
1.10 Conclusions
This chapter set out to analyze the state of the art in estimation of DPD
models. We reviewed the standard estimators for DPD models and we
illustrated in detail the GMM approach to DPD estimation. We tried to
present the evolution of the methodologies for DPD in terms of a contin-
uous improvement in the ability to identify potentially risky econometric
issues and to develop strategies to tackle them.
Nowadays, most of the empirical literature estimates DPD models
by GMM: as discussed in our presentation, this success is mainly due to
the flexibility of the estimator, to the availability of internal instruments
and to the easy implementation of GMM estimation in the most popular
econometric softwares.
We aimed at showing that GMM estimation, though reasonably very
appealing, is not free of faults and it is not the panacea to all the issues
that arise in this context. The facets of this estimators are many and can
lead to very different estimates in empirical applications.
In particular, the GMM estimator for DPD is not safe from severe
problems due to the instrument proliferation as the number of periods
gets moderately large. We discussed extensively the problems we are
forced to face when the instrument count gets large and the strategies
presented in the literature to address this issue.
We hope that we were able to cast some light on the complexity of the
GMM approach and on the risks that may arise in this context if we take
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these issues too lightly.
Aware of all the potential drawbacks we could face in GMM estima-
tion of DPD, we suggest on doing as many robustness checks as we can
about the sensitivity of the estimates to the alternative specifications of
the estimator in empirical analysis.
What is easy implementable in a software is not always safe and de-
void of consequences.
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Chapter 2
Instrument Proliferation in
GMM Estimation of
Dynamic Panel Data: new
strategies for applied
research
2.1 Introduction
Dynamic panel data (DPD) have become very popular in the last
two decades, thanks in particular to the increasing availability of panel
dataset both at a micro level (e.g. data for individuals, households or
firms) and at a macro level (e.g. data for Regions or Countries). The
use of dynamic models in macroeconomics dates back to many decades
ago, while it is relatively recent in microeconomics. The possibility of
including some kind of dynamics also in a microeconomic framework
has become very appealing and it is now a common practice to estimate
dynamic models in empirical analysis in most microeconomic fields.
In particular, the GMM estimator, in the Arellano-Bondell [1991] and
Arellano-Bover [1995] / Blundell-Bond [1998a] formulations, has gained
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a leading role among the DPD estimators, mainly due to its flexibility
and to the very few assumptions about the data generating process it re-
quires. Most of all, while preventing from the rising of the well known
DPD bias (see Nickell [1981]) and of the trade off between lag depth and
sample size1, the GMM estimator also gives the opportunity to account
for individual time-invariant effects and for potential endogeneity of re-
gressors. The implementations of ad hoc procedures in many statistical
softwares and consequently the availability of “buttons to push” have
done the rest of the job.
The GMM estimator however is not the panacea for all the draw-
backs of the previously proposed DPD estimators: it is in fact not free
of faults. Instrument proliferation, among the others, is a severe issue
in the application of the GMM estimator for DPD models and needs to
receive more attention than what it has been done so far. The potential
distortions in the estimates by OLS, IV estimators and GMM when the
instrument count gets larger and larger has been treated extensively in
the literature2, but not particular attention has been paid to this issue in
Difference and System GMM estimation of DPD.
Though both versions of the GMM estimator are designed for a large
N-small T framework, and though the time dimension in panel datasets
remains well below that of a typical time series, it is well-known that the
number of moment conditions increases exponentially with T and gets
rapidly large relative to the sample size. Consequently, as extensively
discussed in Roodman [2009b], the excessive number of instruments can
overfit endogenous variables, gives an imprecise estimated variance ma-
trix of the moments and lowers the power of useful specification tests
such as the Sargan [1958] / Hansen [1982] test of overidentifying restric-
tions.
Unfortunately, the problem of instrument proliferation is only rarely
detected and addressed in empirical analysis with the consequent risk of
drawing misleading conclusions about the coefficient estimates.
1This former problem is instead an intrinsic and unavoidable characteristic of the
Anderson-Hsiao [1981, 1982] 2SLS estimator for DPD.
2See, among the others, Ziliak [1997] and Bowsher [2002]. See also Chapter 1 for an
extensive discussion on the issue.
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Moreover, there is not a clear indication on how many instruments
are too many and on which is a reasonable number of instruments to be
used in empirical works.
Roodman [2009b] presents two alternative and complementary tech-
niques to reduce the number of instruments in GMM applications: the
collapsing of the instrument matrix and the reduction of the lag depth of
the instruments included. Both solutions make the instrument count lin-
ear in T: through the former, we include different instruments for each
lag but for all the available periods together; the latter consists of the
inclusion as instruments of only few lags among all the available ones.
Both techniques, separately or combined together, have gained popu-
larity thanks to their direct implementability in the statistical software
STATA through the xtabond2 command3 and are now commonly used
in empirical works.
Both these techniques involve a certain degree of arbitrariness from
the researcher which is asked either to choose how many lags to include
among the instruments or to trust the restrictions that are imposed when
the instrument matrix is collapsed4.
Despite some attempts to investigate the performance of the GMM
estimators when instrument reduction techniques are employed, the lit-
erature in this fields lacks of exhaustive experiments that compare exten-
sively these strategies and their robustness to different settings of the pa-
rameters in the simulation model. Roodman [2009b] presents only a lim-
ited Monte Carlo experiment to compare the two techniques but restricts
the analysis to the System GMM estimator and to a specific parameter
setting. Mehrhoff [2009] instead bounds his experiment to the Difference
estimator, that is less exposed to instrument proliferation dangers.
The first aim of the chapter is to fill the gap in the literature by run-
ning extensive Monte Carlo experiments in order to compare the perfor-
mance of the difference and system GMM estimators when instrument
reduction techniques are adopted.
3This is the user-written command for dynamic panel data estimation developed by D.
Roodman. See Roodman [2009a] for details on the use and the syntax of the command.
4The two instrument reduction techniques are presented in details in Chapter 1.
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In addition to these consolidated techniques, drawing on Mehrhoff
[2009], we introduce a different data-driven technique for the reduction
of the instrument count in DPD GMM estimation: we factorize the in-
strument matrix through the principal component analysis (PCA) and
use the PCA scores as a new set of instruments5. We adopt alternative
criteria in order to select the number of retained components and test the
performance of this reduction technique relative to the alternative solu-
tions proposed by Roodman [2009b].
A further contribution of the chapter is therefore an extensive inves-
tigation, through wide Monte Carlo simulations, of the properties of the
GMM estimators when this new strategy is adopted.
In the remainder of the chapter we proceed as follows: in section 2
we explain the meaning of the factorization of the instrument matrix and
discuss the rationale of applying the PCA on the instrument set; section
3 reports the results of an extensive Monte Carlo simulations through
which we compare a number of instrument reduction techniques; in sec-
tion 4 we present an empirical application that closely follows Roodman
[2009b]; section 5 draws the conclusions and indicate practical hints for
the empirical analysis; the Appendix runs through the technical details
of the PCA.
2.2 Reducing the instrument count in GMM es-
timation
We consider here the standard general DPD model:
yit = αyi,t−1 + x
′β + εit (2.2.1)
εit = ηi + υit. (2.2.2)
This is a one-way error component model where x is a vector of poten-
tially endogenous regressors, the ηi are the fixed effects (time-invariant
5Mehrhoff [2009] sketches the idea of applying the PCA on the GMM-style instrument
matrix but he only limits its analysis to the difference GMM framework with no additional
endogenous regressors and arbitrarily choses the number of components to be kept in the
analysis.
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individual effects) and υit is a zero-mean idiosyncratic error.
For the sake of simplicity, we assume here that the only endogenous
regressor is the lagged dependent variable so that the variables in x, if
any, are strictly exogenous6. What follows can be easily generalized to
the case of additional endogenous regressors in x.
The Arellano-Bond and Arellano-Bover / Blundell-Bond estimators7
are linear GMM estimators for the model in first differences or in levels
where the instrument matrix Z includes the lagged values of the endoge-
nous variables only or also the lagged first differences of the endogenous
variables8. In the standard framework, the columns of the instrument
matrix Z correspond respectively to two different sets of meaningful mo-
ment conditions.
In particular, the Arellano-Bond DIFF GMM estimator exploits the
following (T − 2)(T − 1)/2 moment conditions for the equation (2.2.2)
in first differences:
E[(Zi
diff)′∆υi] = E[yi,t−l(∆yit − α∆yi,t−1 − ∆x
′β)] = 0 for t ≥ 3, l ≥ 2
(2.2.3)
where the instrument matrix Zdiff, that satisfies the moment restrictions
in (2.2.3), has the well known form:
Zdiffi =


yi,1 0 0 0 . . . 0 . . . 0
0 yi,1 yi,2 0 . . . 0 . . . 0
...
...
...
. . .
. . . 0 . . . 0
0 0 0 0 . . . yi,1 . . . yi,T−2


(t = 3)
(t = 4)
...
(t = T − 2).
(2.2.4)
6It is common in DPD analysis to consider only the lagged dependent variable as truly
endogenous and therefore to instrument it with its lags. When some additional regressors
are predetermined but not strictly endogenous, a large practice is to instrument them with
themselves, so that they are treated as exogenous variables. Arellano and Bond [1991] and
Blundell and Bond [1998a] exploit lags as instruments only for the lagged dependent vari-
able, while they instrument the other regressors by themselves so that they treat them as
exogenous variables, though they acknowledge they are likely not to be strictly exogenous.
7These estimators are presented in details in Chapter 1.
8We use Z to define a general instrument matrix for DPD GMM estimation. Z can stand
for the untransformed matrix, the collapsed matrix or the limited matrix of instrument.
When we need to indicate more precisely the matrix we are considering, we use specific
superscripts to denote it.
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The Blundell-Bond SYS GMM estimator also exploits the additional
T − 2 orthogonality conditions for the equation (2.2.2) in levels:
E[∆yi,t−1υit] = E[∆yi,t−1(yit − αyi,t−1 − x
′β)] = 0 for t ≥ 3 (2.2.5)
that give origin to the instrument matrix for the equation in levels9:
Zlevi =


∆yi2 0 . . . 0
0 ∆yi3 . . . 0
...
...
. . . 0
0 0 . . . ∆yi,T−2


(t = 3)
(t = 4)
...
(t = T − 1).
(2.2.6)
The full instrument matrix for the system GMM estimator will thus
be:
Z
sys
i =


Zdiffi 0 0 . . . 0
0 ∆yi2 0 . . . 0
0 0 ∆yi3 . . . 0
...
...
...
. . . 0
0 0 0 . . . ∆yi,T−2

 =
(
Zdiffi 0
0 Zlevi
)
.
(2.2.7)
2.2.1 Limiting and collapsing the instrument set
As discussed in Roodman [2009b], when we collapse the instrument
set we impose the following moment restrictions for the model in first
differences, instead of those in equation (2.2.3):
E[yi,t−l∆υit] = 0 for l ≥ 2 (2.2.8)
so that we impose the same condition for all t and we create an instru-
ment for each lag distance rather than for each time period and each lag.
9It is standard in SYS GMM estimation to consider only the first lagged difference for
each time period as instrument for the equation in levels rather than all the available lags of
the first differences. This is to avoid redundancy, as all the lags already enter the estimation
process through the instrument set for the equations in first differences. See Roodman
[2009b] and Bond [2002] for further discussion on this issue.
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The collapsed instrument matrix for the equation in first differences has
the form:
Zdiff, Ci =


0 0 0 0 . . .
yi1 0 0 0 . . .
yi2 yi1 0 0 . . .
yi3 yi2 yi1 0 . . .
...
...
...
...
. . .


(t = 2)
(t = 3)
(t = 4)
(t = 5)
...
(2.2.9)
Similarly, the collapsed matrix for the equation in levels is:
Zlev, Ci =


0
∆yi2
∆yi3
∆yi4
...


(t = 2)
(t = 3)
(t = 4)
(t = 5)
...
(2.2.10)
The collapsed matrix for the system estimator will thus be:
Z
sys, C
i =
(
Zdiff, Ci 0
0 Zlev, Ci
)
. (2.2.11)
When instead we limit the lag depth, we truncate the moment restric-
tions and exploit the conditions in equation (2.2.3) only for 2 ≤ l ≤ M
where M is the maximum lag depth we consider. The limited instrument
matrix for the equation in first differences will be:
Zdiff, Li =


0 0 0 0 0 0 . . .
yi1 0 0 0 0 0 . . .
0 yi2 yi1 0 0 0 . . .
0 0 0 yi3 yi2 0 . . .
...
...
...
...
...
...
. . .


(t = 2)
(t = 3)
(t = 4)
(t = 5)
...
(2.2.12)
The truncation in the lag depth has no impact on Zlevi , as it already in-
cludes only the first lag available. By limiting arbitrarily the lag depth,
we drop from the instrument set Z all the information about the lags
greater than M; by collapsing the instrument matrix, we retain a lot more
information as none of the lags is actually dropped, though restrictions
are imposed on the coefficients of subsets of instruments so that we only
generate a single instrument for each lag.
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2.2.2 Extracting principal components from the matrix of
instruments
In order to face the problem of instrument proliferation, we can also
use a strategy that involves a stochastic transformation of the instrument
set: we can extract the principal components from the instrument matrix
Z.
The adoption of principal components analysis (PCA) or factor anal-
ysis to extract a small number of factors from a large set of variables
has become popular in other fields of economic analysis. The seminal
works by Stock andWatson [1998, 2002a, 2002b] develop the use of static
principal components to identify common factors when the number of
variables in the dataset gets very large, while Forni et al.[2000, 2004,
2005] propose the use of dynamic principal components. Stock and Wat-
son [2002a] prove consistency of the factors as the number of original
variables gets sufficiently large, so that the principal components are
estimated precisely enough to be used as data instead of the original
variables in subsequent regressions. The factors are mainly applied in
macroeconomic contexts: their main use is in forecasting in second stage
regressions, but they are also employed as instrumental variables in IV
estimation, in augmented VAR models and in DSGE models10.
The idea of using principal components or factors as instrumental
variables is not so new in the literature. Kloek and Mennes [1960] and
Amemiya [1966] first proposed the use of principal components in in-
strumental variable (IV) estimation. In this stream of literature, we find,
among the others, important contributions by Kapetanios andMarcellino
[2010], Groen and Kapetanios [2009] and by Bai and Ng [2010] that rely
on factor-IV or factor-GMM estimation11.
In the stream that uses factor as instruments, the main novelty of
what we do here is that we consider a dynamic panel data model and
extract principal components not from a large set of different economic
10Stock andWatson [2010] provide an extensive survey on the use of estimated factors in
economic analysis.
11A review of the literature on Factor-IV and Factor-GMM estimations is in the introduc-
tion of Kapetanios and Marcellino [2010].
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variables (in order to identify a common set of underlying factors) but in-
stead we factorize a large set of lags of the same variable (the dependent
variable in this context) in order to summarize the information conveyed
by the yit and avoid multicollinearities in the instrument set.
Through the PCA we extract the largest eigenvalues from the esti-
mated covariance12 or correlation matrix13 of Z and, by combining the
relative eigenvectors, we obtain the loading matrix and the score matrix.
We then use the PCA scores as new instrumental variables for the lagged
dependent variable.
In practice, defined Z as the general p-columns GMM-style instru-
ment matrix, that can be untransformed, limited or collapsed14, we ex-
tract p eigenvalues λ1,λ2, ...,λp ≥ 0 from the covariance matrix of Z,
ordered from the largest to the smallest, and derive the corresponding
eigenvectors (principal components) α1, α2, ..., αp. Our new instruments
will be the scores from PCA that are defined as:
sk = Zαk for k = 1, 2, ..., p. (2.2.13)
If we write Z = [z1 z2 ... zp] with zj being the j
th column of the
instrument matrix, the score sk corresponding to the k
th component can
therefore be rewritten as:
sk = αk1z1 + αk2z2 + ...+ αkpzp (2.2.14)
where αkj is the j
th element of the principal component αk.
Since the aim of the PCA is data reduction, it would not help to keep
all the p scores in the analysis as this would imply no decrease in the
12An unbiased estimator of the covariance matrix of a p-dimensional vector x of random
variables is given by the sample covariance matrix C = 1N−1X
′X where X is a N × p zero
mean design matrix.
13There is not a clear indication in the theoretical literature on which is the preferable
matrix among the two. The PCA is scale dependent and the components that are extracted
from either matrices are different. In empirical analysis, the PCA on the covariance matrix
is better when the variables are in commensurable units and have similar variances, as it is
the case in our Monte Carlo experiments.
14Z can be Zdiff, Zsys, Zdiff,C, Zsys,C, Zdiff,L, Zsys,L. We consider here balanced panels with
Ti = T ∀i. Z
diff has p = (T − 2)(T − 1)/2 columns, Zdiff,C has p = T − 2 columns, Zdiff,L a
variable number of columns. In system GMM estimation, further T− 2 columns are added
in Zsys and in Zsys,L, while only one is added to Zsys,C.
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number of instruments. Only q principal components will therefore be
retained and, as a consequence, only the q corresponding score vectors
will form the new transformed instrument matrix. Alternative criteria
can be applied in order to select the component to be retained: we will
adopt here the twomost commonly used strategies, the average criterion
and the variability criterion15.
Defined the matrix of PCA loadings as V = [α1 α2 ... αp] and the
matrix of PCA scores as S, we have that S = ZV. Instead of the moment
conditions in (2.2.3), we will therefore exploit the following restrictions:
E[(Sdiff)′∆υ] = E[(ZdiffV)′∆υ] = 0 for t ≥ 3. (2.2.15)
Similarly, in the system GMMwe will also exploit the additional orthog-
onality conditions
E[(Slev)′υ] = E[(ZlevV)′υ] = 0 for t ≥ 3. (2.2.16)
In both cases, the number of moment restrictions depends on the
number of components we retain in the analysis. As our starting point
is that instruments are orthogonal to the error term, a linear combination
of the original instruments will also obviously be orthogonal to the error
term.
The rationale of this procedure is to use, instead of the untransformed
instruments, linear combinations of the original instruments properly
weighted according to the PCA loadings: no available lag is actually
dropped, but its influence might be rescaled after the PCA. It is also
worth noticing that none of the lags that are not in the original matrix
Zwill enter the linear combinations which forms the columns of the new
instrument matrix. PCA thus preserves all the information in the original
instrument set.
A further advantage of PCA is that we can factorize not only the un-
transformed instrument matrix but also the limited and collapsed instru-
ment matrix, retaining all the information each matrix conveys and thus
further reducing the number of instruments. It has to be recognized that,
15The criteria are discussed in the Appendix.
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in order to apply PCA on an already transformed matrix, we need to
trust the restrictions imposed on the coefficients of the original instru-
ment matrix, even when we believe them too arbitrary: however, the
instrument proliferation problem could persist after a first instrument
reduction and a further decrease in the number of instruments, obtained
through factorization, could be helpful.
In the following section we compare all these alternative or comple-
mentary strategies through Monte Carlo simulations and we check how
far it is safe to go in instrument reduction.
2.3 Comparing the instrument reduction tech-
niques
2.3.1 The simple panel AR(1)
In the first set of Monte Carlo simulations we estimate the standard
panel AR(1) process with fixed effects and without additional explana-
tory variables, namely:
yit = αyi,t−1 + εit (2.3.17)
εit = µi + vit
E[µi] = E[vit] = E[µivit] = 0.
In the case of the AR(1) model, as we do not add any other regressor
in the model, instruments proliferate purely because T gets large and not
because more variables are to be instrumented.
We generate the fixed effects µi and the idiosyncratic terms vit as fol-
lowing a N (0, 1) distribution.
In order for the moment restrictions in equation (2.2.5) to hold, we
need to impose a mild stationarity restriction on the process which gen-
erates the initial conditions for yit, i.e. yi1, as showed in Blundell and
Bond [1998a].
The Blundell-Bond assumption on initial conditions imposes that the
time-invariant individual effects in the model, µi, are uncorrelated with
the deviations of the initial conditions from the long-run mean of yit. The
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steady state level for yit is defined by
µi
1−α , from which we have that the
deviation from the long-run mean can be defined as ui = yi1 −
µi
1−α . The
Blundell-Bond stationarity conditions on yi1 requires therefore that:
E
[(
yi1 −
µi
1− α
)
µi
]
= E[uiµi] = 0 (2.3.18)
so that yit converges toward its long-run mean
µi
1−α for each individual
for every period t ≥ 2. 16
Following Roodman [2009b], we simulate the initial value of yit, na-
mely yi1, according to the following process:
µi,wi ∼ N (0, 1)
ui = σu(
√
1− ρ2wi + ρµi) (2.3.19)
yi1 =
µi
1− α
+ ui.
The form we give to ui allows us to take into account different levels
of violation of the Blundell-Bond condition defined in equation (2.3.18):
when ρ = 0 we have that the deviation from the long-run mean is to-
tally uncorrelated with the individual effects, so that the Blundell-Bond
restriction on initial conditions holds; when instead ρ = 1, the ui is per-
fectly correlated with the individual effects thus yielding a severe vio-
lation of the condition in (2.3.18). The functional form chosen for ui is
particularly convenient because it implies a direct interpretation of the
16If the stationarity condition is satisfied in some given period, the first one in this frame-
work, it will hold also for all the subsequent periods. See Blundell and Bond [1998a] and
Roodman [2009b] for a proof of this condition.
The condition in equation (2.3.18) yields the condition
E[∆yi,t−1µi ] = 0
that, together with the following usual assumption
E[∆vitµi ] = 0 for t ≥ 3,
yields the additional T− 2 linear moment restrictions:
E[∆yi,t−1(µi + vit)] = E[∆yi,t−1εit] = 0
that allow to use lagged first difference of yit as instrument for the level equation in the
system GMM estimator.
56
parameters ρ and σu: as the two Normal variables wi and µi are inde-
pendent one of the other, it can be shown that the correlation coefficient
between ui and µi is exactly ρ and that the variance of ui is constant and
equal to σ2u .
In Table (2.1) we summarize the settings of the parameters in our
Monte Carlo experiment for the panel AR(1) model.
Table 2.1: Setting of the parameters in the simulation model
Iterations 1000
N 100
T 5, 10, 15, 20
σu 2
α 0.2, 0.5, 0.9
ρ 0, 0.9
In the baseline simulations, we consider 100 individuals and differ-
ent time lengths in the sample, i.e. T = 5, 10, 15, 2017. We consider dif-
ferent degrees of persistence for yit, as captured by the autoregressive
coefficient α. We set ρ = 0 when we want that the assumption for the
SYS GMM to be valid holds; we set instead ρ = 0.9 when we want the
Blundell-Bond assumption to be violated and therefore the SYS GMM to
be invalid. In line with Roodman [2009b], we set σu = 2 so that the vi-
olation of the Blundell-Bond conditions is particularly problematic also
with a limited number of time periods18.
Each experiments consists of 1000 iterations19.
For each combination of α, ρ and T, we estimate the coefficient α in
equation (2.3.17) on 1000 simulated panels with several variants of the
DIFF GMM estimator and of the SYS GMM estimator.
17This is exactly the sample size of the Monte Carlo experiments in Roodman [2009b].
We will discuss below some results for larger samples.
18As discussed in Roodman [2009b], the violation of the stationarity assumption on the
initial conditions becomes less problematic over time. σu = 2 is a value large enough to
make the violation of the assumption dangerous even as T approaches 20.
19The choice of running only 1000 iteration is unfortunately due to the fact that each
experiment is very time consuming. Anyway, Roodman [2009b] runs only 500 iterations.
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We apply the two GMM estimators on the untransformed instrument
matrix (UNTR GMM henceforth), on the collapsed (COL GMM), on the
limited (LIM GMM, where we sometimes specify 1 or 2 to indicate a lag
depth of 1 or 2) and on the factorized set of instruments and on sets
where the instrument reduction techniques are combined (two abbrevia-
tions are also combined, e.g. LIMCOL). With respect to the factorized set
of instruments, on one hand we keep the principal components whose
eigenvalues are above the average of the eigenvalues (average criterion,
FACTA henceforth); on the other hand, we keep the components that ex-
plain the 90% of the variability in the instrument matrix (variance cri-
terion, FACTV hencefort). In what follows, we apply the PCA analysis
on the covariance matrix of Z. In line with Roodman [2009b], all the es-
timates are two-steps and are made robust to heteroskedasticity in the
residuals; we apply the Windmeijer [2005] correction for two-step esti-
mation in small samples.
Estimation results for α = 0.2
In Table (2.2) we report the estimation results for the AR(1) model
in (2.3.17) when the autoregressive process for yit is not persistent, i.e.
α = 0.2, a scenario that is generally safe from weak instrument prob-
lems in DPD models. From this extensive set of results, some interesting
tendencies may be underlined: the SYS UNTR estimator has overall a
better performance than the DIFF UNTR when ρ = 0: in fact, it is less
biased and has a slightly lower variance, in particular as T gets larger. In
this context, the Hansen test is not safe, according to Roodman [2009b]’s
suggestions20, even when T = 5 as it is systematically above 0.4. When
ρ = 0.9 the performance of the UNTR estimator is reversed, the best one
being the DIFF UNTR: this means that the violation of the Blundell-Bond
condition remains problematic also for large T.
Nomatter which instrument reduction technique is adopted, the vari-
ance of the estimators increases. The COL estimates are less biased than
20As a rule of thumb, we should be suspicious whenever we get a Hansen p-value as
high as 0.25.
58
the UNTR ones; when the SYS GMM is invalid, not surprisingly the per-
formance of the DIFF COL is better than that of the SYS COL21.
Interestingly, the DIFF LIM, when the lag depth is bounded to lag 1
only or to lags 1 and 222, performs better than the DIFF UNTR while the
SYS LIM is worse overall, with larger bias and variance, evenwhen ρ = 0
and though the Hansen p-value is significantly lower when T = 20. The
LIMCOL estimator gives the least biased estimates overall, though the
its variance is slightly larger than that of the UNTR GMM. The violation
of the Blundell-Bond condition is not very problematic for the LIM2COL
estimator, while it remains very troublesome for the LIM1COL GMM
even when T is large.
When FACT GMM is used, the results are sensitive to the criterion we
apply to choose the number of components to be retained. The FACTA
GMM is more parsimonious than the FACTV estimator in terms of num-
ber of instruments. Such parsimony is beneficial for the DIFF FACT esti-
mator while it is not always the case for the SYS FACT. Overall, the DIFF
FACT estimator performs better than the DIFF UNTR, though it is more
biased than the DIFF COL; notwithstanding this, the SYS FACT has per-
formance similar to the SYS UNTR. The DIFF FACT COLL estimator has
a very good performance while the SYS FACT COLL estimates are worse
than the SYS COLL and the SYS FACT ones.
Overall, when α = 0.2, the estimates are generally close each other
and none of the estimators gives misleading results when the Blundell-
Bond condition holds. The Hansen p-values always give rise to doubts
about an instrument proliferation problem. However, only when T =
20 the reduction techniques significantly lower the p-value, though to
a value that is still above 0.25. When the SYS GMM is not valid, the
SYS estimates are generally more biased; however, the Hansen p-value is
extraordinary low, so that we are better at detecting the violation of the
assumption.
21The violation of the Blundell-Bond assumption does not affect the moment restrictions
for the DIFF GMM estimator, while it is certainly problematic for the SYS GMM estimator.
22The truncation of the lag depth to one or two lags is the most common strategy to
reduce the instrument count in the empirical literature.
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As a general conclusion, especially in the case of the SYS GMM, the
instrument proliferation does not seem such a big issue as the untrans-
formed estimates are pretty good and instrument reduction techniques
do not yield significant improvements.
Estimation results for α = 0.9
In Table (2.3) we report the results for the case in which yit is highly
persistent, i.e. α = 0.9. At a first sight, we see that the estimates are much
more heterogeneous than in the previous scenario and that are overall
more biased.
The DIFF GMM estimates when ρ = 0 are systematically very biased
and present a very high variance, no matter which is the specification
of the estimator we adopt. The results are particularly misleading when
T is short, as the estimates are very far from the true value of the coef-
ficient. We interpret these results as deriving from a weak instrument
problem in DIFF GMM estimation when the series are highly persistent,
and thus as due to a weak identification issue, as showed in Blundell
and Bond [1998a]. With α = 0.9 in fact, we expect the lags of yit in levels
to be only weakly correlated with the lagged first-differenced dependent
variable: in this case, they are very weak instruments for the endogenous
regressors. DIFF estimates become less biased as T increases: DIFF LIM
COL estimates are very good. When instruments are weak, a drastic lim-
itation in their number is beneficial: by limiting the lag depth we only
keep the least weak ones. The DIFF FACT estimator performs slightly
worse than the DIFF COL, while the DIFF FACT COL gives the best esti-
mates among the DIFF ones. The SYS estimates are systematically pretty
close to the true value of α, though differences among the estimators still
persist. The SYS COL and the SYS LIM COL are the least biased SYS
estimates: however the SYS UNTR estimator, which exploits the high-
est number of instruments, is not far from the SYS COL and presents a
smaller variance. The SYS FACT estimator performs better than the SYS
LIM but not as well as the SYS COL: differently from the DIFF case, the
combination of collapsing and PCA does not imply an improvement in
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the estimates. When the instruments are weak, as in the DIFF case, the
stronger the reduction in the instrument count, the better the estimates.
When the instruments are valid, a further reduction, beyond the one op-
erated by the collapsing, can be harmful. Note that the Hansen p-values
tend to be similar among the estimators that reduce someway the instru-
ments: this similarity has not a direct counterpart in the performances
of the estimator. We therefore need to be cautious in the interpretation
of the Hansen p-value in terms of a symptom of instrument prolifera-
tion. Moreover, when the Blundell-Bond condition is violated, the DIFF
GMM estimator systematically performs better than the SYS estimator:
this is in line with the findings of Hayakawa [2009] in his analysis on the
effect of non-stationary initial conditions in DPD models. Furthermore,
when ρ = 0.9 the SYS COL and the SYS LIM estimators tend to perform
worse than the SYS UNTR; the SYS FACT is the best, though its variance
is larger than the one of the SYS UNTR.
Some robustness checks on the AR(1) model
We present now the results of some robustness checks with respect
to the choice between the covariance and the correlation matrix for the
PCA or between the one-step and two-step estimator, with respect to
the sample size, the threshold of explained variance and non-stationary
initial conditions23.
We performed the same estimates as above applying the PCA on the
correlation matrix instead of the covariance matrix. We found outcomes
that are specular to those discussed above: as the instruments in a pure
AR(1) model are the lags of the dependent variables, we obviously do
not have any discrepancy in the measurement units of the instruments,
so that the choice of the matrix is not relevant.
We also run the estimates with the one-step GMM and we found no
significant differences in the results. In the literature, the two-step esti-
mator is generally found to be more efficient than the one-step but also to
23We keep the presentation of additional results as parsimonious as possible. All the
results discussed in this section are available upon request.
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suffer small sample biases: we see that the Windmeijer [2005] correction
works very well in this experimental context and we obtain mirror-like
estimates in our approach.
With respect to the sample size, we found that by doubling the num-
ber of individuals, i.e. by taking N = 200, we do not have relevant dif-
ferences in the estimates with respect to the baseline experiment. How-
ever, the Hansen p-value remains well below 0.5 even when we estimate
the model on the full set of instruments. By increasing the number of
individuals, we have that N is systematically above the number of in-
struments24, that depends instead on T, so that the risk of instrument
proliferation is alleviated and it is in general less important to adopt in-
strument reduction techniques.
We also changed the threshold explained variance in the variability
criterion. If we lower the portion of explained variance to the 70%, we
keep less principal components than those kept using the average crite-
rion. However, this choice overall worsens the estimates. The parsimony
deriving from the factorization of the instruments is generally beneficial
provided that the the number of retained components is not reduced too
far ahead. In general, we prefer the average criterion to select the com-
ponents to be retained as it generally reduces the instruments to a pretty
“safe” number.
Finally, we keep the same setting of the baseline experiment except
for the fact the we generate non-stationary initial conditions for yit. As
argued in Blundell and Bond [1998a], the mild stationarity assumption
for the SYS GMM estimator to be valid is not without content: it is vi-
olated, for example, if yi1 = k ∀i or yi1 ∼ i.i.d.(0, σ
2
y1
). The violation of
the Blundell-Bond assumption is here induced by random initial condi-
tions rather than by the imposed correlation between the individual ef-
fects and the deviations of the yi1 from their long-run mean. This threat
to the validity of the SYS GMM could be real, e.g., in empirical anal-
ysis that consider datasets beginning after a war or a severe structural
24N is 200, while the maximum instrument count is 190 for the untransformed SYS GMM
when T = 20.
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break or young workers or recently-born firms25. Following Blundell
and Bond [1998a], we generate here non-stationary initial conditions as
yi1 ∼ i.i.dN (0, 16/3). For the sake of brevity, we only present the esti-
mates for α = 0.9. In the light of the previous discussion, we select here
the principal components according only to the average criterion. The
results are reported in Table (2.4). The non-stationarity of the initial con-
ditions seriously affects the SYS GMM estimates of α: the coefficient is
in fact estimated above 1 in most cases by the SYS estimator. The DIFF
GMMperforms significantly better in this context, even though the series
is highly persistent, as it does not require any stationarity assumption.
In this, we confirm the finding of Hayakawa [2009] that, when the ini-
tial conditions are not stationary, the DIFF estimator may be less biased
than the SYS estimator. COL and FACT estimates, either DIFF or SYS, are
more biased than UNTR ones and have a larger variance. However, the
FACT estimates are generally less biased than the COL ones and have a
smaller variance. It is impressive to notice how low is theHansen p-value
in FACT or COL estimates, even below 0.1 in the FACT estimates: this
however comes along with worse estimates than the UNTR one, which
instead reaches an instrument count of 190 and a p-value of 1. The im-
plication we draw is that we need to be careful in addressing the issue of
instrument proliferation and in taking the Hansen p-value too seriously.
In empirical analyses, we should investigate whether the Blundell-Bond
assumption may not hold, as a violation could come along with mislead-
ing estimates.
Final remarks on the AR(1) simulations
The results from the estimation of the simple AR(1) are not particu-
larly revealing. The AR(1) is the most exploited model in Monte Carlo
simulations of DPD but it comes out not to be very informative, as the
process it models is likely to be too simplified and therefore not very use-
ful. It is anyway worth paying attention to this model as it is the priv-
25See Hayakawa [2009] and Arellano [2003] for a discussion about the scenarios in which
the stationarity assumption could be at risk.
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ileged tool in the literature to study the dynamics and the persistence
of relevant economic variables. What emerges from alternative scenar-
ios, only differing in the degree of persistence26, is that the results seem
to be mostly driven by the value of the autoregressive coefficient α, and
by whether the Blundell-Bond condition hold or not, rather than by dis-
tortions caused by instrument proliferation. It seems really difficult to
detect symptoms of instrument proliferation in this framework.
If the only source of endogeneity is the inclusion of the lagged de-
pendent variable, it is not really meaningful to use a simple AR(1) mo-
del to try to detect problems such as the overfitting of endogenous vari-
ables. What we can say, however, is that the strategy of collapsing the
instrument set is not harmful in this context, while the choice of keeping
only few lags in the analysis can be controversial. The performance of
the factorized estimator is similar to that of the collapsed one, but the
lack of exploitable information in this context, together with the fact that
the untransformed instrument matrix is very sparse, implies a weak co-
variance structure among the variables and affects the potentialities of a
purely statistical technique such as the PCA. We see that, when we deal
with potentially non-stationary initial conditions, the safest strategy is to
estimate the model by GMM UNTR because the COL, LIM and FACT
estimators can give misleading results.
2.3.2 A multivariate dynamic panel data model
Here we extend the pure AR(1) by adding an endogenous explana-
tory variable xit. The model of interest becomes:
yit = αyi,t−1 + βxit + µi + vit (2.3.20)
where µi ∼ N (0, 1) are the fixed effects and the vit ∼ N (0, 1) are the
idiosyncratic shocks.
26We have also estimated the simple AR(1) for α = 0.5: as the results do not show sig-
nificant difference with those above, we prefer to report the estimates for the two more
interesting cases. All the results are however available upon request.
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We generate the variable xit according to the following process:
xit = dt + γxi,t−1 + ξµi + φvi,t−1 + uit (2.3.21)
where the dt ∼ N (0, 1) are time dummies, the µi are the same fixed ef-
fects that appear in equation (2.3.20) and so also the idiosyncratic shocks
vit, that are here lagged one period. The additional regressor xit is in this
case predetermined but not strictly exogenous with respect to vit.
We generate xit so that the process is covariance stationary and the
following initial conditions hold:
E
[(
xi1 −
ξµi
1− γ
)
ξµi
]
= 0. (2.3.22)
The initial conditions for yit in order for the Blundell-Bond assumption
to hold are:
yi1 =
β
(
ξµi
1−γ
)
+ µi
1− α
. (2.3.23)
As discussed in Blundell and Bond [1998b], the joint stationarity of the
processes yit and xit is sufficient for the use of the lagged first differences
as instruments in the equation in levels.
We still keep the values of α as in Table (2.1) and we set β = 1. Fur-
thermore, we set ξ = 0.5 and φ = 0.527. In Table (2.5) we report the
results for the model in (2.3.20) from a Monte Carlo experiment on 1000
simulated samples when α = 0.9 and β = 1. We report the estimates
obtained by the DIFF and SYS UNTR, COL, LIM and FACT estimation28.
The DIFF GMM estimates for both α and β are very similar across
the alternative specifications; the reduction of the instrument count does
not give a significant improvement in the estimates in terms of bias and
variance reduction, though it drastically lowers the Hansen p-values for
27The model in equations (2.3.20) and (2.3.21) is similar, though a bit more complex, to
the model simulated in Blundell and Bond [1998b] and Bond and Windmeijer [2002].
28In the light of the simulation results of the previous section, and to simplify the presen-
tation, we omit here the estimates on the limited instrument matrix as they have proved
not to be very reliable especially for α = 0.9. Our main interest here is the comparison be-
tween the COL and FACT estimates. We also omit the estimates for the cases in which the
instrument reduction techniques are combined. All the results are available upon request.
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T = 15 and T = 20. The DIFF COL exploits 37 instruments when T = 20
instead of 360 used by the DIFF UNTR: however, this reduction does
not come along with a sensible improvement in the estimates. The DIFF
FACT estimator performs pretty well overall and in general has a lower
variance than the DIFF COL, though the smallest variance is that of the
DIFF UNTR. The DIFF GMM estimator, no matter which is the specifi-
cation we choose, tends to underestimate the coefficient of interest: the
reason, as stressed above, is the weak instrument problem when the se-
ries are persistent.
With respect to the SYS estimates, we do not highlight important dif-
ferences in the estimates of α and β among the different estimators. We
have a significant decrease in the Hansen p-value when the instruments
are reduced through collapsing or factorization but this does not come
along with significantly different estimation results. The SYS UNTR es-
timator is again the one with the smallest variance.
What emerges here is that, despite the fact that the number of instru-
ments gets incredibly large also in this context, it is very hard to detect
an instrument proliferation problem when the models are so simplified.
It is clear however that, in the light of the two sets of simulations, the
collapsing and the factorization of the instrument matrix are both safe in-
strument reduction techniques: they generally slightly improve the esti-
mates of the coefficients though they tend to be characterized by a larger
variance than the untransformed estimator.
The application of the PCA on the instrument matrix seems a valid
and effective strategy to reduce the instrument count because it performs
well despite the fact that the instrument matrix is very sparse and the
correlation among the lags could be weak. We prefer this last technique
rather than the collapsing as, other conditions being equal, the PCA is a
purely data-driven procedure and does not impose any restriction on the
moment conditions.
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2.4 An empirical example
So far we have presented results obtained from the simulation of very
simple models. We now exploit the same empirical example used in
Roodman [2009b] in order to compare the estimates obtained by alter-
native specifications of the GMM estimator on a real dataset. We repli-
cate the analysis of Forbes [2000] on the effect of inequalities in income,
as captured by the Gini coefficient, on economic growth. We use the re-
production dataset built by Roodman [2009b]29. We deal with a panel
dataset with 5-year averages for 45 Countries in the period 1975-95. The
dependent variable in the model of interest is the growth rate of in-
come per capita (Growthit) while the regressors include the Gini coeffi-
cient lagged one period (Gini) as a measure of inequality, the income per
capita lagged one period (Income), the years of secondary schooling for
men lagged one period (MaleEduc), the years of secondary schooling for
women lagged one period (FemaleEduc), the price level of investments
lagged on period (InvPrice); the model allows for individual and time
fixed effects. We can summarize the model as follows:
Growthit = αGinii,t−1 + βIncomei,t−1
+ γMaleEduci,t−1 + δFemaleEduci,t−1
+ ξ InvPricei,t−1 + µi + τt + εit. (2.4.24)
We treat all the regressors as endogenous and we instrument them
all with GMM-style instruments. As we deal with a very low number
of periods for each Country, here the instrument proliferation depends
on a large number of endogenous regressors rather than on a large T. In
Table (2.6) we report the estimates of the model obtained by DIFF and
SYS GMM estimation on the full set of instruments, on the limited and
collapsed sets and on factorized instruments. In column 1 we report the
original results presented in Forbes [2000]; the DIFF estimates on the un-
29Forbes [2000] provides extensive details on the sources of the data and summary statis-
tics for the variables of interest. Roodman [2009b] replicates the original dataset by draw-
ing from the cited sources the data that were available at the time the original paper was
published. As usual, some differences between the two datasets occur.
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transformed, limited and collapsed instruments replicate the results pre-
sented in Roodman [2009b]; we add here the SYS estimates on the un-
transformed, limited and collapsed set of instruments and both the DIFF
and SYS estimates on the factorized instruments.
A priori we expect that the GDP per capita is a highly persistent se-
ries, so that the lags of the GDP per capita could be weak instruments
and, consequently, the DIFF GMM estimator may be biased. We believe
therefore that it is safer to estimate the model and investigating the po-
tential instrument proliferation problem by adopting a SYS GMM ap-
proach.
The most natural choice would be the SYS estimator but, when we
look at the table, we see that the twice-lagged residuals come out to be
autocorrelated whatever specification of the SYS estimator we adopt, ex-
cept for the SYS COL estimates. We have therefore doubts about the
validity of the lags as instruments in this context and about the choice of
this application as a didactic example.
What emerges from the results is that there is a huge heterogeneity
in the estimates, according on whether we use DIFF or SYS GMM and
on whether we apply any instrument reduction strategy: this is a typical
outcome when the model is misspecified.
The lagged income per capita, found very significant in the original
paper, is significant at least at a 10% level only in the DIFF UNTR and
the SYS LIM COL estimates30. Worryingly the SYS LIM COL estimator
gives a positive coefficient for the lagged income, despite the fact that it
is very parsimonious in the number of instruments (only 16 against the
80 in the former case)31. The inequality variable is significant in the DIFF
UNTR estimates but, surprisingly, also in two additional cases: when the
30We recall here that, in a two-sided t-test, the critical values are 1.96 and 1.65 respectively
for a significance level of 5% and 10%.
31In growth regressions, with the growth rate of income per capita as dependent vari-
able, we expect a negative coefficient for the initial income and we interpret it as a sign of
convergence. A negative significant coefficient in this scenario, where additional regressors
are included in the model, would imply a conditional convergence tendency in the sample.
In the case of an autoregressive coefficient for the income very close to 1, β would be close
to 0, rather than negative. The reader interested in growth regressions can refer, among
others, to Barro and Sala-i-Martin [2003] and Durlauf et al. [2005].
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estimator is the least parsimonious in terms of number of instruments,
the SYS UNTR, and when we are in the most parsimonious case, the SYS
LIM COL estimates. The estimates of ξ remain significant across all the
specifications of the GMM estimator. When we adopt a SYS GMM ap-
proach, we contradict the tendencies underlined by Roodman [2009b]:
the SYS estimates tend to become more significant as the number of in-
strument decreases. This could be due to the fact that the instruments
are not valid and a reduction could alleviate the problem. In this context,
it is not safe to trust the Hansen p-value too much, though it systemat-
ically decreases as the number of instruments gets smaller. In the light
of the results in the previous section, we would be inclined to choose
the SYS COL estimator as the safest in this context: in this case, none of
the main variable comes out to be significant. As already found in our
Monte Carlo experiment, the FACT estimates are not really far from the
COL ones, neither in terms of biasedness nor in terms of significance of
the coefficients and Hansen p-values. The FACT estimator could suffer
the fact that the instruments are likely to be invalid in this context and to
have weak correlations with the endogenous variables.
In conclusion, the choice of this empirical application by Roodman
[2009b] is not particularly lucky: on one hand, the replication of the orig-
inal dataset is not satisfactory, as the estimates are very different; the
number of observations is really small, data are averaged over 5-years
periods, so that we loose a lot of information, and the periods are dan-
gerously few; on the other hand, the series are persistent and call for the
use of a SYS approach, but the instruments appear to be invalid. When
the lack of information is so serious, it is very difficult to compare the per-
formances of the estimators and to detect instrument proliferation prob-
lems; in particular, it is difficult to say what is more problematic between
the proliferation of instruments and the lack of information that compli-
cates the dangers intrinsic in short panels estimations. Moreover, we are
not in a proper context to assess the potentialities of the factorization of
the instrument set as this technique requires more information and more
solid covariances among the instruments.
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2.5 Conclusions
This chapter introduces a new strategy to reduce the number of in-
struments in the GMM estimation of dynamic panel data, namely the ex-
traction of principal components from the instrument matrix, and com-
pares the alternative instrument reduction techniques through Monte
Carlo simulations.
First, we discussed the rationale of applying the PCA on the instru-
ment matrix stressing that it involves a purely data-driven procedure
which does not require particular assumptions on the coefficient of the
matrix: it is instead the most information-preserving technique among
those we discuss here.
Secondly, we run extensive Monte Carlo simulations of a pure AR(1)
panel model and of a multivariate dynamic panel model. We argued that
the models we considered in the analysis are extremely simplified and
have relevant drawbacks in this context: anyway it is reasonable to start
from the simplest models to have a proper control on what we are do-
ing. We found that the collapsing and the factorization of the instrument
matrix give similar results and that the GMM estimates on the untrans-
formed set are still generally safe. We also warned about the fact that
the Blundell-Bond assumption on initial conditions could be much more
involved than what it seems: not taking into account potential threats to
the validity of the SYS GMMestimator can lead tomisleading results and
conclusions, especially when the instrument set is transformed someway.
Overall, the Hansen p-value by itself does not seem a safe criterion to as-
sess a risk of instrument proliferation, thought it is generally indicative.
We extended the empirical application chosen by Roodman [2009b],
and we were inclined to warn about the drawbacks of this example: in
a context were the number of periods is incredibly short and there is
a severe lack of information, it can be misleading to pay an excessive
attention to the proliferation of the instruments rather than to look for
additional information.
In the light of the previous findings, we are able to suggest some in-
dications for applied research and to sketch some potential extensions of
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this work.
Overall, the factorization of the instrument set seems to be a promis-
ing approach to the issue of instrument proliferation: in fact it appears
reasonable to exploit the correlations between the instruments to sum-
marize the original information. However, additional tests on its poten-
tialities and performances would be useful. In particular, it would be
interesting to simulate more complex dynamic models that include both
fixed effects and several endogenous regressors to test the response of
the estimates to the collapsing or the factorization of the instrument ma-
trix32.
At this stage, a relevant cost to be paid in order to factorize the instru-
ment matrix is the need of good programming skills, as the instrument
sets are to be constructed by hand. It would be useful to develop auto-
matic procedures to directly extract the principal components from the
matrix of lags33. On the other hand, the xtabond2 command already in-
cludes a collapse option that automatically transforms the instrument
set: most of the popularity of the collapsing is due to the fact that is eas-
ily implementable. For the two approaches to be really comparable, they
need to be equally easy to implement.
In the light of our findings, we suggest the researcher on always re-
porting the number of instruments and to worry when it exceeds the
number of observations in the sample. We should not adopt an instru-
ment reduction technique a priori, as every strategy could have serious
drawbacks if some assumptions do not hold. The best strategy is the
presentation of the estimates obtained with alternative GMM estimators
with and without instrument reduction techniques.
32Chapter 3 will present a first attempt to simulate a more complex model where there
is more than one source of endogeneity and where the number of instruments gets rapidly
very large.
33Stata provide the pca command that we exploit here but we need to build a priori the
matrices of lags presented above.
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Table 2.2: Estimates for the AR(1) with α = 0.2
ρ = 0.0 (SYS GMM valid) ρ = 0.9 (SYS GMM invalid)
Time dimension 5 10 15 20 5 10 15 20
Untransformed instr.
DIFF GMM Estimated α mean 0.192 0.189 0.187 0.183 0.194 0.192 0.190 0.185
Estimated α st. dev. 0.070 0.047 0.032 0.027 0.057 0.041 0.029 0.025
Hansen p-value avg. 0.483 0.414 0.445 1.000 0.487 0.415 0.443 1.000
Instrument count 6 36 91 171 6 36 91 171
SYS GMM Estimated α mean 0.206 0.204 0.203 0.198 0.347 0.250 0.228 0.222
Estimated α st. dev. 0.058 0.041 0.032 0.029 0.067 0.040 0.031 0.028
Hansen p-value avg. 0.472 0.397 0.610 1.000 0.000 0.050 0.601 1.000
Instrument count 10 45 105 190 10 45 105 190
Collapsed instr.
DIFF GMM Estimated α mean 0.198 0.198 0.197 0.198 0.198 0.199 0.198 0.198
Estimated α st. dev. 0.072 0.046 0.035 0.029 0.056 0.039 0.032 0.027
Hansen p-value avg. 0.495 0.479 0.484 0.458 0.501 0.472 0.480 0.458
Instrument count 3 8 13 18 3 8 13 18
SYS GMM Estimated α mean 0.200 0.200 0.198 0.199 0.272 0.186 0.185 0.187
Estimated α st. dev. 0.073 0.046 0.035 0.030 0.085 0.044 0.034 0.029
Hansen p-value avg. 0.492 0.477 0.480 0.454 0.000 0.015 0.048 0.087
Instrument count 5 10 15 20 5 10 15 20
Limited instr. (Lag 1 only)
DIFF GMM Estimated α mean 0.195 0.197 0.199 0.198 0.195 0.198 0.199 0.199
Estimated α st. dev. 0.073 0.052 0.043 0.038 0.058 0.044 0.038 0.035
Hansen p-value avg. 0.494 0.478 0.480 0.480 0.485 0.476 0.479 0.482
Instrument count 3 8 13 18 3 8 13 18
SYS GMM Estimated α mean 0.213 0.214 0.213 0.212 0.314 0.261 0.245 0.237
Estimated α st. dev. 0.073 0.051 0.041 0.035 0.060 0.047 0.039 0.035
Hansen p-value avg. 0.481 0.472 0.470 0.474 0.001 0.010 0.037 0.084
Instrument count 7 17 27 37 7 17 27 37
Limited instr. (Lags 1 and 2)
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Table 2.2: Estimates for the AR(1) with α = 0.2 - continued
ρ = 0.0 (SYS GMM valid) ρ = 0.9 (SYS GMM invalid)
Time dimension 5 10 15 20 5 10 15 20
DIFF GMM Estimated α mean 0.193 0.196 0.199 0.198 0.193 0.198 0.200 0.199
Estimated α st. dev. 0.069 0.047 0.039 0.034 0.057 0.041 0.035 0.032
Hansen p-value avg. 0.477 0.453 0.458 0.454 0.476 0.454 0.461 0.458
Instrument count 5 15 25 35 5 15 25 35
SYS GMM Estimated α mean 0.205 0.207 0.207 0.207 0.343 0.274 0.251 0.238
Estimated α st. dev. 0.060 0.045 0.038 0.033 0.066 0.046 0.038 0.033
Hansen p-value avg. 0.465 0.444 0.449 0.449 0.000 0.010 0.052 0.134
Instrument count 9 24 39 54 9 24 39 54
Limited and coll. instr. (Lag 1 only)
DIFF GMM Estimated α mean 0.202 0.202 0.201 0.201 0.200 0.201 0.201 0.200
Estimated α st. dev. 0.074 0.051 0.041 0.035 0.059 0.045 0.038 0.033
Hansen p-value avg.
Instrument count 1 1 1 1 1 1 1 1
SYS GMM Estimated α mean 0.206 0.203 0.201 0.201 0.217 0.126 0.139 0.151
Estimated α st. dev. 0.083 0.055 0.043 0.036 0.081 0.050 0.041 0.036
Hansen p-value avg. 0.497 0.511 0.498 0.495 0.000 0.001 0.002 0.001
Instrument count 3 3 3 3 3 3 3 3
Limited and coll. instr. (Lags 1 and 2)
DIFF GMM Estimated α mean 0.200 0.202 0.201 0.201 0.198 0.201 0.201 0.200
Estimated α st. dev. 0.073 0.048 0.038 0.032 0.056 0.041 0.034 0.030
Hansen p-value avg. 0.474 0.487 0.504 0.499 0.505 0.500 0.516 0.503
Instrument count 2 2 2 2 2 2 2 2
SYS GMM Estimated α mean 0.202 0.203 0.202 0.201 0.273 0.194 0.193 0.193
Estimated α st. dev. 0.074 0.048 0.038 0.032 0.087 0.050 0.040 0.034
Hansen p-value avg. 0.479 0.499 0.496 0.497 0.000 0.002 0.003 0.003
Instrument count 4 4 4 4 4 4 4 4
PCA untransformed avg
DIFF GMM Estimated α mean 0.194 0.193 0.193 0.193 0.195 0.196 0.196 0.196
Estimated α st. dev. 0.069 0.049 0.040 0.035 0.056 0.042 0.036 0.033
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Table 2.2: Estimates for the AR(1) with α = 0.2 - continued
ρ = 0.0 (SYS GMM valid) ρ = 0.9 (SYS GMM invalid)
Time dimension 5 10 15 20 5 10 15 20
Hansen p-value avg. 0.501 0.485 0.481 0.481 0.500 0.479 0.473 0.475
Instrument count 3 9.93 20.36 30.80 3 8 13 18
SYS GMM Estimated α mean 0.196 0.195 0.197 0.198 0.419 0.315 0.281 0.263
Estimated α st. dev. 0.068 0.048 0.040 0.035 0.062 0.048 0.042 0.038
Hansen p-value avg. 0.502 0.490 0.480 0.474 0.000 0.002 0.012 0.035
Instrument count 5.01 12.93 25.37 38.12 5.01 10.97 18.03 25.26
PCA untransformed var
DIFF GMM Estimated α mean 0.193 0.187 0.185 0.189 0.195 0.189 0.186 0.189
Estimated α st. dev. 0.069 0.049 0.037 0.028 0.056 0.041 0.034 0.027
Hansen p-value avg. 0.500 0.479 0.467 0.494 0.500 0.489 0.477 0.475
Instrument count 4.17 21.06 51.74 95.07 3.00 16.04 43.02 82.46
SYS GMM Estimated α mean 0.206 0.202 0.201 0.204 0.369 0.281 0.244 0.228
Estimated α st. dev. 0.061 0.046 0.036 0.029 0.065 0.047 0.037 0.030
Hansen p-value avg. 0.486 0.464 0.449 0.771 0.000 0.021 0.156 0.508
Instrument count 8.17 29.15 64.72 112.07 3.00 24.13 56.00 99.46
PCA collapsed avg
DIFF GMM Estimated α mean 0.200 0.202 0.201 0.201 0.198 0.201 0.200 0.201
Estimated α st. dev. 0.074 0.049 0.038 0.032 0.056 0.042 0.034 0.030
Hansen p-value avg. 0.506 0.507 0.483 0.456 0.507 0.481
Instrument count 1.00 1.43 2.02 2.79 1.00 1.14 2.00 2.62
SYS GMM Estimated α mean 0.205 0.207 0.207 0.208 0.423 0.329 0.290 0.267
Estimated α st. dev. 0.070 0.048 0.038 0.033 0.054 0.047 0.041 0.036
Hansen p-value avg. 0.509 0.515 0.513 0.503 0.000 0.001 0.003 0.006
Instrument count 3.01 4.43 7.03 10.12 3.01 4.11 7.03 9.88
PCA collapsed var
DIFF GMM Estimated α mean 0.198 0.199 0.197 0.197 0.198 0.199 0.197 0.197
Estimated α st. dev. 0.072 0.045 0.035 0.029 0.056 0.038 0.031 0.026
Hansen p-value avg. 0.495 0.499 0.497 0.476 0.501 0.488 0.498 0.478
Instrument count 3.00 6.01 9.08 11.74 3.00 6.00 9.17 12.09
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Table 2.2: Estimates for the AR(1) with α = 0.2 - continued
ρ = 0.0 (SYS GMM valid) ρ = 0.9 (SYS GMM invalid)
Time dimension 5 10 15 20 5 10 15 20
SYS GMM Estimated α mean 0.210 0.211 0.210 0.209 0.376 0.279 0.251 0.237
Estimated α st. dev. 0.068 0.046 0.036 0.030 0.068 0.045 0.036 0.030
Hansen p-value avg. 0.485 0.496 0.478 0.469 0.000 0.003 0.015 0.036
Instrument count 7.00 14.10 22.06 28.74 7.00 14.09 22.15 29.09
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Table 2.3: Estimates for the AR(1) with α = 0.9
ρ = 0.0 (SYS GMM valid) ρ = 0.9 (SYS GMM invalid)
Time dimension 5 10 15 20 5 10 15 20
Untransformed instr.
DIFF GMM Estimated α mean 0.266 0.638 0.759 0.776 0.853 0.816 0.841 0.843
Estimated α st. dev. 0.514 0.169 0.076 0.053 0.354 0.090 0.045 0.034
Hansen p-value avg. 0.477 0.399 0.442 1.000 0.507 0.398 0.441 1.000
Instrument count 6 36 91 171 6 36 91 171
SYS GMM Estimated α mean 0.940 0.946 0.942 0.909 1.025 0.997 0.966 0.936
Estimated α st. dev. 0.099 0.040 0.030 0.039 0.071 0.026 0.022 0.027
Hansen p-value avg. 0.451 0.363 0.611 1.000 0.422 0.266 0.606 1.000
Instrument count 10 45 105 190 10 45 105 190
Collapsed instr.
DIFF GMM Estimated α mean 0.248 0.587 0.747 0.818 0.856 0.873 0.885 0.888
Estimated α st. dev. 0.846 0.398 0.232 0.137 0.349 0.104 0.059 0.042
Hansen p-value avg. 0.502 0.471 0.463 0.455 0.505 0.473 0.470 0.464
Instrument count 3 8 13 18 3 8 13 18
SYS GMM Estimated α mean 0.847 0.884 0.892 0.896 1.032 1.011 0.971 0.932
Estimated α st. dev. 0.233 0.096 0.059 0.045 0.176 0.075 0.061 0.051
Hansen p-value avg. 0.505 0.479 0.472 0.462 0.464 0.310 0.240 0.259
Instrument count 5 10 15 20 5 10 15 20
Limited instr. (Lag 1 only)
DIFF GMM Estimated α mean 0.219 0.558 0.739 0.807 0.821 0.868 0.882 0.885
Estimated α st. dev. 0.818 0.404 0.237 0.151 0.309 0.100 0.059 0.045
Hansen p-value avg. 0.496 0.457 0.467 0.477 0.473 0.463 0.476 0.485
Instrument count 3 8 13 18 3 8 13 18
SYS GMM Estimated α mean 0.960 0.965 0.966 0.966 1.020 1.002 0.989 0.979
Estimated α st. dev. 0.077 0.036 0.028 0.023 0.057 0.028 0.021 0.018
Hansen p-value avg. 0.464 0.444 0.436 0.443 0.482 0.333 0.310 0.323
Instrument count 7 17 27 37 7 17 27 37
Limited instr. (Lags 1 and 2)
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Table 2.3: Estimates for the AR(1) with α = 0.9 - continued
ρ = 0.0 (SYS GMM valid) ρ = 0.9 (SYS GMM invalid)
Time dimension 5 10 15 20 5 10 15 20
DIFF GMM Estimated α mean 0.242 0.459 0.640 0.736 0.764 0.842 0.869 0.876
Estimated α st. dev. 0.569 0.340 0.247 0.175 0.292 0.106 0.062 0.045
Hansen p-value avg. 0.489 0.444 0.451 0.452 0.469 0.445 0.460 0.463
Instrument count 5 15 25 35 5 15 25 35
SYS GMM Estimated α mean 0.945 0.950 0.954 0.956 1.026 1.007 0.991 0.977
Estimated α st. dev. 0.102 0.045 0.033 0.026 0.073 0.033 0.025 0.020
Hansen p-value avg. 0.455 0.414 0.405 0.414 0.416 0.300 0.271 0.290
Instrument count 9 24 39 54 9 24 39 54
Limited and coll. instr. (Lag 1 only)
DIFF GMM Estimated α mean 0.522 -4.565 0.930 0.950 0.972 0.906 0.902 0.899
Estimated α st. dev. 10.519 175.563 1.096 1.950 1.121 0.123 0.089 0.071
Hansen p-value avg.
Instrument count 1 1 1 1 1 1 1 1
SYS GMM Estimated α mean 0.892 0.886 0.890 0.894 1.065 1.051 1.029 0.993
Estimated α st. dev. 0.205 0.101 0.072 0.058 0.173 0.073 0.062 0.074
Hansen p-value avg. 0.517 0.516 0.492 0.497 0.443 0.279 0.155 0.092
Instrument count 3 3 3 3 3 3 3 3
Limited and coll. instr. (Lags 1 and 2)
DIFF GMM Estimated α mean 0.397 0.765 0.867 0.875 0.870 0.899 0.898 0.897
Estimated α st. dev. 1.414 0.915 0.388 0.239 0.331 0.116 0.081 0.063
Hansen p-value avg. 0.539 0.522 0.505 0.503 0.478 0.490 0.492 0.494
Instrument count 2 2 2 2 2 2 2 2
SYS GMM Estimated α mean 0.865 0.885 0.890 0.894 1.043 1.035 1.016 0.987
Estimated α st.dev. 0.220 0.103 0.071 0.053 0.170 0.064 0.053 0.065
Hansen p-value avg. 0.495 0.505 0.493 0.502 0.437 0.281 0.157 0.099
Instrument count 4 4 4 4 4 4 4 4
PCA untransformed avg
DIFF GMM Estimated α mean 0.266 0.561 0.724 0.800 0.849 0.869 0.880 0.883
Estimated α st. dev. 1.282 0.416 0.254 0.156 0.349 0.104 0.060 0.044
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Table 2.3: Estimates for the AR(1) with α = 0.9 - continued
ρ = 0.0 (SYS GMM valid) ρ = 0.9 (SYS GMM invalid)
Time dimension 5 10 15 20 5 10 15 20
Hansen p-value avg. 0.507 0.470 0.464 0.467 0.505 0.477 0.474 0.475
Instrument count 2.43 7.42 12.43 17.42 2.97 8.00 13.00 18.00
SYS GMM Estimated α mean 0.887 0.938 0.942 0.942 1.005 0.987 0.967 0.953
Estimated α st. dev. 0.306 0.085 0.061 0.049 0.165 0.063 0.043 0.034
Hansen p-value avg. 0.491 0.455 0.449 0.452 0.461 0.356 0.338 0.351
Instrument count 4.91 12.33 19.77 27.15 5.44 12.88 20.28 27.70
PCA untransformed var
DIFF GMM Estimated α mean 0.248 0.464 0.623 0.712 0.853 0.838 0.858 0.865
Estimated α st. dev. 0.826 0.486 0.340 0.252 0.354 0.173 0.105 0.075
Hansen p-value avg. 0.502 0.472 0.464 0.471 0.507 0.469 0.463 0.471
Instrument count 3.00 6.00 10.00 13.76 3.00 6.00 10.00 14.00
SYS GMM Estimated α mean 0.941 0.952 0.956 0.956 1.028 1.014 1.001 0.989
Estimated α st. dev. 0.108 0.054 0.042 0.035 0.084 0.045 0.037 0.033
Hansen p-value avg. 0.475 0.449 0.436 0.432 0.430 0.369 0.330 0.323
Instrument count 7.00 14.58 23.00 30.76 7.00 14.58 23.00 31.00
PCA collapsed avg
DIFF GMM Estimated α mean -1.322 0.897 0.857 0.894 0.954 0.903 0.896 0.896
Estimated α st. dev. 81.804 3.287 0.945 0.128 0.429 0.118 0.064 0.046
Hansen p-value avg. 0.529 0.513 0.512 0.506
Instrument count 1.00 1.00 2.00 2.00 1.00 1.00 2.00 2.00
SYS GMM Estimated α mean 0.929 0.960 0.962 0.962 1.012 0.999 0.984 0.969
Estimated α st. dev. 0.318 0.069 0.048 0.040 0.136 0.051 0.038 0.032
Hansen p-value avg. 0.530 0.502 0.481 0.448 0.483 0.396 0.317 0.269
Instrument count 3.47 5.91 9.34 11.73 3.47 5.88 9.28 11.70
PCA collapsed var
DIFF GMM Estimated α mean -1.467 0.851 0.857 0.893 0.905 0.898 0.893 0.896
Estimated α st. dev. 81.588 0.894 0.945 0.113 0.391 0.109 0.064 0.044
Hansen p-value avg. 0.539 0.541 0.528 0.503 0.522 0.511 0.510 0.501
Instrument count 1.78 2.00 2.00 2.97 2.00 2.00 2.24 3.00
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Table 2.3: Estimates for the AR(1) with α = 0.9 - continued
ρ = 0.0 (SYS GMM valid) ρ = 0.9 (SYS GMM invalid)
Time dimension 5 10 15 20 5 10 15 20
SYS GMM Estimated α mean 0.948 0.962 0.966 0.965 1.026 1.009 0.996 0.982
Estimated α st. dev. 0.096 0.046 0.034 0.029 0.073 0.033 0.027 0.024
Hansen p-value avg. 0.486 0.469 0.448 0.412 0.444 0.362 0.281 0.224
Instrument count 5.78 10.58 15.00 19.97 6.00 10.58 15.24 20.00
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Table 2.4: Estimates for the AR(1) model with α = 0.9 and non stationary
initial conditions
Time dimension 5 10 15 20
Untransformed instr.
DIFF GMM Estimated α mean 0.883 0.889 0.892 0.879
Estimated α st. dev. 0.086 0.028 0.016 0.021
Hansen p-value avg. 0.477 0.410 0.442 1.000
Instrument count 6 36 91 171
SYS GMM Estimated α mean 1.139 1.042 0.992 0.969
Estimated α st. dev. 0.152 0.028 0.017 0.017
Hansen p-value avg. 0.055 0.111 0.599 1.000
Instrument count 10 45 105 190
Collapsed instr.
DIFF GMM Estimated α mean 0.865 0.816 0.857 0.871
Estimated α st. dev. 0.214 0.165 0.103 0.075
Hansen p-value avg. 0.490 0.473 0.474 0.484
Instrument count 3 8 13 18
SYS GMM Estimated α mean 1.306 1.230 1.137 1.094
Estimated α st. dev. 0.219 0.042 0.028 0.020
Hansen p-value avg. 0.294 0.352 0.281 0.274
Instrument count 5 10 15 20
PCA untransformed avg
DIFF GMM Estimated α mean 0.854 0.790 0.879 0.884
Estimated α st. dev. 0.583 0.210 0.068 0.053
Hansen p-value avg. 0.483 0.470 0.469 0.473
Instrument count 3 9 18 27
SYS GMM Estimated α mean 1.073 1.127 1.084 1.063
Estimated α st. dev. 0.376 0.141 0.050 0.033
Hansen p-value avg. 0.136 0.064 0.078 0.134
Instrument count 5 13 24 35
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Table 2.5: Estimates for the multivariate dynamic model with α = 0.9 and
β = 1
Time dimension 5 10 15 20
Untransformed instr.
DIFF GMM Estimated α mean 0.829 0.865 0.877 0.883
Estimated α st. dev. 0.094 0.031 0.017 0.012
Estimated β mean 0.884 0.960 0.977 0.985
Estimated β st.dev 0.159 0.045 0.025 0.019
Hansen p-value avg. 0.465 0.429 1.000 1.000
Instrument count 15 80 195 360
SYS GMM Estimated α mean 0.919 0.915 0.911 0.905
Estimated α st. dev. 0.029 0.013 0.011 0.011
Estimated β mean 0.994 1.002 1.001 0.996
Estimated β st.dev 0.053 0.028 0.021 0.020
Hansen p-value avg. 0.463 0.461 1.000 1.000
Instrument count 22 97 222 397
Collapsed instr.
DIFF GMM Estimated α mean 0.804 0.870 0.885 0.892
Estimated α st. dev. 0.160 0.058 0.028 0.020
Estimated β mean 0.831 0.955 0.981 0.990
Estimated β st.dev 0.277 0.094 0.044 0.032
Hansen p-value avg. 0.506 0.478 0.476 0.481
Instrument count 7 17 27 37
SYS GMM Estimated α mean 0.901 0.898 0.898 0.899
Estimated α st. dev. 0.046 0.021 0.015 0.012
Estimated β mean 0.990 0.997 0.999 1.000
Estimated β st.dev 0.071 0.034 0.024 0.019
Hansen p-value avg. 0.491 0.481 0.480 0.477
Instrument count 10 20 30 40
PCA untransformed avg
DIFF GMM Estimated α mean 0.798 0.871 0.885 0.889
Estimated α st. dev. 0.165 0.055 0.026 0.019
Estimated β mean 0.824 0.958 0.980 0.986
Estimated β st.dev 0.285 0.084 0.040 0.029
Hansen p-value avg. 0.506 0.479 0.473 0.481
Instrument count 6.30 21.08 39.84 61.16
SYS GMM Estimated α mean 0.905 0.908 0.907 0.906
Estimated α st. dev. 0.048 0.021 0.016 0.012
Estimated β mean 0.991 1.002 1.000 1.001
Estimated β st.dev 0.084 0.036 0.027 0.021
Hansen p-value avg. 0.485 0.488 0.476 0.473
Instrument count 10.02 28.16 50.19 74.76
PCA untransformed var
DIFF GMM Estimated α mean 0.830 0.876 0.886 0.888
Estimated α st. dev. 0.118 0.041 0.021 0.014
Estimated β mean 0.881 0.968 0.983 0.987
Estimated β st.dev 0.203 0.060 0.033 0.023
Hansen p-value avg. 0.490 0.479 0.480 0.596
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Table 2.5: Estimates for the multivariate dynamic model with α = 0.9 and
β = 1 - continued
Time dimension 5 10 15 20
Instrument count 9.54 29.99 61.38 102.28
SYS GMM Estimated α mean 0.919 0.917 0.916 0.914
Estimated α st. dev. 0.028 0.015 0.012 0.009
Estimated β mean 0.995 1.002 1.003 1.005
Estimated β st.dev 0.052 0.031 0.022 0.017
Hansen p-value avg. 0.483 0.453 0.467 0.974
Instrument count 16.54 45.02 84.87 134.05
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Table 2.6: Estimation of Forbes [2000]’s model on the effect of inequality on growth
Dependent variable: Growthit (GDP per capita growth)
Variable Original ABall BBall ABlim BBlim ABcol BBcol ABlimcol BBlimcol ABpcaa ABpcav BBpcaa BBpcav
L.Gini coeff
sd
t
L.Income coeff
sd
t
L.MaleEduc coeff
sd
t
L. FemaleEduc coeff
sd
t
L. InvPrice coeff
sd
t
0.0013 0.0032 0.0015 0.0026 0.0012 0.0032 0.0023 0.0026 0.0033 0.0037 0.0022 0.0015 0.0013
0.001 0.001 0.001 0.002 0.001 0.003 0.002 0.005 0.002 0.003 0.002 0.001 0.001
2.17 2.12 1.88 1.25 1.26 1.09 1.5 0.57 2.15 1.37 0.96 1.2 1.62
-0.0470 -0.0538 -0.0042 -0.0533 0.001 -0.0188 0.0037 0.0574 0.054 -0.0451 -0.0298 0.007 -0.0024
0.008 0.029 0.007 0.036 0.008 0.041 0.026 0.053 0.029 0.059 0.069 0.009 0.007
5.88 -1.89 -0.6 -1.49 0.12 -0.46 0.14 1.08 1.84 -0.76 -0.43 0.78 -0.34
-0.0080 0.0049 0.0229 -0.0016 0.0322 -0.0162 0.0365 0.0512 0.0157 0.0053 0.0068 0.022 0.0271
0.022 0.023 0.016 0.036 0.016 0.035 0.027 0.112 0.024 0.059 0.056 0.015 0.016
0.36 0.21 1.42 -0.05 1.97 -0.47 1.37 0.46 0.66 0.09 0.12 1.45 1.65
0.0740 0.0183 -0.0062 0.0271 -0.0192 0.0472 -0.0123 -0.0269 -0.022 0.05 0.0212 -0.0115 -0.0144
0.018 0.021 0.014 0.035 0.012 0.031 0.021 0.095 0.021 0.053 0.054 0.015 0.016
4.11 0.86 -0.44 0.78 -1.57 1.5 -0.58 -0.28 -1.03 0.94 0.4 -0.74 -0.93
-0.0013 -0.0007 -0.0005 -0.0008 -0.0005 -0.0008 -0.001 -0.0011 -0.001 -0.0003 -0.0005 -0.0004 -0.0004
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
13.00 -3.72 -3.45 -5.26 -2.67 -2.13 -3.32 -2.87 -4.18 -1.28 -2.35 -1.45 -2.06
Obs. (N × T) 135 138 228 138 228 138 228 138 228 138 138 228 228
T 3.0667 3.3529 3.0667 3.3529 3.0667 3.3529 3.0667 3.3529 3.0667 3.0667 3.3529 3.3529
Instruments 80 106 30 56 30 36 10 16 25 27 38 46
hansenp 0.9999 0.9997 0.5339 0.3786 0.1188 0.3294 0.6497 0.2842 0.1754 0.3749 0.3242
Autocorrelation 0.2708 0.0365 0.2504 0.0410 0.1306 0.1976 0.2123 0.0522 0.2119 0.0626 0.0230 0.0289
Notes:
a. In the first column we report the estimates of Forbes [2000]. The other columns show the estimates on the reproduction dataset by Roodman [2009b].
b. AB and BB stand, respectively, for the Arellano-Bond DIFF and the Blundell-Bond SYS two-step estimators. all indicates we are exploiting the full
instrument set; lim stands for the limited set of instruments where only the second-lag is kept; col is the collapsed instrument matrix; limcol means
that instruments are both limited and collapsed; pcaa and pcav stand, respectively, for the factorized instrument set where the principal components are
retained according to the average criterion and the variability criterion.
c. We report the estimates for the coefficients (coeff), the standard deviation (sd) and the t-statistic (sig) for the significance of the coefficients.
d. hansenp is the p-value for the Hansen overidentifying restriction test (robust but weakened by many instruments; see Roodman [2009b]).
e. Autocorrelation reports the p-value of the residuals’ second-order autocorrelation test.
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Appendix
The principal component analysis (PCA)
The PCA is a statistical tool which is used for data reduction accord-
ing to a data-driven procedure. Intuitively, what PCA does is to find
several orthogonal linear combinations of the original variables ordering
them on the basis of the portion of the variance in the original data they
account for. A principal component is therefore a linear combination of
observed variables that is obtained by exploiting a set of optimal weights
for each original variable. The first principal component (PC) will be the
linear combination of the original variables that has the largest variance
among all the possible linear combinations of the original variables. The
second PC will be the linear combination, orthogonal to the first PC, that
accounts for the largest portion of the residual variance once the first PC
has been extracted, and so on. All the principal components taken to-
gether contain all the information conveyed by the original data.
In other words, through PCAwe aim at reducing the dimension of the
data while retaining, at the same time, as much of the original variability
in the data as possible.
More formally, if we define C as the p x p covariance or correlation
matrix of the p original variables in the data, the kth principal component
pck for k = 1, 2, ..., p is obtained as
pck = u
′
kx (2.6.25)
where x is the vector of the p variables in the sample, uk is the k
th eigen-
vector of C corresponding to the kth largest eigenvalue λk subject to the
normalization constraints:
uk
′uk = 1 (2.6.26)
uk
′uj = 0 for i 6= j. (2.6.27)
pc1 = u
′
1x is therefore the linear combination of the p variables orthog-
onal to all other combinations that, subject to the above constraints, has
the maximum variance. Similarly pc2 is the linear combination, orthog-
onal to pc1, that maximizes the residual variance.
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In matrix notation, we can interpret the principal components in the
light of the eigenvalue-eigenvector decomposition of the correlation or
the covariance matrix C:
C = VΛV′ =
p
∑
i=1
λiviv
′
i (2.6.28)
where V is the matrix consisting of the eigenvectors (principal compo-
nents) of C, Λ is the diagonal matrix that has as element kk the eigen-
value λk corresponding to the eigenvector vk. The elements vkj of the
eigenvector vk, namely the coefficients of each linear combination, are
the loadings, that represent the contribution of each original value to the
PC: in other words, they can be interpreted as the weights of the jth vari-
able in pck.
Subject to the conditions in equations (2.6.27) and (13), that is if uk
is such to have unit length, the variance of the kth principal component,
var(pck), is given by λk. The total variance of all the principal compo-
nents will be equal to the variance of the original variables so that:
p
∑
k=1
λk = tr(C). (2.6.29)
As a consequence, each principal component will account for a portion
of the variance of the original data equal to:
Pk =
λk
tr(C)
. (2.6.30)
By multiplying each original variable by its loading in each PC, we
obtain the matrix of the principal component scores defined as follows:
S = XV (2.6.31)
where X is the original data matrix and V is the same as above. In other
terms, the scores sj indicate the influence of a PC on a specific sample.
The matrix S can be used in the analysis in the place of X: in fact, the
matrix S contains the original data matrix in a rotated coordinate system.
Clearly the original matrix of data can be written as:
X = V′S (2.6.32)
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where V and S are orthogonal.
The number of eigenvalues and eigenvectors, and thus of the princi-
pal components, obviously equals the number of variables in the original
data.
As the aim of PCA is a reduction of the data dimension through a
maximization of the variance explained by the first components and the
elimination of multicollinearities in the data, that imply potential prob-
lems in inverting the original matrix, we will want to select and keep a
number of components qwhich is smaller than p: we will therefore select
the q eigenvectors corresponding to the q largest eigenvalues of C such
that they explain most of the variability in the data. The q largest prin-
cipal components will account for the following portion of the original
variance:
∑
q
k=1 λk
tr(C)
. (2.6.33)
Accordingly, in the matrix V only q eigenvectors will be retained and the
scores will be computed form the reduced Vmatrix.
It is then possible to exploit directly the scores from the PCA by using
them instead of the original variables.
A relevant issue is how to choose the the q principal components to
be retained in the analysis. Two criteria are generally adopted in the lit-
erature: the first implies that only the components that explain a given
predetermined portion, usually between 70% and 90%, of the original
variance are to be retained; the second one keeps only the components
whose eigenvalues are larger than the average eigenvalue which obvi-
ously is the average variance in the original data.
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Chapter 3
GMM estimation of fiscal
reaction functions: Monte
Carlo experiments and
empirical tests
3.1 Introduction
The empirical estimation of fiscal reaction functions has gained in
popularity in the last few decades and it is now particularly diffused
in the fiscal policy literature. The estimation of fiscal rules, enhanced by
the seminal works of Bohn [1998] and Taylor [2000], has beenmainly mo-
tivated by the question whether discretionary fiscal actions by the policy
makers act pro-cyclically or counter-cyclically.
Finding an answer about the reaction of budgetary policies to the
economic cycle has become particularly important within the European
Monetary Union where the constraints imposed by the Maastricht Treaty
and the Stability Growth Pact potentially affect the response of fiscal vari-
ables to the economic cycle and could weaken the autonomy of the na-
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tional policy maker in determining discretionary fiscal actions.
In a very influential paper, Galı` and Perotti [2003] find that discre-
tionary policy in the EMU Countries has become more countercyclical
over time: their work has given a further boost to a lively debate on the
response of fiscal policies to the cycle that has led to many recent con-
tributions which estimate fiscal reaction function in the EU or the OECD
area. Among themost relevant works it is worth numbering in particular
the contributions of Ballabriga and Martinez Mongay [2002], Balassone
and Francese [2004], Forni and Momigliano [2004], Wyplosz [2006], De-
brun and Kumar [2007], Golinelli and Momigliano [2006] and Beetsma
and Giuliodori [2008].
What emerges from this stream of literature, however, is a strong
lack of consensus on whether discretionary fiscal policy behaves pro-
cyclically or counter-cyclically: the results are often conflicting, even in
the case they focus on similar, or even same, samples of Countries and
on a comparable time span. Golinelli and Momigliano [2009] provide
an extensive survey of the empirical works on fiscal response functions
and explain the enormous heterogeneity in empirical findings as due to
differences in the specifications of the fiscal rule, in the estimation meth-
odologies and in the samples covered.
In a context where the empirical findings have proved not to be ro-
bust to different estimation methodologies, we believe it can be very use-
ful to investigate the sensitivity of the estimates of the fiscal variables to
alternative choices about the estimation techniques.
Our interest is therefore mainly focused on the comparison of alter-
native estimators that can be adopted in order to estimate fiscal response
functions.
The dimension of the datasets in fiscal policy literature is generally
limited both in terms of the number of years available and in terms of
Countries considered: it is therefore common habit to consider the sam-
ple as a panel and to adopt panel data techniques in order to estimate
fiscal rules. The fiscal reaction function is by its nature a dynamic model
which also include unobservable fixed effects, potentially endogenous
additional regressors and in which the series of interest are likely to be
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highly persistent. The choice of the methodology should therefore ac-
count for these relevant econometric issues and try to fix them properly.
Unfortunately, in spite of these problems, it is still common to estimate
the fiscal reaction function with OLS or fixed-effect estimators1 that may
not be appropriate in this context.
A common approach in the literature to deal with the potentially dan-
gerous econometric issues in this context is to use a linear GMM estima-
tor: in particular, the most popular choice is the Arellano-Bond Differ-
ence GMM estimator [Arellano and Bond, 1991] for dynamic panel data
models2. In the context of fiscal policy, however, where the series are
often very persistent, we argue that the Blundell-Bond System GMM es-
timator [Blundell and Bond, 1998] could be a more appropriate choice, as
it allows to overcome a potential weak instrument problem in the estima-
tion procedure. Only few empirical works have estimated fiscal reaction
functions by System GMM3.
Overall there is still very little guidance onwhich is the safest strategy
to adopt in order to estimate fiscal response function.
Our main purpose is therefore to compare the performances of differ-
ent dynamic panel data estimators in the estimation of fiscal rules and, in
particular, to investigate the sensitiveness of the estimates to alternative
settings of the GMM estimators. We will pay a particular attention to the
issues of endogeneity and instrument proliferation and we will adopt
specific techniques in order to reduce the instrument count: we will thus
check the robustness of the estimates to these alternative specifications
of the estimators.
Monte Carlo simulations are the privileged tool to study the statistical
properties of alternative estimators for the coefficients in a fiscal rule: in
fact they allow us to simulate a model for which we have control over all
the parameters.
1Taylor [2000], Galı` and Perotti [2003], Forni and Momigliano [2004], Wyplosz [2006],
Debrun et al. [2008], among others, all adopted these strategies.
2This approach has been followed, among the others, by Balassone and Francese [2004],
Forni and Momigliano [2004], Debrum and Kumar [2007].
3Golinelli and Momigliano [2006, 2009] and Bernouth et al.[2008] are among the few
ones.
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The present work contributes to the literature in fiscal policies in sev-
eral ways.
First, we simulate the most popular fiscal rule used in the literature,
the so called cyclically-adjusted primary balance (CAPB) model4, and
we use Monte Carlo experiments in order to assess the performance of
alternative estimators. To our knowledge, this is the first Monte Carlo ex-
periment on fiscal rule models that aims at comparing various estimators
and at giving practical indications on the safest methodologies to use in
this framework. As far as we know, only Celasun and Kang [2006] have
usedMonte Carlo simulations in the context of the estimation of fiscal re-
action functions but their experiment design is very different from ours
and has different purposes5.
Secondly, we estimate on simulated data also a different fiscal rule,
the primary balance (PB) model6, where the dependent variable is the
unadjusted primary balance, in order to check whether the widespread
habit of assessing the discretionary fiscal response to the cycle directly
from the estimates of the PB model is a safe strategy.
Third, we estimate the CAPB model on real data for the EMU and
we present the estimates of the model with all the alternative estimators:
we do not choose a methodology a priori, as commonly and mistakenly
done in the literature, but we interpret all the results in the light of the
findings in Monte Carlo simulations.
The remainder of the paper proceeds as follows. In section 2 we
4In a nutshell, the CAPBmodel aims at explaining the discretionary fiscal policy (i.e. not
due to automatic stabilizers) on the basis of an economic cycle indicator and of the initial
conditions of both deficit and debt.
5Celasun and Kang [2006] in fact adopt a fiscal rule where the lagged dependent is the
primary balance, and not the cyclically-adjusted primary balance, and where the lagged
dependent variable is not included among the regressors. On one hand, they aim at assess-
ing the bias of the OLS and of the Least Squares Dummy Variable (LSDV) estimators when
the are used to estimate the fiscal rule with respect to the bias in a standard AR(1) model for
debt; on the other hand they want to check the robustness of the estimates obtained with
alternative estimators to different parameter settings in the model when the dynamics is
left out of the model. We strongly believe, and most of the authors in the literature with us,
that the dynamics is an intrinsic feature of fiscal rules and that it can not be disregarded.
6Differently from the CAPB, the PB model aims at explaining the overall fiscal policy,
instead of only the discretionary policy.
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present in details the simulation model and we discuss the setting of the
parameters in the fiscal rule. Section 3 introduces relevant econometric
issues and reports the estimates of the simulated CAPB model. In sec-
tion 4 we illustrate the PBmodel and its links with the CAPBmodel, we
estimate it on simulated data and we present a relatively safe strategy to
derive the discretionary adjustments to the cycle from the estimates of
the PB model parameters. Section 5 is devoted to the estimation of the
CAPB model on real data. Section 6 draws conclusive indications and
sketches potential addresses for future research.
3.2 Simulation model
We adopt here the fiscal reaction function used in most empirical
works in fiscal policy7: the CAPB model, where the dependent variable,
namely the change in the cyclically-adjusted primary balance (∆CAPB),
measures the discretionary fiscal actions that can be taken by policy mak-
ers. ∆CAPB is explained by the lagged values of the cyclically-adjusted
primary balance (CAPB) and the stock of public debt (DEBT), that rep-
resent the state of public finances, and by the economic cycle as captured
by the lagged level of the output gap (GAP)8.
The fiscal rule we want to estimate is therefore the following:
∆CAPBit = φcCAPBi,t−1 + φdDEBTi,t−1 + φgGAPi,t−1 + µi + εit (3.2.1)
where the µi ∼ N (0, σ
2
µ) are the fixed effects for the CAPB and the εit ∼
N (0, σ2ε ) are fiscal policy shocks.
7The CAPB model is chosen, among the others, by Galı` and Perotti [2003], Forni and
Momigliano [2004], Wyplosz [2006] and Golinelli and Momigliano [2009].
8We take here the output gap lagged one period as common in the literature. It is worth
noticing however that some authors include the simultaneous output gap instead of the
lagged one. At the same way, some authors prefer the actual level of the CAPB as de-
pendent variable instead of its change. Golinelli and Momigliano [2009], in their extensive
review of the literature on the empirical estimation of fiscal reaction functions, discuss the
different specifications of the fiscal models, the links between them and how the interpre-
tation of the estimation results changes according to the model chosen in the analyses.
A positive coefficient φg implies that discretionary budgetary actions
are counter-cyclical, while a negative coefficient indicates pro-cyclicality.
It follows from equation (3.2.1) that the AR process for the CAPB is:
CAPBit = (φc + 1)CAPBi,t−1 + φdDEBTi,t−1 + φgGAPi,t−1 + µi + εit.
(3.2.2)
We need to simulate all the variables that appear in equations (3.2.2).
It will be clear soon that, in order to dispose of the series for the gap,
the debt and the cyclically-adjusted primary balance, it is not enough
to simulate only these series of interest: we need to actually simulate
many more variables from which the variables of interest are derived,
according to accountancy rules.
We generate the output gap as an autoregressive process that is inde-
pendent of the other fiscal variables, except for the presence of fiscal pol-
icy shocks that also affect other variables; the cyclically-adjusted primary
balance is generated according to the process in equation (3.2.2) and the
remaining variables follow well-known public accountancy rules.
Our simulation model is thus as follows.
Cyclically-adjusted primary balance
We initialize the CAPB by generating its initial conditions so that they
are stationary and satisfy the Blundell-Bond conditions for the system-
GMM estimation9. Therefore we have:
CAPBi0 =
µi
1− φg
+ ui0 (3.2.3)
where the ui0 ∼ N (0, 1) are the random deviations from the long-run
mean of the cyclically-adjusted primary balance µi/(1− φg).
Once we have generated the initial value for CAPB and the initial
values of the variables that appear in equation (3.2.2), we will be able to
generate CAPBi1 and so on, iteratively, period by period.
9In Chapter 1, we extensively discuss the content of these assumptions and their impli-
cations in GMM estimation.
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Output gap
We generate stationary initial conditions also for the gap as follows:
GAPi0 =
ηi
1− α
+ zi0 (3.2.4)
where the ηi ∼ N (0, σ
2
η) are fixed effects for the output gap and zi0 ∼
N (0, 1) are the deviations from the long-run mean of the output gap.
We then generate the rest of the series as follows:
GAPit = αGAPi,t−1 + ηi + ξεi,t−1 + υit (3.2.5)
where the εit are again the fiscal policy shocks and the υit ∼ N (0, σ
2
υ) are
idiosyncratic shocks.
Nominal growth rate
nt ≡ [e
ln(1+ p˙it)+ln(1+pgit)+∆ ln(1+GAPit)]− 1 (3.2.6)
where p˙it is the inflation rate and pgit is the potential growth. The in-
flation rate follows the process p˙it = p˙i,t−1 + ζGAPi,t−1, with ζ = 0.05,
while the potential growth is assumed to be centered around the 2% ac-
cording to the process pg = 2+ γit with γit ∼ N (0, 1) being a random
shock.
Primary balance
PBit ≡
CAPBit
1+ GAPit
+ω
GAPit
1+ GAPit
(3.2.7)
with ω being the elasticity of the overall budget that represents the effect
of the automatic stabilizers.
Interest payments
INTit ≡ Rit
DEBTi,t−1
1+ nit
(3.2.8)
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where Rit is the average cost of debt and is assumed to move together
with the nominal growth according to the process Rit = nit + ιit with
ιit ∼ N (0, 1) being a random shock.
Overall fiscal balance
Bit ≡ PBit − INTit. (3.2.9)
Public debt
DEBTit =
DEBTi,t−1
1+ nit
− Bit. (3.2.10)
In this simulation process, the variables listed above can be generated
sequentially period by period for each individual unit. We start setting
the initial conditions for the output gap and for the cyclically-adjusted
primary balance, we then initialize the other variables for the first period
andwe simulate them all as a cascade process following the relationships
presented above.
3.2.1 Baseline setting for the parameters
We simulate a panel dataset for a fixed number of periods T and for a
fixed number of economies N. We want to replicate realistic profiles for
the series and, as a reference framework, we have in mind the advanced
economies of the EuropeanUnion or of themost developedOECDCoun-
tries10. A a consequence, we fix the number of Countries to N = 15 as
this is a very reasonable number of units in the empirical estimation of
fiscal rules for the European Union or the OECD: in fact in most of the
empirical literature on fiscal reaction functions the sample size is gener-
ally not far from 15.
10Our choice is motivated by the fact that the European Union, and in particular the Euro
area, is a privileged context for the estimation of fiscal reaction functions in the fiscal policy
literature and it will also be our sample in the empirical analysis in the prosecution of the
chapter.
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We also fix the number of time periods to T = 15, as this a reasonable
time span for a dynamic panel analysis and it is about the number of
years for which data are available, in the EU context, after the Maastricht
agreement. Moreover, if we extended further T we would move toward
a context where it would be more reasonable to consider individual time
series rather than a panel, as doubts could rise about parameters’ poola-
bility. In order to have 15 periods available we generate data for a time
span of 50 periods and we allow for different pre-samples, i.e. 1, 15 and
35 years. Independently of the length of the pre-sample, we always gen-
erate the same 50-years samples and we then keep time by time only the
years we are interested in: what changes is simply the point in history
we capture in the analysis.
Through calibration, we set the variances and the parameters in the
model to values that make the simulated scenario as more realistic as
possible so that the profiles of the simulated series are similar to the
observed ones, or are plausible realizations of actual data for advanced
economies. In order to succeed in this task, we match as close as possible
these parameter values with those observed in our real data in order to
replicate the empirical moments of the dataset we will use later.
In Table (3.1) we summarize the baseline setting of the parameters
that we will use in the core of our simulation exercise. Deviations of
several parameters from the baseline values have also been considered
to check for the robustness of the results11.
We generate the values of the variables as percentages of the GDP so
that, e.g., a value for DEBTit equal to 50 indicates that the stock of public
debt of Country i in period t is the 50% of the GDP; therefore, according
to the same scaling, a standard deviation equal to 1 has to be seen as a
standard deviation of 1%.
With regards to our baseline setting, we can notice from Table (3.1)
that the standard deviations for the fixed effects of the output gap and
11The results are not presented here but are available upon request. In particular, we
have run the experiments with larger variances for the fixed effects of CAPB and GAP
and the fiscal policy shocks, that is σµ = ση = σε = 1. The profile of the series, with this
modified setting, become explosive and the degree of heterogeneity introduced in the data
is completely unrealistic. We see this trial as a robustness check for our preferred setting.
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Table 3.1: Baseline setting of the parameters in the simulation model
N 15
T 15
σµ 0.15
ση 0.30
σε 0.30
συ 1
φc + 1 0.8 or 0.1
φg 0.10, -0.10 or 0
φd 0.15
α 0.8 or 0.1
ξ 0.2
ω 0.5
the cyclically-adjusted primary balance are relatively low. This is jus-
tified by the fact that, in our period by period simulation process, the
fixed effects are cumulated year after year through the autoregressive
processes of the two variables. Standard deviations between 0.15 and
0.30 are high enough to introduce in the model a realistic degree of het-
erogeneity that matches closely the standard deviation (around 0.40) of
the fixed effects estimated on actual data. Higher variances for the CAPB
and GAP effects would imply an induced non stationarity in the series
and an explosive profile for the debt12.
We keep also the variance of the fiscal policy shocks relatively low,
as we generate the shocks separately and independently for each period
and each Country. In order not to complicate the model further, we do
not simulate here common shocks for the different Countries and we do
not introduce any transmission mechanism of the shocks13. The simul-
taneous fiscal policy shock appears in equation (3.2.2) for CAPB, while
the lagged fiscal shock shows up in the equation for GAP, scaled by a
coefficient ξ = 0.2, thus making the output gap predetermined but not
12In this latter case, unrealistic values for the fixed effects variances generate a trend in
the series.
13In fact, it would then be unrealistic to assume that very severe fiscal shocks could affect
only one Country without affecting the other economies
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strictly exogenous.
In our baseline simulation, we set the autoregressive coefficients for
GAP and CAPB both to 0.8 as the actual series are very persistent14. As
a pure robustness check for our results, we will also consider an opposite
extreme scenario in which the dynamics of the gap is very fast (α = 0.1)
and the inertia of fiscal policies is lower, i.e. φc + 1 = 0.1. We acknowl-
edge that such an alternative setting is certainly far from being realistic
but it can be very useful for robustness checks.
We fix ω, the effect of the automatic stabilizers, to 0.5 as constant over
time and across Countries: the actual value of this elasticity is around 0.5
on average in the Euro area and in the advanced OECD economies15 so
this is the most natural choice in our simulation, as commonly used in
the literature.
A crucial issue is the setting of the parameters of the variables in the
fiscal rules, as they represent the reaction of discretionary fiscal actions,
as measured by ∆CAPB, to the economic cycle and to the initial fiscal
conditions. When the policies are sticky, i.e. φc + 1 = 0.8, the implied φc
in equation (3.2.1) is −0.2; when policies are instead completely flexible,
i.e. φc + 1 = 0.1, we have φc = −0.9.
We expect φg and φd not to be very high in absolute values, as the
effect of discretionary actions is by its nature limited when compared to
the effect of automatic stabilizers.
The chosen values for φg and φd are respectively 0.1 and 0.005
16.
The value of φg is also a relevant issue. A value of φg = 0.10 obvi-
14The dynamics of the economic cycle, measured by α, is generally very slow; the inertia
of the fiscal policies, measured by the autoregressive coefficient of the CAPB, i.e. φc + 1, is
commonly very strong
15The average ω for the Old Europe Members is generally between 0.45 and 0.50 and it
is on average around 0.45 for the New Members of the EU. See IMF Fiscal Monitor [2011]
and OECD Economic Outlook [2011] for further details.
16It is also worth noticing that, despite the fact that the adjustment to the output gap and
to initial fiscal conditions seems small at a first sight, these parameters imply a long run
adjustment relationship as follows:
CAPB∗ =
0.1
0.2
GAP∗ +
0.005
0.2
DEBT∗ = 0.5GAP∗ + 0.025DEBT∗ (3.2.11)
that is far from being economically irrelevant.
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ously implies that we are arbitrarily assuming discretionary fiscal deci-
sions to be strongly counter-cyclical, when, in reality, they could also be
pro-cyclical or even a-cyclical. In our simulation exercise we aim at com-
paring the performances of alternative estimators rather than at checking
whether the fiscal policies are cyclically symmetric or not. What mat-
ters in this context is therefore the absolute value of the output gap co-
efficient, rather than its sign: however, as a robustness check, we will
also run few simulations with φg = −0.10. A different strategy is to set
φg = 0 to check whether the alternative estimators are able to detect the
a-cyclicality of the policies when it really takes place.
3.3 Monte Carlo simulations of the CAPB mo-
del
3.3.1 Relevant econometric issues
The model we want to estimate, as it is specified in equation (3.2.1), is
a dynamic panel datamodel, as it presents the lagged dependent variable
among the regressors. It is characterized by the presence of fixed effects
that can be problematic when not taken properly into account.
The output gap, though generated independently of the other vari-
ables, comes out to be predetermined but not strictly exogenous, due to
the presence in its generating process of the lagged fiscal shocks that also
appears in the fiscal rule but this time in their realization contemporane-
ous to ∆CAPBit. Specific remedies are therefore needed to account for
the endogeneity of the output gap. Also from a purely economic point of
view, this endogeneity issue is likely to be even more serious in the real
world: it is in fact reasonable to think that the output gap is potentially
endogenous to the shocks that affect the primary balance.
In a real economy, also the public debt can hardly be exogenous to
shocks in the CAPB: in our simulated model, the debt is by construction
endogenous and needs therefore to be instrumented.
A different kind of endogeneity is due to the dynamic specification of
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the fiscal rule: the lagged dependent variable is correlated with the fixed
effects in the model, so that it is not strictly exogenous, giving rise to
the well-known dynamic panel bias. Both the within transformation and
the first difference transformation, that are strategies commonly applied
in this framework, - the latter being also a pillar of GMM estimation -
induce a correlation between the transformed lagged dependent variable
and the transformed error terms and thus imply endogeneity problems
in the model. An instrumental variable approach is therefore needed in
this framework.
In the GMM-estimation of the model, we will therefore instrument all
the regressors. We need to be aware that the recourse to instruments for
all the regressors can easily lead to a problem of instrument proliferation
that could bias the GMM estimates17 and weaken the tests for overiden-
tifying restrictions. It is therefore opportune to try to detect this problem
and adopt proper solutions to face it.
Another relevant issue is that the more realistic simulated scenario,
with φg = 0.8 and φc + 1 = 0.8 implies a high degree of persistence of
the series of interest. In this context, the weak instrument issue could
easily arise in the difference-GMM estimation of the model as the instru-
ments in levels are only weakly correlated to the lagged first differenced
endogenous variables18.
3.3.2 Estimation results with simulated data
We now present the outcomes of the Monte Carlo exercise we have
performed in order to analyze the performance of alternative estimators
for the coefficients of the fiscal rule in equation (3.2.1).
Econometric specifications for the estimates
For each setting of the parameters in the simulation model, we run
1000 iterations on samples with 225 observations and report the mean
17See Chapter 1 for more details and Ziliak [1997], Roodman [2009b] and Bowsher [2002]
for further references.
18See Blundell and Bond [1998] for the discussion of this well-known issue.
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of each estimated coefficient over all the iterations (mean), the standard
deviation of the estimated coefficient (sd), the power of the t-test for each
coefficient (sig)19 and the average Hansen-test p-value (hansenp).
Equation (3.2.1) is estimated with the following panel data estimators
(the abbreviations used in the tables are within brackets)20:
• Ordinary least squares (OLS);
• Fixed effects estimator (FE);
• Anderson-Hsiao Instrumental variable estimator (AH): we con-
sider here only the specification with instruments in levels;
• Arellano-Bond difference-GMM estimator with a full set of instru-
ments (ABa): all the potentially available lags from t− 2 backward
are used as instruments in levels for the endogenous regressors in
period t;
• Blundell-Bond system-GMM estimator with a full instrument set
(BBa); all the potentially available lags from t − 2 backward are
used as instruments in levels for the model in first differences and
the lagged first difference of the endogenous regressors is used as
instrument for the equation in levels;
• Arellano-Bond difference-GMM estimator with a limited set of in-
struments (ABl): with respect to ABa, we use here only the t − 2
and t− 3 lags of the endogenous regressors as instruments;
• Blundell-Bond system-GMM estimator with a limited set of instru-
ments (BBl): with respect to BBa, we use here only the t − 2 and
t− 3 lags of the endogenous regressors as instruments for the equa-
tion in first differences;
19For each coefficient, we test the null hypotesis H0 : β = 0 against the alternative hy-
pothesis Ha : β 6= 0 at a 5% significance level. The power of the test gives us the probability
of rejecting H0 when it is false. Only in the case of simulated data for which φg = 0, sig
should be interpreted as the size of the test, as it gives the probability of rejecting H0 when
it is true.
20Chapter 1 provides an extensive overview of these estimators.
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• Arellano-Bond difference-GMM estimator with a collapsed set of
instuments (ABc): the full instrument set is collapsed following
Roodman [2009b];
• Blundell-Bond system-GMM estimator with a collapsed set of in-
struments (BBc): the full set of instruments is collapsed following
Roodman [2009b];
• Arellano-Bond difference-GMM estimator with a limited collapsed
set of instruments (ABlc): the limited set of instruments is also col-
lapsed;
• Blundell-Bond system-GMM estimator with a limited collapsed set
of instruments (BBlc): the limited set of instruments is also col-
lapsed;
• Arellano-Bond difference-GMM estimator with a factorized instru-
ment set21 according to the average criterion (ABpcaa)22;
• Arellano-Bond difference-GMM estimator with a factorized instru-
ment set according to the variability criterion (ABpcav)23;
• Blundell-Bond system-GMM estimator with a factorized set of in-
struments according to the average criterion (BBpcaa);
• Blundell-Bond system-GMM estimator with a factorized set of in-
struments according to the variability criterion (BBpcav).
The dependent variable is always the change in the cyclically-adjust-
ed primary balance, namely ∆CAPBit. Since all the regressors are con-
sidered as endogenous, they are all instrumented.
21The application of the principal component analysis (PCA) on the GMM-style instru-
ment matrix is the core of Chapter 2. Please refer to Chapter 2 for a detailed discussion and
for further references.
22We keep in the analysis only the principal components whose eigenvalues are above
the average of the eigenvalues. See Chapter 2 for further details.
23We keep a number of principal components such that the explained variance is the 70%
of the total variance in the original data. The variability criterion is also discussed in details
in Chapter 2.
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All the estimates are made robust to the potential heteroskedasticity
of the residuals. With respect to GMM estimators, only one-step esti-
mates of the parameters are reported24.
The true parameters for the lagged DEBT and GAP are respectively
φd and φg whose values are set as in Table (3.1); with respect to the lagged
value of the dependent variable instead, its true parameter will be φc =
−0.2 when we set φc + 1 = 0.8 and φc = −0.9 when φc + 1 = 0.1.
The core of our simulations is run on a 15-year pre-sample so that the
length of the pre-sample equals the number of periods considered in the
analysis.
The estimation results for the CAPB model are presented through
Table (3.2) to Table (3.7).
For the sake of brevity, in the comments to the estimates we will re-
fer to DIFF and SYS GMM to indicate, respectively, the system and the
difference GMM. UNTR, COL and LIMwill indicate respectively that the
estimators exploit the untransformed, collapsed or limited25 set of instru-
ments. FACT stands for the factorized set of instruments26. When two
reduction techniques are combined, two abbreviations are also combined
(e.g. LIMCOL).
A preliminary robustness check: alternative pre-sample lengths
We adopt a 15-year pre-sample in our experiments. As a preliminary
robustness check, however, Table (3.2) and Table (3.3) present the esti-
mation results when we set either a 1-year pre-sample or a 35-year pre-
sample. The setting of the parameter is the baseline one, with φc = 0.8
and φg = 0.8.
24Though more efficient in large samples and well performing in simulated samples, the
two-step estimator suffers a poor finite sample behaviour on actual data and it is rarely
used in the empirical analyses. We also estimated all the coefficient by two-step GMM and
found larger biases and variances due to a pretty small sample. For the sake of consistency
with the empirical estimations that will follow, we prefer reporting only one-step estimates
already by now. Two-steps results are available upon request.
25We sometimes specify 1 or 2 to indicate a lag depth of 1 or 2.
26The additional letters A and Vwill indicate, respectively, that the principal components
are retained according to the average and the variability criteria.
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In general, what emerges in this first scenario is that the behavior
of the alternative estimators is sufficiently in line with what we could
expect in a dynamic panel data framework, both with a minimum and
a very long pre-sample: the GMM estimators perform better than the
OLS estimator, as the latter does not take into account the presence of
fixed effects, while the FE estimator, that accounts for this heterogeneity,
is close to the GMM estimator, to the Arellano-Bond in particular.
With respect to the estimates of the parameter of interest φg, we find
that different specifications of the DIFF estimator tend to perform gen-
erally slightly better than the alternative specifications of the SYS esti-
mator when the pre-sample is shorter, though the variance is smaller for
the SYS GMM estimators: the behaviour is reversed with a longer pre-
sample, with the SYS GMM estimator still having the lowest variance.
The SYS estimator, however, seems to have the best performance over-
all: this could be due to the fact that, once the initial conditions satisfy
the Blundell-Bond assumptions, it is less sensitive to the accumulation
of shocks and individual heterogeneity over time that is intrinsic in our
simulation process. An evident feature is the under-rejection of H0 for
φg by the DIFF estimator: this problem becomes more serious as we de-
crease the number of instruments and we thus drop useful information
from our data. In DIFF GMM frameworks, the instruments are weak if
the series are persistent and a reduction in their count comes out to be
problematic.
With respect to φc, we have here the classical textbook behaviour of
the alternative estimators: the OLS estimator overestimates the coeffi-
cient, the DIFF GMM is systematically biased downwards, while the SYS
estimator is the best performing, being less biased, in particular when
the pre-sample is short.
It is worth stressing the good performance of alternative SYS FACT
estimators, especially for the estimate of φg, and, on the contrary, the
very poor behaviour of the DIFF FACT estimators. In a dynamic model
with very persistent series, the factorization of the instrument matrix of
DIFF GMM further weakens the already weak instruments. When the
instruments are valid, as for the SYS GMM estimator, their factorization
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does not worsen the estimates.
As far as φd is concerned, in both the scenarios the most evident fea-
ture is the very misleading under-rejection of H0: only in the minority of
cases the coefficient is detected as significant, as it actually is. Overall,
the adjustment of fiscal policy to the initial public debt is either overesti-
mated or underestimated and it is in general estimated far from the true
value of 0.005.
Interestingly, the Hansen test p-values are far from 127 only for LIM
COL estimates, suggesting a severe and generalized problem of instru-
ment proliferation and invalid overidentifying restrictions. However,
this decrease in the Hansen test p-value does not come together with
a significant improvement of estimators performance with respect to the
UNTR estimates; rather, it comes along with an under-rejection of the
null hypotheses for the coefficients.
We can safely use a pre-sample of 15 years, since the estimators per-
formed similarly in the two scenarios.
Sticky policies and very persistent gap: φc + 1 = 0.8 and α = 0.8
In Table (3.4) we report the results of our baseline scenario with a pre-
sample of 15 years. We have very persistent economic cycle and very
persistent fiscal policies.
With respect to φg, the OLS estimator gives not surprisingly the most
biased estimates because it neglects the fixed effects, that are by construc-
tion very relevant in this framework. The DIFF and SYS GMM UNTR
estimators give similar estimates, though the SYS estimator has system-
atically a lower variance. When the instrument count is reduced, the
performance of the DIFF estimators suffers a severe worsening, while
the SYS estimators do not change significantly their behaviour. The bad
performance of the DIFF estimators with transformed instrument sets is
27The implausible p-value of 1 is interpreted as a symptom of a potentially dangerous
instrument proliferation problems, as argued in Roodman [2009b]. In the last sections of
Chapter 1 we discuss the issue of instrument proliferation in GMM estimation; in Chapter
2 we compare alternative strategies to address it. Please refer to the Chapters 1 and 2 for
an extensive discussion of the issue.
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generally accompanied by a severe under-rejection of H0 of φg = 0. In
parallel, the SYS FACT estimator gives the least biased estimates overall,
while the DIFF FACT is the estimator that suffers the most. Applying
the PCA on the DIFF GMM set of weak instruments further worsens the
weak instrument problem due to very feeble covariances between the in-
struments. By adding the instruments in first differences, we overcome
this weakness issue and we have valid instruments that can be safely
reduced in their count: in fact, SYS FACT estimates are better than SYS
UNTR estimates.
It is remarkable the fact that the Hansen test systematically gives an
implausible p-value of 1 or very close to 1, except for LIM COL esti-
mates: the more reliable p-value, though not really “safe” yet28, does not
come along with a sensible improvement in the estimates, that are worse
than the LIM estimates. The collapsing of the instrument matrix does
not seem very effective in this context and gives, instead, less robust esti-
mates. In other terms, the number of instruments unavoidably becomes
very large in this context, but this does not seem to affect significantly
the estimates: the UNTR GMM or, at most, the LIM estimator29 perform
well and a further reduction in the instrument count by collapsing does
not seem required or can be misleading at worst.
Considering the estimates for φc, we find a high degree of hetero-
geneity in the estimates and features that are typical in GMM estima-
tion of dynamic panel data models: the OLS estimator, that ignores the
individual heterogeneity, seriously underestimates the dynamics of the
CAPB, by severely overestimating the coefficient; the DIFF estimators
tend to systematically estimate a too negative coefficient and have very
high standard deviations. Things improve a lot when we estimate the
28Roodman [2009b] suggests that we should worry every time we get a p-value above
0.25, as higher values are symptoms of a weakening of the tests of overidentifying restric-
tions due to instrument proliferation.
29The lag depth truncation is very common in the empirical literature whenever we have
a large number of endogenous regressors. As a curiosity, it is nice to report that the statisti-
cal softwares sometime have not enough capacity to perform the system GMM-estimation
on the full set of instruments: in such a circumstance, the limitation of the instruments to
the first lags is an inescapable choice.
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coefficients by SYS GMM, as this estimator is both less biased and more
efficient. The SYS LIM and the SYS FACT estimates are the closest to the
true value of φc. The collapsing of the instrument matrix comes along
with more biased estimates and, when associated also to the limitation
of the lags, with a marked under-rejection of the null hypothesis for φc.
The factorization of the instrument set in DIFF GMM appears to be very
dangerous because of the worsening of weak instrument problems.
It is evident and not particularly surprising that the tendencies al-
ready underlined for the output gap coefficient are exacerbate when we
consider the coefficient of the lagged dependent variable, that is certainly
the most problematic in this framework.
In a context characterized by stickiness of the fiscal policies and a
high persistence of the output gap, it is relatively safe to estimate the ad-
justment effects by SYS UNTR or, at most, by SYS LIM GMM estimators:
we should not worry too much about the instrument proliferation prob-
lem in fiscal rule estimation as the simulations do not show a true risk of
overfitting of the endogenous variables, despite the controversial results
of the Hansen test.
With respect to φd, it is confirmed that there is a general tendency to
under-reject H0 : φd = 0 and that the estimates are often not sufficiently
close to the true value, except for the SYS estimates, which are also those
with the lowest variance.
Less persistent policies and gap: φc + 1 = 0.1 and α = 0.1
In Table (3.5) we consider a less realistic scenario were α = 0.1, so
that the economic cycle is very fast, and φc + 1 = 0.1 such that the fiscal
policies present almost no inertia at all. The aim of the simulation with
this particular setting of the parameters is to check whether the previous
findings are robust to different degrees of persistence of the series. The
true values of φg and φc are respectively 0.10 and -0.90.
As far as φg is concerned, the behaviour of the alternative estimators
is in line with that found in the baseline scenario, with SYS UNTR and
the SYS FACT being the best performing estimators and the ones with
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the lowest variance. Overall, a slight difference is that the estimates for
the output gap generally tend to be closer to the true value of φg: since
here the output gap is set as not persistent at all, the weak instrument
problem is mitigated a lot and the DIFF GMM estimates are less affected
than in the scenario previously considered. Also the tendency to under-
reject the null hypothesis on φg is alleviated and the COLL estimates,
even in the case of the DIFF estimators, are closer to the true value.
In a less persistent scenario, the estimates are more robust to the spec-
ifications of the GMM estimators and they are not worsened by the adop-
tion of instrument reduction techniques. It is remarkable however the
bad performance of the DIFF FACT estimator in this case: if the series
are close to being white noise, the lagged levels of the endogenous re-
gressors have very weak covariances between them and are not suitable
to be factorized.
In general, if the series were not persistent, every choice about the
specification of the GMM estimators would be relatively safe and would
give reliable estimates. When the series are very persistent, the issue of
instrument weakness seem to overwhelm and dominate that of instru-
ment proliferation.
If the instruments are weak, a reduction in their number through the
collapsing of the instrument matrix can bring the estimates far from the
true values of the coefficients. On the other hand, when the instruments
are stronger, the reduction of the instrument count has a very little impact
on the estimates.
The estimates of φc follows the same regularities as above: the OLS
estimator overestimates φc and has a very high variance in the experi-
ment; the DIFF estimators overestimate the effect of the lagged CAPB
by giving a too large coefficient. When the CAPB is less persistent, φc is
always detected as statistically significant.
In this last scenario, the estimation of φd comes out to be the most
problematic, as the parameter of debt is very often stated not significant,
especially when the SYS GMM estimator is used; the DIFF GMM tends
to find the debt statistically significant many more times, but this is due
to the fact that it generally overestimates the adjustment effects of the
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fiscal policies to the initial stock of debt.
What it is reassuring from the analysis of the results through Table
(3.2) to Table (3.5) is that the sign of φg is always estimated correctly in
GMM estimation; on the other hand, what can be worrying is the fact
that, even in an almost perfectly controlled experiment, the estimates of
φg too often point to an a-cyclicality of discretionary fiscal policies.
Alternative cyclicality of the policy stance: φg = −0.10 and φg = 0
As a further robustness check, in Tables (3.6) and (3.7) we consider
again the scenario characterized by the high persistence of both the gap
and the CAPB, but we set respectively φg = 0 and φg = −0.10, so that
discretionary fiscal policies are assumed to be a-cyclical in the first case
and pro-cyclical in the second one.
With respect to φc and φd we find that in both cases there are not rel-
evant differences with respect to the results presented above. The same
is also true for the Hansen test p-value that is still in line with the values
found before.
What we are most interested in here is whether and how there are
changes in the estimates of φg.
In the scenario in which φg = 0, we can check for the size of alterna-
tive estimators through the frequency of rejection of the null hypothesis.
We find here an over-rejection of H0, as the size of the test is above the
5%. In particular, the estimates tend too often to a pro-cyclicality or to a
counter-cyclicality of the fiscal policies when the truth is the a-cyclicality.
The SYS COL estimator tends to exacerbate this problem. However, this
tendency is not as marked as the one, detected above, to find a-cyclicality
when the policies are actually not neutral to the economic cycle.
When instead φg = −0.10, the estimates are generally in line with
what happens if φg = 0.10, though they are slightly less biased and the
tendency to under-reject H0 is less severe. In particular, the OLS estima-
tor is much closer to the true parameter and the DIFF estimates are more
similar to the SYS ones. It is confirmed that the SYS FACT estimator per-
forms impressively well in a context where fiscal policies are very sticky.
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The adoption of instrument reduction techniques does not necessarily
improve the estimate, though it lowers the Hansen-test p-value.
Overall, the main lesson we draw from these Monte Carlo experi-
ments is that even when the best performing estimator, the SYS GMM
in all its variants, is used, we are not totally safe from detecting a mis-
leading reaction of discretionary fiscal policies to the economic cycle. In
fact, the perfect control on both the true parameters of the model and the
generating processes of the variables of interest is not sufficient to always
estimate correctly the adjustment effects of the fiscal policies in a context
where strong persistence of the series and a severe endogeneity of the
economic variables are serious issues. We should be aware that the risk
of drawing incorrect conclusions on the effects of interest can be even
more serious in empirical analysis on real data as we do not know the
real data generating processes. Cautiousness remains the best strategy
to adopt.
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Table 3.2: Estimates of the CAPB model on simulated data (1 year pre-sample): α = 0.8, φc + 1 = 0.8, φg = 0.10.
Dependent variable: ∆CAPB
Variable OLS FE AH ABa BBa ABl BBl ABc BBc ABlc BBlc ABpcaa ABpcav BBpcaa BBpcav
L.GAP mean
sd
sig
L.CAPB mean
sd
sig
L.DEBT mean
sd
sig
0.0811 0.1023 0.1057 0.1011 0.1084 0.0960 0.1080 0.0971 0.1144 0.0977 0.1108 0.0794 0.0739 0.0996 0.0982
0.0141 0.0193 0.3337 0.0209 0.0165 0.0370 0.0188 0.0394 0.0209 0.0666 0.0232 0.0464 0.0791 0.0229 0.0271
1 0.997 0.378 0.995 1 0.797 1 0.745 1 0.461 0.997 0.477 0.242 0.993 0.952
-0.1165 -0.2554 -0.2092 -0.2585 -0.2041 -0.2479 -0.1893 -0.2300 -0.2088 -0.2089 -0.1956 -0.2872 -0.3887 -0.1917 -0.1898
0.0343 0.0404 0.2010 0.0426 0.0392 0.0530 0.0434 0.0513 0.0472 0.0602 0.0551 0.0859 0.1670 0.0484 0.0632
0.975 1 0.818 1 1 1 0.997 0.997 0.996 0.907 0.95 0.975 0.801 0.984 0.88
0.0054 0.0047 0.0045 0.0045 0.0039 0.0051 0.0045 0.0046 0.0032 0.0050 0.0034 0.0078 0.0102 0.0046 0.0045
0.0023 0.0028 0.0283 0.0029 0.0026 0.0034 0.0028 0.0035 0.0031 0.0053 0.0038 0.0059 0.0112 0.0030 0.0037
0.633 0.492 0.183 0.476 0.454 0.426 0.497 0.352 0.279 0.229 0.235 0.268 0.131 0.44 0.332
hansenp 1.0000 1.0000 1.0000 1.0000 0.9998 1.0000 0.4698 0.4425 1.0000 0.9228 1.0000 1.0000
Notes:
a. We run 1000 iterations in the Monte Carlo experiment.
b. We report the average point estimates for the coefficients (mean), the average estimated standard deviation (sd) and the power of the t-test (sig) for the
significance of the coefficients.
c. Details on the abbreviations for the estimators are in section 3.2.1.
c. hansenp is the average p-value for the Hansen overidentifying restriction test (robust but weakened by many instruments; see Roodman [2009b].)
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Table 3.3: Estimates of the CAPB model on simulated data (35 years pre-sample): α = 0.8, φc + 1 = 0.8, φg = 0.10
Dependent variable: ∆CAPB
Variable OLS FE AH ABa BBa ABl BBl ABc BBc ABlc BBlc ABpcaa ABpcav BBpcaa BBpcav
L.GAP mean
sd
sig
L.CAPB mean
sd
sig
L.DEBT mean
sd
sig
0.0679 0.1069 0.1400 0.1043 0.1029 0.0803 0.1006 0.0818 0.1063 0.0731 0.1029 0.0826 0.0918 0.0962 0.0940
0.0162 0.0182 1.4127 0.0198 0.0172 0.0400 0.0201 0.0431 0.0225 0.1496 0.0250 0.0478 0.0679 0.0213 0.0252
0.999 0.999 0.112 0.996 1 0.636 0.995 0.56 0.992 0.14 0.975 0.551 0.34 0.994 0.944
-0.1340 -0.2928 -0.1459 -0.3028 -0.2327 -0.3397 -0.2140 -0.2879 -0.2268 -0.2500 -0.2023 -0.3296 -0.4920 -0.2101 -0.2068
0.0369 0.0476 1.9612 0.0511 0.0440 0.0892 0.0510 0.0853 0.0590 0.2156 0.0697 0.1043 0.1846 0.0570 0.0668
0.997 1 0.215 1 1 0.999 0.997 0.962 0.975 0.368 0.848 0.941 0.816 0.973 0.895
0.0029 0.0084 -0.0014 0.0088 0.0041 0.0124 0.0041 0.0096 0.0041 0.0091 0.0043 0.0114 0.0158 0.0039 0.0038
0.0008 0.0041 0.2194 0.0044 0.0014 0.0073 0.0015 0.0075 0.0023 0.0234 0.0026 0.0104 0.0186 0.0015 0.0017
0.974 0.685 0.036 0.62 0.871 0.539 0.849 0.291 0.584 0.051 0.527 0.216 0.108 0.794 0.684
hansenp 1.0000 1.0000 1.0000 1.0000 0.9999 1.0000 0.5125 0.4721 1.0000 0.9450 1.0000 1.0000
Notes:
a. We run 1000 iterations in the Monte Carlo experiment.
b. We report the average point estimates for the coefficients (mean), the average estimated standard deviation (sd) and the power of the t-test (sig) for the
significance of the coefficients.
c. Details on the abbreviations for the estimators are in section 3.2.1.
c. hansenp is the average p-value for the Hansen overidentifying restriction test (robust but weakened by many instruments; see Roodman [2009b].)
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Table 3.4: Estimates of the CAPB model on simulated data (15 years pre-sample): α = 0.8, φc + 1 = 0.8, φg = 0.10
Dependent variable: ∆CAPB
Variable OLS FE AH ABa BBa ABl BBl ABc BBc ABlc BBlc ABpcaa ABpcav BBpcaa BBpcav
L.GAP mean
sd
sig
L.CAPB mean
sd
sig
L.DEBT mean
sd
sig
0.0686 0.1062 0.0699 0.1033 0.1052 0.0811 0.1026 0.0845 0.1085 0.0843 0.1043 0.0798 0.0882 0.0980 0.0962
0.0168 0.0189 1.1978 0.0206 0.0180 0.0383 0.0208 0.0405 0.0230 0.1216 0.0259 0.0496 0.0736 0.0224 0.0262
0.998 0.999 0.23 0.995 0.999 0.649 0.996 0.632 0.991 0.288 0.978 0.469 0.289 0.985 0.941
-0.1266 -0.2960 -0.2540 -0.3073 -0.2246 -0.3459 -0.2041 -0.2908 -0.2150 -0.2378 -0.1967 -0.3572 -0.5331 -0.2051 -0.1995
0.0372 0.0468 1.9647 0.0506 0.0425 0.0879 0.0495 0.0834 0.0553 0.2057 0.0658 0.1152 0.2058 0.0572 0.0690
0.98 1 0.288 1 1 0.998 0.994 0.968 0.982 0.456 0.867 0.953 0.82 0.958 0.844
0.0030 0.0079 0.0073 0.0083 0.0039 0.0104 0.0040 0.0082 0.0041 0.0066 0.0041 0.0111 0.0168 0.0039 0.0039
0.0011 0.0030 0.1325 0.0032 0.0017 0.0048 0.0017 0.0047 0.0019 0.0130 0.0022 0.0085 0.0160 0.0020 0.0022
0.85 0.852 0.07 0.805 0.715 0.704 0.72 0.463 0.65 0.11 0.556 0.276 0.128 0.596 0.496
hansenp 1.0000 1.0000 1.0000 1.0000 0.9998 1.0000 0.5045 0.4635 0.9999 0.9178 1.0000 1.0000
Notes:
a. We run 1000 iterations in the Monte Carlo experiment.
b. We report the average point estimates for the coefficients (mean), the average estimated standard deviation (sd) and the power of the t-test (sig) for the
significance of the coefficients.
c. Details on the abbreviations for the estimators are in section 3.2.1.
c. hansenp is the average p-value for the Hansen overidentifying restriction test (robust but weakened by many instruments; see Roodman [2009b].)
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Table 3.5: Estimates of the CAPB model on simulated data (15 years pre-sample): α = 0.1, φc + 1 = 0.1, φg = 0.10
Dependent variable: ∆CAPB
Variable OLS FE AH ABa BBa ABl BBl ABc BBc ABlc BBlc ABpcaa ABpcav BBpcaa BBpcav
L.GAP mean
sd
sig
L.CAPB mean
sd
sig
L.DEBT mean
sd
sig
0.0911 0.0941 0.1003 0.0931 0.1023 0.0888 0.1036 0.0943 0.1049 0.0980 0.1059 0.0699 0.0685 0.1032 0.1026
0.0221 0.0227 0.0407 0.0234 0.0225 0.0298 0.0243 0.0287 0.0245 0.0355 0.0260 0.0410 0.0464 0.0259 0.0277
0.984 0.983 0.716 0.976 0.992 0.867 0.976 0.898 0.982 0.8 0.968 0.486 0.407 0.974 0.945
-0.7818 -0.9698 -0.8953 -0.9750 -0.9187 -1.0000 -0.9182 -0.9472 -0.9110 -0.9069 -0.8920 -1.0309 -1.0462 -0.9195 -0.9269
0.0815 0.0649 0.1052 0.0664 0.0703 0.0777 0.0777 0.0777 0.0787 0.0905 0.0861 0.1061 0.1180 0.0839 0.0904
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
-0.0023 0.0126 0.0038 0.0128 0.0017 0.0136 0.0002 0.0087 0.0017 0.0056 -0.0001 0.0336 0.0347 -0.0004 -0.0002
0.0049 0.0091 0.0223 0.0098 0.0067 0.0136 0.0070 0.0128 0.0088 0.0190 0.0104 0.0299 0.0352 0.0087 0.0096
0.237 0.341 0.059 0.314 0.094 0.211 0.074 0.134 0.083 0.076 0.076 0.208 0.179 0.085 0.07
hansenp 1.0000 1.0000 1.0000 1.0000 0.9998 1.0000 0.4756 0.4614 1.0000 1.0000 1.0000 1.0000
Notes:
a. We run 1000 iterations in the Monte Carlo experiment.
b. We report the average point estimates for the coefficients (mean), the average estimated standard deviation (sd) and the power of the t-test (sig) for the
significance of the coefficients.
c. Details on the abbreviations for the estimators are in section 3.2.1.
c. hansenp is the average p-value for the Hansen overidentifying restriction test (robust but weakened by many instruments; see Roodman [2009b].)
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Table 3.6: Estimates of the CAPB model on simulated data (15 years pre-sample): α = 0.8, φc + 1 = 0.8, φg = 0
Dependent variable: ∆CAPB
Variable OLS FE AH ABa BBa ABl BBl ABc BBc ABlc BBlc ABpcaa ABpcav BBpcaa BBpcav
L.GAP mean
sd
sig
L.CAPB mean
sd
sig
L.DEBT mean
sd
sig
-0.0134 0.0005 -0.0043 -0.0005 0.0049 -0.0079 0.0034 -0.0047 0.0161 -0.0062 0.0084 -0.0180 -0.0147 -0.0026 -0.0037
0.0120 0.0197 0.0960 0.0216 0.0172 0.0387 0.0194 0.0381 0.0244 0.0609 0.0286 0.0495 0.0749 0.0215 0.0247
0.2 0.092 0.067 0.101 0.088 0.109 0.08 0.08 0.117 0.043 0.078 0.068 0.043 0.076 0.059
-0.1122 -0.3645 -0.2109 -0.3867 -0.2268 -0.5051 -0.1943 -0.3926 -0.2292 -0.2734 -0.1851 -0.5117 -0.6690 -0.1919 -0.1831
0.0337 0.0595 0.3071 0.0637 0.0537 0.1357 0.0633 0.1273 0.0852 0.2227 0.0984 0.1467 0.2208 0.0689 0.0809
0.977 1 0.214 1 0.999 0.999 0.95 0.945 0.875 0.343 0.543 0.955 0.843 0.838 0.652
0.0008 0.0107 0.0053 0.0113 0.0033 0.0155 0.0030 0.0112 0.0038 0.0077 0.0030 0.0220 0.0275 0.0027 0.0025
0.0012 0.0039 0.0142 0.0042 0.0025 0.0068 0.0025 0.0062 0.0031 0.0105 0.0035 0.0158 0.0304 0.0028 0.0032
0.0860 0.8950 0.1000 0.8150 0.3650 0.7430 0.2870 0.5060 0.2770 0.1380 0.1460 0.2740 0.0920 0.1790 0.1320
hansenp 1.0000 1.0000 1.0000 1.0000 0.9998 1.0000 0.4899 0.4612 0.9999 0.9096 1.0000 1.0000
Notes:
a. We run 1000 iterations in the Monte Carlo experiment.
b. We report the average point estimates for the coefficients (mean), the average estimated standard deviation (sd) and the size of the t-test (sig) for the
significance of the coefficients.
c. Details on the abbreviations for the estimators are in section 3.2.1.
c. hansenp is the average p-value for the Hansen overidentifying restriction test (robust but weakened by many instruments; see Roodman [2009b].)
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Table 3.7: Estimates of the CAPB model on simulated data (15 years pre-sample): α = 0.8, φc + 1 = 0.8, φg = −0.10
Dependent variable: ∆CAPB
Variable OLS FE AH ABa BBa ABl BBl ABc BBc ABlc BBlc ABpcaa ABpcav BBpcaa BBpcav
L.GAP mean
sd
sig
L.CAPB mean
sd
sig
L.DEBT mean
sd
sig
-0.0932 -0.1081 -0.1051 -0.1065 -0.0985 -0.0908 -0.0971 -0.0891 -0.0931 -0.0921 -0.0970 -0.0922 -0.0940 -0.1002 -0.1003
0.0144 0.0191 0.1967 0.0207 0.0185 0.0369 0.0209 0.0372 0.0274 0.0736 0.0312 0.0447 0.0677 0.0212 0.0247
1 0.999 0.415 0.997 0.999 0.776 0.998 0.73 0.93 0.474 0.874 0.427 0.183 0.998 0.978
-0.1620 -0.3082 -0.1920 -0.3238 -0.1983 -0.3854 -0.1820 -0.3146 -0.1778 -0.2402 -0.1613 -0.4781 -0.5937 -0.1942 -0.1931
0.0270 0.0490 0.5191 0.0534 0.0384 0.1062 0.0420 0.0951 0.0540 0.1954 0.0581 0.1374 0.2120 0.0482 0.0594
1 1 0.328 1 1 0.998 1 0.955 0.953 0.439 0.861 0.943 0.683 0.989 0.932
-0.0013 0.0106 0.0043 0.0109 0.0022 0.0129 0.0019 0.0095 0.0022 0.0066 0.0012 0.0403 0.0732 0.0016 0.0015
0.0016 0.0041 0.0271 0.0044 0.0029 0.0067 0.0028 0.0059 0.0032 0.0101 0.0039 0.0228 0.0603 0.0034 0.0038
0.186 0.85 0.105 0.753 0.179 0.621 0.138 0.416 0.13 0.125 0.074 0.215 0.097 0.105 0.086
hansenp 1.0000 1.0000 1.0000 1.0000 0.9998 1.0000 0.4941 0.4455 0.9999 0.9110 1.0000 1.0000
Notes:
a. We run 1000 iterations in the Monte Carlo experiment.
b. We report the average point estimates for the coefficients (mean), the average estimated standard deviation (sd) and the power of the t-test (sig) for the
significance of the coefficients.
c. Details on the abbreviations for the estimators are in section 3.2.1.
c. hansenp is the average p-value for the Hansen overidentifying restriction test (robust but weakened by many instruments; see Roodman [2009b].)
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3.4 Estimation of the PB model
So far, we have focused on the CAPB model that aims at estimating
the cyclical reaction of discretionary fiscal policies.
Another approach commonly adopted in the literature is the estima-
tion of an alternative fiscal rule that focuses on the overall budgetary
reactions. The PB model aims at estimating directly the overall reaction
of fiscal policies to the economic cycle, and not only the discretionary re-
sponses as the CAPB model does. In the PB model specification, the de-
pendent variable, that represents the decision of the fiscal policy maker,
is the change in the unadjusted overall primary balance, while the ex-
planatory variables are given by the lagged primary balance, the lagged
debt and the lagged output gap. The PBmodel is therefore the following:
∆PBit = φ
PB
p PBi,t−1 + φ
PB
d DEBTi,t−1 + φ
PB
g GAPi,t−1 + uit (3.4.12)
where uit is an error terms that collects fixed effects, fiscal policy shocks
and idiosyncratic errors.
The primary balance is, by definition:
PBit ≡ CAPBit +ωitGAPit, (3.4.13)
that is the combination of the cyclically-adjusted primary balance, that
captures the structural or discretionary budget, and a cyclical compo-
nent given by the product of the output gap and the effect of automatic
stabilizers. It is therefore straightforward that the change in the primary
balance measures the full fiscal action.
Even in the case of the PB model, the main parameter of interest is
φPBg , as it gives indications on whether fiscal policies are pro-cyclical, if
the coefficient has a negative sign, or counter-cyclical, in case of positive
coefficient.
As the PB model only allows to estimates gross effects, it quite com-
mon in the fiscal policy literature to estimate the reaction of discretionary
policies to the cycle in the following way: we subtract the coefficient ω30,
30ω has generally a value around 0.5.
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that is the average of ωit, from the estimated coefficient of the output gap
in the PB model (φPBg )
31. The cyclicality of discretionary policies is thus
estimated as:
φ
PB(discr)
g ≈ φ
PB
g −ω. (3.4.14)
We estimate the PB model as in equation (3.4.12) on our simulated
data generated according to the processes presented above. We again
run 1000 iterations, we use the same estimators used for the CAPB and
consider all the regressors as endogenous so that we instrument them
all. We keep the baseline settings used for the CAPB model. In Tables
(3.8) and (3.9) we report the estimates for the scenario in which both the
gap and the cyclically-adjusted primary balance are very persistent and
in which the two processes are almost not persistent at all. We know that
the true coefficient for the output gap in the CAPB is 0.10.
In the tables we also report the estimates of φ
PB(discr)
g that are implied
by equation (3.4.14); we use ω = 0.5 in all our experiments.
For the convenience of the reader, in the last rows of Tables (3.8) and
(3.9) we report again from Tables (3.4) and (3.5) the estimates of φCAPBg
obtained in exactly the same experiment setting.
What we can immediately notice is that both in the more persistent
and in the less persistent scenarios, the estimates of φPBg are not very
different from those obtained for φCAPBg : when we use the alternative
specifications of the estimator that has been shown above to be the safest
in this context, the SYS GMM, we get estimates for φPBg that are in the
range 0.06− 0.09, not very far from those in the range 0.095− 0.11 ob-
tained by estimating the CAPBmodel. In other words, the estimated φPBg
is far from being higher of around 0.5 than the estimated φCAPBg . This is
evident when we consider the estimates of φ
PB(discr)
g : if the subtraction
of ω from the estimates of φPBg were a correct strategy in order to esti-
mate the discretionary reaction in the PB model, we would expect the
estimated φ
PB(discr)
g to have an average close to φ
CAPB
g = 0.10. This is
obviously not the case as we systematically get a very large negative es-
31See, among the others, Bouthevillain et al. [2001], Balassone and Franzese [2004] and
Socol and Socol [2009].
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timate of φ
PB(discr)
g : this would point to a very strong pro-cyclicality of
discretionary fiscal policies in a context in which we have set the policies
as counter-cyclical. What is interesting is that these evidences are gener-
ally confirmed also in the more unrealistic less persistent framework.
We have argued that themost realistic profile is the onewhere the gap
and the deficit are strongly persistent: we find here that, in this context,
it can be very misleading to estimate the discretionary effects according
to equation (3.4.14) as we could draw wrong conclusions about the cycli-
cality of the policies, no really matters which estimator we are using.
In order to estimate the reaction of discretionary policies to the eco-
nomic cycle, the best strategy remain the estimation of φCAPBg .
At this stage, we are not able to say anything very precise on the es-
timates of the PBmodel as we do not know the values of the coefficients
in the model32. What we can only argue is that the estimates of the PB
model come out to be very close to the those of the CAPB model, but
we do not know more on the relationship between the parameters in the
two models, and that the estimate of the discretionary response in the
PB model does not come as straightforwardly as it seemed from the esti-
mated φPBg . To say something more on the estimates of the PB model in
comparison to those of the CAPBmodel, it is worth investigating further
the algebra of the relationships between the two models.
3.4.1 Algebraic links between the parameters of the PB
model and the CAPB model
Aware of the evidences found in our preliminary analysis, we aim
here at discovering the reasons why the estimates of φCAPBg and of φ
PB
g
do not differ as much as we would expect.
We recall here that the CAPB model is:
∆CAPBit = φ
CAPB
c CAPBi,t−1+φ
CAPB
d DEBTi,t−1+φ
CAPB
g GAPi,t−1+µi+ εit
32We recall here that we fix the setting for the CAPB model and we then estimate both
the CAPB and the PB model on our simulated data.
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and that the PB model is:
∆PBit =φ
PB
p PBi,t−1 + φ
PB
d DEBTi,t−1
+ φPBg GAPi,t−1 + uit.
By exploiting the equivalence deriving from the consolidated accoun-
tancy rule PBit ≡ CAPBit + ωGAPit, we can derive the exact relation-
ships between the coefficients in the two models.
By substituting the expression for PBit into the PB model we have,
through some algebraic manipulations:
∆CAPBit =φ
PB
pb CAPBi,t−1 + φ
PB
d DEBTi,t−1+
φPBpb ωGAPi,t−1 + φ
PB
g GAPi,t−1−
ωGAPit +ωGAPi,t−1 + υit (3.4.15)
It is already straightforward that the coefficient of CAPBi,t−1 in the
CAPB model is the same as the coefficient of PBi,t−1 in the PB model
and that the coefficient of the lagged debt is the same in the two models.
We thus have:
φPBpb = φ
CAPB
c (3.4.16)
φPBd = φ
CAPB
d . (3.4.17)
In order to derive an analogous link for the gap coefficient, we need
to substitute αGAPi,t−1+ ηi+ ξεi,t−1+ υit as in equation (3.2.5) for GAPit.
We get:
∆CAPBit =φ
PB
pb CAPBi,t−1 + φ
PB
d DEBTi,t−1+
+ (ωφPBpb + φ
PB
g +ω− αω)GAPi,t−1 (3.4.18)
−ω(ηi + ξεi,t−1 + υit) + uit. (3.4.19)
The relationship between the gap parameters in the two models is
therefore the following:
φCAPBg = ωφ
PB
pb + φ
PB
g +ω(1− α). (3.4.20)
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Note also that both φPBpb and α play a role in this relationship and are
crucial in order to determine how close the estimates in the two models
are.
We have just seen that φPBpb = φ
CAPB
c so that, if we set for example
ω = 0.5 and φCAPBc + 1 = 0.8, we will have φ
PB
pb = φ
CAPB
c = −0.2 and
thus ωφPBpb = −0.1 . When the autoregressive coefficient of the output
gap is set to be α = 0.8, we have thatωφPBpb = ω(1− α) = 0.1: in this case,
we have that the output gap parameters in the two models are the same,
i.e. φCAPBg = φ
PB
g as the first and the last terms cancel out. Every time
we have similar dynamics for the primary balance and for the output
gap, the two terms will tend to annul each other and we expect to obtain
estimates of the coefficients for the gap in the twomodels very close each
other.
In order for the relationship φ
PB(discr)
g ≈ φ
PB
g − ω to be reasonably
applicable, the dynamics of the two processes should be approximately
the same in magnitude but with opposite signs33. It is evident that such
a scenario is not realistic. Once again, we have the confirmation that it
is not safe at all to estimate the discretionary reaction of the policies by
applying the proxy (3.4.14).
In the light of what we have said so far, we can now go back to the
estimation results for the PB model in Tables (3.8) and (3.9). In the tables
we also report the implied φCAPBg as deriving from equation (3.4.20)
34.
We can confirm here that, imposing the same dynamics for the pri-
mary balance and for the output gap, we obtain estimates of the gap co-
efficient in the PB model close to those in the CAPB model, though they
are not as close as we would expect according to equation (3.4.20). The
estimates of the gap are more heterogeneous than the respective ones in
the CAPB model and present a much higher variance.
33The relationship would hold, for example, if the primary balance were a static process
and the output gap were a unit root process or if φCAPBg + 1 = x and α = −x.
34It is worth saying that here we generate the PB series according to equation (3.2.7), that
is we scale both CAPB and GAP by the term 1+ GAP, so that the relationship in equation
(3.4.13) does not perfectly hold: the denominator, however, is very close to 1, as the gap
moves within the range −5/5%, so we should not expect very significant deviations in the
estimates.
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When compared to the estimates for φCAPBc in Tables (3.3) and (3.4),
the estimates for φPBpb are much more volatile than those in the CAPB and
are generally pretty far from the value of −0.2 we would expect accord-
ing to equation (3.4.17). In the most persistent scenario, the behaviour of
the estimators reflects the one we have underlined in the CAPB estima-
tion: the OLS estimator largely underestimate the effect by overestimat-
ing the coefficient, the DIFF GMM estimators gives too large coefficients,
while the SYS GMM estimators are the safest and the ones that give the
estimates closest to the true value. The SYS UNTR and the SYS FACT
give estimates close to −0.2 and with the smallest variance overall.
In the case in which α = 0.1 and φCAPBc + 1 = 0.1 we have less hetero-
geneity in the estimates and an overall slightly better performance of the
DIFF estimators over the SYS ones: in a less persistent framework, the
weak instrument problem is mitigated, if not inexistent, and parsimony
in the number of instruments is beneficial.
Overall we find that the estimates of the coefficients in the PB model
are much more biased and have a much larger variance than those for
the CAPBmodel: this evidence has a bad impact on the estimated of the
implied φCAPBg coefficient derived from the PB estimates. As both the
estimates of φPBpb and φ
PB
g enter equation (3.4.17), if the are biased and
imprecise, the estimate of φCAPBg will also be likely to be biased. This is
exactly what happens in our experiment. If the estimates of φPBpb and φ
PB
g
were better, we would expect that the relationship φPBg = φ
CAPB
g would
approximately hold, as the two terms ωφPBpb and ω(1 − α) would tend
to cancel out. Here, instead, the dynamics of the primary balance and
the response to the gap are estimated most imprecisely and the implied
φCAPBg is therefore a very weak, and often misleading, estimate of the
discretionary response to the gap.
This larger bias and imprecision of the estimates in the PB model
could be explained by the fact that the PB model estimates gross un-
adjusted effects and introduces much more noise in the variables, with
respect to the CAPB model that filters out the cycle effects from the pri-
mary balance. We can have an intuition of that by looking at the term
−ω(ηi + ξεi,t−1 + υit) in equation (3.4.19): this noise is part of the error
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term in the CAPBmodel, while it is part of the PB variable in the PBmo-
del. It is intuitive that overall measures of the deficit are more likely to be
endogenous to the shocks in the model than already adjusted measures.
For the sake of completeness, we report in Tables (3.10) and (3.11)
the results for the alternative mixed scenarios α = 0.8; φc + 1 = 0. and
α = 0.1; φc + 1 = 0.8, though they are not very realistic. In this cases
we give the CAPB and the GAP different dynamics and we expect to
find estimates of φPBg far from 0.10 as the terms ωφ
PB
pb and ω(1− α) do
not cancel out anymore. This is exactly what happens, as the estimates
of the gap coefficient are centered respectively around 0.30 and −0.20:
in both cases the estimate of φ
(PB)discr
g is very misleading as it implies
a very strong pro-cyclicality of the discretionary policies, especially in
the second scenario, when they are instead set as countercyclical. The
estimate of the implied φCAPBc is instead more correct and centered on
the true value of φCAPBc , but only when the SYS GMM estimator is used.
Neither in this case, however, the strategy of using equation (3.4.17) in
order to estimate the discretionary response to the gap is completely safe,
due to the large heterogeneity in the estimates of the coefficients φPBg and
φPBpb .
In conclusion, what emerges from our experiments is that, if we want
to assess how discretionary policies react to the cycle, the safest strat-
egy is the estimation of φCAPBg directly in the CAPBmodel by SYS GMM
estimation. Moreover, it is unreasonable to estimates φ
(PB)discr
g by sub-
tracting ω from the estimated φPBg : if we can not avoid the estimation of
the PB model, it can be advisable to estimate the discretionary response
by applying the strategy suggested in this section.
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Table 3.8: Estimates of the PB model on simulated data (15 years pre-sample): α = 0.8, φc + 1 = 0.8, φg = 0.10
Dependent variable: ∆PB
Variable OLS FE AH ABa BBa ABl BBl ABc BBc ABlc BBlc ABpcaa ABpcav BBpcaa BBpcav
L.GAP mean
sd
sig
φˆg −ω mean
Implied φCAPBg mean
L.PB mean
sd
sig
L.DEBT mean
sd
sig
0.0538 0.0969 -0.3544 0.0938 0.0764 0.0465 0.0650 0.0642 0.0805 0.0590 0.0831 0.0432 0.0468 0.0759 0.0687
0.0433 0.0629 14.9057 0.0681 0.0636 0.0999 0.0746 0.0957 0.0831 0.1444 0.0967 0.1380 0.2293 0.0753 0.0896
0.285 0.408 0.074 0.356 0.32 0.135 0.217 0.157 0.224 0.105 0.199 0.095 0.068 0.235 0.175
-0.4462 -0.4031 -0.8544 -0.4062 -0.4236 -0.4535 -0.4350 -0.4358 -0.4195 -0.4410 -0.4169 -0.4568 -0.4532 -0.4241 -0.4313
0.0860 0.0235 -0.6535 0.0082 0.0803 -0.0992 0.0878 -0.0305 0.1018 0.0054 0.1133 -0.1052 -0.1722 0.0841 0.0827
-0.1356 -0.3470 -0.7982 -0.3712 -0.1921 -0.4913 -0.1543 -0.3894 -0.1574 -0.3071 -0.1394 -0.4969 -0.6379 -0.1836 -0.1720
0.0577 0.0879 17.4203 0.0978 0.0823 0.1844 0.0945 0.1701 0.1043 0.3862 0.1230 0.2157 0.3604 0.1084 0.1293
0.662 0.986 0.09 0.973 0.707 0.882 0.446 0.725 0.405 0.182 0.248 0.672 0.457 0.461 0.316
0.0004 0.0147 0.0403 0.0156 0.0012 0.0244 0.0019 0.0167 0.0025 0.0141 0.0034 0.0347 0.0500 0.0023 0.0020
0.0018 0.0062 1.0702 0.0068 0.0032 0.0120 0.0033 0.0112 0.0036 0.0261 0.0040 0.0184 0.0308 0.0038 0.0042
0.065 0.829 0.035 0.731 0.147 0.688 0.166 0.406 0.183 0.077 0.176 0.473 0.297 0.142 0.12
hansenp 1.0000 1.0000 1.0000 1.0000 0.9998 1.0000 0.4869 0.4553 0.9999 0.9314 1.0000 1.0000
L.GAP (CAPB) mean
sd
sig
0.0686 0.1062 0.0699 0.1033 0.1052 0.0811 0.1026 0.0845 0.1085 0.0843 0.1043 0.0798 0.0882 0.0980 0.0962
0.0168 0.0189 1.1978 0.0206 0.0180 0.0383 0.0208 0.0405 0.0230 0.1216 0.0259 0.0496 0.0736 0.0224 0.0262
0.998 0.999 0.23 0.995 0.999 0.649 0.996 0.632 0.991 0.288 0.978 0.469 0.289 0.985 0.941
Notes:
a. We run 1000 iterations in the Monte Carlo experiment.
b. We report the average point estimates for the coefficients (mean), the average estimated standard deviation (sd) and the power of the t-test (sig) for the significance
of the coefficients.
c. Details on the abbreviations for the estimators are in section 3.2.1.
c. φˆg −ω is the measure of the cyclical response of discretionary policies according to equation 3.4.14
d. Implied φCAPBg is the gap coefficient in the CAPB model computed using the estimates of the PB model according to equation 3.4.20
e. hansenp is the average p-value for the Hansen overidentifying restriction test (robust but weakened by many instruments; see Roodman [2009b].)
f. The last rows of the table reports the estimated of the output gap in the CAPB model with the same setting of the parameters.
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Table 3.9: Estimates of the PB model on simulated data (15 years pre-sample): α = 0.1, φc + 1 = 0.1, φg = 0.10
Dependent variable: ∆PB
Variable OLS FE AH ABa BBa ABl BBl ABc BBc ABlc BBlc ABpcaa ABpcav BBpcaa BBpcav
L.GAP mean
sd
sig
φˆg −ω
Implied φCAPBg
L.PB mean
sd
sig
L.DEBT mean
sd
sig
0.0376 0.0430 0.0643 0.0457 0.0591 0.0543 0.0642 0.0572 0.0631 0.0594 0.0657 0.0124 0.0030 0.0736 0.0805
0.0746 0.0800 0.1137 0.0817 0.0838 0.0952 0.0924 0.0913 0.0941 0.1027 0.1025 0.1140 0.1292 0.0946 0.1028
0.078 0.091 0.108 0.136 0.154 0.155 0.16 0.149 0.142 0.124 0.139 0.077 0.073 0.166 0.1650
-0.4624 -0.4570 -0.4357 -0.4543 -0.4409 -0.4457 -0.4358 -0.4428 -0.4369 -0.4406 -0.4343 -0.4876 -0.4970 -0.4264 -0.4195
0.1188 0.0398 0.1128 0.0357 0.0881 0.0188 0.0921 0.0632 0.1025 0.0999 0.1174 -0.0352 -0.0476 0.0967 0.0956
-0.7376 -0.9064 -0.8030 -0.9201 -0.8421 -0.9710 -0.8442 -0.8881 -0.8211 -0.8190 -0.7965 -0.9951 -1.0012 -0.8538 -0.8697
0.1271 0.1323 0.2110 0.1342 0.1409 0.1600 0.1570 0.1556 0.1600 0.1832 0.1767 0.1797 0.2055 0.1599 0.1740
1 1 0.951 1 1 1 1 1 1 0.984 0.991 0.9990 0.995 1 0.998
-0.0115 0.0342 0.0011 0.0347 0.0015 0.0347 -0.0037 0.0176 -0.0001 0.0054 -0.0050 0.1105 0.1223 -0.0024 -0.0015
0.0070 0.0186 0.0431 0.0204 0.0130 0.0291 0.0129 0.0255 0.0172 0.0361 0.0191 0.0554 0.0628 0.0154 0.0176
0.488 0.58 0.044 0.489 0.108 0.276 0.121 0.125 0.095 0.051 0.097 0.541 0.4960 0.107 0.113
hansenp 1.0000 1.0000 1.0000 1.0000 0.9998 1.0000 0.4778 0.4690 1.0000 1.0000 1.0000 1.0000
L.GAP (CAPB) mean
sd
sig
0.0911 0.0941 0.1003 0.0931 0.1023 0.0888 0.1036 0.0943 0.1049 0.0980 0.1059 0.0699 0.0685 0.1032 0.1026
0.0221 0.0227 0.0407 0.0234 0.0225 0.0298 0.0243 0.0287 0.0245 0.0355 0.0260 0.0410 0.0464 0.0259 0.0277
0.984 0.983 0.716 0.976 0.992 0.867 0.976 0.898 0.982 0.8 0.968 0.486 0.407 0.974 0.945
Notes:
a. We run 1000 iterations in the Monte Carlo experiment.
b. We report the average point estimates for the coefficients (mean), the average estimated standard deviation (sd) and the power of the t-test (sig) for the significance of
the coefficients.
c. Details on the abbreviations for the estimators are in section 3.2.1.
c. φˆg −ω is the measure of the cyclical response of discretionary policies according to equation 3.4.14
d. Implied φCAPBg is the gap coefficient in the CAPB model computed using the estimates of the PB model according to equation 3.4.20
e. hansenp is the average p-value for the Hansen overidentifying restriction test (robust but weakened by many instruments; see Roodman [2009b].)
f. The last rows of the table reports the estimated of the output gap in the CAPB model with the same setting of the parameters.
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Table 3.10: Estimates of the PB model on simulated data (15 years pre-sample): α = 0.8, φc + 1 = 0.1, φg = 0.10
Dependent variable: ∆CAPB
Variable OLS FE AH ABa BBa ABl BBl ABc BBc ABlc BBlc ABpcaa ABpcav BBpcaa BBpcav
L.GAP mean
sd
sig
φˆg −ω
Implied φCAPBg
L.PB mean
sd
sig
L.DEBT mean
sd
sig
0.3332 0.3560 0.7235 0.3444 0.3931 0.2233 0.3991 0.2853 0.4091 0.2735 0.4122 0.2546 0.2626 0.3927 0.3924
0.0746 0.0813 9.6283 0.0843 0.0855 0.1195 0.0963 0.1212 0.0991 0.2984 0.1101 0.1405 0.2332 0.0982 0.1182
0.9960 0.9890 0.2700 0.9790 0.9950 0.5600 0.9870 0.6990 0.9830 0.3310 0.9630 0.4630 0.2880 0.9810 0.9270
-0.1668 -0.1440 0.2235 -0.1556 -0.1069 -0.2767 -0.1009 -0.2147 -0.0909 -0.2265 -0.0878 -0.2454 -0.2374 -0.1073 -0.1076
0.0821 0.0027 0.4817 -0.0149 0.0720 -0.1577 0.0840 -0.0667 0.0958 -0.0588 0.1106 -0.1256 -0.1671 0.0845 0.0841
-0.7024 -0.9066 -0.6836 -0.9187 -0.8421 -0.9622 -0.8302 -0.9039 -0.8268 -0.8645 -0.8032 -0.9603 -1.0593 -0.8165 -0.8167
0.1264 0.1307 3.5360 0.1338 0.1397 0.1544 0.1574 0.1533 0.1612 0.2106 0.1797 0.2098 0.3354 0.1608 0.1954
1.0000 1.0000 0.7150 1.0000 1.0000 1.0000 1.0000 1.0000 0.9990 0.9360 0.9910 0.9860 0.8670 0.9980 0.9860
-0.0016 0.0230 -0.0768 0.0246 -0.0006 0.0494 -0.0002 0.0305 0.0005 0.0318 0.0021 0.0414 0.0494 0.0002 -0.0002
0.0030 0.0105 2.4833 0.0118 0.0051 0.0241 0.0053 0.0226 0.0064 0.0601 0.0074 0.0240 0.0340 0.0054 0.0062
0.1060 0.7640 0.0060 0.6550 0.1160 0.7090 0.0950 0.3180 0.0870 0.0300 0.0900 0.4650 0.3060 0.1040 0.1040
hansenp 1.0000 1.0000 1.0000 1.0000 0.9998 1.0000 0.4869 0.4553 0.9999 0.9314 1.0000 1.0000
Notes:
a. We run 1000 iterations in the Monte Carlo experiment.
b. We report the average point estimates for the coefficients (mean), the average estimated standard deviation (sd) and the power of the t-test (sig) for the significance
of the coefficients.
c. Details on the abbreviations for the estimators are in section 3.2.1.
c. φˆg −ω is the measure of the cyclical response of discretionary policies according to equation 3.4.14
d. Implied φCAPBg is the gap coefficient in the CAPB model computed using the estimates of the PB model according to equation 3.4.20
e. hansenp is the average p-value for the Hansen overidentifying restriction test (robust but weakened by many instruments; see Roodman [2009b].)
f. The last rows of the table reports the estimated of the output gap in the CAPB model with the same setting of the parameters.
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Table 3.11: Estimates of the PB model on simulated data (15 years pre-sample): α = 0.1, φc + 1 = 0.8, φg = 0.10
Dependent variable: ∆PB
Variable OLS FE AH ABa BBa ABl BBl ABc BBc ABlc BBlc ABpcaa ABpcav BBpcaa BBpcav
L.GAP mean
sd
sig
φˆg −ω
Implied φCAPBg
L.PB mean
sd
sig
L.DEBT mean
sd
sig
-0.2522 -0.2011 -0.2951 -0.1901 -0.2608 -0.1362 -0.2787 -0.1820 -0.2774 -0.2466 -0.2827 -0.1491 -0.1840 -0.2390 -0.2320
0.0511 0.0645 0.2203 0.0669 0.0632 0.1031 0.0704 0.0965 0.0721 0.1655 0.0796 0.1057 0.1422 0.0760 0.0835
0.9990 0.8960 0.4830 0.8280 0.9860 0.3980 0.9780 0.5280 0.9700 0.5020 0.9340 0.2500 0.1510 0.8800 0.8010
-0.7522 -0.7011 -0.7951 -0.6901 -0.7608 -0.6362 -0.7787 -0.6820 -0.7774 -0.7466 -0.7827 -0.6491 -0.6840 -0.7390 -0.7320
0.1318 0.0600 0.1311 0.0562 0.0982 0.0247 0.1012 0.0673 0.1128 0.1068 0.1237 0.0121 -0.0233 0.1034 0.1028
-0.1320 -0.3778 -0.0475 -0.4074 -0.1820 -0.5780 -0.1401 -0.4014 -0.1197 -0.1931 -0.0872 -0.5776 -0.5786 -0.2151 -0.2303
0.0664 0.1016 0.5648 0.1100 0.0870 0.2321 0.0967 0.2122 0.0970 0.4093 0.1079 0.2114 0.2681 0.1225 0.1398
0.4870 0.9790 0.0700 0.9670 0.6200 0.8440 0.3620 0.5530 0.2740 0.1070 0.1530 0.7090 0.4530 0.4370 0.3890
-0.0021 0.0144 0.0008 0.0149 0.0015 0.0206 0.0013 0.0129 0.0016 0.0058 0.0018 0.0635 0.0985 0.0021 0.0019
0.0030 0.0073 0.0274 0.0078 0.0048 0.0122 0.0047 0.0107 0.0050 0.0196 0.0061 0.0386 0.0618 0.0062 0.0069
0.1310 0.6530 0.0590 0.5560 0.1110 0.5040 0.1000 0.2490 0.1100 0.0760 0.0820 0.2030 0.0510 0.0950 0.0850
hansenp 1.0000 1.0000 1.0000 1.0000 0.9998 1.0000 0.4778 0.4690 1.0000 1.0000 1.0000 1.0000
Notes:
a. We run 1000 iterations in the Monte Carlo experiment.
b. We report the average point estimates for the coefficients (mean), the average estimated standard deviation (sd) and the power of the t-test (sig) for the significance
of the coefficients.
c. Details on the abbreviations for the estimators are in section 3.2.1.
c. φˆg −ω is the measure of the cyclical response of discretionary policies according to equation 3.4.14
d. ImpliedφCAPBg is the gap coefficient in the CAPB model computed using the estimates of the PB model according to equation 3.4.20
e. hansenp is the average p-value for the Hansen overidentifying restriction test (robust but weakened by many instruments; see Roodman [2009b].)
f. The last rows of the table reports the estimated of the output gap in the CAPB model with the same setting of the parameters.
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3.5 Empirical estimation of the CAPB model
After such an extensive Monte Carlo experiment, we have plenty of
useful indications about the performance of alternative dynamic panel
data estimators and, in the light of the previous findings, it is worth es-
timating the model of interest on real data in order to compare the per-
formance of the estimators in a real context with their behaviour in a
controlled experiment.
We estimate the CAPB model on the dataset used in Golinelli and
Momigliano [2009] and we adopt the alternative specifications of the
GMM estimator already employed in our simulations.
The sample includes data for 11 Countries of the European Monetary
Union over the period 1994-2008. Data for the cyclically adjusted pri-
mary balance and the output gap are taken from the OECD Economic
Outlook [n. 83, June 2008]; data for the stock of public debt derive from
the European Commission AMECO database [June 2008]35.
We choose the specification of the CAPB model as in Table (4) of Go-
linelli andMomigliano [2009] where, in addition to the lagged dependent
variable, debt and gap, we include two additional explanatory variables
that are by now standard in empirical analysis of fiscal rules: an elec-
tion variable (Elect)36, that is a dummy variable equal to 1 in years in
which regular elections take place (0 otherwise), and a Maastricht vari-
able (Maas), capturing the role of EU rules, that is different from 0 when
the deficit is above the 3 per cent target threshold37.
The model we estimate on real data is therefore:
∆CAPBit =φcCAPBi,t−1 + φdDEBTi,t−1 + φgGAPi,t−1
+ βMaasi,t−1 + δElectit + µi + τt + εit (3.5.21)
where µi are fixed effects, τt are time effects and εit is the idiosyncratic
35Details on the definitions of the variables and on the sources of data are in the Ap-
pendix of Golinelli and Momigliano [2009].
36Data are from the International Institute for Democracy and Electoral Assistance
(IDEA).
37The Appendix of Golinelli and Momigliano [2009] provides technical details on the
construction of the Maastricht variable.
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term.
We estimate the model in equation (3.5.21) by GMM, according to
the various specifications presented above, and by OLS, as they are still
commonly considered when fiscal rules are to be estimated38.
All the estimates include time dummies. In line with Golinelli and
Momigliano [2009] and with the previous Monte Carlo experiments, we
take the lagged dependent variable, the output gap and the Maastricht
variable as endogenous: these three variables are therefore instrumented
by their own lags in levels in the equation in first-differences and by their
lagged first difference in the equation in levels.
With respect to the debt, we adopt two alternative strategies: first,
following Golinelli and Momigliano [2006], we consider the debt as an
exogenous regressor39; second, in line with what done in the simula-
tions, we consider also the debt as endogenous and we instrument it
with GMM-style instruments40.
We keep the same abbreviations as in Section 3.2.1 for the alternative
estimators in the tables: the only difference here is that, when we limit
the instrument matrix, we consider both the case in which only one lag
is kept (l1 and lc1 stand for the limited and collapsed matrix)41 and the
38Our main interest is in GMM estimation of fiscal response functions with alternative
specification of the GMM estimator. We therefore omit here the FE estimates, as they are
supplanted by the Arellano-Bond estimator in empirical analysis, and Anderson-Hsiao es-
timates, as they have proved to be greatly biased also in a controlled experiment. These
additional results are available upon request.
39In this perspective, the potential endogeneity of the debt in an economic sense does
not translate into an endogeneity in a pure statistical sense, as it does instead in the case of
the lagged dependent variable; therefore the debt does not necessarily need to be instru-
mented. This strategy is in line with the common habit of using GMM-style instruments
only for the lagged dependent variable when other potential endogenous regressors are
not endogenous in a statistical sense. See, e.g., Arellano and Bond [1991].
40In our simulations, the debt was endogenous by construction, as generated sequen-
tially in such a way that it incorporated fiscal policy shocks, economic cycle shocks and
individual effects, and it necessarily needed to be instrumented. In a real world, we are
inclined to believe the debt to be truly correlated with fiscal policy shocks and to the eco-
nomic cycle, and therefore necessarily correlated with the error term. We thus prefer to
consider it endogenous.
41This choice depends on comparison reasons since Golinelli and Momigliano [2009] use
only the first valid lag for endogenous regressors.
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case, as above, in which we keep two lags of each endogenous variable
(l2 and lc2 for the limited and collapsed matrix).
All the estimates are made robust to the potential heteroskedasticity
of the residuals; GMM estimates are always one-step.
In each table, we report the estimate of the coefficient, the standard
error and the t-statistic42.
We want first to reproduce the results in column (4) of Table (4) in
Golinelli and Momigliano [2009], then we estimate the model by all the
alternative estimators. In the original paper, the estimates are not made
robust to heteroskedasticity; they are obtained by one-step SYS GMM
and use only the first available lag for the endogenous regressors43; as
hinted above, the authors consider the debt exogenous.
Aiming at exactly reproducing the original results, we should intro-
duce at this stage a pure technical but not irrelevant issue: the updating
and the correction of bugs of the commands in the most widely-used
econometric softwares. In our estimates, we use the command xtabond2
for GMM estimation44 in the latest available version for Stata10. The au-
thors obtained their estimates in Stata9 with the version of the xtabond2
command available at the time the paper was published.
In Table (3.12), in the first column we replicate the original estimate
not robust to heteroskedasticity; in the second column we make it robust
using the version of xtabond2 exploited by the authors; in the third and
the fourth columns we replicate the estimates of the first and the second
ones by using the latest version of xtabond2.
In Table (3.12), obviously we do not find any difference in the point
estimates of the coefficients, while we have discrepancies in the esti-
mated standard errors only when the estimates are not made robust to
heteroskedasticity of the errors. Luckily, the two versions of the com-
mand still estimate very similar standard errors so that the inference on
the parameters does not change. It is instead worth noticing that the
42When the sample is large, in a two-sided test, the critical values are 1.96 and 1.65 re-
spectively for a significance level of 5% and 10%.
43The original estimate is the BBl1 in our notation.
44This is the most used command for GMM estimation of dynamic panel data in Stata.
Details about the syntax are in Roodman [2009a].
129
inference can be affected by whether or not we account for potential het-
eroskedaticity: in the case of the lagged dependent variable, e.g, we find
a coefficient significant at a 10% significance level when estimates are
not robust, not significant when they are robust. The main didactic aim
of Table (3.12) is to warn that original results can sometimes be exactly re-
produced only by going back to the versions of the commands available
at the time the estimates were published.
We can now move to the whole set of estimation results on real data.
In Table (3.13) we report the results for the model in equation (3.5.21)
when the debt is assumed to be exogenous.
It is evident, when we analyze the estimates for φg, that there is a
noticeable heterogeneity in the estimated coefficient of the output gap:
there is not any agreement among the estimators on the sign of the co-
efficient and the response to the gap is never found to be statistically
significant. The estimates are particularly imprecise and unreliable, as
characterized by a very large standard error, mainly when some tech-
niques are adopted in order to reduce the number of instruments. In line
with the findings in our Monte Carlo simulations, the SYS GMM estima-
tors tend to give more counter-cyclical coefficients than the DIFF GMM
estimators and estimates with a smaller variance. This is particularly evi-
dent for the LIM COL estimates. When we look at the t-statistic, we have
that all the estimators point to the a-cyclicality of the discretionary fiscal
policies.
With respect to the coefficient of the lagged dependent variable, we
find a general picture similar to that from the simulations: the DIFF es-
timators systematically tend to give larger coefficients than the SYS esti-
mators and larger standard errors. What is particularly interesting here
is that there is a strong tendency of the estimates to become less negative
or even positive when we adopt LIM, COL or LIMCOL estimators. The
smaller the transformed instrument set, the less negative the coefficient.
This gets along with a propensity to go towards a non significance of
the coefficient as more as we reduce the number of instruments: for the
UNTR estimator we find an estimate of φc around -0.2 and the coefficient
comes out to be strongly statistically significant; for the LIM2 GMM the
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estimates remain very close to the untransformed ones and strongly sig-
nificant, both in the case of the SYS and DIFF GMM estimation; LIM1
GMM gives smaller estimated coefficients that also become not signifi-
cant. The SYS COLL estimator returns not significant estimates. Things
are worsened when the LIMCOL estimator is used: we have the extreme
case for LIM1COL estimates, as in this case we get estimates of the coeffi-
cient with a positive sign45, though not significant. Mindful of the results
in the Monte Carlo experiment, we are inclined to believe that the “true”
value of φg is in a neighborhood of −0.15/− 0.2, close to the value esti-
mated by the untransformed system-GMM estimator. As we know that
the CAPB is by its nature a dynamic and very persistent process, we
expect a significant φc coefficient, and we are suspicious whenever the
coefficient is detected as not significant.
The practical indication we draw from the analysis of the estimates is
that a sensible reduction in the instrument count comes along with a too
severe loss of information that results in an impossibility to obtain reli-
able estimates of the fiscal response function. The instrument reduction
techniques proposed by Roodman [2009b] reveal themselves as poten-
tially very dangerous in the current context where the lack of information
in the data is a crucial issue: the assumptions wemake on the coefficients
of the instrument matrix in order to limit or collapse it seem to be too re-
strictive in this framework. On the other hand, it is worth noticing that,
when we adopt a purely statistical technique (such as PCA) to reduce the
number of instruments, we have a smaller reduction in the instrument
count but we safeguard the significance of the coefficients and we get
estimates in line with those obtained on the untransformed instrument
set.
A significant feature is that the Hansen test gives systematically a
p-value of 1 even when the instrument count is drastically reduced: in
the light of the previous simulations we can argue that we should not
worry too much about this value, as an excessive number of instruments
45It is worth reminding here that an estimate of φc with a positive sign would imply an
autoregressive coefficient for the CAPB, given by φc + 1, that is above 1: we would deal
with the unrealistic scenario of an explosive primary balance series.
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is probably less dangerous than the loss of information deriving from a
reduction in the instrument count.
With respect to the debt coefficient, it is detected as significant only
when estimated by DIFF GMM; this comes along with a larger absolute
value of the coefficient when compared to the SYS GMM estimator.
The two additional regressors appear to have a relevant explanatory
power as their coefficients are very large and are generally found to be
strongly significant: in particular, the Maastricht variable is found to
have a systematically significant effect that is estimated around -0.5/-0.7
by the safest GMM specifications; the regular elections appear to play
a relevant role, suggesting a systematic fiscal loosening in the election
years46.
We have here a confirmation of the fact that we can not omit the elec-
tions and the EU rules in a fiscal response function and we have a clue
on the fact that additional variables not included in the standard CAPB
model, such as institutional factors or budgetary rules, could play a rel-
evant role in explaining the discretionary response of fiscal policies and
that their omission could potentially affect the inference on the coeffi-
cients of the variables included.
We could argue that, in the EMU context, the discretionary action of
the policy maker is drivenmore by the provisions of the Stability Growth
Pact rather than by the output gap and the actual stock of debt.
In Table (3.14) we report the estimate for the CAPBmodel in the case
where also the debt is treated as an endogenous regressor. What imme-
diately emerges is that things do not change much with respect to the
previous case. Our main parameter of interest, φg, is again constantly
not significant in all the cases except for ABl1c47.
Also as far as φc is concerned, the estimates mirror those in Table
(3.13), with a considerable tendency to be statistically significant and
46The coefficient looses in significance only when the instrument count is too drastically
reduced.
47The statistical significance in this case comes along with an implausibly high estimated
coefficient. The most likely explanation is again the bias due to a too drastic reduction in
the number of instrument together with the well-known tendency of the DIFF estimator to
overestimate the coefficients.
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around -0.20 when the safest specifications of the SYS estimator are used,
and to become implausibly positive and not significant when we reduce
at the minimum level the columns of the instrument matrix. Again, we
are inclined to believe the true parameter is not far from -0.20.
With respect to φd, we find a significant coefficient when we use a
DIFF GMM approach and also when the instrument set is factorized or
contemporaneously limited and collapsed. In contrast with what hap-
pens for the other endogenous regressors, whose significance is affected
by a reduction in the instrument count, the coefficient of debt gets more
significant as we reduce the number of instruments.
Overall, there is not a clear indication on the role of the initial state
of finances, as captured by the debt, in determining discretionary fis-
cal actions: the estimates are not robust to the alternative choices about
the instrument matrix. The interpretation of the results for φd becomes
even more controversial if we recall the findings of the Monte Carlo sim-
ulations: also in a controlled experiment, in fact, we found that the al-
ternative estimators failed to detect a significant effect of the debt in an
enormously large number of iterations. We therefore argue that it is in-
credibly difficult to assess the role of the stock of public debt in a fiscal
response function as the one specified in our model.
Even in this second case, the two explanatory variables are found to
be very important in explaining the discretionary fiscal action and this
evidence is robust to the estimator used.
The indication we draw from these results on real data is that, in this
context, it is even possible that neither the gap nor the debt should be
necessarily included among the explanatory variables while, on the other
hand, there are potentially crucial additional factors that can not be ex-
cluded a priori. It is likely that we should worrymore about the potential
omission of relevant variables rather than on the risks deriving from in-
strument proliferation in GMM estimation of fiscal response functions.
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Table 3.12: CAPB model on real data: reproduction of Golinelli and
Momigliano [2009]
Dependent variable: ∆CAPB
Variable BBl1 orig. BBl1 orig. rob. BBl1 not rob. BB1l1 rob.
L.GAP coeff
sd
t
L.CAPB coeff
sd
t
L.DEBT coeff
sd
t
L.Maas coeff
sd
t
Elect coeff
sd
t
0.069 0.069 0.069 0.069
0.07 0.048 0.072 0.048
1 1.44 0.96 1.44
-0.123 -0.123 -0.123 -0.123
0.073 0.104 0.076 0.104
-1.67 -1.18 -1.62 -1.18
0.004 0.004 0.004 0.004
0.005 0.008 0.005 0.008
0.76 0.46 0.74 0.46
-0.74 -0.74 -0.74 -0.74
0.176 0.212 0.182 0.212
-4.21 -3.49 -4.07 -3.49
-0.466 -0.466 -0.466 -0.466
0.178 0.188 0.184 0.188
-2.61 -2.47 -2.52 -2.47
Obs. (N × T) 165 165 165 165
T 15 15 15 15
Instruments 124 124 124 124
hansenp 1 1
Autocorrelation 0.044 0.038 0.051 0.038
Notes:
a. Data are for 11 EMU Countries over the period 1994-2008. The dataset
is the same used by Golinelli and Momigliano [2009].
b. We report the point estimates for the coefficients (coeff), the estimated
standard deviation (sd) and the t-statistic (sig) for the significance of the co-
efficients.
c. Details on the abbreviations for the estimators are in section 3.2.1.
d. In the first column we reproduce the original estimates of the authors; in
column 2 we make standard errors robust; in column 3 and 4 we replicate the
estimates in column 1 and 2 with the most recent version of the estimation
commands in Stata10.
e. Instruments is the number of instruments used in the estimates.
f. hansenp is the p-value for the Hansen overidentifying restriction test (ro-
bust but weakened by many instruments; see Roodman [2009b].)
g. Autocorrelation reports the p-value of the residuals’ second-order auto-
correlation test.
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Table 3.13: CAPB model on real data with exogenous debt
Dependent variable: ∆CAPB
Variable OLS ABa BBa ABl1 BBl1 ABl2 BBl2 ABc BBc ABl1c BBl1c ABl2c BBl2c ABpcaa ABpcav BBpcaa BBpcav
L.GAP coeff
sd
t
L.CAPB coeff
sd
t
L.DEBT coeff
sd
t
L.Maas coeff
sd
t
Elect coeff
sd
t
-0.008 -0.050 0.021 0.004 0.069 -0.055 0.016 -0.066 -0.008 0.025 0.258 -0.049 0.173 -0.049 -0.139 0.009 -0.021
0.062 0.065 0.037 0.135 0.048 0.078 0.047 0.073 0.072 0.27 0.229 0.173 0.191 0.069 0.13 0.045 0.047
-0.13 -0.77 0.57 0.03 1.44 -0.7 0.34 -0.9 -0.11 0.09 1.13 -0.29 0.9 -0.7 -1.07 0.19 -0.45
-0.156 -0.285 -0.198 -0.208 -0.123 -0.310 -0.211 -0.301 -0.126 0.177 0.325 -0.041 0.177 -0.325 -0.406 -0.239 -0.262
0.062 0.060 0.053 0.2 0.104 0.101 0.075 0.094 0.105 0.286 0.219 0.183 0.177 0.079 0.123 0.066 0.066
-2.53 -4.74 -3.76 -1.04 -1.18 -3.07 -2.82 -3.21 -1.2 0.62 1.48 -0.23 1 -4.11 -3.3 -3.64 -3.96
0.005 0.016 0.008 0.027 0.004 0.026 0.008 0.023 0.004 0.049 -0.016 0.038 -0.009 0.022 0.056 0.010 0.011
0.004 0.005 0.005 0.012 0.008 0.01 0.006 0.01 0.007 0.019 0.013 0.013 0.01 0.006 0.019 0.006 0.006
1.1 3.10 1.41 2.25 0.46 2.65 1.33 2.36 0.59 2.53 -1.22 2.93 -0.92 3.54 3 1.72 1.84
-0.555 -0.450 -0.578 -0.782 -0.740 -0.547 -0.620 -0.471 -0.735 -1.261 -1.366 -0.927 -1.095 -0.463 -0.518 -0.537 -0.508
0.147 0.145 0.133 0.175 0.212 0.123 0.169 0.142 0.206 0.353 0.357 0.196 0.27 0.125 0.181 0.145 0.164
-3.77 -4.09 -4.33 -4.47 -3.49 -4.45 -3.66 -3.32 -3.57 -3.57 -3.83 -4.73 -4.06 -3.7 -2.85 -3.71 -3.1
-0.426 -0.513 -0.468 -0.411 -0.466 -0.400 -0.460 -0.476 -0.398 -0.293 -0.390 -0.323 -0.379 -0.484 -0.430 -0.373 -0.433
0.177 0.168 0.156 0.213 0.188 0.184 0.166 0.181 0.182 0.225 0.225 0.217 0.213 0.166 0.2 0.178 0.198
-2.4 -3.09 -3 -1.92 -2.47 -2.17 -2.77 -2.62 -2.19 -1.3 -1.73 -1.49 -1.78 -2.91 -2.15 -2.09 -2.19
Obs. (N × T) 165 154 165 154 165 154 165 154 165 154 165 154 165 154 154 165 165
T 15 14 15 14 15 14 15 14 15 14 15 14 15 14 14 15 15
Instruments 154 226 68 124 118 174 96 101 20 25 24 29 130 94 185 135
hansenp 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
Autocorrelation 0.037 0.039 0.030 0.038 0.034 0.037 0.037 0.042 0.065 0.085 0.045 0.069 0.035 0.031 0.037 0.030
Notes:
a. Data are for 11 EMU Countries over the period 1994-2008. The dataset is the same used by Golinelli and Momigliano [2009].
b. We report the point estimates for the coefficients (coeff), the estimated standard deviation (sd) and the t-statistic (sig) for the significance of the coefficients.
c. Details on the abbreviations for the estimators are in section 3.2.1.
d. Instruments is the number of instruments used in the estimates.
e. hansenp is the p-value for the Hansen overidentifying restriction test (robust but weakened by many instruments; see Roodman [2009b].)
f. Autocorrelation reports the p-value of the residuals’ second-order autocorrelation test.
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Table 3.14: CAPB model on real data with endogenous debt
Dependent variable: ∆CAPB
Variable OLS ABa BBa ABl1 BBl1 ABl2 BBl2 ABc BBc ABl1c BBl1c ABl2c BBl2c ABpcaa ABpcav BBpcaa BBpcav
L.GAP coeff
sd
t
L.CAPB coeff
sd
t
L.DEBT coeff
sd
t
L.Maas coeff
sd
t
Elect coeff
sd
t
-0.008 -0.034 -0.007 -0.001 0.036 -0.044 -0.001 -0.042 -0.004 0.493 0.063 0.187 0.063 -0.107 -0.151 0.010 -0.034
0.062 0.059 0.045 0.101 0.046 0.067 0.041 0.064 0.066 0.241 0.093 0.132 0.096 0.097 0.13 0.053 0.043
-0.13 -0.57 -0.15 -0.01 0.78 -0.65 -0.03 -0.66 -0.06 2.05 0.68 1.42 0.65 -1.1 -1.16 0.19 -0.79
-0.156 -0.267 -0.236 -0.287 -0.216 -0.311 -0.255 -0.276 -0.192 0.453 0.086 0.099 -0.012 -0.317 -0.417 -0.209 -0.275
0.062 0.058 0.062 0.152 0.099 0.083 0.075 0.082 0.101 0.224 0.237 0.162 0.217 0.103 0.138 0.077 0.069
-2.53 -4.6 -3.79 -1.89 -2.19 -3.73 -3.4 -3.38 -1.9 2.02 0.36 0.61 -0.05 -3.08 -3.02 -2.7 -4.01
0.005 0.014 0.006 0.007 0.002 0.016 0.006 0.019 -0.004 -0.070 -0.044 -0.033 -0.047 0.020 0.053 0.008 0.016
0.004 0.005 0.005 0.014 0.006 0.005 0.006 0.01 0.014 0.05 0.022 0.019 0.021 0.007 0.02 0.006 0.006
1.1 2.68 1.11 0.46 0.37 3.01 1.14 1.9 -0.27 -1.39 -2.03 -1.72 -2.2 2.88 2.65 1.36 2.7
-0.555 -0.523 -0.524 -0.711 -0.612 -0.532 -0.539 -0.510 -0.607 -1.411 -1.119 -0.891 -0.841 -0.387 -0.497 -0.505 -0.526
0.147 0.117 0.137 0.166 0.164 0.117 0.149 0.131 0.168 0.357 0.393 0.221 0.293 0.125 0.143 0.134 0.145
-3.77 -4.49 -3.82 -4.29 -3.73 -4.54 -3.62 -3.88 -3.62 -3.96 -2.84 -4.02 -2.87 -3.09 -3.49 -3.77 -3.62
-0.426 -0.496 -0.466 -0.497 -0.475 -0.466 -0.442 -0.413 -0.398 -0.451 -0.412 -0.425 -0.441 -0.455 -0.436 -0.422 -0.422
0.177 0.161 0.155 0.185 0.186 0.157 0.157 0.201 0.199 0.266 0.222 0.226 0.215 0.188 0.194 0.191 0.186
-2.4 -3.08 -3.01 -2.7 -2.56 -2.98 -2.81 -2.05 -2 -1.7 -1.85 -1.88 -2.05 -2.42 -2.25 -2.21 -2.27
Obs. (N × T) 165 154 165 154 165 154 165 154 165 154 165 154 165 154 154 165 165
T 15 14 15 14 15 14 15 14 15 14 15 14 15 14 14 15 15
Instruments 154 239 81 151 144 214 109 115 20 26 25 31 105 100 158 151
hansenp 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
Autocorrelation 0.037 0.038 0.031 0.035 0.034 0.036 0.036 0.040 0.102 0.052 0.059 0.048 0.037 0.028 0.038 0.030
Notes:
a. Data are for 11 EMU Countries over the period 1994-2008. The dataset is the same used by Golinelli and Momigliano [2009].
b. We report the point estimates for the coefficients (coeff), the estimated standard deviation (sd) and the t-statistic (sig) for the significance of the coefficients.
c. Details on the abbreviations for the estimators are in section 3.2.1.
d. Instruments is the number of instruments used in the estimates.
e. hansenp is the p-value for the Hansen overidentifying restriction test (robust but weakened by many instruments; see Roodman [2009b].)
f. Autocorrelation reports the p-value of the residuals’ second-order autocorrelation test.
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3.6 Conclusions
This chapter compares alternative dynamic panel data estimators for
the estimation of fiscal response functions. To this end, we run extensive
Monte Carlo simulations where we allowed various parameters in the
fiscal rule to change.
First, we estimated the CAPB model by different estimators, always
accounting for the dynamic structure of the model, for endogeneity of
the regressors, and for the risk of instrument proliferation in GMM es-
timation. We found significant heterogeneity in the estimates in all the
scenarios and we showed that the system GMM estimator is the safest in
this context as it gives the least biased estimates and the lowest variance.
We came out with a strong propensity to the use of the system GMM
estimator either on the untransformed instrument matrix or on the ma-
trix where the lag depth of the instruments is reduced not too far ahead.
We also warned about the risk of getting very biased and mislead-
ing estimates if we worry too much about the instrument count and
adopt strategies to drastically reduce the number of instruments. In case
of multiple endogenous regressors, we could lower significantly the p-
value of the Hansen test only by paying the risk of obtaining unreliable
estimates. We found that the safest instrument reduction strategy is the
purely data-driven one, namely the factorization of the instrument set.
A natural consequence of our Monte Carlo experiment is the recom-
mendation to be cautious in the interpretation of the estimated coeffi-
cients in a fiscal rule: despite the fact that we were in a controlled exper-
iment, too many times the coefficients were detected as not significant
when they actually were; on the other hand, there was also a tendency to
label a coefficient as significant when it actually was not.
Second, we estimated the PB model on simulated data and we cast
new light on the risks of assessing the discretionary response of fiscal
actions to the cycle by simply subtracting the effect of automatic stabiliz-
ers from the estimated coefficient of the output gap in the PB model. In
fact, when the dynamics of the gap and of the CAPB are close each other
and the discretionary policies are set to be countercyclical, this strategy
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points systematically to a pro-cyclicality of the policies. We suggested an
alternative way to estimate the discretionary response starting from the
coefficients of the PB model and we found that it is generally safer than
the commonly adopted one. However, we concluded that the best strat-
egy in order to assess the response of discretionary policies to the cycle
remains the direct estimation of the CAPB model.
Third, we estimated the CAPB model on the dataset of Golinelli and
Momigliano [2009] for the EMU Countries. We confirmed that the es-
timates obtained by SYS GMM estimation are the most reliable; a too
drastic reduction in the instrument count through a huge limitation of
the lag depth and the collapsing of the instrument set seemed harmful
for the estimates as it led to a pretty implausible not significance of the
coefficient of the lagged dependent variable. We found that the detected
a-cyclicality of discretionary fiscal policies in this sample is robust to all
the specifications of the estimators. Across all the estimators, we system-
atically found a relevant importance of the SGP rules and of the regular
elections in explaining discretionary fiscal actions andwe argued that we
should care more about potentially relevant institutional factors that can
not be omitted a priori.
3.6.1 A look ahead
There are many potential extensions of the present work both with
respect to simulation experiments and to the estimation of fiscal rules on
real data.
We should aim at adding new and useful information to the data as
more information, and hence more variability, is always beneficial to the
estimates.
We can add information in several ways.
On one hand, we can add more Countries or more time periods, thus
enlarging the panel either in one or in both directions. By augmenting
the number of Countries, we necessarily bring more heterogeneity in the
sample and we need to account for it. So far, we have assumed the poola-
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bility of the parameters48. It is pretty reasonable to assume poolability in
the EMU context where the Maastricht Treaty constraints aim at impos-
ing the same restrictions to all Countries in terms of fiscal policies. How-
ever, the assumption could be problematic if we enlarged the sample and
considered, e.g, the whole European Union or the OECD Countries.
In any case, it would be very worthy to spend some effort to study
the poolability in the context of fiscal response functions.
By adding more time periods to the analysis, we certainly have more
information about the long run dynamics of the fiscal variables but, at
the same time, we would be in a scenario in which with longer time se-
ries it could be reasonable and safer to estimate fiscal reaction functions
separately for each Country. In addition, with more time periods in the
sample, we incur a severe risk of having structural breaks in the series49.
In the context of the EMU, a structural break has been identified in the
Maastricht agreement and the Stability Growth Pact and several empir-
ical works have aimed at checking whether the Treaty has affected the
cyclical response of fiscal policies by estimating the fiscal rule before and
after the Maastricht Treaty50. If we were able to add information through
an increase in the number of periods, on one handwewould have the op-
portunity to test for structural breaks and to assess their impact on fiscal
responses, on the other handwe couldmove toward a time series context
and estimate the reaction function for individual time series.
Another way to add information is to include more variables in the
estimation. The estimates on the real data seem to give a very clear indi-
cation: ’Not only the gap!’. When fiscal response functions are estimated,
most interest is devoted to the coefficient of the output gap, as it gives in-
dications about the cyclical response of discretionary policy: however, as
seen also in our empirical analysis, the gap coefficient is often identi-
fied as not significant, so that the estimates point to the a-cyclicality of
the policies. We could argue, in the light of what seen above, that the
48We implicitly assume that all the Countries follow the same fiscal response functions
or at least very similar ones.
49Structural breaks could alter the response of discretionary policies to the cycle.
50See, among others, Galı` and Perotti [2003] and Wyplosz [2006].
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standard CAPB model, where no additional regressors are added to the
the lagged dependent variable, the debt and the gap, is likely to be too
simplified and to lack some explanatory power. The inclusion of addi-
tional variables, capturing institutional and legislative factors, has been
shown to be very beneficial in this context. In continuity with the work
of Debrun et al. [2008]51, it would be worthy to look for additional poten-
tially relevant determinants of fiscal action and to try to identify a core
of factors that can not be omitted a priori from the fiscal rule. It would
be interesting then to check how the inclusion of additional regressors
affects the estimates of the coefficients of the traditional fiscal variables.
It could also be attractive, though certainly not easy, to improve fur-
ther the simulation model in order to make it even more realistic: for
example, we could account for monetary variables that contribute to the
determination of interest rates and inflation rates or model the fiscal pol-
icy shocks so that there are transmissionmechanisms between Countries.
We should be very cautious however as, by adding more random vari-
ables in the simulation model, we also introduce more noise that could
partially hide the information conveyed by the data.
51The authors build a Fiscal Rule Index that aims at capturing institutional, political,
geographical, fiscal factors that could play a role in determining fiscal rules.
140
Conclusions
After having run through the main literature on DPD model estima-
tion, we illustrated in details the GMM approach to DPD estimation and
warned that, though very appealing, it is not free of faults. Instrument
proliferation, among other econometric issues, can be particularly dan-
gerous in this context.
We introduced the extraction of principal components from the in-
strument matrix as an effective strategy to reduce the instrument count
in DPD GMM. In Monte Carlo experiments on the panel AR(1) and on a
multivariate panel models, we found that the collapsing and the factor-
ization of the instrument matrix give similar estimates. We argued that it
is difficult to detect instrument proliferation dangers in such a simplified
framework. The Hansen test p-value came out not to be a safe criterion to
assess a risk of instrument proliferation, though it was pretty indicative
in most cases. Different violations of the Blundell-Bond assumption on
the initial conditions were found to strongly affect the estimation results
and to give very biased estimates when the instrument count is reduced
someway.
Any instrument reduction strategy should not be adopted a priori, as
every technique may have drawbacks if some assumptions do not hold.
We found that the system estimator is the best-performing in GMM
estimation of fiscal response functions. The high instrument count did
not come out to be particularly problematic in this context, so that the
GMM estimator on the full instrument set is a safe choice. The estimates
on the factorized instrument set were generally found less biased and
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less volatile than those obtained on the collapsed instruments. The re-
duction of the lag depth to only the first available lag gave very biased
estimates. The collapsed estimator also proved to be particularly biased
in this framework, despite it was generally the best in the AR(1) model
estimation.
We estimated the CAPB and the PB model on simulated panels and
made the algebraic links between the parameters in the two models ex-
plicit. We also suggested an effective strategy to estimate the discre-
tionary fiscal response from the coefficients of the PB model.
In the empirical test on a dataset for EMU Countries, we found that
the detected a-cyclicality of discretionary policies is robust to all the spec-
ifications of the GMM estimator.
Overall, we suggested the researcher on always reporting the esti-
mates obtained with alternative settings of the GMM estimators and on
running as many robustness checks as possible. The estimates obtained
on reduced set of instruments should always be compared with those
obtained on the full set.
Which is the best estimator in DPD strongly depends on the model
we are considering, on potential endogeneity of the regressors, on the
collinearities among the explanatory variables and on whether crucial
assumptions for the GMM estimator holds or not.
Cautiousness is always the best strategy.
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