Generalized p-values and the multivariate Behrens-Fisher problem  by Gamage, Jinadasa K.
Generalized p-Values and the Multivariate Behrens-Fisher Problem 
Jinadasa K. Gamage 
4520 Department of Mathematics 
Illinois State University 
Normal, Illinois 61790-4520 
Submitted by Richard A. Bmaldi 
ABSTRACT 
Tsui and Weerahandi (1989) defined generalized p-values for testing statistical 
hypothesis in the presence of nuisance parameters and applied to obtain an exact 
solution to the univariate Behrens-Fisher problem. Johnson and Weerahandi (1988) 
provided a Bayesian solution to the multivariate Behrens-Fisher problem. With the 
help of the Cauchy-Schwarz inequality we provide an upper bound for the generalized 
p-value for the multivariate case. Also we extend the result of Tsui and Weerahandi to 
present a second upper bound. 0 Ekevier Science Inc., 1997 
1. INTRODUCTION 
Consider comparing means of two normal populations based on samples 
drawn from them when the population variances are not equal. Let 
Xi, X,, . . . , X,, and Y,, Ys, . . . , Y,,, be samples from N( pi, o,“) and 
N( I_L~, u,“). We want to test H, : p1 = p2. When gis # a: no exact test for 
H, exist. 
This is the well-known Behrens-Fisher problem. This type of difficulty 
arises often when nuisance parameters are present in the testing problem. 
One way to overcome this difficulty is to extend the idea of the test variable. 
The paper is arranged as follows. First we give the definitions of general- 
ized test variable and generalized p-value. Next, in order for the paper to be 
self-contained, we state the results of Tsui and Weerahandi for the univariate 
problem. Finally our solution for multivariate case is presented. 
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2. DEFINITIONS AND NOTATIONS 
Let X be a potential sample and x be the observed value of X; let 8 be 
the parameters of interest and v be the nuisance parameters. Note that 8 
and 77 may be vectors, meaning there may be more than one parameter of 
interest and more than one nuisance parameter. 
DEFINITION [Generalized test variable (Tsui and Weerahandi, 1989)]. 
Consider testing H, : 8 < 8, against If, : 8 > 13,. Define the test variable 
T(X, x, 5) as a function of the sample, the observed values of the sample, 
and the parameters 5 = (6,~). 
The following properties are imposed on T(X, x, 5): 
(1) For futed r, 7, and 8, the distribution of T(X, r, 5) is independent 
of the nuisance parameter q. 
(2) For fued x and 77, P(T(X, r, 5) > t 1 fl> is a nondecreasing function 
of 8. 
DEFINITION [Generalized extreme region (Tsui and Weekahandi, 1989)]. 
The set of possible samples X that are more extreme than or as extreme as 
the observed sample x in the sense of the test variable is called the 
generalized extreme region C,. More precisely, C, = {X 1 T(X, x, 6) 2 
Tk x, 5)). 
The generalized p-value is defined to be p, = P(C, 1 0,). 
For the univariate Behrens-Fisher problem the generalized test variable is 
defined to be [5] 
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are the summary statistics, and sf, si are the observed values of SF and Si 
respectively. Note that T(x, y, x, y, pr, /.L~) = !i! - g, where Z and ij are the 
observed values of x and r respectively and the distribution of T is same as 
the distribution of 
z 
i 
(nl - 1)s; (n2 - 1)s; 1’2 + 
n1U1 n2u2 1 ’ (1) 
where U, m x2(n, - 1) and U, N ,y2(n2 - 1) 2 N N(O,l), and 2 is inde- 
pendent of U, and U,. Let V = U, + U,. Then (1) can be written as 
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Note that the distribution of the expression (2) is the same as that of 
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where T N t(n, + n2 - 2) B N Beta((n, - 1)/2, (n, - 1)/2), B and T are 
independent, k, = (n, - l)s,2/(n, + n2 - 2)n,, and k2 = (n, - lhi/(nl 
+ ni - 2)n,. 
Now the generalized p-value is calculated as follows: 
P r,y=P(T(X,Y,x,y,~L1,~2) ax-J) 
l/2 
ax-y 
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where q(t) is the cumulative distribution function of t(n, + n, - 2) distri- 
bution and E,(Q(B)) stands for the expected value of the function G(B) of 
the beta random variable B. 
3. MULTIVARIATE BEHRENS-FISHER PROBLEM 
Let the p-vectors Xi, X s, . . . , X,, and Y,, Yz, . . . ,Y,,, be independent 
(potential) random samples from X and Y, respectively, where X N A@,, C,) 
andY- N&,, Z,). The problem is to compare the mean vectors pi and pz 
when C, z &, where 2, and 2, are the covariance matrices of the two 
normal distributions. When they are equal (say C, = C, = Z), then 
Hotelling’s T2 statistic is used for testing the hypothesis H, : p1 = p2. 
Define 
s, = Ai ,$ (Xi - g)(Xi - X>‘, and n1 I-1 
s, = + ,g (Yi - Y)(Y, - Y)‘. 
n2 t=l 
Then X N N(p,,(l/n,)I;,), fi ff N(tk2,(l/n2)Z2), (n, - l)S, N W(n, - 
1, xi), and (n, - l)S, N W(n, - 1, C2), and these are mutually indepen- 
dent, where W(n, Z) denotes the Wishart distribution with n degrees of 
freedom and corresponding covariance matrix Z. 
If Zi = Z, = 2, then X - Y N N(P~ - p2,(l/n, + l/n,)% and (n, 
+ n2 - 2)s = (n, - l)S, + (n - l)S, W(n, + n2 - 2, ZZ). Thus the test 
statistic is T2 = (x - @‘[(l/n, + l/n2)S]-‘(X - Y). 
Now we consider the case where the covariance matrices are not the 
same. In this case 
and an unbiased estimate of the covariance matrix is (l/n,)S, + (l/n2)S,. 
The squared statistical distance between the sample mean vectors can be 
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defined as 
Consider the linear combination of the components of the sample mean 
vectors given by l’(% - q). Th’ is is maximized when 1 is proportional to the 
vector d = [(l/n,)S, + (l/n,)&-‘(% - y) (see [l, p. 2361). Now consider 
the case of testing of equality of linear combinations of the components of the 
mean vectors, namely the hypothesis H, : l’pl = 11~~. This can be done using 
the univariate procedure suggested by Tsui and Weerahandi [5]. The problem 
is that this does not solve the multivariate problem as such. We use the idea 
of multiple comparisons introduced by Scheffe. Consider a linear combina- 
tion of the components that are farthest apart. If this linear combination is 
not significant, then none of the combinations is significantly different. Hence 
the original hypothesis H, : p1 = pZ is accepted. On the other hand, if the 
previous linear combination is significant, then the original hypothesis 
H, : p, = p2 is rejected. 
In light of the above discussion define the generalized test variable as 
follows. Let d = [(l/n,)S1 + (l/n,)S,]-‘(x - fr>, d = observed value of 
d, crl” = d'X:,d, a,2 = d'&d, SF = d'S,d, S: = d'S,d, and s: and s,” be 
the observed values of Sf and Si. The generalized test variable is defined to 
be 
*=qg-q “‘+ 4 ( nl __i-1’2x (33+2s\1’2. 
kote that the observed value of the test variable $ is 6 2 = (X - yy[(l/n,)s, 
+ (l/n2)s21p’(~ - y). In fact th’ IS is the squared statistical distance between 
the observed values of sample mean vectors. 
THEOREM 1. An upper bound for the generalized p-value for the multi- 
variate Behrens-Fisher problem is given by 
where F N F(p, n1 + n2 - 2), B N Beta((n, - 1)/2, (n, - 1)/2), F and B 
are independent, k 1 = (n, - l)sf/n,(n, + n2 - 2), k, = (n, - Os,2/n,(n, 
+ n2 - 21, p is the number of components in the multivariate distributions, 
and F(p, n, + n2 - 2) and Beta((n, - 1)/2, (n, - 1)/2) stand for the 
F-distribution and beta distribution respectively. 
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NOTE 1. If p, # p2, then the distribution of F is noncentral F, and 
hence this leads to smaller values for the upper bound for the generalized 
p-value, as is desirable. 
NOTE 2. The upper bound given above can be evaluated as an expected 
value as described in [5]. 
We use the following lemma to prove the above theorem. 
LEMMA. For c > 0 and vector y, one has la' y 1 Q c(a’a)1/2 for all a if 
and only if (y’~)‘/~ < c. 
This is a consequence of the Cauchy-Schwarz inequality (see 14, p. 631). 
Proof of Theorem 1. 
S2>. Note that 
We want to calculate an upper bound for P(II$) > 
(~(+@_Y)/ op 5 ( n1 + n2)-1’2x ($+3LJ2. 
Now 
and (l/nl)Zl + (l/n,>C, is positive definite. Hence there is a nonsing$ar 
matrix Q such that Q[(l/n,>C, + (l/n,)2,,]Q’ = 1. Thus z = Q]% - Y - 
(pl - p2)] N N(0, I). Hence z’z N x”(p) and it is independent of both S, 
and s,. 
Let Ul = (n, - Z>S,“/o,“, ZJ, = (n, - Z)Si/at, and V = U, + U,. Then 
4 N x2(nl - 11, C.7, N x2(n2 - l), V N x2(nl + n2 - l), and they are in- 
dependent of z’z. Hence 
z’z/p 
V/(nl + n2 - 2) 
- F( p, n1 + n2 - 2). 
Thus the distribution of 
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is the same as that of 
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where 
F N F( p, 111 + 122 - 2), 
F and B are independent, k, = (nl - l>sf/nl(nl + n2 - 21, and k2 = (n2 
- l)si/n2(nl + n2 - 2). Now 
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Now choose a such that Q’a = d. Then 
=+. Id’[X-Y-(PI-P2)]IG a2 
(c+f/n,S,2 + u;s;/n,s;y2 
CJ I&[X _ y _ (pl - .,,,I($ + Ly(S + q’” 
1 1 2 2 
(since u: = d’X,d and CT: = d’Z2d). Note that when H, : p1 = p2 is true 
the left side of the inequality is exactly I@[. Hence 
THEOREM 2. An upper bound for the generalized p-value can be calcu- 
lated by 
where T N t(n, + n2 - 2), B N Beta((n, - 1)/2, (n, - 1)/2), k, = (n, - 
l)s~/n,(n, + n2 - 21, and k, = (n2 - l>si/n,(n, + n2 - 2). Here T and 
B are independent. 
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Proof. Similar to the proof in [5]. ??
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