Abstract-Physical layer security mechanisms have drawn increasing research interest recently along with the development of software defined radio (SDR) techniques. This paper proposes a physical layer watermarking technique named Watermarked Direct Sequence Spread Spectrum (DSSS) or WDSSS technique, which embeds authentication information into pseudonoise (PN) sequences of a DSSS system. The design and implementation of the WDSSS prototype system on the GNU Radio/USRP SDR platform are discussed, as well as two embedding methods, the maximized minimum distance method and the sub-sequence method. Theoretical analysis and experimental results on the WDSSS prototype system are presented to evaluate the performances of both the content signal and the watermark signal. Results show that, for the 11-chip PN sequence, the impact of artificial chip alteration to the content signal is quantitatively predictable, with 2 dB extra signal-to-noise ratio (SNR) required to maintain an acceptable packet error rate for one additional flipped chip. The properties of embedding methods are also analyzed and compared.
I. INTRODUCTION
Wireless networks facilitate the information sharing, but also cause concerns about the privacy and security of communication contents. Therefore, security mechanisms to defeat hostile attempts in wireless networks have been explored in depth and breadth ever since wireless networks emerged. However, compared to upper network layers, physical layer security did not play a significant role in the open systems interconnection (OSI) security model [1] . Along with the growth of wireless communication systems, demands from the power efficiency for mobile devices and prompt security services for dynamic wireless environment have drawn considerable attention to physical layer security research. In addition, software defined radio (SDR) platforms with low cost and flexible configuration, such as GNU Radio [2] /USRP [3] , ease the design and verification procedure for new physical layer security methods.
Digital watermarking is one of the widely adopted security techniques in physical layer. In digital watermarking, a watermark signal can be embedded into a content signal or multiplexed with a content signal [4] . Many physical layer attributes, such as channel coding, modulation schemes and transmission power, provide redundancy and randomness that are suitable for embedding watermark information [5] .
One well-known physical layer watermarking example is the direct sequence spread-spectrum (DSSS) technique. DSSS spreads out the spectrum of the content signal with pseudonoise (PN) sequences to resemble white noise. Thus, the DSSS technique offers jamming resistance, interference rejection, message privacy and a number of other desirable properties [6] . Specifically with the interference rejection property, DSSS is widely adopted in commercial wireless network standards, such as IEEE 802.11 [7] and IEEE 802.15.4 [8] , to provide robust communications. However, these standards make the PN sequences available to the public, and hence, do not inherit one of the most important merits of DSSS. Many researchers have been managed to complement the physical layer security for commercial DSSS systems, by extending the PN sequence set or manipulating chips in the PN sequences.
This paper adopts the PN sequence alteration method to implement a physical layer watermarking technique, named watermarked DSSS or WDSSS. WDSSS embeds watermark information into PN sequences of a DSSS system by utilizing the coding redundancy in PN sequences and the correlation procedure in the DSSS receiver. In addition, this paper develops a WDSSS prototype system on the GNU Radio/USRP SDR platform, and implements two embedding methods, the maximized minimum distance method and the sub-sequence method. Both theoretical analysis and practical experiments are conducted to explore the capability of the WDSSS technique. Results show that, for the 11-chip PN sequence, the impact of artificial chip alteration to the content signal is quantitatively predictable; i. e., 2 dB extra signal-to-noise ratio (SNR) is required to maintain an acceptable packet error rate (PER) for one extra flipped chip. The properties of the two embedding methods are also analyzed and compared.
The rest of this paper is organized as follows: Section II introduces the background of the involved techniques. Section III presents the proposed WDSSS technique and the implementation of the WDSSS prototype system. Section IV analyzes the performance of the WDSSS prototype system. Section V provides conclusions and discusses the possible future work with the WDSSS technique.
II. RELATED WORK
There has been a lot of work on physical layer security researches and applications in commercial DSSS systems managing to provide additional security service. Several individual works considered expanding the PN sequence set used in a DSSS system [9] [10] [11] . In order to enhance the secrecy of the PN sequences, the authors of [9] used a set of PN sequences, from which the transmitter randomly chooses one to spread its data signal, and then the receiver searches the public to locate the PN sequence for its received signal. The authors also allowed multiple transmitters to send the same data signal with different PN sequences through multiple channels simultaneously, so that the searching process in the receiver can be sped up. Both [10] and [11] also intended to improve the secrecy of the PN sequence. Their methods allow the transmitter and the receiver to generate an identical set of PN sequences with a prior negotiation, and the spreading and correlation processes share a code hopping scheme, which provide a dynamic synchronization between the PN sequences used in the transmitter and the receiver. The proposed work in [11] was implemented on the GNU Radio/USRP platform.
There has been specific work devoted in the physical layer watermarking research, combining the watermarking technique with various physical layer properties. The authors of [12] generated the watermark signal from the finite length synthetic FIR channel response. Paper [13] proposed to generate the watermark signal from the application of a robust Hash function on the content signal and a secret key, and then superimpose the watermark signal onto the content signal at a lower power level. Another two physical layer watermarking techniques were proposed in [14] , applying on the payload or the cyclic time of an orthogonal frequency-division multiplexing (OFDM) signal. The first method spreads modulated watermark bits with a Gaussian distributed PN sequence and then superimposes them onto the OFDM payload data with a low power level. The second method uses positive and negative cyclic time shifts to represent Manchester encoded watermark bits. Another physical layer watermarking method proposed in [15] embeds watermark signal in the M -ary phase-shift keying (M-PSK) modulation scheme. The principle behind the design is that different values of M result in different phase differences between the reference points on the M-PSK constellation maps, and the M-PSK demodulator decodes symbols by matching them to the reference points within minimum phase difference. The author then utilized fraction of the phase difference of the content signal to embed the watermark signal.
Those methods that are close to the proposed WDSSS are found in [16] [17] [18] , managing to construct a covert channel on top of plain DSSS communications by manipulating the PN sequences. Paper [16] exploited the coding redundancy in PN sequences, and assigned certain amount of chips in a PN sequence to represent secret data. The proposed work in [17] presented the encoding scheme of embedded data bits to minimize the effect of embedded signal on the content signal. The encoding scheme is to expand each original PN sequence into a cluster of PN sequences that are closer to the corresponding original PN sequence than to any other PN sequences in the original set. The cluster is then used to represent embedded data bits. The authors of [18] proposed another physical layer security scheme based on [16] as well as adopting the Hamming distance method used in [17] . They provided additional discussion in terms of error correcting capability in the codeword design, and suggested to utilize all chip position combinations to carry secret information and to recover the secret information through the altered chip positions information. Thus, the size of the covert communication alphabet is equal to the sum of combinations of each possible number of altered chips. They further deduced an optimal number of altered chips for the purpose of interference resistance.
However, they only provide simulation results. This paper implements a prototype system and obtains experimental performance results for the proposed WDSSS technique.
III. WATERMARKED DSSS

A. WDSSS Technique Overview
The goal for designing the WDSSS technique is to embed secret information in the PN sequences of the DSSS technique, so as to complement the physical layer security for a DSSS system with publicly known PN sequences. Two fundamental premises for the proposed watermarked DSSS technique are the error correcting capability of PN sequences and the correlation procedure of the DSSS receiver. The error correcting capability of PN sequences implies coding redundancy in good communication environments. The coding redundancy can consequently be exploited to carry additional information without requiring extra bandwidth. The DSSS receiver applies correlation in acquisition phase to establish synchronization and in data decoding phase to determine data bit value. In both phases, the correlation results are processed with a maximumlikelihood algorithm to decide the successful synchronization or the correct data bit, that is, the incoming signal is handled as groups of chips in one period of PN sequence instead of as each single chip, providing a possibility to hide information in the individual chips.
WDSSS technique consists of two major operations, watermark embedding and extraction, which are placed in a transmitter and an aware receiver, respectively. A WDSSS system model is shown in Figure 1 . A watermark embedding processing block and an extraction processing block are added in the classic DSSS signal processing paths. In the transmitter, the watermark embedding block flips chips in the PN sequence at positions indicated by the watermark information, and then the modified PN sequence is used to spread the content bit. In the aware receiver, the demodulator correlates incoming signals with the original PN sequence and determines content data bit values by comparing the correlation results with a threshold. The unmatched chip positions are then passed to the watermark extraction processor, which in turn translates the position information into watermark data bits. On the other hand, in an unaware receiver without the watermark extraction block, the demodulator still can recover the content bit values based on the correlation results, but ignores the specific positions of error chips since it does not examine the individual chips.
B. Watermark Embedding Methods
This WDSSS technique embeds watermark information by flipping chips on designated positions, thus, it is important to establish a mapping relationship between the watermark data bits and the chip positions in the PN sequence. One simple method is to exhaustively use all combinations of chip positions to represent watermark data bits. For a PN sequence of length n, if m chips can be flipped, the number of position combinations is n m . Thus, the number of watermark bits that can be represented by one modified PN sequence is log 2 n m . Because one PN sequence is equivalent to one content data bit, this embedding method can provide much higher watermark data rate than the content data rate.
However, the extraction process is time consuming because the number of combinations increases exponentially when the number of flipped chips increases. Furthermore, in the point of view of the watermark signal, the minimum distance is 2 in each set of modified PN sequences corresponding to the different number of flipped chips, and according to coding theory [19] , the error correcting capability t of one set of code words is determined by the minimum Hamming distance (d min ) of the set:
Thus, this method does not provide error correcting capability for the watermark signal. In order to provide more advantages in terms of security of watermark data, processing efficiency, robustness, and embedding capability, two other embedding methods were designed and implemented, the maximized minimum distance method and the sub-sequence method.
1) Maximized Minimum Distance Method:
According to equation (1) , all permuted code words from the chosen code with Hamming distance less than or equal to t can be decoded correctly. Therefore, maximized minimum distance can provide optimal error correcting capability. Specifically in the WDSSS system, the generating method for such a set of PN sequences is to flip chips at non-overlapped positions. Table I shows a set of modified PN sequences for the 11-chip Barker Sequence with 3 flipped chips. The resulting set has a minimum distance of 6.
As a result, both the embedding and extraction processes for this method are performed by a simple mapping table lookup. This method provides security for watermark information because the set of PN sequences is the shared secret for the transmitter and the aware receiver. The embedding and extraction processes are efficient with table lookup. This method also provides optimal error correcting capability for the watermark signal with the maximized minimum distance. The drawback for this method is the low embedding capability, because there is a limited number of PN sequences that can satisfy the maximized minimum distance requirement. 2) Sub-sequence Method: The other method proposed in this paper is the sub-sequence method. The basis of subsequence method is to divide the PN sequence into subsequences, flip one chip in each sub-sequence and then combine flipped chips together to represent a watermark value. Table II shows an example of sub-sequence embedding method to flip up to 4 chips in the 11-chip Barker Sequence. The embedding process for the sub-sequence method first divides watermark byte into bit groups corresponding to sub-sequences, and then for each bit group, calculates the position to flip as the sum of start position of sub-sequence and the bits value, and at last, flips chip on the resulting position. The modified PN sequence is then sent to DSSS modulator for spreading operation. On the receiver side, the watermark extraction block first records the flipped positions from the DSSS demodulator, and then for each flipped position, calculates the bit value by subtracting the start position of the corresponding subsequence from the flipped position, and at last, concatenates all bit values to recover the watermark byte.
This method also can provide security for the watermark information because the sub-sequence dividing scheme is a shared secret between the transmitter and the aware receiver. The embedding and extraction processes are efficient because the processing time is linear with the number of flipped chips. As shown in Table II , this method provides high embedding capability. However, this method does not provide error correcting capability for watermark signal because the minimum distance is 2 in the sets of modified PN sequences.
C. Prototype System Implementation
The WDSSS prototype system was developed using incremental software building methodology. First, the digital communication example in GNU Radio package was adopted to construct the underlying differential binary phase-shift keying (DBPSK) system, providing the fundamental DBPSK modulation and demodulation functions.
Then a generic DSSS system was built on top of the DBPSK system. The spreading operation is added after the differential encoding in the transmitting path, and the correlation process is implemented as a sliding correlator [19] before the differential decoding in the receiving path of the DBPSK system. The sliding correlator first correlates the received signal with the PN sequence to produce a correlation result, and then compares this result to two thresholds respective to bit value 0 and bit value 1 to decide the data value. If neither of the thresholds is satisfied, the sliding correlator advances one chip; otherwise, the sliding correlator advances one PN sequence; then it repeats the correlation again.
Finally, two sets of watermark embedding and extraction processing blocks are implemented for the two embedding methods, the maximized minimum distance method and the sub-sequence method, respectively. These two sets of processing blocks are then combined and added to the DSSS system (see Figure 1) . More details on the WDSSS prototype system implementation can be found in [20] .
IV. PERFORMANCE STUDY
A. Experiment Setup
The transmitter and receiver programs of WDSSS prototype system are installed separately in two HP Compaq 8000 Elite desktop computers. Both computers are running Ubuntu 11.04 as the operating system with GNU Radio 3.4.2 installed. Two USRP2s are used as the front-ends and each device is connected to one of the two desktop computers via a Gigabit Ethernet cable. Each USRP2 is equipped with a RFX 1200 daughterboard and a VERT400 antenna, supporting a carrier frequency range from 1150 to 1450 MHz. The two USRP2s are placed about 10 feet away from each other. 
B. WDSSS Content Signal Performance
Performance of a digital communication system is usually evaluated by the bit error rate (BER). The BER of the WDSSS content signal is related to the BER of the underlying DSSS signal. This paper implements the DSSS spreading operation after the differential encoding in the transmitter, and places the DSSS correlation process before the differential decoding in the receiver, therefore, the actual transmitted and received signal is modulated and demodulated with BPSK. The BER of BPSK decides the DSSS decoding error probability P by treating the PN sequence as a block code of length n [21] using the equation [19] :
where t is the DSSS decoding threshold, and P (i, n) is the probability of i errors in a block code of length n:
Note that the implementation of DSSS involves 2 thresholds to decide bit value 0 and 1 individually, denoted as t 0 and t 1 , respectively. When the number of errors falls between the two thresholds, i. e. in the range of [t 0 + 1, t 1 − 1], the DSSS decoding error is taken to be approximately 50%. Thus, the DSSS decoding error probability P can be further estimated as:
The DSSS decoding error probability in turn is used to estimate the differential decoding error probability, which is the BER of the DSSS signal P DSSS :
The BER of the WDSSS content signal can be calculated from separate considerations for the two parts of the original PN sequence, the flipped part and the non-flipped part. The flipped part contains artificial chip errors and hence contributes opposite effect to the DSSS decoding error probability. If the artificial chip errors are received correctly, they increase the DSSS decoding error probability; on the other hand, if they are corrupted when received, they do not affect the DSSS decoding error probability. Because the DSSS decoding error still occurs when the total chip errors exceeds the DSSS decoding threshold t, the new decoding error probability P for a chip flipping option of c-chip is:
Similarly, the P can be estimated more accurately with consideration of the number of errors falling between two thresholds, by combining (4) and (6).
Therefore, the BER of the WDSSS content signal P W DSSS is:
In order to be consistent with the measured experimental results, the theoretical BER is converted into packet error rate (PER):
where s is the packet size in bytes, which is set to 1520 in experiments of this paper. The theoretical PERs of DSSS signal and WDSSS content signal with various chip flipping options are plotted in Figure 2 . To maintain PER less than 10% [7] , the required SNR increases 1.25 dB for 1-chip flipping, increases another 1.5 dB for 2-chip flipping, increases another 2 dB for 3-chip flipping, and increases another 3.1 dB for 4-chip flipping. In average, the extra SNR required for each additional flipped chip is 1.96 dB.
Corresponding experimental results are shown in Figure 3 . Because the estimated SNR values used in the experiments are different from the actual SNR values from the USRP2 platform, there is approximately 2 dB SNR difference between the theoretical results and the experimental results. Except for this SNR offset, the experimental results show that to maintain the acceptable 10% PER, the required SNR increases 1.45 dB for 1-chip flipping, increases another 1.85 dB for 2-chip 
C. WDSSS Watermark Signal Performance
The performance of WDSSS watermark signal was evaluated in terms of PER and throughput, and compared among various chip flipping options as well as between the two embedding methods.
1) With Various Chip Flipping Options:
To measure the WDSSS watermark signal with various chip flipping options, the sub-sequence method shown in Table II is used. Because the sub-sequence embedding method does not provide error correcting capability for the watermark signal, the BER of WDSSS watermark signal is actually the BER of BPSK modulation. PER is then calculated from BER with equation (8) . Figure 4 shows the calculated and measured PER for the WDSSS watermark signal. The measured PER with various chip flipping options overlap each other. Except for the 2 dB SNR offset, the measured PER matched the calculated PER.
As shown in Table II , various chip flipping options provide different embedding capabilities, which lead to different throughput of WDSSS watermark signal. With embedding capability w, and content data rate R, the throughput of WDSSS watermark signal can be calculated as:
The measured throughput for WDSSS watermark signal with various chip flipping options is shown in Figure 5 . With Experimental PER of WDSSS Watermark Signal with Different Embedding Methods adequate SNR, 2-chip flipping embeds 33% more than 1-chip flipping; 3-chip and 4-chip flipping embed 67% more than 1-chip flipping, and 25% more than 2-chip flipping. Comparing this result with the previous PER result of the WDSSS content signal, there is a trade-off between the performance of content signal and the throughput of the watermark signal.
2) With Different Embedding Methods:
In this batch of experiments, 3-chip flipping option is used with the two embedding methods. The sub-sequence dividing scheme is the same as in the Table II , and the set of modified PN sequences used in the maximized minimum distance method is shown in Table I . Therefore, the BER for the sub-sequence method is still equal to the BER of BPSK. On the other hand, since the maximized minimum distance method offers error correcting capability to the watermark signal, the BER for the maximized minimum distance method is calculated from equation (2), where t is calculated as t = (d min − 1)/2 . The converted PER is plotted in Figure 6 , which shows that 4 dB less SNR is required for the maximized minimum distance method to maintain the PER at less than 10%. The measured results are shown in Figure 7 , which shows that 3 dB less SNR is required for the maximized minimum distance method to maintain the PER at less than 10%, with 1 dB SNR difference to the theoretical analysis.
The measured throughput for WDSSS watermark signal with different embedding methods is shown in Figure 8 . With adequate SNR, the sub-sequence method can provide 400% 
V. CONCLUSIONS AND FUTURE WORK
The WDSSS technique flips chips on designated positions in the PN sequence to convey authentication information, and hence provides additional physical layer security to the DSSS system without requiring extra bandwidth. A WDSSS prototype system with two embedding methods was developed on the GNU Radio/USRP platform. Theoretical analysis as well as experimental results on the performances of the content signal and watermark signal were then presented. The impact of flipped chips to the performance of content signal was quantitatively measured, and indicated that, for the 11-chip PN sequence, an approximate 2 dB extra SNR is required for each additional flipped chip. On the other hand, increasing number of flipped chips provides increased throughput for the watermark signal. Two embedding methods are also compared in terms of PER and throughput of watermark signal. The maximized minimum distance method outperformed the subsequence method in terms of PER with a 3 dB less SNR requirement, while the sub-sequence method provided up to 400% extra throughput for the watermark signal in optimal communication environment. The trade-off between the robustness and the throughput of the watermark signal implies that watermark embedding methods with different strengths can be customized for different levels of security requirements.
Considering that the performance of WDSSS system is closely related to the channel quality, an adaptive chip flipping options scheme can be designed to balance the content signal quality and the watermark signal throughput. With this scheme, chip flipping options gets increased when channel quality reaches a set of thresholds, and gets decreased when channel quality deteriorates. Watermark signal gives priority to the content signal when the channel quality is suboptimal so that the system performance can be maintained at an acceptable level. On the other hand, when the channel quality is excellent, more chips can be flipped so that more watermark data bits can be embedded, and hence the capacity of watermark channel can be fully utilized.
