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Global existence for a 3D non-stationary Stokes flow
with Coulomb’s type friction boundary conditions
Mahdi Boukrouche and Laetitia Paoli
∗
Abstract
In this paper we study non stationary viscous incompressible fluid flows with
nonlinear boundary slip conditions given by a subdifferential property of friction
type. More precisely we assume that the tangential velocity vanishes as long as
the shear stress remains below a threshold F , that may depend on the time and
the position variables but also on the stress tensor, allowing to consider Coulomb’s
type friction laws. An existence and uniqueness theorem is obtained first when the
threshold F is a data and sharp estimates are derived for the velocity and pressure
fields as well as for the stress tensor. Then an existence result is proved for the
non-local Coulomb’s friction case by using a successive approximation technique
with respect to the shear stress threshold.
Keywords: Stokes system, generalized dry friction, Tresca’s friction law, Coulomb’s
friction law, history-dependent boundary condition, approximation and existence.
AMS : 76D03,76D07, 35K86, 49J40, 35A35
1 Introduction
In the study of fluid flow, it is usually assumed that the fluid sticks to the boundary
of the flow domain, leading to the so-called no-slip boundary condition. Such a be-
haviour has been mathematically justified by considering the microscopic asperities of
the boundary (see [26, 5, 6, 7, 4]). Unfortunately experiments show that more com-
plex boundary conditions may occur, especially in the case of non-wetting, hydrophobic
or chemically patterned surfaces ([1, 2, 33, 35, 20]), leading to linear slip conditions of
Navier type ([23, 3, 34]) or nonlinear slip conditions of friction type when the tangential
fluid velocity does not vanish only when a threshold is reached ([24]). This last class
of boundary conditions has been considered first for Bingham fluids in [21]. Then they
have been introduced for incompressible Newtonian fluid flows by H.Fujita during his
lectures at Colle`ge de France in 1993 ([14]) and subsequently studied by H.Fujita who
proved existence and uniqueness for the stationary Stokes problem and by N.Saito who
established some regularity properties for the solutions ([15, 17, 30]). See also [19] for
shape optimization issues.
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More precisely they consider boundary conditions given by a subdifferential property,
i.e.
v = 0 on Γ \ Γ0 (no-slip condition on Γ \ Γ0),
vn = 0, −σt ∈ F∂
(|vt|) on Γ0 (slip condition on Γ0)
where the boundary of the flow domain is splitted into Γ = Γ0 ∪ (Γ \ Γ0), F is a given
positive function on Γ0, ∂
(| · |) is the subdifferential of the function | · |, vn, vt and σt
are the normal component of the velocity, the tangential component of the velocity and
the shear stress respectively. By using the definition of the subdifferential of a convex
function ([27]), we may rewrite the boundary condition on Γ0 as
vn = 0, |σt| ≤ F on Γ0
and
|σt| < F =⇒ vt = 0,
|σt| = F =⇒ ∃λ ≥ 0 s.t. vt = −λσt on Γ0
which can be interpreted as a Tresca’s friction condition on Γ0 ([12]).
For the unsteady Stokes problem, existence has been established by H.Fujita ([16])
when the density of body forces is equal to zero by using the non linear semigroup theory.
For regularity properties the reader is referred to N.Saito and H.Fujita ([29]).
The purpose of this paper is to extend these results to unsteady problems with
non-vanishing external forces and to more general friction boundary conditions, like
Coulomb’s friction boundary conditions, where the threshold F may depend on stress
tensor σ. Indeed, for solids in contact with a sliding planar surface Γ0, Coulomb estab-
lished experimentally ([10]) that
vn = 0, |σt| ≤ k|σn| on Γ0
and
|σt| < k|σn| =⇒ vt = s,
|σt| = k|σn| =⇒ ∃λ ≥ 0 s.t. vt = s− λσt on Γ0
where σn is the normal component of the stress vector, s is the sliding velocity of the
surface and k > 0 is a friction coefficient. Hence we get
vn = 0, −σt ∈ F∂
(|vt − s|) on Γ0
with F = k|σn|.
In order to be able to take into account also possible anisotropic friction, we will
consider in this paper shear stress thresholds of the form F = F(x′, t, σ). More precisely
we consider a non-stationary Stokes flow described by the system
∂v
∂t
− div(2µD(v))+∇p = f in Ω× (0, T ), (1.1)
2
div(v) = 0 in Ω× (0, T ), (1.2)
with the initial condition
v(0) = v0 in Ω. (1.3)
Here [0, T ] is a given non-trivial time interval, v and p denote respectively the velocity
and the pressure of the fluid, µ ∈ R∗+ is its viscosity, f is the density of body forces and
D(v) is the strain rate tensor defined as
D(v) =
(
dij(v)
)
1≤i,j≤3
, dij(v) =
1
2
(
∂vi
∂xj
+
∂vj
∂xi
)
1 ≤ i, j ≤ 3.
Motivated by lubrication or extrusion/injection problems, we assume that the fluid do-
main Ω is given by
Ω =
{
(x′, x3) ∈ R2 × R : x′ ∈ ω, 0 < x3 < h(x′)
}
,
where ω is a non empty open bounded subset of R2 with a Lipschitz continuous boundary,
and h is a Lipschitz continuous function which is bounded from above and from below
by some positive real numbers. We decompose the boundary of Ω as ∂Ω = Γ0 ∪ΓL ∪Γ1,
with Γ0 = {(x′, x3) ∈ Ω : x3 = 0}, Γ1 = {(x′, x3) ∈ Ω : x3 = h(x′)} and ΓL the lateral
part of the boundary. Let us denote by n = (n1, n2, n3) the unit outward normal vector
to ∂Ω, and by u · w (resp. |u|) the Euclidean inner product (resp. the Euclidean norm)
of vectors u and w. We define the normal and the tangential velocities on ∂Ω by
vn = v · n =
3∑
i=1
vini, vt =
(
vti
)
1≤i≤3
with vti = vi − vnni 1 ≤ i ≤ 3
and the normal and the tangential components of the stress tensor σ = −pId + 2µD(v)
by
σn =
3∑
i,j=1
σijninj, σt =
(
σti
)
1≤i≤3
with σti =
3∑
j=1
σijnj − σnni 1 ≤ i ≤ 3.
We introduce a function s : Γ0 → R2 and a function g : ∂Ω→ R3 such that∫
ΓL
gn dγ = 0, g = 0 on Γ1, gn = 0 and gt = g − gnn = (s, 0) on Γ0.
We assume that the upper part of the fluid domain is fixed while the lower part is
moving with a shear velocity given by sζ(t), where ζ : [0, T ]→ R is such that ζ(0) = 1.
Then the fluid velocity satisfies the following non-homogeneous boundary condition on
Γ1 ∪ ΓL
v = gζ on (Γ1 ∪ ΓL)× (0, T ). (1.4)
We assume furthermore that the flow satisfies a generalized dry friction law on Γ0, i.e.
vn = 0 on Γ0 × (0, T ), (1.5)
3
|σt| ≤ F(x′, t, σ) on Γ0 × (0, T ) (1.6)
and
|σt| < F(x′, t, σ) =⇒ vt = (sζ, 0),
|σt| = F(x′, t, σ) =⇒ ∃λ ≥ 0 s.t. vt = (sζ, 0)− λσt on Γ0 × (0, T ) (1.7)
where F is a given non negative mapping on Γ0 × (0, T )× R3×3.
2 Mathematical formulation of the problem
In order to get a variational formulation of the problem we introduce the following
functional spaces
V0 =
{
ϕ ∈ (H1(Ω))3 : ϕ = 0 on Γ1 ∪ ΓL, ϕn = 0 on Γ0} ,
V0div =
{
ϕ ∈ V0 : div(ϕ) = 0 in Ω
}
,
endowed with the norm of
(
H1(Ω)
)3
, and
L20(Ω) =
{
q ∈ L2(Ω) :
∫
Ω
q dx = 0
}
endowed with the norm of L2(Ω). We assume that
f ∈ L2(0, T ; (L2(Ω))3), (2.1)
µ ∈ R∗+, ζ ∈ C∞
(
[0, T ],R
)
such that ζ(0) = 1, (2.2)
with T > 0, and we define
a(u, v) =
∫
Ω
2µD(u) : D(v) dx
=
∫
Ω
2µ
3∑
i,j=1
dij(u)dij(v) dx ∀(u, v) ∈
(
H1(Ω)
)3 × (H1(Ω))3.
From Korn’s inequality [22] we infer that there exists α > 0 such that
α‖u‖2
H
1(Ω) ≤
∫
Ω
2µD(u) : D(u) dx ≤ 2µ‖u‖2
H1(Ω) ∀u ∈ V0. (2.3)
Moreover, in order to deal with homogeneous boundary conditions on Γ1 ∪ ΓL, we
assume that there exists an extension of g to Ω, denoted by G0, such that
G0 ∈
(
H2(Ω)
)3
, div(G0) = 0 in Ω, G0 = g on ∂Ω, (2.4)
4
and we let
v˜ = v −G0ζ.
By multiplying (1.1) by a test-function ϕχ, with ϕ ∈ V0 and χ ∈ D(0, T ), a formal
integration by part leads to
−
∫ T
0
∫
Ω
div
(
2µD(v)
) · ϕχdxdt + ∫ T
0
∫
Ω
∇p · ϕχdxdt
= −
∫ T
0
∫
Ω
div(σ) · ϕχdxdt
=
∫ T
0
∫
Ω
2µ
3∑
i,j=1
dij(v)
∂ϕi
∂xj
dxdt−
∫ T
0
∫
Ω
pdiv(ϕ)χdxdt
−
∫ T
0
∫
∂Ω
3∑
i,j=1
σijϕinjχdγdt.
Then we infer from (1.5)-(1.7) that
σt · (v −G0ζ) + F
(
x′, t, σ
)|v −G0ζ| = 0 on Γ0 × (0, T )
and recalling that ϕ ∈ V0 we get∫ T
0
∫
∂Ω
3∑
i,j=1
σijϕinjχdγdt =
∫ T
0
∫
Γ0
σt · ϕχdx′dt
≥ −
∫ T
0
∫
Γ0
F(x′, t, σ)|v˜ + ϕχ| dx′dt+ ∫ T
0
∫
Γ0
F(x′, t, σn)|v˜| dx′dt.
Since we expect v˜ to take its values in L2
(
0, T ;V0div
)
these integrals make sense if
F(x′, t, σ) ∈ L2(0, T ;L2(Γ0)
)
.
Under this assumption we consider the following problem
Problem (P ) Find
v˜ ∈ L2(0, T ;V0div) ∩ L∞(0, T ; (L2(Ω))3), p ∈ H−1(0, T ;L20(Ω))
such that, for all ϕ ∈ V0 and for all χ ∈ D(0, T ), we have〈
d
dt
(v˜, ϕ) , χ
〉
D′(0,T ),D(0,T )
− 〈(p, div(ϕ)), χ〉
D′(0,T ),D(0,T )
+
∫ T
0
a(v˜, ϕχ) dt+ΨF(v˜ + ϕχ)−ΨF(v˜) ≥
〈
(f, ϕ), χ
〉
D′(0,T ),D(0,T )
−
∫ T
0
a(G0ζ, ϕχ) dt−
〈(
G0
∂ζ
∂t
, ϕ
)
, χ
〉
D′(0,T ),D(0,T )
(2.5)
where ΨF is given by
ΨF(u) =
∫ T
0
∫
Γ0
F(x′, t, σ)∣∣u(x′, t)∣∣ dx′dt ∀u ∈ L2(0, T ; (L2(Γ0))3)
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together with the initial condition
v˜(0, ·) = v˜0 = v0 −G0ζ(0) = v0 −G0, (2.6)
where (·, ·) denotes the inner product in (L2(Ω))3. Let us emphasize that we identify
v˜ + ϕχ and v˜ with their trace on Γ0 in the definition of ΨF(v˜ + ϕχ) and ΨF(v˜).
We may observe that, for any solution of problem (P ), the stress tensor σ = −pId +
2µD(v˜ + G0ζ) belongs to H
−1
(
0, T ;
(
L2(Ω)
)3×3)
. Thus we can not consider directly
the Coulomb’s friction case described by F(·, ·, σ) = k|σn| since σn is not necessarily
well defined on Γ0 and |σn| does not belong to L2
(
0, T ;L2(Γ0)
)
. This kind of difficulty
appears also in the study of frictional contact problems in solid mechanics and it has
been encompassed by replacing σn by some regularization σ
∗
n. This idea introduced
by G.Duvaut ([12, 13]) has led to the so-called non-local Coulomb’s friction law. The
regularization procedure σn 7→ σ∗n is built by using a linear continuous operator from
H−1/2(∂Ω) to L2(Γ0) which fits the mechanical meaning of σn that is defined as the ratio
of a force by a surface. Namely, for the static case in solid mechanics, it is easily proved
by duality arguments that σn belongs to H
−1/2(∂Ω) and σ∗n is obtained by convolution
of σn with a smooth non-negative function ([11]). See also [9] in the framework of non-
Newtonian fluids.
In our case, for the unsteady flow problem, we have to deal with two additional
difficulties. Indeed, in order to define the normal trace of σ on ∂Ω, we have to establish
some regularity properties for div(σ). But, if we choose ϕ ∈ (D(Ω))3 and χ ∈ D(0, T ) in
(2.5) we get 〈
d
dt
(v˜, ϕ) ,±χ
〉
D′(0,T ),D(0,T )
+
∫ T
0
a(v˜ +G0ζ, ϕχ) dt
−〈(p, div(ϕ)),±χ〉
D′(0,T ),D(0,T )
≥ 〈(f, ϕ),±χ〉
D′(0,T ),D(0,T )
−
〈(
G0
∂ζ
∂t
, ϕ
)
,±χ
〉
D′(0,T ),D(0,T )
i.e. 〈
d
dt
(v˜, ϕ) , χ
〉
D′(0,T ),D(0,T )
+
∫ T
0
∫
Ω
3∑
i,j=1
σij
∂ϕi
∂xj
χdxdt
=
∫ T
0
∫
Ω
fϕχ dxdt−
∫ T
0
∫
Ω
G0
∂ζ
∂t
ϕχ dxdt.
Hence the regularity of div(σ) is “governed” by the regularity of
∂v˜
∂t
. Moreover, since
σ ∈ H−1(0, T ; (L2(Ω))3×3), we may only expect σn to belong to H−1(0, T ;H−1/2(∂Ω)).
It follows that we will need to regularize σn not only with respect to the space variable
as in [12, 13, 11] but also with respect to the time variable. Of course, in the case of an
evolutionary problem, it will be a non sense to propose a convolution of σn with respect
to the time variable on [0, T ] and the most natural regularization seems to replace σn by
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σ∗n and then to regularize σ
∗
n by a kind of truncated convolution on each time interval
[0, t], t ∈ [0, T ], leading to a space-time non-local friction law described by
F(x′, t, σ) = k
∫ t
0
S(t− s)∣∣σ∗n(x′, s)∣∣ ds
for almost every x′ ∈ Γ0 and for all t ∈ [0, T ], where S is a non negative smooth real
function.
Let us emphasize that S can also be interpreted as the kernel of some history-
dependent shear stress threshold. Such kind of friction laws have been recently de-
velopped in the framework of solid mechanics (see [31] and the references therein for
instance).
The outline of our paper is as follows. In the next section we consider the Tresca’s
case when the mapping F is a given non-negative function of (x′, t) and does not depend
on σ. We will establish an existence and uniqueness result for problem (P ) as well as
some estimates of the solution, by using a Yosida’s approximation of the slip condition
(Theorem 1). Then, under some compatibility assumptions on the initial velocity v0, we
prove additional regularity properties and sharp estimates for
∂v˜
∂t
, p and σ (Theorem 2
and Proposition 1). Then, in Section 4 we consider the generalized Coulomb’s friction
case described by
F(x′, t, σ) = F0(x′, t) + Fσ(x′, t)
∫ t
0
S(t− s)∣∣σ∗n(x′, s)∣∣ ds
for almost every x′ ∈ Γ0 and for all t ∈ [0, T ]. If Fσ ≡ 0 we recover the Tresca’s friction
case and when F0 ≡ 0 and Fσ ≡ k, with k > 0, we obtain the space-time non-local
friction law introduced previously.
For this generalized Coulomb’s friction law we prove an existence result by applying
a successive approximation technique with respect to the shear stress threshold.
3 The Tresca’s friction case
Let us assume from now on that F does not depend on its third argument, i.e.
F(x′, t, σ) = ℓ(x′, t) on Γ0 × (0, T ),
with
ℓ ∈ L2(0, T ;L2(Γ0;R+)) (3.1)
Let H be the closure in
(
L2(Ω)
)3
of
{
ϕ ∈ (D(Ω))3; div(ϕ) = 0}.
Theorem 1. Let assumptions (2.1)-(2.2)-(2.4)-(3.1) hold. Then, for all v˜0 ∈ H, problem
(P ) admits an unique solution. Furthermore,
∂v˜
∂t
∈ L2(0, T ;V ′0div).
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Proof. For the sake of notational simplicity, let us denote X instead of X3 for any func-
tional space X . For any ε > 0 we consider the following approximate problem (Pε)
Problem (Pε) Find
v˜ε ∈ L2
(
0, T ;V0div
) ∩ L∞(0, T ;L2(Ω)), pε ∈ H−1(0, T ;L20(Ω))
such that, for all ϕ ∈ V0 and for all χ ∈ D(0, T ), we have〈
d
dt
(v˜ε, ϕ) , χ
〉
D′(0,T ),D(0,T )
− 〈(pε, div(ϕ)), χ〉D′(0,T ),D(0,T )
+
∫ T
0
a(v˜ε, ϕχ) dt+
∫ T
0
∫
Γ0
ℓ
v˜ε · ϕ√
ε2 + |v˜ε|2
χdx′dt =
〈
(f, ϕ), χ
〉
D′(0,T ),D(0,T )
−
∫ T
0
a(G0ζ, ϕχ) dt−
〈(
G0
∂ζ
∂t
, ϕ
)
, χ
〉
D′(0,T ),D(0,T )
(3.2)
with the initial condition
v˜ε(0, ·) = v˜0. (3.3)
As a first step we solve (Pε) by using Galerkin’s method. Recalling that H =
{
ϕ ∈
L2(Ω); div(ϕ) = 0 in Ω, un = 0 on ∂Ω
}
(see [32] for instance) we infer that there exists
a Hilbertian basis (wi)i≥1 of H which is orthonormal for the inner product of L
2(Ω), and
such that (wi)i≥1 is also a Hilbertian basis of V0div which is orthogonal for the inner
product of H1(Ω). Then, for all m ≥ 1, we look for a function v˜εm given by
v˜εm(t, x) =
m∑
j=1
gεj(t)wj(x), ∀t ∈ (0, T ), ∀x ∈ Ω,
such that, for all k ∈ {1, . . . ,m}, we have(
∂v˜εm
∂t
, wk
)
+ a(v˜εm, wk) +
∫
Γ0
ℓ
v˜εm · wk√
ε2 + |v˜εm|2
dx′
= (f, wk)− a(G0ζ, wk)−
(
G0
∂ζ
∂t
, wk
)
a.e. in (0, T )
(3.4)
with the initial condition
v˜εm(0, ·) = v˜0m (3.5)
where v˜0m is the orthogonal projection of v˜
0 in
(
L2(Ω)
)3
on Span
{
w1 . . . wm
}
.
By using Caratheodory’s theorem (see [8]), we obtain that (3.4)-(3.5) admits a unique
maximal solution v˜εm ∈ W 1,2(0, τm;V0div), with τm ∈ (0, T ]. As usual we may establish
some a priori estimates independent of m and ε which allow us to extend this solution
to the whole interval [0, T ].
Lemma 1. Assume that (2.1), (2.2), (2.4), (3.1) hold and that v˜0 ∈ H. Then, for all
m ≥ 1, the problem (3.4)-(3.5) admits a unique solution v˜εm ∈ W 1,2
(
0, T ;V0div
)
which
satisfies the following estimates:
‖v˜εm‖L∞(0,T ;L2(Ω)) ≤ C1 (3.6)
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‖v˜εm‖L2(0,T ;H1(Ω)) ≤ C1 (3.7)
where C1 is a positive constant independent of m and ε.
Proof. We multiply equation (3.4) by gεk(t) and we add from k = 1 to m. Observing
that ℓ is a non negative mapping we obtain(
∂v˜εm
∂t
, v˜εm
)
+
∫
Ω
2µD(v˜εm) : D(v˜εm) dx
≤ (f, v˜εm)−
∫
Ω
2µD(G0ζ) : D(v˜εm) dx−
(
G0
∂ζ
∂t
, v˜εm
)
a.e. in (0, τm).
We integrate from 0 to s, with 0 < s < τm. Then, by using (2.3) and Young’s inequalities,
we obtain
1
2
‖v˜εm(s)‖2L2(Ω) +
α
2
∫ s
0
‖v˜εm‖2H1(Ω) dt ≤
1
2
‖v˜εm(0)‖2L2(Ω) +
1
2
∫ s
0
‖f‖2
L2(Ω) dt
+
2µ2
α
‖G0‖2H1(Ω)
∫ s
0
|ζ|2 dt+ 1
2
‖G0‖2L2(Ω)
∫ s
0
∣∣∣∣∂ζ∂t
∣∣∣∣2 dt+ ∫ s
0
‖v˜εm‖2L2(Ω) dt.
Recalling that v˜εm(0) is defined as the orthogonal projection of v˜
0 in L2(Ω) on
Span
{
w1, . . . , wm
}
, we have
1
2
‖v˜εm(s)‖2L2(Ω) +
α
2
∫ s
0
‖v˜εm‖2H1(Ω) dt ≤ C′1 +
∫ s
0
‖v˜εm‖2L2(Ω) dt, (3.8)
where C′1 is given by
C′1 =
1
2
‖v˜0‖2
L2(Ω) +
1
2
∫ T
0
‖f‖2
L2(Ω) dt+
2µ2
α
‖G0‖2H1(Ω)
∫ T
0
|ζ|2 dt
+
1
2
‖G0‖2L2(Ω)
∫ T
0
∣∣∣∣∂ζ∂t
∣∣∣∣2 dt
With Gro¨nwall’s lemma, we get
‖v˜εm(s)‖2L2(Ω) ≤ 2C′1 exp (2s) ≤ 2C′1 exp (2T ) ∀s ∈ [0, τm). (3.9)
By definition of the maximal solution, we may conclude that τm = T and (3.6) follows
from (3.9). By inserting (3.9) in (3.8) with s = T , we obtain (3.7).
As a corollary, we obtain also a uniform estimate of
∂v˜εm
∂t
in L2(0, τ ;V ′0div).
Lemma 2. Assume that (2.1), (2.2), (2.4), (3.1) hold and that v˜0 ∈ H. Then there
exists a positive real number C2, independent of m and ε, such that∥∥∥∥∂v˜εm∂t
∥∥∥∥
L2(0,T ;V′
0div)
≤ C2. (3.10)
9
Proof. Let ϕ ∈ V0div. For all m ≥ 1, we define ϕm as the orthogonal projection with
respect to the inner product of H1(Ω) of ϕ on Span
{
w1, . . . , wm
}
. With (3.4) we get(
∂v˜εm
∂t
, ϕm
)
= −
∫
Ω
2µD(v˜εm) : D(ϕm) dx−
∫
Γ0
ℓ
v˜εm · ϕm√
ε2 + |v˜εm|2
dx′
+(f, ϕm)−
∫
Ω
2µD(G0ζ) : D(ϕm) dx −
(
G0
∂ζ
∂t
, ϕm
)
a.e. in (0, T ).
(3.11)
We estimate all the terms in the right hand side of the previous equality, we obtain∣∣∣∣(∂v˜εm∂t , ϕm
)∣∣∣∣ ≤ 2µ‖v˜εm‖H1(Ω)‖ϕm‖H1(Ω) + ‖ℓ‖L2(Γ0)‖ϕm‖L2(Γ0)
+‖f‖L2(Ω)‖ϕm‖L2(Ω) + 2µ|ζ|‖G0‖H1(Ω)‖ϕm‖H1(Ω)
+
∣∣∣∣∂ζ∂t
∣∣∣∣ ‖G0‖L2(Ω)‖ϕm‖L2(Ω) a.e. in (0, T ).
As (wi)i≥1 is an orthogonal family of L
2(Ω) and ϕm is the orthogonal projection with
respect to the inner product of H1(Ω) of ϕ on Span
{
w1, . . . , wm
}
, we have ‖ϕm‖H1(Ω) ≤
‖ϕ‖H1(Ω) and (
v˜εm
∂t
, ϕm
)
=
(
∂v˜εm
∂t
, ϕk
)
∀k ≥ m.
Moreover (wi)i≥1 is a Hilbertian basis of V0div, so the sequence (ϕk)k≥1 converges strongly
to ϕ in H1(Ω) and we get (
v˜εm
∂t
, ϕm
)
=
(
∂v˜εm
∂t
, ϕ
)
.
Then, we obtain∣∣∣∣(∂v˜εm∂t , ϕ
)∣∣∣∣ ≤ 2µ‖v˜εm‖H1(Ω)‖ϕ‖H1(Ω) + c(γ0)‖ℓ‖L2(Γ0)‖ϕ‖H1(Ω)
+
(
‖f‖L2(Ω) + 2µ|ζ|‖G0‖H1(Ω) +
∣∣∣∣∂ζ∂t
∣∣∣∣ ‖G0‖L2(Ω)) ‖ϕ‖H1(Ω) a.e. in (0, T ),
where c(γ0) is the norm of the trace operator γ0 : H
1(Ω)→ L2(Γ0). Hence∥∥∥∥∂v˜εm∂t
∥∥∥∥
V′
0div
≤ 2µ‖v˜εm‖H1(Ω) + c(γ0)‖ℓ‖L2(Γ0) + ‖f‖L2(Ω)
+2µ|ζ|‖G0‖H1(Ω) +
∣∣∣∣∂ζ∂t
∣∣∣∣ ‖G0‖L2(Ω) a.e. in (0, T )
and the conclusion follows from the estimates of Lemma 1.
Now we can pass to the limit as m tends to +∞. Indeed there exists a subsequence
of (v˜εm)m≥1, still denoted (v˜εm)m≥1, such that
v˜εm ⇀ v˜ε weakly star in L
∞
(
0, T ;L2(Ω)
)
and weakly in L2(0, T ;V0div)
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and
∂v˜εm
∂t
⇀
∂v˜ε
∂t
weakly in L2(0, T ;V ′0div).
By using Aubin’s lemma we infer that, possibly extracting another subsequence,
v˜εm → v˜ε strongly in L2(0, T ;Hs(Ω))
with 12 < s < 1 and thus
v˜εm → v˜ε strongly in L2(0, T ;L2(Γ0)) and a.e. on Γ0 × (0, T ). (3.12)
Let χ ∈ L2(0, T ) and ϕ ∈ V0div. For all m ≥ 1 we define again ϕm as the orthogonal
projection of ϕ with respect to the inner product of H1(Ω) on Span
{
w1, . . . , wm
}
. We
multiply (3.11) by χ, we integrate on (0, T ) and we pass to the limit as m tends to +∞.
We get ∫ T
0
〈
∂v˜ε
∂t
, ϕ
〉
V′
0div ,V0div
χdt+
∫ T
0
∫
Ω
2µD(v˜ε) : D(ϕχ) dxdt
+
∫ T
0
∫
Γ0
ℓ
v˜ε · ϕ√
ε2 + |v˜ε|2
χdx′dt =
∫ T
0
(f, ϕχ) dt
−
∫ T
0
∫
Ω
2µD(G0ζ) : D(ϕχ) dxdt −
∫ T
0
(
G0
∂ζ
∂t
, ϕχ
)
dt.
(3.13)
Furthermore, by using Simon’s lemma and possibly extracting another subsequence, we
have
v˜εm → v˜ε strongly in C0
(
[0, T ];H),
for any Banach space H such that L2(Ω) ⊂ H ⊂ V ′0div with continuous injections and
compact embedding of L2(Ω) into H. Recalling that
v˜εm(0) = v˜
0
m → v˜0 strongly in L2(Ω)
we infer that v˜ε(0) = v˜
0.
Finally, using De Rham’s theorem, we obtain that there exists pε such that (v˜ε, pε) is a
solution of problem (Pε). Indeed, possibly modifying v˜ε on a negligible subset of [0, T ], we
have v˜ε ∈ C0
(
[0, T ];H
)
. Hence for all t ∈ [0, T ], we may define Fε ∈ C0
(
[0, T ];H−1(Ω)
)
by
〈
Fε(t), ϕ
〉
H−1(Ω),H1
0
(Ω)
= −(v˜ε(t)− v˜0, ϕ)− ∫ t
0
∫
Ω
2µD(v˜ε +G0ζ) : D(ϕ) dxdt
+
∫ t
0
(f, ϕ)−
∫ t
0
(
G0
∂ζ
∂t
, ϕ
)
dt ∀ϕ ∈ H10(Ω), ∀t ∈ [0, T ].
With (3.13) we obtain that 〈
Fε(t), ϕ
〉
H−1(Ω),H1
0
(Ω)
= 0
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for all ϕ ∈ H10(Ω) such that div(ϕ) = 0 and we infer that there exists πε ∈ C0
(
[0, T ];L20(Ω)
)
such that〈
Fε(t), ϕ
〉
H−1(Ω),H1
0
(Ω)
=
〈∇πε(t), ϕ〉D′(Ω),D(Ω) ∀ϕ ∈ D(Ω), ∀t ∈ [0, T ]. (3.14)
Let us denote now by pε the time derivative of πε in the distribution sense. From (3.14)
we obtain
d
dt
(v˜ε, ϕ) + a(v˜ε +G0ζ, ϕ) +
〈∇pε, ϕ〉D′(Ω),D(Ω)
= (f, ϕ) −
(
G0
∂ζ
∂t
, ϕ
)
dt ∀ϕ ∈ D(Ω)
(3.15)
in D′(0, T ).
Lemma 3. We have pε ∈ H−1(0, T ;L20(Ω)) and there exists a constant C3 independent
of ε such that
‖pε‖H−1(0,T ;L2(Ω)) ≤ C3.
Proof. With (3.15) we get〈(
pε, div(ϕ)
)
, χ
〉
D′(0,T ),D(0,T )
= −
∫ T
0
(v˜ε, ϕ)χ
′ dt+
∫ T
0
a(v˜ε +G0ζ, ϕ)χdt
−
∫ T
0
(f, ϕ)χdt+
∫ T
0
(
G0
∂ζ
∂t
, ϕ
)
χdt ∀ϕ ∈ D(Ω), ∀χ ∈ D(0, T ).
By density the same equality is still valid for all ϕ ∈ H10(Ω). Now let w˜ ∈ L2(Ω) and
w = w˜ − 1|Ω|
∫
Ω
w˜ dx.
By construction we have w ∈ L20(Ω) and ‖w‖L2(Ω) ≤ ‖w˜‖L2(Ω). Moreover there exists a
linear continuous operator P : L20(Ω)→ H10(Ω) such that
P (w) = ϕ ∈ H10(Ω), div(ϕ) = w ∀w ∈ L20(Ω)
(see [18]). It follows that∣∣∣〈(pε, w˜), χ〉D′(0,T ),D(0,T )∣∣∣ = ∣∣∣〈(pε, w), χ〉D′(0,T ),D(0,T )∣∣∣
=
∣∣∣〈(pε, div(ϕ)), χ〉D′(0,T ),D(0,T )∣∣∣
≤ ‖v˜ε‖L2(0,T ;L2(Ω))‖P (w)χ′‖L2(0,T ;L2(Ω))
+2µ
(‖v˜ε‖L2(0,T ;H1(Ω)) +√T‖G0‖H1(Ω)‖ζ‖C0([0,T ])‖P (w)χ‖L2(0,T ;H1(Ω))
+
(
‖f‖L2(0,T ;L2(Ω)) +
√
T‖G0‖L2(Ω)
∥∥∥∥∂ζ∂t
∥∥∥∥
C0([0,T ])
)
‖P (w)χ‖L2(0,T ;L2(Ω))
∀χ ∈ D(0, T ).
Since the estimates obtained in Lemma 1 are independent of m and ε, we infer that the
sequence (v˜ε)ε>0 is bounded in L
2(0, T ;V0div) ∩ L∞
(
0, τ ;L2(Ω)
)
. Finally, by using the
continuity of the operator P and the density of D(0, T ) ⊗ L2(Ω) into H10
(
0, T ;L2(Ω)
)
,
we may conclude.
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It follows that σε = −pεId + 2µD(v˜ε + G0ζ) belongs to H−1
(
0, T ;
(
L2(Ω)
)3×3)
and
is bounded in H−1
(
0, T ;
(
L2(Ω)
)3×3)
uniformly with respect to ε. Moreover, we have〈
d
dt
(v˜ε, ϕ) , χ
〉
D′(0,T ),D(0,T )
+
∫ T
0
a(v˜ε +G0ζ, ϕχ) dt
−〈(pε, div(ϕ)), χ〉D′(0,T ),D(0,T ) = 〈(f, ϕ), χ〉D′(0,T ),D(0,T )
−
〈(
G0
∂ζ
∂t
, ϕ
)
, χ
〉
D′(0,T ),D(0,T )
∀ϕ ∈ D(Ω), ∀χ ∈ D(0, T )
i.e.
−
∫ T
0
(v˜ε, ϕ)χ
′ dt−
∫ T
0
〈
div(σε), ϕ
〉
D′(Ω),D(Ω)
χdt
=
∫ T
0
(f, ϕ)χdt−
∫ T
0
(
G0
∂ζ
∂t
, ϕ
)
χdt ∀ϕ ∈ D(Ω), ∀χ ∈ D(0, T )
(3.16)
and we infer that div(σε) belongs toH
−1
(
0, T ;L2(Ω)
)
and is bounded inH−1
(
0, T ;L2(Ω)
)
uniformly with respect to ε.
Let us consider now ϕ ∈ V0 in (3.16). Recalling that σε and div(σε) belong to
H−1
(
0, T ;
(
L2(Ω)
)3×3)
and H−1
(
0, T ;L2(Ω)
)
respectively, we may apply Green’s for-
mula (see [18]) and we get
−
∫ T
0
(v˜ε, ϕ)χ
′ dt+
∫ T
0
a(v˜ε +G0ζ, ϕ)χdt−
∫ T
0
(
pε, div(ϕ)
)
χdt
−
∫ T
0
∫
Γ0
3∑
i,j=1
σijεnjϕiχdx
′dt
=
∫ T
0
(f, ϕ)χdt−
∫ T
0
(
G0
∂ζ
∂t
, ϕ
)
χdt ∀χ ∈ D(0, T ).
But for any ϕ ∈ V0 we have ∫
∂Ω
ϕ · n dγ = 0
and there exists ϕ˜ ∈ H1(Ω) such that
ϕ˜ = ϕ on ∂Ω, div(ϕ˜) = 0 in Ω
since Ω is connected (see [18]). Then we get
−
∫ T
0
(v˜ε, ϕ˜)χ
′ dt+
∫ T
0
a(v˜ε +G0ζ, ϕ˜)χdt−
∫ T
0
∫
Γ0
3∑
i,j=1
σijεnjϕ˜iχdx
′dt
=
∫ T
0
(f, ϕ˜)χdt−
∫ T
0
(
G0
∂ζ
∂t
, ϕ˜
)
χdt ∀χ ∈ D(0, T ).
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By comparing with (3.13), we obtain
−
∫ T
0
∫
Γ0
3∑
i,j=1
σijεnjϕ˜iχdx
′dt =
∫ T
0
∫
Γ0
ℓ
v˜ε · ϕ˜√
ε2 + |v˜ε|2
χdx′dt ∀χ ∈ D(0, T ).
Owing that ϕ˜ = ϕ on Γ0 we infer that
−
∫ T
0
∫
Γ0
3∑
i,j=1
σijεnjϕiχdx
′dt =
∫ T
0
∫
Γ0
ℓ
v˜ε · ϕ√
ε2 + |v˜ε|2
χdx′dt ∀χ ∈ D(0, T )
and finally (v˜ε, pε) is a solution of problem (Pε).
Now, observing that∫ T
0
∫
Γ0
ℓ
(√
ε2 + |v˜ε + ϕχ|2 −
√
ε2 + |v˜ε|2
)
dx′dt ≥
∫ T
0
∫
Γ0
ℓ
v˜ε · ϕ√
ε2 + |v˜ε|2
χdx′dt
we get from (3.2) the following variational inequality〈
d
dt
(v˜ε, ϕ) , χ
〉
D′(0,T ),D(0,T )
− 〈(pε, div(ϕ)), χ〉D′(0,T ),D(0,T ) + ∫ T
0
a(v˜ε, ϕχ) dt
+
∫ T
0
∫
Γ0
ℓ
√
ε2 + |v˜ε + ϕχ|2 dx′dt−
∫ T
0
∫
Γ0
ℓ
√
ε2 + |v˜ε|2 dx′dt
≥ 〈(f, ϕ), χ〉
D′(0,T ),D(0,T )
−
∫ T
0
a(G0ζ, ϕχ) dt
−
〈(
G0
∂ζ
∂t
, ϕ
)
, χ
〉
D′(0,T ),D(0,T )
∀ϕ ∈ V0, ∀χ ∈ D(0, T ).
(3.17)
Let us pass now to the limit as ε tends to zero. Since the estimates obtained in Lemma
1, Lemma 2 and Lemma 3 are independent ofm and ε, we infer that the sequences (v˜ε)ε>0,(
∂v˜ε
∂t
)
ε>0
and (pε)ε>0 are bounded in L
2(0, T ;V0div)∩L∞
(
0, T ;L2(Ω)
)
, L2(0, T ;V ′0div)
and H−1
(
0, T ;L20(Ω)
)
respectively. Hence we have the following the convergence results
v˜ε ⇀ v˜ weakly star in L
∞
(
0, T ;L2(Ω)
)
and weakly in L2(0, T ;V0div),
∂v˜ε
∂t
⇀
∂v˜
∂t
weakly in L2(0, T ;V ′0div),
p˜ε ⇀ p˜ weakly in H
−1
(
0, T ;L20(Ω)
)
.
Moreover, possibly extracting another subsequence, we have
v˜ε → v˜ strongly in L2
(
0, T ;L2(Γ0)
)
,
and
v˜ε → v˜ strongly in C0
(
[0, T ];H),
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for any Banach space H such that L2(Ω) ⊂ H ⊂ V ′0div with continuous injections and
compact embedding of L2(Ω) into H. Then we may use the same arguments as previously
to pass to the limit as ε tends to zero in problem (3.17). Indeed, for the boundary term,
we may apply the following property∣∣∣∣∣
∫ T
0
∫
Γ0
ℓ
√
ε2 + |v˜ε + ϕχ|2 dx′dt−
∫ T
0
∫
Γ0
ℓ|v˜ + ϕχ| dx′dt
∣∣∣∣∣
≤ ‖ℓ‖L2(0,T ;L2(Γ0))
(
‖v˜ε − v˜‖L2(0,T ;L2(Γ0)) + ε
√
Tmeas(Γ0)
)
for all ϕ ∈ V0 and for all χ ∈ D(0, T ), which allows us to conclude that (v˜, p) is a solution
of problem (P ).
There remains now to prove uniqueness. Let (v˜1, p1) and (v˜2, p2) be two solutions of
problem (P ). Since
∂v˜i
∂t
∈ L2(0, T ;V ′0div), i = 1, 2, we may rewrite (2.5) as∫ T
0
〈∂v˜i
∂t
, ϕχ
〉
V′
0,div
,V0,div
dt+
∫ T
0
a(v˜i +G0ζ, ϕχ) dt
+
∫ T
0
∫
Γ0
ℓ (|v˜i + ϕχ| − |v˜i|) dx′dt ≥
∫ T
0
(f, ϕχ) dt−
∫ T
0
(
G0
∂ζ
∂t
, ϕχ
)
dt
for any ϕ ∈ V0div and χ ∈ D(0, T ). By density of D(0, T )⊗ V0div into L2(0, T ;V0div) we
may replace ϕχ by (v˜j − v˜i)1[0,s] with i, j ∈ {1, 2}, i 6= j and s ∈ [0, T ]. By adding the
two variational inequalities and using (2.3) we get
1
2
∫ s
0
d
dt
‖v˜1 − v˜2‖2L2(Ω)dt+ α
∫ s
0
‖v˜1 − v˜2‖2H1(Ω)dt ≤ 0.
As v˜1(0) = v˜2(0) = v˜
0, we obtain
‖v˜1(s)− v˜2(s)‖2L2(Ω) ≤ 0 ∀s ∈ [0, T ].
Then, with (2.5) we have〈(
p1 − p2, div(ϕ)
)
, χ
〉
D′(0,T ),D(0,T )
= 0 ∀ϕ ∈ H10(Ω), ∀χ ∈ D(0, T ).
Now let w˜ ∈ L2(Ω) and
w = w˜ − 1|Ω|
∫
Ω
w˜ dx ∈ L20(Ω).
There exists ϕ = P (w) ∈ H10(Ω) such that div(ϕ) = w (see [18]) and thus〈
(p1 − p2, w˜), χ
〉
D′(0,T ),D(0,T )
=
〈
(p1 − p2, w), χ
〉
D′(0,T ),D(0,T )
= 0 ∀χ ∈ D(0, T ).
By density of D(0, T )⊗ L2(Ω) into H10
(
0, T ;L2(Ω)
)
we get〈
p1 − p2, η
〉
H−1(0,T ;L2(Ω)),H1
0
(0,T ;L2(Ω))
= 0 ∀η ∈ H10
(
0, T ;L2(Ω)
)
and thus p1 = p2.
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Let us assume now that the following compatibility condition for the initial velocity
is satisfied
v0 ∈ H2(Ω), div(v0) = 0 in Ω, v0 = g on ∂Ω (3.18)
and
∂v0
∂x3
= 0 on Γ0. (3.19)
Then we may choose G0 = v
0 and the initial condition (2.6) becomes
v˜(0, ·) = v0 −G0 = v˜0 = 0 ∈ H.
Let us assume also that
f ∈ W 1,2(0, T ;L2(Ω)), ℓ ∈W 1,2(0, T ;L2(Γ0;R+)). (3.20)
Then we can prove further regularity properties for the unique solution of problem
(P ).
Theorem 2. Let assumptions (2.2)-(3.18)-(3.19)-(3.20) hold. Then the unique solution
(v˜, p) of problem (P ) satisfies the following regularity properties
∂v˜
∂t
∈ L∞(0, T ;L2(Ω)) ∩ L2(0, T ;V0div), p ∈ L∞(0, T ;L20(Ω))
and
∂2v˜
∂t2
∈ L2(0, T ; (H10div(Ω))′)
with H10div(Ω) =
{
ϕ ∈ H1(Ω) : ϕ = 0 on ∂Ω and div(ϕ) = 0 in Ω}.
Proof. Let us adopt the same notations as in the previous proof. Recalling that the trace
operator maps H1(Ω) into L4(∂Ω) (see [28] for instance), we infer from (3.20) that, for
all ε > 0 and for all m ≥ 1, we have v˜εm ∈ W 2,2
(
0, T ; Span{w1, . . . , wm}
)
and (3.4) holds
for all t ∈ [0, T ]. We may differentiate all the terms of (3.4) with respect to the time
variable and we obtain(
∂2v˜εm
∂t2
, wk
)
+ a
(
∂v˜εm
∂t
, wk
)
+
∫
Γ0
∂ℓ
∂t
v˜εm · wk√
ε2 + |v˜εm|2
dx′
+
∫
Γ0
ℓ
(
∂v˜εm
∂t · wk√
ε2 + |v˜εm|2
−
(
v˜εm · ∂v˜εm∂t
)
(v˜εm · wk)(
ε2 + |v˜εm|2
)3/2
)
dx′
=
(
∂f
∂t
, wk
)
− a
(
v0
∂ζ
∂t
, wk
)
−
(
v0
∂2ζ
∂t2
, wk
)
a.e. in (0, T ),
(3.21)
for all k ∈ {1, . . . ,m}. Now we multiply (3.21) by g′εk(t) and we add from k = 1 to m.
We obtain∫
Γ0
ℓ
( ∣∣∂v˜εm
∂t
∣∣2√
ε2 + |v˜εm|2
−
(
v˜εm · ∂v˜εm∂t
)2(
ε2 + |v˜εm|2
)3/2
)
dx′ ≥
∫
Γ0
ℓε2
|∂v˜εm∂t |2
(ε2 + |v˜εm|2)
3
2
dx′ ≥ 0
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and with (2.3) we get
1
2
d
dt
∥∥∥∥∂v˜εm∂t
∥∥∥∥2
L2(Ω)
+ α
∥∥∥∥∂v˜εm∂t
∥∥∥∥2
H1(Ω)
≤ −
∫
Γ0
∂ℓ
∂t
v˜εm · ∂v˜εm∂t√
ε2 + |v˜εm|2
dx′
+
(
∂f
∂t
,
∂v˜εm
∂t
)
− a
(
v0
∂ζ
∂t
,
∂v˜εm
∂t
)
−
(
v0
∂2ζ
∂t2
,
∂v˜εm
∂t
)
a.e. in (0, T ). (3.22)
Let us estimate now the right side of (3.22). We obtain∣∣∣∣∣
∫
Γ0
∂ℓ
∂t
v˜εm · ∂v˜εm∂t√
ε2 + |v˜εm|2
dx′
∣∣∣∣∣
≤ c(γ0)
∥∥∥∥∂ℓ∂t
∥∥∥∥
L2(Γ0)
∥∥∥∥∂v˜εm∂t
∥∥∥∥
H1(Ω)
≤ α
4
∥∥∥∥∂v˜εm∂t
∥∥∥∥2
H1(Ω)
+
c(γ0)
2
α
∥∥∥∥∂ℓ∂t
∥∥∥∥2
L2(Γ0)
where we recall that c(γ0) is the norm of the trace operator from H
1(Ω) to L2(Γ0),∣∣∣∣(∂f∂t , ∂v˜εm∂t
)∣∣∣∣ ≤ ∥∥∥∥∂f∂t
∥∥∥∥
L2(Ω)
∥∥∥∥∂v˜εm∂t
∥∥∥∥
L2(Ω)
≤
∥∥∥∥∂f∂t
∥∥∥∥2
L2(Ω)
+
1
4
∥∥∥∥∂v˜εm∂t
∥∥∥∥2
L2(Ω)
,
∣∣∣∣a(v0 ∂ζ∂t , ∂v˜εm∂t
)∣∣∣∣ ≤ 2µ ∣∣∣∣∂ζ∂t
∣∣∣∣ ‖v0‖H1(Ω) ∥∥∥∥∂v˜εm∂t
∥∥∥∥
H1(Ω)
≤ α
4
∥∥∥∥∂v˜εm∂t
∥∥∥∥2
H1(Ω)
+
4µ2
α
∣∣∣∣∂ζ∂t
∣∣∣∣2 ‖v0‖2H1(Ω),
∣∣∣∣(v0 ∂2ζ∂t2 , ∂v˜εm∂t
)∣∣∣∣ ≤ ∣∣∣∣∂2ζ∂t2
∣∣∣∣ ‖v0‖L2(Ω) ∥∥∥∥∂v˜εm∂t
∥∥∥∥
L2(Ω)
≤
∣∣∣∣∂2ζ∂t2
∣∣∣∣2 ‖v0‖2L2(Ω) + 14
∥∥∥∥∂v˜εm∂t
∥∥∥∥2
L2(Ω)
.
Gathering all these estimates, we infer
1
2
d
dt
∥∥∥∥∂v˜εm∂t
∥∥∥∥2
L2(Ω)
+
α
2
∥∥∥∥∂v˜εm∂t
∥∥∥∥2
H1(Ω)
≤ A1 + 1
2
∥∥∥∥∂v˜εm∂t
∥∥∥∥2
L2(Ω)
a.e. in (0, T )
with
A1 =
c(γ0)
2
α
∥∥∥∥∂ℓ∂t
∥∥∥∥2
L2(Γ0)
+
∥∥∥∥∂f∂t
∥∥∥∥2
L2(Ω)
+
4µ2
α
∣∣∣∣∂ζ∂t
∣∣∣∣2 ‖v0‖2H1(Ω) + ∣∣∣∣∂2ζ∂t2
∣∣∣∣2 ‖v0‖2L2(Ω).
Let s ∈ [0, T ]. By integration we have∥∥∥∥∂v˜εm∂t (s)
∥∥∥∥2
L2(Ω)
+ α
∫ s
0
∥∥∥∥∂v˜εm∂t
∥∥∥∥2
H1(Ω)
dt
≤
∥∥∥∥∂v˜εm∂t (0)
∥∥∥∥2
L2(Ω)
+ 2
∫ s
0
A1 dt+
∫ s
0
∥∥∥∥∂v˜εm∂t
∥∥∥∥2
L2(Ω)
dt.
(3.23)
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Moreover, taking t = 0 in (3.4) we obtain(
∂v˜εm
∂t
(0), wk
)
= −a(v˜εm(0) + v0ζ(0), wk)− ∫
Γ0
ℓ(0)
v˜εm(0) · wk√
ε2 + |v˜εm(0)|2
dx′
+
(
f(0), wk
)− (v0 ∂ζ
∂t
(0), wk
)
∀k ∈ {1, . . . ,m}.
Reminding that ζ(0) = 1 and G0 = v
0, we get v˜εm(0) = v˜
0
m = 0 for all m ≥ 1 and∫
Γ0
ℓ(0)
v˜εm(0) · wk√
ε2 + |v˜εm(0)|2
dx′ = 0.
We multiply the previous equality by g′εk(0) and we add from k = 1 to m. With Green’s
formula and (3.18)-(3.19), we get∥∥∥∥∂v˜εm∂t (0)
∥∥∥∥2
L2(Ω)
=
∫
Ω
2µ
3∑
i,j=1
∂
∂xj
(
dij(v
0)
)∂v˜iεm
∂t
(0) dx
+
(
f(0),
∂v˜εm
∂t
(0)
)
−
(
v0
∂ζ
∂t
(0),
∂v˜εm
∂t
(0)
)
.
It follows that∥∥∥∥∂v˜εm∂t (0)
∥∥∥∥
L2(Ω)
≤ A0 = 2
√
3µ‖v0‖H2(Ω) +
∥∥f(0)∥∥
L2(Ω)
+
∣∣∣∣∂ζ∂t (0)
∣∣∣∣ ‖v0‖L2(Ω).
Finally, with (3.23) we get∥∥∥∥∂v˜εm∂t (s)
∥∥∥∥2
L2(Ω)
+ α
∫ s
0
∥∥∥∥∂v˜εm∂t
∥∥∥∥2
H1(Ω)
dt
≤
(
A20 +
2c(γ0)
2
α
∥∥∥∥∂ℓ∂t
∥∥∥∥2
L2(0,T ;L2(Γ0))
+ 2
∥∥∥∥∂f∂t
∥∥∥∥2
L2(0,T ;L2(Ω))
+
8µ2
α
T
∥∥∥∥∂ζ∂t
∥∥∥∥2
C([0,T ])
‖v0‖2
H1(Ω) + 2T
∥∥∥∥∂2ζ∂t2
∥∥∥∥2
C([0,T ])
‖v0‖2
L2(Ω)
)
exp(s) ∀s ∈ [0, T ].
Hence
(
∂v˜εm
∂t
)
m≥1,ε>0
is bounded in L∞
(
0, T ;L2(Ω)
)
and in L2
(
0, T ;H1(Ω)
)
uniformly
with respect to m and ε.
It follows that we can pass to the limit as m tends to +∞. We obtain
∂v˜εm
∂t
⇀
∂v˜ε
∂t
weakly star in L∞
(
0, T ;L2(Ω)
)
and weakly in L2(0, T ;V0div). (3.24)
Hence v˜ε ∈W 1,∞
(
0, T ;L2(Ω)
)∩W 1,2(0, T ;V0div) and with a straightforward adaptation
of Lemma 3 we get∣∣∣〈(pε, w˜), χ〉D′(0,T ),D(0,T )∣∣∣ ≤
∥∥∥∥∂v˜ε∂t
∥∥∥∥
L∞(0,T ;L2(Ω))
‖P (w)χ‖L1(0,T ;L2(Ω))
+2µ
(‖v˜ε‖L∞(0,T ;H1(Ω)) + ‖v0‖H1(Ω)‖ζ‖C0([0,T ])‖P (w)χ‖L1(0,T ;H1(Ω))
+
(
‖f‖L∞(0,T ;L2(Ω)) + ‖v0‖L2(Ω)
∥∥∥∥∂ζ∂t
∥∥∥∥
C0([0,T ]
)
‖P (w)χ‖L1(0,T ;L2(Ω))
∀χ ∈ D(0, T ).
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Hence pε ∈ L∞
(
0, T ;L20(Ω)
)
and the sequence
(
∂v˜ε
∂t
, pε
)
ε>0
is uniformly bounded in(
L∞
(
0, T ;L2(Ω)
) ∩ L2(0, T ;V0div))× L∞(0, T ;L20(Ω)). Moreover, for all ϕ ∈ V0div and
m ≥ 1 we may define ϕm as the othogonal projection of ϕ with respect to the inner
product of H1(Ω) on Span
{
w1, . . . , wm
}
. We multiply (3.21) by χ and we integrate on
(0, T ). We obtain
−
∫ T
0
(
∂v˜εm
∂t
, ϕm
)
χ′ dt+
∫ T
0
a
(
∂v˜εm
∂t
, ϕm
)
χdt
+
∫ T
0
∫
Γ0
∂ℓ
∂t
v˜εm · ϕm√
ε2 + |v˜εm|2
χdx′dt
+
∫ T
0
∫
Γ0
ℓ
(
∂v˜εm
∂t · ϕm√
ε2 + |v˜εm|2
−
(
v˜εm · ∂v˜εm∂t
)
(v˜εm · ϕm)(
ε2 + |v˜εm|2
)3/2
)
χdx′dt (3.25)
=
∫ T
0
(
∂f
∂t
, ϕm
)
χdt−
∫ T
0
a
(
v0
∂ζ
∂t
, ϕm
)
χdt
−
∫ T
0
(
v0
∂2ζ
∂t2
, ϕm
)
χdt for all m ≥ 1.
Since the trace operator is a linear continuous mapping from H1(Ω) into L4(∂Ω) we infer
from (3.24) that
∂v˜εm
∂t
⇀
∂v˜ε
∂t
weakly in L2(0, T ;L4
(
Γ0)
)
under the convention that we identify
∂v˜εm
∂t
(resp.
∂v˜ε
∂t
) with its trace on Γ0. Moreover,
with (3.12) we have
ℓ
(
ϕm√
ε2 + |v˜εm|2
− v˜εm(v˜εm · ϕm)(
ε2 + |v˜εm|2
)3/2
)
→ ℓ
(
ϕ√
ε2 + |v˜ε|2
− v˜ε(v˜ε · ϕ)(
ε2 + |v˜ε|2
)3/2
)
strongly in L2(0, T ;L4/3
(
Γ0)
)
.
Hence we can pass to the limit in all the terms of (3.25) and we get
−
∫ T
0
(
∂v˜ε
∂t
, ϕ
)
χ′ dt+
∫ T
0
a
(
∂v˜ε
∂t
, ϕ
)
χdt+
∫ T
0
∫
Γ0
∂ℓ
∂t
v˜ε · ϕ√
ε2 + |v˜ε|2
χdx′dt
+
∫ T
0
∫
Γ0
ℓ
(
∂v˜ε
∂t · ϕ√
ε2 + |v˜ε|2
−
(
v˜ε · ∂v˜ε∂t
)
(v˜ε · ϕ)(
ε2 + |v˜ε|2
)3/2
)
χdx′dt
=
∫ T
0
(
∂f
∂t
, ϕ
)
χdt−
∫ T
0
a
(
v0
∂ζ
∂t
, ϕ
)
χdt−
∫ T
0
(
v0
∂2ζ
∂t2
, ϕ
)
χdt
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for all ϕ ∈ V0div and for all χ ∈ D(0, T ). Let us choose now ϕ ∈ H10div(Ω). We obtain〈
d
dt
(
∂v˜ε
∂t
, ϕ
)
, χ
〉
D′(0,T ),D(0,T )
+
∫ T
0
a
(
∂v˜ε
∂t
, ϕ
)
χdt
=
∫ T
0
(
∂f
∂t
, ϕ
)
χdt−
∫ T
0
a
(
v0
∂ζ
∂t
, ϕ
)
χdt
−
∫ T
0
(
v0
∂2ζ
∂t2
, ϕ
)
χdt ∀χ ∈ D(0, T )
and we infer from the previous estimates that
∂2v˜ε
∂t2
belongs to L2
(
0, T ;
(
H10div(Ω)
)′)
and
is uniformly bounded with respect to ε in L2
(
0, T ;
(
H10div(Ω)
)′)
.
Finally, by using the techniques of Theorem 1, we may conclude that the unique
solution (v˜, p) of problem (P ) satisfies
∂v˜
∂t
∈ L∞(0, T ;L2(Ω)) ∩ L2(0, T ;V0div), p ∈ L∞(0, T ;L20(Ω))
and
∂2v˜
∂t2
∈ L2(0, T ; (H10div(Ω))′).
As a corollary we obtain
Proposition 1. Let us assume that (2.2)-(3.18)-(3.19)-(3.20) hold. Then the stress
tensor σ = −pId + 2µD(v˜+ v0ζ) belongs to L∞
(
0, T ;
(
L2(Ω)
)3×3)
and div(σ) belongs to
L∞
(
0, T ;L2(Ω)
)
.
Proof. The first part of the result is an immediate consequence of Theorem 2. Now let
us choose ϕ ∈ (D(Ω))3 and χ ∈ D(0, T ). With (2.5) we have〈
d
dt
(v˜, ϕ) ,±χ
〉
D′(0,T ),D(0,T )
+
∫ T
0
a(v˜ + v0ζ,±ϕχ) dt
−〈(p, div(ϕ)),±χ〉
D′(0,T ),D(0,T )
≥ 〈(f, ϕ),±χ〉
D′(0,T ),D(0,T )
−
〈(
v0
∂ζ
∂t
, ϕ
)
,±χ
〉
D′(0,T ),D(0,T )
.
It follows that ∫ T
0
∫
Ω
∂v˜
∂t
ϕχ dxdt +
∫ T
0
∫
Ω
3∑
i,j=1
σij
∂ϕi
∂xj
χdxdt
=
∫ T
0
∫
Ω
fϕχ dxdt−
∫ T
0
∫
Ω
v0
∂ζ
∂t
ϕχ dxdt
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and thus ∣∣∣∣∣∣
∫ T
0
∫
Ω
3∑
i,j=1
σij
∂ϕi
∂xj
χdxdt
∣∣∣∣∣∣ ≤
(∥∥∥∥∂v˜∂t
∥∥∥∥
L∞(0,T ;L2(Ω))
+ ‖f‖L∞(0,T ;L2(Ω))
+
∥∥∥∥∂ζ∂t
∥∥∥∥
C0([0,T ]
‖v0‖L2(Ω)
)
‖ϕχ‖L1(0,T ;L2(Ω)).
Hence div(σ) ∈ (L1(0, T ;L2(Ω)))′ = L∞(0, T ;L2(Ω)).
4 The generalized Coulomb’s friction case
Let us assume now that F can be decomposed as
F(x′, t, σ) = F0(x′, t) + Fσ(x′, t)
∫ t
0
S(t− s)
∣∣R(σ3(·, s))(x′)∣∣ ds (4.1)
for almost every x′ ∈ Γ0 and for all t ∈ [0, T ], where R is a regularization operator which
will be described below, σ3 is the vector (σ3j)1≤j≤3 and
F0 ∈ W 1,2(0, T ;L2(Γ0;R+)), Fσ ∈W 1,p(0, T ;L2(Γ0;R+)) with p > 2, (4.2)
and
S ∈ C1(R+;R+). (4.3)
Then, possibly modifying F0 and Fσ on a negligible subset of [0, T ], we have
F0 ∈ C0([0, T ];L2(Γ0;R+)), Fσ ∈ C0([0, T ];L2(Γ0;R+)).
Similarly, recalling that f ∈ W 1,2(0, T ;L2(Ω)), possibly modifying f on a negligible
subset of [0, T ], we have also f ∈ C0([0, T ];L2(Ω)).
We will prove an existence result for problem (P ) by using a successive approximation
technique. Indeed, for any given Tresca’s friction threshold ℓk ∈W 1,2
(
0, T ;L2(Γ0;R
+)
)
,
we consider
Problem (Pk) Find
v˜k ∈ L2
(
0, T ;V0div
) ∩ L∞(0, T ;L2(Ω)), pk ∈ H−1(0, T ;L20(Ω))
such that, for all ϕ ∈ V0 and for all χ ∈ D(0, T ), we have〈
d
dt
(v˜k, ϕ) , χ
〉
D′(0,T ),D(0,T )
− 〈(pk, div(ϕ)), χ〉D′(0,T ),D(0,T )
+
∫ T
0
a(v˜k, ϕχ) dt+
∫ T
0
∫
Γ0
ℓk
(∣∣v˜k + ϕχ∣∣− ∣∣v˜k∣∣) dx′dt
≥ 〈(f, ϕ), χ〉
D′(0,T ),D(0,T )
−
∫ T
0
a(v0ζ, ϕχ) dt −
〈(
v0
∂ζ
∂t
, ϕ
)
, χ
〉
D′(0,T ),D(0,T )
(4.4)
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and
v˜k(0, ·) = v˜0 = 0. (4.5)
With the results of Section 3 we know that problem (Pk) admits an unique solution
and σk
def
= −pkId + 2µD(v˜k + v0ζ) belongs to L∞
(
0, T ;
(
L2(Ω)
)3×3)
with div(σk) ∈
L∞
(
0, T ;L2(Ω)
)
. For all i ∈ {1, 2, 3} we denote by σik the vector (σijk)1≤j≤3 and we
introduce the following functional space
E(Ω) =
{
σ˜ ∈ L2(Ω); div(σ˜) ∈ L2(Ω)}
endowed with the norm ‖ · ‖E(Ω) given by
‖σ˜‖E(Ω) =
(‖σ˜‖2
L2(Ω) +
∥∥div(σ˜)∥∥2
L2(Ω)
)1/2 ∀σ˜ ∈ E(Ω).
With the previous results we know that σik ∈ L∞
(
0, T ;E(Ω)
)
for all i ∈ {1, 2, 3} and for
all k ≥ 0. Let us recall that there exists a trace operator γn : E(Ω) → H−1/2(∂Ω) such
that, for all σ˜ ∈ E(Ω), the following Green’s formula holds∫
Ω
div(σ˜)ψ dx+
∫
Ω
σ˜ · ∇ψ dx = 〈γn(σ˜), ψ〉H−1/2(∂Ω),H1/2(∂Ω) ∀ψ ∈ H1(Ω)
and γn(σ˜) is called the normal component of σ˜ on ∂Ω (see [18] for instance). Then,
following [11] we introduce a regularization operator R : E(Ω)→ C0(Γ0) given by
R(σ˜)(x′) = 〈γn(σ˜), fx′〉H−1/2(∂Ω),H1/2(∂Ω)
=
∫
Ω
div(σ˜)fx′ dx+
∫
Ω
σ˜ · ∇fx′ dx ∀x′ ∈ Γ0, ∀σ˜ ∈ E(Ω) (4.6)
where f is a function belonging to C∞0 (Γ0 × R3;R+) and fx′ : Ω → R is defined by
fx′(x) = f(x
′, x′ − x) for all x ∈ Ω and for all x′ ∈ Γ0. Since γn(σ˜) = σ˜ · n on ∂Ω for all
σ˜ ∈ (D(Ω))3 and n = (0, 0,−1) on Γ0, we obtain that
σn =
3∑
i,j=1
σijninj = −γn(σ3) on Γ0
for any σ ∈ (D(Ω))3×3. Then we let
ℓk+1(x
′, t) = F(x′, t, σk) = F0(x′, t) + Fσ(x′, t)
∫ t
0
S(t− s)
∣∣R(σ3k(·, s))(x′)∣∣ ds
for almost every x′ ∈ Γ0 and for all t ∈ [0, T ], thus ℓk+1 ∈ W 1,2
(
0, T ;L2(Γ0;R
+)
)
. Start-
ing from a given ℓ0 ∈ W 1,2
(
0, T ;L2(Γ0,R
+)
)
, we construct a sequence (v˜k, pk, σk)k≥0
such that
v˜k ∈ W 1,∞
(
0, T ;L2(Ω)
) ∩W 1,2(0, T ;V0div),
pk ∈ L∞
(
0, T ;L20(Ω)
)
,
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σk ∈ L∞
(
0, T ;
(
L2(Ω)
)3×3)
, div(σk) ∈ L∞
(
0, T ;L2(Ω)
)
and we expect that (v˜k, pk)k≥0 converges towards a solution of problem (P ).
More precisely, let us assume that problem (P ) admits a solution (v¯, p¯) on some
time interval [0, τ ], with 0 ≤ τ < T . Let σ¯ = −p¯Id + 2µD(v¯ + v0ζ) and assume that
σ¯ ∈ L∞(0, T ; (L2(Ω))3×3), div(σ¯) ∈ L∞(0, T ;L2(Ω)). We define ℓ0 by
ℓ0(x
′, t) = F0(x′, t) + Fσ(x′, t)
∫ t
0
S(t− s)∣∣R(σ¯3(·, s))(x′)∣∣ ds
for almost every x′ ∈ Γ0 and for all t ∈ [0, τ ] and
ℓ0(x
′, t) = F0(x′, t) + Fσ(x′, τ)
∫ τ
0
S(τ − s)∣∣R(σ¯3(·, s))(x′)∣∣ ds
for almost every x′ ∈ Γ0 and for all t ∈ [τ, T ].
Let (v˜0, p0) be the unique solution of problem (P0) on [0, T ]. Then (v˜0, p0) satisfies
also problem (P ) with F(·, ·, σ¯) = ℓ0|[0,τ ] on [0, τ ] and, by uniqueness of the solution (see
Theorem 1), we infer that v˜0 = v¯ and p0 = p¯ on (0, τ).
Next let (ℓk)k≥0 be given by the iteration procedure described previously i.e.
ℓk+1(x
′, t) = F(x′, t, σk) = F0(x′, t) + Fσ(x′, t)
∫ t
0
S(t− s)∣∣R(σ3k(·, s))(x′)∣∣ ds
for almost every x′ ∈ Γ0 and for all t ∈ [0, T ], with σk = −pkId + 2µD(v˜k + v0ζ) for all
k ≥ 0. Let (v˜1, p1) be the unique solution of problem (P1) on [0, T ]. We observe that
σ0 = σ¯ on (0, τ), hence ℓ1 = ℓ0 on (0, τ) and we obtain v˜1 = v˜0 = v¯ and p1 = p0 = p¯ on
(0, τ). By an immediate induction we get
ℓk = ℓ0, v˜k = v¯, pk = p¯ on (0, τ), for all k ≥ 0.
Now let τ ′ ∈ (τ, T ]. By using the results of Theorem 1, Theorem 2 and Propo-
sition 1 we obtain that there exists a positive real number Cdata = Cdata(µ, ζ, f, v
0),
depending only on the data µ, ζ, f and v0, such that v˜k,
∂2v˜k
∂t2
, pk, σk and div(σk)
are bounded by Cdata
(
1+‖ℓk‖W 1,2(0,τ ′;L2(Γ0))
)
in W 1,∞
(
0, τ ′;L2(Ω)
)∩W 1,2(0, τ ′;V0div),
L2
(
0, τ ′,
(
H10div(Ω)
)′)
, L∞
(
0, τ ′;L20(Ω)
)
, L∞
(
0, τ ′; (L2(Ω)3×3
)
and L∞
(
0, τ ′;L2(Ω)
)
re-
spectively. It follows that
‖σ3k‖L∞(0,τ ′;E(Ω)) ≤
√
2Cdata
(
1 + ‖ℓk‖W 1,2(0,τ ′;L2(Γ0))
) ∀k ≥ 0.
Moreover, let ℓ˜k = ℓk −F0 for all k ≥ 0. We have:
Proposition 2. Under the previous assumptions, there exist a constant Cτ , depending
only on τ , and a constant C′data = C
′
data(µ, ζ, f, v
0), depending only on the data µ, ζ, f
and v0, such that
‖ℓ˜k+1‖W 1,2(0,τ ′;L2(Γ0)) ≤ Cτ + C′data
(√
τ ′ − τ + (τ ′ − τ) p−22p )‖ℓ˜k‖W 1,2(0,τ ′;L2(Γ0))
for all k ≥ 0.
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Proof. For all k ≥ 0 we have
ℓ˜k+1(x
′, t) = Fσ(x′, t)
∫ t
0
S(t− s)
∣∣R(σ3k(·, s))(x′)∣∣ ds
for almost every x′ ∈ Γ0 and for all t ∈ [0, T ] and
∂ℓ˜k+1
∂t
(x′, t) =
∂Fσ
∂t
(x′, t)
∫ t
0
S(t− s)∣∣R(σ3k(·, s))(x′)∣∣ ds
+Fσ(x′, t)S(0)∣∣R(σ3k(·, t))(x′)∣∣+ Fσ(x′, t)∫ t
0
S′(t− s)∣∣R(σ3k(·, s))(x′)∣∣ ds
for almost every x′ ∈ Γ0 and for almost every t ∈ [0, T ].
But Fσ ∈ W 1,p(0, T ;L2(Γ0;R+)), S ∈ C1(R+;R+) and R ∈ Lc(E(Ω);C0(Γ0)). So
there exists three positive real numbers CFσ , CS and CR such that∥∥Fσ∥∥
L∞(0,T ;L2(Γ0))
≤ CFσ ,
∥∥∥∥∂Fσ∂t
∥∥∥∥
Lp(0,T ;L2(Γ0))
≤ CFσ ,
∣∣S(t′)∣∣ ≤ CS , ∣∣S′(t′)∣∣ ≤ CS ∀t′ ∈ [0, T ],
and ∥∥R(σ˜)∥∥
L∞(Γ0)
≤ CR‖σ˜‖E(Ω) ∀σ˜ ∈ E(Ω).
It follows that
∥∥ℓ˜k+1∥∥2L2(0,τ ′;L2(Γ0)) =
∫ τ ′
0
∥∥∥∥Fσ(x′, t)∫ t
0
S(t− s)∣∣R(σ3k(·, s))(x′)∣∣ ds∥∥∥∥2
L2(Γ0)
dt
= ‖ℓ˜0‖2L2(0,τ ;L2(Γ0)) +
∫ τ ′
τ
∥∥∥∥Fσ(x′, t)∫ t
0
S(t− s)
∣∣R(σ3k(·, s))(x′)∣∣ ds∥∥∥∥2
L2(Γ0)
dt
≤ ‖ℓ˜0‖2L2(0,τ ;L2(Γ0)) + C2FσC2S
∫ τ ′
τ
t
(∫ t
0
∥∥R(σ3k(·, s))(x′)∥∥2L∞(Γ0) ds
)
dt
≤ ‖ℓ˜0‖2L2(0,τ ;L2(Γ0)) + C2FσC2S(τ ′ − τ)T 2C2R‖σ3k‖2L∞(0,τ ′;E(Ω)).
Similarly∥∥∥∥∥∂ℓ˜k+1∂t
∥∥∥∥∥
2
L2(0,τ ′;L2(Γ0))
=
∥∥∥∥∥∂ℓ˜0∂t
∥∥∥∥∥
2
L2(0,τ ;L2(Γ0))
+
∥∥∥∥∥∂ℓ˜k+1∂t
∥∥∥∥∥
2
L2(τ,τ ′;L2(Γ0))
≤
∥∥∥∥∥∂ℓ˜0∂t
∥∥∥∥∥
2
L2(0,τ ;L2(Γ0))
+ 3
∫ τ ′
τ
∥∥∥∥∂Fσ∂t (x′, t)
∫ t
0
S(t− s)∣∣R(σ3k(·, s))(x′)∣∣ ds∥∥∥∥2
L2(Γ0)
dt
+3
∫ τ ′
τ
∥∥Fσ(x′, t)S(0)∣∣R(σ3k(·, t))(x′)∣∣∥∥2L2(Γ0) dt
+3
∫ τ ′
τ
∥∥∥∥Fσ(x′, t)∫ t
0
S′(t− s)
∣∣R(σ3k(·, s))(x′)∣∣ ds∥∥∥∥2
L2(Γ0)
dt
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and thus∥∥∥∥∥∂ℓ˜k+1∂t
∥∥∥∥∥
2
L2(0,τ ′;L2(Γ0))
≤
∥∥∥∥∥∂ℓ˜0∂t
∥∥∥∥∥
2
L2(0,τ ;L2(Γ0))
+ 3C2ST
2C2R‖σ3k‖2L∞(0,τ ′;E(Ω))
∫ τ ′
τ
∥∥∥∥∂Fσ∂t (x′, t)
∥∥∥∥2
L2(Γ0)
dt
+3C2FσC
2
S(τ
′ − τ)(T 2 + 1)C2R‖σ3k‖2L∞(0,τ ′;E(Ω))
≤
∥∥∥∥∥∂ℓ˜0∂t
∥∥∥∥∥
2
L2(0,τ ;L2(Γ0))
+ 3C2FσC
2
S(T
2 + 1)C2R
(
(τ ′ − τ) + (τ ′ − τ) p−2p )‖σ3k‖2L∞(0,τ ′;E(Ω)).
By combining these estimates we get∥∥ℓ˜k+1∥∥2W 1,2(0,τ ′;L2(Γ0)) ≤ ‖ℓ˜0‖2W 1,2(0,τ ;L2(Γ0))
+C2FσC
2
SC
2
R2(4T
2 + 3)C2data
(
(τ ′ − τ) + (τ ′ − τ) p−2p )
×(1 + ‖F0‖W 1,2(0,τ ′;L2(Γ0)) + ‖ℓ˜k‖W 1,2(0,τ ′;L2(Γ0)))2
and we may conclude with
Cτ = ‖ℓ˜0‖W 1,2(0,τ ;L2(Γ0))
+CFσCSCR
√
2(4T 2 + 3)Cdata
(√
T + T
p−2
2p
)(
1 + ‖F0‖W 1,2(0,T ;L2(Γ0))
)
and
C′data = CFσCSCR
√
2(4T 2 + 3)Cdata.
Let us fix now τ ′ > τ such that
√
τ ′ − τ + (τ ′ − τ) p−22p ≤ 1
2C′data
.
For instance we may choose
τ ′ = τ +
1
(4C′data)
2
if
1
4C′data
≥ 1,
τ ′ = τ +
1
(4C′data)
2p
p−2
otherwise.
By observing that
‖ℓ˜0‖W 1,2(0,τ ′;L2(Γ0)) ≤ C′τ def= Cτ + CFσCSCRτ
√
T − τ‖σ¯3‖L∞(0,τ ;E(Ω))
we obtain with an immediate induction that
∥∥ℓ˜k∥∥W 1,2(0,τ ′;L2(Γ0)) ≤ C′τ k∑
m=0
1
2m
≤ 2C′τ ∀k ≥ 0.
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It follows that v˜k,
∂2v˜k
∂t2
, pk, σk and div(σk) are uniformly bounded inW
1,∞
(
0, τ ′;L2(Ω)
)∩
W 1,2(0, τ ′;V0div), L2
(
0, τ ′,
(
H10div(Ω)
)′)
, L∞
(
0, τ ′;L20(Ω)
)
, L∞
(
0, τ ′; (L2(Ω)3×3
)
and in
L∞
(
0, τ ′;L2(Ω)
)
respectively.
Hence, possibly modifying v˜k and
∂v˜k
∂t
on a negligible subset of [0, τ ′], we have v˜k ∈
C0
(
[0, τ ′];V0div
)
and
∂v˜k
∂t
∈ C0([0, τ ′]; (H10div(Ω))′). Moreover
v˜k,
∂v˜k
∂t
⇀ v˜∗,
∂v˜∗
∂t
weakly star in L∞
(
0, τ ′;L2(Ω)
)
and weakly in L2(0, τ ′;V0div),
∂2v˜k
∂t2
⇀
∂2v˜∗
∂t2
weakly in L2
(
0, τ ′;
(
H10div(Ω)
)′)
,
pk ⇀ p∗ weakly star in L
∞
(
0, τ ′;L20(Ω)
)
,
and
ℓ˜k ⇀ ℓ˜∗ weakly in L
2
(
0, τ ′;L2(Γ0)
)
.
By using Aubin’s and Simon’s lemmas, and possibly extracting another subsequence, we
have also
v˜k → v˜∗ strongly in L2
(
0, τ ′;L2(Γ0)
)
,
∂v˜k
∂t
→ ∂v˜∗
∂t
strongly in L2
(
0, τ ′;L2(Ω)
)
, (4.7)
and
v˜k → v˜∗ strongly in C0
(
[0, τ ′];L2(Ω)
)
. (4.8)
Furthermore, possibly modifying v˜∗ and
∂v˜∗
∂t
on a negligible subset of [0, τ ′], we have
v˜∗ ∈ C0
(
[0, τ ′];V0div
)
and
∂v˜∗
∂t
∈ C0([0, τ ′]; (H10div(Ω))′). By passing to the limit as k
tends to +∞ in (4.4)-(4.5) we get〈
d
dt
(v˜∗, ϕ) , χ
〉
D′(0,τ ′),D(0,τ ′)
− 〈(p∗, div(ϕ)), χ〉D′(0,τ ′),D(0,τ ′)
+
∫ τ ′
0
a(v˜∗, ϕχ) dt+
∫ τ ′
0
∫
Γ0
ℓ∗
(|v˜∗ + ϕχ∣∣− |v˜∗|) dx′dt
≥ 〈(f, ϕ), χ〉
D′(0,τ ′),D(0,τ ′)
−
∫ τ ′
0
a(v0ζ, ϕχ) dt −
〈(
v0
∂ζ
∂t
, ϕ
)
, χ
〉
D′(0,τ ′),D(0,τ ′)
for all ϕ ∈ V0 and for all χ ∈ D(0, τ ′), with
v˜∗(0, ·) = v˜0 = 0.
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It follows that (v˜∗, p∗) is the unique solution on [0, τ
′] of problem (P ) with F = ℓ∗ = F0+
ℓ˜∗ and σ∗ = −p∗Id+2µD(v˜∗+v0ζ) satisfies σ∗ ∈ L∞
(
0, τ ′;
(
L2(Ω)
)3×3)
. Moreover, with
a straighforward adaptation of Proposition 1, we have also div(σ∗) ∈ L∞
(
0, τ ′;L2(Ω)
)
.
Let us prove now that
Lemma 4. Under the previous assumptions
ℓ∗(x
′, t) = F(x′, t, σ∗) = F0(x′, t) + Fσ(x′, t)
∫ t
0
S(t− s)
∣∣R(σ3∗(·, s))(x′)∣∣ ds
for almost every x′ ∈ Γ0 and for all t ∈ [0, τ ′].
Proof. Let ϕ ∈ (D(Ω))3 and χ ∈ D(0, τ ′). We have〈
d
dt
(v˜∗, ϕ) ,±χ
〉
D′(0,τ ′),D(0,τ ′)
+
∫ τ ′
0
a(v˜∗ + v
0ζ,±ϕχ) dxdt
−〈(p∗, div(ϕ)),±χ〉D′(0,τ ′),D(0,τ ′)
≥ 〈(f, ϕ),±χ〉
D′(0,τ ′),D(0,τ ′)
−
〈(
v0
∂ζ
∂t
, ϕ
)
,±χ
〉
D′(0,τ ′),D(0,τ ′)
.
(4.9)
Similarly, for all k ≥ 0 we have also〈
d
dt
(v˜k, ϕ) ,±χ
〉
D′(0,τ ′),D(0,τ ′)
+
∫ τ ′
0
a(v˜k + v
0ζ,±ϕχ) dxdt
−〈(pk, div(ϕ)),±χ〉D′(0,τ ′),D(0,τ ′)
≥ 〈(f, ϕ),±χ〉
D′(0,τ ′),D(0,τ ′)
−
〈(
v0
∂ζ
∂t
, ϕ
)
,±χ
〉
D′(0,τ ′),D(0,τ ′)
.
(4.10)
By substracting (4.9) to (4.10) we obtain∫ τ ′
0
∫
Ω
∂(v˜k − v˜∗)
∂t
· ϕχdxdt+
∫ τ ′
0
∫
Ω
3∑
i,j=1
(σijk − σij∗)∂ϕi
∂xj
χdxdt = 0 ∀k ≥ 0.
Thus ∥∥div(σk − σ∗)∥∥L2(0,τ ′;L2(Ω)) =
∥∥∥∥∂(v˜k − v˜∗)∂t
∥∥∥∥
L2(0,τ ′;L2(Ω))
∀k ≥ 0.
Since
(
∂v˜k
∂t
)
k≥0
converges strongly in L2
(
0, τ ′;L2(Ω)
)
to
∂v˜∗
∂t
, we infer that
(
div(σk)
)
k≥0
converges also strongly to div(σ∗) in L
2
(
0, τ ′;L2(Ω)
)
. Hence∥∥∥∥∂v˜k∂t − ∂v˜∗∂t
∥∥∥∥
L2(Ω)
→ 0 strongly in L2(0, τ ′),∥∥div(σk)− div(σ∗)∥∥
L2(Ω)
→ 0 strongly in L2(0, τ ′),
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and we infer that, possibly extracting a subsequence still denoted (v˜k, pk)k≥0, there exists
a negligible subset A of (0, τ ′) such that
∂v˜k
∂t
(t), div(σk)(t)→ ∂v˜∗
∂t
(t), div(σ∗)(t)
strongly in L2(Ω), for all t ∈ (0, τ ′) \A.
(4.11)
On the other hand, (v˜k)k≥0 is bounded inW
1,2(0, τ ′;V0div) and by using Helly’s theorem
(see [25] for instance) we obtain that, possibly extracting another subsequence, still
denoted (v˜k, pk)k≥0, we have
v˜k(t) ⇀ Λ(t) weakly in V0div, for all t ∈ [0, τ ′] (4.12)
with Λ ∈ BV (0, τ ′;V0div). Then, for all ϕ ∈ V0div and for all χ ∈ D(0, τ ′) we have(
v˜k(t), ϕ
)
H1(Ω)
χ(t)→ (Λ(t), ϕ)
H1(Ω)
χ(t) for all t ∈ [0, τ ′]
where (·, ·)H1(Ω) denotes the inner product of H1(Ω) and∣∣(v˜k(t), ϕ)
H1(Ω)
χ(t)
∣∣ ≤ ‖χ‖C0([0,τ ′])‖ϕ‖H1(Ω)‖v˜k‖L∞(0,τ ′;H1(Ω)) for all t ∈ [0, τ ′].
We may apply Lebesgue’s dominated theorem and we get∫ τ ′
0
(
v˜k(t), ϕ
)
H1(Ω)
χ(t) dt→
∫ τ ′
0
(
Λ(t), ϕ
)
H1(Ω)
χ(t) dt.
Owing that (v˜k)k≥0 converges weakly to v˜∗ in L
2(0, τ ′;V0div), we infer that Λ = v˜∗ in
L2(0, τ ′;V0div), i.e. ∫ τ ′
0
∥∥Λ(t)− v˜∗(t)∥∥2
H1(Ω)
dt = 0.
It follows that there exists another negligible subset A′ of (0, τ ′) such that
Λ(t) = v˜∗(t) in V0div, for all t ∈ (0, τ ′) \A′. (4.13)
Recalling that,
∂v˜k
∂t
belongs to C0
(
[0, τ ′],
(
H10div(Ω)
)′) ∩ L∞(0, τ ′,L2(Ω)) for all k ≥ 0,
we infer that
∂v˜k
∂t
is weakly continuous with values in L2(Ω) on [0, τ ′] and∥∥∥∥∂v˜k∂t (t)
∥∥∥∥
L2(Ω)
≤
∥∥∥∥∂v˜k∂t
∥∥∥∥
L∞(0,τ ′;L2(Ω))
for all t ∈ [0, τ ′]
(see lemma 1.4 page 263 in [32]). Now, let k ≥ 0. For all t ∈ [0, τ ′] we define fk(t) ∈
H−1(Ω) by
〈
fk(t), ϕ
〉
H−1(Ω),H1
0
(Ω)
=
(
∂v˜k
∂t
(t) + v0
∂ζ
∂t
(t), ϕ
)
+ a
(
v˜k(t) + v
0ζ(t), ϕ
)
−(f(t), ϕ) ∀ϕ ∈ H10(Ω).
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Then, consider now ϕ ∈ H10div(Ω). With (4.4), we obtain that∫ τ ′
0
〈
fk(t), ϕ
〉
H−1(Ω),H1
0
(Ω)
χ(t) dt = 0 ∀χ ∈ D(0, τ ′).
So 〈
fk(t), ϕ
〉
H−1(Ω),H1
0
(Ω)
= 0 a.e. in (0, τ ′)
and, using the continuity of the mapping t 7→ 〈fk(t), ϕ〉
H−1(Ω),H1
0
(Ω)
on [0, τ ′], we infer
that the previous equality is valid for all t ∈ [0, τ ′]. It follows that there exists a mapping
p˜k : [0, τ
′]→ L20(Ω) such that, for all t ∈ [0, τ ′]〈
fk(t), ϕ
〉
H−1(Ω),H1
0
(Ω)
=
〈∇p˜k(t), ϕ〉D′(Ω),D(Ω) ∀ϕ ∈ D(Ω).
But, for all t ∈ [0, τ ′], we have p˜k(t) ∈ L20(Ω) and thus〈∇p˜k(t), ϕ〉D′(Ω),D(Ω) = −〈p˜k(t), div(ϕ)〉D′(Ω),D(Ω)
= −(p˜k(t), div(ϕ)) ∀ϕ ∈ D(Ω).
It follows that, for all t ∈ [0, τ ′],
−(p˜k(t), div(ϕ)) = (∂v˜k
∂t
(t) + v0
∂ζ
∂t
(t), ϕ
)
+ a
(
v˜k(t) + v
0ζ(t), ϕ)
−(f(t), ϕ) ∀ϕ ∈ D(Ω)
and by density of D(Ω) into H10(Ω), the same equality is valid for all ϕ ∈ H10(Ω).
With the same arguments as in Theorem 1 and Theorem 2, we obtain also that p˜k ∈
L∞
(
0, τ ′;L20(Ω)
)
and pk = p˜k in L
∞
(
0, τ ′;L20(Ω)
)
. Thus possibly modifying pk on a
negligible subset of (0, τ ′) we have
−(pk(t), div(ϕ)) = (∂v˜k
∂t
(t) + v0
∂ζ
∂t
(t), ϕ
)
+ a
(
v˜k(t) + v
0ζ(t), ϕ
)
−(f(t), ϕ) ∀ϕ ∈ H10(Ω), ∀t ∈ [0, τ ′]. (4.14)
Similarly, possibly modifying p∗ on a negligible subset of (0, τ
′), we have
−(p∗(t), div(ϕ)) = (∂v˜∗
∂t
(t) + v0
∂ζ
∂t
(t), ϕ
)
+ a
(
v˜∗(t) + v
0ζ(t), ϕ
)
−(f(t), ϕ) ∀ϕ ∈ H10(Ω), ∀t ∈ [0, τ ′]. (4.15)
Now let w˜ ∈ L2(Ω) and w ∈ L20(Ω) be given by
w = w˜ − 1|Ω|
∫
Ω
w˜ dx.
For all k ≥ 0 and for all t ∈ [0, τ ′] we have(
pk(t)− p∗(t), w˜
)
=
(
pk(t)− p∗(t), w
)
= −
(
∂v˜k
∂t
(·, t)− ∂v˜∗
∂t
(·, t), P (w)
)
− a(v˜k(t)− v˜∗(t), P (w))
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where P is the linear continuous operator from L20(Ω) toH
1
0(Ω) such that div
(
P (w)
)
= w
for all w ∈ L20(Ω) ([18]). With (4.11) and (4.12)-(4.13) we get∫
Ω
(
pk(t)− p∗(t)
)
w˜ dx→ 0 for all w˜ ∈ L2(Ω), for all t ∈ (0, τ ′) \ (A ∪ A′)
which implies that
pk(t) ⇀ p∗(t) weakly in L
2(Ω), for all t ∈ (0, τ ′) \ (A ∪A′). (4.16)
Then with (4.11), (4.12)-(4.13) and (4.16) we may conclude that
σk(t)⇀ σ∗(t) weakly in E(Ω), for all t ∈ (0, τ ′) \ (A ∪ A′).
By using the definition of R, we obtain that
R(σ3k(·, t))(x′) = 〈γn(σ3k(t)), fx′〉H−1/2(∂Ω),H1/2(∂Ω)
→R(σ3∗(·, t))(x′) for all x′ ∈ Γ0, for all t ∈ (0, τ ′) \ (A ∪ A′).
Moreover, for all k ≥ 0,∣∣R(σ3k(·, t))(x′)∣∣ ≤ CR∥∥σ3k(·, t)∥∥E(Ω) ≤ CR‖σ3k‖L∞(0,τ ′;E(Ω))
for all x′ ∈ Γ0, for almost every t ∈ [0, τ ′], i.e. there exists a negligible subset Ak of
(0, τ ′) such that∣∣R(σ3k(·, t))(x′)∣∣ ≤ CR∥∥σ3k(·, t)∥∥E(Ω) ≤ CR‖σ3k‖L∞(0,τ ′;E(Ω))
for all x′ ∈ Γ0, for all t ∈ (0, τ ′) \ Ak. Let A′′ = A ∪ A′ ∪
(∪k≥0Ak). By applying
Lebesgue’s dominated theorem, we get∣∣R(σ3k)(·, t)∣∣→ ∣∣R(σ3∗)(·, t)∣∣ strongly in L2(Γ0), for all t ∈ (0, τ ′) \A′′
Thus, observing that A′′ is also a negligible subset of (0, τ ′), we may apply twice
Lebesgue’s dominated theorem and we get∫ t
0
S(t− s)
∣∣R(σ3k)(·, s)∣∣ ds→ ∫ t
0
S(t− s)
∣∣R(σ3∗)(·, s)∣∣ ds
strongly in L2(Γ0), for all t ∈ [0, τ ′]
and ∫ ⋆
0
S(⋆− s)
∣∣R(σ3k)(·, s)∣∣ ds→ ∫ ⋆
0
S(⋆− s)
∣∣R(σ3∗)(·, s)∣∣
strongly in L2
(
0, τ ′, L2(Γ0)
)
which allows us to conclude.
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Gathering all the previous results we have obtained that (v˜∗, p∗) is a solution of
problem (P ) on [0, τ ′] and (v˜∗, p∗) is an extension of (v¯, p¯) to [τ, τ
′]. Indeed, ℓk =
ℓ0 = F(·, ·, σ¯) on (0, τ) for all k ≥ 0, thus ℓ∗ = F(·, ·, σ¯) on (0, τ). Moreover τ ′ − τ is
independent of τ . Thus, starting from τ = 0, we may conclude with a finite induction
argument that
Theorem 3. Let assumptions (2.2)-(3.18)-(3.19)-(3.20)-(4.2)-(4.3) hold. Then, the
non-local friction problem (P ) admits a solution (v˜, p) such that
v˜ ∈W 1,∞(0, T ;L2(Ω)) ∩W 1,2(0, T ;V0div), p ∈ L∞(0, T ;L20(Ω))
and
∂2v˜
∂t2
∈ L2(0, T ; (H10div(Ω))′).
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