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Abstract 
We present a simple roof of the Littlewood-Richardson rule using a sign-reversing involution, 
and show that a similar involution provides a combinatorial proof of the SXP algorithm of Chen 
et al. (1984) which computes the Schur function expansion of the plethysm ofa Schur function 
and a power sum symmetric function. The methods of this paper have also been applied to prove 
combinatorial formulas for the characters of coordinate rings of nilpotent conjugacy classes of 
matrices (Shimozono, 1998). (~) 1998 Elsevier Science B.V. All rights reserved 
1. Introduction 
The Littlewood-Richardson (LR) rule [8] is a combinatorial formula for the coeffi- 
cients defined by 
= ( l .1 )  C#v 
where S~ is the Schur function and ( , )  the Hall inner product. 
There are many proofs of the LR rule in the literature. We give a simple combina- 
torial proof based on a sign-reversing involution. Berenstein and Zelevinsky [1] have 
derived an expression for the LR coefficients using Gelfand-Tsetlin patterns and proved 
the Littlewood-Richardson rule in that context via a simple involution. Hoffman [7] 
proved the Littlewood-Richardson rule with a series of algebraic manipulations and 
involutions. Our proof is similar to [1] in that both rely on simple sign-reversing in- 
volutions and prove the LR rule directly. However, our involution respects the crystal 
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graph structure of tableaux, a property that is necessary in [14], which gives a new 
explicit formula for the characters of coordinate rings of nilpotent conjugacy classes 
of matrices. Our involution also yields a combinatorial proof of the SXP algorithm of 
Chen et al. [2] which computes the Schur function expansion of the plethysm of a 
Schur function S~ and a power sum symmetric function Pk. Our proof of the LR rule 
first appeared (in a slightly different form) as part of the second author's 1991 thesis 
[11] which was completed under the direction of the first author. 
The main tool is a construction that we call the r-pairing [9]. It was originally 
introduced by Lascoux and Schiitzenberger to define an action of the generators of the 
symmetric group on the plaetic algebra. It is now known that the crystal graph for 
irreducible GL(n)-modules may be calculated using this construction [10]. 
The involution 0 (see Section 3) which leads to a proof of the LR rule Theorem 1, 
was inspired by [4], which used an involution to prove a combinatorial formula for the 
inverse Kostka matrix involving special rim hook tableaux. This is the special case 
where the partition # is empty. 
To state the LR rule a few definitions are required; most of those not given here 
are in [12]. We adopt the English convention for partition diagrams and tableaux. Let 
T be a column strict tableau of the skew shape D. The (row-reading) word of T is 
the word ... v2v 1, where /)i is the weakly increasing word comprising the ith row of 
T. The content of a word u is given by the sequence (ml(u),m2(u) .... ), where mi(u) 
is the number of occurrences of the letter i in u. A word is lattice if the content of 
each of its final subwords is a partition. 
Theorem 1 (The Littlewood-Richardson rule). The coefficient c~ is equal to the 
number of column strict tableaux of shape 2/#, content v, whose words are lattice. 
For later use let LR(D, v) denote the set of colmnn strict tableaux of shape D and 
content v whose words are lattice. 
As a starting point, define the Schur function So for the skew shape D by 
S D = E Xc°ntent( T )' (1.2) 
T column strict 
shape(T )=D 
where x (c~,c2' '') = x~lx~ 2 . . . .  If E is another skew shape, define 
c~e = ceo = (So,&). (1.3) 
One has the identity 
s ,  sv) = Sv). 
We prove the following form of the LR rule: 
C = ILR( D, v)l. 
(1.4) 
(1.5) 
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Define the Kostka numbers KD~ by 
So = E Kt~x~, (1.6) 
Y 
where y runs over the set of compositions, that is, sequences of nonnegative integers, 
almost all zero. Evidently, Kz~, is the number of column strict tableaux of shape D and 
content ~. 
For two compositions y and 6, write y ..~ 6 to denote that they are rearrangements of 
each other, that is, they are in the same orbit under the action of the infinite symmetric 
group So¢. In Section 2 a bijection from the set of column strict tableaux of shape D 
and content y, to those of shape D and content 3 is given. This shows that 
Kor = KD6, (1.7) 
= EKoum~,, (1.8) SD 
# 
where m s is the monomial symmetric function and # runs over partitions. 
Define the coefficients Lw (inverse Kostka numbers) by 
= ELvDhv, (1.9) SD 
where h~ is the complete homogeneous symmetric function. The coefficients L~o may 
be determined using the Jacobi-Trudi determinantal formula for So. Let D = 2//~. Fix 
an integer n>~d(2). Let p = (n -  1 ,n -  2,... ,  1,0). Then 
S,~/~ = E (-1)Whw(2+p)_(u+p), (1.10) 
wESn 
where h r = H,>~l hr, with hr = 0 if r < 0. The Jacobi-Trudi formula can be proven 
using a simple sign-reversing involution; see [6] or [4]. This leads to 
L~,~/~ ---- E (-1)w' (1.11) 
wES, 
w(A+p)--(#+p)ES, v 
where n is some fixed integer that weakly exceeds the lengths of 2, #, and v. 
It should be mentioned that our proof of the LR rule specializes to a proof of the 
Jacobi-Trudi dentity for Sv as a special case. One can take D = 2, use (1.11) as 
a definition of the coefficients L~,~, and apply our cancelling involution to the right 
hand side of the expression (1.14) below, to prove that the square matrices K and L 
(indexed by pairs of partitions) are inverse. In particular, 
m u = ELu~S~, (1.12) 
2 
hu = E KiuSx. (1.13) 
2 
Consider the expansion of the skew Schur function So using (1.8) and (1.12) 
So = E KDvm. = E KDuL.vSv. 
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Comparing this with (1.3) and using (1.11) and(1.7), one has 
D Cv = ~_, KD~L~v 
O; wESn 
w(v+p) pESnCt 
w 
= - 1) KD,w(v+o)-p 
wES, 
: ~ ( -1 )  w. (1.14) 
(w,T) 
wCS, 
T column strict 
shape( T )=D 
w(v+p)--p=content(T) 
In Section 3 we prove the LR rule by exhibiting a sign reversing involution on the 
set of pairs (w, T) whose set of fixed points is given by (id, T), where T E LR(D, v). 
2. The r-pairing 
The following section follows Lascoux and Schiitzenberger [9]. 
Let r be a positive integer and u a word. Ignore all letters of u which are not in 
the set {r, r+  1}. View each occurrence of the letter r as a right parenthesis and each 
occurrence of r+ l  as a left parenthesis. Say that an occurrence of the letter r or r+ l  
in u is r-paired if it corresponds to a parenthesis that is matched under the usual 
rules of parenthesization. Otherwise call that letter r-unpaired. It is easy to see that the 
subword of r-unpaired letters of u has the form rPr+ 1 q, where r p denotes the word 
consisting of p occurrences of the letter r. 
Consider three operators t, e~, and f r  on words, defined as follows. In terms of 
crystal operators, these correspond to the reflection, raising, and lowering operators 
with respect o the rth string. Each of these operators is applied to the word u by 
replacing the r-unpaired subword rPr+ I q of u by another subword of the same form. 
Below, we list each operator and indicate what word should replace rP r+ l  q in u. 
1. For sru use rqr+ 1 p. This operator clearly switches the number of r 's  and r+ l ' s .  
2. For e~u, use rp+lr+l  q-1. This only makes sense if q > 0, that is, there is an 
r-unpaired letter r+ 1 in u. 
3. For f~u, use rp - l r+ l  q+l. This makes sense when p > 0, that is, there is an 
r-unpaired r in u. 
Example 2. For r = 2, the operators t, er, and f r  are calculated on the word u. The 
r-unpaired letters r and r-+-1 are underlined. 
U= 1243122334233433131234223, 
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s2u= 1243122234222433131234223, 
e2u=1243122234233433131234223, 
f2u = 1243123334233433131234223. 
The following properties of these operators are easy to check and are left to the 
reader. 
Proposition 3. Let q be any of the three operators Sr, er, fr. Then the r-unpaired 
subwords of qu and of u occupy the same positions (assuming qu is defined). In 
particular, the operator sre~' is an involution on the set of words that have at least 
m r-unpaired letters r+ 1. 
Proposition 4. Let ~l be any of the operators st, er, f r .  Then u is the word of a 
column strict tableau T of the skew shape D if and only if flu is the word of a 
column strict tableau rlT of shape D. 
This last result allows the definition of these operators on skew tableaux. Let T be a 
column strict tableau of the skew shape D. Let r/be any of the three operators. Define 
qT to be the column strict tableau of shape D whose word is given by applying q to 
the word of T. 
We require the relationship between the lattice property and paired letters. Say that 
the word u is Ix-lattice if content(v) + # is a partition for every final subword v of u. 
Proposition 5. The word u is Ix-lattice if and only if there are at most Ixr - ~/r+l 
r-unpaired r+ l's in u for all r. In particular, the word u is lattice if and only if 
there are no r-unpaired r+ l' s in u for all r. 
Finally, we mention a well-known version of the LR rule that describes the coefficient 
(S~,Su, S~2...Sum ), (2.1) 
where the Ixi are partitions. Given two skew shapes D and E, let D ® E denote any 
skew diagram obtained by placing D to the southwest of E so that these two sub- 
diagrams occupy disjoint sets of rows and columns. For example, if D -- (3, 1) and 
E = (2,2,1)/(1) then D®E is given by the skew shape (5,5,4,3,1)/(4,3,3): 
. . . .  X 
)< )< 
D®E = • x 
×XX 
× 
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The following version of the LR rule follows from (1.5) and Proposition 5, using the 
skew shape: 
D : [~k ~ fl k-1 @...@]A2@# 1. (2.2) 
Provisionally, let Ai be the interval of integers giving the indices of the rows occupied 
by #/ in the skew shape (2.2). 
Corollary 6. The coefficient (2.1) is given by the number of column strict tableaux 
T of shape 2, content (/zl,# 2. . . . .  #k) (the concatenation of the partitions #i), such 
that the restriction TIA i of the tableau T to the interval Ai, is lattice with respect o 
the alphabet Ai, for all i. 
3. Proof of the LR rule 
We define a sign-reversing involution 0 that cancels terms on the right-hand side of 
(1.14). Consider the set of pairs (w,T), where w is a permutation and T is a column 
strict tableau of shape D and content w(v+p) -p .  Give the pair (w,T) the sign ( -1 )  TM. 
Define the involution 0 on these pairs as follows. 
1. If the word of T is lattice, let O(w, T) = (w, T). 
2. Otherwise, let r+ 1 be the rightmost letter in the word of T that violates the lattice 
condition. Define O( w, T) = ( sr w, Srer T ). 
First it is shown that 0 is a well-defined involution. This is trivial in the case that the 
word of T is lattice. So assume not. It follows from Proposition 5 and the definition 
of r-unpaired letters that the word of T has an r-unpaired r+ 1. So sre~T is defined; 
its value T I is a column strict tableau of shape D by Proposition 4. Let e~ be the rth 
standard basis vector. Then it is clear that 
content(Srer T) = -~ + ~,  + Sr content(T) 
= -~r + ~ + sAw(v + p) - p) 
= (s rw) (v  + p)  - p. 
Thus 0 is a well-defined. It is a sign-reversing involution due to Proposition 3. 
Let (w, T) be a fixed point of 0. Since the word of T is lattice, the content of T must 
be a partition. It is clear that for any sequence of integers fl = (ill,t2 . . . . .  fin), either 
fl + p has a repeated part, or its parts are distinct, so that there is a unique permutation 
u E Sn such that the parts of u(fl + p) are strictly decreasing, that is, u(fl + p) - p has 
weakly decreasing parts. It follows that w must be the identity. Thus the fixed points 
of 0 are of the form (id, T), where T is a column strict tableau of shape D and content 
v, whose word is lattice. This proves (1.5) from which Theorem 1 follows. 
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4. Skew-skew LR rule 
In this section we modify the proof of the LR rule to give a direct proof of the 
following variant of the LR rule. 
Theorem 7. Let  D = 2 /# and E = a/fl be two skew shapes. Define the coefficients 
by 
c§ = 
Then c~o is equal to the number of column strict tableaux of shape a/fl, content 2 -#,  
whose words are #-lattice. 
Let LRu(~/fl, 2-  #) denote the set of tableaux described in Theorem 7. The equiv- 
alence of Theorem 7 and (1.5) appears in the appendix. 
A direct proof of Theorem 7 is obtained by cancelling from the expression 
(-1) ~- 
(w,r) 
w¢S, 
T column strict 
shape(T)=E 
content( T )=w( A + p ) - ( # + p ) 
Let 0' be the involution on the above pairs (w, T) defined by the following rule. 
1. If the word of T is #-lattice, define if(w, T) = (w, T). 
2. If not, let r+ 1 be the rightmost violation f #-latticeness. in the word of T. Then 
define 
if(w, T) = (SrW, Sre~r r-#'a+l T). 
As before one can check that this gives a well-defined sign-reversing involution whose 
fixed points have the form (id, T), where T is a column strict tableau of shape E and 
content 2 -  p, whose word is #-lattice. 
We remark that Schensted's standardization map defines a bijection from the set 
LRl,(a/f l ,2- kt) to the set of 2/l~-compatible tableaux of shape a/fl [13,11]. 
5. Plethysm 
We apply a similar involution to calculate the Schur function expansion of the 
plethysm [12, 1.8] of a Schur function S~ with the power sum symmetric function Pk. 
For the composition a = (~1, ~t2 . . . . .  a,), let ka = (k~l, k~2 .. . . .  k0t,). Choose a positive 
integer m such that n = mk>>.f(fl). We view fl as having mk parts by appending zeros 
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if necessary. Then 
= Z K)~,uLku,~ 
/l 
= Z (5.1) 
(w.T) 
wES. 
Tcolumn strict 
shape(T)=E 
k content(T)=w(fl+p)--p 
In this situation one cannot replace w by s~w since all the parts of w(/~ + p) -p  
must be divisible by k. However, it is possible to preserve the divisibility by using 
transpositions of the form (p, p + k). But then the content of T must change to reflect 
the action of this transposition. This problem can be overcome by exploiting the sym- 
metry of the Kostka numbers to permute the content of T so that adjacent parts of the 
content of T correspond to parts of w(fl + p) - p that are k apart. Let v E S. = Sink 
be the permutation that sends the tableau on the left to the one on the fight: 
1 2 . . .  rn 1 k+l  2k+1 
m+l  m+2 ... 2m 2 k+2 2k+2 
2m+l  2m+2 ... 3m ~ : : : 
k 2k 3k 
(k -1 )m+l  (k -1 )m+2 ... km 
... (m-1)k+l  
... (m-1)k+2 
... mk 
By (1.7), the right-hand side of (5.1) may be replaced by the equivalent expression 
Z (-1)w" 
(~,r) 
wES. 
Tcolumn strict 
shape( T )=E 
v( k content( T ) ) )=w(fl + p ) -p  
Let us define an involution on the set of pairs (w, T) where w E S,, T is column 
strict of shape 2, and v(kcontent(T) )  = w(/~ + p) -  p. Let r+ l  be the rightmost 
violation of the lattice condition of the word of T, such that r is not a multiple of m. 
If  no such violation exists, define (w, T) to be a fixed point. Otherwise, send (w, T) to 
( (v(r) ,v(r  + 1))w, srerT). We have 
vk content( srer T ) = v k ( -  ~r + ~ + Sr content(T)) 
= -k  ev(O + k ~v(,~) + v s~ k content(T) 
= -k  ~(~) + k eo(r-q) + (v(r), v(r + 1 ) )vk  content(T) 
J.B. Remmel, M. Shimozono l Discrete Mathematics 193 (1998) 257-266 265 
= -k  ev(r) + k ev(m) + (v(r), v(r) + k)(w(fl  + p) - p) 
= ((v(r), v(r) + k)w)(f l  + p) - p 
= ((v(r), v(r + 1))w)(fl + p) - p. 
It is easily verified that this gives a well-defined sign-reversing involution. It is also 
clear that (w, T) is a fixed point if and only if the skew tableau given by the restriction 
T][(i-l)m+l.im] of the tableau T to the closed interval of integers [(i - 1)m + 1,ira], 
is lattice for all 1 ~< i ~<k. Observe that the tableaux T correspond precisely to those 
described in Corollary (6), where #k ® ... ®/~l is embedded in the plane so that the 
partition #i lies in the rows [(i - 1)m + 1,im] for 1 <~i<<.k. It is shown in [3] that the 
term (-1)wS~ is the signed Schur function 5cut ~2....~,. Fixing an integer m such that 
fl has length at most/an, we have 
: Cl~ ~ ,#2,...,l~k l l  ~ ,/~2 ,...,l~k, 
l~ j ,/t 2, ..., it ~ 
where each of the partitions/~i has length at most m. 
6. Appendix 
We prove that Theorem 7 and (1.5) are equivalent. Clearly, the latter is a special 
case of the former. Consider the equalities 
(s~/~, s~,~) = (s~, s~/es~) 
= (s~., s~/~®~) 
= ILR(a,//~ ® ~,,~)1 
= ILRu(~/fl, 2 -/a)l. 
(6.1) 
(6.2) 
(6.3) 
(6.4) 
The first equality holds by (1.4). The second follows from (1.2). The third is an 
application of (1.5). The fourth is proven by a bijection 
LR(ct/fl ® #, 2) --* LR,(c~/fl, 2 - ia). 
Note that every tableau T E LR(ct/fl ® #, 2) is given by a pair of tableaux T 1 and T 2 
of shapes c¢/fl and /t, respectively. Now word(T) = word(T 1 )word(T 2) is lattice, so 
in particular T2 must be lattice. But there is a unique lattice tableau of any partition 
shape #, namely, the tableau whose ith row consists of #i copies of the letter i for all 
i. The definitions how that T ~ T l gives a bijection, proving the last equality. 
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