On duality in problems of optimal control described by convex differential inclusions of Goursat–Darboux type  by Mahmudov, E.N.
J. Math. Anal. Appl. 307 (2005) 628–640
www.elsevier.com/locate/jmaa
On duality in problems of optimal control
described by convex differential inclusions
of Goursat–Darboux type
E.N. Mahmudov
Istanbul University, Engineering Faculty, Department of Industrial Engineering, 34850 Avcilar, Istanbul, Turkey
Received 23 June 2003
Available online 2 March 2005
Submitted by H. Frankowska
Abstract
Sufficient conditions of optimality are derived for convex and non-convex problems with state
constraints on the basis of the apparatus of locally conjugate mappings. The duality theorem is for-
mulated and the conditions under which the direct and dual problems are connected by the duality
relation are searched for.
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The last decade has seen an ever more intensive development of the theory of extremal
problems described by ordinary and partial differential inclusions. The reason is mainly
the fact that a great number of problems of mathematical programming and economic
dynamics, as well as classical problems on optimal control, differential games, and so on,
can be reduced to such investigations [1–7].
The present paper is devoted to an investigation of optimization problem of partial dif-
ferential inclusions of Goursat–Darboux type and can be divided conditionally into two
parts.E-mail address: elimhan22@yahoo.com.
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partial differential inclusions of so-called Goursat–Darboux type. For such problems we
use construction of locally conjugate mappings (LCM) to get sufficient conditions for op-
timality.
At the end of Section 2 the considered example shows that in known problems the
conjugate inclusion coincides with the conjugate equation which is traditionally obtained
with the help of the Hamiltonian function.
In the second part of the paper we construct the dual problem to convex problem for
differential inclusion of considered hyperbolic type. As is known, duality theory is by
virtue of the importance of its applications one of the central directions in convex optimal-
ity problems, and it is interpreted differently for different concrete cases. For example, in
mathematical economics duality theory is interpreted in the form of prices; in mechanics
potential energy and complementary energy are in a mutually dual relation; the displace-
ment field and the stress field are solutions of the discrete and dual problems, respectively.
Besides the indicated applications, duality often makes it possible to simplify the com-
putational procedure and to construct a generalized solution of variational problems that
does not have classical solutions.
The duality theorems proved allow one to conclude that a sufficient condition for an
extremum is an extremal relation for the direct and dual problems. The latter means that
if some pair of admissible solutions satisfies this relation, then each of them is a solution
of the corresponding (direct and dual) problem. We remark that a significant part of the
investigations of Ekeland and Temam [8] for simple variational problems is connected with
such problems, and there are similar results for ordinary differential inclusions [9–13].
As it was naturally expected, the suggested method of construction of dual problems
permits to substitute the stated optimization problem with complex boundaries by a prob-
lem with the simplest boundaries, i.e., conjugate systems.
1. Needed facts and problem statement
Let Rn be the n-dimensional Euclidean space. If x, y ∈ Rn, then (x, y) is a pair of
elements x and y, and 〈x, y〉 is their inner product. The multivalued mapping a : Rn → 2Rn
is convex (closed) if its graph gfa = {(x,υ): υ ∈ a(x)} is a convex (closed) set in R2n. It
is convex-valued if a(x) is a convex set for each
x ∈ doma = {x: a(x) = ∅}.
For multivalued mappings a and set M ⊂ Rn we introduce the following notations:
Wa(x,υ
∗) = inf
υ
{〈υ,υ∗〉: υ ∈ a(x)}, υ∗ ∈ Rn,
a(x,υ∗) = {υ ∈ a(x): 〈υ,υ∗〉 = Wa(x,υ∗)},
WM(υ
∗) = inf
υ∈M〈υ,υ
∗〉.
For convex a we putWa(x,υ
∗) = +∞ if a(x) = ∅.
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gfa will be denoted by Ka(x0, υ0):
Ka
(
x0, υ0
)= con(gfa − (x0, υ0))
= {(x¯, υ¯): x¯ = λ(x − x0), υ¯ = λ(υ − υ0), λ > 0, (x,υ) ∈ gfa}.
A mapping
a∗
(
υ∗; (x,υ))= {x∗: (−x∗, υ∗) ∈ K∗a (x,υ)}
is called the locally conjugate mapping (LCM) to a at the point (x,υ), where K∗a (x,υ) is
the cone dual to the cone K∗a (x,υ):
K∗a (x,υ) =
{
(x∗, υ∗): 〈x∗, x¯〉 + 〈υ∗, υ¯〉 0 for all (x¯, υ¯) ∈ Ka(x,υ)
}
.
Moreover, for a convex mapping a let us put
Ωa(x
∗, υ∗) = inf
x,υ
{−〈x, x∗〉 + 〈υ,υ∗〉: (x,υ) ∈ gfa}.
For convex mappings a it holds [1, Theorem 2.1.III]
a∗
(
υ∗; (x,υ))=
{
∂xWa(x,υ
∗), υ ∈ a(x,υ∗),
∅, υ /∈ a(x,υ∗), (1)
where ∂xWa(x,υ∗) is a subdifferential of convex on x function Wa(x,υ∗) at point x ∈
doma : ∂xWa(x˜, υ∗) = {x∗: W(x,υ∗) − W(x˜,υ∗) 〈x∗, x − x˜〉, ∀x ∈ Rn}.
Further, for arbitrarily multivalued mapping let us introduce the following definition of
LCM:
a∗
(
υ∗; (x˜, υ˜))= {x∗: Wa(x,υ∗) − Wa(x˜, υ∗) 〈x∗, x − x˜〉,
∀x ∈ Rn, υ˜ ∈ a(x˜, υ∗)}. (2)
For convex mapping a the function Wa(·, υ∗) is convex and therefore (2) coincides
with the formula (1) of B.N. Pshenichnyi. According to definition in [1–4] for a function
g :Rn → R1 ∪ {±∞},
g∗(x∗) = sup
x
{〈x · x∗〉 − g(x)}, domg = {x: g(x) < +∞}.
Here g∗ is called the conjugate function of a function g. A function is said to be proper
if it does not take the value −∞ and is not identically equal to +∞.
In the next section we study the convex problem for differential inclusions of hyperbolic
type (or as we define Goursat–Darboux type):
I
(
x(·,·))=
∫ ∫
Q
g
(
x(t, τ ), t, τ
)
dt dτ → inf, (3)
x′′tτ (t, τ ) ∈ a
(
x(t, τ )
)
, (t, τ ) ∈ Q = [0,1] × [0,1], (4)
x(t, τ ) ∈ F(t, τ ), (5)
x(t,0) = 0, x(0, τ ) = 0. (6)
Here a :Rn → 2Rn is a convex multivalued mapping, F is convex-valued map-
nping: F :Q → 2R , g is continuous proper function and convex with respect to x,
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lem (4)–(6) that minimizes I (x(·,·)). Here an admissible solution is understood to be an
absolutely continuous functions defined on Q with an integrable derivative xtτ (·,·) satis-
fying (4) almost everywhere (a.e.) on Q and satisfying the state constraints (5) on Q and
boundary conditions (6) on [0,1].
Note that a function x(·,·) is said to be absolutely continuous on Q if there exist
f :Q → Rn, h : [0,1] → Rn, u : [0,1] → Rn such that
x(t, τ ) =
t∫
0
τ∫
0
f (ξ, η) dξ dη +
t∫
0
h(ξ) dξ +
τ∫
0
u(η)dη + x(0,0), (t, τ ) ∈ Q.
It is known [5] that the space B of absolutely continuous functions x :Q → Rn is a
Banach space endowed with the norm
∥∥x(·,·)∥∥
B
=
∫ ∫
Q
∥∥xtτ (t, τ )∥∥dt dτ +
1∫
0
∥∥xt (t,0)∥∥dt +
1∫
0
∥∥xτ (0, τ )∥∥dτ + ∥∥x(0,0)∥∥.
Among basic properties of absolutely continuous functions on a one-dimensional inter-
val we could mention continuity, differentiability almost everywhere, integration by parts,
weak differentiability and the formula on change of variables. The property of absolute
continuity has been generalized to more variables in many ways [14,15]. Let us mention
absolutely continuous functions in the sense of Jan Maly [14]. We say that a mapping
x :Q → R1 is absolutely continuous if for each ε > 0 there is δ = δ(ε) > 0 such that for
each disjoint finite family {Bi} of closed disks in Q we have∑
i
L2(Bi) < δ ⇒
∑
i
(oscillation x) < ε,
where we denote by L2 the 2-dimensional Lebesgue measure.
According to this definition, all functions with bounded variations are differentiable
almost everywhere [13, Theorem 3.3].
An analogous problem for a system described by an ordinary differential inclusions has
been dealt with by the author [16] and in [1].
System (4) is often regarded as a continuous analog of the discrete Fornasini–
Marchesini [17] model, which plays as essential role in the theory of automatic control
[17,18].
Finally, besides this optimization problem, existences problems for hyperbolic dif-
ferential inclusions has been extensively studied in literature (see [19–22]). First-order
hyperbolic system of partial differential inclusions investigated in [21]. And the existence
of solutions for Darboux hyperbolic differential inclusions (4) which is defined in Banach
space is considered in [19].
2. Sufficient conditions for optimality of differential inclusions
Theorem 1. Suppose that g :Rn×Q → R1 is continuous and convex with respect to x, and
na is a convex closed mapping. Moreover F :Q → 2R is a convex-valued mapping. Then
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there exist an absolutely continuous function x∗(t, τ ) on Q with an integrable derivative
x∗′′tτ (t, τ ) such that the following conditions hold almost everywhere:
(a) x∗′′tτ (t, τ ) ∈ a∗(x∗(t, τ ); (x˜(t, τ ), x˜∗′′tτ (t, τ ))) + ∂g(x˜(t, τ ), t, τ ) − K∗F(t,τ )(x˜(t, τ )) a.e.
(b) x∗′t (t,1) ∈ K∗F(t,1)(x˜(t,1)), x∗′τ (1, τ ) ∈ K∗F(1,τ )(x˜(1, τ )), a.e.
x∗(0,0) = x∗(1,1) = 0,
(c) x˜′′tτ (t, τ ) ∈ a(x˜(t, τ ), x∗(t, τ )) a.e.
Proof. By formula (1),
a∗
(
υ∗; (x,υ))= ∂xWa(x,υ∗), υ ∈ a(x,υ∗).
Then by using the Moreau–Rockafellar theorem [23,24] from condition (a) we obtain
the differential inclusion
x∗′′tτ (t, τ ) + u∗(t, τ ) ∈ ∂x
[
Wa
(
x˜(t, τ ), x∗(t, τ )
)+ g(x˜(t, τ ), t, τ)],
u∗(t, τ ) ∈ K∗F(t,τ )
(
x˜(t, τ )
)
, (t, τ ) ∈ Q.
Using the definition of Wa , we rewrite the last relation in the form〈
x′′tτ (t, τ ) − x˜′′tτ (t, τ ), x∗(t, τ )
〉+ g(x(t, τ ), t, τ)− g(x˜(t, τ ), t, τ)

〈
x∗′′tτ (t, τ ), x(t, τ ) − x˜(t, τ )
〉+ 〈u∗(t, τ ), x(t, τ ) − x˜(t, τ )〉.
On the other hand, by the definition of a dual cone from u∗(t, τ ) ∈ K∗F(t,τ )(x˜(t, τ )) it
follows that for all admissible solution x(t, τ ) ∈ F(t, τ ),〈
u∗(t, τ ), x(t, τ ) − x˜(t, τ )〉 0
and 〈
u∗(t, τ ), x˜(t, τ )
〉= inf
x(t,τ )∈F(t,τ )
〈
u∗(t, τ ), x(t, τ )
〉
, (t, τ ) ∈ Q. (7)
Therefore,
g
(
x(t, τ ), t, τ
)− g(x˜(t, τ ), t, τ)

〈
x∗′′tτ (t, τ ) − x˜(t, τ )
〉+ 〈x′′tτ (t, τ ) − x˜′′tτ (t, τ ), x∗(t, τ )〉, (t, τ ) ∈ Q.
Integrating this relation, we get∫ ∫
Q
[
g
(
x(t, τ ), t, τ
)− g(x˜(t, τ ), t, τ)]dt dτ

∫ ∫
Q
〈
x∗′′tτ (t, τ ), x(t, τ ) − x˜(t, τ )
〉
dt dτ
+
∫ ∫ 〈
x˜′′tτ (t, τ ) − x′′tτ (t, τ ), x∗(t, τ )
〉
dt dτ. (8)Q
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equality (8) using (a.e.) equality of mixed partials derivatives of x∗(t, τ ), we can write
∫ ∫
Q
〈
∂2x∗(t, τ )
∂t∂τ
, x(t, τ ) − x˜(t, τ )
〉
dt dτ
=
1∫
0
〈
∂x∗(t,1)
∂t
, x(t,1) − x˜(t,1)
〉
dt −
1∫
0
〈
∂x∗(t,0)
∂t
, x(t,0) − x˜(t,0)
〉
dt
+
∫ ∫
Q
〈
∂x∗(t, τ )
∂t
,
∂
∂τ
(
x˜(t, τ ) − x(t, τ ))
〉
dt dτ (9)
and
∫ ∫
Q
〈
∂2
∂t∂τ
(
x˜(t, τ ) − x(t, τ )), x∗(t, τ )
〉
dt dτ
=
1∫
0
〈
∂
∂τ
(
x˜(1, τ ) − x(1, τ )), x∗(1, τ )
〉
dτ
−
1∫
0
〈
∂
∂τ
(
x˜(0, τ ) − x(0, τ )), x∗(0, τ )
〉
dτ
−
∫ ∫
Q
〈
∂
∂τ
(
x˜(t, τ ) − x(t, τ )), ∂x∗(t, τ )
∂t
〉
dt dτ. (10)
So, with use of the boundary conditions (6), the relations (9), (10) can be written in the
form
∫ ∫
Q
〈
∂2x∗(t, τ )
∂t∂τ
, x(t, τ ) − x˜(t, τ )
〉
dt dτ
=
1∫
0
〈
∂x∗(t,1)
∂t
, x(t,1) − x˜(t,1)
〉
dt +
∫ ∫
Q
〈
∂x∗(t, τ )
∂t
,
∂
∂τ
(
x˜(t, τ ) − x(t, τ ))
〉
dτ
−
1∫
0
〈
∂x∗(t,0)
∂t
, x(t,0) − x˜(t,0)
〉
dt
−
1∫ 〈
x∗(t,0), ∂
(
x(t,0) − x˜(t,0))
〉
dt, (11)0
∂t
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Q
〈
∂2
∂t∂τ
(
x˜(t, τ ) − x(t, τ )), x∗(t, τ )
〉
dt dτ
=
1∫
0
〈
∂x∗(1, τ )
∂τ
, x(1, τ ) − x˜(1, τ )
〉
dτ
−
∫ ∫
Q
〈
∂
∂τ
(
x˜(t, τ ) − x(t, τ )), ∂x∗(t, τ )
∂t
〉
dt dτ
+
1∫
0
〈
∂x∗(1, τ )
∂τ
, x˜(1, τ ) − x(1, τ )
〉
dτ
+
1∫
0
〈
x∗(1, τ ), ∂
∂τ
(
x˜(1, τ ) − x(1, τ ))
〉
dτ. (12)
Adding the equalities (11), (12) and using the conditions (b) of Theorem 1, we get
∫ ∫
Q
〈
∂2x∗(t, τ )
∂t∂τ
, x(t, τ ) − x˜(t, τ )
〉
dt dτ
+
∫ ∫
Q
〈
∂2
∂t∂τ
(
x˜(t, τ ) − x(t, τ )), x∗(t, τ )
〉
dt dτ
=
1∫
0
〈
∂x∗(1, τ )
∂τ
, x(1, τ ) − x˜(1, τ )
〉
dτ +
1∫
0
dτ
[〈
x∗(1, τ ), x˜(1, τ ) − x(1, τ )〉]
+
1∫
0
〈
∂x∗(t,1)
∂t
, x(t,1) − x˜(t,1)
〉
dt −
1∫
0
dt
[〈
x∗(t,0), x(t,0) − x˜(t,0)〉]

1∫
0
dτ
[〈
x∗(1, τ ), x˜(1, τ ) − x(1, τ )〉]−
1∫
0
dt
[〈
x∗(t,0), x(t,0) − x˜(t,0)〉]
= 〈x∗(1,1), x˜(1,1) − x(1,1)〉− 〈x∗(1,0), x˜(1,0) − x(1,0)〉
− 〈x∗(1,0), x(1,0) − x˜(1,0)〉+ 〈x∗(0,0), x(0,0) − x˜(0,0)〉= 0.
Thus, we conclude that for all admissible solutions x(t, τ ), (t, τ ) ∈ Q, the right side of
the inequality (8) is non-negative and we have finally∫ ∫
g
(
x(t, τ ), t, τ
)
dt dτ 
∫ ∫
g
(
x˜(t, τ ), t, τ
)
dt dτ. Q Q
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implies that x∗(t,1) = 0, x∗(1, τ ) = 0. Moreover, we must note that an analogous theorem
for an ordinary differential inclusions is proved in [16].
Suppose now we have the following problem:
I
(
x(t, τ )
)→ inf,
x′′tτ (t, τ ) = Ax(t, τ ) + u(t, τ ), u(t, τ ) ∈ U,
(t, τ ) ∈ Q = [0,1] × [0,1],
x(t,0) = 0, x(0, τ ) = 0, (13)
where g is continuously differentiable function on x,A is a n×n matrix and U is a convex
closed set of Rn. The problem is to find an absolutely continuous controlling parameter
u˜(t, τ ) ∈ U such that the solution x˜(t, τ ) corresponding to it minimizes I (x(·,·)).
For problem (13):
a(x) = Ax + U,
Wa(x˜, υ
∗) = 〈Ax,υ∗〉 inf
u∈U〈u,υ
∗〉,
a∗
(
υ∗; (x,υ))=
{
A∗υ∗, υ∗ ∈ [con(U − u˜)]∗,
∅, υ∗ /∈ [con(U − u˜)]∗,
where A∗ is the adjoint of a matrix A, υ = Ax + υ˜ , υ˜ ∈ U . In this problem we are pro-
ceeding on the basis of Theorem 1. Thus, using Theorem 1, Remark 1 and the fact that
υ∗ ∈ [con(U − u˜)]∗ equivalent to 〈u˜, υ∗〉 = infu∈U 〈u,υ∗〉, we can establish the following
result.
Theorem 2. The solution x˜(t, τ ) corresponding to the controlling parameter u˜(t, τ ) mini-
mizes I (x(·,·)) in the problem (13) if there exists an absolutely continuous function x∗(t, τ )
satisfying the following conditions:
x∗′′tτ (t, τ ) = A∗x∗(t, τ ) + g′
(
x˜(t, τ ), t, τ
)
,
x∗(t,1) = 0, x∗(1, τ ) = 0, (t, τ ) ∈ Q,〈
u˜(t, τ ), x∗(t, τ )
〉= WUx∗(t, τ ).
Theorem 3. Suppose x˜(t, τ ) is some admissible solution of the non-convex problem (3)–(6)
with state constraints, and x∗(t, τ ) on Q is an absolutely continuous function with an
integrable derivative x∗tτ (t, τ ) such that the following conditions hold:
(i) x∗′′tτ (t, τ ) ∈ a∗(x∗(t, τ ); (x˜(t, τ ), x˜∗′′tτ (t, τ ))) a.e.;
(ii) 〈x∗′t (t,1), x˜(t,1)〉 = WF(t,1)(x∗′t (t,1)) a.e.;
〈x′′tτ (1, τ ), x˜(1, τ )〉 = WF(1,τ )(x′′tτ (1, τ )), x∗(0,0) = 0, x∗(1,1) = 0 a.e.;
(iii) g(x, t, τ ) − g(x˜(t, τ ), t, τ ) 〈x∗(t, τ ), x − x˜(t, τ )〉 for all x ∈ F(t, τ );
(iv) 〈x∗(t, τ ), x˜(t, τ )〉 = WF(t,τ )(x∗(t, τ ));
(v) 〈x∗(t, τ ), x˜∗′′tτ (t, τ )〉 = Wa(x˜(t, τ ), x∗(t, τ )), (t, τ ) ∈ Q a.e.,
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Proof. Using the formula (2) it follows from the condition (i) that for all admissible solu-
tions x(t, τ ),
Wa
(
x(t, τ ), x∗(t, τ )
)− Wa(x˜(t, τ ), x∗(t, τ ))

〈
x∗′′tτ (t, τ ), x(t, τ ) − x˜(t, τ )
〉
, (t, τ ) ∈ Q.
So taking into account the condition (v), we have〈
x′′tτ (t, τ ) − x˜′′tτ (t, τ ), x∗(t, τ )
〉

〈
x∗′′tτ (t, τ ), x(t, τ ) − x˜(t, τ )
〉
. (14)
On the other hand, by the condition (iv),〈
x(t, τ ) − x˜(t, τ ), x∗(t, τ )〉 0. (15)
Then adding the inequalities (iii), (14), (15) and integrating both sides over the do-
main Q, we see that the obtained inequality takes the form (8). Thus in view of condition
(ii) it is easy to show as in the proof of Theorem 1 that x˜(t, τ ) is optimal. 
3. On duality in differential inclusions
The problem of determining the supremum
Sup
x∗(t,τ ),u∗(t,τ ),
z∗(t,τ ),x∗(0,0)=x∗(1,1)=0
I∗
(
x∗(t, τ ), u∗(t, τ ), z∗(t, τ )
)
is called the dual problem to the direct convex problem (3)–(6), where
I∗
(
(t, τ ), u∗(t, τ ), z∗(t, τ )
)
=
∫ ∫
Q
[
Ωa
(
x∗′′tτ (t, τ ) + u∗(t, τ ) − z∗(t, τ ), x(t, τ )
)
+ WF(t,τ )
(
u∗(t, τ )
)− g∗(z∗(t, τ ), t, τ)]dt dτ
+
1∫
0
WF(t,1)
(
x∗′t (t,1)
)
dt +
1∫
0
WF(1,τ )
(
x∗′τ (1, τ )
)
dτ. (16)
It is assumed that the functions u∗(t, τ ), z∗(t, τ ) are absolutely continuous functions
on Q and x∗(t, τ ) on Q is an absolutely continuous function having an integrable mixed
partial derivatives x∗′′tτ (t, τ ).
Theorem 4. The inequality
I
(
x˜(t, τ )
)
 I∗
(
x∗(t, τ ), u∗(t, τ ), z∗(t, τ )
)
is satisfied for arbitrarily admissible solutions x(t, τ ) and {x∗(t, τ ), u∗(t, τ ), z∗(t, τ )} of
the direct problem (3)–(6) and the dual problem (16), respectively.
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Ωa
(
x∗′′tτ (t, τ ) + u∗(t, τ ) − z∗(t, τ ), x(t, τ )
)
−〈x∗′′tτ (t, τ ) + u∗(t, τ ) − z∗(t, τ ), x∗(t, τ )〉+ 〈x∗(t, τ ), x′′tτ (t, τ )〉,
WF(t,τ )
(
u∗(t, τ )
)

〈
u∗(t, τ ), x∗(t, τ )
〉
,
WF(t,1)
(
x∗′t (t,1)
)

〈
x∗′t (t,1), x(t,1)
〉
, t ∈ [0,1],
WF(1,τ )
(
x∗′τ (1, τ )
)

〈
x∗′τ (1, τ ), x(1, τ )
〉
, τ ∈ [0,1].
Using these inequalities, we have
I∗
(
x∗(t, τ ), u∗(t, τ ), z∗(t, τ )
)

∫ ∫
Q
[〈
x∗(t, τ ), x′′tτ (t, τ )
〉− 〈x∗′′tτ (t, τ ), x∗(t, τ )〉+ g(x(t, τ ), t, τ)]dt dτ
+
1∫
0
〈
x∗′t (t,1), x(t,1)
〉
dt +
1∫
0
〈
x∗′τ (1, τ ), x(1, τ )
〉
dτ. (17)
But since
∫ ∫
Q
〈
x∗(t, τ ), x′′tτ (t, τ )
〉
dt dτ =
1∫
0
〈
x∗(1, τ ), x′τ (1, τ )
〉
dτ −
1∫
0
〈
x∗(0, τ ), x′τ (0, τ )
〉
dτ
−
∫ ∫
Q
〈
x∗(1, τ ), x′τ (1, τ )
〉
dt dτ,
and
∫ ∫
Q
〈
x(t, τ ), x∗′′tτ (t, τ )
〉
dt dτ =
1∫
0
〈
x(t,1), x∗′t (t,1)
〉
dt −
1∫
0
〈
x(t,0), x∗′t (t,0)
〉
dt
−
∫ ∫
Q
〈
x∗′t (t, τ ), x′τ (t, τ )
〉
dt dτ,
we obtain from the preceding inequality (17) that
I∗
(
x∗(t, τ ), u∗(t, τ ), z∗(t, τ )
)

1∫
0
dτ
〈
x∗(1, τ ), x(1, τ )
〉+ I(x(t, τ ))−
1∫
0
〈
x∗(0, τ ), x′τ (0, τ )
〉
dτ
+
1∫ 〈
x(t,0), x∗′t (t,0)
〉
dt. (18)0
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x(t,0) = x(0, τ ) = x∗(1,1) = x∗(0,0) = 0.
So it is not hard to show that the sum of the integrals on the right side of the inequality
(18) equals to zero. Indeed,
1∫
0
dτ
〈
x∗(1, τ ), x(1, τ )
〉−
1∫
0
〈
x∗(0, τ ), x′τ (0, τ )
〉
dτ
=
1∫
0
dτ
〈
x∗(1, τ ), x(1, τ )
〉−
1∫
0
dτ
〈
x∗(0, τ ), x(0, τ )
〉+
1∫
0
〈
x∗′τ (0, τ ), x(0, τ )
〉
= 〈x∗(1,1), x(1,1)〉− 〈x∗(1,0), x(1,0)〉= 0.
That is why for all admissible solutions
I∗
(
x∗(t, τ ), u∗(t, τ ), z∗(t, τ )
)
 I
(
x(t, τ )
)
.
The theorem is proved. 
Theorem 5. If the functions x˜(t, τ ) and {x∗(t, τ ), u∗(t, τ ), z∗(t, τ )} (z∗(t, τ ) ∈ ∂g(x˜(t, τ ),
t, τ )) satisfy the conditions (a)–(c) of Theorem 1, then they are solutions of the direct and
dual problems, respectively, and their values are equal.
Proof. The fact that x˜(t, τ ) is a solution of the direct problem provided in Theorem 1. We
study the remaining assertions. By the definition of LCM, the condition (a) implies
−〈x∗′′tτ (t, τ ) + u∗(t, τ ) − z∗(t, τ ), x − x˜(t, τ )〉
+ 〈x∗(t, τ ), u − x˜′′tτ (t, τ )〉 0, (x,u) ∈ gfa,〈
u∗(t, τ ), x˜(t, τ )
〉= WF(t,τ )(u∗(t, τ )).
This means that
(
x∗′′tτ (t, τ ) + u∗(t, τ ) − z∗(t, τ ), x∗(t, τ )
) ∈ domΩa,
domΩa =
{
(−x∗, u∗): Ωa(x∗, u∗) > −∞
}
. (19)
Further, since ∂g(x, t, τ ) ⊂ domg∗(·, t, τ ) it is clear that
z∗(t, τ ) ∈ domg∗(·, t, τ ). (20)
Then it can be concluded from (19) and (20) that the functions {x∗(t, τ ), u∗(t, τ ),
z∗(t, τ )} form an admissible solution. On the other hand [1, Lemma 2.2.111], we have
Ωa
(
x∗′′tτ (t, τ ) + u∗(t, τ ) − z∗(t, τ ), x∗(t, τ )
)
= Wa
(
(t, τ ), x∗(t, τ )
)− 〈x∗′′tτ (t, τ ) + u∗(t, τ ) − z∗(t, τ ), x˜(t, τ )〉. (21)
By condition (b) and (c),
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(
x∗′t (t,1)
)= 〈x∗′t (t,1), x˜(t,1)〉,
WF(1,τ )
(
x∗′τ (1, τ )
)= 〈x∗′τ (1, τ ), x˜(1, τ )〉,
Wa
(
x˜(t, τ ), x∗(t, τ )
)= 〈x˜′′tτ (t, τ ), x∗(t, τ )〉. (22)
Moreover, since z∗(t, τ ) ∈ ∂g(x˜(t, τ ), t, τ ), we can write〈
x˜(t, τ ), z(t, τ )
〉− g(x˜(t, τ ), t, τ)= g∗(z∗(t, τ ), t, τ). (23)
Then in view of (21)–(23) having instead of inequalities (17)–(18) the corresponding
equalities and following the proof of Theorem 4, it is easy to establish that
I
(
x˜(t, τ )
)= I∗(x∗(t, τ ), u∗(t, τ ), z∗(t, τ ))
and so {x∗(t, τ ), u∗(t, τ ), z∗(t, τ )} is optimal solution.
The proof is completed. 
References
[1] B.N. Pshenichnyi, Convex Enalysis and Extremal Problems, Nauka, Moscow, 1980 (in Russian).
[2] Yu.G. Borisovich, et al., Multivalued mappings, Itogi Nauki i Tekhniki: Math. Anal. 19 (1982) 127–230,
English transl. in: J. Soviet Math. 26 (1984).
[3] V.L. Makarov, A.M. Rubinov, The Mathematical Theory of Economic Dynamics and Equilibrium, Nauka,
Moscow, 1973, English transl.: Springer-Verlag, Berlin, 1977.
[4] E.N. Makhmudov [Mahmudov], B.N. Pshenichnyi, The optimality principle for discrete and differential
inclusions of parabolic type with distributed parameters, and duality, Russian Acad. Sci. Izv. Math. 42 (1994)
299–319.
[5] A. Cernea, Some second-order necessary conditions for non-convex hyperbolic differential inclusion prob-
lems, J. Math. Anal. Appl. 253 (2001) 616–639.
[6] J.P. Aubin, Boundary-value problems for systems of first-order partial differential inclusions, NoDEA Non-
linear Differential Equations Appl. 7 (2000) 67–90.
[7] J.P. Aubin, H. Frankowska, Set-valued solutions to the Cauchy problem for hyperbolic systems of partial
differential inclusions, Nonlinear Differential Equations Appl. 4 (1997) 149–168.
[8] I. Ekeland, R. Temam, Analyse convexe et problemes variationelles, Dunod and Gauthier–Villars, Paris,
1974.
[9] W. Kaplan, Maxima and Minima with Applications, Practical Optimization and Duality, Wiley, New York,
1999, 284 pp.
[10] A.V. Kryazhimskii, Convex optimization via feedbacks, SIAM J. Control Optim. 37 (1998) 278–302.
[11] B.S. Mordukhovich, Optimal control of difference, differential and differential-difference inclusion, J. Math.
Sci. 100 (2000) 2613–2632.
[12] P.D. Loewen, R.T. Rockafellar, Bolza problems with general time constraints, SIAM J. Control Optim. 35
(1997) 2050–2069.
[13] R.C.H. Lee, S.P. Yung, Optimality conditions and duality for a non-linear time delay control problem, Opti-
mal Control Appl. Methods 18 (1997) 327–340.
[14] J. Maly, Absolutely continuous functions of several variables, J. Math. Anal. Appl. 231 (1999) 492–508.
[15] M. Csörnyei, Absolutely continuous functions of Rado, Reichelderfer, and Maly, J. Math. Anal. Appl. 252
(2000) 147–166.
[16] E.N. Mahmudov, Duality in the problems of optimal control for systems described by convex differential
inclusions with delay, Problems of Control and Information Theory 16 (1987) 411–422.
[17] E. Fornasini, G. Marchesini, Doubly indexed dynamical systems, Mathematical Systems Theory 12 (1978).
[18] T. Kaczorek, Two-Dimensional Linear Systems, Springer-Verlag, Berlin, 1985.
[19] N.S. Papageorgion, Existence of solutions for Hyperbolic differential inclusions in Banach Spaces, Arch.Math. (Brno) 28 (1992) 205–213.
640 E.N. Mahmudov / J. Math. Anal. Appl. 307 (2005) 628–640[20] F.S. De Blasi, G. Pianigiani, V. Staicu, On the solution of some non-convex hyperbolic differential inclu-
sions, Czechoslovak Math. J. 45 (1995) 107–116.
[21] J.-P. Aubin, H. Frankowska, Hyperbolic systems of partial differential inclusions, Ann. Scuola Norm. Sup.
Pisa Ser. 4 18 (1992) 541–562.
[22] A. Cernea, On the set of solutions of some non-convex non-closed hyperbolic differential inclusions,
Czechoslovak Math. J. 52 (2002) 215–224.
[23] F.H. Clarke, Optimization and Non-smooth Analysis, Wiley, New York, 1983.
[24] V.F. Demyanov, L.V. Vasilev, Non-differentiable Optimization, Optimization Software, Inc., PublicationsDivisions, New York, 1985.
