A numerical procedure to compute non-singular, time-optimal solutions for non-linear systems, which have xed initial and nal states, and are linear and bounded in control, is presented.
Introduction
If only time is minimised, and the control is bounded, the optimal trajectory requires a bangbang control. The corresponding non-singular, nonlinear Two-Point Boundary Value Problems (TPBVP) can be formulated using the Pontryagin's Minimum Principle and solved to determine the switching times and the sequence of the control. In general, time-optimal control solutions are very di cult to obtain (Pinch, 1993) . Unless the system is of low order, time invariant, and linear, there is little hope of solving the TPBVP analytically (Kirk, 1970) . Such problems may be solved numerically by the shooting method or other iterative procedures (Ben-Asher et al. (1992) , Geering
Research Associate, Mechanical Engineering Department, University of Saskatchewan, 57 Campus Drive, Saskatoon, SK S7N 5A9, Phone: (306) Fax: (306) 966-5427 y Professor, Mechanical Engineering Department, University of Saskatchewan, 57 Campus Drive, Saskatoon, SK S7N 5A9, Phone: (306) Fax: (306) 966-5427 et al. (1986) , Meier and Bryson (1990) ). The shooting method for optimal control problems was originally used by Lastman (1978) to solve a few relatively simple examples for which good guesses of the initial costates were possible to obtain intuitively. In general, the shooting method was found to be highly sensitive to the initial guess of the costates values. Bainum and Li (1991) used a shooting method to nd the switching times for the bang-bang control by rst generating the initial costates with the help of a quasilinearisation technique. They also used the method of particular solutions together with quasilinearisation technique for optimising the maneuver time of a exible spacecraft structure. A method used by Sirisena (1974) permits determination of the number and the location of the zeros of the switching functions. Mostly simple numerical examples were analysed to illustrate the methods.
We propose a Forward-Backward Method (FBM) to generate an initial set of costates which next were used to start the Shooting Method (SM). A subroutine BVPMS from the IMSL/LIB that solves two point boundary value problems by a multiple shooting method, is adapted for this phase of the solution. The method works well for systems with multiple controls, multiple switching times, and nonlinear equations of motion. In particular, the results also show that the FBM is capable of generating good initial guess for two-link manipulators with two control forces.
Time-Optimal Control Problem
Consider a system governed by the equation of motion in the form:
where x is vector of n state variables, a and c are vector and matrix of nonlinear functions of states, and u is vector of control forces. For mechanical system, Equation (1) can be written in such a form that the states with odd and even indices represent the positions and velocities of the Degrees Of Freedom (DOF) of the system, respectively. For the time-optimal control problem the state departing from the initial conditions:
x(t 0 ) = x 0 (2) must reach the nal conditions:
in a minimum time.
The control forces are bounded as:
According to the Pontryagin's Minimum Principle (PMP), the optimal solution (indicated here by ) must satisfy the following necessary conditions:
H(x ; u ; p ) H(x ; u; p )
The Hamiltonian H(x; u; p) is de ned as:
where p is the vector of costates.
The control forces, obtained from (7), have the form (a bang-bang control):
u i = 2 6 6 6 4
where G i = p T c i is the switch functions corresponding to the control u i , and c i is the ith column of matrix c. Additionally, the Hamiltonian must satisfy the condition:
H(x ; u ; p ) = 0 for all t
The problem given by the set of di erential equations (5) and (6), the requirements (9) and (10), and the initial and nal conditions (2) and (3) belongs to a class of two-point boundary value problem (TPBVP). The solution of 2n state and costate equations must satisfy 2n initial and nal conditions imposed on the state only. It is assumed that any optimal trajectory remains bounded on a closed, bounded interval containing t 0 , t f . The superscript ( ) indicating optimal solution, will be omitted from now on, for simplicity.
3 Shooting Method for Solving TPBVP A shooting method for solving this type of problem was originally proposed by Lastman (1978) .
The brief description of the method is as follows: equations (2), (3), (5), (6), (9), (10) can be rewritten as The correction B (k) , t (k) f can be computed by minimising a norm of L.
In (Lastman, 1978) , the Newton's method was used for this purpose. Here, we followed the same method, however our procedure, details of which can be found in (Fotouhi, 1996) , is modi ed to incorporate multiple controls.
For starting the iterations a guess of the set of the values for B (0) and t (0) f is needed. Since the costates do not have any simple interpretation or physical meanings, it is usually di cult to predict an acceptable B (0) intuitively.
Especially, for two-link rigid manipulators, some components of the starting costates must be within a very narrow range to obtain convergence. It may have been caused by the fact that for a particular manipulator the values of B = p(0) change very little with the size of rest-to-rest maneuvers, measured as the ratio of the geometrical distance D between the starting and the nal points of the manipulator tip, to the total links length L t = l 1 + l 2 . Obviously all possible maneuvers should be within 0 D=L t 2. For example, for a 0:4 m long manipulator considered in Yamamoto and Mohri (1989) we found (Fotouhi, 1996) that for the maneuvers within the range 0:2 < D=L t < 1:8 the components of B related to the state equations with even indices are con ned to the limits 0:0069 < p 2 (0) < 0:0078 and 0:00196 < p 4 (0) < 0:0025 as shown in Figure 1 . For a 0:65 m long manipulator considered in Geering et al. (1986) , for the maneuvers within the range 0:6 < D=L t < 2:0 the corresponding values of the initial costates were within the limits ?0:31 < p 2 (0) < ?0:21 and ?0:088 < p 4 (0) < ?0:074. Therefore, if the guessed values of B (0) in the shooting method are outside of these narrow limits the target is calculated with large errors (usually it involves multiple full rotations of the links and large nal velocities) causing the method to diverge. On the other hand, Figure 1 indicates that for a given manipulator, the maneuver size and possibly its other attributes do not a ect the values of the initial costates B much. Therefore, it should be preferable to approximate the states rst, and then calculate the corresponding costates.
Due to an apparent insensitivity of the costates to the maneuver details, the values of p(0) obtained this way might be quite accurate despite an approximated nature of the states. This idea is utilised in the FBM proposed here. The states that satisfying the boundary conditions and are determined by applying a bang-bang control, which may not be continues at one point of the trajectory, are used to approximate the values of the initial costates. These costate values can be then substituted for B (0) in the SM to correct the states and obtain the optimal solution with high numerical precision.
Forward-Backward Method
The Forward-Backward Method (FBM) consists of two steps. In the rst step the FBM, using the states only, attempts to nd the switch times, t si , that would allow a bang-bang control to move of the system from the initial to nal location. However, neither the number of switches nor their location is optimal in the sense that the switch functions are not necessarily zero at the switch points. Also the states, that satis es the initial and nal conditions automatically, may not be continues over the whole trajectory.
The second step of the FBM is to nd the corresponding costates, and the approximation of the initial costates p(t 0 ) in particular. When both the states and costates are available, the optimality conditions are checked and the number and locations of the switch times may be corrected. These two steps of the FBM are discussed below.
Approximating the states
Starting from the initial conditions x 0 , it is assumed that the control u fd i = U + i and the state equation integrated forward in time to obtain x(x 0 ; u fd i ; t). Simultaneously, using the nal conditions x f , the control is taken u bd i = U ? i and the state equation is integrated backward in time t = t f ? t to obtain x(x f ; u bd i ; t). The superscripts ( fd ) and ( bd ) denote the values of parameters in forward, and backward integration paths respectively.
The separation between the forward and backward paths in each time instant is de ned by the vector e (Figure 2-d) , the components of which are: e j (t; t) = x j (x 0 ; u fd i ; t) + (?1) j x j (x f ; u bd i ; t)
where for odd j the states representing positions must be subtracted and for even j the states representing velocities must be added, since velocities in the backward integrations are negative of the ones in the forward integration. 
where w i , i = 1; : : :; n are weight functions chosen in such a way that the discontinuity in rotations and in velocities are normalised to one at the beginning of the integration. For an assumed u fd i and u bd i , the minimum of discontinuity e is looked for in terms of t and t, that is e (t 1 ; t 1 ) = min e(t; t)
The maneuver time is then calculated as t f = t 1 + t 1 .
For example, for the system with two states and one control (see Figure 2-a) , if e (t 1 ; t 1 ) = 0 then t s1 = t 1 is the switch time that transfer the system from its initial state x 0 to its nal state x f without discontinuity. If e (t 1 ; t 1 ) > 0 and can not be reduced further, then more than one switch time is needed to obtain continuous states.
For the system with two controls such as a TLM, in order to approximately locate two switches, the continuity of the states of the shoulder link can be satis ed rst, and the states of the elbow link be considered later. For this purpose, only e 1 and e 2 are included in (17) and the norm e(t; t)
is minimised. The instant when e(t; t) ! min is referred to as the rst switch t s1 . Now the measure e(t; t), including e 1 , e 2 and e 3 , e 4 , is minimised. This can be done using the controls as shown in Figure 2 -b. When min e(t; t) = e (t 1 ; t 1 ) ! 0 at t = t 1 , continuity of all the states is satis ed. The new switch time is t s2 = t 1 , and t f = t 1 + t 1 is the new nal time of the solution that meet the initial condition x 0 and the nal condition x f . If e (t 1 ; t 1 ) > 0 the continuity of all states is not satis ed, and more switches are required.
A third switch for a TLM can be located using two pre-speci ed switch times t s1 and t s2 for u 2 as shown in Figure 2 -c. The location of these pre-speci ed switches may be corrected later.
When min e(t; t) = e (t 1 ; t 1 ) ! 0 at t = t 1 , continuity of all the states is satis ed. This instant is the new switch time t s3 , and the corresponding t f the nal time of the solution that meet the initial condition x 0 and the nal condition x f . If e (t 1 ; t 1 ) > 0, the continuity of the states can be improved by correcting t s1 , t s2 using a gradient search method, for example.
Note that when this step is completed, the initial and the nal boundary conditions are satis ed and the corresponding switch pattern is determined even if there still is some discontinuity at the instant when the states integrated from the initial and the nal points are matched (Figure 2-d) .
Approximating the costates
The previous section rendered the approximated values of one or more switch times and the nal time. In order to determine the costates, we assume that at each switch time de ned earlier, the Hamiltonian and the corresponding switch function vanish. This assumption is required to establish internal boundary conditions for the costates. In general, one needs n internal boundary conditions to initiate the integration of n di erential equations for the costates. In particular, for the system with two states and single control (Figure 2-a) , only one switch time t s1 is required to determine the two costate values at t s1 from H(t s1 ) = 0 G(t s1 ) = 0
Then the costates can be integrated backward from p(t s1 ) to obtain p(t 0 ) (FBM) at the starting point t 0 .
For a TLM with four states and two controls, two switch times, t s1 and t s2 , are needed to determine the costate values for t s1 t t s2 . If u 1 switches at t s1 , and u 2 switches at t s2 as in Figure 2 -b, then four boundary conditions for the costates can be obtained from,
Note that these conditions are de ned on two points. Using a TPBVP solver (we used BVPMS code from IMSL/LIB) with these boundary conditions, the costates p(t) for t s1 t t s2 are obtained. Since the approximated costates are established for the interval t s1 t t s2 , they can be integrated backward to the starting point t 0 to obtain p(t 0 ) (FBM) .
This strategy ensures that the boundary conditions for the states are satis ed (though at one of the switch times the discontinuity may still be present) and the continuity of the costates over the entire time domain is ensured. At this moment the state and the costate are determined. However, 
where:
Here t (old) sj is the jth switch time, and (t (old) f ) is the nal time calculated in Section 4.1. If the number of switch times in the new set is di erent from the old set, the missing switch times are assumed to be equal to t (old) f .
Note that if e min ?! 0 and s ?! 0, the states and costates equations are satis ed, the switch times match the switch functions, and consequently the solution generated is optimal. Also note that s can be formally minimised (together with e de ned by Equation (17)) with respect to the set of switch times t sj using any appropriate optimisation routine. This could lead to optimal solution using the FBM alone.
Combining forward-backward & shooting methods
Numerical examples have shown (Fotouhi, 1996) that various approximations of the state generated using the approach outlined in Section 4.1 resulted in relatively similar values of p(t 0 ) (FBM) . It was concluded that those values might provide convergence of the shooting method discussed in Section 3. Indeed, it has been found that for the example presented in the next section, if s is smaller than about 0:5, the values of p(t 0 ) generated by the FBM are su ciently accurate to cause the convergence of the SM.
It should be emphasised that for the FBM iterations the initial and the nal conditions for the states are always met; however, some discontinuity in the states may be present at one point of the trajectory. For the SM iterations, which starts with the initial conditions of the states and the initial conditions of the costates (B = p(t 0 ) (FBM) ) generated by the FBM, all the states are continuous but the nal conditions may not be met.
Numerical Example
Here, to show usefulness of the FBM, we discuss an example of a two-link manipulator system with four states and two controls.
The physical parameters (see Figure 3- The time-optimal control problem is to minimise the maneuver time t f of motion from x 0 to x f subject to the state equations: _ x(t) = a(x) + c(x)u(t) (21) where matrices a(x) and c(x) are nonlinear functions of the states and can be found in many papers (see Fotouhi (1996) , Van Willigenburg and Loop (1991), and Geering et al. (1986) ). Several other examples, with one or two DOF, are discussed in Fotouhi (1996) .
Conclusion
The Forward-Backward Method for solving time-optimal control problems is introduced. The method does not need 'blind' assumptions for the costates. The FBM can generate a set of initial values for the costates to be used in the SM. Since the FBM does not use any linearisation in generating the initial costates, it can be applied to any nonlinear problem. The initial costates generated by the FBM seem to be su ciently accurate for the shooting method to converge. A successful application of this method to the time-optimal control of a two-link manipulator is 
