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Flame instabilities of opposed non-premixed tubular flames are numerically investigated
under adiabatic and non-adiabatic conditions. The 1-D/2-D detailed numerical simula-
tions with the linear stability analysis are performed to analyze the regimes which show
the flame instabilities. Through 2-D simulations, it is proved that the instability charac-
teristics by 1-D simulations and linear stability analysis can be predicted with reasonable
accuracy. In addition, it is found that the discrepancy between experiments and nu-
merical studies comes from locally-strong reaction zones by large order of perturbation.
The radiation effects on opposed non-premixed tubular flames are also investigated in
the same manner, for which dual extinction limits are observed. The cellular instabil-
ity and oscillatory instability are identified near the radiation-induced extinction limit.
As different initial flames, such as C-shaped or asymmetric IC, the total extinction from
head-on collision between two propagating flame cells or a rotating flame cell are observed
over the radiation-induced extinction limit. Under extremely large radiation intensity, all
non-premixed tubular flames are stable in the form of cellular flames.
Under supercritical CO2 (sCO2) oxy-fuel combustion conditions, flame structure and
NOX emission characteristics are identified by 1-D numerical simulations using a mod-
ified OPPDIF code. To reflect real-gas effects at extremely high pressure, the Soave
Redlich-Kwong equation of state, thermodynamic and transport models for real fluid are
implemented to the code. Through various numerical simulations, it is found that the
ingress of N2 from oxidizer side can be more fatal to NOX generation because of higher
N2 concentration in the flame zone. Also, the pressure effects on NOX formation are
obtained by NOX reaction pathway analysis.
Although there are many numerical studies on the sCO2 oxy-fuel combustion, the
radiative heat transfer has not been considered so far. The main reason using adiabatic
condition is the absence of an appropriate radiation model for extremely high pressure.
Therefore, two different weighted sum of gray gases (WSGG) models for the pressure
of 300 bar are estimated by using the parameters from the pressurized WSGG model
(Shan et al., Int. J. Heat Mass Transf. 121 (2018) 999–1010) by using two different
extrapolation ways: One is the WSGG-Linear that estimates the absorption coefficients
of four gray gases using those at 1 bar multiplied by the total pressure and the weighting
factors at 1 bar. The other is the WSGG-Log that estimates the emissivity and absorption
coefficients with a logarithmic function. It is found that the temperature reduction by
radiative heat loss is marginal in the most range of strain rate in spite of the high pressure
and abundant CO2 conditions.
To extend the fundamental understanding to practical problem, 3-D Reynolds-averaged
Navier-Stokes equations (RANS) simulations of turbulent reacting flows in a model gas
turbine combustor are conducted to figure out the characteristics of partially premixed
flames as different geometry of nozzle and NOX emission. It is obtained that the high
swirler nozzle cases shows more stable than the low swirler nozzle cases due to relatively-
strong recirculation zones. However, the NOX emission is more generated in the high
swirler nozzle cases than low swirler nozzle cases, because the longer residence time is,
the more NOX is generated. As transferring the temperature and pressure field to solid
region for boundary condition, the thermal fatigue analysis is performed to find the vul-
nerable parts in the combustor.
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1.1 Intrinsic Flame Instabilities
1.1.1 Cellular Flame Instability
In most practical engines, combustion instabilities need to be avoided because they may
deteriorate the integrity of the mechanical systems in the engines. Occasionally, however,
the cellular flame instability may play a positive role by enhancing the operation range
of hydrogen-fueled engines by extending the extinction limit of hydrogen/air flames [3–
5]. For meso-scale combustors, moreover, the flame instability can also be utilized to
achieve stable combustion by increasing heat release per unit volume and consequently,
compensating for increased heat losses associated with the high surface-to-volume ratios
of such small-scale devices [6]. As such, the cellular flame instability has been extensively
investigated in the combustion community not only because of its practical importance,
but because of its most dynamical and beautiful features among combustion dynamics
[3–8].
There exist three different modes of cellular flame instability, i.e. hydrodynamic
instability, buoyancy-driven instability, and diffusive-thermal (D-T) instability [5]. The
hydrodynamic instability is caused by a finite density drop across a premixed flame such
that it is absolutely unstable to perturbations at all wavelengths. The buoyancy-driven
instability occurs under the condition of negative density stratification in the direction
1
of gravity and, as such, an upwardly-propagating premixed flame is buoyantly unstable.
The D-T instability occurs due to the imbalance between diffusion of heat and mass at a
flame front such that a flame can be stable or unstable depending on the mixture Lewis
number upstream of the flame front [4, 5, 9].
Although these cellular flame instabilities are intrinsic characteristics of premixed
flames, the D-T instability has also been observed in many non-premixed flames with
their effective Lewis number being less than unity near the extinction limit [3,9–16]. The
structure of non-premixed flames becomes similar to that of premixed flames near extinc-
tion, and as such, they are considered to be in the “premixed flame regime” according to
Liñán’s asymptotic study of a non-premixed counterflow flame [5,10,17]. From this point
of view, it is a natural extension that non-premixed flames near extinction would also
exhibit cellular flame structures like premixed flames when the effects of the preferential
diffusion and/or curvature become significant [10].
Among the many different flow configurations, an opposed non-premixed tubular flow
is an ideal one to simultaneously investigate the effects of stretch rate and curvature on
the characteristics of the D-T instability [3]. In this configuration the stretch rate and
curvature are independently specified and hence their effects on the cellular flame insta-
bility can systematically be investigated. In this context, the characteristics of opposed
non-premixed tubular flames have extensively been investigated by Pitz and cowork-
ers [3, 15, 16, 18–20]. As mentioned above the D-T instability of non-premixed tubular
flame also occurs near the extinction limit when the Lewis number of the fuel is less than
unity [3,15,16]. Near extinction, small perturbations can induce alternating locally-weak
and strong reaction regions of the tubular flame due to the focusing and defocusing ef-
fects of mass and heat diffusion, leading to the formation of flame cells. The resultant
temperature at the edge of a flame cell is higher than it is in the central part due to the
strong focusing of the fuel mass flux at the edge. By the same mechanism flame cells can
survive beyond the one-dimensional (1-D) flame extinction limit [12,13].
Although numerous experimental and theoretical/numerical studies of cellular flame
instability in tubular and counterflow flames have been conducted [4,5,11–13,18,21–24],
a numerical study of the D-T instability in opposed non-premixed tubular flames has not
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been performed. Moreover, discrepancies still remain between experimental/numerical
observations of cellular flame instability and theoretical prediction via linear stability
analysis [13,21] even though linear stability analysis predicts numerical simulation results
with reasonable accuracy [24]. In Chapter II, therefore, the D-T instability of opposed
non-premixed tubular flames near stretch-induced extinction limit is investigated by using
1-D/2-D detailed numerical simulations with the linear stability analysis.
1.1.2 Radiation-induced limit phenomena
Flames under microgravity exhibit quite different behaviors from their corresponding
flames under normal gravity mainly due to buoyancy-free environments. Therefore, nu-
merous theoretical and experimental studies have been performed to elucidate their char-
acteristics especially near ignition/extinction limits [25–28]. For instance, the ignition,
flame spreading, and extinction characteristics of weakly-strained flames in a spacecraft
have been extensively investigated because such flame characteristics found under nor-
mal gravity cannot be directly used for the fire-safety assessment of a spacecraft [5]. The
existence of a steady spherical premixed flame or a flame ball has been verified in micro-
gravity experiments. Moreover, flame balls cannot survive beyond a critical flame radius
due to stretch effect and radiative heat loss [5, 29–34].
Diffusion- and/or radiation-induced limit phenomena including cellular flame insta-
bility and radiation-induced flame extinction have also been widely investigated because
they become prominent in microgravity environments. For a non-premixed flame un-
der microgravity, its flame thickness usually increases with decreasing stretch rate, and
hence, radiative heat loss can significantly reduce flame temperature, leading to an ex-
tinction [35]. The characteristics of low-stretched flame extinction by excessive radiative
heat loss have been extensively investigated in various conditions [36–44]. In particular,
the effects of radiative heat loss on spherical non-premixed flames under microgravity
have been identified through comprehensive experimental measurements of flame radius,
temperature, radiation intensity, and soot formation [45,46].
Various flame instabilities of non-premixed flames have also been reported under mi-
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crogravity conditions. However, there have been few studies on flame instabilities induced
by radiative heat loss because it is not only observed less frequently but also difficult to
construct experimental environments. It has been predicted that the oscillatory insta-
bility of non-premixed flames can occur when fuel Lewis number and/or radiative heat
loss are large enough [11, 47, 48]. For instance, Sohn et al. [49] numerically investigated
nonlinear dynamics of radiation-induced oscillatory instability of non-premixed flames
in a 1-D stagnant mixing layer with unity Lewis number such as three different types of
flame evolution near radiation-induced extinction limit: the decaying oscillatory solution,
diverging solution to extinction, and stable limit-cycle solution. They demonstrated that
oscillatory instability occurs prior to extinction due to radiative heat loss, similar to that
in a droplet flame experiment in a space shuttle [50].
Moreover, Nanduri et al. [51] investigated the flame structure and dynamics of non-
premixed counterflow flames with radiative heat loss for which fuel Lewis number is less
than unity. They observed three oscillatory flame responses of decaying oscillation, stable
limit-cycle, and oscillatory extinction for low-stretched flames through 1-D numerical sim-
ulations. From 2-D numerical simulations, they observed various flames including wavy
flames, stationary cellular flames, and propagating cellular flames depending on initial
conditions and Damköhler number. In short, various flame responses such as oscillatory
and cellular behaviors of low-stretched non-premixed flames have been reported, which
is primarily attributed to the Lewis number effect and radiative heat loss. However,
detailed investigation on nonlinear evolution of 2-D non-premixed flame oscillations com-
bined with D-T instability through the stability analysis have not been conducted near
radiation-induced extinction limit when fuel Lewis number is less than unity. Moreover,
the flame dynamics under extremely-large radiative heat loss has not been elucidated. In
Chapter III, hence, cellular instability and oscillatory instability of non-premixed tubular
flames near radiation-induced extinction limit are investigated by using 1-D/2-D detailed
numerical simulations with the linear stability analysis.
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1.2 Supercritical Oxy-fuel Combustion
1.2.1 Estimation of N2 Ingress Situations
As one of next-generation power cycles for enhancing the cycle efficiency and meeting
environmental regulations, a direct-fired supercritical carbon dioxide (sCO2) power cycle,
or the Allam cycle, has been highlighted since it was first proposed. The benefits of the
cycle mainly originate from its high efficiency, small machinery footprints, and ability of
carbon capture and storage [52,53]. The cycle also adopts oxy-fuel combustion in which
natural gas is designed to burn with O2 diluted only with CO2 and can literally generate
no NOX emissions. As such, the cycle can be designed without considering NOX emissions
and non-premixed combustion can be utilized for stable operation [52,54].
However, even for such oxy-fuel combustion, a small amount of N2 can infiltrate the
combustor not only because natural gas typically includes 0–5% of N2 by volume but also
because N2 can leak into the oxidizer stream through an air separation unit (ASU) that
separates oxygen from air. For typical oxy-fuel combustion, the effect of N2 amount on
NOX emissions was investigated at atmospheric pressure [55,56] but has not been studied
at high pressures of 250–300 atm relevant to the sCO2 oxy-fuel combustion.
For conventional air-fuel combustion, the study of NOX formation has been also
limited to atmospheric or relatively-low pressure conditions. For instance, Drake and
Blint [57] investigated the relative importance of thermal NOX, prompt NOX, and N2O
pathways for NOX formation in CH4/N2 versus air counterflow non-premixed flames at
atmospheric pressure and found that the prompt NOX mechanism dominates NOX forma-
tion. From experimental and numerical studies at 1–15 atm, Naik et al. [58] found that
the thermal NOX and N2O pathways play a critical role in generating NOX at relatively-
high pressure conditions while the contribution of prompt NOX decreases with increasing
pressure. In addition, Hewson and Bolling [59] reported the importance of NOX reburn
initiation reactions at relatively-high pressure (e.g. 40 atm). Although the NOX emission
characteristics of the oxy-fuel and air-fuel combustion at atmospheric and relatively-high
pressures were investigated, those of the oxy-fuel combustion at extremely high pressures
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(e.g. 300 atm) have not been studied. In Chapter IV, therefore, the flame structures
and NOX emission characteristics of supercritical oxy-fuel combustion are found by using
1-D numerical simulations of counterflow CH4 versus O2/CO2 non-premixed flames and
discussed with the assumption of various N2 ingress situations.
1.2.2 Estimation of Radiative Heat Transfer
Including Chapter IV, the fundamental characteristics of sCO2 oxy-fuel combustion have
been numerically investigated [60–62], in which the simulations were conducted under
adiabatic condition without considering radiative heat loss. However, there is no reason-
able evidence behind the assumption for using the adiabatic condition since there exist
large amount of strong absorbers such as H2O and CO2 in the combustor. Moreover, it
is well known that their optical depth becomes thicker as pressure increases.
In the oxy-fuel combustion, many researchers have focused on developing accurate
and efficient thermal radiation models based on enormous spectral data [63–66]. Among
various radiation models, the weighted sum of gray gases (WSGG) model based on the
statistical narrow band (SNB) model has been considered one of the best compromises
between accuracy and computation demand [67]. Since most WSGG models were devel-
oped for atmospheric pressure, a pressurized WSGG model was recently proposed, which
is validated for pressures up to 30 bar [68]. Although the pressurized WSGG model can
be adopted for numerical simulations of current gas turbine combustion, it is not proper
for simulations at extremely-high pressures like sCO2 oxy-fuel combustion. Development
of a thermal radiation model at such high pressure is still not feasible because of many dif-
ficulties in directly measuring radiative properties. In Chapter V, therefore, the radiation
effect on counterflow non-premixed flames under supercritical CO2 oxy-fuel combustion
conditions is estimated by using extrapolated radiative properties.
1.3 Large-scale Numerical Simulations
Although the fundamental characteristics of strained non-premixed flames under various
conditions have been numerically investigated as described, another important objective
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of numerical simulations in the combustion field is to solve the large-scale problem such
as the internal engine, the rocket engine, the gas turbine combustor, the furnace and so
on. In particular, the development of high performance computing enable to solve the
large and more complicated problems. In the context, Reynolds averaged Navier-Stokes
equations (RANS) simulations quickly and easily show practical results even though
the accuracy is questionable. Therefore, we introduce and carry out various numerical
simulations for the prediction of combustion phenomena, the thermal fatigue, and the
NOX emission.
Thermo-acoustic instability has been a lingering problem since lean premixed com-
bustion was adopted for the gas-turbine combustion to improve its thermal efficiency
and eco-friendly power generation [69–71]. Thermal-acoustic instability is a complicated
phenomenon induced by the interaction between unsteady heat release and acoustic per-
turbations. As such, the unexpected accidents have been frequently reported at high
temperature components of the gas turbine system such as vane blades and a nozzle tip
which are directly exposed to heated products because of the amplification of heat release.
The problem not only threatens the safety, but also brings large financial losses by ceasing
power production. Similarly, the lack of proper repair and replacement of obsolete and
enfeebled components can lead to safety incidents and reduce power generation efficiency.
Therefore, the thermal fatigue life of components has investigated to precisely estimate
the cycles [72–75].
The fatigue life of high temperature components is generally known to have guidelines
provided by the manufacturer. However, because the operation condition changes from
time to time, the guidelines are not universal, and especially when operating in cycling
mode, the actual life cycles often fall short of the expectancy. Also, frequently turning
on/off the power system can negatively affect the entire gas turbine components, leading
to reduce fatigue life cycles.
Generally, cycle fatigues are divided into two types; high cycle fatigue (HCF) and low
cycle fatigue (LCF) [76,77]. HCF is a break in a vibrating part with constant and rapid
repetition cycles, mainly observed in aircraft fuselage or pumps. Since small stresses in
the elastic region are applied, the control of the stress width is a major factor in improving
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fatigue life. Therefore, high strength materials are suitable to avoid the problems. On
the other hands, LCF is induced by a change in thermal stress and a cyclic load with a
slow repetition cycle. In usual, it is known that a high ductile material is advantageous
in preventing breakage because a high stress or deformation including the plastic region
is applied. Therefore, it is necessary to anticipate the type of fatigue and to use the
component of the appropriate material, considering the operation condition.
In addition, power generation technologies including low NOX concept basically be-
come more important to meet the environmental regulations. The prediction of NOX
emission has been widely investigated by using chemical reactor network (CRN) method
[78–81]. Through the comparison between experiments, computational fluid dynamics
(CFD) simulations, and CRN analysis, reasonable accuracy has been validated. In this
context, numerical analysis becomes essential in various fields. Since it costs enormously
to do experiments for a real scale gas turbine with different models and operating condi-
tions, the numerical analysis has been widely used.
In Chapter VI, hence, we shows a series of numerical simulations of a model gas
turbine combustor using commercial softwares such as Fluent 2019 R2, CHEMKIN-PRO
2019 R2 [82], and Abaqus 2019 [83] as follows. First, 3-D RANS simulations of a model
combustor are carried out and compared to validate numerical models. Second, the
CRN method with a detailed chemical reaction mechanism is used to predict the NOX
formation in the combustor. Third, the finite element analysis for the thermal fatigue
analysis based on ε-N curve is conducted by using the temperature and pressure field
from the RANS simulation.
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Chapter II
Flame Instability of Opposed
Non-premixed Tubular Flames near
Strained-induced Extinction Limit
In this chapter, the D-T instability of opposed non-premixed tubular flames and the
dynamics of flame cell formation are investigated using 2-D direct numerical simulations
together with conventional linear stability analysis. By comparing previous experimental
results with numerical/theoretical predictions, the implication of cellular flame instability
found in the numerical simulations on the experimental results is also elucidated. To
investigate the cellular flame characteristics induced by the D-T instability, highly-diluted
hydrogen is considered as the fuel, for which its Lewis number is much less than unity.
2.1 Problem Formulation
In the experiments by Pitz and coworkers [15, 16, 19, 20] the opposed tubular flow con-
figuration is designed such that fuel and oxidizer issue from a porous inner nozzle and
contoured outer nozzle, respectively, and a tubular flame develops between the two noz-
zles. Readers are referred to [15, 16, 19, 20] for details of the experimental setup. An
idealization of this configuration adopted in the present numerical study is such that fuel
and oxidizer are assumed to issue from two infinitely-long concentric cylinders, forming a
9
Figure 2.1: Schematic of (a) a noncellular tubular flame with large Damköhler number
and (b) flame cells induced by the diffusive-thermal instability with small Damköhler
number near the extinction limit.
tubular flame in between. To further simplify the problem, only variations in the plane of
symmetry are considered as shown in Fig. 2.1. In particular, there is no axial variation in
the solutions and the characteristics of non-premixed flame cell formation induced by the
D-T instability in the r− θ plane are elucidated. Therefore, these effects are investigated
without performing expensive 3-D simulations.
2.1.1 1-D Axisymmetric Tubular Flames
Prior to performing 2-D simulations of non-premixed tubular flames, the extinction char-
acteristics of 1-D steady opposed non-premixed tubular flames are investigated and com-
pared with previous experimental and numerical results. For this purpose, a 1-D axisym-
metric model of opposed tubular flames, similar to the models for opposed counterflow
























where T̃ , ỸF , and ỸO are the dimensional temperature, fuel mass fraction, and oxidizer
mass fraction, respectively, with the density, ρ̃, radial velocity, ũr, specific heat, c̃p, ther-
mal conductivity, λ̃, fuel diffusivity, D̃F , oxidizer diffusivity, D̃O, pre-exponential factor,
B̃, activation energy, Ẽ, universal gas constant, R̃, heat release rate, ˜̇Q, stoichiometric
coefficients, αF and αO, and independent variable, r̃, denoting the radial direction.
In this chapter, the D-T instability is numerically investigated by adopting the con-
stant density model not only because it is common practice in many previous stud-
ies [4, 13, 21, 24, 84], but also because the density variation or thermal expansion has a
minor effect on the D-T instability of non-premixed flames compared to that of premixed
flames as found in [14]. Assuming that there is no density variation in the flow, the radial
















































: r̃s ≤ r̃ ≤ r̃2,
(2.2)















Note that the subscripts 1 and 2 denote the fuel and oxidizer inlets, respectively. The 1-D
governing equations are subject to Dirichlet boundary conditions at the fuel and oxidizer
inlets: 
T̃ = T̃1, ỸF = ỸF,1, ỸO = 0, ũr = ũr,1, at r̃ = r̃1,
T̃ = T̃2, ỸF = 0, ỸO = ỸO,2, ũr = ũr,2, at r̃ = r̃2.
(2.5)
By normalizing the dimensional variables with appropriate reference values, i.e. r =
r̃/
√
λ̃/ρ̃c̃pκ̃, ur = ũr/
√
κ̃λ̃/ρ̃c̃p, T = T̃ /T̃ref , YF = ỸF/ỸF,1, and YO = ỸO/ỸO,2, Eq. (2.1)
























where LeF (= λ̃/ρ̃c̃pD̃F ) is the fuel Lewis number, LeO (= λ̃/ρ̃c̃pD̃O) is the oxidizer
Lewis number, Da (= B̃/ρ̃κ̃) is the Damköhler number, q (= ỸF,1ỸO,2
˜̇Q/c̃pT̃ref) is the
heat release rate, and Ta (= Ẽ/R̃T̃ref) is the activation temperature. Note that κ̃ is the
reference stretch rate and is inversely proportional to Da by definition. The corresponding
non-dimensional boundary conditions at the two inlets are given by:
T = T1, YF = 1, YO = 0, ur = ur,1, at r = r1,
T = T2, YF = 0, YO = 1, ur = ur,2, at r = r2.
(2.7)
To simulate cases similar to the experiments of opposed hydrogen/air non-premixed tubu-
lar flames [15, 19], we specify q = 1.2, Ta = 8, LeF = 0.3, LeO = 1.0, αF ỸO,2 = 1.0,
αOỸF,1 = 0.36, r1 = 20, r2 = 100, and T1 = T2 = 0.2. Note that these values rep-
resent non-premixed tubular flames formed by opposing nitrogen-diluted hydrogen and
air flows [13, 84], rendering the maximum flame temperature, Tmax, to be approximately
unity near extinction. If T1 = T2 = 0.2 is assumed to be 300 K, Tmax ≈ 1 near extinction
represents approximately 1500 K [13].
For a specific stagnation plane, only the ratio of ur,1 to ur,2 can be determined from
Eq. 2.3. To specify each value of ur,1 and ur,2, another condition is required. For this
purpose and for fair comparison between tubular flames with different stagnation planes,
we adopt an identical stretch rate, κ, defined as κ = −(ur,2/r2)
√
Q at the stagnation
plane [18, 85]. Since the flame is located close to the stagnation plane for our choice
of parameters, it is reasonable to adopt a constant κ at the stagnation plane as the
condition for determining ur,1 and ur,2. For all of the 1-D and 2-D simulations, the same
stretch rate, κ = 0.03927, is used, which is evaluated from ur,1 = −ur,2 = 1.0. Once the
stagnation plane is specified, then ur,1 and ur,2 are uniquely determined from the stretch
rate of 0.03927. Note that the identical stretch rate is used for all of the different tubular
flames and hence, the effect of stretch rate on the flames is solely incorporated in the Da




























Figure 2.2: The maximum flame temperature, Tmax, as a function of Damköhler number,
Da, for three different |ur,1/ur,2| of 1.0, 2.0, and 4.0.
2.1.2 1-D Steady Solutions
Figure 2.2 shows the so-called “C-curve” of Tmax as functions of Da and the ratio of ur,1
to ur,2. The C-curves are obtained by solving Eq. 2.6 using the Newton-Raphson method
with a simple continuation algorithm [84]. The upper branch of the C-curves represents
the intensely-burning state and the lower branch is unstable and physically unrealis-
tic. Note that the corresponding parameters, (ur,1, ur,2, rs), for the three different cases
are (1.0,−1.0, 44.72), (1.7143,−0.8571, 56.06), and (2.6667,−0.6667, 68.31), respectively.
The extinction Damköhler number, DaE, for the 1-D tubular flames with |ur,1/ur,2| =
1.0, 2.0, and 4.0 are found to be 13950, 11977, and 10542, respectively.
Two points are noted from the figure. First, DaE decreases with increasing |ur,1/ur,2|
and rs. Second, for a given Da, Tmax also increases with increasing |ur,1/ur,2| and rs.
These results are consistent with those found in a previous 1-D numerical study of opposed
tubular flames [18], i.e. “negatively-curved” non-premixed tubular flames become weaker
as the stretch rate is increased when the fuel Lewis number is less than unity. Note that
a negatively-curved flame is formed in this configuration where fuel and oxidizer issue
from the inner and outer nozzles, respectively, as in this chapter. The negative curvature
weakens the preferential diffusion of fuel with small LeF and, as such, the tubular flame






















Figure 2.3: The extinction Damköhler number, DaE, and maximum flame temperature,
Tmax,E, at the extinction point as a function of the stagnation plane location, rs.
curvature plays a critical role in the extinction of negatively-curved non-premixed tubular
flames when the fuel Lewis number is much less than unity and the flame radius becomes
the order of the flame thickness [18].
To further quantify the effect of curvature on the extinction of steady tubular flames,
the variation of DaE and Tmax,E as a function of rs is shown in Fig. 2.3. Tmax,E denotes
the maximum flame temperature at the extinction point. It is readily observed from the
figure that if the flame lies in the middle of the domain (i.e. 40 . rs . 90), DaE decreases
and Tmax,E increases with increasing rs as can be expected from Fig. 2.2 and the previous
result [18].
On the contrary, as the tubular flame approaches the inner/outer cylinder (rs . 40 or
rs & 90), DaE decreases/increases and Tmax,E increases/decreases. Near the two bound-
aries, the steady solutions are directly affected by the Dirichlet boundary conditions;
when the tubular flame lies very close to the inner cylinder, the fuel mass flux into the
flame becomes significantly larger compared to the mass flux into the flame in the center
of the domain. Since a highly-diluted hydrogen jet is assumed to issue from the inner
cylinder in this chapter, the flame becomes stronger despite the weakened preferential
diffusion of the fuel due to the small rs. This results in smaller DaE and larger Tmax,E
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for flames lying near the inner cylinder. However, when the tubular flame is formed very
close to the outer cylinder, the oxidizer mass flux into the flame increases and the flame
becomes weaker, subsequently leading to larger DaE and smaller Tmax,E. In this chapter,
therefore, only tubular flames formed in the center of the domain (40 . rs . 90) are
investigated, where such artefacts of the Dirichlet boundary conditions on the solution
are minimal.
2.1.3 2-D Tubular Flames
To investigate the characteristics of the D-T instability of non-premixed opposed tubular
flames, it is common practice to extend the governing equations describing the 1-D steady
tubular flames to time-dependent partial differential equations including variations in the








































which are also subject to the same boundary conditions of Eq. 2.7 in the r−direction
as in the 1-D problems. Periodic boundary conditions are imposed in the θ−direction.
Note that the dimensional time, t̃, is normalized as t = t̃κ̃. The 2-D direct numerical
simulations of tubular flames are performed using a six-stage fourth-order explicit Runge-
Kutta method for time integration and an eighth-order central finite-difference scheme
for evaluating spatial derivatives [86,87] as in [84]. The message passing interface (MPI)
is used for scalable parallelism. After a series of grid convergence tests, a uniform grid
system of 400 × 1200 is adopted to discretize the r− and θ−directions for |ur,1/ur,2| =
1.0 and 2.0, while a grid system of 800 × 2400 is used for for |ur,1/ur,2| = 4.0. A timestep,
∆t, of 0.001 or 0.004 is required for accurate time integration.
For 2-D simulations, two different initial conditions (IC) are adopted to investigate
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the effects of small (∼ O(ε)) and large (∼ O(1)) amplitude disturbances on the formation
of flame cells. The first IC is constructed from the 1-D steady solution of a tubular flame
at a given Da, and is replicated along the θ−direction. A small sinusoidal perturbation
of temperature (∼ O(ε)) is superimposed on the steady solution field:
T2-D,init(r, θ) = T1-D(r) + ε · sin θ · (T1-D(r)− T1) : 0 ≤ θ < 2π, (2.9)
where T1-D(r) represents the 1-D steady temperature solution given by Eq. 2.6. The
perturbation amplitude, ε, of 10−5 is selected through a series of 2-D simulations from
which it is confirmed that there is no change in the number of flame cells and extinction
behavior for ε ≤ 10−5. Henceforth, this initial condition is referred to as the “perturbed
IC”.
The second IC is devised by combining intensely-burning and frozen-flow solutions
through a smooth transition using the hyperbolic tangent function, representing ∼ O(1)
disturbance [13,84]:
x2-D,init(r, θ) = x1-D,F(r) + 1 · [(tanh(θ − θ1)− tanh(θ − θ2)) /σ]
· (x1-D,B(r)− x1-D,F(r)) /2 : 0 ≤ θ < 2π, (2.10)
where x is the solution vector including T , YF , and YO; θ1 = 0.5π; θ2 = 1.5π; σ = 0.1π.
The subscripts B and F represent intensely-burning and frozen-flow solutions. Note that
this type of initial condition was adopted in [13,84] to investigate the edge flame dynamics
near the extinction limit. Henceforth, it is referred to as the “C-shaped IC”. From the
C-shaped IC, a “horseshoe-shaped” cellular flame is formed at relatively-large Da, similar
to a large flame cell induced by local quenching in previous experimental studies [15,16].
Starting from the horseshoe-shaped cellular flame the dynamics of flame cell formation
is investigated by gradually reducing Da, similar to the experimentBuckmaster02al pro-
cedure in [15,16]. Figure 2.4 shows isocontours of temperature for the two different ICs.
Note that the perturbation amplitude in the perturbed IC is small enough that it cannot
be clearly observed in the figure.
16
Figure 2.4: Initial temperature fields for 2-D simulations of opposed tubular flames: (a)
the perturbed IC and (b) the C-shaped IC.
2.2 Stability Analysis
Prior to performing 2-D direct numerical simulations, a linear stability analysis of opposed
non-premixed tubular flames near extinction is conducted to gain insight into the cellular
instability characteristics as in [13, 21]. For the stability analysis, the steady solution
of the 1-D tubular flame, denoted by an overbar, is perturbed with small harmonic
perturbations:
T = T̄ (r)+εT ′(r)eikθ+λt, YF = ȲF (r)+εY
′
F (r)e




where λ is a complex number whose the real part, Re(λ), represents the growth rate, k is
the wavenumber, and ε is the small perturbation amplitude similar to ε in the perturbed















































where the boundary conditions are T ′ = Y ′F = Y
′
O = 0 at both r = r1 and r = r2. An
eigenvalue problem of (A − λB)x′ = 0 is then obtained by discretizing Eq. 2.12, where
x′ is the discretized solution vector including T ′, Y ′F , and Y
′
O.
By solving the eigenvalue problem for fixed k and Da, the largest growth rate, λR,
can be obtained among many Re(λ). By finding λR for different k and Da values, the
variation of λR as functions of k and Da is ultimately obtained. Note that if all λR exhibit
negative values over the entire range of k for a given Da, small perturbations would decay
in time and, as such, no flame instability occurs at that Da. However, if at least one λR
exhibits a positive value over a certain range of k, even infinitesimally-small disturbances
would grow in time, ultimately leading to the occurrence of flame instability manifested
by the formation of flame cells.
Figure 2.5 shows the largest growth rate, λR, as a function of wavenumber for three
different |ur,1/ur,2| with several Damköhler numbers near their extinction limits. Several
points are noted from the figure. First, it is readily observed that for |ur,1/ur,2| = 1.0,
2.0, and 4.0, positive λR first appears at approximately DaC = 14412, 12360, and 10865,
respectively and the corresponding k is found to be 7.0, 9.0, and 11.0. Henceforth,
DaC denotes the critical Damköhler number at which the first positive λR appears, and
hence, the D-T instability occurs. This result implies that the D-T instability of opposed
non-premixed tubular flames can occur over the range, DaE ≤ Da ≤ DaC , near the
1-D extinction limit, consistent with previous theoretical and numerical studies of non-
premixed counterflow flames [11–13].
Second, the wavenumber, kmax, at which λR attains its maximum value for a given
Da, slightly increases as Da decreases from DaC to DaE; for |ur,1/ur,2| = 1.0, 2.0, and
4.0, kmax = 7.0 → 7.8, 9.0 → 9.9, and 11.0 → 12.1, respectively, as Da = DaC → DaE.
Furthermore, it is also observed that the maximum λR and the range of k exhibiting
positive λR increase with decreasing Da. This implies that opposed non-premixed tubular
flames are more vulnerable to flame instability at smaller Da as can be expected. It can
also be expected that the D-T instability can occur more rapidly in time at smaller Da
near DaE due to its relatively-large λR there. Note also that if the wavenumber is related







































































|ur,1/ ur,2| = 4.0
(c)
Figure 2.5: The largest growth rate, λR, as functions of the wavenumber, k, and the
Damköhler number, Da, from the linear stability analysis for different |ur,1/ur,2| of (a)
1.0, (b) 2.0, and (c) 4.0. Thick segments and thin dotted segments represent the imaginary
part of λ = 0 and 6= 0, respectively. The solid circles represent the points of λR,max and
kmax.
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Figure 2.6: Temperature isocontours of steady flame cells from the perturbed IC for
different |ur,1/ur,2| of (a) 1.0, (b) 2.0, and (c) 4.0 at their DaE = 13950, 11977, and
10542, respectively.
that Ncell increases with increasing |ur,1/ur,2| and rs, which is further discussed in the
following section.
2.3 The Diffusive-thermal Instability with the Per-
turbed IC
In this section, 2-D direct numerical simulations of tubular flames are performed to
investigate the characteristics of the D-T instability of tubular flames with the perturbed
IC. As mentioned above, the perturbed IC is used to compare the results of the numerical
simulations based on the full nonlinear equations (Eq. 2.8) with those based on the
linearized equations (Eq. 2.12).
Figure 2.6 shows the temperature isocontours of flame cells induced by the D-T in-
stability for three different values of |ur,1/ur,2| at their corresponding DaE, obtained by
numerically integrating Eq. 2.8 with the perturbed IC of Eq. 2.9. As shown in the figure,
Ncell for |ur,1/ur,2| = 1.0, 2.0, and 4.0 is found to be 7, 10, and 12, respectively, quite
similar to the values of kmax obtained from the linear stability analysis (see Fig. 2.5): for
|ur,1/ur,2| = 1.0, 2.0, and 4.0, kmax is 7.8, 9.9, and 12.1 at their DaE, respectively. From
these results, it can be conjectured that the number of flame cells induced by the D-T
instability in the 2-D simulations is equal to an integer close to kmax.
The dynamics of flame cell formation is identified by examining sequential snapshots
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Figure 2.7: Temporal evolution of flame cells from the perturbed IC for |ur,1/ur,2| = 1.0
at DaE = 13950. From left to right, t = (a) 1070, (b) 1090, (c) 1110, and (d) 3800.
in time of the temperature field for |ur,1/ur,2| = 1.0 at Da = 13950 as shown in Fig. 2.7.
Small initial perturbations continue to grow in time due to the D-T instability, inducing
alternating weak and strong reaction regions (Fig. 2.7a). This leads to local extinction at
the weak reaction regions between two strong reaction regions, forming small flame cells
(Fig. 2.7b and c). Ultimately, a finite number of steady flame cells are formed as shown
in Fig. 2.7d. This sequential dynamics of flame cell formation is qualitatively similar to
that observed in non-premixed counterflow flames [21].
To further identify the general characteristics of the D-T instability by the perturbed
IC, the variation of Tmax and Ncell as a function of Da is shown in Fig. 2.8 for three
different values of |ur,1/ur,2|. For the purpose of comparison, Tmax from the 1-D solutions
and kmax from the linear stability analysis are also shown in the figure. Note that since
the perturbed ICs are based on the 1-D steady solutions, 2-D simulations are performed
only for Da ≥ DaE. Several points are to be noted from the figure. First, for |ur,1/ur,2|
= 1.0, 2.0, and 4.0, the critical Damköhler number with the perturbed IC at the onset
of the D-T instability, DaC,PI, is approximately 14350, 12330, and 10830, respectively,
which are slightly smaller than the corresponding DaC from the linear stability analysis:
i.e. DaC = 14412, 12360, and 10865. The corresponding number of flame cells in the 2-D
simulations is 7, 9, and 11, which is quite similar to the correspond kmax from the stability
analysis. Therefore, the linear stability analysis is able to predict the characteristics
of non-premixed tubular flame instability including the number of flame cells and the
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Figure 2.8: The variation of (a) Tmax and (b) the number of flame cells as a function of
Da from the perturbed IC for |ur,1/ur,2| = 1.0, 2.0, and 4.0. The solid lines in (a) and
(b) represent Tmax of 1-D solutions and kmax, respectively.
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Second, when the D-T instability occurs, Tmax of the flame cells bifurcates from that
of the corresponding 1-D steady tubular flame and exhibits a much larger value. This
is primarily the result of focusing effects, that is, the fuel-mass diffusion into the edge
of the flame cells strengthens overall reaction and hence, the flame temperature near
the edges increases significantly compared to the temperature of the corresponding 1-D
steady tubular flame as shown in Figs. 2.6 and 2.7.
Third, it is also readily observed from the figure that Tmax of the flame cells continues
to increase as Da decreases from DaC,PI to DaE. This is the result of the flame cell length,
lcell, decreasing with decreasing Da, and hence, the focusing effect of fuel-mass diffusion
into the flame cell increases, resulting in the increase of Tmax with decreasing Da. These
results are also consistent with previous studies of the D-T instability of non-premixed
counterflow flames [13]. In fact, lcell decreases from 2.68 to 2.48lD when Da decreases
from DaC,PI to DaE for |ur,1/ur,2| = 1.0, where lD is the diffusion flame thickness of
the corresponding 1-D tubular flame. Note that lD is measured by the full-width-half-
maximum (FWHM) temperature, which remains nearly identical regardless of Da near
extinction. From a previous study of the D-T instability of planar diffusion flames [9,88],
it was also reported that the characteristic flame cell length at the onset of the instability
is in the range of 3 ∼ 12lD, which is similar to the results of the present study.
It is of interest to note that the slight discrepancies between the 2-D simulations and
the linear stability analysis may stem from the inherent differences between the nonlinear
governing equations of Eq. 2.8 for the 2-D simulations and the linearized equations of
Eq. 2.12 for the stability analysis. The discrepancies may also be attributed to the slight
difference between the perturbed IC for the 2-D simulations and the perturbed variables
in Eq. 2.11 for the stability analysis. The numerical dissipation of the solutions in the
2-D simulations may also be another reason for the discrepancies.
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2.4 The Diffusive-thermal Instability with the C-shaped
IC
As discussed in Section 2.3, the prediction of the linear stability analysis shows good
agreement with the characteristics of the D-T instability of 2-D tubular flames with
the perturbed IC in terms of DaC and the resultant Ncell. In experiments, however, a
noncellular tubular flame is first formed between the two nozzles with low stretch rate
and subsequently, the formation of flame cells is observed by incrementally increasing the
stretch rate [15]. From a noncellular tubular flame, a horseshoe-shaped cellular flame
first appears by local extinction at intermediate stretch rate and subsequently, divides
into several flame cells as the stretch rate is further increased (see Fig. 6 in [15]).
In an attempt to replicate this experimental procedure, a horseshoe-shaped cellular
flame is first generated from the C-shaped IC by reducing Da, similar to the increase
in stretch rate in the experiments. The detailed simulation procedure is as follows: to
locate the onset of a horseshoe-shaped cellular flame, a new simulation is started with
the C-shaped IC by gradually decreasing Da until a horseshoe-shaped cellular flame is
established. For the case with |ur,1/ur,2| = 1.0, for instance, the edge flames develop
from the C-shaped IC, ultimately merging into a noncellular tubular flame for Da >
18900. At Da = 18900, however, the two edges propagate towards each other but do not
merge. Rather they form a horseshoe-shaped cellular flame as shown in Fig. 2.9. Once
a solution exhibiting a horseshoe-shaped flame at a specific Da is obtained, successive
simulations at successively smaller Da are restarted from each of the previous steady
solutions, resetting the simulation time to the beginning upon restarting. For |ur,1/ur,2|
= 1.0, the horseshoe-shaped cellular flame divides into five flame cells at approximately
Da = 14600. From the 2-D simulations performed using this procedure three different
types of flames are observed for different values of |ur,1/ur,2| within the entire range of Da
as shown in Fig. 2.10: i.e. a noncellular tubular flame at relatively-large Da (Fig. 2.10a),
a horseshoe-shaped cellular flame at intermediate Da (Fig. 2.10b), and several flame
cells at relatively-small Da (Figs. 2.10c and d). This result is qualitatively similar to
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Figure 2.9: Temporal evolution of the horseshoe-shaped cellular flame from the C-shaped
IC at Da = 18900 for |ur,1/ur,2| = 1.0. From left to right, t = (a) 0, (b) 300, (c) 600, and
(d) 1200.
Figure 2.10: Temperature isocontours of steady flame cells from the C-shaped IC for
|ur,1/ur,2| = 1.0 at Da = (a) 20000, (b) 16000, (c) 13000, and (d) 8000.
the experimental result by Shopoff et al. [15] which identified the sequence of flame cell
dynamics evolving from a noncellular flame to a horseshoe-shaped cellular flame to several
flame cells with increasing stretch rate.
To further identify the characteristics of the D-T instability, the variation of Tmax and
Ncell as a function of Da for three different values of |ur,1/ur,2| is shown in Fig. 2.11.
Several points are noted from the figure. First, it is readily observed that the flame
cellularity starts to occur at much larger Da than the corresponding critical Damköhler
number, DaC , from the stability analysis for all cases: i.e. for |ur,1/ur,2| = 1.0, 2.0, and
4.0, the horseshoe-shaped cellular flame first occurs at Da = 18900, 16300, and 14350,
and the corresponding DaC is 14412, 12360, and 10865, respectively. The implication is
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Figure 2.11: The variation of (a) the maximum flame temperature, Tmax, and (b) the
number of flame cells as a function of Damköhler number, Da, from the C-shaped IC for
|ur,1/ur,2| = 1.0, 2.0, and 4.0.
but by large amplitude disturbances (∼ O(1)). From the experimental perspective, it can
be conjectured that inevitable asymmetry in the tubular flame experiments may induce
locally-high stretch rate, leading to the local extinction of a noncellular tubular flame and
the formation of a horseshoe-shaped cellular flame even at intermediate values of mean
stretch rate.
Second, although the horseshoe-shaped cellular flame starts to occur at intermediate
Da, the formation of several small flame cells induced by the D-T instability starts to
occur at the critical Damköhler number with the C-shaped IC, DaC,CI, close to DaC
from the linear stability analysis: i.e. DaC,CI = 14600, 12520, and 10980 for |ur,1/ur,2|
= 1.0, 2.0, and 4.0, respectively. In fact, the DaC,CI values are slightly larger than the
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corresponding DaC from the linear stability analysis. This is due to the large amplitude
disturbance (∼ O(1)) between the two edges of the horseshoe-shaped cellular flame which
may induce the onset of flame cells at slightly larger Da than DaC . This result also
confirms that the linear stability analysis can predict DaC for the 2-D simulations with
both perturbed and C-shaped ICs with reasonable accuracy.
Third, however, the number of flame cells at DaC,CI for |ur,1/ur,2| = 1.0, 2.0, and
4.0, is found to be 5, 7, and 8, respectively, which is smaller than that found from the
linear stability analysis and the 2-D simulations with the perturbed IC. To identify the
characteristics of Ncell, the dynamics of flame cell formation is examined as shown in
Fig. 2.12. When the horseshoe-shaped cellular flame starts to divide into flame cells, the
first local extinction occurs farther away from the flame edge (Figs. 2.12a and b) due to
a relatively-large flame edge with strong reaction manifested by high temperature. As
such, the flame cell length becomes larger compared to that found in the 2-D simulations
with the perturbed IC (see Fig. 2.7). Following the first local extinction, another flame
edge develops and subsequently, the second local extinction occurs (Figs. 2.12b and c),
ultimately leading to the formation of five flame cells. These results imply that the
number and size of flame cells are affected by the size and strength of the edge flames
of the horseshoe-shaped cellular flame. From this perspective, the number of flame cells
observed in experiments cannot be the same as that from the linear stability analysis
because the flame cells in experiments are usually generated from the horseshoe-shaped
cellular flame [15,16].
Fourth, once the horseshoe-shaped cellular flame divides into several flame cells, the
number of flame cells remains constant until global extinction occurs for all |ur,1/ur,2| as
shown in Fig. 2.11. In the 2-D simulations with the perturbed IC, Ncell changes according
to kmax as discussed above. For the cases with the C-shaped IC, however, the flame cells
generated from the horseshoe-shaped cellular flame are strong enough to survive small
Da and hence, no further local extinction occurs within the flame cells up to the point
of global extinction.
Fifth, it is also readily observed from the figure that the flame cells can survive beyond
the 1-D extinction Damköhler number, DaE; i.e. for |ur,1/ur,2| = 1.0, 2.0, and 4.0 the
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Figure 2.12: Temporal evolution of flame cells from a horseshoe-shaped cellular flame at
Da = 14600 for |ur,1/ur,2| = 1.0. From left to right, t = (a) 2400, (b) 2800, (c) 5400, and
(d) 7200.
extinction Damköhler number for the global extinction of the flame cells, DaE,2D, is found
to be 7690, 6860, and 6000, respectively. In addition, Tmax increases with decreasing Da,
similar to the results with the perturbed IC. As Da decreases, the flame cell length, lcell,
is significantly reduced from 4.0 to 1.4lD as shown in Fig. 2.10, leading to an enhanced
focusing effect of fuel-mass diffusion into the flame cells, consequently increasing Tmax.
This result is qualitatively consistent with previous studies of the D-T instability of
non-premixed counterflow flames [13]. However, Tmax decreases slightly with decreasing
Da near the 2-D extinction Damköhler number, DaE,2D. This is primarily attributed to
incomplete reaction by small Damköhler number near the point of global extinction which
becomes significant compared to the enhanced focusing effect of fuel-mass diffusion.
2.5 Dynamics of Flame Cell Formation - Displace-
ment Speed Analysis
In this section, the dynamics of flame cell formation is further quantified by evaluating
the propagation speed of the flame cell edges. The propagation speed of the flame edges
is obtained by evaluating the displacement speed which measures the velocity of a scalar
isocontour (e.g. the fuel mass fraction) relative to the local flow velocity. In this chapter,
the azimuthal flow velocity is assumed to be zero and, as such, the displacement speed
represents directly the propagation speed of the flame edges along the azimuthal direction.
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d,θ represent the reaction, r− and θ−directional diffusion compo-
nents of Sd, respectively. The sign in Eq. 2.13 is positive for products and negative for
reactants [91]. In this form, therefore, each component of the displacement speed is a
measure of its corresponding contribution to the edge flame propagation.
First, the formation of the horseshoe-shaped cellular flame is investigated. Figure 2.13
shows the temporal evolution of Sd and its components of the edge flame during the for-
mation of the horseshoe-shaped cellular flame from the C-shaped IC for |ur,1/ur,2| = 1.0
at Da = 18900 (see Fig. 2.9). For this case, Sd is evaluated at the intersection of the YF
= 0.0765 isoline and the stagnation plane. This particular intersection coincides approx-
imately with the location of maximum heat release rate of the edge flames. Initially, Sd
exhibits a very large value due to the formation of strong edge flames at the two edges
of the C-shaped IC, qualitatively similar to the ignition characteristics of Sd in previous
studies [84, 92–97]. After the formation of the edge flames, they propagate towards each
other with constant positive speed. Note that the flame edges are convex towards both
fuel and oxidizer, and hence, the reaction at the flame edges become stronger due to the
focusing effect of fuel mass diffusion with LeF < 1. As the two edge flames approach
each other, Sd decreases because its reaction term decreases as the θ−directional fuel
diffusion into the edge flame decreases. Ultimately Sd vanishes due to the balance that
is established between its reaction and diffusion terms and hence, two stationary edge
flames form in the absence of merging, forming a horseshoe-shaped cellular flame.
In other words the two edges of the horseshoe-shaped cellular flame maintain their
structure by consuming equal amounts of fuel and oxidizer issuing from the nozzles,
while reaction at the edges is not strong due to the relatively-small Damköhler number
enough to unite them and form a noncellular tubular flame. This result also implies that
the horseshoe-shaped cellular flame is generated not by the D-T instability induced by












































Figure 2.13: Temporal evolution of the displacement speed, Sd, and its components from
the C-shaped IC at Da = 18900 for |ur,1/ur,2| = 1.0.
initiated with O(1) disturbance. In experiments, the O(1) disturbance may be induced
by the local extinction of a noncellular tubular flame due to the occurrence of locally-high
stretch rate aforementioned.
In addition to the formation of the horseshoe-shaped cellular flame, the dynamics of
flame cell formation by the D-T instability is also investigated by examining the displace-
ment speed of the flame cells. Figure 2.14 shows the temperature isocontours and the
corresponding 1-D profiles of the displacement speed and its components along the stag-
nation plane at Da = 14600 during the flame cell formation from the horseshoe-shaped
cellular flame at the same times as in Fig. 2.12. Note that in the context of non-premixed
flames, the displacement speed can be defined only at the location of the flame edges
which exhibit propagation characteristics similar to premixed flames. As such Sd at the
non-premixed flame between the two flame edges of the horseshoe-shaped cellular flame
has no significance except that it represents the balance between diffusion and reaction
in the non-premixed flame, manifested by Sd ≈ 0. In this chapter, however, the profile
of Sd along the stagnation plane is examined to elucidate the characteristics of flame cell
formation by the D-T instability.
As shown in Fig. 2.14a, the shape of the strong flame edges induces a locally more
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Figure 2.14: Temperature isocontours (top) and the corresponding 1-D profiles of the
displacement speed, Sd, and its components along the stagnation plane (bottom) from
a horseshoe-shaped cellular flame at Da = 14600 for |ur,1/ur,2| = 1.0: (a) t = 2400, (b)
2800, (c) 5400, and (d) 7200
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concave region towards the fuel next to the edges and therefore the defocusing effect of
fuel mass diffusion with LeF < 1 in the negatively-curved flame is enhanced, leading
to local flame extinction similar to experiments [15]. This is manifested in Sd which
exhibits relatively-large negative values due to the significant reduction of the reaction
term at the extinction location. Following the local extinction two small flame cells and
a large cellular flame featuring a non-premixed flame between the two flame edges are
formed as shown in Fig. 2.14b. At this instant, the small flame cells grow while the large
cellular flame shrinks, and as such, Sd exhibits relatively-small positive/negative values
at the edges of the small flame cells/the large cellular flame. A short while later, this
process repeats with another local flame extinction induced by the shape of the flame
edges occurring in the large cellular flame (Fig. 2.14c). Ultimately, five flame cells develop
approaching a steady state by adjusting their size and location (Fig. 2.14d).
In summary, when local flame extinction occurs, the corresponding Sd exhibits relatively-
large negative values at the extinction locations (see Figs. 2.14a and c). Following the
local flame extinction, the flame cells adjust their size and location, featuring relatively-
small positive or negative Sd. As the size of the flame cell increases/decreases, Sd at
the edges of the flame cell exhibits relatively-small positive/negative values as shown in
Figs. 2.14b and d.
2.6 Conclusions
The diffusive-thermal instability of opposed non-premixed tubular flames near extinction
is investigated using two-dimensional direct numerical simulations together with a linear
stability analysis based on their 1-D steady solutions. The characteristics of the D-T
instability of tubular flames are identified by a critical Damköhler number, DaC , where
the D-T instability first occurs, and the corresponding number of flame cells, Ncell, for
three different tubular flames with different flame radii. To elucidate the effect of small
and large perturbations on the D-T instability, the perturbed and C-shaped ICs are
adopted for the 2-D simulations. The following results were obtained from the 2-D
simulations together with the linear stability analysis:
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1. The predicted DaC through the linear stability analysis shows good agreement with
that obtained from the 2-D simulations for the two different ICs.
2. The number of flame cell from the 2-D simulations with the perturbed IC is also
found to be equal to an integer close to the maximum wavenumber, kmax, obtained
from the linear stability analysis.
3. However, Ncell from the 2-D simulations with the C-shaped IC is smaller than kmax
and Ncell found from cases with the perturbed IC. This is primarily due to the
strong reaction at the edge of the horseshoe-shaped cellular flame which is more
likely to create larger flame cells and reduce Ncell within the limited space along the
azimuthal direction.
4. Once the cellular instability occurs in the 2-D simulations with the C-shaped IC,
Ncell remains constant until global extinction occurs by incomplete reaction. The
flame cells can survive beyond the 1-D extinction Da due to the focusing effect of
fuel mass diffusion into the flame cells, for which their size continually decreases as
Da gradually decreases.
5. The horseshoe-shaped cellular flame is induced not by the O(ε) perturbation but
by the O(1) disturbance, which may be a consequence of local flame extinction
induced by the locally-high stretch rate occurring in experiments.
6. The dynamics of the flame cell formation was also quantified through the displace-
ment speed analysis. The two flame edges of the horseshoe-shaped cellular flame
remain stationary in the absence of any merging due to the balance between diffu-
sion and reaction at the flame edges, manifested by Sd = 0.
7. Local flame extinction in the horseshoe-shaped cellular flame occurs at the concave
region towards the fuel side, which can be identified by relatively-large negative
values of Sd. After local extinction, the resultant flame cells with small Sd approach
a steady state by adjusting their size and location.
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Chapter III
Flame Instability of Opposed
Non-premixed Tubular Flames near
Radiation-induced Extinction Limit
In this chapter, the flame instabilities and flame cell dynamics in opposed non-premixed
tubular flames near radiation-induced extinction limits are elucidated by performing 2-D
numerical simulations. The results are compared to those of linear stability analysis to
identify the onset of oscillatory and/or D-T instabilities near the radiation-induced ex-
tinction limit and to examine their flame features. The dynamics of flame cells beyond the
radiation-induced extinction limit and flame characteristics in extremely high radiative
intensity environment are also investigated.
3.1 Problem Formulation
3.1.1 1-D Axisymmetric Tubular Flames with Radiative Heat
Loss
As in the previous Chapter II, an opposed non-premixed tubular flow configuration is
adopted from experiments by Pitz and coworkers [15, 16, 19, 20, 98]. Under simultaneous
presence of volumetric heat loss and stretch, non-premixed tubular flames can exhibit dual
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extinction states: one induced by large stretch and the other by large heat loss [5, 7, 51].
Prior to performing 2-D simulations of tubular flames, therefore, we first carry out 1-D
numerical simulations to examine the characteristics of their extinction states depending
on radiative heat loss. Similar to those in previous studies [49,51,99], radiative heat loss
is taken into account as a simple optically-thin radiation model in the energy equation.
Then, the governing equations of temperature, fuel, and oxidizer species for the opposed































where T̃ , ỸF , and ỸO are the dimensional temperature, fuel mass fraction, and oxidizer
mass fraction, respectively, with the density, ρ̃, radial velocity, ũr, specific heat, c̃p, ther-
mal conductivity, λ̃, fuel diffusivity, D̃F , oxidizer diffusivity, D̃O, frequency factor, B̃,
activation energy, Ẽ, universal gas constant, R̃, heat of reaction, Q̃, stoichiometric coef-
ficients, αF and αO, σ̃, the Stefan-Boltzmann constant, K̃p, the Planck mean absorption
coefficient, and independent variable, r̃, denoting the radial direction. In this chap-
ter, we adopt a constant density model to investigate flame instabilities assuming an
ideal situation without complex flow generated by density variation or thermal expan-
sion [4,13,14,21,24,51,84,100]. Therefore, the analytic solution of the radial velocity, ũr,
is used as in [85,100].
By normalizing the dimensional variables with appropriate reference values, i.e. r =
r̃/
√
λ̃/ρ̃c̃pκ̃, ur = ũr/
√
κ̃λ̃/ρ̃c̃p, T = T̃ /T̃ref , YF = ỸF/ỸF,1, and YO = ỸO/ỸO,2, Eq. (3.1)
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where LeF (= λ̃/ρ̃c̃pD̃F ) is the fuel Lewis number, LeO (= λ̃/ρ̃c̃pD̃O) is the oxidizer
Lewis number, Da (= B̃/ρ̃κ̃) is the Damköhler number, q (= ỸF,1ỸO,2Q̃/c̃pT̃ref) is the heat
of reaction, Ta (= Ẽ/R̃T̃ref) is the activation temperature, and Ra (= 4σ̃T̃
3
refK̃p/ρ̃c̃pκ̃)
is the radiative heat loss parameter. Note that κ̃ is the reference stretch rate and is
inversely proportional to Da by definition. Note also that Da (= B̃/ρ̃κ̃) represents the
ratio of the convection time to the collision time of the system and is often called the
collision Damköhler number [5]. Therefore, even stretch-induced flame extinction occurs
at very large Da rather than Da < 1. Ra can be expressed as Ra = Da · I, where
I (= 4σ̃T̃ 3refK̃p/B̃c̃p) is the radiative intensity which will be used as a key parameter
determining the magnitude of radiative heat loss. The corresponding non-dimensional
boundary conditions at the two inlets are given by:
T = T1, YF = 1, YO = 0, ur = ur,1, at r = r1,
T = T2, YF = 0, YO = 1, ur = ur,2, at r = r2.
(3.3)
Note that the subscripts 1 and 2 denote the fuel and oxidizer inlets, respectively.
To investigate the flame instabilities of non-premixed tubular flames affected by ra-
diative heat loss, we specify q = 1.2, Ta = 8, LeF = 0.3, LeO = 1.0, αF ỸO,2 = 1.0,
αOỸF,1 = 0.36, r1 = 20, r2 = 100, T1 = T2 = 0.2, ur,1 = 1, and ur,2 = −1. These values
are properly adopted to render the maximum flame temperature, Tmax, at the stretch-
induced extinction Damköhler number, DaE,S, to be close to unity. Therefore, if T1 = T2
= 0.2 is assumed to be room temperature of 300 K, T ≈ 1 represents approximately 1500
K [13,100]. For more details of the problem formulation, readers are referred to [100].
36
3.1.2 1-D Steady Solutions
Figure 3.1 shows the response of the maximum flame temperature, Tmax, of the axisym-
metric tubular flames to Da for four different I and the representative radial profiles of
the temperature and mass fractions at two critical Damköhler numbers with I = 10−8.
The profile of the radial velocity, ur, adopted for the present study is also shown in the
figure. The response curves are obtained by solving the governing equations using the
Newton-Raphson method with a simple continuation algorithm [84, 100]. It is readily
observed from the figure that the nonadiabatic tubular flames have two extinction states
similar to nonadiabatic non-premixed/premixed counterflow flames [5, 7, 51] and the ex-
tent of the combustible regime shrinks with increasing I. In high Da regime, Tmax keeps
decreasing with increasing Da for a given I due to the radiative heat loss until Da reaches
a critical Damköhler number, DaE,R, corresponding to the radiation-induced extinction.
At this limit, the radiative heat loss overwhelms heat release from the flame, consequently
leading to extinction despite large Da or low flame stretch. The effect of radiative heat
loss is manifested by the shrinkage of the combustible regime or by large variation of
DaE,R from 2.523× 109 to 1.125× 105 with increasing I.
In relatively-small Da regime, however, the effect of radiative heat loss is marginal
and hence, the flame extinction occurs primarily by incomplete reaction due to high
flame stretch [5,49]. As such, the stretch-induced extinction Damköhler number, DaE,S,
remains nearly identical regardless of I. Even in the small Da regime, however, the effect
of radiative heat loss becomes significant for extremely-large radiative intensity (i.e. I =
3.7× 10−7) and hence, DaE,S for this case exhibits several times larger value than those
for cases with small I. Therefore, the characteristics of tubular flames with I = 10−8
are first investigated and then, those with an extremely-large radiation intensity of I =
3.7× 10−7 are examined.
3.1.3 2-D Tubular Flames
To elucidate the characteristics of flame instability of non-premixed tubular flames with




























































Figure 3.1: (a) The response of the maximum flame temperature, Tmax, to the Damköhler
number, Da, for four different radiative intensities, I, and the radial profiles of temper-
ature, fuel/oxidizer mass fractions, and radial velocity at (b) the radiation induced ex-
tinction Damköhler number, DaE,R = 9.17 ×107, and (c) the stretch induced extinction
Damköhler number, DaE,S = 14150, with I = 10
−8.
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to time-dependent partial differential equations involving variations in the azimuthal













































The 2-D transient problems are also subject to the same boundary conditions of
Eq. 3.3 in the r−direction as in the 1-D problems. Periodic boundary condition are
imposed in the θ−direction. 2-D numerical simulations of tubular flames are performed
using a six-stage fourth-order explicit Runge-Kutta method for time integration and an
eighth-order central finite-difference scheme for evaluating spatial derivatives [86, 87] as
in [84,100]. The message passing interface (MPI) is used for scalable parallelism. After a
series of grid convergence tests, a grid system of 400 × 2400 is adopted to discretize the
r− and θ−directions for all cases. A timestep, ∆t, of 10−3 is required for accurate time
integration.
For 2-D simulations, three different initial conditions (IC) are adopted to investigate
the effects of disturbance magnitude (i.e., O(ε) or O(1)) and shape (i.e., symmetric or
asymmetric) on the flame instability and cell dynamics. Figure 3.2 shows three different
initial temperature fields for 2-D simulations of opposed non-premixed tubular flame: (a)
perturbed IC, (b) C-shaped IC, and (c) asymmetric IC.
The perturbed IC is obtained by superimposing a small sinusoidal perturbation of
temperature (∼ O(ε)) on the steady solution field [100]:
T (r, θ, t = 0) = T1-D(r) + ε · sin θ · (T1-D(r)− T1) : 0 ≤ θ < 2π, (3.5)
where T1-D(r) represents the 1-D steady temperature solution of Eq. 3.2. The perturba-
tion amplitude of ε = 10−5 is selected through a series of 2-D simulations from which it
is confirmed that there is no change in the number of flame cells and extinction behavior
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Figure 3.2: Three different initial temperature fields for 2-D simulations of opposed non-
premixed tubular flame: (a) the perturbed IC, (b) the C-shaped IC, and (c) the asym-
metric IC.
for ε ≤ 10−5 [100]. This initial condition is employed to investigate fundamental D-T
instability of 2-D tubular flames as a function of Da.
The C-shaped IC is devised by combining intensely-burning and frozen-flow solutions
through a smooth transition using the hyperbolic tangent function, representing large
disturbance (∼ O(1)) [100]:
x(r, θ, t = 0) = x1-D,F(r) + 1 · [(tanh(θ − θ1)− tanh(θ − θ2)) /σ]
· (x1-D,B(r)− x1-D,F(r)) /2 : 0 ≤ θ < 2π, (3.6)
where x is the solution vector including T , YF , and YO; θ1 = 3π/4; θ2 = 5π/4; σ = π/10.
The subscripts B and F represent intensely-burning and frozen-flow solutions. The C-
shaped IC is adopted to identify the effect of large symmetric amplitude disturbance on
flame dynamics. The third IC referred to as the asymmetric IC is employed to elucidate
the effect of asymmetric disturbance on the flame dynamics especially at very large Da.
The asymmetric IC is devised by shifting the peak of the C-shaped IC from π to 0.83π
and by smoothly combining the Gaussian function (π/2 ≤ θ < 0.83π), a linear function,
(0.83π ≤ θ < 3π/2), and the frozen-flow solution in the remaining area.
40
3.2 Stability Analysis
Prior to conducting the analysis of 2-D simulations, we performed linear stability analysis
to understand the flame instability characteristics as in [13, 21, 100]. For this purpose,
a steady solution of Eq. 3.1, denoted by an overbar, is perturbed with small harmonic
perturbations:
T = T̄ (r)+ εT ′(r)eikθ+λt, YF = ȲF (r)+ εY
′
F (r)e




where λ is a complex number for which the real part, Re(λ), represents the growth rate, k
is the wavenumber and ε is the small perturbation amplitude similar to ε in the perturbed














































where the boundary conditions are T ′ = Y ′F = Y
′
O = 0 at both r = r1 and r = r2. An
eigenvalue problem of (A− λB)x′ = 0 is then obtained by discretizing Eq. 3.8, where x′
is the discretized solution vector including T ′, Y ′F , and Y
′
O.
We obtain the largest growth rate, λR, among many Re(λ) by solving the eigenvalue
problem for given Da and k because λR plays a critical role in determining instability
characteristics of strained flames as demonstrated in [4, 21, 24, 100]. By examining the
variation of λR with respect to k at a given Da, we can predict the instability character-
istics of 2-D tubular flames. If all λR exhibit negative values over the entire range of k,
small disturbances would decay and hence, we would obtain a stable noncellular tubular
flame. However, if any λR exhibits a positive value at a certain k, even infinitesimally-
small disturbances could grow in time, resulting in the occurrence of D-T instability [100].
Furthermore, when the imaginary part of λ corresponding to λR, λI , exhibits a non-zero
value, tubular flames would show oscillatory behavior.
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Figure 3.3 shows λR as a function of k for several different Da near the 1-D radiation-
induced extinction limit, DaE,R = 9.17 ×107, with I = 10−8. Note that dotted segments
in the figure denote the existence of non-zero λI . Several points are noted from the figure.
First, we can expect that cellular flame instability occurs when Da is greater than DaC,C
= 5.76× 107 at which the first non-negative λR appears (see Fig. 3.3a). In our previous
study [100], it was confirmed through the linear stability analysis and 2-D simulations
that the D-T instability starts to occur at such Damköhler number that the maximum
λR, λR,max, exhibits a positive value at a certain wavenumber.
Second, we can also expect that the oscillatory instability may start at DaC,D =
5.15 ×107 where the first non-zero λI appears (see Fig. 3.3a). Within the range of Da
between DaC,D and DaC,G = 6.17 ×107, the oscillatory instability would decay because
all λR corresponding to non-zero λI exhibit negative values. However, when Da is greater
than DaC,G, the oscillatory instability would grow because λR corresponding to nonzero
λI becomes positive. In addition, when Da becomes sufficiently large, we cannot observe
any nonzero λI , which implies that there would be no oscillatory instability (see Fig. 3.3c).
Third, the maximum wavenumber, kmax, at which λR attains its maximum value
decreases gradually from 28.8 at DaC,C = 5.76 ×107 with increasing Da. In addition, the
maximum λR and the range of k exhibiting positive λR also increases with increasing Da.
It was also confirmed from our previous study [100] that the values of kmax and λR,max
together with the range of k with positive λR are closely related to the number of flame
cells and the vulnerability of 2-D tubular flames to the D-T instability, respectively. To
be more specific, the number of flame cells is nearly identical to kmax value and the D-T
instability occurs more quickly in time with increasing λR,max. This is because large Da
induces more radiative heat loss from the flame, resulting in large λR near the radiation-
induced extinction limit. This is different from the characteristics of λR response to Da
near the stretch-induced extinction limit, where the λR,max and the range of k exhibiting




































































Figure 3.3: The largest growth rate, λR, as functions of the wavenumber, k, for several
different Damköhler number, Da, with I = 10−8. Dotted segments represent nonzero
imaginary part of λ (λI 6= 0). The solid circles represent the points of λR,max and kmax.
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3.3 The D-T and Oscillatory Instabilities with the
Perturbed IC
In this section, we investigate the transient dynamics of D-T and oscillatory instabilities
and consequent steady characteristics of a cellular flame in opposed non-premixed tubular
flames with radiative heat loss at different Da near the radiation-induced extinction limit.
For this purpose, we performed 2-D numerical simulations of tubular flames with the
perturbed IC. Here, we adopt the perturbed IC with small amplitude disturbance to
numerically initiate flame instabilities, similar to the infinitesimally-small perturbation
in the linear stability analysis. Therefore, we can identify the origin of flame instabilities
by comparing the simulation results with those from the linear stability analysis.
Figure 3.4 shows the temperature isocontours of a steady cellular flame developed
from the perturbed IC at DaE,P = 6.27 ×107. For comparison purpose, we also show
those at the stretch-induced extinction limit of DaE,S in the figure. Note that flame
instabilities lead to total extinction of all 2-D tubular flames with the perturbed IC
beyond DaE,P . Henceforth, DaE,P is denoted as the radiation-induced 2-D extinction
Damköhler number with the perturbed IC. Two points are noted from the figure. First,
we can readily observe that the flame cell size at DaE,P is much smaller than that at
DaE,S and the number of flame cells, Ncell, at DaE,P is much larger than that at DaE,S;
Ncell for the two cases are found to be 7 and 27, respectively. Considering the results of
the linear stability analysis, it is reasonable that the cellular flame near DaE,P has more
flame cells than that at DaE,S. From our previous study [100], it was verified that Ncell
in 2-D simulations is nearly identical to the corresponding kmax value from the linear
stability analysis; for two cases, kmax values are found to be 7.8 and 27.4, respectively.
From the linear stability analysis, it is observed that as the radiation intensity in-
creases from 10−9 to 3.7 ×10−7, DaE,R decreases from 2.523 ×109 to 1.125 ×105 and kmax
at DaC,G near DaE,R changes from 38.9 to 11.9. However, DaE,S slightly increases from
1.397 ×104 to 3.737 ×104 with increasing I and the corresponding kmax values changes
from 7.8 to 9.7. This result implies that the number of flame cells related to kmax is highly
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Figure 3.4: Temperature isocontours of steady cellular flames induced by the D-T insta-
bility from the perturbed IC with I = 10−8 at (a) the stretch-induced extinction limit,
DaE,S = 14150, and (b) 2-D radiation-induced extinction limit, DaE,P = 6.27 ×107.
dependent on the magnitude of Damköhler number when the D-T instability occurs. In
Eq. 3.8, the source terms including Da and −k2/r2 terms are the main diagonal elements
of A in the eigenvalue problem of (A − λB)x′ = 0. Therefore, if a cellular flame insta-
bility occurs at significantly large Da, only large k value may possibly compensate for
such large source term including Da so that λR,max can exhibit relatively-small values as
shown in Fig. 3.3. Therefore, since the combustible regime increases with decreasing I,
the D-T instability occurs progressively at large Da with decreasing I and hence, kmax
increases with decreasing I as shown in Fig. 3.1b.
Second, Tmax at DaE,P = 6.27 × 107 is 0.634, which is much smaller than Tmax of
1.24 at DaE,S. Overall, the temperature of noncellular tubular flame at high Da is much
smaller than that at low Da due to significant radiative heat loss as shown in Fig. 3.1b.
To overcome such large radiative heat loss at DaE,P , therefore, the flame cells cannot
help but reduce their size and benefit from the focusing effect of the fuel with small
Lewis number.
To further identify the radiation effects on flame structure, we analyze transport
budgets of each cellular flame along three different radial and azimuthal lines. Figure 3.5
shows the magnitudes of transport budgets including convection, diffusion, reaction, and
radiation terms of the temperature equation in Eq. 3.4. It is readily observed from
Figs. 3.5a and b that for the flame cells at DaE,S, the reaction term balances the diffusion
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term while the convection and radiation terms are negligible. For the flame cells at DaE,P
(see Fig. 3.5d and e), however, the reaction terms balance the radiation and diffusion
terms. The magnitude of each term at DaE,P is greater than that of the corresponding
term at DaE,S due to significantly-large Da while Tmax at DaE,P is much lower than
that at DaE,S. These results verify that the radiative heat loss reduces the temperature
of flame cells at DaE,P despite the large heat release due to significantly-large Da and
the focusing effect of fuel with small LeF enhanced by their small cell size with large
curvature.
It is also observed that there exist quenched regions between the flame cells at DaE,S
(see Figs. 3.5a and c). However, the balance between strong reaction and radiation heat
loss at DaE,P leads to alternating locally-weak and locally-strong flame cells even at the
steady state without local extinction (see Figs. 3.5d and f). It is of interest to note that
from their experiments and detailed numerical simulations of the D-T instability of non-
premixed hydrogen/air tubular flames, Hall and Pitz [98] found that there still exists low
temperature chemistry featured by HO2 and H2O2 between high temperature flame cells,
which implies that the quenched regions at DaE,S in Fig. 3.5a and c may be an artifact
caused by the one-step overall chemistry adopted in the present simulations.
The characteristics of flame instabilities in opposed tubular flames with radiative heat
loss are further investigated by examining the transient dynamics of flame cell formation
from a noncellular tubular flame with the perturbed IC. Figure 3.6 shows the temporal
evolution of Tmax for several cases at different Da from which four different regimes of
flame response to the initial perturbation are identified. In Regime I, the oscillatory in-
stability represented by Tmax oscillation occurs from the beginning but it quickly decays,
leading to a noncellular tubular flame without the D-T instability (see Fig. 3.6a). Al-
though this decaying oscillatory instability is predicted from the linear stability analysis,
it is rarely observed at the vicinity of DaC,D due to its small magnitude in 2-D simula-
tions. In Regime II, the D-T instability takes over the decaying oscillatory instability,
resulting in a cellular flame (see Fig. 3.6a). In this regime, λR,max starts to have positive
values from the linear stability analysis. In Regime III, the oscillatory instability grows
followed by the D-T instability in the end. Finally, the fast growth of the oscillatory
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Figure 3.5: Profiles of convection, diffusion, reaction, and radiation terms along several
different axial and azimuthal lines for the flames at (a–c) DaE,S = 14150 and (d–f) DaE,P
= 6.27 ×107. Top figures show locations of axial and azimuthal lines for (a–f).
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instability results in total extinction of the tubular flame in Regime IV. Based on the
results of the linear stability analysis and 2-D simulations, the four regimes of the flame
response to the initial perturbation are summarized as follows:
1. Regime I – a noncellular flame with decaying oscillation (DaC,D ≤ Da < DaC,C ;
see Fig. 3.6a).
2. Regime II – a cellular flame with decaying oscillation (DaC,C ≤ Da < DaC,G; see
Fig. 3.6a).
3. Regime III – a cellular flame with growing oscillation (DaC,G ≤ Da ≤ DaE,P ; see
Fig. 3.6b).
4. Regime IV – total extinction with growing oscillation (DaE,P < Da ≤ DaE,R; see
Fig. 3.6c).
Note that the critical Damköhler numbers such asDaC,D, DaC,C , andDaC,G in the 2-D
simulations are nearly the same as the corresponding Da from the linear stability analysis,
which verifies that the linear stability analysis is able to predict the oscillatory and D-T
instabilities of the tubular flames for the 2-D simulations with reasonable accuracy.
It is of importance to note that in previous 1-D numerical simulations [49, 51], three
different responses of diffusion flames triggered by radiative heat loss were identified re-
gardless of fuel Lewis number: (1) decaying oscillatory solution, (2) diverging solution
to extinction, and (3) stable limit-cycle solution. The limit-cycle solution lies between
the decaying and diverging solutions such that it exhibits continuous oscillation without
decaying or diverging. In this chapter, however, the limit-cycle flame response cannot
be observed although the decaying oscillatory instability (Regime I) and diverging solu-
tion to extinction (Regime IV) are found. This is because the oscillatory instability is
combined with the D-T instability near DaE,R when the fuel Lewis number is less then
unity. Moreover, it is found from the present 2-D simulations and the linear stability
analysis that the D-T instability always starts to occur at DaC,C less than the onset












































































Figure 3.6: Temporal evolutions of the maximum flame temperature, Tmax, for (a – c)
different Damköhler numbers, Da, and (d) the regime diagram of the flame response to
the perturbed IC with I = 10−8: I – a noncellular flame with decaying oscillation, II – a
cellular flame with decaying oscillation, III – a cellular flame with growing oscillation, and
IV – total extinction with growing oscillation. N: Noncellular flame, C: Cellular flame,
E: Extinction, D: Decaying oscillation, and G: Growing oscillation.
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and 3.6. Therefore, the D-T instability overwhelms the oscillatory instability with the
limit-cycle as in case with Da = 6.17 ×107 (Fig. 3.6b).
3.4 The D-T Instability with the C-shaped IC
In our previous study [100], the effect of large amplitude disturbance on the D-T insta-
bility was examined using the C-shaped IC to mimic an experimental procedure [15];
a horseshoe-shaped cellular flame is first generated from the C-shaped IC and then,
relatively-large flame cells are subsequently formed with decreasing Da due to strong
reaction at the edge of the horseshoe-shaped cellular flame, leading to a small number
of flame cells compared to that with the perturbed IC [100]. In this section, we investi-
gate the characteristics of flame response to the C-shaped IC by progressively increasing
Da, similar to the above procedure; once a cellular flame with multiple flame cells is
first formed from the C-shaped IC, successive simulations at successively larger Da are
restarted from each of the previous steady solutions, resetting the simulation time to the
beginning upon restarting.
Figure 3.7 shows the variation of Tmax as a function of Da with I = 10
−8. Three
representative temperature isocontours at different Da are also shown in the figure. Two
points are to be noted. First, unlike the flame response near DaE,S [100], a horseshoe-
shaped cellular flame is not observed near the radiation-induced extinction limit. Two
flame edges developed from the C-shaped IC propagate towards each other and merge
to form a noncellular flame whenever Da < DaC,C . As such, flame cellularity from the
C-shaped IC occurs at the exactly same Damköhler number, Da = 5.77 ×107, as the
perturbed IC.
Second, once a steady cellular flame with multiple flame cells is generated, its flame
cell number remains the same with increasing Da until global extinction occurs at DaE,T
= 1.85 ×109, which is qualitatively consistent with the result in [100]. As discussed
above, in the 2-D simulations with the perturbed IC the number of flame cells changes
according to kmax from the linear stability analysis. For the cases with the C-shaped IC,
however, the flame cells generated from the C-shaped IC survive large radiative heat loss
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Figure 3.7: (a) The maximum flame temperature, Tmax, as a function of Damköhler
number, Da, from the C-shaped IC for I = 10−8 together with three representative
temperature isocontours at (b) Da = 5.77 ×107, (c) 3.0 ×108, and (d) 1.85 ×109.
by reducing their size as shown in Fig. 3.7. Even at very large Da, the energy gain by the
focusing effect of fuel with small LeF compensates for the energy loss by radiation such
that the small flame cells can keep a balance between heat release and radiative heat loss,
which is manifested by nearly constant Tmax value regardless of Da. Therefore, the flame
cells from the C-shaped IC survive beyond DaE,R = 9.17 ×107 up to global extinction at
DaE,T as shown in the figure.
In fact, the flame cell size in the azimuthal direction, lθ, generated from the C-shaped
IC decreases gradually from 5.8 to 0.8lD as Da increases from 5.77 ×107 to DaE,T =
1.85×109. lD is the diffusion length used for normalizing the coordinate directions in
this chapter, and hence, it is unity by definition. Note that lθ is measured by the full-
width-half-maximum (FWHM) temperature. From an asymptotic analysis, Cheatham
and Matalon [101] found that the flame cell sizes at the onset of instability are on the
order of the diffusion length. More specifically, Metzener and Matalon [9, 88] reported
that for planar diffusion flames, the characteristic cell size ranges from 3 to 12lD. In
this chapter, lθ becomes less than lD near DaE,T . As mentioned above, this is primarily
attributed to the shrinkage of the flame cells to survive significantly-large radiative heat
loss beyond DaE,R.
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3.5 Flame Cell Dynamics with the C-shaped and Asym-
metric IC’s
Nanduri et al. [51] reported the existence of 2-D propagating cellular flames in counter-
flow configuration at Da beyond 1-D radiation-induced extinction limit, DaE,R. In this
section, therefore, we investigate the dynamics of flame cells which survive beyond DaE,R
by performing 2-D simulations of opposed tubular flames with the C-shaped and asym-
metric IC’s. Propagating flame cells can be generated as follows; two IC’s are generated
from the 1-D steady solution at DaE,P = 6.27× 107 and then, 2-D simulations with the
IC’s are performed at Da beyond DaE,R as well as DaE,P .
Figure 3.8 shows the temporal evolution of edge flames originated from the C-shaped
IC at Da = 6.0 ×108 beyond DaE,R = 9.17 ×107. The initial C-shaped flame shrinks
almost immediately after the start of the simulation due to excessive radiative heat loss.
Meanwhile, two relatively-strong reaction fronts develop at both ends of the flame and a
diffusion flame in the middle becomes weak as shown in Fig. 3.8a. Then, the flame splits
into two edge flames which propagate towards each other (see Figs. 3.8b and c). Finally,
they collide each other, leading to total extinction (see Figs. 3.8d). If an edge flame exists
beyond DaE,R somehow as in Fig. 3.8, it loses its diffusion flame tail due to excessive
radiative heat loss enough to extinguish the corresponding 1-D steady flame such that
only its flame edge can survive, at which the reaction enhanced by both the focusing
effect of fuel with small LeF and large Da compensates for the excessive radiative heat
loss. In addition, an edge flame has propagating characteristics by nature such that the
edge flames developed from a cellular flame keep propagating toward unburned mixture
with positive flame speed.
The dynamics of propagating edge flames is quantified by evaluating the propagation
speed of the flame cells. The propagation speed of the edge flames is obtained by evalu-
ating a displacement speed which measures the velocity of a scalar isocontour (e.g. tem-
perature and fuel/oxidizer mass fractions) relative to local flow velocity. In this chapter,
the azimuthal flow velocity is zero and hence, the displacement speed directly represents
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Figure 3.8: Temporal evolution of flame cells originated from the C-shaped IC at Da =
6.0 ×108 with I = 10−8: (a) t = 1, (b) 3, (c) 9, and (d) = 12.
the propagation speed of the edge flames along the azimuthal direction. In the context
































d,θ represent the net heat release or the sum of heat release and
radiative heat loss, r− and θ−directional diffusion components of Sd, respectively. In this
form, therefore, each component of the displacement speed is a measure of its correspond-
ing contribution to the edge flame propagation. Note that in our previous study [100], it
was found that Sd exhibits positive values when an edge flame is generated or propagates
towards unburned mixture while negative Sd appears at locations where local extinction
occurs.
Figure 3.9 shows the temperature isocontours of the edge flames and the corresponding
1-D profiles of the displacement speed and its components along the maximum heat release
plane at different times. As discussed above, the reaction fronts in Fig. 3.9a have positive
Sd while the diffusion flame in the middle exhibits negative Sd due to relatively-strong
r−directional diffusion, which verifies that edge flames start to form at two flame edges
and local flame quenching starts to occur in between. After that, two propagating edge
flames exhibit large positive Sd at the front and large negative Sd at the rear (see Figs. 3.9b
and c), which implies that the edge flames is composed of a thin relatively-strong reaction
front and a relatively-weak reaction tail. At last, they are extinguished by the head-on
collision, manifested in negative Sd throughout the flames (see Fig. 3.9d).
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Figure 3.9: Temperature isocontours (top) and the corresponding 1-D profiles of the
displacement speed, Sd, (left) and its components (right) along the maximum heat release
plane (bottom) from two edge flames at Da = 6.0 ×108 with I = 10−8: (a) t = 1, (b) 3,
(c) 9, and (d) 12.
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Figure 3.10: Temporal evolution of the tubular flames with the asymmetric IC at (a) Da
= 5.0 ×108 and (b) 6.0 ×108 with I = 10−8.
To verify the existence of a rotating edge flame, we performed additional 2-D sim-
ulations with the asymmetric IC. Figure 3.10 shows different snapshots of edge flames
originated from the asymmetric IC at Da = 5.0 ×108 and 6.0 ×108. At Da = 5.0
×108, similar to the result with the C-shaped IC, two edge flames develop first from
the asymmetric IC and total extinction occurs by their head-on collision. At Da = 6.0
×108, however, a relatively-weak reaction front fails to develop into an edge flame while
a relatively-strong reaction front survives and keep rotating with constant propagation
speed.
To further identify the characteristics of the rotating flame cell, the maximum flame
temperature as a function of Da from the asymmetric IC are shown in Fig. 3.11. The
displacement speed, Sd, and its components of the rotating flame cell are also shown in
the figure. When Da is relatively low (DaC,C < Da ≤ 1.0 × 108) and the consequent
radiative heat loss is not high enough, a tubular flame with two edges develops first even
from the asymmetric IC, subsequently evolving into a stationary cellular flame, similar to
that in Fig. 3.7. When Da is relatively large (1.0×108 < Da ≤ 5.7×108), two flame cells
develop from the asymmetric IC and total extinction occurs by their head-on collision as




































Figure 3.11: The maximum flame temperature, Tmax, as a function of Damköhler number,
Da, from the asymmetric IC for I = 10−8 together with the displacement speed and its
components of rotating flame cells.
only a relatively-strong flame cell survives and keeps rotating as shown in Fig. 3.10b.
When Da > 1.5 ×109, however, the surviving flame cell becomes unstable due to large
radiative heat loss and consequently, a small flame cell falls apart from it. Ultimately,
the total extinction occurs by the head-on collision of two flame cells similar to that in
Fig. 3.10a.
To elucidate the propagating characteristics of the rotating flame cells at high Da,
we evaluated their steady displacement speed and its components as shown in Fig. 3.11.
Note that they were measured at the maximum net heat release point using Eq. 3.9.
It is readily observed from the figure that as Da increases from 6.0 ×108 to 1.5 ×109,
Sd increases from 7.244 to 9.260 due to the increase of S
R
d . In this regime, the size of
the rotating flame cell decreases with Da and as such, the focusing effect of fuel with
small LeF is enhanced, which increases both of the maximum local heat release and the
consequent SRd . However, Tmax is slightly decreased from 0.862 to 0.819 by large radiative
heat loss despite the increase of the maximum local heat release. These results imply
that the rotating flame cell can survive such large radiative heat loss by reducing its size
and consequently increasing its local heat release and flame speed.
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3.6 Effects of Extremely-high Radiative Intensity
As shown in Fig. 3.1b, DaE,S increases slightly and DaE,R decreases significantly with
increasing I from 10−9 to 10−7. In the case of an extremely-high radiative intensity (i.e.
I = 3.7 ×10−7), however, the radiative heat loss significantly affects tubular flames such
that the combustible regime considerably shrinks and DaE,S (= 37363) becomes compa-
rable to DaE,R (= 112500). This result implies that the radiative intensity of 3.7 ×10−7 is
high enough to affect the flame instability characteristics near both stretch-induced and
radiation-induced extinction limits. In this section, therefore, we elucidate the character-
istics of flame instabilities of opposed tubular flames under the extremely-high radiative
intensity condition by performing 2-D numerical simulations with the perturbed IC. The
results are compared to those of the linear stability analysis.
Figure 3.12 shows the temporal evolution of Tmax at different Da, and the correspond-
ing regime diagram of the flame response to the perturbed IC for I = 3.7 × 10−7. Two
points are to be noted. First, the D-T and/or oscillatory instabilities occur through the
whole combustible regime because tubular flames with extremely-large radiative heat loss
become more vulnerable to flame instabilities. More specifically, the flame response to
the perturbed IC is divided into three different regimes: the total extinction by growing
oscillation (Regime IV) occurs when Da is less than 38050 and greater than 94800; the
cellular flame with decaying oscillation (Regime II) appears between Da = 38732 and
88600; the cellular flame with growing oscillation (Regime III) occurs between Regime II
and IV (see Fig. 3.12c).
Second, the number of flame cells in 2-D simulations changes from 10 to 12 with
increasing Da from 38050 to 94800, according to kmax value of the linear stability analysis
which varies from 10.0 to 11.9. Moreover, the decaying and growing oscillation behaviors
of 2-D tubular flames also agree well with the results of the linear stability analysis as
discussed in Sec. 3.2. Note that when the radiative intensity is significantly high, even
high-stretched tubular flames are influenced by radiative heat loss such that the oscillatory
instability appears even at low Da and the D-T instability occurs for tubular flames that




















































Figure 3.12: Temporal evolution of the maximum flame temperature, Tmax, at (a-b)
different Damköhler numbers, Da, and (c) the corresponding regime diagram of the flame
response to the perturbed IC for an extremely high radiative intensity, I = 3.7 ×10−7: II
– a cellular flame with decaying oscillation, III – a cellular flame with growing oscillation,
and IV – total extinction with growing oscillation.
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heat loss, an opposed non-premixed tubular flame with low LeF can survive only in the
form of a cellular flame regardless of Da.
3.7 Conclusions
The flame instabilities and flame cell dynamics of opposed non-premixed tubular flames
with radiative heat loss are investigated using 2-D numerical simulations with the linear
stability analysis. To identify the effects of disturbance magnitude and shape of the
initial conditions, three different initial conditions, (i.e. the perturbed IC, the C-shaped
IC, and the asymmetric IC), are applied in the 2-D simulations. The budget analysis
and displacement speed analysis are used to elucidate the characteristics of the flame
cell structure and dynamics. In addition, the flame instabilities of tubular flames under
extremely-high radiative intensity condition are also identified. The results in present
study can be summarized as follows:
1. From 2-D numerical simulations with the perturbed IC, the flame response to the
initial perturbation near the radiation-induced extinction limit, DaE,R, is divided
into four different regimes: (1) Regime I – a noncellular flame with decaying oscil-
lation, (2) Regime II – a cellular flame with decaying oscillation, (3) Regime III –
a cellular flame with growing oscillation, and (4) Regime IV – total extinction with
growing oscillation.
2. From the linear stability analysis, the critical Damköhler numbers including DaC,D,
DaC,C , and DaC,G that delineate the regime boundaries can be identified; they show
good agreement with those from the 2-D simulations with the perturbed IC.
3. The radiation effects on flame structure are elucidated by examining the transport
budgets of flame cells at both the stretch-induced extinction limit, DaE,S, and
2-D radiation-induced extinction limit, DaE,P . The comparison verifies that the
radiative heat loss reduces the flame cell temperature at DaE,P despite both the
large heat release due to significantly-large Da and the focusing effect of fuel with
small LeF due to the small cell size with large curvature.
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4. From 2-D simulations with the C-shaped IC, it is found that once flame cells appear
through the D-T instability near DaC,C , they survive until total extinction occurs
at DaE,T beyond DaE,R. Meanwhile, the number of flame cells remains the same
and the flame cell size continually decreases with increasing Da.
5. A tubular flame with the C-shaped IC splits into two propagating flame cells within
the range of sufficiently-large Da beyond DaE,R. The two flame cells lead to total
extinction through the head-on collision. However, a rotating flame cell can be
observed from a tubular flame with the asymmetric IC because a relatively-weak
reaction front fails to develop into another rotating flame cell.
6. From the displacement speed, Sd, analysis, it is found that the propagating edge
flame exhibits large positive Sd at the front and large negative Sd at the rear, which
indicates that it is composed of a thin strong reaction front and a relatively-weak
reaction tail.
7. Under the extremely-high radiative intensity condition, the D-T and/or oscillatory
instabilities appear through the whole combustible regime such that tubular flames
can survive only in the form of a cellular flame regardless of Da.
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Chapter IV




Apart from the previous chapters handling flame instabilities of opposed non-premixed
tubular flames at atmospheric pressure, we will discuss the fundamental characteristics
of counterflow non-premixed flames under supercritical oxy-fuel combustion conditions.
The additional objective of the present study is to investigate the NOX emission charac-
teristics by performing one-dimensional numerical simulations with various N2 amount in
the fuel and oxidizer streams. The NOX emission characteristics are further elucidated
by separating the relative contributions of NOX formation pathways such as thermal
NOX, prompt NOX, and N2O pathways, and the NOX consumption pathway via reburn
reactions (NOX reburn mechanism) [56–59,102].
4.1 Numerical Methods
To investigate the NOX emission characteristics of the sCO2 oxy-fuel combustion, one-
dimensional numerical simulations of CH4 versus O2/CO2 counterflow non-premixed
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flames in an axisymmetric opposed jet configuration are performed using the OPPDIF
[103] code with detailed chemical mechanisms. To take into account real gas effects, we
adopt a modified Soave-Redlich-Kwong equation of state [104, 105] that is valid over a
wide range of fluid conditions. Thermodynamic properties are expressed as a sum of an
ideal reference value calculated from the CHEMKIN package [82] and a departure func-
tion incorporating real gas effects [106]. Dynamic viscosity and thermal conductivity are
calculated using Chung’s high pressure model [107], and binary mass diffusion coefficients
at high pressure condition are estimated with Takahashi’s model [108]. For the validation
of the models, we compare the properties with those of NIST REFPROP data [1], which
verifies that the present general-fluid models capture real gas behaviors reasonably well
in a broad range of thermodynamic conditions. Figures 4.1– 4.3 show the density, spe-
cific heat, dynamic viscosity, and thermal conductivity of methane, oxygen, and carbon
dioxide molecules at various temperature and pressure conditions. As shown in figures,
all of the thermophysical properties calculated from the present numerical methods (i.e.,
lines in figures) agree well with the NIST data (i.e., symbols in figures), demonstrating
that the real gas models are appropriate to analyze the flame structure under the sCO2
oxy-fuel combustion condition.
For the present study, the San Diego mechanism with NOX formation [59, 109] is
adopted because it can describe reactions at relatively-high pressures. Since the San Diego
mechanism is not validated against experiments at high pressures, we compare its flame
temperature and major species profiles against those of USC-II [110] and AramcoMech
mechanisms [111] at various conditions, which verifies that they are quantitatively in
good agreement.
For the boundary conditions, the momentums of the fuel and oxidizer streams are
identical to each other (i.e., ρFUF
2 = ρOUO
2) so that the stagnation point is located in
the middle of the domain. The global strain rate, a, is used to characterize flow and flame,
which is defined as a = (|UF| + |UO|)/H, where ρ is the density, U , the axial velocity,
and H of 5.0 cm the distance between two inlets. The subscripts F and O represent the
fuel and oxidizer streams, respectively. O2 at the oxidizer stream is highly diluted with








































































































Figure 4.1: Validations of density, thermodynamic and transport properties of methane
against NIST data [1] at various temperature and pressure conditions. Lines and symbols










































































































Figure 4.2: Validations of density, thermodynamic and transport properties of oxygen
against NIST data [1] at various temperature and pressure conditions. Lines and symbols





































































































Figure 4.3: Validations of density, thermodynamic and transport properties of carbon
dioxide against NIST data [1] at various temperature and pressure conditions. Lines and
symbols in figure represent the data obtained from the present numerical simulation and
the NIST data, respectively.
65
both fuel and oxidizer streams can include N2, and hence, the amount N2 is assumed to
vary up to 10% by volume in pure methane fuel stream or O2/CO2 oxidizer stream. As
such, the effect of N2 amount in the fuel/oxidizer stream, XN2,F/XN2,O, can be compared.
Pressure, p, is set to 300 atm unless otherwise stated, and the inlet temperatures of fuel
and oxidizer streams are fixed to 300 and 1000 K, respectively. Most of these boundary
conditions are in accordance with the design conditions of the non-premixed combustor
for a direct-fired sCO2 power system [54].
Note that there exist no reliable radiation models for mixtures with large XCO2 at
extremely-high pressures, and hence, we exclude the radiative heat loss, q̇r, from the
simulations rather than including another uncertainty. To demonstrate our assumption,
the thermal radiation effect under identical conditions is estimated, and this study is
described in the next chapter.
4.2 Results and Discussions
4.2.1 Overall Flame Characteristics
Figure 4.4 shows the temperature profiles of CH4 versus O2/CO2 counterflow non-premixed
flames for various a and p. As readily observed from Fig. 4.4a, both the flame thickness,
δf , and the maximum flame temperature, Tf , decrease with increasing a due to reduced
residence time within the flame and subsequent reactant leakage. As p increases (see
Fig. 4.4b), δf decreases significantly due to the momentum increase of the fuel and ox-
idizer streams for a given a. However, Tf increases first from 1957 to 2276 K within
p = 1 ∼ 100 atm and then levels off. This is primarily because radical recombination
reaction rates increase with increasing pressure and are balanced with chain-branching
reactions at high pressures [102].
To compare the NOX formations of the sCO2 oxy-fuel combustion and typical air-fuel
combustion relevant to conventional gas-turbine, the structures of CH4 versus O2/CO2
counterflow flame at p = 300 atm and CH4/CO2 versus air counterflow flame at p = 30
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Figure 4.4: Temperature profiles of CH4 versus O2/CO2 counterflow non-premixed flames
for (a) various global strain rates and (b) various pressures. The fuel stream is XCH4 =
0.95 and XN2,F = 0.05 and the oxidizer stream is XO2 = 0.21 and XCO2 = 079.
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diluting the fuel stream with CO2 for the air-fuel combustion case. It is readily observed
that the temperature profiles of two flames are similar to each other despite their different
δf . For both cases, the peak XNO occurs at the location of Tf while NO2 formation is
negligible compared to that of NO. However, the peak XNO of the oxy-fuel combustion is
two orders of magnitude lower than that of the air-fuel combustion despite their nearly-
identical Tf , which cannot be solely explained by the difference between XN2,O in the air-
fuel combustion and XN2,F of the oxy-fuel combustion because XN2,O/XN2,F is just O(10).
This is closely related to the dependence of NOX formation on which stream includes N2.
Furthermore, XNO for the oxy-fuel combustion drastically decreases from its peak at the
fuel-rich zone, while that for the air-fuel combustion exhibits relatively smooth decrease at
that zone. This implies that since the prompt NOX and/or NOX reburn reactions usually
occur at fuel-rich zone [59], their relative contributions to the overall NOX emission can be
different under the oxy-fuel and air-fuel combustion conditions. The above characteristics
of NOX emission will be further discussed in the following two sections.
4.2.2 Effect of N2 amount in Fuel and Oxidizer Streams
As mentioned earlier, a small amount of N2 can be included in both fuel and oxidizer
streams in the sCO2 oxy-fuel combustion. Therefore, here we investigate the effect of
XN2,F and XN2,O on the NOX formation at various conditions by adopting the emission
index of NOX, EINOX, that represents the amount of NOX generation per unit fuel










where x is the axial distance from the fuel inlet, and ω̇k and Wk are the production rate
and molecular weight of species k, respectively. Figure 4.6 shows the variations of EINOX
as a function of XN2,F and XN2,O for various XO2 . Three points are noted.
First, the variation of EINOX is more sensitive to XO2 than XN2,F and XN2,O. This
is because Tf increases significantly with increasing XO2 while it does not change much
with XN2 : the maximum difference in Tf , δTf,max, among the flames with different XO2 is
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Figure 4.5: Profiles of temperature and mole fractions of important species for (a) CH4
versus O2/CO2 counterflow non-premixed flames (XN2,F = 0.05 and XO2 = 0.21) at 300
atm and (b) CH4/CO2 versus air counterflow non-premixed flame (XCO2,F = 0.69) at 30


























































































Figure 4.6: EINOX of CH4 versus O2/CO2 counterflow non-premixed flames as a function
of (a) XN2,F and (b)XN2,O for various XO2 at p = 300 atm and a = 100 s
−1. Tf are
evaluated for the flames with XN2,F = 0.05 and XN2,O = 0.05 (highlighted in grey).
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NOX increases significantly with increasing Tf , and hence, high Tf induces more NOX
emission.
Second, EINOX from XN2,F remains extremely low when approximately Tf < 2300
K regardless of XN2,F (see Fig. 4.6a), which is negligible compared to that from the
air-fuel combustion at 30 atm. For instance, the EINOX of the oxy-fuel combustion
with XO2 = 0.21 at 300 atm is 0.001–0.008 g-NOX/kg-CH4 depending on XN2,F (see the
dash-dotted line in Fig. 4.6a) while that of the air-fuel combustion at 30 atm (the case
in Fig. 4.5b) is found to be 2.43 g-NOX/kg-CH4. However, the EINOX of the oxy-fuel
combustion becomes comparable to that of the air-fuel combustion when XO2 is large
enough to raise Tf to approximately 2700 K. Note that according to tests for an sCO2
oxy-fuel combustor [54], Tf can increase to 2750 K, and hence, NOX emission should be
taken into account for the design of the sCO2 oxy-fuel combustor although natural gas
contains only a small amount of N2.
Third, EINOX from XN2,O is an order of magnitude larger than that from XN2,F at
given XO2 , and becomes comparable to that of the air-fuel combustion at 30 atm when
approximately Tf > 2500 K. Since Tf difference between cases with XN2,F and XN2,O is
marginal, this result also indicates the dependence of NOX generation on which stream
contains N2.
To precisely examine the NOX emission characteristics depending on which stream
includes N2, we adopt a pseudo species of nitrogen, PN2, that has the same thermody-
namic and transport properties as N2 but does not participate in any chemical reactions.
Three different cases are performed: for a baseline case, 5% of N2 is included in both
streams; for two other cases, one of two streams include 5% of N2 while the other stream
does 5% of PN2. By replacing N2 with PN2 in each stream, we can effectively estimate
the effect N2 ingress on the NOX emission while keeping their Tf nearly identical. Note
that unlike previous cases, we specify the same inlet temperature of 1000 K for both
streams to eliminate their effect on the NOX emission. The variations of EINOX and
flame structures for three different cases are shown in Fig. 4.7.
From Fig. 4.7a, we can readily identify that for the case with N2 in both streams,














































































Figure 4.7: (a) EINOX and Tf as a function of XO2 and (b) the profiles of N2 and
NO concentrations, and temperature for CH4 versus O2/CO2 counterflow non-premixed
flames with XO2 = 0.21 at 300 atm and a = 100 s
−1 for three different cases of N2 ingress
in both streams, in the fuel stream only, and in the oxidizer stream only, for all of which
XN2 or XPN2 = 0.05.
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is approximately an order of magnitude larger than that for the case with N2 in the
fuel stream, similar to the results in Fig. 4.6. To understand the discrepancy of EINOX
between the cases, the profiles of N2 and NO concentrations and temperature for three
cases with XO2 = 0.21 are shown in Fig. 4.7b. Since the flame lies in the oxidizer side
relative to the stagnation point, the transport of N2 in the fuel stream to the reaction zone
occurs only through the diffusion process. Consequently, N2 concentration in the flame
zone for the case with N2 in the fuel stream is much lower than that for the case with
N2 in the oxidizer stream, leading to the significant difference of NOX formation between
two cases. In this regard, NOX emission difference between two N2-ingress scenarios for
the counterflow non-premixed flames can be mitigated as the global equivalence ratio
based on the mass flow rate of two inlets, φ, approach the stoichiometry because the
flame with φ = 1 lies closer to the stagnation point [56]. Nonetheless, we believe that in a
practical non-premixed sCO2 oxy-fuel combustor, vigorous reaction occurs at the mixing
layer where a relatively-high speed fuel jet meets a relatively-low speed oxidizer jet, and
hence, its combustion condition is more similar to that of the present simulations. These
results imply that the suppression of NOX emission from the sCO2 oxy-fuel combustion
can be primarily achieved by prohibiting N2 from infiltrating the ASU.
4.2.3 NOX Reaction Pathway Analysis
We further elucidate the NOX emission characteristics under the sCO2 oxy-fuel combus-
tion conditions by analyzing the NOX formation/consumption pathways. In conventional
hydrocarbon/air flames, the reaction pathways of NOX formation are mainly composed of
four different routes: thermal NOX , prompt NOX , N2O , and NNH pathways while NOX
reburn process is the major NOX consumption pathway [59]. Through thermal, prompt,
and N2O initiation reactions, N2 is first decomposed and converted into N, HCN, and
N2O, which react with other species to form NO. Some of NO generated from the NOX
formation pathways is then converted into NO2 or is consumed via NOX reburn pathways.
Meanwhile, a certain amount of nitrogenous species generated from the NOX reburn path-



















Figure 4.8: Schematic diagram for tracing nitrogen flux through species A [2].
same reaction pathways of NOX formation/consumption to further elucidate the NOX
emission characteristics under the sCO2 oxy-fuel combustion conditions. Since the NOX
formation via NNH pathway is negligible at high pressures [58], NNH pathway is not
addressed here. The initiation reactions for each NOX formation/consumption pathway
adopted in the study is summarized in Table 1.
We evaluate the relative contribution of each NOX reaction pathway to the NOX
formation by tracing the origin of NOX, based on the approach in [2]. For this purpose,
the net reaction rates between all nitrogenous species are numerically integrated along
the x-direction, which represents the net reaction flux between any two species. Then, a
hierarchical structure is generated for each species to analyze all pathways leading to the
formation/consumption of the species, which is illustrated in Fig. 4.8.







where the indices i, j, and k correspond to NOX formation pathways, reactant species, and
product species, respectively. Gk is the net reaction flux between species A and Ck. fi,j
represents the reaction flux from species j to A through i-th NOX formation pathway. By
tracing all the NOX formation reaction fluxes, we can reasonably distinguish the relative
contribution of each NOX formation pathway to the NOX emissions. Note that the sum
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Figure 4.9: The relative contribution of each NOX formation pathway to NOX emission
for CH4 versus O2/CO2 counterflow non-premixed flames as a function of XO2 at 300 atm
and a = 100 s−1 and that for CH4/CO2 versus air counterflow non-premixed flame at 30
atm and a = 100 s−1. XN2,F = XN2,O = 0.05.
of NOX formation reaction fluxes attributable reburn initiation pathways indicates the
amount of NOX which is converted back from the initial NOX reburn route. Therefore,
the relative contribution of “net” reburn pathway on NOX consumption can be evaluated
by (sum of NOX formation reaction fluxes originated from the reburn initiation reactions)
– (sum of reaction fluxes for the reburn initiation reactions), which is always a negative
value.
Figure 4.9 shows the relative contribution of each NOX formation pathway to the
NOX emission for CH4 versus O2/CO2 counterflow non-premixed flames as a function of
XO2 . Those of the conventional CH4/air counterflow flame at 30 atm in Fig. 4.5b are also
shown in the figure. XN2,F and XN2,O are set to 0.05. Several points are noted.
First, for the oxy-fuel combustion, the N2O pathway is the most dominant NOX emis-
sion pathway at relatively-low XO2 while the contribution of thermal NOX dominates over
that of the N2O pathway with increasing XO2 or Tf . In addition, the prompt NOX path-
way is found to be negligible under the oxy-fuel combustion conditions, which is contrast
to the air-fuel combustion at moderate pressure. As pressure increases, recombination
reactions including CH3 + H + M → CH4 + M and CH3 + CH3 + M → C2H6 + M
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are enhanced, which inhibits the formation of small hydrocarbon radicals such as CH
and CH2 [113]. Moreover, CH2 is more consumed via CO2 + CH2 → CO + CH2O with
increasing pressure under CO2-rich conditions. As a result, the main formation of CH
through OH + CH2 → H2O + CH is significantly reduced, leading to a reduction of its
peak concentration by an order of magnitude as the pressure increases from 1 to 300 atm.
Since the concentration of CH is too low to initiate the prompt NOX route via CH + N2
→ HCN + N under the sCO2 oxy-fuel condition, the NOX emission via the prompt NOX
pathway becomes negligible under high pressures.
Second, the relative contribution of each NOX formation pathway between cases with
XN2,F and XN2,O are almost the same despite O(10) differences in EINOX (see Fig. 4.7a),
which substantiates that the increase of NOX emission by N2 ingress in the oxidizer stream
is attributed to the amount of N2 at the flame zone rather than thermo-chemical effects,
as discussed above.
Third, the contribution of the reburn pathway to the total NOX formation becomes
significant under the sCO2 oxy-fuel combustion condition, compared to that of the air-fuel
combustion at 30 atm. For instance, the relative contributions of the reburn pathway for
the oxy-fuel combustion with XO2 = 0.21 and XN2,F = 0.05 and the air-fuel combustion
are approximately 56 and 17%, respectively, although their Tf are nearly identical. This
is primarily because the peak concentrations of major reactants for NOX reburn initiation
reactions such as NO, HCCO, and CH3 increase monotonically with increasing pressure,
leading to an increase of the net reaction fluxes of NOX reburn initiation. Furthermore,
the reduction of C and H radicals at high pressure condition suppresses the NOX forma-
tion reactions originated from NOX reburn initiation reactions, which also serves to the
increase of net NOX reburn efficiency [59].
To understand the effect of pressure on the NOX emission characteristics, the EINOX
and the relative contribution of three major NOX formation and NOX reburn pathways
as a function of pressure for CH4 versus O2/CO2 counterflow non-premixed flames with
XN2,F = 0.05 and XO2 = 0.21 at a = 100 s
−1 are shown in Fig. 4.10. Since the relative
contributions of each NOX formation pathway for cases with XN2,F and XN2,O are similar







































































Figure 4.10: Variations of (a) EINOX and (b) the relative contribution of NOX for-
mation/reburn pathways as a function of pressure for CH4 versus O2/CO2 counterflow
non-premixed flames with XN2,F = 0.05 and XO2 = 0.21 at a = 100 s
−1.
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At relative low-pressure condition (i.e., p < 5 atm), the prompt NOX is the most
predominant NOX generation mechanism while its contribution continuously decreases
with increasing pressure. Again, this is mainly because the increase of pressure inhibits
the formation of CH and CH2 radicals, which consequently weakens the prompt NOX
initiation reaction. However, the relative contribution of N2O pathway increases mono-
tonically with increasing pressure because the initiation of N2O pathways starts with
recombination reactions. Note that N2 + O + M → N2O + M is found to be a predom-
inant N2O initiation pathway at relatively-low pressures (i.e., p < 20 atm), while H +
O2 + M → HO2 + M and subsequent N2 + HO2 → N2O + OH reactions become more
important at relatively-high pressure (i.e., p > 20 atm). Thermal NOX is the major NOX
emission source at relatively-high pressure and its relative contribution slightly decreases
when p > 40 atm due to the marginal increase of Tf (see Fig. 4.4b).
As discussed above, the relative contribution of NOX reburn pathway increases mono-
tonically with increasing pressure. This trend is observed not only for the oxy-fuel com-
bustion at various XO2 but also for the conventional air-fuel combustion (not shown here),
which demonstrates that high pressure plays a critical role in enhancing the NOX reburn
process.
4.3 Conclusions
We elucidated the NOX emission characteristics of the supercritical CO2 oxy-fuel com-
bustion by performing one-dimensional numerical simulations of CH4 versus O2/CO2
counterflow non-premixed flames at 300 atm with the OPPDIF code. To take into ac-
count the real gas effects in the simulations, a real gas equation of state and general
fluid-thermodynamic/transport models are incorporated into the code together with the
San Diego mechanism of methane oxidation including NOX formation. The following
results were obtained from the present study.
1. The characteristics of NOX emission were investigated by measuring EINOX for var-
ious XN2,F and XO2 . The amount of NOX emission of the sCO2 oxy-fuel combustion
is significantly reduced compared to that of the conventional air-fuel combustion
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even with the maximum allowable N2 in the fuel stream (XN2,F = 0.10) while they
become comparable if Tf of the sCO2 oxy-fuel combustion is increased to approxi-
mately 2700 K by high XO2 .
2. The effect of N2 ingress on the characteristics of NOX emission was further eluci-
dated by including N2 in either the fuel or oxidizer stream while keeping their Tf
nearly the same. Since the flame zone develops in the oxidizer side, the concentra-
tion of N2 in the flame zone for the case with N2 in the oxidizer stream is much
higher than that for the case with N2 in the fuel stream. As such, the NOX emission
for the case with N2 in the oxidizer stream is approximately ten times larger than
that for the case with N2 in the fuel stream.
3. The relative contributions of NOX formation/consumption pathways to the total
NOX emission were estimated by the reaction pathway analysis. The relative contri-
bution of prompt NOX was found to be negligible for all sCO2 oxy-fuel combustion
cases, which is primarily attributed to the reduction of CH radical pool at high
pressures. It was also found that N2O pathway is predominant at low Tf due to
the third-body recombination reactions, and thermal NOX emission continuously
increases with increasing Tf . The relative contribution of NOX reburn pathway for
the sCO2 oxy-fuel combustion is much larger than that for the air-fuel combus-
tion at 30 atm because both the initiation reactions and efficiency of NOX reburn
pathway are enhanced with increasing pressure.
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Chapter V
Estimation of Thermal Radiation
Effect on Counterflow Non-premixed
Flames under Supercritical Oxy-fuel
Combustion Conditions
As mentioned in the introduction, the most numerical simulations under supercritical
oxy-fuel combustion conditions have been investigated in the adiabatic condition due to
the absence of reliable radiation models. Therefore, the objective of the present study is to
estimate the effect of thermal radiation on sCO2 oxy-fuel combustion. Since there exist no
proper radiation models at extremely-high pressure, we first derive two WSGG models by
extrapolating the conventional and pressurized WSGG models and then compare their
effects by performing one-dimensional simulations of CH4 versus O2/CO2 counterflow
non-premixed flames under sCO2 oxy-fuel combustion conditions.
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5.1 Thermal Radiation Models and Numerical Meth-
ods
For the conventional WSGG model [114], the emissivity of non-gray gas, ε, is represented





where ai and κi are the weighting factor and absorption coefficient of i
th gray gas, re-
spectively, X is the sum of H2O and CO2 molar fractions, P is the total pressure, and L
is the path-length.
For the pressurized WSGG model proposed by Shan et al. [68], the emissivity and














where the weighting factors of each gray gas are described by fourth-degree polynomials
of temperature. The polynomial coefficients of the weighting factors and absorption
coefficients are expressed as a polynomial of total pressure, P :
ci,j = C2i,jP
2 + C1i,jP + C0i,j, (5.4)
κp,i = K2iP
2 +K1iP +K0i, (5.5)
where the six coefficients (C0, C1, C2, K0, K1, and K2) of ith gray gas are tabulated
as functions of pressure and the molar ratio of H2O to CO2, MR (= XH2O/XCO2) [68].
For the pressurized WSGG model, four gray gases are selected to guarantee a reasonable
accuracy. For details of the pressurized WSGG model, readers are referred to [68]. For
simplicity, henceforth, WSGG-Shan denotes the pressurized WSGG model proposed by
Shan et al. [68].
To calculate the thermal radiation source term at high pressure, the absorption co-
efficients and weighting factors of gray gases of a pressurized WSGG model should be
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specified as explained above. Since there are no WSGG models at extremely high pres-
sure, we estimate the absorption coefficients and emissivity at 300 bar using the data of
WSGG-Shan within 1 – 30 bar, from which the weighting factors are obtained. To be more
specific, the absorption coefficients of four gray gases are first estimated by extrapolating
the data using a logarithmic function for all MR. In the same way, the emissivity at 300
bar is then predicted by another logarithm function. Henceforth, WSGG-Log denotes a
pressurized WSGG model that estimates the emissivity and absorption coefficients using
the logarithmic extrapolation.
Figure 5.1a shows the estimated absorption coefficients of four different gray gases as a
function of pressure for the WSGG-Log and WSGG-Linear models. Here, WSGG-Linear
denotes a pressurized WSGG model that estimates the absorption coefficients of i-th gray
gas at P by multiplying those of the WSGG-Shan model at 1 bar with P , or κp,i = κiP
and the weighting factors at 1 bar. An error bar in the figure represents the range of
an absorption coefficient for different MR. It is readily observed from the figure that
the WSGG-Linear model overestimates the absorption coefficients approximately by two
orders of magnitude as compared to the data from Shan et al. [68] and those estimated
by the WSGG-Log model. As such, the absorption coefficients of four gray gases for the
WSGG-Linear model becomes approximately two orders of magnitude larger than those
of other models regardless of pressure (see Fig. 5.1b).
Figure 5.2 shows the emissivity estimated by the WSGG-Log and WSGG-Linear mod-
els at 300 bar as a function of path-length for various temperatures and MR. It is readily
seen from the figure that for both models, the emissivity increases with decreasing temper-
ature and increasing MR for a given path-length while it increases with the path-length for
given temperature and MR, similar to those at relatively-low pressures [68,114]. In addi-
tion, the emissivity of the WSGG-Linear model becomes greater than that of the WSGG-
Log model for relatively-small path-length while it becomes smaller for relatively-large
path-length. This is because for the WSGG-Linear model, the emissivity is estimated
using the absorption coefficients and weighting factors at 1 bar, while for the WSGG-Log
model it is obtained from the logarithmic extrapolation as explained above.
































































Figure 5.1: Estimated absorption coefficients, κp,i, (a) as a function of pressure for the
WSGG-Log and WSGG-Linear models, and (b) for different models. An error bar rep-









































P = 300 bar








Figure 5.2: Estimated emissivity, ε, for the WSGG-Log model at 300 bar as a function
of path-length for (a) various temperature with MR = 1 and (b) various MR with 1500
K.
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terflow non-premixed flames under sCO2 oxy-fuel combustion conditions, one-dimensional
numerical simulations are performed using a modified OPPDIF code [62]. To take real
gas effects into account, we incorporate a modified Soave-Redlich-Kwong equation of
state [104, 105], real thermodynamic properties [106] based on CHEMKIN library [82],
Chung’s model [107] for real transport properties, and Takahashi’s model [108] for binary
mass diffusion coefficients at high pressure into the code [115]. Since we are interested
in the radiation effect on flames such as reduction of flame temperature by radiative
heat loss, the GRI-Mech 3.0 [116] is adopted for methane oxidation even though it is not
validated for extremely-high pressures.
Using the modified OPPDIF code with various thermal radiation models, the flame
characteristics are investigated by varying global strain rate, a, which is defined as a =
2(|UF | + |UO|)/H, where U is the axial velocity and H of 5 cm is the distance between
two inlets. The subscripts F and O represent the fuel and oxidizer inlet, respectively. At
each pressure, the strain rate varies from 10 s−1 till the flame is extinguished. The fuel
is methane while the oxidizer is O2 diluted by CO2 (21% O2 + 79% CO2 by volume).
The inlet temperatures of the fuel and oxidizer streams are 300 and 1000 K, respectively,
which are similar to those of the non-premixed combustor of a direct fired sCO2 gas
turbine [54]. The radiative transfer equation (RTE) is solved using the discrete ordinate
method (DOM) with S4 quadrature [66,114,117].
5.2 Results and Discussions
The thermal radiation effect on CH4 versus O2/CO2 counterflow non-premixed flames
under sCO2 oxy-fuel combustion conditions are investigated in a wide range of strain rate
and pressure. Figure 5.3 shows the maximum flame temperature, Tf , and temperature
difference, ∆Tf , between the adiabatic and WSGG models as a function of strain rate
for different pressures of 1, 30, and 300 bar. Here, the adiabatic model without radiative
heat loss is denoted by ADI. Several points are noted from the figure.
First, Tf of the WSGG models becomes the largest approximately at a = 100 s
−1 for
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Figure 5.3: (a) Maximum flame temperature and (b) temperature difference (line) and the
ratio (symbol) between adiabatic and various thermal radiation model cases as functions
of strain rates at 1, 30, and 300 bar.
86
100 s−1), and by reactant leakage and subsequent incomplete reaction at relatively-large
a (> 100 s−1 ) [5,49,118]. On the contrary, Tf of the ADI model keeps decreasing with a
till flame extinction occurs by high a. As shown in Fig. 5.3b, therefore, ∆Tf between the
ADI and WSGG models increases with decreasing a where radiative heat loss evaluated
by the WSGG models becomes large.
Second, it is readily observed from Fig. 5.3b that ∆Tf between the ADI and WSGG
models decreases with increasing pressure for a given strain rate. As a result, ∆Tf for
the WSGG-Shan model are approximately 10.5% of Tf,ADI at 1 bar and 5.4% at 30
bar, respectively. Meanwhile, ∆Tf for the WSGG-Log and WSGG-Linear models are
approximately 2.2 and 2.8% of Tf,ADI, respectively, even at a = 10
−1 and 300 bar. As
such, ∆Tf between the ADI and WSGG models at 300 bar is less than 1% of Tf,ADI in
most range of strain rate.
It is worth mentioning that in this chapter, we adopted two WSGG models to describe
the radiation effect at 300 bar: one is the WSGG-Log model that estimates the absorption
coefficients and emissivity by reasonably extrapolating the data within 1 – 30 bar and
the other is the WSGG-Linear model that estimates κp,i as κiP such that its absorption
coefficients are usually overestimated by two orders magnitude as compared to those of
the WSGG-Shan and WSGG-Log models; however, ∆Tf between the ADI and WSGG
models at 300 bar are marginal even for relatively-low strain rates. This result implies
that under sCO2 oxy-fuel combustion conditions, the radiative heat loss effect on flame
temperature drop is negligible, and hence, it would be reasonable to ignore the thermal
radiation effect in numerical simulations of sCO2 combustion, which, however, needs to
be further verified in the future.
To identify the reason why ∆Tf between the ADI and WSGG models are so small at
300 bar, the profiles of flame temperature, T , reaction heat release rate, Q̇, and radiative
heat loss, Q̇L, at three different a of 10, 100, and 30000 s
−1 for three different radiation
models are shown in Fig. 5.4.
It is found that the maximum Q̇, Q̇max, is significantly decreased by three orders
magnitude (i.e. 23.8 → 0.42 → 0.06 kW/mm3) regardless of the radiation models as
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Figure 5.4: Profiles of (a) temperature and (b) reaction heat release, Q̇, and radiative
heat loss, Q̇L, at a = 10, 100, and 30000 s
−1 and 300 bar for three different radiation
models.
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0.18 ×10−3 to 0.30 ×10−3 to 0.28 ×10−3 kW/mm3 while for the WSGG-Linear model,
it varies from 2.32 ×10−3 to 1.04 ×10−3 to 0.63 ×10−3 kW/mm3. Therefore, Q̇L,max of
both WSGG models at a = 10 s−1 become two orders magnitude smaller than Q̇max,
which quantitatively explains that ∆Tf between the ADI and WSGG models become
approximately 2 – 3% of Tf,ADI. At a = 30000 s
−1, however, Q̇L,max of the WSGG models
become approximately four to five orders of magnitude smaller than Q̇max, and hence, Tf
of the WSGG models are nearly the same. It is of interest to note that for the WSGG-
Linear model, Q̇L is more estimated than that for the WSGG-Log model in the whole
range of strain rate due to its significantly large absorption coefficients compared to those
of the WSGG-Log model.
5.3 Conclusions
In this chapter, one-dimensional numerical simulations of CH4 versus O2/CO2 counter-
flow non-premixed flames under sCO2 oxy-fuel combustion conditions were conducted
with various radiation models such as the adiabatic (ADI) model and two pressurized
WSGG model: one is the WSGG-Log model that estimates the absorption coefficients
and emissivity by reasonably extrapolating the data within 1 – 30 bar of Shan et al. [68]
and the other is the WSGG-Linear model that estimates κp,i as κiP . The response of
flame temperature to strain rates was investigated at 300 bar for the WSGG models by
comparing with the ADI model. Under sCO2 oxy-fuel combustion conditions, ∆Tf be-
tween the ADI and WSGG models are negligible in most range of strain rate because the
reaction heat release is significantly larger than the radiative heat loss estimated by the
WSGG models, which suggests that it may be reasonable to ignore the radiative heat
loss from flames under sCO2 oxy-fuel combustion conditions.
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Chapter VI
Numerical Analysis for Performance
Test of a Lean Premixed Model Gas
Turbine Combustor
In Chapter II and III, flame instabilities of opposed non-premixed tubular flames are
investigated by using 1-D/2-D numerical simulations under adiabatic and non-adiabatic
conditions. In Chapter IV, one-dimensional numerical simulations of counterflow non-
premixed flames are under supercritical oxy-fuel combustion conditions conducted to
understand the fundamental characteristics and NOX emission as different N2 ingress
situations. The thermal radiation effects on the flames are estimated in Chapter V.
Although we have studied on the fundamental characteristics of strained non-premixed
flames under various conditions, the ultimate objective of numerical simulations is to
solve the real-scale problem.
In this chapter, therefore, the characteristics of swirled-stabilized turbulent lean-
premixed CH4/air flames under various conditions are investigated by performing 3-D
RANS simulations. Based on the results of CFD simulations, the NOX emission predic-
tion is conducted by CRN models, and then the cycles to failure at the vulnerable regions
in a single nozzle model combustor are also estimated by the thermal fatigue analysis.
First, to validate numerical models and computational mesh of fluid fields, the results of
numerical simulations are compared with the measurement of experiments. Two different
90
axial swirler nozzle models, high/low swirler nozzle (HSN/LSN), are used to investigate
the fundamental characteristics of swirl-stabilize flames in a model combustor. The finite
elements analysis (FEA) mapping CFD analysis results identifies areas vulnerable to the
thermal strain. Finally, at damaged regions, the dynamic response analysis of the strain
is compared to the ε-N curve to predict the thermal fatigue life of high temperature com-
ponents. This process will proceed with the concept of finding the appropriate a nozzle
type and operating condition like the design stage.
6.1 Experimental and Numerical Setup
6.1.1 Model Combustor
Figure 6.1 shows a schematic of the experimental setup of a gas turbine model combus-
tor. This facility consists of a control part, measurement sensors, an axial swirler nozzle,
a combustor, a cooling system, and an exhaust pipe. The sensors can measure a cen-
tral velocity, temperatures at 9 points, and dynamic pressure. Turbulent lean-premixed
CH4/air flames can be measured through the quartz liner, around 300 mm length.
As mentioned above, the effects of swirler nozzles on combustion characteristics are
Figure 6.1: Experimental setup of a lean premixed model gas turbine combustor.
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investigated in this chapter: a high swirler nozzle and a low swirler nozzle. The difference
between two nozzles comes from the swirl vane angle and inner/outer diameter. In this









where ri and ro are inner and outer diameter of a nozzle, and θ is swirl vane angle. In the
present, corresponding swirler numbers of high and low swirler nozzle are 0.90 and 0.47,
respectively. This difference is enough to expect the effect of swirl number. Considering
only effects of different swirler types, the nozzle exit velocities for cases with the same
equivalence ratio are matched regardless of different swirler geometry.
The flow field of a model combustor and computational mesh of the front mixing
part and rear combustor part are shown in Fig. 6.2. The length and height of front
mixing part as shown in Fig. 2b are 405 mm and 400 mm, respectively. The outer nozzle
diameter of the high and low swirler nozzle are 105 mm and 135 mm, respectively. The
distance from nozzle exit to outlet is approximately 1500 mm and the diameter is 250
mm. The structured hexahedral mesh is generated in most flow fields except the inlet
parts which have relatively complex flow passages such as fuel ways, oxidizer ways, and
a single nozzle. To precisely capture swirl-stabilized flames, the finer mesh is adopted at
the combustor behind a single nozzle. For the high swirler nozzle case, the elements are
10.4 million while for the low swirler nozzle case, the elements of 7.3 million are used.
6.1.2 Numerical Methods
In this chapter, numerical simulations are divided into three parts: 3-D turbulent reacting
flow simulation, prediction of NOX emission and thermal fatigue analysis. First, CFD
simulations are carried out using a commercial software, Fluent 2019 R2 [120]. Semi
implicit method for pressure-linked equations (SIMPLE) algorithm, one of pressure based
segregated algorithms, is used to obtain the pressure field, which is suitable for steady-
state flows [78]. The realizable k-ε turbulence model with standard wall functions is
adopted because it shows better performance than traditional k-ε turbulence model for
various flows including rotation, boundary layers, separation, and recirculation [120].
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Figure 6.2: (a) Flow field of a model combustor and computational mesh of (b) front
mixing part, (c) rear combustor and exhaust pipe part.
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The turbulent Schmidt number, Sct, is set to 0.7. The eddy-dissipation model is used
to solve the turbulence-chemistry interaction. To simulate methane/air flames, two-step
methane/air global reaction mechanism by Westbrook and Dryer is adopted [121].
The nonreacting mixing problems are solved to attain good initial conditions for
turbulent combustion simulations, and then high temperature field for ignition is patched
at the combustor to initiate reaction. In the nonreacting mixing problems, default under-
relaxation factors for all variables are applied. On the other hands, in the combustion
simulations, the parameters are properly reduced to avoid the divergence.
For predicting NOX emission based on CFD results, CRN analysis is conducted by
using CHEMKIN-PRO 2019 R2 [82]. Although methane/air global reaction mechanism
is adopted to reduce computational cost in 3-D turbulent reacting flow simulations, it
is possible to use a detailed chemical mechanism without wasting computational times.
In the present, therefore, GRI-3.0 mechanism for precise estimation of NOX emission is
employed [116].
The finite element analysis for the thermal fatigue analysis based on ε-N curve is
carried out using Abaqus 2019 [83]. AISI type 304 stainless steel is chosen, and its major
material properties are summarized as follows: the density, ρ, is 8 g/mm3, the Young’s
modulus, E, is 200 GPa, the Poisson ratio, ν, is 0.29, the yield stress, ρy, is 215 MPa, the
thermal conductivity, k, is 16.2 W/m-K, the coefficient of thermal expansion, α, is 18.7
µm/m-K [122–125]. In this chapter, the temperature and pressure field obtained from
3-D RANS simulations of turbulent combustion are mapped to inner boundary field of
a model combustor. To solve a problem due to the mismatch between the grids of fluid
and solid fields, the linear interpolation is employed. Initial fields of temperature and
pressure are generated through heat transfer analysis with the material thickness of 8
mm, and then FEA is conducted.
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6.1.3 Comparison of Experimental and Numerical Results
To validate the accuracy of RANS simulations, 3-D RANS combustion simulations are
conducted and the results are compared to those of experiments. The experimental and
numerical simulation conditions are listed in Table VI.1. These conditions are chosen to
verify that the system is stable at around 40 % load condition before testing the full load.
The mass flow rate and temperature of the fuel, pure methane, are 0.001891 kg/s and 454
K, and those of the air are 0.1256 kg/s and 635 K, respectively. The equivalence ratio
is corresponding to 0.258. The experiments and numerical simulations are conducted at
atmospheric pressure. In the process, the high swirler nozzle is used for validation.
Figure 6.3 shows some major variables of (a) a cold flow test and (b) a combustion
test at specific planes. The velocity magnitude field on a x-z plane are plotted in the
left column. The axial velocity for the cold flow test and the temperature distribution
for the combustion test are measured at 500 mm and 700 mm downstream of the single
nozzle exit, respectively. In the right column of Fig. 6.3, measure points are marked as
black dots. A speed sensor is centrally located as shown in Fig. 6.3a. A total of nine
Cold flow test












Operating pressure (atm) 1




Position VZ,Exp. (m/s) VZ,Num. (m/s) Error (%)
- 6.10 6.19 1.48
Combustion test
Position TExp. (K) TNum. (K) Error (%)
1 1314.6 1273.7 3.92
2 1277.2 1291.2 1.39
3 1246.9 1271.3 2.51
4 1279.2 1285.4 0.62
5 1246.8 1302.5 5.72
6 1293.3 1287.5 0.56
7 1243.2 1271.1 2.88
8 1256.6 1292.0 3.61
9 1166.9 1276.9 12.3
Table VI.2: Temperature information at measured points in experimental and numerical
results.
temperature sensors are separated by ± 50 mm in the x-direction and ± 62.8 mm in the
y-direction from the origin as shown in Fig. 6.3b. The measured and numerical data are
compared in Table VI.2. The average errors of a cold flow test and a combustion test are
1.48 % and 3.72 %, respectively. Therefore, it means that the numerical mesh and models
are reasonable in this chapter. In addition, it is found that the flow field is arranged and
stabilized by the flame. The detail in the characteristics of the swirl-stabilized flames will
be discussed in the next section.
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Figure 6.3: Velocity fields and temperature field of (a) a cold flow test and (b) a com-
bustion test.
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6.2 Results and Discussions
6.2.1 Computational Fluid Dynamics Analysis of 3-D Turbulent
Reacting Flows
To elucidate the effects of different equivalence ratios and swirler numbers, 3-D RANS
simulations of turbulent premixed flames are conducted. The equivalence ratios of 0.5,
0.6, and 0.7 are adopted for both high and low swirler nozzle cases. The inlet temperatures
of the fuel and oxidant are 300 K and 700 K, respectively. The mass flow rate of the fuel
is set to 0.004559 kg/s for the high swirler nozzle cases, and that of air is varied with
the equivalence ratio. Similarly, for the low swirler nozzle cases, the temperatures of two
inlets are identical to that of high swirler nozzle cases. However, the mass flow rate of
the fuel is set to 0.00849 kg/s, which is approximately two times larger than that for the
high nozzle cases to compensate for the difference between nozzle diameters. Reynolds
number of each case is varied from 1.20×105 to 1.74×105, and this value is large enough
to generate turbulent flow.
Figure 6.4 shows isocontours of the temperature and reaction rate of Reaction 1
(CH4+1.5O2 → CO + 2H2O) at a x-z plane of the high swirler nozzle combustor and the
low swirler nozzle combustor for different equivalence ratios. Several points are noted from
the figure. First, V-shaped flames are readily observed for all cases. If the momentum of
pre-mixture at the nozzle exit is not large enough to generate inner recirculation zone,
the flames is closed and does not exhibit a V-shaped flame. The swirl-stabilized flames
for high swirler cases have higher flame angle and shorter flame length than those for
low swirler cases. The angles of the high and low swirler nozzle flames at φ = 0.5 are
approximately 24.2deg and 11.8deg, respectively. The flame lengths of the high and low
swirler nozzle cases are approximately 15 and 30 cm, respectively, which implies that a
relatively strong outer recirculation zone is developed with increasing the swirl number
from 0.47 to 0.90.
Second, the maximum temperature of high (low) swirler nozzle cases increases from
1836.0 K (1981.0 K) to 2224.0 K (2290.2 K) with increasing φ. For the whole cases, the
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Figure 6.4: Temperature isocontours and reaction rate of Reaction 1 of high swirler nozzle
(left) and low swirler nozzle (right) with φ = 0.5, 0.6, and 0.7.
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maximum temperature occurs at the outer recirculation zone. This is because the flow
in the outer recirculation zone is confined by the wall and flame and keeps being heated
by the flame. The reaction rates in high swirler nozzle cases are also relatively higher
than those in low swirler nozzle cases, which implies that the high swirler nozzle makes
the flames more stable and stronger with less amount of fuel and air than that the low
swirler nozzle.
To figure out the characteristics of flow fields with different swirler types, the axial
velocity and its magnitude with streamlines are shown in Fig. 6.5. It is easily observed
that recirculation zones are developed for both cases. Depending on the location of the
recirculation zones, they can be divided into two parts: 1) inner recirculation zone and 2)
outer recirculation zone. It has been found that a strong flow swirl can stabilize flames
by increasing flame speed with higher turbulence intensity and by improving mixing,
featuring shorter flames and reduced NO. In addition, one of the major roles of the
swirl is to develop recirculation zones that generate low velocity regions to anchor the
flame [126]. For the high swirler nozzle case, the swirl develops stronger at the inner
recirculation zone than that at the outer recirculation zone. However, for the low swirler
nozzle case, the inner recirculation zone considerably diminishes because the swirl effect
of the low swirler nozzle is much less significant than that of the high swirler nozzle.
In summary, better flame characteristics are obtained for the high swirler nozzle cases
because of the effects of stronger recirculation zones.
6.2.2 Prediction of NOX Emission by Chemical Reactor Net-
works
To elucidate the NOX emission characteristics for cases with different nozzles and oper-
ating conditions, the chemical reactor network (CRN) method is applied to 3-D RANS
simulation results. Figure 6.6 shows examples of divided reactor zones of high (upper)
and low (bottom) swirler nozzle cases at φ = 0.5 for the CRN method. A schematic of a
CRN model for a high swirler nozzle case is also shown in the figure, of which numerical
domain is divided into 6 different reactors including 5 perfectly stirred reactors (PSRs)
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Figure 6.5: Z-velocity, Vz, and velocity magnitude, |V |, with streamlines of (a) a high
swirler nozzle case and (b) a low swirler nozzle case with phi = 0.5. Black lines of upper
parts represent Vz = 0.
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and 1 plug flow reactor (PFR): I. Mixing zone, II. Flame zone, III. Outer recirculation
zone, IV. Inner recirculation zone, V. Intermediate flame zone, and VI. Post flame zone.
Although it was found that a detailed CRN model shows better accuracy close to the
experimental data [80], in this chapter, a simple CRN model with only 6 elements is
chosen to make the problem simple because there exists no big difference for the purpose
of qualitative comparison.
It is readily observed from Fig. 6.6b that for the high swirler case with φ = 0.5,
92 % flow comes into an intermediate flame zone through a flame zone and only 8 %
products are leaked into the outer recirculation zone. Also, 90 % mass flow from an
intermediate flame zone enters the post flame zone, and the rest 10 % flow remains in
an inner recirculation zone. In the same way, each reactor condition at different cases
is decided by considering mass flow rates between adjacent zones. To quantitatively
measure NOX emission from the model combustor, the emission index of NOX, EINOX,











where j is the reactor number, ṁ∗k is the inlet mass flow rate of species k, and ṁk is the
outlet mass flow rate of species k, respectively. The Eq. (2) means the ratio of generated
mass flow rate of NOX to consumed mass flow of fuel at a reactor of j.
Figure 6.7 shows temperature and EINOX at each PSR in high and low swirler nozzle
cases with different equivalence ratios. Several points are noted. First, for all cases
temperature increases significantly right after the mixing zone (I) due to the reaction,
and hence, most NOX is generated at the flame zone (II), the intermediate flame zone
(V), and the post flame zone (VI). However, the NOX generation at the inner and outer
recirculation zones (III and IV) is relatively negligible NOX although temperature at
the recirculation zones is high. These results are primarily attributed to that the main
flow passes through PSR I, II, V, and VI. Second, EINOX is increased with increasing
φ because the flame temperature increases with φ as expected, which implies that the
thermal NOX reaction pathway plays a critical role in NOX emissions. Third, it is readily
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Figure 6.6: (a) Reactor zones of high (upper) and low (bottom) swirler nozzles at φ = 0.5
and (b) a schematic of chemical reactor network composed of 5 perfectly stirred reactors
(PSRs) and 1 plug flow reactor (PFR): I – Mixing zone, II – Flame zone, III – Outer
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Figure 6.7: Temperature and EINOX at each perfectly stirred reactor (PSR) in (a) high
and (b) low swirler nozzle cases with different equivalence ratios.
the low swirler cases at the same φ. This is because the temperatures of the high swirler
cases are relatively low compared to those of the low swirler cases even if the equivalence
ratio is identical.
To figure out the effect of the post flame zone length on the NOX emission, the
temperature and amount of NOX emission along the axial direction in the PFR are
shown in Fig. 6.8 for both high and low swirler nozzle cases with different equivalence
ratios. The length of PFR is set to 140 cm, identical to that of the model combustor.
The residence time is defined by the distance of PFR divided by average velocity in
the post flame zone. It is readily observed from the figure that at the very forepart
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of PSR, temperature first increases slightly and then levels off right downstream. The
maximum temperature for the high swirler nozzle cases increases from 1805 to 2134 K
with increasing φ. However, the maximum temperatures along the axial direction are
nearly the same for both high and low swirler cases with the same φ except for the
forepart because the equivalence ratios at the mixture nozzle exit are identical to each
other. For the high (low) swirler cases, the amount of NOX emission at the exit increases
from 5.75 (5.87) to 276.2 (161.2) ppmvd with increasing φ. This is primarily because
the residence time in the post flame region for the high swirler case are almost twice
larger than those for the low swirler case at the same φ. Therefore, even though the
starting NOX amounts at the post flame zone for the low swirler cases are relatively large
compared to those for the high swirler cases, NOX is more generated for the high swirler
cases due to their longer cooking time for NOX generation. This result implies that to
reduce NOX emission from a gas turbine combustor, not only the operating temperature
should be decreased under lean premixed combustion, but the residence time reduction
of combustion products within the combustor is also required, which can be achieved by
increasing velocity and/or decreasing the system size through the optimization of flow
passage.
6.2.3 Thermal Fatigue Analysis
To predict damaged areas and number of cycles to failure, thermal fatigue analysis was
carried out using finite element analysis (FEA). The 3-D RANS simulation of reacting
flow for a high swirler nozzle case with φ = 0.5 is chosen for FEA. We map the inner
boundary fields of the 3-D RANS simulation to those of FEA. In addition, we assume the
initial condition for internal temperature as a thermal conduction model for the stainless
steel with 8 mm thickness. To considering the material deformation in the combustion
system, we tested various situations such as temperature variation of the working fluid,
the pressure difference, and external forces. In this chapter, the structural deformation
by the pressure difference or weight of a model combustor is found to be less than 1 %































































Figure 6.8: (a) Temperature, residence time and (b) amount of NOX along the distance
of plug flow reactor (PFR) in high/low swirler nozzle cases with different equivalence
ratios.
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Figure 6.9: Contours of von Mises stress and maximum principal stress from finite element
analysis.
Figure 6.9 shows the von Mises stress and maximum principal stress isocontours of
the high swirler nozzle case at φ = 0.5. The values of von Mises stress and the maximum
principal stress are relatively large at the combustor liner due to combustion products,
which is noticeable at three regions as follows: Region 1 is a single nozzle exit, and
Regions 2 and 3 are fastened by additional structure. Basically, Region 1 composed
of many parts is complicated, and the temperature variation is also large due to the
coexistence of a fresh mixture and combustion products. Furthermore, in these regions,
the material cannot be freely expanded due to the fixed parts. From this situation, fatal
thermal fatigues can be caused by frequently turning on/off the power system.
If the combustion system is suddenly turned on, the dynamic responses at three
representative areas where the thermal fatigue is expected are shown in Fig. 6.10. Overall,
the strain amplitude, ε, initially oscillates with a large amplitude and then decays over

























Figure 6.10: Strain amplitude, εa, response at three predicting damaged areas such as
Region 1, 2, and 3.
respectively. In the steady state condition, the strain amplitudes are about 0.08, 0.06, and
0.05. The fatigue ε-N behavior of AISI type 304 stainless steel specimen with different
temperature conditions has been already obtained in previous studies (see Fig. 1 in
[127]). Although the temperature range is not included in the ε-N curve, this was used
to investigate the cycles to failure, based on weak interaction with different temperature.
From the behavior, in the present case, the fatigue life at Region 1 is estimated at
approximately 4.0× 105 cycles. Similarly, the cycles to fatigue of approximately 107 and
108 are obtained at Region 2 and 3, respectively. It is found that in the model combustor,
the further away from the swirling flame, the longer the cycles to failure.
Figure 6.11 shows dynamic response at the weakest region to temperature variation.
During gas turbine operation, unexpected situations such as over-/under-supply of fuel
or oxidizer and cooling system problem can lead to unstable operating condition in the
combustor. As in the previous analysis, the temperature and pressure fields are applied
at Region 1, and then amount of fluctuation of temperature field continuously increases
(decreases) to + 20 % (– 20 %) of the initial values. For the increase of temperature,
dynamic response of the maximum of strain amplitude varies from 0.17 to 0.20. From the
ε-N curve, the thermal fatigue life cycles can be estimated to be 1.4×105, 1/3 times of the
















































T-fields: 0% -10% -20%
(b)
Figure 6.11: Dynamic response at the most vulnerable region with (a) increasing and (b)
decreasing temperature.
value of 0.14 is obtained in the third period. The life increases to 2.86 × 106, around 7
times of that at the initial time. These results indicate that the material life decreases
more for high temperature conditions. Finally, in a model gas turbine combustor, the
cycles to failure under different temperature fields and strain amplitudes are summarized
as shown in Fig. 6.12. It is expected that the life of AISI type 304 stainless steel is
significantly reduced by the high strain amplitude from the high temperature.
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Figure 6.12: Cycles to failure under different temperature fields and strain amplitudes.
6.3 Conclusions
This study investigated the characteristics of turbulent combustion, NOX emission, and
fatigue life cycles of a model gas turbine combustor by performing 3-D RANS simulations,
chemical reactor network analysis, and thermal fatigue analysis based on the ε-N curve.
The results are summarized as follows:
1. The axial velocity and temperatures of the 3-D RANS simulations for the nonre-
acting and reacting cases were compared with experiments, which shows reasonable
accuracy (1.48 % and 3.72 % errors, respectively).
2. For all cases with the high/low swirler nozzle, a V-shaped flames are observed.
However, the length and angle of the flames for the high swirler nozzle cases are
found to be shorter and higher than those of the low swirler nozzle cases. Relatively
strong recirculation zones develop for the high swirler cases such that the outer
(inner) recirculation zone is enlarged (shrunken) compared to that for the low swirler
cases.
3. The maximum flame temperature for both high and low swirler nozzle cases in-
creases with increasing equivalence ratio from 0.5 to 0.7. The maximum tempera-
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ture occurs at the outer recirculation zone because this region is significantly heated
while being confined by a swirling flame.
4. The amount of NOX emission is reduced with decreasing flame temperature. At
the post flame zone, NOX emission continues to increase due to the residence time.
Initially, relatively large amount of NOX is generated for the low swirler nozzle
case due to the relatively high temperature. However, the residence time of the
combustion products within the post flame zone for the high swirler nozzle cases
is two times larger than that for the low swirler nozzle cases, and hence, the NOX
amount at the exit for the high swirler nozzle become larger than that for the low
swirler nozzle cases.
5. Through the finite element analysis, the maximum von Mises stress and maximum
principal stress are found to occur at the joint parts of the combustor. Furthermore,
from the dynamic responses of strain amplitude to temperature variation, Region
1 located behind a single nozzle is found to be the most vulnerable area due to the
complicated components and large temperature difference between relatively cold
pre-mixture and heated products by reactions.
6. It is found through a series of numerical simulations that the thermal fatigue anal-
ysis based on the ε-N curve can be used to predict the cycles to failure at specific
regions. The increase of temperature aggravates the thermal fatigue problem while




In the present study, the flame instabilities of opposed non-premixed tubular flames and
comprehensive combustion characteristics including NOX emission under conventional
and supercritical oxy-fuel combustion conditions have been numerically investigated in
the adiabatic and non-adiabatic condition.
The cellular formation by the diffusive-thermal instability are observed near the
stretch-induced extinction limit, DaE,S. As using two different initial conditions such
as the perturbed IC (∼ O(ε)) and C-shaped IC (∼ O(1)), the reason why the discrep-
ancy between the experiment and numerical prediction by the linear stability analysis
appears is elucidated. The following results are obtained:
 The region of cellular instability and the number of flame cells, obtained from the
2-D simulations with the perturbed IC, are predicted by the linear stability analysis
with good agreement.
 The number of flame cells from the 2-D simulations with the C-shaped IC is smaller
than the results with the perturbed IC.
 Once the cellular flames appears in the cases of the C-shaped IC, the number of
flame cells remains constant until the global extinction.
 The horseshoe-shaped cellular flame is induced by the O(1) disturbance from the
unintended and locally-high stretch rate in experiments.
112
The D-T instability of the opposed non-premixed tubular flame is not only observed
near the stretch-induced extinction limit as described in Chapter II, but also near the
radiation-induced extinction. The effects of radiative heat loss on opposed non-premixed
tubular flames are arranged as follows:
 From 2-D simulations with the perturbed IC, the flame response is divided into four
different regimes: (1) Regime I – a noncellular flame with decaying oscillation, (2)
Regime II – a cellular flame with decaying oscillation, (3) Regime III – a cellular
flame with growing oscillation, and (4) Regime IV – total extinction with growing
oscillation.
 The flame behaviors near the radiation-induced extinction limit, such as the number
of flame cells and the critical Das, are also predicted by the linear stability analysis
with good agreement.
 Depending on relative strength of two flame cell from different initial flames, the
total extinction through the head-on collision or a rotating flame cell are found
beyond the radiation-induced extinction Da.
 Under the extremely-high radiative intensity condition, flame instabilities occur
through the whole combustible regime.
The NOX emission characteristics and pressure effects on counterflow non-premixed
flames have been investigated under sCO2 oxy-fuel combustion conditions. The appli-
cation of real gas models to the OPPDIF code [103] shows good agreement with the
thermodynamic and transport properties with NIST REFPROP data [1]. The results are
summarized as follows:
 The amount of NOX for the case with N2 in the oxidizer stream is approximately
ten times larger than that for the case with N2 in the fuel stream.
 As the mole fraction of N2 and O2 increases, the EINOX increases. Additionally, it
is found that the variation of EINOX is more sensitive to the amount of O2 than
that of N2.
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 The relative contribution of prompt NOX is found to be negligible under sCO2
oxy-fuel combustion conditions.
 The relative contribution of NOX reburn pathway increases with increasing pressure.
To identify the thermal radiation effect on CH4 versus O2/CO2 counterflow non-
premixed flames under sCO2 oxy-fuel combustion conditions, the different WSGG models
are estimated and applied to 1-D numerical simulations. The results are obtained as
follows:
 The two WSGG models are estimated by different extrapolation ways: one is the
WSGG-Log model that estimates the absorption coefficients and emissivity by rea-
sonably extrapolating the data within 1–30 bar of Shan et al. [68] and the other is
the WSGG-Linear model that estimates κp,i as κiP , based on traditional WSGG
model [114].
 The temperature difference between the adiabatic and WSGG models at 300 bar is
less than 1% of adiabatic flame temperature in most range of strain rate.
Finally, numerical simulations of a model gas turbine combustor with two different
nozzles are conducted by using commercial softwares. The numerical models are validated
by the comparison with the velocity and temperature values at specific points measured
in experiments. The conclusions are described as follows:
 The maximum flame temperature for both high and low swirler nozzle cases de-
creases with the decrease of equivalence ratio from 0.7 to 0.5.
 The NOX amount at the exit is meaningfully decided by the flame temperature and
the residence time within the post flame zone.
 The finite element analysis and thermal fatigue analysis based on the ε-N curve can




Over the past few decades, in the combustion field, many researchers have been willing to
try to develop the clean and efficient combustion technology to preserve the environment
and save the energy. To develop new combustion technology, both of theoretical and
practical study are necessary to understand phenomena under new conditions. In this
context, the importance of CFD simulations cannot be emphasized enough because of
many advantages; to reduce the development cost; to obtain comprehensive and detailed
information unlike experiments that give limited data from limited sensors and measure-
ments; to try a variety of designs and conditions in design process. Also, the development
of high performance computing enables us to solve the larger and more complex problems.
As mentioned before, Pitz and coworkers have been already studied on the various
characteristics of premixed and non-premixed tubular flames [3, 15, 16, 18–20, 22, 23, 85].
In [18], a study on both of negatively-curved and positively-curved diffusion flames was
numerically conducted by the comparison between opposed jet flames and opposed non-
premixed tubular flames. Chen and Ju [128] investigated the effects of curvature, stretch
and radiation on extinction limit of positively-curved premixed flames. As such, the
tubular configuration is widely used to study on the curvature effects on flames because
of the advantage of uniform stretch and curvature which can be varied independently.
However, detailed investigation on negatively-curved premixed tubular flames have not
been conducted. In addition, the radiation effects on premixed and non-premixed flames
with different magnitude and sign of the curvature will be identified by using tubular
configuration.
Liang et al. [129] investigated the laminar flame speed of supercritical H2/air and
CH4/air premixed flames. However, detailed investigation under various mixture condi-
tion have not been conducted. Also, it may show different results in premixed flames. In
addition, Chen et al. [130] found that flame speed and flammability limit were affected by
radiation absorption at elevated pressures up to 5 atm. In the context, the pre-mixture
consist of strong absorber, CO2, with relatively-low temperature will be heated by the
relatively-high temperature products in the post flame zone. The effects of the thermal
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radiation on premixed flames should be studied at extremely high pressure, although the
reliable radiation model and chemical reaction mechanism at extremely high pressure
may be needed.
Although the negligible influence of the radiation on counterflow non-premixed flames
is carefully supposed under supercritical oxy-fuel combustion conditions, we genuinely
have been curious about the radiative heat transfer in the real combustor. For instance,
in the perspective of NOX emission, the long residence time is one of the main causes of
NOX generation. To predict the amount of NOX at the exit, 3-D large eddy simulations
(LES) or RANS simulations of a model gas turbine combustor at extremely high pressure
should be conducted with real gas models. In addition, the fundamental characteristics
of turbulent flames will be investigated under supercritical oxy-fuel combustion.
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