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This thesis comprises of seven chapters, and aims to provide an understanding 
of the interactions between ionic liquids (ILs) with membranes, with a focus 
on the antimicrobial aspect. Studies have shown that ILs possess antimicrobial 
properties, and this work attempts to determine the mechanism of action, as 
well as allow more insights to be gained. This topic is aligned with the search 
for alternative antimicrobial agents that can address the problem of antibiotic 
resistance. The first chapter gives an introduction to this area of research, 
describing the need for alternative antimicrobial agents arising from global 
concerns about emerging antimicrobial resistance, and also provides some 
information on ionic liquids (ILs). The second chapter discusses the methods 
used in this work, mainly the basics of molecular mechanics (MM) as well as 
molecular dynamics (MD). The third chapter describes the membrane model 
built for this study, as well as the parameterization of the IL force field. The 
following fourth chapter covers the dynamics and interactions between the IL 
and membrane. Atomic details of their interaction are described and analysed. 
The fifth chapter then covers the changes of the membrane upon cation 
insertion, where several structural properties of the membrane were measured 
and compared. The sixth chapter looks into the free energies of transfer for the 
insertion of cations into the membrane, to investigate the driving force behind 
their spontaneous insertion, as well as interactions between cations after 
membrane insertion. In addition, changes in the membrane permeability are 
discussed. Lastly, the seventh chapter concludes and summarizes the work that 
has been performed together with the main findings.  
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Chapter 1: Introduction 
 
Introduction 
Antimicrobial resistance has been a growing concern and the gravity of the 
matter cannot be overstated. The World Health Organization (WHO) made 
combating antimicrobial resistance their theme for World Health Day in 
2011.
1
 In a 2014 WHO global report, it has been stated that the extent of 
antimicrobial resistance has reached distressing levels and immediate attention 
is required.
2
 Antimicrobial resistance lead to infections that go unbridled, 
resulting in medical complications, escalating medical costs, and eventually 
death. Antimicrobial resistance encompasses antibiotic resistance, where 
causes of resistance include unnecessary and over-prescription by doctors, as 
well as inappropriate use by patients. Once bacteria become resistant to 
antibiotics, they remain resilient and are indestructible, instead of being 
eradicated by the drug, thereafter continuing to proliferate in the host.  
Many of the existing antibiotics have ceased being effective because bacteria 
have developed resistance against them, in particular the Gram-negative ones.
3
 
Bacteria can be classified as Gram-negative and Gram-positive according to 
their response upon Gram staining.
4
 The Danish scientist Hans Christian Gram 
observed that cells, after undergoing staining, showed different colours. Gram-
positive bacteria possess cell walls that contain a thick layer of peptidoglycan, 
a component capable of absorbing the dye crystal violet. Gram-negative cells 
on the other hand, have their peptidoglycan sandwiched between membranes, 
2 
 
and the peptidoglycan layer is much thinner than that found in Gram-positive 
cells. As a result, the Gram-negative cells do not retain the dye after washing 
with alcohol, unlike Gram-positive cells, resulting in a clear way to distinguish 
the two classes. Figure 1.1 depicts the structural differences between the cell 




 A comparison of the cell wall of a Gram-positive and Gram-
negative bacterium  
The additional outer membrane found on the surface of Gram-negative 
bacteria, together with the lipopolysaccharides (LPS), appears to be 
responsible for their increased resilience towards antibiotics, relative to Gram-
positive bacteria.
6-8
 The outer membrane is recognized through its highly 
asymmetric composition, with LPS dominating the outer leaflet, while 
phospholipids populate the inner leaflet.
9
 LPS consist of three parts, i.e. the 
lipid A chain, core oligosaccharide and an O-antigen.
10,11
 LPS serve as a very 
effective permeability barrier owing to the following two main 
characteristics.
10,12
 The lipid A moiety on LPS bears six to seven fatty acid 
tails, in contrast to phospholipids which contain only two fatty acid chains, 
rendering LPS much more hydrophobic and accordingly encourage stronger 
interactions among themselves.
9,12-14
 This consequently leads to a more 
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Some mechanisms of action of existing antibiotics include disruptions to 
processes like the synthesis of the bacterial cell wall and certain proteins, as 
well as DNA replication and repair.
15,16
 The cell wall provides structural 
integrity for the cell, and an important component is peptidoglycan. Thus, by 
targeting peptidoglycan synthesis and linkage so as to prevent them from 
crosslinking and forming a strong network, the bacterial cell wall can be 
weakened which eventually results in cell lysis.
15
 Antibiotics that work via this 
mechanism are the β-lactams and glycopeptide antibiotics.16,17 Nucleic acid 
replication and repair is another area where antibiotics attack and either the 
DNA template or related enzymes can be targeted. The quinolone class of 
antimicrobials work via this mechanism.
16,18
 Protein synthesis comprises of a 
series of steps and antibiotics that work via this mechanism have many 
possible avenues to target. Examples of such antibiotics are the macrolides and 
tetracyclines.
16,19
 Regardless of the mechanism, it is crucial that the antibiotic 
selectively targets the bacteria, and does not harm the eukaryotic host.
15
  
Unfortunately, bacteria have managed to acquire resistance regardless of the 
mechanism of action,
15
 and the way in which effects of the antibiotics are 
overcome can be categorized into three main groups.
8,20
 Firstly, the bacteria 
can avoid being attacked by pumping the drug out before concentrations 
accumulate, otherwise known as efflux. Secondly, the chemically active 
component of the antibiotic is destroyed or modified, so that the drug becomes 
ineffective towards the bacteria. Lastly, alteration of the bacterial target is also 
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used to overcome the attack by antibiotics. Antibiotic resistance is often 
achieved via a multipronged approach. For instance, β-lactams are rendered 
ineffective mainly because of β-lactamases, which are enzymes that hydrolyse 
the β-lactam ring, thereby leading to inactivation of the antibiotic.8 However, 
changes in the outer membrane leading to reduced permeability, efflux, as well 
as target site alterations such as that of the penicillin-binding protein 
contribute to β-lactam resistance.8 Macrolides work by targeting ribosomes, 
which affect protein synthesis, and resistance occurs because of efflux, as well 




The prospect of a world without antibiotics is impending, because very few 
novel antibiotics are in the pipeline. With the increasing use of “last resort” 
antibiotics, such as carbapenems, resistance against this class of molecules 
will soon develop too, leading to a loss in efficacy in no time.
3
 The situation is 
even more bleak for Gram-negative infections because inherently Gram-
negative bacteria are already more resilient towards attack than Gram-positive 
ones.
3,21
 There is thus an urgent need to seek novel alternative antimicrobial 
agents that work via different mechanisms.  
In this aspect, the antimicrobial peptides (AMPs) seem to hold great potential. 
Unlike antibiotics, AMPs have been used for years but they remain effective.
22
 
In addition, they are effective against a broad spectrum of organisms, not only 
bacteria, but also fungi and viruses.
23
 Thus, a look into their mechanism of 
action may reveal some important insights which can help us develop novel 
antimicrobial agents that possess sustained effectiveness. AMPs are essential 
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antibiotic host defence peptides commonly found in nature.
24
 They are 
ubiquitous in multicellular organisms, demonstrating their importance 
throughout evolution.
22
 AMPs are typically short peptides, comprising less 
than 50 amino acid residues, and are amphipathic molecules that contain both 
polar and hydrophobic amino acids with an overall positive charge.
24-27
 
Diverse structures of AMPs have been found, but the α-helical and β-sheet 
configuration is more commonly observed.
22,28
 Although the structure of 
AMPs is varied, its basic features can be narrowed down to the cationic charge 
and amphiphilic design.
22
 The amphiphilicity of AMPs enables partitioning 
into cell membranes, since the positively charged region interacts favourably 
with the negatively charged surface of the bacterial cell, while the 
hydrophobic residues facilitate interactions with lipids inside the cell 
membrane.  
It has been revealed that one of the early steps in the AMP’s mode of action 
involves compromising the integrity of cell membranes.
23
 As stated earlier, it 
is of paramount importance that antimicrobial agents are selective in their 
attack, thus differences between prokaryotes and eukaryotes that can be 
exploited are vital in this aspect. The charge on the cell surface is one of the 
many differences between prokaryotes and eukaryotes. Bacterial cell 
membranes, both Gram-positive and Gram-negative, contain negative charges 





Figure 1.2: Selective disruption of bacterial cells by AMPs (Reprinted with 
permission from Ref. 22) 
The negatively charged nature of the bacterial cell surface attracts positively 
charged AMPs, resulting in adhesion. It has been widely acknowledged that 
the electrostatic attraction between the AMPs and bacterial membranes acts as 
an initial step of association.
29
 This adhesion marks only the first of many 
steps before the cell is subsequently destroyed and there are many suggested 
mechanisms about how this occurs. Several models have been proposed to 
explain the mechanisms of membrane permeabilization. They include the 
carpet, toroidal pore, and barrel-stave models, which will be elaborated below 
as they are amongst the more commonly observed.
28,30
 They are illustrated in 
Figure 1.3 together with some other proposed mechanisms, although this 
scheme is not exhaustive. It is also possible for AMPs to use a combination of 




Figure 1.3: An overview of the possible ways in which AMPs can disrupt a 
bacterial cell membrane (Reprinted with permission from Ref. 23) 
In the carpet model (Figure 1.4a), AMPs first lie in parallel to the membrane 
surface and bind abundantly. At higher concentrations, they form micelles that 
surround the lipid bilayer. Eventually, regions of the membrane are enveloped, 
causing disintegration and damage. In the barrel-stave model (Figure 1.4b), 
AMPs insert themselves into the membrane at high concentrations, forming a 
bundle with a channel in the centre. The hydrophobic regions of the AMPs 
form the exterior of the channel facing the tails of the membrane 
phospholipids, while the hydrophilic regions occupy the centre of the channel. 
In the toroidal pore model (Figure 1.4c), penetration of the AMPs induces 
union of the top and bottom leaflets such that they bend continuously. As a 
result, the hydrophilic lipid heads of the phospholipids entwine with the 
hydrophilic regions of the AMPs, while the hydrophobic regions of the 
phospholipid aggregate with the hydrophobic regions of the AMPs, 
maximizing their mutual interactions. These three mechanisms impair the 
integrity of the membrane, and while it is still controversial whether this is 
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Figure 1.4: A closer look into the a) carpet, b) barrel-stave, and c) toroidal 
pore mechanisms of membrane permeabilization (Reprinted with permission 
from Ref. 28) 
The exact mechanism by which AMPs interact with cells is still not entirely 
understood, but it seems to be complex and varied.
29,31
 It is clear though, that 
disruption of the cell membrane is often a first step. Conventionally, it 
appeared that since AMPs attack from the outside of the cell, this leaves little 
opportunity for bacteria to retaliate or develop resistance.
22,32
 However, it has 
later been discovered that bacteria does adopt changes and modifications to 
their cell surface to avoid annihilation.
29,31,33
 Since the negative charges found 
on both the cell surfaces of Gram-positive and Gram-negative bacteria serve to 
attract AMPs, one of their resistance mechanisms involve masking or reducing 
their negative charges, enabled by their rapid evolution.
29,31,33
 Nonetheless, 
studies have shown that AMPs often work by having multiple targets, and that 
several AMPs also often work in tandem, rendering it harder for bacteria to 






Therefore, even though some resistance mechanisms against AMPs have been 
found, there is still much to be emulated from the AMPs. Unfortunately, 
synthetic analogues have not met much success, and to date, only a handful are 
marketed as drugs or have reached advanced clinical trials.
23,30,35,36
 Drawbacks 
of peptides as drugs are their susceptibility to metabolism and degradation by 
proteases, inability to cross membranes such as the blood-brain barrier (BBB), 
low oral bioavailability, rapid elimination from circulation arising from 
hepatic and renal clearance, undesired side effects from interaction with 




As a result, other alternatives were sought, amongst which, ionic liquids (ILs) 
appear to be suitable. ILs share important similarities with AMPs, such as 
amphiphilicity and cationic charge. ILs are salts solely constituted of ions and 
they possess low melting points, often remaining as liquids even below room 
temperature. This is a result of two factors: delocalization of charge over large 
parts of the ion which weakens the attraction between counterions, and 
structural ion asymmetry. ILs possess favourable properties such as negligible 
vapour pressure, non-flammability, chemical and thermal stability.
40-42
 Some 
commonly used ILs consist of cations based on imidazolium, pyridinium or 
ammonium, and anions such as halides, tetrafluroborate and 
bis(trifluoromethanesulfonyl). Figure 1.5 illustrates some of the common IL 
ions. Members of the newest generation of ILs are frequently composed of 
organic compounds only, such as ionic amino acids or lactate for instance. ILs 
are highly tuneable, since independent modifications of cations and anions can 
be made, giving rise to task specific solvents.
40,43
 It has been demonstrated that 
10 
 
slight modifications to the constituent ions are sufficient to effect a substantial 




Figure 1.5: Some commonly encountered IL ions where the top row listing 
ions A - E represent the cations, while the bottom row labelled F - J represent 
anions. A: 1-alkyl-3-methylimidazolium [Cnmim]
+
, B: 1,1-
dialkylpyrrolidinium, C: 1-alkylpyridinium, D: tetraalkylammonium, E: 





, H: tosylate [OTos]
-
, I: tetrafluoroborate 
(BF4
-
), J: halides. (Modified with permission from Ref. 43)  
The extensive array of ionic constituents coupled with the possibility to 
independently modify cations and anions have enabled the design of fully 
biocompatible, biodegradable, non-toxic and recyclable ILs
47-56
 that could 
potentially even be suitable for application in drugs. For instance, 
biocompatibility has been demonstrated by the ability of suitable ILs to 
preserve the structure and functionality of proteins or even entire cells that 
were wholly immersed in ILs, which led to various applications in 
biocatalysis.
57,58
 It was also found that the incorporation of ester or amide 




It has been found that some ILs exhibit pronounced antimicrobial 
properties,
52,60-63
 mainly those containing cations that possess long alkyl 
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chains. Examples are shown in Figures 1.5A to 1.5E where the attached R 
groups contain eight or more carbons. This is not unanticipated, because the 
structurally similar quaternary ammonium compounds (QACs), such as 
cetrimonium bromide (CTAB) and benzalkonium chloride (BAC) have 
demonstrated antimicrobial properties.
64-66
 Even though parallels such as 
amphiphilicity and the long alkyl chains exist between the QACs and ILs, the 
overall shape and entity of the IL cation still comes under consideration, 
thereby possibly affecting the mechanism of action. The minimal inhibitory 
concentration (MIC) values for imidazolium, pyridinium, phosphonium and 
ammonium-based ILs regarding various types of bacteria and fungi show 
improved antimicrobial activities relative to conventional antimicrobial 
agents.
52,56,64,67
 For instance, the MIC values for 1-octyl-3-methylimidazolium 
paired with bromide and chloride against E. coli are 328 and 650 μM 
respectively.
61,67
 This antimicrobial activity has been found to be closely 
related to the length of the alkyl chain on the cation, with longer chains 
exhibiting greater antimicrobial efficacy.
40,62,67
 However, this biological 
efficacy does not increase indefinitely with increasing chain length, and this 
phenomenon has been referred to as the cut-off effect.
54,67
 Explanations 
proposed for the reduced efficacy beyond certain lengths include insufficient 
solubility, micellization of the cations and assimilation of the long chained 
cations into the membrane.
67
 The optimum chain length has been found to lie 
typically between 12 to 16 carbons, depending on the cation head group.
60,68
 
Functionalization also alters the antimicrobial activity of ILs. For instance, the 
inclusion of polar groups to the cation alkyl chain serves to lower toxicity and 
antimicrobial efficacy.
54,55
 Anions, on the other hand, seem to play only a 
12 
 
secondary role in determining the antimicrobial activity.
54,60,67
 Overall, so far 
reported results, in combination with the realization that only a very small 
fraction of possible ILs have even been synthesized so far, demonstrate that 
the design of effective antimicrobial ILs which do not harm mammalian cells 
nor pose serious environmental risks is achievable. 
Although the antimicrobial efficacy of ILs is well documented, the mechanism 
behind the observed antimicrobial activity of ILs remains unclear. Such 
understanding, however, is essential to guide the design of improved ILs that 
increase antimicrobial effectiveness as well as selectivity further, considering 
the virtually infinite number of ILs that could be generated. Therefore, detailed 
computational models that simulate ILs in contact with bacterial surfaces, i.e. 
their plasma membranes, provide an important complementing method. The 
main aim is to eventually find relationships that connect basic ion properties 
with antimicrobial activity and selectivity. Some studies of applied molecular 
dynamics (MD) simulations that reveal the impact of ILs on model membranes 
have already been reported: Cromie et al. studied the interactions of 1-butyl-3-
methylimidazolium ILs with a cholesterol bilayer and observed cation 
adsorption at the water – cholesterol interface.69 Bingham and Ballone 
investigated the effect of 1-butyl-3-methylimidazolium based ILs on a 
membrane composed of POPC phospholipids, and observed that the cations 
diffused with their alkyl tail first into the bilayer.
70
 Klähn and Zacharias 
studied the insertion of 1-octyl-3-methylimidazolium cations into membrane 
models of cancerous and healthy cells, where they identified a protective 
function of additional cholesterol in membranes of healthy cells that impeded 
cation insertion.
71
 Yoo et al. recently studied the interactions of imidazolium-
13 
 
based ILs bearing four, six and eight carbons on its alkyl chain paired with 
several different anions, with a phosphatidylcholine membrane.
72
 Spontaneous 
cation insertion occurred regardless of the alkyl chain length, followed by 
optimal positioning after insertion. Roughening of the membrane surface was 
observed after cation insertion, which could be an indication of greater 
membrane disruption in the long run. Free energy studies performed 
confirmed that cation insertion were energetically favourable. Most recently, 
Benedetto et al. carried out MD simulations on 1-alkyl-3-methylimidazolium 
(bmim) cations paired either with chloride or hexafluorophosphate (PF6) with 
stacks of POPC bilayers.
73
 Again, it was found that cations entered the 
membrane quickly, fuelled by the Coulombic attraction at the lipid head 
groups and hydrophobic interactions at the lipid tails. This resulted in 
membrane thinning, together with the penetration of water following bmim 
insertion. No obvious changes in the diffusion constant were observed after 
cation penetration.  
In this study, we rely on molecular simulations to delve deeper into the 
interactions between ILs and membranes. A study of the mechanism of cation 
insertion, as well as of the local environment after cation insertion will be 
conducted. Dynamics and energetics of the system will also be investigated. 
Free energy calculations will also be performed to better understand the 
driving force for the spontaneous insertion of cations, and permeability 
changes to the membrane after cation insertion obtained. Changes to the 
membrane after incorporation of cations will also be analysed through 
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Chapter 2: Theoretical foundations 
 
Theoretical foundations  
Molecular modelling is the workhorse of this research work, thus this chapter 
is devoted to the discussion of the fundamentals. A brief introduction to 
computational chemistry will be given, and in particular, the methods that 
were adopted are described in greater detail.  
 
2.1 Computational chemistry 
Computational chemistry is a broad term encompassing the various methods 
which employ the use of computers to solve numerical equations based on 
quantum mechanics that provide information on the structure and properties of 
the molecule. It is often complementary to experiments, and can be used to 
investigate, explain and predict chemical phenomena. Atomic details that 
cannot be obtained via experiments can be gained through in silico studies at 
the sub-nano scale.  
Depending on the size of the system and desired level of accuracy, three 
classes of methods are available: molecular mechanics (MM), semi-empirical 
and quantum mechanics (QM). QM is the most accurate amongst these three 
methods, followed by semi-empirical, and lastly MM. Computational expense 
is directly correlated to accuracy, with QM being the most expensive and MM 
the least. QM revolves around the solution of the Schrödinger equation. 
24 
 
However, the equation can only be solved exactly for a one-electron system, 
thus various approximations must be made for larger molecules in order for 
the equation to be solved. More approximations lead to faster calculations, at 
the expense of accuracy, and experience is required to make a good 
compromise. Accordingly, this method can only be applied to small systems 
containing about a hundred atoms or less. Semi-empirical methods rely on 
quantum physics but empirical parameters derived either from experiments or 
QM are incorporated in order to simplify the calculation. In fact, the closer the 
system of interest is to the set of molecules that the semi-empirical method 
was parameterized for, the more accurate the results. This method is 
computationally cheaper than QM and can be applied on medium-sized 
systems such as those containing a few thousand atoms. In MM, nuclei are 
regarded as point masses and electrons are treated implicitly as point charges 
on the nuclei positions. Classical forces act on the point masses. This method 
is suited for simulations of large systems because it is computationally the 
least intensive, and accordingly, this method can be applied on systems 
containing about a million atoms.  
As mentioned earlier, in QM methods, approximations are imperative in order 
to solve the Schrödinger equation except for one-electron systems. Basis sets 
are mathematical functions used to approximate molecular orbitals, and allow 
the solution of the Schrödinger equation.
1
 Depending on the size and type used, 
accuracy and computational expense varies. Two types of basis functions are 
commonly used; Slater type orbitals (STO) and Gaussian type orbitals (GTO). 
STOs better describe the short and long-range behaviour, but are less 
commonly used because the integration over two overlapping electron wave 
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functions cannot be calculated analytically.
2
 GTOs however, do not 
demonstrate the correct behaviour near the nucleus and far from the nuclei 
where the electron wave functions decay exponentially, but they are more 
widely used because they are easier to compute. Thus, STOs are approximated 
through a linear combination of several GTOs.
2
 Double- (2Z), triple-zeta (3Z), 
split basis sets, polarization functions and diffuse functions are all ways in 
which the description of the orbital can be improved. Double- (2Z), triple-zeta 
(3Z) basis sets indicate two and three basis functions for each atomic orbital 
respectively. This can be expanded to quadruple- (4Z), five- (5Z), and six-zeta 
(6Z) basis sets. Split basis sets allow the possibility to separately define 
functions for the core and valence orbitals. Each of these orbitals can then 
have two or more functions of different sizes for the description providing 
more flexibility. Polarization functions account for distortions in the orbital 
shape due to influences by neighbouring nuclei. Diffuse functions address the 
situation where the electron distribution is disperse and at varying distances 
from the nuclear centre, such as lone pairs. In all of these cases, higher angular 
momentum functions have to be added to improve the description of the 
orbitals and bonding.
2
 It is generally desirable to use a larger basis set, but this 
comes at a higher computational expense.  
Amongst the QM techniques available, density functional theory (DFT) is 
probably the most popular. DFT is based on the Hohenberg-Kohn theorem 
which states that the ground state electronic energy is completely and uniquely 
determined by the electron density, given an external potential such as the 
electrostatic potential induced by the atomic nuclei.
2
 In contrast, the Hartree-
Fock (HF) method computes the many-electron wave function which relies on 
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4N variables (three spatial and one spin coordinate for each electron), and 
scales exponentially with the number of electrons.
2
 In DFT, electron density is 
used instead, which relies only on the spatial coordinates, i.e. three variables, 
regardless of system size.
2
 The aim in DFT is to identify functionals that relate 
electron density with energy.
2
  
Given the size of the system and the problems we wish to investigate, MM is 
the method of choice in this study, although QM is also used for the 
calculation of partial charges in the force field. Hence, more attention will be 
paid to MM in this thesis, and further elaborated in the following subsection.   
 
2.2 Molecular mechanics  
Molecular mechanics (MM), also known as force field methods, uses a 
classical model where atoms are treated as point masses and bonds as springs 
with bond-specific force constants. Electrons are treated implicitly in this 
model, thus changes to the electronic structure such as processes involving 
bond making and breaking cannot be studied. Atoms are categorized into atom 
types whereby atoms are differentiated according to their chemical nature 
influenced by atom connectivity and chemical environment. Defining more 
atom types would give the advantage of having greater accuracy and better 
suitability, but parameterization would take longer and the force field less 
transferable. Bearing in mind that MM is meant for larger scale systems, this 
extra bit of accuracy is thus compromised. Moreover, the basis for MM is 
transferability,
1,2
 where the same atoms in different molecules share overlaps 
in their characteristics as their parameters depend on the type of hybridization 
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and fluctuate within an acceptable range of values. This means that while there 
might exist some differences in the chemical environment for the atoms, as 
long as their hybridization remains the same with their chemically bonded 
neighbours of a similar nature, the same atom types will be used. Fluctuation 
in parameters would be marginal enabling us to accommodate more atoms 
within the same types and maintain a reasonable level of accuracy without 
incurring unnecessarily high computational costs. For instance, carbon-carbon 
bond lengths range between 1.45 to 1.55 Å, where the bond lengthens with 
increasing ‘p’ character of the hybridization.3  
Once atom types have been assigned for a given molecule, potential energy is 
calculated. Potential energy      comprises of contributions from bonded and 
non-bonded interactions (see Eq. 1). Bonded interactions occur between atom 
pairs that are connected through up to three bonds with each other, and include 
bonds, angles, impropers and dihedrals. Non-bonded interactions occur among 
atoms that are not bonded or bonded through more than three bonds with each 
other, and include van der Waals and Coulombic interactions. If the molecule 
is solvated, interactions concerning the solvent have to be considered as well. 
The steric energy changes with different conformations, but it should be noted 
that the absolute values returned by the calculations have little meanings, and 
only the energy differences between conformations should be compared. Eq. 2 
to 4 are harmonic potentials that describe energy changes related to deviations 
from the equilibrium (ground state) structure.   
                                                  (1) 
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Among the bonded interactions are energy contributions from stretching or 
compression of bonds. The energy required for distortions of the bond from its 
equilibrium length can be described by the Hoo e’s law    
                                                  
              
 
  
                                          
where    
     represents the bond-specific force constant which governs the 
stiffness of the bond,     is the instantaneous bond length, and     indicates the 
equilibrium bond length. Summation over all pairs of bonded atoms must be 
included.  
Similarly, the energy required for deviations of the angle from its equilibrium 
value is given in Eq. 3, where     
     represents the bending force constant, 
     for the angle at any time, and     indicating the equilibrium bond angle.  
                                                 
               
 
   
                                       
The out-of-plane (oop) term, also known as improper dihedral, is meant for 
atoms that need to sustain their planarity, such as those of benzene and 
carbonyl groups. The energy required to deviate from planarity is given in Eq. 
4 where      
   
 stands for the out-of-plane force constant,       for the 
instantaneous dihedral angle, and     for the equilibrium value.  
                                                   
               
 
    
                                       
Dihedral or torsional angle refers to the angle between two planes, each made 
up of three atoms, where ijk defines one plane and jkl the other plane, 
involving a total of 4 atoms. Only rotation about single bonds is relevant, i.e. 
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the rotational barriers are small enough, as double or triple bonds are not very 
amenable to rotation and accordingly require high energies. Shown in Eq. 5, 
the terms    
    ,    
     and   
     indicate the torsional force constants for a 
superposition of potentials with one, two and three minima respectively.  
             
                
                   
               
 (5) 
As for the non-bonded interactions, contributions come from the van der 
Waals and electrostatic terms shown in Eqs. 6 and 7 respectively.  
        
   
   
 
 
   
   
   
 
  
       (6) 
The van der Waals term comprises of an attractive and a repulsive component. 
This term accounts for the interaction between non-bonded entities, such as 
dispersive forces from induced dipoles, as well as repulsions. Minimum 
energy is achieved when the atoms are spaced at their optimum distance apart. 
However, when placed closer or farther than the minimum distance, repulsive 
and attractive forces dominate respectively. The A and B terms are constants 
that affect the well depth and equilibrium distance of the curve for a pair of 
atoms.
2
 The repulsive contribution scales to the power of twelve and dies 
down quickly. On the other hand, the attractive component scales to the power 
of six and thus contributes to the long-range interactions which remain 
relevant even to farther distances.  
      
    
       
    (7)  
The electrostatic or Coulombic term is described in Eq. 7 where    and    
represent the partial atomic charges on atoms i and j, while    indicates the 
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dielectric constant. Distance between the partial charges, as well as their 
magnitudes, are parameters that govern the strength of their electrostatic 
interaction.  
The constants and parameters found in Eqs. 2 to 7 come either from 
experiments or via ab initio calculations. For instance, the force constants   
found in many of these equations can be obtained from the vibrational 
frequencies of the corresponding modes. In addition, these equations are 
generic and the exact form can have slight variations according to the force 
field employed.  
An important point to note is that most force fields employ harmonic 
equations in their description of the bonded interactions. Since this 
approximation is only valid in the vicinity of the equilibrium value,
1,2
 
molecular mechanics cannot describe bond breaking or forming. Harmonic 
equations are often used because in the vicinity of the equilibrium, the 
approximation is quite good and it brings about higher computational speed 
and efficiency, thereby saving considerable computational costs.
1
  
Comparing the bonded and non-bonded terms, the latter is computationally 
more expensive because numerous pairs are involved and the interactions 
scale off more slowly. Moreover, electrostatics are long-range interactions, 
thus pairs up to a rather large distance have to be included in order to get 
meaningful results. Nonetheless, a reasonable cut-off distance is often 
enforced so as to limit the computational costs. More of such details are 




2.3 Molecular dynamics (MD) 
Molecular dynamics (MD) is a technique where the time evolution of a system 
is studied through integration of the equations of motion. This sampling 
technique allows us to generate a structural ensemble of a molecular system at 
a certain pressure (or volume) and temperature, through which the 
thermodynamic and average structural properties of the system can be derived 
using the principles of statistical mechanics. Statistical mechanics provide the 
link between microscopic behaviour and macroscopic properties.
4
 It is crucial 
that MD simulations are carried out long enough to generate sufficient 
representative structures
4
 so as to satisfy the ergodic hypothesis, which states 
that the time average equals the ensemble average, or simply, given infinite 
duration, every state can be visited.
2,5-8
 Although in reality, quasi-
nonergodicity is more probable, i.e. the situation where not all regions of the 
configurational space are visited due to the high energy barriers, MD still 
enjoys widespread applicability.
7
 This can be attributed to the fact that 
although only a small region of the configurational space is explored, it is the 
part that contributes significantly to the properties of interest.
7
 This leads us to 
the concept of importance sampling, which states that since it is virtually 
impossible to explore the entire phase space, it is most crucial that areas which 
contribute most to determining the property of interest are sampled. Otherwise, 
replicas with different starting conditions can also be performed and 
averaged.
2
 Known as the replica-exchange method, or parallel tempering, the 
aim of conducting such simulations at different temperatures is to enhance 






Different ensembles are available, such as microcanonical, canonical, and 
isothermal-isobaric, where different thermodynamic state variables are held 
constant or close to a selected target value. An ensemble represents a 
collection of states that share the same macroscopic properties, but differ in 
their microscopic states. The microcanonical ensemble, commonly known as 
the NVE ensemble, has the number of particles, volume and energy kept 
constant throughout the simulation. The canonical ensemble, also known as 
the NVT ensemble, has the number of particles, volume and temperature held 
constant. The isothermal-isobaric ensemble, also known as the NPT ensemble, 
has the number of particles, pressure and temperature held constant.  
Newton’s second law states that the force   acting on an object is equivalent 
to the product of the mass   and acceleration    Acceleration is the second 
derivative of the position   with respect to time  , or the first derivative of 
velocity   with respect to time. Force is also defined as the negative potential 
gradient,  
  
   
.   is a function of the atomic coordinates    where i = 0…3N 
and N is the number of atoms. The atom coordinates are therefore summarized 
in a 3N dimensional vector. With a given mass and upon equating these two 
equations, acceleration can be derived. Since acceleration is the first derivative 
of velocity and the second derivative of position with respect to time, 
coordinates of the new position can be obtained. These relationships are 
expressed in Eqs. 8 to 12. 
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MD involves an iterative process of computing the force and integrating the 
equations of motion to obtain positions over time. Knowledge of the positions 
at the previous (     ) and current step (  ), together with the force acting 
on the particle allows us to predict the positions at the next step (     ).
5
 
Repeating this integration step provides us with the trajectory of a system, i.e. 
the coordinates of a system over time. Several algorithms are widely available 
to perform this numeric integration of the equations of motion, such as leap-
frog and Verlet. Eqs. 13 to 16 illustrate the Verlet algorithm where n indicates 
the current step.
2
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Addition of Eq. 13 to 14 results in:  
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          (16) 
This implies that the position of the next step at       can be obtained from 
the current (  ) and previous (     ) position.    represents the integration 
time step and is usually on the order of femtoseconds for all-atomistic MD 
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simulations. Smaller time steps give a better numeric approximation, but the 
computations also gets increasingly more expensive. Thus, a rule of thumb in 
deciding the time step is that it should be at least one order of magnitude 
smaller than the fastest periodic motion in the system,
1
 which typically 
belongs to the frequency of stretch vibrations that involve hydrogen. Since 
each time step is on the order of femtoseconds, it limits the duration of MD 
simulations, as runs of nanoseconds would already require a few million steps. 
Therefore, the accessible time scale of MD simulations is restricted to 
microseconds (depending on system size),
10
 unless other methods such as 
coarse-graining are adopted. Coarse-graining is a technique whereby groups of 
atoms form a bead, thereby drastically reducing the degrees of freedom in a 
system since it results in fewer particles and gives smoother potential energies. 
As opposed to the all-atomistic model, atomistic details are lost but physical 
features of the system are retained.
10
 Otherwise, typical time scales of 
atomistic MD simulations limit the scope of systems or problems that can be 
studied.  
Some ways exist to enable longer MD simulations to be conducted. For 
instance, the fastest motions in a system can be frozen so as to allow an 
increase in the time step by a factor of two to three.
4,7
 The small mass of 
hydrogen results in a high vibrational stretching frequency, thus all bond 
lengths involving hydrogen can be frozen since they do not have much impact 
on many properties. Accordingly, this allows us to carry out longer 
simulations.
2
 Alternatively, other viable ways of reducing the number of 
degrees of freedom in a system include the usage of united atoms and coarse 
graining. A united atom model is one where carbon and its associated 
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hydrogens are considered one unit to define molecules as opposed to all-
atomistic models.
11
 Taking it one step further would involve coarse graining 




The Monte Carlo (MC) method is another technique that provides us with the 
representative equilibrium ensemble, in addition to MD. However, one is a 
deterministic method, while the other is stochastic in nature. MD is a 
deterministic technique in which given the starting configuration, i.e. 
velocities and position, the trajectory is already completely determined, 
meaning that two simulations starting from the same configuration will give 
the same trajectory.
2
 This is in contrast to the MC method, whereby given the 
same starting situation, results may differ greatly. In the MC method, the 
initial geometry is randomly perturbed to give a new configuration, and the 
move is accepted or rejected according to the Metropolis criterion. This 
criterion states that the new configuration is accepted only if 1) the energy is 
lower than the current step, or if the energy increases, 2) the Boltzmann 
probability e
-ΔE/kT
 should be greater than the random number.
1,2
 If the move is 
rejected, another new configuration is generated from the current step, and 
subjected to the same evaluation process. Analogous to the integration time 
step in MD, the perturbation step in MC should also be chosen wisely. A 
perturbation step too large leads to high rejection rates, while a small 
perturbation step results in sampling only a very small configurational space.
1
 
Eventually, what results from an MC simulation is a Markov chain, which is a 





 One advantage of the MC method over MD is a lower probability of 
being stuck in a local minimum of the potential energy of the system. 
However, although the MC method is capable of exploring more relevant 
configurations with low energies, this method is not very efficient for 
macromolecular systems.
4
 This is because if large step sizes are employed in 
macromolecular systems to increase computational efficiency, the acceptance 
ratios would be low, as high energies are generated, which fail to meet the 
Metropolis criterion unless it has a high Boltzmann weightage.
2,4
 Moreover, 
MC is not appropriate for the study of time-dependent phenomena.
2
  
In MD simulations, temperature   is controlled through scaling of velocities   
which are associated with kinetic energy     ,
1
 as seen from Eq. 17. The 
Boltzmann constant is represented as   . 
     
 
  
     
  
   
 
 
      (17) 
Pressure     , on the other hand, can be controlled by scaling the box size, i.e. 
the atom coordinates,
1
 and shown in Eq. 18.   
     
 
    
         
 
 
        
 
   
 
     (18) 
where      represents the volume of the box at time  , N the number of 
particles, while     and     are the forces and distances between particles i and 
j respectively.  
Various schemes such as Berendsen, Nosé-Hoover, and Parrinello-Rahman are 
available in software packages that allow control of temperature and pressure. 
For instance, the Berendsen thermostat provides weak coupling to an external 
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heat bath with first-order kinetics, and temperature is maintained by adding or 
removing energy to the system. The Nosé-Hoover thermostat has the external 
heat bath considered as an extra degree of freedom, and is more accurate than 
the Berendsen thermostat.
15
 In both of these thermostats, an extra term is 
incorporated in computing the equations of motion. For the Parrinello-Rahman 
barostat, the equations of motion are slightly modified just as in the Nosé-
Hoover thermostat, and this barostat allows dynamic shape changes of the 
cell.
16
 The Parrinello-Rahman barostat used in combination with the Nosé-
Hoover thermostat reproduces the correct velocity distribution of particles that 
are expected in NPT ensembles.  
A widely utilized technique in MD is periodic boundary conditions (PBC). 
Often, due to limitations in computational expense, the size of the system is 
not as large as desired, and edge effects might dominate. This is a flawed 
representation because it is a simulation artifact that is a result of limitations in 
computational ability. In reality, only a small proportion of the system 
experiences edge effects. Edge effects are forces that entities placed at the 
surface or edge of the system experience. These entities have fewer 
neighbours as opposed to those in the centre of the system and they are also 
exposed to vacuum which is a source of discontinuity. However, with the 
implementation of PBC, a single unit cell is multiplied in all directions such 
that it becomes surrounded by translated copies of itself.
1,2
 This enlarges the 
system and helps to reduce edge effects. A molecule leaving the cell by the 
right wall would re-enter from the left. This concept is illustrated in Figure 2.1. 
PBC is frequently used in combination with the minimum image convention, 
whereby only the closest image is considered for pair interactions, and 
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accordingly, the cut-off distance cannot exceed half the box length. This 




 The concept of periodic boundary conditions. The centre box 
highlighted in blue represents the original cell while it is surrounded by 
images of itself. The cut-off distance is represented by rcut.  
In computing the forces at each position, a significant portion of the 
computational effort is spent on evaluating the non-bonded interactions. As 
opposed to bonded interactions which are clearly defined from the start and do 
not fluctuate as the simulation progresses, non-bonded interactions are 
dependent on the proximity of the entities, which thus varies with each step. 
Neighbour searching is an ongoing iterative process to search for atoms that 
lie within a certain cut-off distance as stipulated by the user, for which non-
bonded interactions will be calculated. Non-bonded pairs scale at O(N
2
) where 
N is the number of atoms,
18,19
 and it is necessary to enforce a cut-off distance, 
otherwise it becomes too computationally intensive with such an iterative 
procedure. Atoms that fall beyond the cut-off distance are not considered, as 
are those which fall within, but are already accounted for as bonded 
interactions.  
To kick-start an MD simulation, the system first needs to be initialized. This 
procedure involves building the molecule and having a set of coordinates for 
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the system. Depending on the nature of the system, these can be obtained from 
X-ray structural data, or by placing all atoms on a lattice. Subsequently, 
velocities need to be assigned, which are often generated from a Maxwell-
Boltzmann distribution. It is important to note that the velocity is directly 
related to temperature. Thereafter, an energy minimization has to be 
performed. Energy minimization, i.e. minimization of the potential energy of 
the entire system, is performed to remove close contacts and allows the 
starting structure to get to the nearest local minima. This is followed by a short 
(approximately 500 ps) NVT simulation, where the temperature is slowly 
increased to the desired value. For situations where the structures are more 
unstable, restraints might be placed, and it is also in this step that they are 
enforced. Restraints are harmonic potentials with an energy minimum at the 
desired atom position, enforced on certain atoms to prevent drastic movements 
and fluctuations while other parts of the system undergo normal motion. In the 
next step, the restraints are released and another 500 ps NVT simulation is 
conducted. Subsequently, the system is ready for the “production” phase, i e  
NPT simulation, where the bulk of the trajectory can be used for analysis after 
equilibration. In order to check if a system is equilibrated, several properties 
such as the total energy, pressure, temperature, density, and box dimensions 
need to be monitored over time to see if the system has stabilized or if drastic 
fluctuations or new trends are still observed. A system is considered well-
equilibrated when the properties show only minor fluctuations about stable 
averages. The NPT ensemble is chosen for the “production” phase because 
they emulate real-life conditions, i.e. experiments are mostly carried out under 
constant pressure and temperature. The outlined procedure is only a guideline 
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and the duration and specifications should be tweaked according to the system 
under study.   
 
2.4 Free energy calculations  
Molecular simulations have been widely applied in the study of membranes, 
and MD is one of the commonly employed techniques.
20-23
 However, although 
MD simulations allow us to obtain structural, energetics and dynamical details, 
certain processes require longer periods to occur, often falling beyond the 
typical limits of standard all-atomistic MD simulations. For instance, the 
investigation of rare events such as exploring regions of the potential energy 
surface obscured by large energy barriers would require other techniques in 
order for these low probability states to be accessed.
24,25
 As discussed in 
Section 2.3, only the configurational space close to the starting configuration 
is usually explored in typical MD simulations,
2
 and in such cases, 
conventional MD simulations would not suffice. There are techniques 
available that steer MD towards desired scenarios using artificial forces, and 
the free energy changes that occur during these processes can be derived with 
techniques such as thermodynamic integration,
26





 Details about the first two methods can be found at 
the cited references, while umbrella sampling was adopted in this study and is 
elaborated further below. The free energy changes then provide us with 




Free energy is a state function, thus the path taken to reach the final state need 
not be one that can be assessed experimentally, which is a definite advantage 
that can be exploited when solving problems computationally.
5,6,29
 In umbrella 
sampling, a biasing potential is applied to enable pulling along a defined 
reaction coordinate ξ so as to drive the reaction to a particular state,8 which 
would otherwise be unattainable under typical MD timescales. A reaction 
coordinate ξ is a parameter that changes as the reaction progresses from the 
reactant to product state, thereby allowing monitoring of the reaction. 
Geometric parameters such as bond lengths and angles are often utilized. A 
series of initial configurations along the pulling trajectory is generated during 
centre-of-mass (COM) pulling, where the COM of a group of atoms is pulled 
in a specified direction using a harmonic potential, whose minimum moves 
along the chosen reaction coordinate. These configurations serve as starting 
points in the subsequent umbrella sampling simulations, known as windows. 
This method belongs to a class of techniques known as steered molecular 
dynamics (SMD), which allow the acceleration of certain processes through 
the application of external forces.
30
 Each window is independently simulated 
and characterized by a different ξ  Subsequently, the weighted histogram 
analysis method (WHAM) is used to combine the individual windows to give 
the potential of mean force (PMF), allowing us to obtain the change in free 
energy.
25
 The potential of mean force     is the free energy profile along a 
given reaction coordinate ξ, obtained by taking the Boltzmann-weighted 




                 
      
       
    (19) 
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where    indicates another point along the reaction coordinate, and        
represents a Boltzmann weighted average whose form is given in Eq. 20.
25
  
       
                        
               
   (20) 
where      represents the total energy of the system as a function of 
coordinates   and       is a function depending on the degrees of freedom in 
the system.   is the Kronecker delta function whose value is one when     , 
and zero otherwise. 
 
2.5 Assessment of permeability changes in the membrane 
Permeability changes in the bilayer were also investigated to evaluate if the 
integrity of the membrane has been compromised. This was carried out by 
obtaining the permeability coefficient of both membranes, thereby allowing us 
to study and compare permeability changes to the membrane. The 
permeability coefficient comprises of an equilibrium and dynamic 
component,
31
 and the method used to calculate membrane permeability 
coefficients adopted here was developed by Marrink and Berendsen
21,32
 and 
also well described in reference 31. Using ammonia as the probe molecule, 
henceforth  nown as the “solute”, it was pulled with an artificial force as 
described in the previous section, through the entire bilayer along the 
membrane surface normal, which will be referred to as the z-direction in the 
following. Subsequently, ammonia is constrained at several points along the 
pulling trajectory. At each step, the COMs between the solute and membrane 
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were restrained with respect to the z-direction. The force required to maintain 
the constraint at each step is calculated according to Eq. 21.  
     
  
     
     (21) 
where    represents the displacement of the solute in the z-axis, and    
indicates the integration time step. Both the equilibrium and dynamic 
components of the permeation process can be obtained through a single 
computation. The equilibrium component comes from the partition coefficient 
    , while the dynamic aspect comes from the diffusion coefficient,     . 
The partition coefficient      is a measure of the extent of partitioning of the 
solute between water and the membrane, and is related to the free energy of 
transfer       of the solute from water to various depths of the membrane 
(see Eq. 22). 
          
     
  
  
                
             
  (22) 
where                  and               refer to the concentration of 
cations in the membrane and water respectively at equilibrium.   
                  
 
  
      (23) 
      is obtained as a potential of mean force and     indicates an average 
over the structural ensemble of the MD simulation.  
The dynamic component is related to the diffusivity of the solute represented 
by the diffusion coefficient at varying depths of the membrane (Eq. 24).  
     
     
                      
 
 
    (24) 
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where    is represented in Eq. 25 with           indicating a time-averaged 
pulling force. The denominator in Eq. 24 is known as the autocorrelation 
function of   . 
                           (25) 
Combining both the partition coefficient and the diffusion coefficient gives the 
membrane resistance  , which eventually yields the permeability coefficient   
that allows us to quantitatively compare the differences in permeability of the 
membrane after cation insertion.  
   
               
     




       
   (26) 
Ammonia was pulled through both the pure and cation-bearing membrane 
along the membrane normal, and the permeability coefficients were calculated. 
Differences in membrane permeability were evaluated, through a comparison 
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Chapter 3: Membrane model and ionic liquid (IL) force field 
 
 Membrane model and ionic liquid (IL) force field 
3.1 Membrane model   
The cell membrane serves to delineate the cell by separating its contents from 
the external environment. The membrane is composed of a lipid bilayer, which 
consists of phospholipids and other components such as cholesterol and 
membrane proteins. The hydrophobic region of the phospholipids, i.e. fatty 
acid tails, forms the innermost layer of the bilayer, while the hydrophilic 
portion, i.e. phospholipid head groups, forms the outermost layer of the bilayer 
that comes into contact with water. One of the key responsibilities of a 
membrane is to act as a permeability barrier.
1
 Therefore, once the integrity of 
the membrane is compromised, the contents leak out, resulting in cell death. 
The structure of a bacterial cell wall and membrane has been described in 
Chapter 1.  
A model for the Escherichia coli (E. coli) plasma membrane was constructed. 
The lipid composition was obtained from literature according to references:
2,3
 
80 mol % phosphatidylethanolamine (PE), 15 mol % phosphatidylglycerol 
(PG) and 5 mol % phosphatidic acid (PA). Therefore, three different types of 
phospholipids were incorporated in the phospholipid bilayer model: 1-
palmitoyl-2-oleoyl-sn-glycero-3-phosphoethanolamine (POPE), 1-palmitoyl-
2-oleoyl-sn-glycero-3-phosphoglycerol (POPG) and 1-palmitoyl-2-oleoyl-sn-
50 
 
glycero-3-phosphatidic acid (POPA). Figure 3.1 gives an example of a 
phospholipid.  
 
Figure 3.1: Chemical structure of the POPE phospholipid where the area 
highlighted in pink represents the region of the head group that varies across 
different phospholipids 
Specific IL interactions with embedded transmembrane proteins or 
lipopolysaccharides (LPS) were not considered. While the role of LPS in 
bacteria is not to be underestimated, our simulations did not include LPS due 
to the following reasons.
4
 Firstly, the LPS structure is complex and varied. 
Secondly, atomistic force fields for LPS compatible with CHARMM are not 
yet available when the membrane model was built, and lastly, building 
membrane systems bearing LPS are not trivial. Moreover, due to the small size 
of the considered ions and the strong interactions between cations and the 
negatively charged membrane surface, direct contact between a fraction of 
solvated ILs and phospholipids of the membrane bilayer appears to be 
inevitable, despite the otherwise observed protective function of the LPS 
layer.
5,6
 Any changes in the membrane properties induced by such direct 
interactions would be indicative of an antimicrobial effect, without excluding 
possible additional antimicrobial effects induced by interactions with other 
membrane components. While it remains a holy grail to have all membrane 
components incorporated into the model, current computational resources are 
not yet sufficient; however, many studies whose membrane models are 
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The model membrane was constructed using the CHARMM-GUI portal.
12-15
 
The portal generates a membrane structure based on the specified molar ratios 
of phospholipids in the bilayer and the chosen size of the membrane. Initial 
membrane structures are built using either the replacement method or the 
insertion method.
13
 The insertion method caters more towards the inclusion of 
proteins in the lipid bilayer setup, where a hole roughly the size of the protein 
is created. In the replacement method, lipid-like pseudo atoms are packed 
together, where they are later sequentially replaced by lipid molecules. The 
algorithm then takes into account the size of the desired lipid molecules, which 
greatly simplifies the process of generating an initial membrane structure. The 
lipid components of the E. coli membrane have been parameterized and 
validated previously,
16-21
 thus no additional validation was necessary. The 
lipid molecule parameterization is part of the CHARMM36 force field.
22
 The 
CHARMM36 force field was developed for several biomolecules including 
lipids and is widely used. The model membrane was then solvated using 
TIP3P water molecules.
23
 The TIP3P water model was chosen because of its 
overall adequacy, and also for consistency reasons, as the CHARMM36 force 
field used the TIP3P model for water. Electroneutrality of the negatively 




Figure 3.2 shows the E. coli membrane model used in this study. Henceforth, 
the terms membrane and bilayer will be used interchangeably, and the E. coli 
membrane model is designated as MEC in this work. 
 
Figure 3.2: Side (a) and top (b) view of the E. coli lipid bilayer model. (c) A 
magnified side view of the membrane depicting the positions of phosphorus, 
oxygen and nitrogen atoms in the polar region of the bilayer. Colour code for 
(a) and (c): hydrogen = white, carbon = turquoise, nitrogen = blue, oxygen = 
red and phosphorus = yellow. Colour code for (b): POPA = orange, POPE = 
cyan, POPG = yellow.  
 
3.2 Parameterization of the ionic liquid (IL) force field  
The ILs were described using the CHARMM General Force Field (CGenFF).
24
 
It is well-known that different force fields should not be mixed or used in 
combination because of consistency issues.
22
 Each force field has been 
developed and optimized for a number of molecular systems, where different 
DFT methods and experimental quantities were used in the derivation of the 
parameters. Moreover, different functional forms are used for the bonded 
terms, as well as differences in the treatment of non-bonded terms.
22,24
 All 
force fields have been verified through comparison with experiments and ab 
initio calculations, and it is not clear if mixing of force fields will guarantee 
the same level of reliability without further verification. Thus, even though the 
CHARMM force field is well parameterized for lipids and other biomolecules, 
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it may not be randomly used in combination with other force fields. CGenFF 
has been parameterized precisely so that it can be used in combination with 
CHARMM force fields.
24
 CGenFF is an organic force field designed for 
“drug-li e” molecules that are simulated in a biological environment while 
CHARMM is used for the description of biomolecules such as proteins and 
lipids.
24
 Two main categories of molecules that CGenFF was designed for are 
heterocycles and functional groups. They have been included because of their 
relevance to the pharmaceutical industry since many pharmaceutical 
compounds possess such entities.
24
   
Ions included in this study are: 1-octyl-3-methylimidazolium (OMIM), 1-
tetradecyl-3-methylimidazolium (TDMIM), 1-octyloxymethyl-3-
methylimidazolium (OXMIM), chloride (Cl) and lactate (Lact). Imidazolium-
based ILs are the most well-studied family with ample evidence of its 
antimicrobial activity, as discussed in Chapter 1. Thus, three cations belonging 
to the imidazolium family was chosen, to investigate the effect of varying 
cation alkyl chain length as well as the inclusion of a polar entity. Previous 
studies have shown that such traits on IL cations have an effect on the 
antimicrobial activity. As for the IL anions, two anions were chosen since it 
has been well-established that they only play a secondary role in determining 
the antimicrobial activity. All combinations were simulated, with the 
exception of TDMIM-Cl, giving rise to a total of 5 ILs. Henceforth, only the 
abbreviations of the ILs will be used. Figure 3.3 illustrates all ions comprising 




Figure 3.3: Atomic structures of the ions involved in this study. Cations are 
shown in structures (a) to (c) while those of anions are shown in (d) and (e). (a) 
1-octyl-3-methylimidazolium, (b) 1-tetradecyl-3-methylimidazolium, (c) 1-
octyloxymethyl-3-methylimidazolium, (d) chloride and (e) l-lactate. Colour 
code: hydrogen = white, carbon = turquoise, nitrogen = blue, oxygen = red and 
chlorine = green. 
Since CGenFF is suitable for our purpose, there is no need to develop a force 
field from scratch. However, because these ions are not found in the CGenFF 
molecule database (with the exception of chloride) for which parameters exist 
exactly for the molecule, they had to be added in manually. The first step 
involved assignment of atom types and corresponding parameters for atom, 
bond, angle and dihedral potentials for the ions, and this was performed with 
the aid of the Paramchem portal.
25,26
 As described earlier in Section 2.2, atom 
typing involves assigning types to atoms according to their chemical 
environment, i.e. their immediate neighbours, which thus possess certain 
parameters and characteristics. For instance, the carbon in a carboxyl group 
would be treated differently from a carbon in an alkyl functionality. However, 
the degree of specificity is limited because ultimately molecular mechanics is 
meant for the simulation of larger systems, and the level of detail tends to be 
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less well resolved. Moreover, having too many atom types limits the 
transferability of the force field to molecules that were not considered in the 
original parameterization. Thus, fewer atom types exist for each atom, where 
each type is sufficiently chemically different from the other. 
The Paramchem portal allows an automated assignment of atom types upon 
submission of an input structure file that includes a list of atoms and their 
coordinates. The portal uses this information to perform a similarity search by 
comparing these new compounds with already parameterized compounds from 
a database. Penalty scores are used as a means to assess the level of similarity 
with the matched parameter. Matching is based on analogy, and for every 
missing parameter, Paramchem goes through the database and selects the one 
with the lowest penalty score.
26
 A summation of the scores from all 
contributing parameters thus gives rise to the total penalty score. Penalty 
scores below 10 demonstrate high similarities and the recommended 
parameters can be adopted. Scores ranging from 10 to 50 indicate that some 
basic validation is required, while a high penalty score (values larger than 50) 
indicates that the suggested atom type is not suitable and the user is advised to 
relook at the assignment.  
In the case of the ILs included in this study, satisfactory similarity was found 
for all parameters, except for partial atomic charges, which were hence 
recalculated using quantum chemical calculations with second order Møller–
Plesset perturbation (MP2) and the 6-31+G(d) Pople basis set. MP2 in 
combination with the abovementioned basis set was chosen for consistency 





 Partial charges were derived by fitting the electrostatic potential 
induced by the continuous charge distribution with the Merz-Singh-Kollman 
scheme (ESP charges).
27,28
 Obtaining partial charges via the Merz-Singh-
Kollman scheme involves mapping the electrostatic potential over the 
Connolly surface of the molecule. The Connolly surface
29,30
 is a type of 
solvent-accessible surface (SAS), which also includes a variation defined by 
Lee and Richards.
31
 These surfaces are obtained when a probe (typically the 
size of a water molecule) outlines the contours of a molecule composed of van 
der Waals spheres. This translates to the surface area of a molecule exposed to 
solvent. However, the difference between the Lee-Richard surface and the 
Connolly surface is that in the former, the outline of the centre of the probe 
molecule defines the area, whereas for Connolly surfaces, the point of contact 
between the probe and the molecule defines the area. In essence, the Connolly 
surface adheres to the contours of the molecule more closely.  
This study involves the migration of some ions from the solvent (water) to the 
membrane. The highly charged region of the cations, i.e. imidazolium ring, 
remains partially solvated even after insertion into the membrane, while the 
alkyl tail, which is less sensitive to changes in the environment, lies among the 
phospholipids. The anions remain solvated in water throughout the simulation. 
Thus, it is appropriate to calculate the partial charges of these ions in water. 
The polarizable continuum model (PCM) was utilized, and a dielectric 
constant for water was specified.
32
 The Gaussian 09 software package was 
used for this calculation.
33
 Partial charges for all ions included in this study are 
reflected in Figure 3.4, while a list of all atom types and charges used are 











anions lactate and chloride obtained via QM calculations (Reprinted with 
permission from Ref. 34) 
Benchmarking is essential in every force field parameterization as it provides 
an indication of the validity and accuracy of the force field used. This can be 
achieved through a comparison of mass densities, diffusion coefficients, 
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melting points etc, with experiments or with more accurate ab initio 
calculations in cases where no experimental data are available. In this case, the 
IL parameterization was benchmarked through a comparison between 
computed and experimental mass densities. Simulations containing pure ILs 
were performed for 50 ns, and their densities were computed. IL densities 
were averaged over the last 10 ns. We compared densities in the two cases 
where experimental densities were available, namely for OMIM-Cl and 
EMIM-Lact. It was found that computed densities deviated less than 4% from 
measured values, indicating that both the bonded and non-bonded interaction 
parameters were adequately chosen.
35,36
 Therefore, based on the agreement 
obtained with existing results and high similarity scores for all bonded 
interaction parameters according to Paramchem, we conclude that the applied 
force field is adequate for the description of the ions investigated in this study.  
 
3.3 Simulated MEC – IL Systems 
Each MEC – IL system contained approximately 24,000 atoms, with 9,988 
atoms belonging to the bilayer. Compositions of both the membrane and the 
individual MEC – IL system can be found in Tables 3.1 and 3.2. 16 sodium 
ions were randomly placed in the solvent layer of each system to maintain 
electroneutrality.  








Number of phospholipids per leaflet. 
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Table 3.2: Composition of each MEC – IL system 
Added IL Nion-pairs Nwater Natoms 
OMIM-Lact 20 4414 24206 
OMIM-Cl 20 4473 24183 
OXMIM-Lact 20 4333 24043 
OXMIM-Cl 20 4418 24098 
TDMIM-Lact 6 4320 23360 
Pure E. coli
b
 0 4813 24443 
b
 This system served as a reference model and comprised only of the solvated 
E. coli membrane.  
A total of 80 phospholipids in the bilayer belonging to POPE, POPG and 
POPA were included, with the composition stated in Section 3.1. An IL 
concentration of 0.25 M was fixed across all systems, equivalent to twenty ion 
pairs randomly placed in the solvent. This concentration is several orders of 
magnitude larger than those used in experiments but it is expected that the 
negative charges on the surface of the bacterial membrane lead to a local 
concentration of cations that is larger than in the bulk aqueous solution. Also, 
using a larger ion concentration in our model makes the impact of IL on the 
membranes more clear which allows the observation of insertion events within 
computationally accessible time frames.  
Only for the TDMIM-Lact system, a lower IL concentration was used, because 
of its propensity to form cation aggregates. In this system, when twenty ion 
pairs were incorporated, cation aggregates soon formed due to hydrophobic 
interactions since TDMIM contain long non-polar alkyl chains, resulting in 
only few freely solvated cations available for membrane insertion. Hence, ion 
pairs were added only gradually during the course of the simulation, so as to 
avoid a situation where a high cation concentration is present in the solvent but 
cation insertion into membranes is prevented due to aggregation. The ion 
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concentration was gradually increased during the course of a 50 ns MD 
simulation from 0.02 M to 0.07 M for this system.  
 
3.4 Specifications of MD simulations  
In this work, classical all-atomistic MD simulations were performed using the 
GROMACS software package.
37,38
 The functional form of the potential energy 
employed is shown in Eq. 27.
22
  
                     
 
     
  
                     
 
      
   
 
                      
 
        
    
 
        
         
    
                            
  
    
       
   
        
   




   




The first three terms, as well as the fifth and sixth term, have been described in 
Section 2.2, with some small differences in the notation. The fourth term, i.e. 
the dihedral term, is expressed slightly differently here (as opposed to the form 
in Eq. 5), and the parameters      ,      , and         therein represent the 
periodicity, dihedral angle, and phase shift respectively.  
The leap-frog algorithm was used to integrate Newton’s equations of motion, 
with a time step of 2 fs. Bond lengths involving hydrogen atoms were 
     
61 
 
restrained with the LINCS algorithm.
39
 Cuboid boxes were used for the system 
with PBC applied. The Nosé-Hoover thermostat was used, with the reference 
temperature set at 300 K and a time constant of 0.5 ps.
40,41
 Semi-isotropic 
coupling was applied for pressure control, where the x and y coordinates (in 
the plane of the membrane) were scaled independently from the z coordinates 
(perpendicular to the membrane), using the Parrinello-Rahman barostat.
42
 The 





Explicit solvation was adopted for these simulations, using the TIP3P model 
for water.
23
 Short-range interactions were evaluated explicitly up to a cut-off 
distance of 1.0 nm and 1.2 nm for van der Waals and Coulomb interactions, 
respectively. The shift algorithm was used for van der Waals interactions, and 
fast particle-mesh Ewald for long-range electrostatics, beyond these cut-off 
distances.
43
 As described in Section 2.2, cut-off distances are required to 
control computational costs, but it implies that there will be an abrupt 
truncation of interactions at that distance. The shift algorithm helps to address 
this issue by replacing the truncated forces with forces that are continuous 
which are more gradual, thereby reducing the errors.
37
 Particle mesh Ewald 
(PME) is an algorithm that expedites the calculation of electrostatic 
interactions.
43,44
 Electrostatic interactions are calculated by splitting the 
interactions into two categories; one that deals with short-range interactions 
which are solved through direct summation, while the other is a smooth 
periodic long-ranged function solved via Fourier methods.
44-46
  
In the first step, the solvated membrane was equilibrated in the absence of ILs. 
After the initial membrane structure generated by CHARMM-GUI was 
relaxed with energy minimization, restraints were placed on the lipids by 
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, which were subsequently 
removed in the second part. The equilibration phase consisted of an initial MD 
simulation of 1 ns in the NVT ensemble during which the temperature was 
gradually increased to 300 K. Subsequently, the membrane was equilibrated 
for 30 ns in the NPT ensemble.  
In the next step, the IL ions were added to the solvated membrane. An initial 
energy minimization was followed by a 500 ps long NVT simulation with 





. Subsequently, the restraints were removed and an additional 500 
ps long NVT simulation was performed. The entire system was then simulated 
for another 50 ns in the NPT ensemble. Lastly, an additional 40 ns NPT 
simulation was carried out with restraints applied on the z-coordinates of the 
cation ring atoms to allow equilibration of the membrane after cation insertion 





 was applied to these atoms. These restraints were necessary 
to prevent further cation insertion events. Data for analysis were averaged over 
40 ns of the last NPT run, unless stated otherwise. Only the pure E. coli 
membrane, i.e. the reference system, did not undergo the additional 40 ns NPT 
run since no cations were present in that system. In that case, the last 10 ns of 
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Chapter 4: Characterization of cation insertion 
 
Characterization of cation insertion  
4.1 Overview of cation insertion  
Cation insertion was observed in all MEC – IL systems, and the extent of 
insertion was compared across different systems. Cation insertion in this case 
refers to cations that diffuse into the bilayer, and remain inside it throughout 
the simulation. The number of cations that were transferred into the membrane 
is shown in Table 4.1.  










 Number of cations that were inserted during simulations, with the 
corresponding cation fraction in parenthesis. 
Among the five systems shown in Table 4.1, varying degrees of cation 
insertion were observed indicating differences in cation absorption affinities, 
with noticeably more insertion of OMIM occurring than of OXMIM cations. 
This observation is in line with experimental findings, where the inclusion of a 
polar group in the cation alkyl chain indeed serves to lower the toxicity and 
antimicrobial efficacy.
1,2
 Furthermore, the observed cation insertion support 
the hypothesis that cations containing long alkyl chains exhibit a stronger 
membrane affinity than those with shorter alkyl chains.
1
 Moreover, when 
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comparing the extent of insertion between ILs containing the same cation, it 
appears that those paired with lactate achieved more insertion, as compared to 
those with chloride. A possible explanation for this observed anion effect is 
discussed in Section 4.5. 
TDMIM exhibits a different behaviour as compared to the other cations during 
the simulations. Spontaneous formation of cation aggregates in water was 
observed within the first few nanoseconds of the simulations, independent of 
the identity of the anions, with a typical example shown in Figure 4.1.  
 
Figure 4.1: Cation aggregate formation observed in the simulation of TDMIM-
Lact in the membrane system. The phospholipid bilayer is shown in the centre 
with two inserted cations, while the rest of the cations form an aggregate in 
water as shown in the bottom half of the figure. (Reprinted with permission 
from Ref. 3) 
Aggregation started from only a few cations but grew rapidly. Eventually, an 
aggregate of 19 cations formed within 5 ns, with the only non-involved cation 
inserted into the bilayer. Subsequently, one more cation was transferred from 
the aggregate to the membrane. It can be seen clearly from Figure 4.1 that the 
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cation aggregate has the cation head groups pointing outwards while the 
hydrophobic tails cluster inwards and are embedded within. Aggregate 
formation can be attributed to two reasons. Firstly, the strong hydrophobic 
interactions due to the long aliphatic side chains, which have already been 
frequently observed,
4-7
 and secondly, the hydrophobic effect. The latter plays a 
pivotal role in the formation of micelles and lipid bilayers, as well as protein 
folding.
8-10
 More an entropic than an enthalpic effect, the hydrophobic effect 
causes non-polar entities to aggregate together in polar environments, so as to 
minimize disruptions to the hydrogen bonding network found amongst water 
molecules.
11,12
 This effect originates from the strong interactions among water 
molecules and the presence of a hydrophobe in the system causes water 
molecules to lose conformational entropy. As a result, hydrophobic entities 
cluster together to minimize the interface between water and hydrophobes.  
In order to avoid this aggregate formation, ion pairs in this system were only 
added gradually in several steps in subsequent simulations to keep the IL 
concentration in solution low at all times, as described in Section 3.3. Indeed, 
in these simulations all cations diffused into the membrane, which 
demonstrated the high membrane affinity of these cations. It will later be 
examined by which factors cation insertion is influenced after a discussion of 
the insertion mechanism itself. 
 
4.2 Mechanism of cation insertion  
To investigate the extent and specifics of cation insertion, several of such 
insertion events were studied in greater detail, as shown in Figure 4.2. This 
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was accomplished by determining the distance between the average value of 
the z-coordinate (in the direction normal to the membrane) across all the 
phosphorus atoms in each leaflet and the centre-of-mass (COM) of the cation 
ring (head) and cation alkyl chain terminus (tail), respectively. These distances 
were tracked over the time window in which membrane insertion occurred. 
The plots in Figure 4.2 depict the progress of the cations as they approach and 
eventually penetrate the membrane, as revealed by the decreasing distance 





Figure 4.2: Comparison of the center-of-mass distances of cation head (blue) 
and tail (red) groups from the membrane layer in z-direction during cation 
insertion events, respectively. Seven representative instances of cation 
insertion were selected and are shown in (a) to (g). A tail-first cation insertion 
mechanism with a short cation surface adsorption phase is indicated by these 
plots. (Reprinted with permission from Ref. 3) 
It was observed that before any cation insertion into or adsorption onto the 
membrane surface, the cation was oriented in a way that its alkyl tail pointed 
towards the membrane as indicated by the larger values of head – membrane 
distance as compared to tail – membrane distance. This was somewhat 
unexpected, considering that the alkyl chain should be non-polar and that the 
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membrane surface carries a net negative charge. QM calculations have shown, 
however, that although the positive charge on the cation is mainly 
concentrated around the imidazolium ring, the terminal methyl group at the 
end of the alkyl chain also bears some charges (see Figure 3.4) that could 
influence the mode of entry into the membrane. Similar results were also 
reported previously for the guanidinium family of cations.
4,13
 This results in a 
non-negligible electrostatic attraction between the cation tails and the 
negatively charged phospholipids. This interaction in combination with, most 
importantly, a reduced steric hindrance of the narrow alkyl chain relative to 
the more bulky ring, could explain the observed orientation of the tail. 
The superimposition of both curves in each plot of Figure 4.2 representing the 
distance of cation head and tail to the membrane layer, respectively, and the 
magnitude of their disparity provide an insight into the orientation of the 
cations as they enter the membrane. A large difference between the curves 
indicates that the cation is oriented perpendicular to the bilayer surface, while 
an overlapping set of curves suggests that the head and tail of the cation are 
oriented in parallel to the bilayer surface.  
The plots in Figure 4.2 indicate that cation transfer into the membrane was 
always accompanied by a sharp drop in the distance between the tail and 
centre of bilayer (red curves in Figure 4.2). During the insertion, the cation tail 
typically remained closer to the membrane, relative to the head, indicating that 
the cations remained oriented with their tail pointing towards the membrane 
centre. All plots in Figure 4.2 display a narrowing of the distance between the 
head and tail curves just before penetration occurs, which indicates that the 
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cations were flatly adsorbed onto the membrane surface. Subsequently, the 
distance between head and tail increased again, with the tail – membrane 
centre distance decreasing rapidly while the head – membrane distance 
decreased only slightly. In other words, the alkyl chain of the cation penetrated 
the polar layer of the membrane formed by the lipid head groups and entered 
the hydrophobic part of the membrane. In the final step, the cation head and 
tail displayed a further modest decrease in their respective distance relative to 
the membrane centre until a local equilibrium is reached where the head – tail 
distance remained constant. This suggests that the cations penetrated further 
into the membrane perpendicular to the membrane surface. It is remarkable to 
see that the adsorption phase with the cations oriented in parallel to the 
membrane surface lasted only a few hundred picoseconds.  
However, in Figure 4.2e, a somewhat different behaviour was observed. In this 
plot, a 2 ns period exists in which the curves for cation head and tail overlap 
before actual insertion into the bilayer. This means that some of the larger 
TDMIM cations remained adsorbed on the membrane surface for about 2 ns 
until the alkyl chain fully extended itself into the hydrophobic core of the 
membrane. The longer adsorption time can be readily explained by 
considering that a more substantial structural rearrangement of the cation and 
the membrane is required when a larger cation has to be accommodated by the 
membrane. 
The schematic in Figure 4.3 illustrates the observed cation insertion 
mechanisms. Cations approach the membrane surface tail first, before being 
adsorbed for a short time onto the membrane surface, which leads to a cation 
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orientation parallel to the surface. This step is then followed by cation 
insertion, where the cation briefly (about 200 ps) tilts at an angle relative to the 
membrane normal as it penetrates the membrane, followed by fully extending 
itself in parallel to the lipids once inside, as illustrated by steps 1, 2, 3a and 4 
in Figure 4.3. The orientation in Step 3a has been commonly observed among 
the OMIM, OXMIM and TDMIM cations. Some TDMIM cations, however, 
adopted a slightly different orientation prior to penetration, by compacting 
their long alkyl tails during insertion and fully extending them once inserted. 
This mechanism is depicted in steps 1, 2, 3b and 4 in Figure 4.3. Anions did 
not seem to impact the insertion mechanism. 
 
Figure 4.3: Schematic illustrating the observed cation insertion mechanism. 
Cations first approach the membrane with their alkyl tail positioned close to 
the surface, followed by a brief adsorption phase onto the membrane surface 
for approximately 200 ps, before tilting at an angle to achieve penetration into 
the membrane. Subsequently, depending on the length of the cation alkyl chain, 
this chain curls temporarily within the top layer of the membrane, before full 
extension once the insertion procedure is complete. (Reprinted with 
permission from Ref. 3) 
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4.3 Structural analysis of local environment around cations  
The centre-of-mass radial distribution functions (RDFs) were determined for 
several atom pairs across the various MEC – IL systems. The number of groups 
   within a distance   of a specific group   was calculated by integrating the 
corresponding RDFs:  
            
 
 
             (28) 
In Eq. 28,     is the center-of-mass RDF of     pairs, while    is the number 
density of compound  . The RDFs were integrated up to       , the position 
of the first minimum of the RDF to yield the average first coordination number 
of groups   around group  .  
The cations were categorized according to their positions during the 
simulation. Cations that diffused into the membrane and remained there are 
designated as inserted and the other cations as non-inserted. The coordination 
numbers were obtained individually for each cation according to Eq. 28, 
followed by averaging them according to whether they were inserted or non-
inserted.  
Coordination numbers of phosphorus atoms around the ring of an inserted 
cation in Table 4.2 show that within the first coordination sphere, between 1.3 
to 1.4 phospholipids can be found around the cation. This small value was 
surprising as it implies that the inserted cation binds closely to just 1 to 2 lipid 
molecules. This finding is supported by the pronounced and narrow shape of 
the peak in Figure 4.4. This indicates that the cation – lipid head distance is 
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well defined for all the systems surveyed and points to a strong cation – lipid 
interaction and strong ordering of the cations relative to the lipids.  




Inserted Cations Non-inserted Cations 
Ncat-lip Ncat-lip 
OMIM-Lact 1.36 0.08 
OMIM-Cl 1.27 0.07 
OXMIM-Lact 1.40 0.03 





 Coordination numbers were derived from the integration of COM RDFs for 
pairs of cation ring and lipid phosphates.
 
b
 All cations were inserted due to special simulation protocol for the TDMIM-
Lact system. 
 
Figure 4.4: RDF between inserted OMIM cations and phospholipids, with 
distances measured between the COMs of the imidazolium ring and the lipid 
phosphate. (Reprinted with permission from Ref. 3) 
Unsurprisingly, the cations residing outside the membrane exhibited 
coordination numbers close to zero since they remained distant from the 
membrane throughout most of the simulations. The low values indicate that 
these cations remained well solvated in the bulk phase and were not adsorbed 
onto the membrane surface. The TDMIM-Lact system achieved 100% cation 
insertion, thereby leaving no cations outside for analysis. In general, there 
were no substantial differences found across systems.  
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The water distribution around cations was also studied. Coordination numbers 
for water around cations show a marked difference between inserted and non-
inserted cations, which is expected because the non-inserted cations remained 
fully solvated by water compared to inserted cations. However, although the 
inserted cations were mostly embedded in the membrane, the cation rings were 
aligned with the polar groups of the bilayer and exposed to the solvent.  
Table 4.3: Number of water molecules coordinated to cations
a 
IL 
Inserted Cations Non-inserted Cations 
Nwat-cat Nwat-cat 
OMIM-Lact 6.93 12.42 
OMIM-Cl 7.96 12.34 
OXMIM-Lact 6.53 11.58 





 Coordination numbers were derived from the integration of COM RDFs for 
pairs of cation ring and water molecules.
 
b
 All cations were inserted due to special simulation protocol for the TDMIM-
Lact system. 
The values in Table 4.3 indicate that after penetrating the membrane, the 
cations lost only approximately half of their solvation shell, indicating that 
hydration still plays an important role for cations post insertion. Another point 
to note is that among the inserted cations, those paired with chloride exhibited 
an increased degree of solvation. This is in agreement with weaker 
phospholipid – cation interactions for these systems, which will be discussed 
in Section 4.5. A comparison of distances between cation head and bilayer 
center suggests that cations paired with lactate were inserted somewhat deeper 
into the bilayer, resulting in reduced solvation of these cations.  
No diffusion of anions into the membrane was observed in any simulation, 
even though anions regularly approached the surface due to attractive 
80 
 
interactions with positively charged head groups of the phospholipids and the 
inserted cations. 
 
4.4 Order parameters of cation alkyl chains  
An order parameter study was performed to investigate the orientation of the 
alkyl chains contained in cations. Order parameters are observables that can be 




The order parameter     is defined according to Eq. 29:  
    
 
 
        
 
 
    (29) 
For a saturated carbon chain, planes for each CH2 group are defined in a way 
that all three atoms of that group lie in one of these planes. The angle   is 
enclosed by vectors perpendicular to the planes of two consecutive CH2 
groups in the carbon chain. Figure 4.5 illustrates the abovementioned where   
is now represented by α. After averaging over all occurring orientations  , the 
parameter     can be obtained. Low values of     correspond to more 
disorder, in which all possible angles of   are found with the same probability, 
while a value of 1 represents the highest order in which all CH2 groups are 




Figure 4.5: The angle that determines     is represented by α here (as opposed 
to θ in the description above) with vector n representing the normal and Bo as 
the external magnetic field. The angle θ here indicates the orientation of the 
bilayer normal to the magnetic field Bo. A phospholipid is used as an example 
here. (Reprinted with permission from Ref. 14) 
    was determined for all cations in every system and shown in Figure 4.6. 
Individually for inserted cations,     was averaged over only those parts of the 
trajectory in which the corresponding cation remained inserted. These values 
were subsequently averaged over all inserted cations. A similar procedure was 




Figure 4.6: Comparison of deuterium order parameters       of cation alkyl 
chain carbons in (a) OMIM and OXMIM inserted into the membrane, (b) 
OMIM and OXMIM solvated in water, and (c) TDMIM inserted into the 
membrane. Carbon number 2 refers to the second carbon of the alkyl chain in 
the case of OMIM and TDMIM, and to the carbon adjacent to the carbon that 
is directly bonded to the oxygen in the case of OXMIM. The last carbon refers 
to the carbon adjacent to the terminal methyl group. (Reprinted with 
permission from Ref. 3) 
All five systems consistently showed a decreasing chain order with increasing 
distance from the imidazolium ring. The curves in Figure 4.6a for inserted 
cations also clearly displayed the same trend for ILs that shared the same 
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cations, thereby indicating that the choice of anion did not affect the 
orientation of the cation tails upon insertion. This was expected from the 
previous results, considering that anions did not pass the polar layer of the 
membrane. The order of non-inserted cation tails was generally close to zero, 
since no ordering in aqueous solution was to be expected, as shown in Figure 
4.6b. Obtained values of     for inserted cations were comparable with that of 
the phospholipids (see Section 5.3), indicating that the cations adopt a similar 
order as the lipids after insertion. This finding, combined with the preferred 
cation orientation discussed in Section 4.2 shows that inserted cations mimic 
the membrane lipids in terms of orientation and alkyl chain order.  
The representative simulation snapshots in Figure 4.7 illustrate the flexibility 
of the alkyl chain tail of various cations in the membrane post insertion. While 
a linear orientation of the alkyl chain is commonly observed across all systems, 
disorder to a certain extent was still present. It can be seen from Figure 4.7a 
and 4.7b that for shorter cation tails, as in OMIM and OXMIM, the end of the 
alkyl chain exhibits significant flexibility, as indicated by the decreasing     
values for carbons closer to the terminal methyl. On the other hand, the 
TDMIM cations remained mostly fully extended after insertion. These 
findings illustrate the results from the analysis of the order parameters that the 
TDMIM cations exhibited a larger     value, i.e. higher order, than OMIM 
and OXMIM, as shown in Figure 4.6c. This differing behaviour of cations 
consequently suggests that membrane properties are also affected differently, 




Figure 4.7: Three representative snapshots of cation insertion for the systems 
(a) OMIM-Cl, (b) OXMIM-Lact, and (c) TDMIM-Lact. While a flexible alkyl 
chain can be observed in the case of OMIM and OXMIM, the longer alkyl 
chain in TDMIM tends to be more linearly aligned on the average. (Reprinted 
with permission from Ref. 3) 
 
4.5 Analysis of mutual interactions of ions and membrane  
Average interaction strengths, as well as their electrostatic and van der Waals 
contributions were determined between cations and anions, and between 
cations and the phosphate groups of phospholipids, respectively. Cations were 
categorized according to whether they were inserted or non-inserted as before. 
Interaction energies were obtained individually for every cation and averaged 
across all cations belonging to the same category, i.e. they represent the 
average interaction energy per cation with all other anions or lipid phosphates 
in the respective simulated system. The values for interaction strengths 
between cations and anions are shown in Table 4.4. Additionally, the centre-
of-mass RDFs for pairs of anions and non-inserted cations as well as for pairs 
of membrane phosphorus atoms and anions are shown in Figures 4.8 and 4.9, 
respectively. Electrostatic and van der Waals contributions are labeled as ECoul 
and ELJ.  
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Table 4.4: Interaction strengths between cations and anions with individual 




Inserted cations Non-inserted cations 
ECoul ELJ ECoul ELJ 
OMIM-Lact -41634 -0.83 -44828 -1.068 
OMIM-Cl -32333 -0.082 -57264 -0.304 
OXMIM-Lact -33817 -0.41 -52717 -1.42 
OXMIM-Cl -32048 -0.113 -59340 -0.334 
a








Figure 4.8: RDFs between non-inserted cations and anions, with distances 
measured between the COMs of the cation imidazolium ring and the anions. 
(Reprinted with permission from Ref. 3) 
 
 
Figure 4.9: RDF between anions and phospholipids, with distances measured 
between the COMs of the anions and the lipid phosphate. (Reprinted with 




As expected, anions generally interacted more strongly with non-inserted 
cations than with inserted cations, due to the restricted solvent accessibility of 
the latter. Interactions of non-inserted cations with chloride were considerably 
stronger than with lactate. The RDFs of cation – anions pair distances in 
Figure 4.8 show a close coordination between cations and chloride as 
indicated by the strong peak at a distance of 4.2 Å. In contrast, a strong cation 
– anion coordination was not observed for lactate-containing ILs. As 
mentioned before, the strong cation – chloride coordination is a consequence 
of the strongly localized negative charge on these monoatomic ions. The 
strong coordination of chloride to OMIM and OXMIM could have been the 
underlying reason for the observed impeded cation insertion in these systems, 
because a larger cation – anion dissociation energy has to be overcome prior to 
insertion. 
After cation insertion occurred, we noticed an increased concentration of 
anions close to the membrane surface in the system that involved OMIM-Lact, 
as shown in Figure 4.9. This increased local anion concentration was indeed 
also accompanied by an increased interaction strength of inserted OMIM with 
lactate anions, compared to all other systems. The largest number of inserted 
cations was observed in the same system, which simply means that the 
increased positive membrane surface charge attracted more anions from the 
solvent. A similar trend, albeit weaker, was observed for OXMIM-Lact 
compared to OXMIM-Cl. However, such inclinations were not observed for 
OMIM-Cl compared to OXMIM-Cl. Even though substantially more insertion 
of OMIM compared to OXMIM were observed, the chloride concentration in 
systems involving OMIM did not increase at the membrane surface. Due to the 
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possibility of forming a strong cation – chloride coordination in these systems, 
it appears that chloride preferred to maintain its coordination with non-inserted 
and thereby more accessible cations. 
Average interaction strengths of inserted cations with phosphate groups of 
lipids are shown in Table 4.5. Strong electrostatic attraction between these 
inserted cations and phosphates was found, which was of comparable 
magnitude as those between non-inserted cations and anions. This means that 
cation insertion is facilitated by compensating energetically unfavourable 
cation – anion dissociation and partial cation dehydration not only by an 
obvious hydrophobic effect, in which the non-polar cation alkyl chain is 
transferred from polar water to the hydrophobic core of the membrane but also 
by electrostatic attraction between the positively charged imidazolium ring and 
negatively charged phosphate.  
Table 4.5: Interaction strengths between inserted cations and phosphate groups 
of phospholipids with individual Coulomb and Lennard-Jones contributions
a,b,c 
IL ECoul ELJ ECoul + ELJ 
OMIM-Lact -55127 -411 -59227 
OMIM-Cl -53226 -372 -56926 
OXMIM-Lact -57323 -442 -61723 
OXMIM-Cl -53021 -421 -57121 
TDMIM-Lact -59631 -431 -63931 
a
 The phospholipid head group comprised of the lipid phosphate and the 
attached solvent exposed head group. 
b




 Statistical uncertainties of the last digits are given as subscripts. 
Furthermore, a trend was found between reduced hydration of inserted cations, 
and strong cation – phosphate interactions, as shown in Table 4.3. As 
discussed previously, it was found that OXMIM is less hydrated than OMIM 
and lactate less than chloride. Also, inserted TDMIM exhibited weak 
88 
 
hydration together with the strongest interaction with the phosphates. The 
decreased hydration, i.e. reduced solvent accessibility, of the inserted cation 
together with stronger interactions with the lipid phosphates is indicative of a 
deeper insertion of the cation into the membrane. This is clearly demonstrated 
for instance in Figure 4.7, where a deeper penetration of OXMIM compared to 
OMIM is illustrated. This behaviour was caused by the negatively charged 
oxygen in the alkyl chain of OXMIM. Unfavourable interactions with the 
likewise negatively charged phosphates in its vicinity led to a repulsive force 
that pushed the cation deeper into the membrane in order to increase the 
distance between the oxygen and neighbouring phosphates. Overcoming this 
additional repulsive interaction might have caused the observed impeded 
cation insertion of OXMIM compared to OMIM. However, the repulsion 
between the oxygen on the cation and phospholipid head group is still not as 
unfavourable as having the cation in water, resulting in the occurrence of 
OXMIM insertion into the membrane.  
To conclude, this chapter describes some insights on the insertion of the IL 
cations into the membrane, gained from simulations. We compared the extent 
of cation insertion across systems, and identified the mechanism of insertion. 
In addition, RDFs were computed from which information about the local 
environment of the cations, both inserted and non-inserted, was obtained. 
Order parameters of the cation alkyl chains were also determined, and it was 




 were more 
flexible than those of TDMIM
+
 which thus increased the level of disorder in 
their corresponding membranes. Interactions between key entities such as that 
between cations and anions, cations and membrane were investigated, to 
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provide us with an understanding about the spontaneous migration of cations 
into the membrane, and how the effect of anions comes into play. In the 




















(1) Stolte, S.; Matzke, M.; Arning, J.; Böschen, A.; Pitner, W.-R.; Welz-
Biermann, U.; Jastorff, B.; Ranke, J. "Effects of Different Head Groups and 
Functionalised Side Chains on the Aquatic Toxicity of Ionic Liquids." Green 
Chem. 2007, 9, 1170–1179. 
(2) Morrissey, S.; Pegot, B.; Coleman, D.; Garcia, M. T.; Ferguson, D.; 
Quilty, B.; Gathergood, N. "Biodegradable, Non-Bactericidal Oxygen-
Functionalised Imidazolium Esters: A Step Towards ‘ reener’ Ionic  iquids " 
Green Chem. 2009, 11, 475–483. 
(3) Lim, G. S.; Zidar,      heong, D      aenic e, S   Kl hn, M. "Impact 
of Ionic Liquids in Aqueous Solution on Bacterial Plasma Membranes Studied 
with Molecular Dynamics Simulations." J. Phys. Chem. B 2014, 118, 
10444−10459  
(4) Seduraman, A.; Klähn, M.; Wu, P. "Characterization of Nano-Domains 
in Ionic Liquids with Molecular Simulations." Calphad 2009, 33, 605-613. 
(5) Bhargava, B. L.; Klein, M. L. "Molecular Dynamics Studies of Cation 
Aggregation in the Room Temperature Ionic Liquid [C10mim][Br] in 
Aqueous Solution." J. Phys. Chem. A 2009, 113, 1898–1904. 
(6) Jiang, W.; Wang, Y.; Voth, G. A. "Molecular Dynamics Simulation of 
Nanostructural Organization in Ionic Liquid/Water Mixtures." J. Phys. Chem. 
B 2007, 111, 4812-4818. 
(7) Lopes, J. N. A. C.; Pádua, A. A. H. "Nanostructural Organization in 
Ionic Liquids." J. Phys. Chem. B 2006, 110, 3330-3335. 
91 
 
(8) Schmid, R. "Recent Advances in the Description of the Structure of 
Water, the Hydrophobic Effect, and the Like-Dissolves-Like Rule." 
Monatshefte Fur Chemie 2001, 132, 1295-1326. 
(9) Tanford, C. "The Hydrophobic Effect and the Organization of Living 
Matter." Science 1978, 200, 1012-1018. 
(10) Bauer, B. A.; Patel, S. "Role of Electrostatics in Modulating 
Hydrophobic Interactions and Barriers to Hydrophobic Assembly." Journal of 
Physical Chemistry B 2010, 114, 8107-8117. 
(11) Chandler, D. "Interfaces and the Driving Force of Hydrophobic 
Assembly." Nature 2005, 437, 640-647. 
(12) Liu, S.; Gibb, B. C. "High-Definition Self-Assemblies Driven by the 
Hydrophobic Effect: Synthesis and Properties of a Supramolecular 
Nanocapsule." Chemical Communications 2008, 3709-3716. 
(13) Klähn, M.; Seduraman, A.; Wu, P. "A Force Field for Guanidinium-
Based Ionic Liquids That Utilizes the Electron Charge Distribution of the 
Actual Liquid: A Molecular Simulation Study." J. Phys. Chem. B 2008, 112, 
10989-11004. 
(14) Vermeer, L. S.; Groot, B. L. d.; Réat, V.; Milon, A.; Czaplicki, J. 
"Acyl Chain Order Parameter Profiles in Phospholipid Bilayers: Computation 
from Molecular Dynamics Simulations and Comparison with 2h Nmr 






Chapter 5: Effects of cation insertion on the membrane 
 
Effects of cation insertion on the membrane 
In this chapter, the effects of cation incorporation into the membrane are 
investigated. As a follow-up to Chapter 4 where the cation insertion process 
was characterized by looking into the mechanism, local environment and 
energetics, the effects on the membrane will be the focus here. In particular, 
several structural properties of the membrane are compared, before and after 
cation insertion, so that potential damage to the membrane can be assessed. 
Properties that are studied include the membrane surface density, thickness, 
roughness, order within the MEC – IL system, and the orientations of the 
phospholipid tails. These observations will be discussed over the next few 
sections.  
 
5.1 Changes in membrane surface density and thickness   
The surface area of the membrane was evaluated before and after cation 
insertion to determine the extent of intrusion. The surface area of the 
membrane was then divided by the number of molecules in each leaflet. 
Molecules here refer to the total number of phospholipids and inserted cations 
present in the leaflet after completion of the unrestrained simulations.  
A decrease in the surface area per molecule Amol-surf was observed in all 
systems, as compared to the E. coli membrane without ILs (i.e. reference 
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model), with the exception of the OXMIM-Cl system. The results are 
presented in Table 5.1.  
Table 5.1: Surface area per molecule, total surface area, thickness and 


















OMIM-Lact 0.5402 25.41 3.974 0.1894 
OMIM-Cl 0.5401 24.326 4.077 0.192 
OXMIM-Lact 0.5402 24.31 4.107 0.201 
OXMIM-Cl 0.5609 23.94 4.12 0.191 
TDMIM-Lact 0.5302 22.827 4.294 0.181 
Pure E. coli 0.5608 22.43 4.31 0.1908 
a
 Membrane thickness was obtained from the difference between the average 
z-coordinate of phosphorus atoms in the two leaflets. 
b
 Membrane roughness was determined using Eq. 30 and subsequent averaging 
of values for the two leaflets. 
The surface area per molecule Amol-surf is a measure of how tightly packed the 
molecules are in the membrane. The value depends on several factors, such as 
the interaction strength between neighbouring molecules in a leaflet, hydration 
of the membrane surface, thickness of the bilayer and size of inserted cations. 
Amol-surf revealed a tendency to decrease upon cation insertion because more 
entities are now incorporated within the leaflet, thus the space occupied per 
molecule is consequently reduced. The IL cations contain only one alkyl chain 
and thus displace fewer lipids compared to the insertion of an additional lipid. 
This effect was particularly pronounced in the case of TDMIM insertion. The 
TDMIM cations were aligned in parallel to the phospholipids with a reduced 
tendency to curl as indicated by larger order parameters as shown in Figure 
4.6c and also illustrated in Figure 4.7c. However, OMIM and OXMIM cations 
demonstrated an inclination to slant and curl, which led to an occupation of a 
larger amount of space within the membrane. This in turn caused an increase 
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in surface area and a larger area per molecule compared to TDMIM, as shown 
in Figures 4.6a and 4.6b.   
The thickness of the membrane was obtained by measuring the distance 
between the average z-coordinate of the phosphorus atoms in each leaflet. In 
X-ray diffraction experiments, the membrane thickness can be measured as the 
distance between the two maxima of the electron density profile, which 
correspond to the average positions of the electron rich phosphates.
1
  
All systems showed a reduction in membrane thickness d by 0.2 - 0.3 nm as 
compared to the membrane without IL, except for the case of TDMIM-Lact, as 
shown in Table 5.1. When cations with shorter alkyl chains, i.e. OMIM and 
OXMIM, were inserted into the membrane, local voids were formed within the 
hydrophobic core of the bilayer. This was caused by the cation tails that are 
shorter than the fatty acids of the phospholipids, which in turn enables the long 
tails of neighbouring phospholipids to curl and bend into these generated voids. 
This effectively reduced the average expansion of the lipids in the direction 
perpendicular to the membrane surface, thus reducing the membrane thickness. 
In the case of TDMIM-Lact, the TDMIM cation contained a 14-carbon long 
alkyl chain, which is of comparable length as the phospholipid fatty acids. As 
a result, upon insertion into the membrane, less empty space was created 
between the lipids as compared to OMIM and OXMIM insertion, resulting in a 
thickness that was close to the IL-free reference membrane.  
Roughness of the membrane surface rm, was determined by calculating the 
average deviation of the z-coordinates of phosphorus atoms in each leaflet of 
the bilayer from the membrane surface, as given by Eq. 30:   
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            (30) 
The average z-coordinate of all phosphorus atoms in one leaflet is designated 
as   , while    denotes the z-coordinate of each individual phosphorus atom. 
The number of phospholipids in a leaflet is represented by  . Values were 
averaged over the length of the trajectory. The roughness provides some 
information about the arrangement of the phospholipids and whether the 
membrane surface is smooth or disordered. 
From the results listed in Table 5.1, no statistically significant changes in 
roughness could be observed after cation insertion. Only in the case of 
TDMIM, the roughness value was slightly reduced, suggesting an ordering 
effect on phospholipids induced by TDMIM. On the whole, cation insertion 
did not seem to substantially alter the membrane surface. The influence of 
cation insertion on the hydrophobic membrane core will be examined further 
in subsequent sections. 
 
5.2 Membrane electron density profiles  
The density profiles shown in Figure 5.1 represent the electron density in the 
direction perpendicular to the membrane surface. The bilayer was divided into 
100 equally sized slabs in the z direction.
2,3
 The electron density for each slab 
was then obtained by summing the number of electrons within that slab and 
subsequent averaging over all structures. Electrons here refer to the proton 
number of the elements found in each slab. Such density profiles can provide 
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information regarding membrane order, thickness and overall distribution of 
the membrane components. 
 
Figure 5.1: Membrane electron density profiles in the direction perpendicular 
to the cell membrane, z, of various systems superimposed with the unperturbed 
membrane model of E. coli. The centre of the membrane is located at z = 0. 
(Reprinted with permission from Ref. 4)  
Density profiles of the membranes that contained lactate were superimposed 
on that of the IL-free membrane. The two distinct peaks in each curve 
correspond to the positions of the phosphate layers that delimit the 
hydrophobic part of the membrane. The distance between these peaks defines 
the membrane thickness. The peak widths correspond to the roughness of the 
membrane surface. Figure 5.1 shows that the electron density for the IL-free 
reference membrane (labelled E. coli) is larger than for all other systems, 
except at the innermost region of the bilayer at z = 0 nm. These differences, 
however, are less pronounced for the TDMIM-Lact system. The reduced 
densities observed around z = ±1 nm for all MEC – IL systems as compared to 
the IL-free membrane can be attributed to voids that were generated upon 
cation insertion, as discussed in the previous section. This led to an increase in 
lipid disorder, which will be elaborated in the next section. Electron densities 
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in the bilayer – water interface were also found to be smaller compared to the 
IL-free membrane. In contrast to phospholipids that expose head groups to the 
solvent, inserted cations did not extend far into the solvent, which caused the 
disappearance of the peak shoulder in the direction of the solvent. Lastly, 
within the innermost regions of the bilayer, most systems displayed a slightly 
larger electron density than the IL-free membrane. This can be attributed to the 
thinning of these membranes after cation insertion, whereby both leaflets 
approached each other, as discussed previously. This phenomenon whereby 
the distance between leaflets is narrowed resulted in a higher density at the 
centre of the bilayer.  
Qualitatively similar curves were also obtained for systems containing 
chloride, but are not shown in this thesis because the effects were less 
pronounced as a consequence of the smaller number of cation insertion.  
 
5.3 Order parameters of phospholipid fatty acids 
The chain order parameters according to Eq. 29 were determined for the fatty 
acids contained in phospholipids, in order to examine the effects of cation 
insertion on phospholipid behaviour. The E. coli membrane model comprises 
of three different phospholipids. For this analysis, however, only the most 
prevalent POPE phospholipid was chosen. Each phospholipid contains an 
oleoyl and a palmitoyl tail, and their respective order parameters are shown in 




Figure 5.2: Deuterium order parameters     of (a) oleoyl and (b) palmitoyl 
fatty acids in the lipid POPE for the various MEC – IL systems as well as for 
the unperturbed E. coli. Lipids in the OMIM-Lact, OXMIM-Lact and 
TDMIM-Lact systems are represented by red filled circles, green filled squares 
and blue filled diamonds, respectively. Lipids in OMIM-Cl and OXMIM-Cl 
are labeled with red empty circles and green empty squares, respectively. 
Lipids in the unperturbed E. coli membrane model are represented with a cross. 
Carbon 1 represents the carbon closest to the polar head group and the last 
carbon refers to the carbon adjacent to the terminal methyl group. (Reprinted 
with permission from Ref. 4) 
Ordering of both fatty acids exhibited distinct characteristics, which were 
qualitatively similar in all systems. For instance, oleoyl showed increased 
order between the carbons C9 and C10, in contrast to palmitoyl. This section 
of the oleoyl chain corresponds to atoms in the vicinity of the cis double bond. 
As expected, a general tendency of increasing disorder closer to the termini of 
the fatty acids was observed. Overall, the order characteristics are typical for 





From Figure 5.2 it can be deduced that cation insertion caused a disordering of 
the phospholipid side chains relative to those in the IL-free membrane. OMIM 
and OXMIM systems involved cations which were more slanted and bent 
within the bilayer due to their limited alkyl chain length, as illustrated in 
Figures 4.7a and 4.7b. Moreover, the results presented in Figure 5.2 
demonstrate that cation insertion into the bilayer that contained OMIM-Lact 
induced the largest disordering effect with respect to the IL-free membrane. 
The highest number of cation insertion was also observed in this system. In 
contrast, the membrane system that contained TDMIM-Lact, displayed an 
increased ordering of the phospholipids. TDMIM alkyl chains are of similar 
length as the fatty acids of the phospholipids, as illustrated in Figure 4.7c, and 
their insertion therefore causes only minimal perturbation of the membrane. 
The lipid order parameters for the TDMIM-Lact system were studied in 
greater detail. The POPE lipids were assigned to two different groups, where 
one group contained all lipids within 0.5 nm of the inserted cation and the 
second group all others. The aim was to see whether there is a relationship 
between phospholipid order and its proximity to the inserted cation. The 
results are shown in Figure 5.3. It was found that phospholipids located within 
0.5 nm of inserted cations were indeed more ordered than those that were not 
within the immediate environment of an inserted cation. Overall, the results 
indicate that cations with long alkyl chains appear to mimic the behaviour of 
lipid molecules, a phenomenon that has also been observed in experiments.
7,8
 
This induced ordering effect, however, decays as the distance between 
phospholipid and inserted cation increased. This means that the average 
ordering effect observed before due to TDMIM insertion is a consequence of 
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local lipid ordering but not due to an overall ordering of the entire membrane. 
The order parameter analysis was repeated for POPG, where the same results 
were obtained. 
 
Figure 5.3: Deuterium order parameters       of (a) oleoyl and (b) palmitoyl 
fatty acids in the lipid POPE for the TDMIM-Lact containing system, for 
lipids within 0.5 nm of inserted TDMIM cations (filled diamonds) and all 
other lipids (empty diamonds), respectively. Carbon 1 represents the carbon 
closest to the polar head group and the last carbon refers to the carbon adjacent 
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Chapter 6: Free energy studies of ILs in membrane 
 
Free energy studies of ILs in membrane 
6.1 Overview 
This chapter utilizes a slightly different type of MD simulation so as to obtain 
free energy changes. One of our objectives in this study is to investigate the 
prolonged effects of cations residing in the membrane. However, arising from 
the limited timescales of all-atomistic simulations, it is beyond our current 
capability that longer simulations, such as those on the order of microseconds, 
can be run. Thus, in order to gain insights into such phenomena, free energy 
simulations were performed. Free energy properties are also usually associated 
with equilibrium properties. For instance, the free energy of transfer allows us 
to obtain partition coefficients, while the activation energy barrier gives us 
information about reaction kinetics, i.e. how fast reactions occur. This 
demonstrates that without having to simulate until full equilibrium is reached, 
information about equilibrium conditions can already be obtained with free 
energy changes. Free energy simulations have been widely applied in 
biological and chemical systems, such as those found in references 1 to 5.  
COM pulling, in conjunction with umbrella sampling, was used to obtain the 
free energy differences when, for instance OMIM
+
 is moved from the solvent 
to the bilayer. Other scenarios include separating two inserted cations within 
the same leaflet, one restricting it to a lateral separation within a leaflet, while 
the other involves pulling one of the cations into the solvent layer.  
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In this chapter, the long term effects of cation (OMIM
+
) insertion on the 
membrane, through assessment of the changes in structural properties after an 
extended MD simulation will also be discussed. This allows us to gain an 
improved understanding of the antimicrobial properties possessed by ILs. The 
optimal cation-cation distance obtained from the abovementioned free energy 
simulation of lateral cation separation was used for this calculation. The usage 
of terms such as “prolonged” and “long term” in this context does not refer to 
long durations per se such as those on the order of hours, days or years, but 
one that is longer in a relative sense than typical all-atomistic simulations. 
Cation aggregation within the bilayer was also examined. It appears that 
within the membrane, cations possess a propensity of staying near one another, 
and such cation aggregation could lead to detrimental effects such as 
membrane rupture or development of holes. Permeability changes in the 
membrane succeeding cation incorporation were also evaluated through a 
comparison of the permeability coefficients of the unperturbed bilayer, with 
the cation-bearing membrane. For this, ammonia was used as a probe to 
represent small polar solutes, where it was pulled through the entire bilayer 
along the direction of the normal in both the pure and cation-bearing 
membrane, to see if significant changes to the permeability of the membrane 
can be detected. If the membrane permeability is greatly compromised, it 
would be indicative of the extent of damage inflicted by the cations after their 
prolonged presence in the membrane.  
This chapter will be organized as follows. First, the membrane model adopted 
in this chapter will be described, followed by the details and specifications of 
the various free energy calculations conducted. Following which, the results 
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for each of the simulations will be discussed before moving on to the 
specifications of the prolonged MD simulations. Subsequently, structural 
changes to the membrane are compared and analysed. Lastly, permeability 
changes in the membrane will be discussed followed by a brief summary for 
the chapter.  
 
6.2 Membrane model  
The membrane model used in this section of the work (Chapter 6) is slightly 
different from the one in Chapters 3 to 5. Although the membrane used here is 
still modelled after E. coli, adjustments have been made to the phospholipid 
composition. In order to minimize the influence of the inhomogeneity of the 
bilayer on the free energy of pulling a cation into the membrane, one of the 
phospholipids, i.e. phosphatic acid (PA), has been omitted in this model. 
Although every type of phospholipid has a role to play, the decision to replace 
PA with PG is supported by the following two reasons. Firstly, PA is not 
present in large amounts (5%). Secondly, replacing PA with PG, another 
anionic phospholipid, would not affect the overall charge of the membrane 
surface. This replacement renders a membrane model that is still reminiscent 
of E. coli, while maintaining the same overall charge, but with increased 
homogeneity. An increased membrane homogeneity facilitates achieving 
sufficient structural sampling in free energy simulations of the membrane 
model, which is important in obtaining accurate free energy changes. Two 
types of phospholipid were thus incorporated into the bilayer model: 1-
palmitoyl-2-oleoyl-sn-glycero-3-phosphoethanolamine (POPE), and 1-
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palmitoyl-2-oleoyl-sn-glycero-3-phosphoglycerol (POPG), with the 
composition shown in Table 6.1.  







Number of phospholipids per leaflet. 
Similar to the procedure in Chapter 3.1, the CHARMM-GUI membrane 
builder
6-9
 was used to generate the initial structure of this new lipid bilayer, 
henceforth referred to as MEC’  According to the specified phospholipid 
composition and bilayer dimensions, a solvated lipid bilayer is generated, 
resulting in a structure that is ready for equilibration. Similar dimensions were 
specified for this membrane. The CHARMM36 force field
10
 was utilized for 
the phospholipids and since they have been well verified,
11-14
 no additional 
validation was required. Electroneutrality was maintained by incorporating the 
required number of sodium ions into the system.  
 
6.3 Umbrella sampling simulations 
Free energy simulations are conducted so that a better understanding of the 
driving force for the spontaneous insertion of cations into the bilayer could be 
obtained. In addition, we wanted to evaluate the strength of the affinity 
between cations within the membrane and if they are more prone to 
aggregation or whether mutual cation repulsion would result in evenly 
distributed cations. If aggregation is preferred, it could lead to locally 
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increased cation concentrations that concertedly inflict more damage on the 
membrane.  
By conducting a simulation whereby one cation is pulled from the solvent into 
the membrane, the free energy of transfer can be obtained. Accordingly, the 
partition coefficient can also be determined, which provides us with 
information about the concentration of cations partitioned between the 
membrane and water at equilibrium.  
In addition, we also want to investigate the free energy change as a function of 
cation-cation distance in the membrane, to determine if there is only cation-
cation repulsion in which they favour being placed far apart or whether some 
cation-cation attraction exists and they prefer to be placed closer together. 
However, a direct simulation of this cannot give us the entire free energy 
profile because the maximum reaction coordinate is limited owing to size 
limitations of our membrane model. The periodic boundary conditions 
enforced limits on the maximum achievable distance between two cations, in 
addition to the dominant long-range electrostatic interactions. Therefore, in 
order to circumvent this, we have utilized the thermodynamic cycle, illustrated 
in Figure 6.1, to obtain a value for the association free energy of two cations 
placed inside the membrane at infinite separation. The basis of a 
thermodynamic cycle is that since free energy is a state function, as long as the 






Figure 6.1: A simplistic illustration of the thermodynamic cycle involving the 
separation of two adjacent cations within a leaflet to extreme ends in the xy-
plane. Not drawn to scale. 
G1 represents the change in free energy for the separation of two cations 
placed within the membrane by moving one of the cations from the membrane 
into the solvent. G2 describes the process whereby a cation in the bulk 
solvent moves farther away from the inserted cation, until infinite separation is 
attained. G3 represents the free energy change involved when a cation moves 
from the solvent back into the membrane but at infinite distance from the other 
cation found within the membrane. Summation of G1, G2 and G3 gives 
G0, which is the free energy required to separate two initially adjacent 
cations within the same leaflet of the bilayer until infinite separation is reached. 
In this case, G2 can be considered negligible since no energy is required for it 
to move around freely in the solvent and drift further away from the membrane. 
However, to obtain G1 and G3, separate free energy simulations were 
performed. In addition, a simulation whereby two adjacent cations placed in 
the same leaflet of the bilayer were pulled laterally as far as the system 
allowed, while keeping to the periodic boundary conditions, was carried out. 
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In other words, this is a direct simulation of G0 except that pulling cannot be 
carried out until infinite separation of the two cations because of size 
limitations of the system. This would thus be called G0’  This can be 
regarded as an approximation of G0 and will be compared against the actual 
value of G0 derived from the thermodynamic cycle. Details of these three 
different simulations are given in the following subsections. 
Umbrella sampling and the weighted histogram analysis method (WHAM) 
were used to determine the free energy change for cations in the 
abovementioned scenarios. In these simulations, harmonic restraints were 
applied on OMIM
+
, to prevent its deviation from the stipulated ξ value at 
every window, and each simulation lasted for 10 ns. As discussed in Section 
2 4, ξ represents the reaction coordinate, which is defined as the z-axis of the 
system, i.e. along the direction of the membrane normal, throughout this study 
unless otherwise stated. Subsequently, WHAM
16
 was utilized to obtain the 
potential of mean force. Statistical errors were estimated using the Bootstrap 
method.
16
 This protocol is adopted unless otherwise stated. 
 
6.3.1 Specifications of free energy calculations  
6.3.1.1 Determination of the partition coefficient for cations in the 
solvated membrane  
The partition coefficient can be obtained by conducting a pulling simulation of 
a cation from water into the membrane. Starting from an equilibrated solvated 
bilayer, an OMIM
+
 was placed in the solvent, where it was entirely surrounded 
by water. Close contacts were removed and the system was equilibrated for 1 
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ns using standard protocol as described in Section 3.4 before COM pulling 
commenced. The first and last configuration of this pulling simulation is 
shown in Figure 6.2.  
 
Figure 6.2: The first (a) and last (b) snapshot of the pulling trajectory where 
one OMIM
+
 was pulled from the solvent into the membrane.  
OMIM
+
 was pulled into the membrane over 4 ns, covering a z-distance of 4.0 




. The distance was 
measured between the COMs of the cation and the membrane, and a pulling 




 was applied. A total of 22 structures were 
extracted along the pulling trajectory, at uneven intervals, covering the whole 
range of relevant ξ values  Thereafter, using these selected structures as 
starting points, umbrella sampling simulations were independently performed 






6.3.1.2 Separation of two cations within the membrane 
In order to obtain G0’, a free energy simulation was carried out that involved 
the lateral separation of two initially adjacent cations placed in the same leaflet 
of the bilayer till the limit, i.e. half the box size, was reached. Although the 
true value of G0 cannot be directly determined due to size limitations of the 
membrane model, this simulation was still performed to provide us with an 
estimate. In addition, the distance at which two cations placed in the same 
leaflet of the membrane possess the lowest energy, i.e. the optimum distance, 
can also be determined from the resulting free energy profile.  
Two cations were placed within the same leaflet of the bilayer, spaced 0.96 nm 
apart in the xy-plane. The standard protocol as described in Section 3.4 was 
adopted to ensure the system was well-equilibrated before pulling was 
performed. In this pulling simulation, the reaction coordinate is defined as the 
COM distance between the two inserted cations projected onto the xy-plane, . 
COM pulling was carried out, where the cations were slowly pulled farther 
apart, until the limit, i.e. half the box length so as to avoid cation self-
interactions due to PBC restrictions, was reached. Three anchor points were 
used in this pulling simulation; one at the imidazolium ring, and two along the 
alkyl chain, namely the centre and terminal carbon. Anchor points are 
designated atoms or groups of atoms at which the harmonic potential is 
applied. Three anchor points were used here to ensure that the cation-cation 
distance gradually increased without artificially changing the cation 
orientations relative to one another while being pulled within the membrane. A 











 applied, covering a total distance of 1.12 nm in the x-axis. Pulling 
was performed particularly slowly here because transversing the leaflet 
requires more time for adjustments. The other inserted cation was used as the 
reference group, which remained fixed throughout the simulation where the 
distance pulled is defined with respect to it. A total of 12 structures were 
selected from the pulling trajectory, at uneven intervals, spanning the range of 
relevant  values. The first and last configuration of the pulling simulation is 
shown in Figure 6.3. 
 
Figure 6.3: The first (a) and last (b) snapshot of the pulling trajectory for the 
separation of two cations within the membrane.  
 
6.3.1.3 Separation of two cations beyond the membrane 
In order to obtain G1, a free energy simulation involving two cations placed 
within the same leaflet of the bilayer was conducted. In this simulation, one of 
the cations was pulled out of the membrane into the solvent, while the other 
cation remained inside. The cation was pulled with a force in the direction of 
the membrane normal. This was again achieved through the use of a harmonic 
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potential whose minimum was gradually displaced from the ξ value at the 
starting configuration, to a value that corresponds to the separation of the 
cation from the membrane where it becomes located in the bulk solvent. This 
thus leaves negligible interactions between the two cations. The first and last 
configuration in the pulling trajectory is depicted in Figure 6.4 below.  
 
Figure 6.4: The first (a) and last (b) snapshot of the pulling trajectory where 
the cations were initially placed at their optimum distance apart.  
There were three variants for this simulation, where the initial cation-cation 
distances differed. The first simulation had the initial cation-cation distance at 
its optimum value, i.e. the distance obtained from the free energy profile in 
Section 6.3.1.2, while the second and third simulation started with a closer and 
a farther cation-cation distance than the optimum respectively. In all of these 
three pulling simulations, the reference group was the cation that remained in 













 was applied in all 
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simulations. Structures were then extracted from the pulling trajectory, with 
two of the simulations using 18 structures, and another using 17 structures. 
 
6.3.1.4 Pulling of one OMIM
+
 from solvent to membrane 
In order to obtain G3, a free energy simulation involving the transfer of 
OMIM
+
 from the solvent to the membrane was performed. At infinite distance 
from another cation residing in the membrane, it would be analogous to having 
just a single cation in the system since the two cations will not interact with 
each other. This simulation is thus identical to that conducted for the 
determination of the partition coefficient in Section 6.3.1.1, and need not be 
elaborated further.  
 
6.4 Determination of the partition coefficient  
This free energy simulation involved the pulling of one OMIM
+
 from the 
solvent into the membrane. A free energy of - 9.6 ± 1.3 kJ/mol was obtained 
using Eq. 23, and seen from the free energy profile in Figure 6.5a. This value 
indicates that there is an energy incentive for the cation to move into the 
membrane rather than remain in the solvent where the hydrophobic alkyl tails 
are exposed to water. When inserted into the membrane, hydrophobic 
interactions between the alkyl chain of the cation and long tails of the 
phospholipids, as well as the mutually attractive electrostatic interactions 
between their respective head groups are maximized (see Figure 6.5b). These 
favourable interactions thus provide the driving force for cation insertion into 
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the membrane. In addition, the hydrophobic effect also contributes to the 
migration of cations into the membrane. With cations inserted into the 
membrane, water molecules get to aggregate and maximize their hydrogen 
bonding network. This preference for cation insertion corroborates previous 





Figure 6.5: a) Free energy profile for the transfer of OMIM
+
 from solvent into 
the membrane. The OMIM
+
 position in the solvent and in the membrane at the 
free energy minimum are shown in the insets respectively. b) A close-up 
snapshot of the coordination between the inserted cation with the neighbouring 
phospholipids at the free energy minimum. The phospholipids are shown in 
the licorice representation while the inserted OMIM
+
 is represented as van der 
Waals spheres. Water molecules in the vicinity are shown in the CPK 
representation. Hydrogens on the phospholipids were omitted for clarity. 
Colour code: hydrogen = white, carbon = turquoise, nitrogen = blue, oxygen = 
red and phosphorus = brown. 
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From the free energy of transfer, the partition coefficient      was determined 
using the relationship given in Eq. 22, which translates to a ratio of the 
concentration of cations found in the membrane and water at equilibrium 
                
             
.      is thus calculated to be 47, indicating that at equilibrium, 
when OMIM
+
 is placed in a solvated membrane system, the cations are 
approximately 47 times more likely to be found in the membrane than in water.  
 
6.5 Evaluation of the free energy changes obtained for the derivation 
ofG0 
6.5.1 Separation of two cations within the membrane 
Although a lateral separation of adjacent cations placed in the same leaflet of 
the bilayer cannot be achieved completely due to PBC restrictions, pulling was 
still performed to the limits of our setup. The free energy profile is shown in 
Figure 6.6 andG0’ was obtained as 10.1 ± 0.9 kJ/mol.  
 
Figure 6.6: Free energy profile for the lateral separation of two cations within 
the same leaflet of the bilayer. The OMIM
+
 positions in the membrane at the 
free energy minimum and when separated are shown in the insets respectively.  
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The free energy profile in Figure 6.6 also revealed the optimum distance 
between cations residing in the same leaflet of the membrane. The free energy 
of the system is minimized when the cations are spaced 1.30 nm apart, and the 
repulsive forces are kept at bay. This optimum distance was also used to build 
the MEC’ – IL setup which will be discussed in Section 6.6.  
 
6.5.2 Separation of two cations beyond the membrane 
Free energy simulations for the separation of two adjacent cations (placed 
within the same leaflet) beyond the membrane were carried out to determine 
G1. In addition, variation of the initial cation-cation distance while keeping 
everything else constant yielded three different values of G1. Two of the 
other G1 were included in this study to investigate the dependence of the 
initial cation-cation distance on the free energy required to separate them. The 
calculations demonstrate that there is an energy incentive for the cations to 
stay suitably close to one another. The resulting free energy profiles are shown 
in Figure 6.7 while Table 6.2 shows the different initial cation-cation distance 





Figure 6.7: Free energy profiles for the migration of one OMIM
+
 from 
membrane to solvent while a second OMIM
+
 remained in the membrane. 
Three systems were included which differed in their initial cation-cation 
distance; two cations placed closer than the optimum distance (in red), placed 
at their optimum distance apart (in black), and where the cations were placed 
farther than the optimum distance (in green). 
Table 6.2: Initial cation-cation distance, with their respective G1 values for 










1.50 6.5 (1.2) 
a
 Error estimates for the three values are given in parenthesis.  
b
 15.5 kJ/mol is the value used to calculate G0 in the thermodynamic cycle 
illustrated in Figure 6.1.   
The lowest G1 was found for the system where the cations were initially 
placed farthest apart, followed by the one where the cations were closest to 
one another. The highest G1 was obtained for the system where the cations 
were placed approximately at their optimum distance apart. It is easy to 
rationalize why the cations initially placed farthest apart had the lowest G1; 
there were only weak cation-cation interactions or even repulsive interactions 
between them at that distance. However, when the cations were too close to 
one another, the repulsive forces overrode the overall attractive forces, 
resulting in a lower G1 than the one placed at the optimum distance. They 
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prefer to be separated, leading to a weaker G1. Placed at 1.25 nm apart, it is 
closest to the optimum distance found in Section 6.5.1, i.e. 1.30 nm, amongst 
the three, and the high G1 indicates that there must be some considerable 
interaction between the cations as additional energy is required to separate 
them when one of the cations is pulled out from the membrane.  
This demonstrates a propensity for cations to aggregate, as there appears to be 
a preference for neighbouring cations to stay suitably close together when 
placed within a membrane. However, due to the positive charges on the 
imidazolium head groups, some distance between them is essential to cushion 
the repulsion. In this aspect, having phospholipids between them is ideal as 
they can serve as a buffer, in addition to the fact that they contain a phosphate 
head group which is negatively charged. This results in a cation-phosphate-
cation type of coordination as depicted in Figure 6.8.  
 
Figure 6.8: A representative snapshot of the cation-phosphate-cation 
coordination of two OMIM
+
 with neighbouring phospholipids. The 
neighbouring phospholipids are coloured in different shades of purple and 
grey with their phosphate groups highlighted in red. The cations and the rest of 
the system bear the standard colour code. Phospholipids that obscure the 
coordination in emphasis were omitted for clarity. Colour code: hydrogen = 





 from solvent to membrane 
Results from this simulation have been discussed earlier in Section 6.4 for the 
determination of the partition coefficient, where a free energy difference of - 
9.6 kJ/mol was obtained. This value also corresponds toG3 in the 
thermodynamic cycle. 
 
6.5.4 Analysis of G0 derived from the thermodynamic cycle  
Through the summation of G1, G2 and G3 as shown in the thermodynamic 
cycle in Figure 6.1, G0 was obtained as 5.9 kJ/mol. A difference of 4.2 
kJ/mol was observed betweenG0 andG0’  G0 calculated from the 
thermodynamic cycle involved two cations which are placed infinitely far 
away from the other within the membrane. However, in the determination of 
G0’, the cations are spaced 2.2 nm apart. This additional 4.2 kJ/mol can be 
attributed to overcoming cation-cation repulsions, which are more strongly 
experienced at 2.2 nm. At infinite cation-cation distances, no cation-cation 
repulsion is present, and at distances closer than 2.2 nm, the repulsive forces 
are overcompensated by favourable cation-phosphate-cation coordination. 
Other G0 values obtained via the thermodynamic cycle for variants of the 
initial cation-cation distances yielded 3.9 kJ/mol and -3.1 kJ/mol. The former 
belongs to the cation-cation distance at 0.94 nm (closer than the optimum), 
while the latter was for the cation-cation distance at 1.50 nm (farther than the 
optimum). Both of theseG0 values turned out smaller than theG0 obtained 
for the setup where the cation-cation distance was at its optimum (5.9 kJ/mol), 
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indicating that indeed there exists an energy minimum where the cations 
maximize their attraction through a cation-phosphate-cation type of 
coordination which required that they lie about 1.25 nm apart from each other.  
In summary, when two cations are placed at their optimum distance apart, a 
free energy barrier of 10.1 kJ/mol has to be overcome in order for dissociation 
to occur before they can diffuse farther away from each other. Conversely, 
when two cations are infinitely far away from the other, they need to first 
overcome a free energy barrier of 4.2 kJ/mol as they approach one another due 
to cation-cation repulsions before a favourable cation-phosphate-cation 
configuration can be attained. 
These simulations demonstrate that cations, when residing in the membrane, 
prefer to transverse within the same leaflet, rather than to move out of the 
membrane, where the amphiphilic cations would have their alkyl chains 
exposed to the solvent. The cations are highly dynamic, and even when 
restraints were enforced in the z-axis, they were still seen to be mobile, 
moving within the leaflet in the xy-plane throughout the simulation. However, 
the cation-phosphate-cation type of association enabled by the involvement of 
phospholipids that bear negatively charged phosphate groups provide 
motivation for the cations to stay close by in the membrane, leading to the 
possibility of aggregation if the cation concentration becomes sufficiently high, 





6.6 Specifications of the prolonged MD simulation of the MEC’ – IL system 
From the lateral separation of two cations within the membrane performed in 
Section 6.3.1.2, the optimum distance between cations residing in the same 
leaflet of the membrane was determined. While the direct cation-cation pulling 
simulation in the xy-plane could not give us the actual G0, the resulting free 
energy profile displayed the strength of the affinity between two cations and 
their preferred distance when placed within the same leaflet of the membrane. 
A membrane – IL system was thus generated containing cations that were 
evenly distributed in the membrane layer with mutual distances according to 
the optimal distance obtained from the free energy profile in Figure 6.6. The 
cations were initially placed such that they bore the optimum distance apart. 
However, where they overlapped with the placement of the phospholipids, 
their coordinates would adjust, or in extreme cases they were removed if no 
suitable alternative placement could be found. Since cations spontaneously 
enter the membrane via the extracellular-facing leaflet, it is typical to have 
many cations accumulated in a single leaflet. Eventually, ten OMIM
+
 were 
arranged in one leaflet of the bilayer where the cations were spaced at their 
optimum distance apart as far as possible and a corresponding number of 
lactates were randomly placed in the solvent. The opposing leaflet remained 





Figure 6.9: Initial cation distribution of the MEC’ – IL system viewed along the 
membrane normal. Cations are represented as van der Waals spheres while the 
phospholipids are shown in a line representation. Colour code: hydrogen = 
white, carbon = turquoise, nitrogen = blue and oxygen = red. 
After incorporation of ILs into the system, a protocol as described in Section 
3.4 was carried out, except that a total of 300 ns simulation was performed in 
the NPT ensemble and the cations were weakly restrained in the z-axis. 
Restraints were placed to prevent substantial movements in and out of the 





 was applied to the cations in the z-axis, to prevent them from going 
in and out of the membrane, but they were still free to move in the xy-plane. 
Without these restraints, the cations would move freely, at times exiting the 
leaflet to enter the solvent before re-entering the membrane via the other 
leaflet. This is a simulation artifact as a result of periodic boundary conditions, 
thus restraints on the cations were applied in the z-axis in order to circumvent 
this. In addition, applying these restraints allowed the membrane to equilibrate 
thereby enabling a more accurate and representative state when the structural 
properties are assessed. The last 100 ns of the simulation were used for data 
analysis for the MEC’ – IL system aka cation-bearing membrane. The reference 
system, i.e. the pure or unperturbed membrane, on the other hand, underwent a 
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100 ns NPT simulation because equilibration was observed earlier for this 
system. Specifications as described in Section 3.4 were adopted and data from 
the last 50 ns was used for subsequent analysis. 
 
6.7 Effects on the membrane: comparison of structural properties after 
prolonged cation infiltration 
After 300 ns of MD simulation conducted in the NPT ensemble, where the 
membrane contained cations initially placed at their optimum distance apart, 
various structural properties of the membrane were determined, and compared 
against those of the reference membrane, i.e. the solvated membrane without 
any cations. Properties that were measured and compared are: membrane 
thickness, roughness, surface area, electron density profiles and lipid order 
parameters. Each of these will be covered in the following subsections.  
 
6.7.1 Changes in membrane thickness, roughness and area  
The membrane thickness d has been defined in Section 5.1, and was evaluated 
for both the pure and cation-bearing membranes. The results are shown in 
Table 6.3.  
Table 6.3: Thickness, roughness, surface area per molecule, and total surface 

















MEC’ – IL  4.11 0.2065 0.5303 24.01 
Pure membrane  4.319 0.1927 0.5608 22.01 
a
 Membrane thickness was obtained from the difference between the average 
z-coordinate of phosphorus atoms in the two leaflets. 
b
 Membrane roughness was determined using Eq. 30 and only the roughness of 
the bottom leaflet, where the cations resided, was compared.  
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There appears to be a reduction in the thickness of the bilayer for the cation-
bearing membrane. This could be attributed to the presence of OMIM
+
 in the 
membrane, whose alkyl chains are shorter than the oleoyl and palmitoyl tails 
of the phospholipids. Voids towards the tail end of the lipids are thus created 
because the cations, though aligned in parallel with the phospholipids, do not 
have tails as long as the lipids. As a result, the long tails of the phospholipids 
now have the space to flex and curl, allowing the two leaflets to come closer 
together, resulting in a thinner bilayer or reduced thickness. This has 
previously been discussed in Section 5.1. However, cation insertion only 
occurred in one leaflet, thus the thinning effect may not be that pronounced.  
The surface of the membrane was evaluated in terms of its roughness rm (Eq. 
30). This value allows us to quantitatively compare the surface roughness 
between membranes to determine whether the membrane surface is smoother 
or more disordered upon cation incorporation. Since the cations reside only in 
the bottom leaflet, the roughness for only that leaflet was compared. From the 
values in Table 6.3, it appears that surface roughness of the cation-bearing 
membrane did increase slightly as compared to the pure membrane.   
The surface area of the membrane is directly related to its dimensions, and 
both the total surface area Atot-surf and surface area per molecule Amol-surf were 
determined. The latter was included in order to factor in additional occupants 
in the leaflet and provide an accurate gauge for changes in the space occupied 
per molecule. Looking at the values in Table 6.3, although there has been an 
increase in the total surface area of the membrane, the area per molecule has 
decreased. This is attributed to the increase in the number of molecules in the 
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leaflet, because ten additional cations were placed in the membrane. We 
averaged the number of entities in the top and bottom leaflet in order to obtain 
the denominator value because although no cations were placed in the top 
leaflet, the membrane dimensions in the x and y axis are coupled. The 
decrease in surface area occupied by each molecule in the cation-bearing 
membrane signifies that the system is denser than before and packing is tighter.   
 
6.7.2 Membrane electron density profiles  
As described in Section 5.2, electron density profiles reveal important 
information about the order and distribution of the components in the 
membrane. The electron density profile shown in Figure 6.10 was obtained via 
MD simulations in the direction normal to the membrane. The same method 
used in Section 5.2 to obtain the density profile was adopted here.   
 
Figure 6.10: Membrane electron density profiles in the direction of the 
membrane normal, z, of the cation-bearing system (red) superimposed with 
that of the pure membrane (black). The centre of the membrane is located at z 
= 0, and cations are located in the bottom leaflet which correspond to positive 
z values.  
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The region of the solvated membrane corresponding to z = 0 refers to the 
centre of the bilayer, while the -1 < z < +1 region represents the area where the 
hydrophobic fatty acid tails lie. At the region of z = ±2 lies the bilayer – water 
interface, while z > |3| corresponds to the solvent region. Four observations 
can be made from the electron density profiles. Firstly, it is apparent that the 
membrane thickness has changed. Comparing the distance between the two 
peaks on both profiles, it can be seen that the thickness of the cation-bearing 
membrane has reduced. The two peaks found on each profile correspond to the 
electron rich phosphate groups. This finding is in line with the numbers we 
observed in Table 6.3. Secondly, the electron density at the centre of the 
bilayer corresponding to z = 0 shows an increase in the cation-bearing 
membrane, as compared to the pure membrane. This corroborates the finding 
that the membrane thickness has reduced in the cation-bearing membrane. As 
explained in Section 6.7.1, a reduced thickness can be attributed to curling of 
the phospholipid tails because of voids created in the hydrophobic region due 
to cation insertion. With a smaller gap between the two leaflets, electron count 
would accordingly increase at the centre. Thirdly, cation insertion occurred 
only in the bottom leaflet. Correspondingly, it can be seen that around the z = 
+1 region where the bottom leaflet lies, there exists a dip in electron density as 
compared to the pure membrane. This was not observed in the top leaflet at z = 
-1. This corresponds to the hydrophobic region where the tails exist, and as a 
result of cation insertion between the phospholipids in the bottom leaflet, 
voids were generated due to a difference in alkyl chain lengths. The cation 
alkyl chains are considerably shorter than the oleoyl and palmitoyl tails, 
resulting in spaces created, which is reflected in the dip in electron density at 
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that region, in stark contrast to the corresponding region at the top leaflet. 
Lastly, the peak near z = +2 in the cation-bearing membrane is less intense, as 
compared to the corresponding region around z = -2. This is because the 
inserted cations barely extend into the solvent once in the membrane, unlike 
the phospholipids, where their head groups would stick out into the solvent 
layer.  
 
6.7.3 Lipid order parameters  
The orientation of the fatty acid tails on the phospholipids was studied through 
an order parameter analysis. As described in Section 4.4, the order parameter 
    can be obtained from Eq. 29. As before,     was determined for the oleoyl 
and palmitoyl tails on the POPE phospholipid in both the pure and cation-
bearing membranes. They were compared and superimposed as shown in 










Figure 6.11: Deuterium order parameters     of the (a) oleoyl and (b) 
palmitoyl fatty acids in the POPE phospholipid for the pure (filled diamonds) 
and cation-bearing (empty diamonds) membrane respectively. Carbon 1 
represents the carbon closest to the polar head group and the last carbon refers 
to the carbon adjacent to the terminal methyl group. 
From both plots shown in Figure 6.11, it was consistently observed that there 
is a lowering in order, i.e. an increase in disorder, of the lipid tails when 
comparing the cation-bearing membrane with the pure membrane. This was 
also observed and discussed in Section 5.3. Basically, the shorter lengths of 
the inserted cations relative to the phospholipids create voids within the 
membrane which provide space for the lipids to flex and curl. This 
consequently lead to the observed increase in disorder in the phospholipid tails. 
The characteristic behaviour of both tails though was not greatly altered as 
seen from the retained shape of the curves. For instance, the “hump” shape 
observed in Figure 6.11b of the palmitoyl tail was present in both membranes. 
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The trend though, is that more disorder occurs around the lower half of the 
alkyl chain, i.e. in the region farther away from the head group. This can be 
observed from both figures where the order parameter drops from C12 and C6 
on the oleoyl and palmitoyl chains respectively. The same qualitative trend 
was also observed for the POPG phospholipid (data not shown here).  
 
6.8 Assessment of permeability changes in the membrane  
Ammonia is used as an example of a small polar solute and it was pulled 
through both leaflets of the pure membrane, as well as the cation-bearing 
membrane. The reaction coordinate is defined here as the distance between the 
centre-of-mass (COM) of the membrane and ammonia projected onto the z-
axis, i.e. along the direction of the membrane normal. In both membranes, 
pulling was conducted in both the forward and reverse directions for enhanced 
sampling and verification of the method. The terms forward and reverse 
simply refer to pulling performed downward or upward along the z-axis. Once 
ammonia was placed in the water layer of the solvated membrane system, the 
standard protocol as described in Section 3.4 was performed before pulling 
simulations commenced. Following which, ammonia was pulled through the 









 was applied, with the entire 
bilayer used as the reference. Approximately 15 to 20 structures were 
extracted along the pulling trajectory per leaflet, for each type of membrane, at 
intervals of 0 2 nm, covering the whole range of relevant ξ values  
Subsequently, these selected structures served as starting points, where 
umbrella sampling simulations were independently performed on each of them. 
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Duplicate simulations were conducted for both membranes where pulling was 
carried out from both the top-to-bottom and bottom-to-top, i.e. in the forward 
and reverse direction.  
 
Figure 6.12: Snapshots of the pulling of ammonia (depicted as the green 
molecule) through the pure membrane along the z-axis. Colour code: hydrogen 
= white, carbon = turquoise, nitrogen = blue and oxygen = red.  
 
Figure 6.13: Snapshots of the pulling of ammonia (depicted as the green 
molecule) through the cation-bearing membrane along the z-axis. Lactates are 
not shown here for improved clarity. Colour code: hydrogen = white, carbon = 
turquoise, nitrogen = blue and oxygen = red.  
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Since the pure membrane did not contain any cations, and the phospholipid 
composition is symmetric in both leaflets, the obtained free energy changes 
were averaged over all four leaflets. On the other hand, since the cation-
bearing membrane was asymmetric, i.e. only the bottom leaflet was heavily 
populated with cations while the top leaflet contained none, free energy 
changes were averaged over the top and bottom leaflets respectively.  
 
6.8.1 Partition coefficient  
The free energies obtained from the ammonia pulling simulations in both the 
pure and cation-bearing membranes are shown in Figure 6.14.  
 
Figure 6.14: Plot of ΔG as a function of the reaction coordinate, where –z and 
+z values correspond to the bottom and top leaflet respectively while z = 0 
represents the centre of the lipid bilayer. The pure membrane is represented in 
black, while the cation-bearing membrane is shown in red.  
The profile obtained for one leaflet of the pure membrane was mirrored for the 
other leaflet, since the results were an average over all four runs (two leaflets, 
two runs each), and for reasons of symmetry. As for the cation-bearing 
membrane, since the cations were found only in the bottom leaflet, results 
were averaged over each leaflet separately.  
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Ammonia is polar in nature and naturally prefers to reside in polar 
environments. As such, it favours being in water and this is reflected by the 
low values of Δ  around z = ±3 in Figure 6.14. However, as the ammonia 
continues to move along the z-axis and approaches the membrane, it 
encounters first the hydrophilic region composed of polar head groups. This 
environment is comparatively less favourable than water resulting in the 
increase in Δ  at z = ±1.5. When ammonia reaches the hydrophobic region of 
the lipid bilayer composed of fatty acids at z = ±0 8, Δ  begins to pea   This 
is because ammonia is placed in a non-polar environment which is highly 
unfavourable, and accordingly, this region poses as the main barrier for the 
permeability of ammonia. Ammonia then experiences a momentary drop in 
Δ  around z = 0 because of a reduced density between the two leaflets, before 
the abovementioned process is repeated in reverse till it reaches the water 
layer again.  
Through the superimposition of both curves in Figure 6.14, it is apparent that 
there are differences in the free energy of transfer for ammonia between the 
two membranes. A reduction of approximately 5 kJ/mol can be observed in the 
cation-bearing membrane, indicating that the incorporation of cations makes it 
easier for ammonia to diffuse across the membrane. One of the reasons for a 
reduced barrier could be a thinner membrane in the cation-bearing system, 
which results in a shorter distance for the ammonia molecule to traverse across 
before it reaches water again. The other reason could be that the presence of 
cations within the membrane contributes to favourable interactions with 
ammonia, as a result of the delocalized cation charge on OMIM
+
, thereby 
reducing the overall hydrophobicity of the innermost regions of the membrane.  
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The free energy values obtained along the reaction coordinate were then 
converted into partition coefficient values according to Eq. 22. The table of 
values can be found in Appendix A6 and A7 for the pure and cation-bearing 
membrane respectively. Nonetheless, the free energies contribute only to the 
partition coefficients, which are just one aspect of the permeability coefficient, 
while the other component, i.e. diffusion coefficients, is discussed in the 
following section.  
 
6.8.2 Diffusion coefficient  
Diffusivity of the solute is an important aspect for the assessment of 
permeability. In this case, the pulling forces applied during the umbrella 
sampling simulations conducted at different points along the z-axis are used to 
obtain the diffusion coefficients      (see Eq. 24). The diffusion coefficients 
were obtained along the pulling trajectory for ammonia pulling simulations in 
both the pure and cation-bearing membranes, and shown in Figure 6.15.  
 
Figure 6.15: Diffusion coefficients      of ammonia along the z-axis in both 
the pure (coloured in black) and cation-bearing (coloured in red) membranes. 
Cations were placed in the leaflet with negative values of z.  
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The diffusion coefficient profiles for ammonia revealed two main differences 
between the two membranes. Firstly, the region of reduced diffusivity 
appeared narrower in the cation-bearing membrane. This is likely due to a 
thinner membrane in the cation-bearing system, resulting in a shorter distance 
that ammonia needs to travel before reaching the solvent. Secondly, diffusivity 
is lower at the centre of the membrane (z = 0) in the cation-bearing system. 
This again is related to the reduced thickness of the membrane, where both 
leaflets approach one another, resulting in a thinner layer of reduced density or 
higher density between the two leaflets (see Figure 6.10), thereby slowing 
down the diffusion of ammonia relative to the pure membrane. On the whole, 
differences in diffusivity between the two membranes are not substantial.  
In both membranes, it can be seen that diffusivity decreased when the solute 
moved from the solvent to the membrane (z = ±2.5). This is due to an 
increased density in the phospholipid environment, relative to water. Sharp 
increases in the diffusion coefficient at the centre of the bilayer for ammonia 
were also observed. While such sharp increases are not always consistent 
across studies, it is also not uncommon.
20,21
 It is typical, however, to observe 
increases in diffusivity as the solute moves to the centre of the bilayer, due to 
lower density at that region (see Figure 6.10).
20-22
 A lower density results in a 
longer mean free path of the solute, giving rise to a faster diffusion. Generally, 
it is unanimous that solute size is a key determinant when it comes to 







6.8.3 Permeability coefficient  
The derived partition coefficients as well as diffusion coefficients from the 
earlier sections were combined to obtain the local membrane resistance 
according to Eq. 26. The plot of the membrane resistance profile along the 
reaction coordinate is shown in Figure 6.16.  
 
Figure 6.16: Membrane resistance profiles as a function of the reaction 
coordinate for the pure and cation-bearing membranes shown in black and red 
respectively. The cations are found in the bottom leaflet which correspond to 
negative z values.  
Figure 6.16 reveals that the hydrophobic region in the membrane poses the 
highest resistance for the permeation of ammonia. This comes as no surprise, 
considering that ammonia is a polar solute. It should be noted though, that the 
resistance drops in the centre of the membrane, because of improved 
diffusivity due to low membrane density and a lower energy barrier in the 
centre. It is also apparent that the cation-bearing membrane demonstrated a 
significant reduction in the resistance, relative to the pure membrane. This is a 
culmination of the effects from both a lowered free energy barrier, as well as 
improved diffusivity through the cation-bearing membrane. Integration of the 
membrane resistance profiles over the range of z values provides us with the 
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total resistance. The reciprocal of this total membrane resistance then yields 
the permeability coefficient and the values are shown in Table 6.4.  
Table 6.4: Permeability coefficients for the pure and cation-bearing membrane  




Pure 1.46 (0.08) 
Cation-bearing 10.08 (0.79) 
a
 Error estimates are given in parenthesis.  
From the obtained permeability coefficients in Table 6.4, it can be seen that 
the membrane permeability has changed upon intrusion of cations into the 
membrane. Using our membrane model which contained ten OMIM
+
 
incorporated for 300 ns, sufficient disruption to the membrane had occurred 
that resulted in a seven times more permeable membrane than the unperturbed 
analog. Clearly, the integrity of the membrane has been compromised, 
confirming that the prolonged presence of IL cations in the membrane would 
cause disruptions to the cell surface.  
The presence of OMIM
+
 in the membrane resulted in a lowering of the free 
energy barrier and a reduced membrane thickness. Having a thinner membrane 
results in a shorter distance travelled by ammonia before it reaches the solvent 
again, resulting in both a lower free energy. Moreover, the presence of cation 
tails in the hydrophobic regions of the membrane arising from its insertion 
imparts some element of polarity because of charge delocalization on the 
cations, resulting in a slightly less hydrophobic environment in the path of 
ammonia as it traverses the membrane. These factors make favourable 
contributions to both the free energy and diffusivity, resulting in the overall 
observed increase in membrane permeability of the cation-bearing system. The 
membrane acts as a permeability barrier for the cell and the rationale is that if 
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the integrity of the membrane is compromised, it may result in the leaking of 
cell contents, an excessive influx of permitted substances, or it may allow 
undesirable compounds to enter the cell. All of these would affect the delicate 
balance or homeostasis in cells, thereby leading to deleterious effects. 
In this chapter, free energy calculations were performed to gain some insight 
into various processes. First, the driving force for observed spontaneous cation 
insertion was investigated, and this allowed us to derive the partition 
coefficient for cations. The partition coefficient obtained revealed that OMIM
+
 
is 47 times more likely to be found in the membrane than in water, at 
equilibrium. The free energy required to laterally pull two initially adjacent 
cations placed within the membrane till infinite separation was also studied. A 
direct simulation of this could not be performed as a result of the limited box 
size and PBC; however, a thermodynamic cycle was utilized which made use 
of the fact that free energy is a state function. In addition, we studied the 
dependence of initial cation-cation distance on the free energy required to pull 
one cation out of the membrane. It was observed that cations placed within the 
membrane possess an optimum distance, where mutual repulsions are 
mitigated arising from their interactions with the negatively charged 
phosphates on neighbouring phospholipids, resulting in a cation-phosphate-
cation type of association. As two cations approach one another from infinity 
within the membrane layer, cation-cation repulsion first needs to be overcome, 
which amounts to approximately 4.2 kJ/mol, before the favourable cation-
phosphate-cation coordination can be achieved.  
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A prolonged simulation was carried out where ten OMIM
+
 were placed in one 
leaflet of the membrane for 300 ns, bearing their optimum distance apart. 
Thereafter, structural properties were evaluated and compared against the pure 
membrane. With respect to the pure membrane, the membrane thickness was 
found to have reduced, together with a slight roughening of the membrane 
surface. An increased amount of disorder within the membrane was also 
observed, as supported by both the electron density profiles and lipid order 
parameter study. Permeability changes in the membrane were also studied 
where the permeability coefficient was compared between the two membranes. 
Indeed, results revealed that after a 300 ns long simulation where the 
membrane was infiltrated with ten OMIM
+
, the permeability of the membrane 
increased by a factor of seven. This indicates that the prolonged presence of IL 
cations in the membrane would affect the integrity of the cell, consequently 
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Chapter 7: Conclusion 
 
Conclusion 
In this work, the effects of ILs on bacterial surfaces were studied. In particular, 
insertion of imidazolium-based cations from different ILs into a phospholipid 
bilayer was investigated and their mechanism of action identified. A 
membrane model was built to simulate the plasma membrane of E. coli. 
Cation insertion occurred to varying extent across the MEC – IL systems, with 
more insertion observed for OMIM cations than for OXMIM, and for cations 
paired with lactate than with chloride. OXMIM cations possess a negatively 
charged oxygen on the oxy group which faces repulsion with the phosphate 
groups on the phospholipid heads leading to impeded insertion. This agrees 
with the experimentally observed reduced antimicrobial activity of similarly 
functionalized cations. Chloride interacts more strongly with cations that 
remain in the solvent, resulting in higher dissociation energies in the event 
cation insertion occurs. Accordingly, more insertion were observed in systems 
bearing cations paired with lactate. The TDMIM cation is predisposed to 
forming cation aggregates which could impede insertion even though these 
cations exhibit the highest membrane affinity. 
Cation insertion was found to occur with the alkyl tails pointing towards the 
membrane. For OMIM and OXMIM, a short adsorption phase preceded 
insertion, where the cations lay in parallel to the membrane surface. This 
phase lasted longer in the case of TDMIM arising from its larger size which 
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consequently requires a more extensive membrane reorganization. 
Subsequently, the cations penetrate the membrane and align themselves with 
the phospholipids. However, it was found that the OXMIM head groups 
penetrated somewhat deeper into the membrane than OMIM and TDMIM, due 
to electrostatic repulsion between the negatively charged oxygen in the alkyl 
chain and negatively charged lipid phosphates. As a result, OXMIM remained 
less solvated after insertion, as compared to the other cations.  
Analysis of the interaction of cations with the neighbouring phospholipids 
revealed strong electrostatic interactions between inserted cations with only 
one to two phospholipids. In addition, inserted cations retained half of their 
solvation shell due to partial exposure of the imidazolium ring to the solvent. 
Hence, cations remain partially susceptible to anions which freely move 
around in the solvent. Overall, membrane properties were influenced primarily 
by the IL cations, while the anions played only a secondary role. Moreover, 
anions did not adsorb onto the membrane surface for prolonged periods of 
time nor did they diffuse into the membrane. 
After insertion, cation tails were oriented in parallel to the membrane lipid 
tails, resulting in an overall alkyl chain ordering similar to that of fatty acids in 
the membrane. The alkyl tail of TDMIM, which is of similar length to the 
neighbouring lipids, was particularly ordered, i.e. it maintained a straight 
conformation perpendicular to the membrane surface. In contrast, the alkyl 
tails of the shorter cations (OMIM and OXMIM) were more flexible and 
showed a tendency to curl. Furthermore, lipids in the membrane were found to 
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be less ordered after insertion of OXMIM and OMIM. In contrast, the order of 
adjacent lipids increased locally after insertion of TDMIM.  
Membrane properties were evaluated before and after cation insertion to assess 
the extent of disruption inflicted. The membrane surface area occupied per 
molecule decreased noticeably in all MEC – IL systems, when compared 
against the unperturbed membrane. This is unsurprising considering that more 
entities can now be found in each leaflet, resulting in a denser packing. The 
membrane thickness also decreased upon cation insertion. This can be 
rationalized by the shorter alkyl chains of OMIM and OXMIM which generate 
voids at the innermost region of the hydrophobic part of the bilayer. This 
newly created space allows the long fatty acid chains to curl and bend into, 
resulting in the two leaflets to approach one another giving rise to a more 
disordered but thinner membrane. The TDMIM containing system showed the 
least difference with respect to the unperturbed membrane, because the longer 
cation alkyl chain prevented void formation in the bilayer. The surface 
roughness of the membrane was not significantly altered after cation insertion. 
Overall, the results suggest that the cell membranes are mostly affected by 
cations, while anions play only a secondary role, in agreement with earlier 
experimental observations. Smaller cations such as OMIM and OXMIM 
changed the membrane properties considerably due to their mismatch in length 
compared to the lipids. It is reasonable to assume that any significant changes 
in membrane properties are disadvantageous for the cell to function normally, 
which points towards the possibility of antimicrobial activity and toxicity of 
these cations. The larger TDMIM cations barely changed the membrane 
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properties because of its structural similarity to the lipids. However, this does 
not mean that it is benign but demonstrates their higher affinity for membranes 
than OMIM and OXMIM, which was indeed indicated by our simulations. 
This consequently gives rise to a stronger accumulation of cations in the 
membrane over time, which would affect the membrane on a time scale that 
was not accessible with the applied simulation techniques. Although the 
bilayer model considered here is not a life-sized one and lacks some of the 
components found in a typical membrane, some of the tendencies can already 
be observed.  
In order to gain more insight into processes that occur on a timescale beyond 
the limits of conventional all-atomistic MD simulations, free energy 
simulations were conducted. The partition coefficient for cations placed in a 
solvated membrane was determined. This value was derived from the free 
energy of transfer of a single OMIM
+
 from the solvent to the membrane. The 
results showed that OMIM
+
 was 47 times more likely to be found in the 
membrane than in water, because of the favourable interactions that take place 
when the cation resides in the membrane. Free energy simulations of two 
cations placed within the membrane were also conducted. We wanted to 
investigate if cations within the membrane tend to aggregate or repel one 
another, and a free energy simulation whereby two initially adjacent cations 
were pulled slowly apart from one another in the xy-plane was performed. 
Indeed, the free energy profile confirmed that an optimum distance exists 
between cations in the membrane. At this distance, the cations adopt a cation-
phosphate-cation type of coordination where mutual cation repulsions are 
mitigated through the involvement of phospholipids.  
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MD simulations were conducted where ten OMIM
+
 bearing the optimum 
distance apart were placed in the extracellular-facing side of the membrane, 
and simulated for 300 ns. This cation-cation distance was adopted because 
earlier free energy simulations demonstrated that an energy minimum exists, 
where a cation-phosphate-cation type of coordination prevailed. Subsequently, 
structural properties were assessed and compared against that of the pure 
membrane. The total membrane surface area increased, although the surface 
area occupied per molecule decreased, indicating a denser packing within the 
membrane. Membrane thickness of the cation-bearing membrane decreased 
relative to the pure membrane, and the membrane surface seemed to show a 
slight increase in roughness. The electron density profiles and lipid order 
parameter study unanimously revealed that there was more disorder in the 
cation-bearing membrane. Results from these measurements indicate that 
changes to the membrane had occurred and largely confirmed the trends 
observed earlier.  
Permeability changes to the membrane were evaluated through a comparison 
of the permeability coefficients. Ammonia was pulled through both the pure 
and cation-bearing membrane along the membrane normal. A comparison 
against the pure membrane revealed that the cation-bearing membrane became 
seven times more permeable because of cation infiltration. This result is an 
indication that the membrane integrity has been compromised, which acts as a 




The results here demonstrate that cations possess the capability to disrupt 
membranes and depending on the chemical nature and amount used, it could 
be used to our advantage or disadvantage as antimicrobial or toxic agents. 
Altered membrane properties are expected to be detrimental to the proper 
functioning of the cell, and a delicate balance is what determines whether an 
antimicrobial or toxic effect is achieved. More in-depth studies ought to be 
carried out to fully understand the properties so that ILs can be optimized to 
maximize its full potential.    
The present work demonstrates how MD simulations can successfully be used 
to study the impact of diluted ILs on membranes with high structural and 
energetic detail and how these influences on the membrane are connected with 
single basic structural features of the involved ions. Though there is still room 
for improvement in several aspects of this study, the results from this work 
already demonstrate how the infiltration of cations into the membrane inflicts 
changes on its structural properties. Together with the observed tendency for 
the cations to enter the lipid membrane, and the obvious reduced membrane 
permeability after insertion of the IL cations, it is clear that ILs possess the 
ability to disrupt bacterial membranes. Depending on how ILs are designed 
and used, they can be used as antimicrobial or toxic agents. In this aspect, 
more needs to be done in order to ascertain its antimicrobial origins. For 
instance, our future work would include improvements to the membrane 
model, such as the incorporation of lipopolysaccharides (LPS) and cardiolipins, 
which can better represent the Gram-negative bacterial membrane. Others 
include performing free energy calculations on TDMIM
+
 with the membrane 
to ascertain its membrane affinity, and also to assess the likelihood of its 
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aggregation in the membrane. Investigation of cations with longer alkyl chains 
than TDMIM could also be interesting to explain the observed cut-off effect. 
Coarse grained models can also be adopted to access the microsecond 


















Table A1: Atom names, atom types and charges for OMIM 
OMIM 
  Atom Name Atom Type Charge 
1 N1 NG2R52 0.225 
2 C11 CG334 -0.340 
3 H11A HGA3 0.165 
4 H11B HGA3 0.165 
5 H11C HGA3 0.165 
6 C2 CG2R51 -0.215 
7 H2A HGR52 0.264 
8 C3 CG2R51 -0.331 
9 H3A HGR52 0.301 
10 N4 NG2R52 0.245 
11 C5 CG2R53 -0.089 
12 H5A HGR53 0.271 
13 C41 CG324 -0.304 
14 H41A HGA2 0.143 
15 H41B HGA2 0.147 
16 C42 CG321 0.192 
17 H42A HGA2 -0.001 
18 H42B HGA2 -0.004 
19 C43 CG321 -0.026 
20 H43A HGA2 0.019 
21 H43B HGA2 0.019 
22 C44 CG321 -0.127 
23 H44A HGA2 0.038 
24 H44B HGA2 0.042 
25 C45 CG321 0.041 
26 H45A HGA2 0.003 
27 H45B HGA2 -0.003 
28 C46 CG321 -0.066 
29 H46A HGA2 0.016 
30 H46B HGA2 0.016 
31 C47 CG321 0.181 
32 H47A HGA2 -0.029 
33 H47B HGA2 -0.028 
34 C48 CG331 -0.271 
35 H48A HGA3 0.058 
36 H48B HGA3 0.060 




Table A2: Atom names, atom types and charges for TDMIM 
TDMIM 
  Atom Name Atom Type Charge 
1 N1 NG2R52 0.222 
2 C11 CG334 -0.343 
3 H11A HGA3 0.166 
4 H11B HGA3 0.166 
5 H11C HGA3 0.165 
6 C2 CG2R51 -0.218 
7 H2A HGR52 0.264 
8 C3 CG2R51 -0.310 
9 H3A HGR52 0.298 
10 N4 NG2R52 0.189 
11 C5 CG2R53 -0.062 
12 H5A HGR53 0.262 
13 C41 CG324 -0.215 
14 H41A HGA2 0.126 
15 H41B HGA2 0.130 
16 C42 CG321 0.140 
17 H42A HGA2 0.003 
18 H42B HGA2 0.006 
19 C43 CG321 -0.060 
20 H43A HGA2 0.028 
21 H43B HGA2 0.031 
22 C44 CG321 -0.080 
23 H44A HGA2 0.031 
24 H44B HGA2 0.030 
25 C45 CG321 0.048 
26 H45A HGA2 0.000 
27 H45B HGA2 0.002 
28 C46 CG321 -0.042 
29 H46A HGA2 0.016 
30 H46B HGA2 0.010 
31 C47 CG321 -0.047 
32 H47A HGA2 0.017 
33 H47B HGA2 0.015 
34 C48 CG321 0.002 
35 H48A HGA2 0.003 
36 H48B HGA2 0.007 
37 C49 CG321 -0.031 
38 H49A HGA2 0.016 
39 H49B HGA2 0.019 
40 C410 CG321 -0.037 
41 H10A HGA2 0.013 
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42 H10B HGA2 0.015 
43 C411 CG321 -0.013 
44 H1lA HGA2 0.009 
45 H1lB HGA2 0.010 
46 C412 CG321 -0.056 
47 H12A HGA2 0.015 
48 H12B HGA2 0.012 
49 C413 CG321 0.184 
50 H13A HGA2 -0.029 
51 H13B HGA2 -0.031 
52 C414 CG331 -0.276 
53 H14A HGA3 0.059 
54 H14B HGA3 0.061 
55 H14C HGA3 0.060 
 
Table A3: Atom names, atom types and charges for OXMIM 
OXMIM 
  Atom Name Atom Type Charge 
1 N1       NG2R52 0.217 
2 C11      CG334 -0.367 
3 H11A     HGA3 0.173 
4 H11B     HGA3 0.173 
5 H11C     HGA3 0.172 
6 C2       CG2R51 -0.217 
7 H2A     HGR52 0.268 
8 C3       CG2R51 -0.293 
9 H3A      HGR52 0.273 
10 N4       NG2R52 0.184 
11 C5       CG2R53 -0.027 
12 H5A      HGR53 0.237 
13 C41      CG324 0.053 
14 H41A     HGA2 0.131 
15 H41B     HGA2 0.131 
16 O42      OG301 -0.400 
17 C43      CG321 0.069 
18 H43A     HGA2 0.081 
19 H43B     HGA2 0.083 
20 C44      CG321 -0.076 
21 H44A     HGA2 0.047 
22 H44B     HGA2 0.044 
23 C45      CG321 0.014 
24 H45A     HGA2 0.013 
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25 H45B     HGA2 0.011 
26 C46      CG321 -0.037 
27 H46A     HGA2 0.020 
28 H46B     HGA2 0.020 
29 C47      CG321 -0.035 
30 H47A     HGA2 0.017 
31 H47B     HGA2 0.018 
32 C48      CG321 -0.037 
33 H48A     HGA2 0.007 
34 H48B     HGA2 0.006 
35 C49      CG321 0.175 
36 H49A     HGA2 -0.026 
37 H49B     HGA2 -0.025 
38 C410     CG331 -0.272 
39 H410A    HGA3 0.058 
40 H410B    HGA3 0.058 
41 H410C    HGA3 0.059 
 
Table A4: Atom names, atom types and charges for lactate 
Lactate 
  Atom Name Atom Type Charge 
1 C1 CG331 -0.428 
2 H1A HGA3 0.099 
3 H1B HGA3 0.097 
4 H1C HGA3 0.100 
5 C2 CG311 0.577 
6 H2A HGA1 -0.070 
7 O2B OG311 -0.908 
8 H2BA HGP1 0.490 
9 C3 CG2O3 0.885 
10 O3A OG2D2 -0.890 
11 O3B OG2D2 -0.952 
 
Table A5: Atom names, atom types and charges for chloride 
Chloride 
  Atom Name Atom Type Charge 




Table A6: Partition coefficient values for the pure membrane along the 
reaction coordinate 
z (nm) Partition Coefficient 
2.801374 -2.801374 9.554147E-01 
2.786513 -2.786513 9.008990E-01 
2.771652 -2.771652 9.534937E-01 
2.756790 -2.756790 9.291040E-01 
2.741929 -2.741929 9.652172E-01 
2.727068 -2.727068 8.971288E-01 
2.712206 -2.712206 9.110513E-01 
2.697345 -2.697345 8.600974E-01 
2.682483 -2.682483 8.758122E-01 
2.667622 -2.667622 8.363814E-01 
2.652761 -2.652761 8.069047E-01 
2.637899 -2.637899 8.130618E-01 
2.623038 -2.623038 7.811180E-01 
2.608177 -2.608177 7.676069E-01 
2.593315 -2.593315 7.640697E-01 
2.578454 -2.578454 6.956017E-01 
2.563593 -2.563593 7.162010E-01 
2.548731 -2.548731 7.039341E-01 
2.533870 -2.533870 6.325382E-01 
2.519008 -2.519008 5.926034E-01 
2.504147 -2.504147 6.449998E-01 
2.489286 -2.489286 6.187452E-01 
2.474424 -2.474424 5.843364E-01 
2.459563 -2.459563 5.741738E-01 
2.444702 -2.444702 5.222237E-01 
2.429840 -2.429840 5.181173E-01 
2.414979 -2.414979 4.744639E-01 
2.400118 -2.400118 4.623534E-01 
2.385256 -2.385256 4.265094E-01 
2.370395 -2.370395 3.937961E-01 
2.355533 -2.355533 3.622227E-01 
2.340672 -2.340672 3.399505E-01 
2.325811 -2.325811 3.091318E-01 
2.310949 -2.310949 2.924867E-01 
2.296088 -2.296088 2.938667E-01 
2.281227 -2.281227 2.651999E-01 
2.266365 -2.266365 2.581522E-01 
2.251504 -2.251504 2.467611E-01 
2.236643 -2.236643 2.449514E-01 
2.221781 -2.221781 2.322700E-01 
2.206920 -2.206920 2.157753E-01 
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2.192058 -2.192058 2.131947E-01 
2.177197 -2.177197 1.906513E-01 
2.162336 -2.162336 1.901201E-01 
2.147474 -2.147474 1.622048E-01 
2.132613 -2.132613 1.667981E-01 
2.117752 -2.117752 1.471962E-01 
2.102890 -2.102890 1.374460E-01 
2.088029 -2.088029 1.273197E-01 
2.073167 -2.073167 1.265741E-01 
2.058306 -2.058306 1.154071E-01 
2.043445 -2.043445 1.075270E-01 
2.028583 -2.028583 9.927685E-02 
2.013722 -2.013722 8.832766E-02 
1.998861 -1.998861 8.836308E-02 
1.983999 -1.983999 8.099734E-02 
1.969138 -1.969138 7.598654E-02 
1.954277 -1.954277 7.072915E-02 
1.939415 -1.939415 6.880206E-02 
1.924554 -1.924554 6.701125E-02 
1.909692 -1.909692 6.606000E-02 
1.894831 -1.894831 6.875298E-02 
1.879970 -1.879970 6.458376E-02 
1.865108 -1.865108 6.193453E-02 
1.850247 -1.850247 5.650929E-02 
1.835386 -1.835386 5.074553E-02 
1.820524 -1.820524 4.467652E-02 
1.805663 -1.805663 3.999711E-02 
1.790802 -1.790802 3.664585E-02 
1.775940 -1.775940 3.279364E-02 
1.761079 -1.761079 2.933649E-02 
1.746217 -1.746217 2.762986E-02 
1.731356 -1.731356 2.579658E-02 
1.716495 -1.716495 2.455815E-02 
1.701633 -1.701633 2.326211E-02 
1.686772 -1.686772 2.237373E-02 
1.671911 -1.671911 2.077744E-02 
1.657049 -1.657049 1.869100E-02 
1.642188 -1.642188 1.681543E-02 
1.627327 -1.627327 1.377377E-02 
1.612465 -1.612465 1.213873E-02 
1.597604 -1.597604 1.010643E-02 
1.582742 -1.582742 8.662629E-03 
1.567881 -1.567881 7.467841E-03 
1.553020 -1.553020 6.457800E-03 
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1.538158 -1.538158 5.192331E-03 
1.523297 -1.523297 4.471231E-03 
1.508436 -1.508436 3.902730E-03 
1.493574 -1.493574 3.239205E-03 
1.478713 -1.478713 3.010790E-03 
1.463852 -1.463852 2.528680E-03 
1.448990 -1.448990 2.152107E-03 
1.434129 -1.434129 1.861277E-03 
1.419267 -1.419267 1.565625E-03 
1.404406 -1.404406 1.402542E-03 
1.389545 -1.389545 1.153639E-03 
1.374683 -1.374683 8.993700E-04 
1.359822 -1.359822 7.490173E-04 
1.344961 -1.344961 5.970280E-04 
1.330099 -1.330099 4.572696E-04 
1.315238 -1.315238 3.546742E-04 
1.300376 -1.300376 2.994475E-04 
1.285515 -1.285515 2.482320E-04 
1.270654 -1.270654 2.118699E-04 
1.255792 -1.255792 1.722302E-04 
1.240931 -1.240931 1.393835E-04 
1.226070 -1.226070 1.179821E-04 
1.211208 -1.211208 9.624330E-05 
1.196347 -1.196347 7.553996E-05 
1.181486 -1.181486 6.355101E-05 
1.166624 -1.166624 5.430340E-05 
1.151763 -1.151763 4.062368E-05 
1.136901 -1.136901 3.101924E-05 
1.122040 -1.122040 2.398340E-05 
1.107179 -1.107179 1.801329E-05 
1.092317 -1.092317 1.485862E-05 
1.077456 -1.077456 1.199450E-05 
1.062595 -1.062595 9.494697E-06 
1.047733 -1.047733 8.183874E-06 
1.032872 -1.032872 6.615411E-06 
1.018011 -1.018011 5.583547E-06 
1.003149 -1.003149 4.711029E-06 
0.988288 -0.988288 4.165556E-06 
0.973426 -0.973426 3.597226E-06 
0.958565 -0.958565 3.252364E-06 
0.943704 -0.943704 2.650502E-06 
0.928842 -0.928842 2.242155E-06 
0.913981 -0.913981 2.074461E-06 
0.899120 -0.899120 1.714238E-06 
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0.884258 -0.884258 1.483544E-06 
0.869397 -0.869397 1.267970E-06 
0.854536 -0.854536 1.077089E-06 
0.839674 -0.839674 9.404558E-07 
0.824813 -0.824813 8.941216E-07 
0.809951 -0.809951 8.006508E-07 
0.795090 -0.795090 7.683164E-07 
0.780229 -0.780229 7.293485E-07 
0.765367 -0.765367 6.821448E-07 
0.750506 -0.750506 7.226610E-07 
0.735645 -0.735645 6.735640E-07 
0.720783 -0.720783 6.964046E-07 
0.705922 -0.705922 6.938053E-07 
0.691061 -0.691061 7.241631E-07 
0.676199 -0.676199 7.282562E-07 
0.661338 -0.661338 7.661690E-07 
0.646476 -0.646476 7.734531E-07 
0.631615 -0.631615 8.100759E-07 
0.616754 -0.616754 7.971320E-07 
0.601892 -0.601892 8.051759E-07 
0.587031 -0.587031 8.080168E-07 
0.572170 -0.572170 7.906559E-07 
0.557308 -0.557308 8.175202E-07 
0.542447 -0.542447 8.692113E-07 
0.527586 -0.527586 8.752566E-07 
0.512724 -0.512724 9.199859E-07 
0.497863 -0.497863 8.730136E-07 
0.483001 -0.483001 9.385889E-07 
0.468140 -0.468140 9.725716E-07 
0.453279 -0.453279 1.044602E-06 
0.438417 -0.438417 1.052857E-06 
0.423556 -0.423556 1.144132E-06 
0.408695 -0.408695 1.181200E-06 
0.393833 -0.393833 1.269405E-06 
0.378972 -0.378972 1.280349E-06 
0.364111 -0.364111 1.294242E-06 
0.349249 -0.349249 1.348361E-06 
0.334388 -0.334388 1.365596E-06 
0.319526 -0.319526 1.503748E-06 
0.304665 -0.304665 1.530229E-06 
0.289804 -0.289804 1.676015E-06 
0.274942 -0.274942 1.665987E-06 
0.260081 -0.260081 1.626344E-06 
0.245220 -0.245220 1.652074E-06 
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0.230358 -0.230358 1.771529E-06 
0.215497 -0.215497 1.917442E-06 
0.200635 -0.200635 1.942683E-06 
0.185774 -0.185774 1.956004E-06 
0.170913 -0.170913 1.975516E-06 
0.156051 -0.156051 2.173464E-06 
0.141190 -0.141190 2.276032E-06 
0.126329 -0.126329 2.369029E-06 
0.111467 -0.111467 2.365782E-06 
0.096606 -0.096606 2.314980E-06 
0.081745 -0.081745 2.527075E-06 
0.066883 -0.066883 2.488063E-06 
0.052022 -0.052022 2.639876E-06 
0.037160 -0.037160 2.615296E-06 
0.022299 -0.022299 2.606193E-06 
0.007438 -0.007438 2.554689E-06 
 
Table A7: Partition coefficient values for the cation-bearing membrane along 
the reaction coordinate 
z (nm) Partition Coefficient 
-2.817580 9.178044E-01 
-2.798730 9.017916E-01 
-2.779880 8.793764E-01 
-2.761040 9.132821E-01 
-2.742190 8.713396E-01 
-2.723340 8.609737E-01 
-2.704500 8.926798E-01 
-2.685650 7.998508E-01 
-2.666800 8.264878E-01 
-2.647960 8.309467E-01 
-2.629110 7.955683E-01 
-2.610260 7.535737E-01 
-2.591420 7.662908E-01 
-2.572570 7.108800E-01 
-2.553720 6.956435E-01 
-2.534880 6.666750E-01 
-2.516030 6.461541E-01 
-2.497180 6.430967E-01 
-2.478340 5.659414E-01 
-2.459490 5.735848E-01 
-2.440640 5.389124E-01 
-2.421800 5.143958E-01 
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-2.402950 4.666760E-01 
-2.384100 4.157062E-01 
-2.365260 3.746415E-01 
-2.346410 3.739062E-01 
-2.327560 2.846933E-01 
-2.308720 3.461992E-01 
-2.289870 2.906048E-01 
-2.271020 3.021679E-01 
-2.252180 2.514733E-01 
-2.233330 2.557929E-01 
-2.214480 2.340761E-01 
-2.195640 2.319573E-01 
-2.176790 2.160211E-01 
-2.157940 2.046675E-01 
-2.139100 1.896412E-01 
-2.120250 1.711527E-01 
-2.101400 1.526223E-01 
-2.082560 1.419988E-01 
-2.063710 1.278661E-01 
-2.044860 1.204266E-01 
-2.026020 1.094609E-01 
-2.007170 1.035529E-01 
-1.988320 9.695603E-02 
-1.969480 9.049600E-02 
-1.950630 9.358250E-02 
-1.931780 7.242103E-02 
-1.912940 6.982135E-02 
-1.894090 6.963991E-02 
-1.875240 6.943945E-02 
-1.856400 6.583367E-02 
-1.837550 6.993482E-02 
-1.818700 6.217586E-02 
-1.799860 5.571293E-02 
-1.781010 5.041417E-02 
-1.762170 4.599771E-02 
-1.743320 4.483065E-02 
-1.724470 3.600000E-02 
-1.705630 3.870338E-02 
-1.686780 3.182095E-02 
-1.667930 2.715412E-02 
-1.649090 2.290534E-02 
-1.630240 2.048307E-02 
-1.611390 1.707208E-02 
-1.592550 1.366557E-02 
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-1.573700 1.244096E-02 
-1.554850 1.021651E-02 
-1.536010 1.060817E-02 
-1.517160 9.062989E-03 
-1.498310 8.224799E-03 
-1.479470 7.128908E-03 
-1.460620 6.509165E-03 
-1.441770 5.987160E-03 
-1.422930 4.881260E-03 
-1.404080 4.127891E-03 
-1.385230 3.428737E-03 
-1.366390 2.793537E-03 
-1.347540 1.970681E-03 
-1.328690 1.537539E-03 
-1.309850 1.244279E-03 
-1.291000 1.230764E-03 
-1.272150 9.608708E-04 
-1.253310 8.243246E-04 
-1.234460 6.914124E-04 
-1.215610 5.500592E-04 
-1.196770 4.954425E-04 
-1.177920 3.725979E-04 
-1.159070 3.394544E-04 
-1.140230 2.773478E-04 
-1.121380 2.590631E-04 
-1.102530 1.940004E-04 
-1.083690 1.682586E-04 
-1.064840 1.281541E-04 
-1.045990 1.128565E-04 
-1.027150 9.342333E-05 
-1.008300 8.020045E-05 
-0.989450 6.250326E-05 
-0.970610 5.366194E-05 
-0.951760 4.106457E-05 
-0.932910 3.417381E-05 
-0.914070 2.655864E-05 
-0.895220 2.237079E-05 
-0.876370 1.911100E-05 
-0.857530 1.517116E-05 
-0.838680 1.287296E-05 
-0.819830 1.070312E-05 
-0.800990 8.828457E-06 
-0.782140 7.505884E-06 
-0.763290 6.469033E-06 
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-0.744450 5.940645E-06 
-0.725600 6.135126E-06 
-0.706750 5.655982E-06 
-0.687910 5.224905E-06 
-0.669060 5.101625E-06 
-0.650210 4.863416E-06 
-0.631370 4.327357E-06 
-0.612520 4.208348E-06 
-0.593670 3.940999E-06 
-0.574830 3.440958E-06 
-0.555980 3.448311E-06 
-0.537130 3.472157E-06 
-0.518290 3.773540E-06 
-0.499440 3.993408E-06 
-0.480590 3.751096E-06 
-0.461750 4.247205E-06 
-0.442900 4.298617E-06 
-0.424050 4.511451E-06 
-0.405210 4.623459E-06 
-0.386360 4.955008E-06 
-0.367510 5.230073E-06 
-0.348670 5.293317E-06 
-0.329820 5.678878E-06 
-0.310970 6.340629E-06 
-0.292130 5.430686E-06 
-0.273280 6.777548E-06 
-0.254430 6.061281E-06 
-0.235590 6.721395E-06 
-0.216740 6.819638E-06 
-0.197890 7.151842E-06 
-0.179050 6.955194E-06 
-0.160200 7.617196E-06 
-0.141360 7.765367E-06 
-0.122510 7.862684E-06 
-0.103660 7.520961E-06 
-0.084820 7.761986E-06 
-0.065970 7.886069E-06 
-0.047120 8.163660E-06 
-0.028280 7.721591E-06 
-0.009430 7.971963E-06 
0.009908 7.971963E-06 
0.029718 7.801081E-06 
0.049528 7.894455E-06 
0.069338 7.700734E-06 
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0.089147 8.241850E-06 
0.108957 8.133874E-06 
0.128767 8.070442E-06 
0.148577 7.493041E-06 
0.168387 7.348879E-06 
0.188197 7.346581E-06 
0.208007 7.144239E-06 
0.227817 6.812404E-06 
0.247627 6.193626E-06 
0.267437 5.879188E-06 
0.287246 6.464459E-06 
0.307056 6.318077E-06 
0.326866 5.587504E-06 
0.346676 4.943267E-06 
0.366486 5.092399E-06 
0.386296 4.734413E-06 
0.406106 4.662953E-06 
0.425916 4.635773E-06 
0.445725 4.312225E-06 
0.465535 4.414702E-06 
0.485345 4.224011E-06 
0.505155 4.345022E-06 
0.524965 4.174040E-06 
0.544775 4.098003E-06 
0.564585 3.749409E-06 
0.584395 3.850646E-06 
0.604205 3.725582E-06 
0.624014 3.966371E-06 
0.643824 4.011168E-06 
0.663634 4.146583E-06 
0.683444 4.184281E-06 
0.703254 4.349454E-06 
0.723064 5.133454E-06 
0.742874 7.983522E-06 
0.762684 9.600401E-06 
0.782494 1.545108E-05 
0.802303 2.094921E-05 
0.822113 2.867819E-05 
0.841923 3.863082E-05 
0.861733 4.941060E-05 
0.881543 7.269166E-05 
0.901353 8.592633E-05 
0.921163 1.184977E-04 
0.940973 1.210112E-04 
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0.960782 1.540174E-04 
0.980592 1.785955E-04 
1.000402 2.256929E-04 
1.020212 2.801762E-04 
1.040022 3.666661E-04 
1.059832 4.253395E-04 
1.079642 5.294747E-04 
1.099452 6.441013E-04 
1.119262 8.064303E-04 
1.139071 9.567000E-04 
1.158881 1.416227E-03 
1.178691 2.034726E-03 
1.198501 2.508183E-03 
1.218311 3.364691E-03 
1.238121 4.341394E-03 
1.257931 5.117208E-03 
1.277741 6.623126E-03 
1.297550 8.331202E-03 
1.317360 9.823978E-03 
1.337170 1.133471E-02 
1.356980 1.502519E-02 
1.376790 1.770851E-02 
1.396600 2.057418E-02 
1.416410 2.363932E-02 
1.436220 2.700441E-02 
1.456030 2.897041E-02 
1.475839 3.214949E-02 
1.495649 3.623415E-02 
1.515459 3.551316E-02 
1.535269 4.484107E-02 
1.555079 5.736946E-02 
1.574889 6.805556E-02 
1.594699 8.517099E-02 
1.614509 1.048257E-01 
1.634319 1.141133E-01 
1.654128 1.502424E-01 
1.673938 1.669306E-01 
1.693748 1.774050E-01 
1.713558 2.286930E-01 
1.733368 2.719337E-01 
1.753178 2.871062E-01 
1.772988 3.080801E-01 
1.792798 3.457234E-01 
1.812607 3.620877E-01 
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1.832417 3.974108E-01 
1.852227 4.129024E-01 
1.872037 4.692915E-01 
1.891847 3.799799E-01 
1.911657 4.628226E-01 
1.931467 4.926529E-01 
1.951277 5.130447E-01 
1.971087 5.650164E-01 
1.990896 5.811146E-01 
2.010706 6.299846E-01 
2.030516 6.556085E-01 
2.050326 6.969751E-01 
2.070136 7.225780E-01 
2.089946 7.955651E-01 
2.109756 8.723393E-01 
2.129566 9.458861E-01 
2.149376 1.002264E+00 
2.169185 1.045215E+00 
2.188995 1.101552E+00 
2.208805 1.180475E+00 
2.228615 1.210361E+00 
2.248425 1.328602E+00 
2.268235 1.285323E+00 
2.288045 1.424380E+00 
2.307855 1.457616E+00 
2.327664 1.456897E+00 
2.347474 1.514247E+00 
2.367284 1.647347E+00 
2.387094 1.723704E+00 
2.406904 1.702310E+00 
2.426714 1.807545E+00 
2.446524 1.846831E+00 
2.466334 2.000932E+00 
2.486144 1.917216E+00 
2.505953 1.899587E+00 
2.525763 2.096593E+00 
2.545573 2.046398E+00 
2.565383 2.187072E+00 
2.585193 2.200132E+00 
2.605003 2.202153E+00 
2.624813 2.183935E+00 
2.644623 2.237162E+00 
2.664433 2.212011E+00 
2.684242 2.454874E+00 
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2.704052 2.683070E+00 
2.723862 2.540261E+00 
2.743672 2.696442E+00 
2.763482 2.607666E+00 
2.783292 2.515259E+00 
2.803102 2.481802E+00 
 
 
