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Abstract
Existence theory is developed for the equation (u) = F(u), where  is a formally self-adjoint singular
second-order differential expression and F is nonlinear. The problem is treated in a Hilbert space and we
do not require the operators induced by  to have completely continuous resolvents. Nonlinear boundary
conditions are allowed. Also, F is assumed to be weakly continuous and monotone at one point. Boundary
behavior of functions associated with the domains of definitions of the operators associated with  in the
singular case is investigated. A special class of self-adjoint operators associated with  is obtained.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
We consider the existence problem for nonlinear ordinary differential equations where the
linear part is a formally self-adjoint second-order differential expression . The treatment in this
work applies to regular as well as singular problems. The setup takes place in a suitable Hilbert
space H in which the problem is about finding solutions of the operator equation
Lu = Fu,
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tor. We require F to be weakly continuous and monotone at one point. Our main tool of analysis
is the Galerkin method. L need not be a self-adjoint “realization” of  in H. The results we obtain
extend those of [6] in several directions. For example, we do not require that L have a compact
inverse and our proofs are not based on an orthonormal system of eigenfunctions for L−1. This
feature is particularly interesting from a numerical analyst’s point of view since such systems are
only known in the most simple cases.
Boundary behavior of functions associated with the domain of definition of the operators in-
duced by  in H is not well understood. There are very few articles that deal with this problem in
the literature (see, e.g., [4,8,9,12]). This problem is interesting in itself besides our interest in it
here for the proof of our existence theorems. Therefore, we include in Section 3 an investigation
of such boundary behaviors. In the process we will be obtaining a special class of self-adjoint
operators associated with  which appears to be including, among others, the so-called Freder-
ick’s extensions [9]. Various other results regarding the “boundary values” of functions in the
aforementioned domains will be obtained in this section.
This paper contains 5 sections besides the introduction. Section 2 contains preliminary nota-
tion and results that are needed for the rest of the work. In Section 3 we investigate the boundary
behavior of functions associated with the domain of definition of the operators induced by  in H
in the singular case. In Section 4 we develop existence theory for the case the operator L is self-
adjoint with or without a completely continuous resolvent. Resonant or nonresonant cases are
also discussed in this section. Section 5 extends the results of its predecessor to the case where
the operator L is not necessarily self-adjoint. Arbitrary but suitable boundary conditions are as-
sumed in either the regular or the singular case. In Section 6 we discuss an application of the
theory developed here to the case of a vibrating semi-infinite string equipped with a nonlinear
denoising operator.
2. Preliminaries
In this section we introduce notation, definitions and known results necessary for this work.
The presentation in this section is taken from [8,12,9] and [11]. We work with the formally
self-adjoint differential expression
u = 1
w
[
(−pu′)′ + qu]
defined on the interval I = (a, b), −∞ a < b∞. We assume that
1/p,q,w ∈ Lloc(I )
and that w > 0 almost everywhere in I.
Let H = L2w(I), the Hilbert space of square integrable functions with respect to the weight w.
The inner product 〈·,·〉 and norm‖ · ‖ in this space are given by
〈f,g〉 =
∫
I
f (t)g¯(t)w(t) dt
and
‖f ‖2 =
∫ ∣∣f (t)∣∣2w(t) dt,
I
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functions p,q. The maximal operator L generated by the expression  in H is defined by
D(L) = D = {u ∈ H : y, y[1] ∈ AC(I) and y ∈ H},
Lu = u, u ∈ D.
Since D is dense in H , it has a uniquely defined adjoint. Let L0 = L∗ and D0 = D(L0). The
operator L0 is called the minimal operator generated by  and it is known [9] that D0 ⊆ D, D0 is
dense in H and L∗0 = L. In other words, L0 ⊂ L = L∗0. Therefore, L0 is a symmetric closed
operator. Moreover, any self-adjoint extension of L0 is a self-adjoint restriction of L and vice
versa, i.e., L0 ⊂ S = S∗ ⊂ L∗0 = L. The pre-minimal operator L′0 is defined by
D′0 = D
(
L′0
)= {u ∈ D0: suppu ⊂ I},
L′0u = L0u ∀u ∈ D′0.
L0 is the closure of the operator L′0.
For a fixed nonreal λ, let Rλ denote the range of L0 − λE, where E is the identity operator
on H . The deficiency space Nλ of L0 is defined to be the orthogonal complement of Rλ in H ,
i.e.,
Nλ = R⊥λ .
It is shown in [9] that
Nλ =
{
y ∈ H : L∗0y = Ly = λ¯y
}
,
D = D0 Nλ Nλ¯,
and
dim(Nλ) = dim(Nλ¯).
Here, XY means the direct sum of the two not necessarily orthogonal subspaces X and Y . We
denote the common value, dim(Nλ), by d and call d the deficiency index of L0 on I . It is shown
in [9] that 0  d  2, and if one endpoint is regular and the other is singular (see definitions
below), then 1 d  2. Hence, D is a 2d extension of D0.
For y, z ∈ D and x ∈ I define the Lagrange bracket
[y, z](x) = y(x)z¯[1](x)− z¯(x)y[1](x). (1)
Note that the limits of the terms in (1) as x → a+, b− both exist and are finite. Thus, the notation
[y, z](a) = lim
x→a+
[y, z](x), [y, z](b) = lim
x→b−
[y, z](x)
is justified. We use [y, z]βα to denote [y, z](β)− [y, z](α).
Proposition 1. The following relation holds between D0 and D in general:
D0 =
{
y ∈ D: [y, z]ba = 0, ∀z ∈ D
}
. (2)
Proof. See [9]. 
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c ∈ I ; is limit circle (LC) if all solutions of
u = λu
are in L2w(a, c) for some λ ∈ C and c ∈ I ; is limit point (LP) if it is not LC. Similar defini-
tions hold at b. An endpoint is singular if it is not regular. The LC and LP classifications are
independent of λ ∈ C. See [12,8] for more details.
Proposition 2.
1. d = 0 ⇔ a and b are LP.
2. d = 1 ⇔ one endpoint is LP and the other is LC.
3. d = 2 ⇔ a and b are LC.
Proof. See [9, p. 72]. 
The proofs of the following two lemmas can be found in [4,12].
Lemma 3. Suppose a (b) is LC, then there are real ψ1,ψ2 (ψ3,ψ4) ∈ D \D0 such that
1. [ψ1,ψ2](a) = 0 ([ψ3,ψ4](b) = 0).
2. ψ1 and ψ2 = 0 near b (ψ3 and ψ4 = 0 near a).
3. ψ1 and ψ2 (ψ3 and ψ4) are linearly independent modulo D0.
We remark that in the above lemma, if both a and b are LC, then {ψ1,ψ2,ψ3,ψ4} can be
chosen so that they are linearly independent modulo D0.
Lemma 4. Suppose a (b) is LP, then there is a real ψa (ψb) ∈ D \ D0 such that ψa = 0 near b
(ψb = 0 near a).
Let c ∈ I and θ,φ be the unique (real) solutions of the initial value problems
u = 0, (3)
θ(c) = −φ[1](c) = 1, (4)
θ [1](c) = φ(c) = 0. (5)
If a is LC then θ,φ belong to L2w(a, c). In this case ψ1,ψ2 may be constructed by taking them
equal to θ,φ, respectively, near a and equal to 0 near b. If a is LP then for some real m, the linear
combination ψa = θ +mφ belongs to L2w(a, c). Similar comments hold for the endpoint b. With
the functions {ψi}2di=1 constructed as above, we have the following relationships between the
domains D and D0. For proofs and further discussion the reader is referred to [8] and [12].
Lemma 5. If a and b are both LP, then
D = D0.
If a is LC and b is LP, then
D = D0  span{ψ1,ψ2}.
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D = D0  span{ψ3,ψ4}.
If a and b are both LC then
D = D0  span{ψ1,ψ2,ψ3,ψ4},
where ψ1,ψ2,ψ3,ψ4 are as in Lemma 3.
Any self-adjoint realization L̂ of the formal operator  in H is an extension of L0 (restriction
of L): L0 ⊂ L̂ ⊂ L. The domain of definition D̂ of such a realization is characterized by the
existence of d functions ξ1, . . . , ξd (the list is empty if d = 0) in D which are linearly independent
modulo D0 and satisfy [ξi, ξj ]ba = 0 such that
D̂ = D0  span{ξ1, . . . , ξd}.
Next we introduce the sesquilinear form
a(u, v) =
b∫
a
pu′v¯′ + quv¯
and the associated boundary terms
{u,v}(x) = −u[1]v¯(x), x ∈ I,
{u,v}ba = {u,v}
(
b+
)− {u,v}(a−)
whenever the implied limits exist. Note that
[u,v](x) = {u,v}(x)− {v¯, u¯}(x).
Also, for u,v ∈ D, a(u, v) exists and is finite if and only if {u,v}ba exists and is finite. Then (see
also [3])
a(u, v) = 〈Lu,v〉 − {u,v}ba.
In the next section we will also make use of the following space:
V = {u ∈ D: a(u,u) < ∞}. (6)
Observe that V is dense in H since it contains D′0, the space of functions in D0 with compact
support in I.
3. Investigation of the boundary behavior
By boundary behavior here we mean how functions in the various domains discussed above
behave near the boundary points a and b. As mentioned in the preliminaries, for u,v ∈ D,
[u,v](a) and [u,v](b) are finite. Moreover, it was shown in [8] that the values of these brackets
are arbitrary complex numbers and, given any pair of complex numbers, one can find a pair of
functions u,v ∈ D whose bracket values match the given complex numbers. Therefore, it is nat-
ural to assume values for these brackets when dealing with boundary conditions for the singular
case rather than the conditions based on function values which are typically considered in the
regular case.
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on function values in the regular case (1/p,q,w are integrable on I ). To see this let θ,φ be the
solutions of (3)–(5). It is known that (see [9, p. 54]) D ⊂ AC(I). The equation[ [u, θ ](a)
[u,φ](a)
]
=
[
α
β
]
(7)
is equivalent to[
θ [1](a) θ(a)
φ[1](a) φ(a)
][
u(a)
u[1](a)
]
=
[
α
β
]
. (8)
On the other hand, the equations
x∫
c
uv¯w dt = [u,v]xc +
x∫
c
uvw dt
and θ(t) = φ(t) = 0 imply that [θ,φ]xc = 0 for all x ∈ I. Therefore, [θ,φ](x) = [θ,φ](c) = 1.
In particular, we have [θ,φ](a) = 1. This is precisely the determinant of the system (8). In other
words this system has a unique solution. Thus assuming boundary conditions of the form (7) is
equivalent to assuming classical boundary conditions.
In this section we will sharpen the results already known about the boundary behavior of
functions in D,D0, . . . , etc. in the singular case by investigating the conditions under which the
full Lagrangian [·,·] may be replaced by the half Lagrangian {·,·}. For example, we know that
functions u ∈ D0 and v ∈ D satisfy the boundary conditions [u,v]ba = 0. We will show here
that this statement can be refined to {u,v}ba = 0 in some cases and {u,v}(a) = {u,v}(b) = 0 in
others. In the process we will also come across the construction of a special class of self-adjoint
extensions of L0.
Proposition 6. For every u ∈ D0 and v ∈ D, [u,v](a) = [u,v](b) = 0.
Proof. For d  1 the proof can be found in [4, Corollary 6]. For d = 0, we will need first the
following characterization of D0 (which is independent of the deficiency index). Let c ∈ (a, b)
and denote by L−0 , L
+
0 the minimal operators induced by  in L
2
w(a, c), L
2
w(c, b), respectively.
Also, let A′ be the restriction of L′0 to functions u satisfying the conditions
u(c) = u[1](c) = 0
and A be its closure. Clearly
dimD(A) D0 = 2
and
A = L−0 ⊕L+0 .
Hence, if ϕ1, ϕ2 ∈ D′0 satisfy the conditions
ϕ1(c) = ϕ[1]2 (c) = 1,
ϕ2(c) = ϕ[1]1 (c) = 0
then they are linearly independent modulo D(A). Therefore,
D0 = D(A) span{ϕ1, ϕ2} (9)
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u = u− + u+ + α1ϕ1 + α2ϕ2, (10)
where u± is the extension by 0 of some function in D±0 . Now for u,v ∈ D0 write
u = u− + u+ + α1ϕ1 + α2ϕ2,
v = v− + v+ + β1ϕ1 + β2ϕ2.
The boundary condition [u,v]ba = 0 then gives[
u−, v−
]
(a)+ [u+, v+](b) = 0.
Furthermore, since the function v˜ = v− − v+ + β1ϕ1 + β2ϕ2 is also in D0, we get[
u−, v−
]
(a)− [u+, v+](b) = 0.
It follows that[
u−, v−
]
(a) = [u+, v+](b) = 0,
hence, the result. 
Corollary 7. For every u,v ∈ D0, {u,v}(a) = {u,v}(b) = 0.
Proof. The proof follows from the representation (10) of functions in D0. 
Combining this corollary with Lemmas 3 and 5, we have the following theorem.
Theorem 8. If a (b) is LP, then {u,v}(a) = 0 ({u,v}(b) = 0) for all u,v ∈ D. In particular, the
domain of any self-adjoint extension of L0 must satisfy this condition.
Proof. Suppose a is LP. Then d = 0 or d = 1. If d = 0, then D = D0 and the result follows from
Corollary 7. If d = 1, then the result follows by applying Lemma 5 and part 2 of Lemma 3. 
The case when both a and b are limit circle turns out to be more subtle. To handle this case
we will require that the sesquilinear form a(·,·) be bounded from below on the space V defined
in (6): For some μ ∈ R,
a(u,u) μ‖u‖2 ∀u ∈ V. (11)
Choose μ1 > max{−μ,0} and define the form a1(·,·) by
a1(u, v) = a(u, v)+μ1〈u,v〉.
Then a1(·,·) is V -elliptic and it induces an inner product (denoted 〈·,·〉W ) and a norm (de-
noted ‖ · ‖W ) on W , the completion of V in the usual way. Observe that a(·,·) is continuous
on W.
Proposition 9. D0 ⊆ W and, for all u ∈ D0, v ∈ W , a(u, v) = 〈L0u,v〉. Consequently,
{u,v}ba = 0 for all u ∈ D0, v ∈ W.
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in H ). Then∣∣a(un − um,un − um)∣∣= ∣∣〈L0(un − um),un − um〉∣∣

∥∥L0(un − um)∥∥‖un − um‖.
From this it follows that {un}∞n=1 is a Cauchy sequence in W . Therefore, un → u in W . To show
the second statement let u ∈ D0, v ∈ W and let {un}∞n=1 be a sequence in D′0 such that un → u
and L0un → L0u (both in H ). We argue as before that un → u in W . Then
a(u, v) = lima(un, v) = lim〈L0un, v〉 = 〈L0u,v〉.
This completes the proof. 
Observe that the equation a(u, v) = 〈L0u,v〉 for all u ∈ D0, v ∈ W means that, for a fixed
u ∈ D0, a(u, ·) extends to a continuous linear functional on H. This prompts us to define the set
D˜ = {u ∈ W : a(u, ·) extends to a continuous linear functional on H}. (12)
The next proposition establishes some properties of functions in D˜ and the fact that D˜ is an
essential extension of D0.
Proposition 10. Let D˜ be defined by (12). Then
1. D˜ ⊂ D and, for all u ∈ D˜ and v ∈ D0, {u,v}ba = {v,u}ba = 0.
2. For d  1, there are d functions in D˜ that are linearly independent modulo D0.
Proof. To show 1. let u ∈ D˜. By Proposition 9, a(u, v) = 〈u,L0v〉. The fact that a(u, ·) extends
to a continuous linear functional on H means that the functional v → 〈u,L0v〉 is continuous
on D0. Therefore, u ∈ D and a(u, v) = 〈u,L0v〉 = 〈Lu,v〉. Thus {u,v}ba = {v,u}ba = 0 for all
u ∈ D˜ and v ∈ D0.
To show 2. notice that since d = dim(R(L0 +μ1)⊥) = ker(L+μ1), we can choose d linearly
independent functions f1, . . . , fd ∈ ker(L+μ1). For k = 1, . . . , d, the variational problem
a1(u, v) = 〈fk, v〉 ∀v ∈ W, (13)
has a unique solution uk by the Lax–Milgram Lemma. These solutions are in D˜ but cannot be
in D0 for otherwise, using Proposition 9, we can show that (L0 +μ1)uk = fk which contradicts
the choice of fk . The linear independence of f1, . . . , fd and their orthogonality to R(L0 + μ1)
imply that u1, . . . , ud are linearly independent modulo D0. 
Proposition 11. Let u1, . . . , ud ∈ D˜ be the solutions of (13) corresponding to the linearly inde-
pendent functions f1, . . . , fd ∈ ker(L+μ1). Then {ui, uj }ba = 0, i, j = 1, . . . , d.
Proof. Since ui ∈ D, i = 1, . . . , d , for v ∈ D′0,〈
(L+μ1)ui, v
〉= a1(ui, v) = 〈fi, v〉.
Hence, (L+μ1)ui = fi . Now, for all v ∈ W,
〈Lui, v〉 = 〈fi, v〉 −μ1〈ui, v〉 = a(ui, v).
Therefore, {ui, v}ba = 0. In particular, {ui, uj }ba = 0, i, j = 1, . . . , d . 
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D̂ = D0  span{u1, . . . , ud}.
Then D̂ is the domain of definition of a self-adjoint extension L̂ of L0.
Proof. Since D̂ is a d-dimensional extension of D0, it suffices to show that the restriction of L
to D̂ is symmetric. Observing that
〈Lu,v〉 = a(u, v) = 〈u,Lv〉 ∀u,v ∈ D̂,
the symmetry of L follows easily. 
The previous proposition and its corollary point to the correspondence between subspaces of
functions of D˜ for which the half Lagrangian {·,·}ba vanishes and the construction of self-adjoint
extensions of L0. We would like to point out that this is a special subclass of the general self-
adjoint extensions of L0 which are characterized by the vanishing of the full Lagrangian [·,·]ba .
We will call this class Type I extensions. The following example illustrates a concrete construc-
tion of a Type I extension of L0.
Example. For the Legendre equation
I = (−1,1),
p(t) = 1 − t2, q(t) = 1, w(t) = 1.
Both endpoints are LC and the functions ψ1,ψ2 defined by
ψ1(t) = t, ψ2(t) = log 1 + t1 − t , t ∈ I
are in D and are linearly independent modulo D0 since [ψ1,ψ2]1−1 = 0. We also have
ψ1ψ
[1]
1 (−1) = ψ1ψ [1]1 (1) = 0. Hence, if we take the functions u1 and u2 in D such that
u1 =
{
ψ1 near −1,
0 near 1,
u2 =
{0 near −1,
ψ1 near 1
and let
D̂ = D0  span{u1, u2},
we obtain the domain of a Type I self-adjoint extension of L0.
The following example shows that such constructions may not be possible when the sesquilin-
ear form a(·,·) is not bounded from below.
Example. The Sears–Titchmarsh equation has
p(t) = t, q(t) = −t, w(t) = 1/t.
On [1,∞) the endpoints are regular and LC, respectively. It is not hard to see that the sesquilinear
form a(·,·) associated with this problem is not bounded from below. The functions ψ1,ψ2 defined
by
ψ1(t) = cos t + sin t√
t
, ψ2(t) = cos t − sin t√
t
, t ∈ I,
are in D and are linearly independent modulo D0 but for i, j = 1,2, {ψi,ψj }(∞) does not exist.
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for certain singular differential expressions. For example, if the constants are in D (a situation
which is equivalent to the integrability of w and the square integrability of q), then, the Lagrange
bracket [u,1](a) reduces to u[1](a). We thus conclude that u[1](a) is finite for all u ∈ D. In this
case the boundary condition u[1](a) = 0 is a valid self-adjoint boundary condition. A discussion
of another situation where other classical boundary conditions are possible is given in [10].
4. Existence theorems
In this section we investigate the problem of existence of solutions of the differential equation
u = Fu (P)
under the following assumptions:
(H1) The sesquilinear form a(·,·) defined in Section 3 is strongly positive definite (i.e., μ> 0).
(H2) F :DF ⊂ H → H is weakly continuous, DF ⊇ W, and F is monotone at 0:
〈Fu− F0, u〉 0 for all u ∈ DF .
The class of weakly continuous operators includes ones of the form
Fu =
N∑
i=1
g
(〈vi, T u〉)wi,
where g :C → C is continuous, T is a closed, densely defined linear operator with domain that
includes D, {vi}Ni=1 ⊂ D(T ∗) and {wi}Ni=1 ⊂ H.
Let L̂ be a Type I self-adjoint extension of L0 with domain D̂. In this section we will prove
existence of solutions of the problem
L̂u = Fu (P1)
and in the next section we will consider more general operators induced by  in H. It is straight-
forward to see that 〈L̂u, v〉 = a(u, v) for all u,v ∈ D̂. In particular, we have
〈L̂u,u〉 μ‖u‖2.
Thus the spectrum L̂ is contained in the half line [μ,∞) and 0 ∈ ρ(L̂), the resolvent set of L̂.
Therefore, L̂ has a bounded inverse. In the case d = 2, L̂ also has a completely continuous
inverse [9].
Theorem 13. Under the assumptions (H1)–(H2), problem (P1) has at least one solution.
Proof. Regard D̂ as a Hilbert space equipped with the norm ‖u‖^ = ‖L̂u‖ and its corresponding
inner product. Notice that convergence in the norm ‖ · ‖^ implies convergence in the norm ‖ · ‖
since L̂ has a continuous inverse. Let {wi}∞i=1 ⊂ D̂ be a complete sequence with respect to the
norm ‖ · ‖^ (such a sequence may be generated by taking a complete sequence in H and then
taking its image under L̂−1). Let {Vm}∞m=1 be the sequence of finite-dimensional subspaces
Vm = span{w1,w2, . . . ,wm}.
Consider the problem: find um ∈ Vm such that
〈L̂um, v〉 = 〈Fum,v〉 ∀v ∈ Vm. (Pm)
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〈Tmu,v〉 = 〈L̂u, v〉 − 〈Fu,v〉 ∀v ∈ Vm.
The weak continuity of F , the continuity of L̂ on finite-dimensional vector spaces and the finite
dimensionality of Vm imply that Tm is continuous. The existence of a solution of (Pm) then
reduces to the existence of a zero of Tm. To show that Tm has a zero, we notice first that
〈Tmu,u〉 = 〈L̂u,u〉 − 〈Fu,u〉
= a(u,u)− 〈Fu,u〉
= ‖u‖2W − 〈Fu− F0, u〉 − 〈F0, u〉
 ‖u‖2W − ‖F0‖‖u‖
 ‖u‖2W − ‖F0‖μ−1/2‖u‖W .
In particular, 〈Tmu,u〉 > 0 for all u ∈ Vm such that ‖u‖W = 2μ−1/2‖F0‖. A consequence of
Brouwer’s fixed point theorem (see, e.g. [7, p. 105] or [5]) then gives us that Tm has a zero um
such that ‖um‖W  2μ−1/2‖F0‖. Hence we have a uniformly bounded sequence {um}∞m=1 such
that
〈um, L̂wi〉 = 〈L̂um,wi〉 = 〈Fum,wi〉 ∀i m. (14)
Since {um}∞m=1 is weakly compact in W , we get a subsequence (denoted {umk }∞k=1) and an ele-
ment u ∈ W such that umk ⇀ u in W . Since W is continuously embedded in H , umk ⇀ u in H.
By the weak continuity of F we get Fumk ⇀ Fu. Since umk also satisfies (14), fixing i and
taking the limit as k → ∞ in (14) gives
〈u, L̂wi〉 = 〈Fu,wi〉. (15)
Since i is arbitrary, Eq. (15) holds also for all v ∈ D̂1, the set of finite linear combinations of
elements from {wi}∞i=1. Since D̂1 is dense in D̂ in the norm ‖ · ‖^ and since convergence in ‖ · ‖^
implies convergence in ‖ · ‖, Eq. (15) holds also for all v ∈ D̂. That is, we have
〈u, L̂v〉 = 〈Fu,v〉 ∀v ∈ D̂.
It follows that the functional v → 〈u, L̂v〉 is continuous on D̂. Therefore, u ∈ D(L̂∗) = D̂. Con-
sequently,
〈L̂u, v〉 = 〈Fu,v〉 ∀v ∈ D̂.
Since D̂ is dense in H ,
L̂u = Fu.
This completes the proof. 
We also have strong convergence of the sequence {umk } to u in the following special case.
Proposition 14. Let {um} be the sequence defined in the proof of Theorem 13. If, in addition
to (H1)–(H2), d = 2 then there is a subsequence {umk } that converges in the norm of H to a
solution of problem (P1).
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d = 2 then L̂ has a completely continuous inverse and so does L̂1/2 (e.g., see [1]). Let {um} be the
sequence defined in the proof of Theorem 13 and let fm = L̂1/2um (observe that D̂ ⊂ D(L̂1/2)).
Then
‖um‖2W = a(um,um) = 〈L̂um,um〉 = ‖fm‖2.
Hence, {fm} is a bounded sequence in H. Since um = L̂−1/2fm, {um} is precompact in H. Thus,
by considering subsequences if necessary, we can assume that a subsequence {umk } converges
weakly to a solution u ∈ W and strongly to an element y ∈ H. Since {umk } also converges weakly
to u in H, we get u = y. 
Remarks.
1. The conclusion of Theorem 13 remains true if the assumption (H2) is replaced with
(H2′) F :DF ⊂ H → H is weakly continuous, DF ⊇ W, and 〈Fu,u〉  δ‖u‖2 for some
δ < μ and all u ∈ DF .
2. In the case d = 2, the condition of weak continuity of F may be replaced by a condition of
continuity.
3. The advantage of the above proof is that we do not need to invoke a sequence of eigenvectors
as is usually done in the literature. This is particularly important if numerical methods are
applied to generate numerical solutions of (P1) in which case the eigenvectors are not usually
known.
Corollary 15. Suppose the hypothesis of Proposition 14 holds. If the solution u of (P1) is unique,
then {um} converges strongly to u.
Proof. The idea of the proof is to show that any subsequence of {um} has a subsequence that
converges strongly to u. Let {um′ } be a subsequence of {um}. Then {um′ } is norm bounded and
therefore, it has a subsequence {um′′ } converging weakly to u1 ∈ H. By the proof of Theorem 13,
u1 is a solution of (P1) and by Proposition 14 {um′′ } has a subsequence {um′′′ } that converges
strongly to u1. Since we assumed that (P1) has a unique solution, u1 = u. 
Theorem 13 is still true in other nonresonant cases. For example, we could require F to satisfy
〈Fu− F0, u〉 μ1‖u‖2 (16)
for some μ1 ∈ (−∞,μ). We wish to discuss next some cases where this nonresonance condition
can be dropped. One obvious case is when F satisfies
〈Fu− F0, u〉 μ1‖u‖1+σ
with μ1 ∈ R and σ < 1. Another case, which also involves a slight generalization of a result
in [6], reads as follows.
Theorem 16. If (H1) is satisfied, d = 2, and F satisfies the following conditions:
1. F is weakly continuous or continuous,
2. F − F0 is homogeneous; F(αu)− F0 = ασ (Fu− F0) for all α  0 with σ > 1,
3. 〈Fu− F0, u〉 0 for all u ∈ H and 〈Fu− F0, u〉 = 0 if and only if u = 0,
then problem (P1) has at least one solution.
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A third case occurs when F is strictly “supermonotone” at 0, that is, if
〈Fu− F0, u〉 μ1‖u‖σ+1W (17)
for some σ > 1 and μ1 < 0.
Theorem 17. If (H1) is satisfied and F is weakly continuous and satisfies (17) then problem (P1)
has at least one solution.
Proof. We only need to show that the sequence {um} in the proof of Theorem 13 is uniformly
bounded. This is the case because, for u ∈ Vm, we have
〈Tmu,u〉 = 〈L̂u,u〉 − 〈Fu,u〉
= ‖u‖2W − 〈Fu− F0, u〉 − 〈F0, u〉
 ‖u‖2W −μ1‖u‖σ+1W −μ−1/2‖F0‖‖u‖W .
Since the function f (x) := x2 − μ1xσ+1 − μ−1/2‖F0‖x tends to infinity as x → ∞, there is
x0 > 0 such that f (x) > 0 for all x  x0. Thus 〈Tmu,u〉 > 0 for all u with ‖u‖W = x0. Thus
Tm has a zero um satisfying ‖um‖W  x0 for all m. 
A number of other (resonant) cases occur under any combination of conditions on μ,μ1 and σ
that guarantee that the function f (x) defined in the proof of Theorem 17 above becomes positive
for at least one value of x.
5. Existence with arbitrary boundary conditions
In this section we discuss existence theorems for the nonlinear equation
u = Fu
in cases where the operator realization of  in H is not necessarily self-adjoint. This situation
may arise, for example, in a regular case where boundary conditions that are not compatible with
self-adjoint ones are specified. Our sought solutions will, generally, be in the domain D of the
maximal operator L generated by  in H. That is, we seek solutions for the operator equation
Lu = Fu. (18)
We investigate the regular case first then the singular case. Our main tool will be to reduce this
problem to one involving a self-adjoint extension of L0 and then we use the theory developed in
the last section.
5.1. The regular case
In this case arbitrary boundary conditions can be satisfied at the endpoints a and b as discussed
in [12]. Thus we may assume that a boundary condition of the form
B
(
U(a),U(b)
)= 0 (19)
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and
U(x) =
[
u(x)
pu′(x)
]
, x ∈ I . (20)
Let A be a 2 × 2 real matrix with detA = 1. It was shown in [4] that the domain D̂ defined by
D̂ = {u ∈ D: U(b) = AU(a)}
is the domain of a real self-adjoint extension L̂ of L0, which we assume to be a Type I operator.
Since in the regular case the deficiency index of L0 is 2, D̂ is a two-dimensional extension
of D0. It follows that D is also a two-dimensional extension of D̂. Thus there are two functions
ϕ1, ϕ2 ∈ D which are linearly independent modulo D̂ such that
D = D̂  span{ϕ1, ϕ2}.
To begin the transformation process to a problem involving the self-adjoint operator L̂ let
ϕ = rϕ1 + sϕ2 where r and s are scalars to be specified later. We will look for solutions of (18)
of the form u = uˆ+ ϕ. The boundary condition (19) can then be written as
B
(
Û (a)+Φ(a),AÛ(a)+Φ(b))= 0. (21)
Assume (X0, Y0) ∈ R2 × R2 is a zero of B. Set
Û (a)+Φ(a) = X0,
AÛ(a)+Φ(b) = Y0.
Then
Φ(b)−AΦ(a) = Y0 −AX0.
This system can be written is terms of r and s as[
(Φ1(b)−AΦ1(a))t
(Φ2(b)−AΦ2(a))t
][
r
s
]
= Y0 −AX0. (22)
Lemma 18. The system (22) determines r and s uniquely.
Proof. We need to establish that the matrix of coefficients of the system (22) is nonsingular. If
this were not the case then there would exist a scalar m such that
Φ1(b)−AΦ1(a) = m
(
Φ2(b)−AΦ2(a)
)
.
Rearranging, we get
Φ1(b)−mΦ2(b) = A
(
Φ1(a)−mΦ2(a)
)
.
Therefore,
ϕ1 −mϕ2 ∈ D̂.
This contradicts the linear independence of ϕ1, ϕ2 modulo D̂. 
Notice that the determination of r and s is independent of the values of any function in D̂ and
is related to the chosen self-adjoint extension L̂ only through the choice of the matrix A. Thus
specifying A completely determines ϕ.
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L̂uˆ = Fϕ(uˆ)−Lϕ, (23)
where
Fϕ(uˆ) = F(uˆ+ ϕ).
The existence of a solution to this problem is granted under any set of conditions discussed in
the previous section. If uˆ is a solution of (23) and if we put u = uˆ+ ϕ, then
Lu = L(uˆ+ ϕ)
= Luˆ+Lϕ = F(uˆ+ ϕ)
= F(u).
Moreover, by the choice of ϕ, we have
U(a) = Û (a)+Φ(a) = X0,
U(b) = Û (b)+Φ(b) = Y0.
Therefore,
B
(
U(a),U(b)
)= 0.
5.2. The singular case
As we saw in Section 3, if the operator  is singular, then functions in D need not have finite
values or finite pseudoderivatives at the endpoints. Following the discussion there, boundary
conditions to be assumed involve the quantities [u, θ ], [u,φ] at the endpoints. Here θ,φ are the
solutions of (3)–(5). The boundary conditions that can be assumed in this case depend on the
classification of each endpoint.
If each endpoint is either regular or LC (d = 2) then general boundary conditions of the form
(21) can be assumed with the understanding that now
U(x) =
[ [u, θ ](x)
[u,φ](x)
]
, x ∈ I . (24)
With this modification of notation, the discussion of the previous subsection is completely ap-
plicable to this case.
If one point is LP and the other is regular or LC (d = 1), we may assume, without loss of
generality, that a is regular or LC and b is LP. Since no boundary conditions are allowed at b, we
can only assume a boundary condition of the form
B
(
U(a)
)= 0, (25)
where B :R2 → R2 is a nonlinear function with at least one zero. Notice that U(a) has the
interpretation (20) if a is regular or (24) if a is singular. Let γ ∈ [0,π) and C = [cosγ sinγ ]. It
was shown in [4] that the space
D̂ = {u ∈ D: CU(a) = 0}
is the domain of a self-adjoint extension L̂ of L0, which we assume to be a Type I operator.
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Thus there is a function ϕ1 ∈ D \ D̂ such that
D = D̂  span{ϕ}.
Let ϕ = rϕ1 where r is a scalar to be specified shortly. We will look for solutions of (18) of
the form u = uˆ+ ϕ. The boundary condition (25) can then be written as
B
(
Û (a)+Φ(a))= 0.
Assume X0 ∈ R2 is a zero of B . Set
Û (a)+Φ(a) = X0.
Then
CΦ(a) = CX0 or rCΦ1(a) = CX0.
Since ϕ1 /∈ D̂, CΦ1(a) = 0. Therefore, the above equation determines the value of r. The set up
(23) can now be applied.
If both endpoints are LP (d = 0) then no boundary conditions are needed or allowed. In this
case L = L0 and we can apply the theory of Section 5.
6. Application
In this section we present an application of the foregoing abstract treatment to the vibration
of semi-infinite strings equipped with a “nonlinear denoising filter.” Before stating the governing
equation we need some terminology (see also [2]). Let H = L2(0,∞) and let {ϕk}∞k=1 be an
orthonormal basis for H. Let n be a positive integer and Λ ⊂ N be a set of indices with #Λ = n.
We denote by Hn the subspace
Hn = span{ϕk}k∈Λ.
For a given threshold t > 0 and a given ε > 0 we introduce the continuous function g :R → R
defined by
g(x) =
⎧⎨
⎩
x, 0 x  t,
− t
ε
(x − t − ε), t  x  t + ε,
0, x > t + ε,
g(x) = −g(−x), x  0,
and define the nonlinear operator G :H → Hn by
Gu =
∑
k∈Λ
ckϕk,
where
ck = g
(∣∣〈u,ϕk〉∣∣), k ∈ Λ.
Roughly speaking, G projects on Hn and keeps only the modes of u that have coefficients less
than the threshold t. We now show that G is weakly continuous. If um ⇀ u then 〈um,ϕk〉 →
〈u,ϕk〉 for all k ∈ Λ. Therefore, cmk = g(〈um,ϕk〉) → g(〈u,ϕk〉) = ck for all k ∈ Λ. It follows
that Gum ⇀Gu.
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F = I −G,
where I is the identity operator on H. Roughly speaking again, F suppresses the modes ϕk ,
k ∈ Λ, of u which have coefficients less than the threshold t. Compare this action to that of the
classical low pass filters which merely truncate the high modes of the function u.
Now consider the governing equation of the vibrating semi-infinite string with a nonlinear
filter {
u(x) = Fu(x), x ∈ (0,∞),
u(0) = 0, (26)
where
u(x) = −u′′(x)+μu(x)
and μ> 1.
Since |g(x)|  |x| and xg(x)  0, we can easily check that 〈Fu,u〉  ‖u‖2. On the other
hand,  together with the boundary condition u(0) = 0 induce a (Type I) self-adjoint operator L̂
on H such that
〈L̂u,u〉 μ‖u‖2.
By Theorem 13, Eq. (26) has a solution.
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