Abstract. Real and imaginary part of the limit 2N → ∞ of the integral
Direct summation of the alternating series is slow and generates roughly 3 valid digits after ten thousand terms (Table 1 ). Euler summation [1, (3.6 .27)] [10] is successful in accelerating the convergence, witnessed in Table 2 . Table 1 . Partial sums of (1) as a function of the upper limit of summation. More efficient methods lead to even quicker convergence, as demonstrated in Table 3 . An accuracy of 60 digits is reached after 100 terms and will be sufficient for all purposes of this script. Table 3 . Approximations to (1) with the first Cohen-VillegasZagier algorithm using terms up tok [3] . Not convergent in the continuum limit at N → ∞, the limit of the sequence of integrals with an integral difference in the upper limits 2N exists. The objective of this work is to evaluate this limit M I . To compute M I , the manuscript looks at repeated partial integration to quench the integrand at large x in preparation for standard methods of sampling along the abscissa (Sections 2.1 and 2.2), investigates splitting the integral into an alternating series and a base interval (Section 2.3), expansion of x 1/x into a series over (log x/x) n (Section 2.4), changing the path of integration in the complex plane (Section 2.5), and considers reverse application of the Euler-Maclaurin integral formula (Appendix C).
Numerical Analysis
2.1. Iterated Partial Integration. A partial integration of (2) yields Real and imaginary part of e iπx x 1/x , the integrand in (2).
The limit N → ∞ can be performed in the pre-integrated term,
which essentially compresses the oscillations with a factor ∝ log(x)/x 2 , as shown in Figure 2 . A second partial integration of (5) may follow,
with the limit
Repeating, a simple scheme for the n-th derivative of the base function f ,
can be phrased as a set of coefficients α,
α n,r,s log s (x)
Explicit computation with the chain rule establishes the recurrence (10) α n+1,r,s = α n,r−2,s − α n,r−2,s−1 + (s + 1)α n,r−1,s+1 − (r − 1)α n,r−1,s .
The initial conditions are (11) α n,r,s = 0 if r < 0 or s < 0; α 0,0,0 = 1.
Equations (5), (7) and the representation through n-fold partial integration are summarized with
defining pre-integrated terms
The infinite interval from 1 to ∞ can be mapped onto the interval from 0 to 1/2 with the substitution (one of a family of rational maps)
A combination of (12) and (15) Table 4 illustrates that a choice of n near 5 or 6 yields optimum convergence (because b(n) then approximate M I best), and that integration with s ≈ 60 000 abscissa points generates of the order of 13 valid digits. Note that Romberg (Richardson) extrapolation with the standard 15 : 1 weighting of step width halving does not work as the integrand is not in the polynomial class.
Remark 2. In a variant of this mapping on a finite interval, the transformation x = 1/u in the n-th partial integration yields
The precision is worse than with Algorithm 1 by approximately one digit. I have not looked into advanced schemes for this type of oscillatory integrals [7, 11] or Sidi's generalized methods of extrapolation.
Exponential Scaling.
A characteristic of Algorithm 1 is that the integrand is basically reduced by another factor 1/x for each additional partial integration. The variable transformation log x = z, x = e z , dx = e z dz, helps to achieve exponential scaling as the integration variable heads towards infinity, at the cost of an irregular chirp factor in the complex exponential:
and "borrowing" a factor e z in (18) in the integrand,
Alternatively, this results applying the substitution log x = z to (12) . After this scheme of partial integrations has been repeated n times, the non-oscillating exponential factor in the integrand is exp[z exp(−z) − (n + 1)z].
Algorithm 2. Perform n partial integrations of (18), then use another transformation u = e −z , z = − log u to map the range 0 ≤ z ≤ ∞ to 0 ≤ u ≤ 1 in the remaining integral, and integrate this over u with a Simpson method. Eventually insert this F 1 in
as seen in (5).
An accuracy of 10 −21 can be reached sampling two million points (Table 5 ) and is reported in the summary. Comparison with Table 4 shows that one to two digits are gained relative to Algorithm 1.
Longman's
Method. An integral F with an undulating trigonometric factor multiplied by a monotonous g(x) may be split into an integral over the half period with an alternating series attached to each point in that interval [14, 13, 5] .
The l-series is only alternating if the function g(x) is monotonous and does not change sign. In addition, Euler resummation assumes that the series converges.
With M I , x 1/x has a maximum at x = e, so we integrate over 1 ≤ x ≤ 3 with any other method, setting m = 3, and relay by one partial integration, g(x) = f (1) (x), to feature a g(x) that has a single sign with decreasing |g 
With this choice, g(x) has a maximum near x = 4.3, associated with the zero of f (2) (x), which (after detailed inspection) does not destroy the alternating property-if higher order f (n) (x) were employed, m would have to be chosen differently.
The speed of convergence of the method is demonstrated with Table 6 . As the number of evaluations of g is the product of n and l, it turns out effectively to be slower than Algorithm 2.
2.4. Taylor Series the Logarithmic Term. The most advanced method expands the non-oscillatory term of (2) into the Taylor series of the exponential: Table 6 . Convergence of Algorithm 3 with a Simpson integration on n abscissa points over [0, 1] , truncating the alternating series after the l-th term followed by extrapolation [3] . 
The integrals are the V (π, n, n) defined in equation (31) in Appendix B. Summing over values taken from Tables 9-11 produces Table 7 . An accuracy of 10 −19 in real and imaginary part of M I requires summation up to n = 15-an estimation derived from results of Remark 4-, and has not been worked out.
2.5. Contour Deformation. The path of the integration may be deformed to a straight line (hypotenuse) from z = 1 to z = 2N (1 + τ i) with adjustable slope τ > 0 towards the real axis, and a straight line (short leg) parallel to the imaginary axis back to 2N on the real axis. The contribution of ℑz to exp(iπz) leads to a The dependence on three configuration parameters makes quality assessment more difficult than with the other methods, illustrated by Table 8 . The contribution missing for any finite N is estimated by
which serves as a guideline how large τ ought be made given a targeted accuracy and an upper limit N .
Summary
The value of M I is (29) lim
The integral features highly oscillatory behavior and a logarithmic factor in the main integrand, which sets up an interesting test case outside the range of methods that assume "nice" analytic properties in the complex plane.
Appendix A. Filon-Simpson Rule
The Simpson rule of integration of a function G(y) is an interpolation between three abscissa points (y 0 , G(0)), (y 1 , G(1)) and (y 2 , G(2)) by a quadratic polynomial in y [1, (25.2.1)],
followed by integration of this polynomial in the limits y 0 ≤ y ≤ y 2 . A refinement in our case, based on the same quadratic interpolation, is
supposing equidistant abscissa points y 1 = y 0 + h and y 2 = y 0 + 2h. This explicit recognition of the exponential factor gains roughly one additional digit in accuracy in Table 6 compared to the evaluation with e iπy incorporated in the value of G.
Appendix B. Fichtenholz Integrals B.1. Fundamental Form. In this appendix, a set of integrals V (a, k, s) is targeted as an aid to Algorithm 4. This is basically evaluating the generalized integroexponential function [16, 12] for a complex-valued parameter z = −ia.
Remark 3. There are three simple extensions:
• Cases with a scaling factor b in the logarithm can be reduced to this fundamental form by binomial expansion of (log b + log x) k ,
• Reading
(obtained through the substitution bx → y) from right to left shows that other lower limits than 1 are also accessible once the V are known for general a.
• Integer powers of sines or cosines at the place of the exponential lead back to the fundamental form via Euler's formula:
Real and imaginary part of the value V (a, 1, 1)
are computed separately. The imaginary part is The difference between this value and (38) represents (37),
The value at a = π is the head entry in Table 9 . The real part is started from [9, (3.761.9)]
which is differentiated with respect to µ with the product rule, Table 10 . Table of cos(ax)
Differentiation with respect to µ introduces the logarithm,
We subtract this from (43) and notice that the ∼ 1/µ 2 -singularity cancels with the term n = 0 of the series as µ → 0,
The sum converges quickly, the value at a = π is the first entry in Table 10 . Combined with (40) this reads
which constitutes a "root" value V (a, 1, 1) in the tree of integrals (31). A summary of (42) and the associated imaginary part is (48)
B.2. Higher Powers of the Rational. Integration of (47) with respect to a is a measure to increase the parameter s, the power of x in the denominator, by one:
where [17] (51)
Inserting a = π yields the second lines in Table 10 and 9. The concept of (49) generalizes to higher powers k of the logarithm,
The last term, the non-oscillatory integrals at a = 0, are known [9, (4.272.6)],
Milgram's equation (2.29) [16] . Iterated application of this rule computes the chain of V (a, 1, 1) → V (a, 1, 2) → V (a, 1, 3) → . . . as follows:
(54) (n + 3)!n 2 .
The cases of a = π are in Tables 9 and 10. B.3. Higher Powers of the Logarithm. As seen in Section B.1, differentiation with respect to the parameter µ increases the power of the logarithm:
To support differentiation with respect to the s-parameter, we recompute V (a, 1, 2− µ), which we re-integrate over a as in (42):
The integration is applied in parallel to the complementary interval 0 ≤ x ≤ 1,
and the difference is (59)
This is differentiated with respect to µ, and the singularities ∼ 2a/µ 3 from the incomplete Gamma-function and the n-sum cancel in the limit µ → 0:
The explicit value at a = π is (61)
This demonstrates the technique. Starting from V (a, 2, 2), a ladder of integrals is constructed according to (52). Each time, a term ∼ (−1) k k!(ia) s−1 /µ k+1 cancelscarried over from the simple pole of the Γ-function (41) through k differentiations and s − 1 integrations-when the complementary integrals of 0 ≤ x < ∞ and 0 ≤ x ≤ 1 are combined. Numerical examples are gathered in Table 11 . 
Since the calculation of values at large k is a laborious task, this formula offers a route to cheaper calculation by (i) tabulation of V (a, k, s) at some small k up to a rather largeŝ, involving only integrations of powers of ln a multiplied by powers of a [9, (2.722)], (ii) numerical calculation of the V (a, k + ∆k,ŝ) up to the desired k with some brute force method like the 1/x mapping (17), which converges well sincê s is large, (iii) telescoping fromŝ backwards with (63) to fill the table for increasing k and decreasing s. k ds + const .
Appendix C. Inverse Euler-Maclaurin
A standard idea of integration is to split the integral over intervals that are commensurable with the frequency of the oscillation, to replace the generic factor g in the integral by some approximation which allows integration in closed formassuming that a massive cancellation can be obtained-, then to gather the sum over the intervals with some Euler-Maclaurin approach [2] . Applied to (23) g is approximated by its Taylor series, [15, 8] , Implementation of this approach reveals that the sum over the d-th derivatives shows converging behavior only up to d ≈ 6. I attribute this to the same logarithmic branch cut that constraints the useful depths of the partial integrations in Algorithms 1 and 2.
