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Abstract
In this paper we study an anisotropic variant of the Rudin-Osher-
Fatemi functional with L1 fidelity term of the form
E(u) =
∫
Rn
φ(∇u) + λ‖u− f‖L1(Rn).
We will characterize the minimizers of E in terms of the Wulff shape
of φ and the dual anisotropy. In particular we will calculate the sub-
differential of E. We will apply this characterization to the special case
φ = | · |1 and n = 2, which has been used in the denoising of 2D bar
codes. In this case, we determine the shape of a minimizer u when f
is the characteristic function of a circle.
1 Introduction
We analyze an anisotropic variant of the Rudin-Osher-Fatemi functional
(anisotropic TV-L1 energy in the following)
E(u) =
∫
Rn
φ(∇u) + λ‖u− f‖L1(Rn),
which has been proposed by Choksi et al. in [2] for the special case of φ = |·|1
and n = 2 for the denoising of 2D bar codes. Given a noisy input f ∈ L1(Rn)
we seek for a minimizer u of E.
∗
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The famous Rudin-Osher-Fatemi functional [12] is given by
EROF(u) =
∫
Ω
|∇u|2 + λ‖u− f‖2L2(Ω),
where the noisy input is modeled by a function f ∈ L2(Ω) typically defined
on a bounded domain Ω ⊂ R2. The first term measures the regularity of u
with respect to the Euclidean metric on R2. We call this term isotropic total
variation. The second term measures the distance to the original signal and
is called fidelity term. This model is not contrast invariant: plugging in a
rescaled noisy image cf for some rescaling parameter c > 0 does not result
in a rescaled minimizer cu. Furthermore the minimization of EROF is not
faithful to any f 6= 0, which means that there is no f 6= 0 such that f is the
minimizer of EROF.
In [1] Chan and Esedog¯lu analyze the isotropic TV-L1 model. This model
has a different fidelity term, where the squared L2 distance to the measured
signal f is replaced by the L1 distance to f . The authors prove that this
modification yields a contrast invariant minimization problem. They show
that u is a minimizer if and only if the level sets of u solve a shape opti-
mization problem. This motivates the study of the geometric properties of
minimizers. They can show that the TV-L1 model is faithful to every char-
acteristic function of a bounded domain with C2 boundary, if λ is larger
than some domain dependent constant. A negative result is, that the char-
acteristic function of a square can not appear as a minimizer of this model.
Therefore, when working with images that consist of shapes with some
anisotropic feature, a modified total variation must be considered. This has
been done by Esedog¯lu and Osher in [5] for the classical Rudin-Osher-Fatemi
model. They consider an energy
EEO(u) =
∫
Ω
φ(∇u) + λ‖u− f‖2L2(Ω)
where φ is a norm on R2. They prove that this energy prefers the corre-
sponding Wulff shape
Wφ =
{
x ∈ R2 ∣∣x · y ≤ φ(y) ∀y ∈ R2} .
In particular they show that for large λ the unique minimizer for f = χWφ
is given by cf for some constant c > 0.
In this work we combine the techniques used in [1] and [5] to analyze the
functional E. In his PhD thesis [3] Duval starts with an excellent overview
over the TV-L1 model. He extends the geometric point of view of [1] and
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proposes two algorithms based on these results. At the end of the first part
of [3] he mentions the generalization to anisotropies described by a norm φ.
If in addition φ is crystalline, that means that the Wulff shape is a polytope,
he characterizes the minimizers for f = χC where C is a bounded convex
set. In this work we will allow a slightly more general class of anisotropies
described by a Finsler metric φ.
The main result in this work is Theorem 3.7, which gives a dual char-
acterization of minimizers u ∈ BV (Rn). We will use this result in Exam-
ple 3.10 to show that for φ = | · |1 and f = χ{|x|2≤1} the minimizer is given as
intersection of the circle with a properly scaled square. In [2] Choksi et al.
prove one implication of Theorem 3.7 for this special case and deduce that
E is faithful to every 2D bar code as long as λ is larger than some constant
which depends on the size of the bar code. We conclude by Example 3.10
that the converse conclusion is wrong, namely that there are faithful binary
signals which are not given by 2D bar codes.
2 Anisotropic total variation
We consider an anisotropy given by a convex and nonnegative, positively
1-homogeneous function φ : Rn → [0,∞), which means that φ satisfies
φ(αy) = αφ(y) for all α > 0, y ∈ Rn and φ(y) = 0 if and only if y = 0. A
function φ like this is sometimes also called a gauge function (see [8], [9]) or
a Finsler metric (see [11]). The Wulff shape associated with φ is given by
Wφ = {x ∈ Rn | −x · y ≤ φ(y) ∀y ∈ Rn}
and coincides with the polar set (sometimes also called the one-sided polar
set) of
Bφ = {y ∈ Rn |φ(−y) ≤ 1} .
Then Wφ is a convex and compact set with 0 ∈ intWφ.
Remark 2.1. Note that we need to introduce a minus sign in the definition
of the Wulff shape, which differs from the classical setting. This is due to the
fact that we want to allow anisotropies which are not even functions. This
modification ensures that the Wulff shape is still the optimal shape for the
anisotropic total variation we will define in Definition 2.3. This technical
aspect occurs several times in this work. If φ is an even function, we can
skip the minus sign.
The gauge dual φ◦ of φ is given by
φ◦(x) := max
φ(y)≤1
x · y
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and can also be understood as the Minkowski function of −Wφ,
φ◦(x) = inf{λ > 0 | x ∈ −λWφ}.
Since φ◦◦ = φ (see [9, Proposition 2.1]), we have Bφ =Wφ◦ and Wφ = Bφ◦ .
The gauge functions φ and φ◦ satisfy the Cauchy-Schwarz inequality in the
sense that
x · y ≤ φ◦(x)φ(y) for all x, y ∈ Rn. (1)
In the particular case φ = | · |p for some p ∈ [1,∞] we have φ◦ = | · |q, where
q is given by 1
p
+ 1
q
= 1 in the usual sense. In this case the sets Wφ and Bφ
are given by
Wφ = {x ∈ Rn | |x|q ≤ 1} and
Bφ = {x ∈ Rn | |x|p ≤ 1}.
We need the following property, which is a generalization of the well known
isometry of the embedding L∞(Rn;Rn) →֒ (L1(Rn;Rn))∗ into the dual space
of L1(Rn;Rn).
Lemma 2.2. Let f ∈ L∞(Rn;Rn) satisfy∫
Rn
f · g ≤
∫
Rn
φ(g) ∀g ∈ L1(Rn;Rn).
Then φ◦(f) ≤ 1 almost everywhere in Rn, that means f ∈ −Wφ almost
everywhere in Rn.
Proof. Choose ηφ◦(x) ∈ argmaxφ(y)≤1 x · y such that ηφ◦(x) · x = φ◦(x) and
φ(ηφ◦(x)) = 1 for x ∈ Rn. This can also be understood as ηφ◦(x) ∈ ∂φ◦(x),
where ∂φ◦(x) is the subdifferential of φ◦ at x ∈ Rn. Let g ∈ L1(Rn). Then,
using (1)∫
Rn
φ◦(f)g ≤
∫
Rn
φ◦(f)|g|
=
∫
Rn
f · ηφ◦(f)|g| ≤
∫
Rn
φ (ηφ◦(f)|g|) =
∫
Rn
|g|.
Since g was arbitrary we conclude φ◦(f) ≤ 1 almost everywhere in Rn.
Definition 2.3 (Anisotropic total variation, see [5]). The anisotropic total
variation of an Rn-valued Radon measure µ ∈ [M(Rn)]n is∫
Rn
φ(dµ) := sup
{∫
Rn
ϕ dµ
∣∣∣∣ϕ ∈ C1c (Rn;Rn), ϕ(x) ∈ −Wφ ∀x ∈ Rn
}
.
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The anisotropic total variation of a function u ∈ BV (Rn) is given by
TVφ(u) :=
∫
Rn
φ(dDu)
where Du is the total variation measure of u.
Remark: For u ∈ BV (Rn) we have
TVφ(u) = sup
{
−
∫
Rn
u∇ · ϕ
∣∣∣∣ϕ ∈ C1c (Rn;Rn), ϕ(x) ∈ −Wφ ∀x ∈ Rn
}
.
The isotropic total variation is given by TV = TV|·|2.
The definition of the anisotropic total variation can be extended to func-
tions that have a weak divergence in L∞(Rn).
Lemma 2.4. For u ∈ BV (Rn) we have
TVφ(u) = sup
{
−
∫
Rn
u∇ · v
∣∣∣∣ v ∈ L∞(Rn;Rn),
∇ · v ∈ L∞(Rn), v ∈ −Wφ a.e. in Rn
}
.
Proof. The proof is an easy adaption of [2, A.4].
Example 2.5. If Ω ⊂ Rn is a bounded domain with Lipschitz continuous
boundary, the anisotropic total variation equals
TVφ(Ω) := TVφ(χΩ) =
∫
∂Ω
φ(−ν).
Here ν denotes the outward unit normal which is well defined almost every-
where on ∂Ω.
Proof. We can prove this result by approximating the function ηφ ◦ (−ν)
(see Lemma 2.2) by smooth functions and applying the Gauss formula.
Corollary 2.6. The total variation of the Wulff shape is given by
TVφ(Wφ) = n|Wφ|.
Proof. Since Wφ is convex, it has a Lipschitz continuous boundary, see [10,
1.2.2.3]. Furthermore we know that at almost every point x ∈ ∂Wφ the
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Wulff shape lies on one side of the hyperplane {y ∈ Rn | y · ν(x) = x · ν(x)}.
In particular we get
φ(−ν(x)) = φ◦◦(−ν(x)) = sup
φ◦(y)≤1
−ν(x) · y = sup
y∈Bφ◦=Wφ
ν(x) · y = x · y.
Then, using the Gauss formula
TVφ(Wφ) =
∫
∂Wφ
φ(−ν) =
∫
∂Wφ
ν(x) · x dx = n|Wφ|.
Proposition 2.7. There are constants c, C > 0 satisfying
cTVφ(u) ≤ TV(u) ≤ C TVφ(u) ∀u ∈ BV (Rn).
Proof. This follows directly from the fact that Wφ is compact and contains
0 in its interior.
We state some results about the anisotropic total variation. All proofs
are easy adaptions of the results [6, 5.2 and 5.5] for the isotropic case.
Proposition 2.8 (Lower semi-continuity). Let (uk)k∈N ⊂ BV (Rn), u ∈
BV (Rn) with uk → u in L1loc(Rn), then TVφ(u) ≤ lim infk→∞TVφ(uk).
Proposition 2.9 (Approximation). For every u ∈ BV (Rn) there is a se-
quence (uk)k∈N ⊂ BV (Rn) ∩ C∞(Rn) satisfying
1. uk → u in L1(Rn) and
2. TVφ(uk)→ TVφ(u) for k →∞.
Proposition 2.10 (Coarea formula). Let u ∈ BV (Rn). Define the level set
Σ(t) := {x ∈ Rn | u(x) > t}. Then we have
TVφ(u) =
∫ ∞
−∞
TVφ(Σ(t)) dt.
3 Anisotropic TV-L1 model
Definition 3.1. For a given function f ∈ L1(Rn) and λ > 0 we consider
the functional
E(u) := E(u; f, λ) := TVφ(u) + λ‖u− f‖L1(Rn) , u ∈ BV (Rn)
and seek for a minimizer u ∈ BV (Rn) of E.
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Using Proposition 2.7, the isotropic compactness result in [6, 5.2 Theo-
rem 4] and Proposition 2.8, we can apply the direct method of the Calculus
of Variations to deduce the existence of a minimizer.
Since E is not strictly convex, the minimizer is not necessarily unique.
Example 3.2. Let n = 2, φ = | · |2, B = Bφ = {|x|2 ≤ 1}, f = χB and
λ = 2. From what we will prove in this work, we infer that f is a minimizer
of E. For this special choice of λ we note that αf for α ∈ [0, 1] is also a
minimizer of E because E is convex and
E(f) = TV (f) = 2π = 2‖f‖L1 = E(0).
For small λ and functions f with compact support, we only have the
trivial minimizer.
Proposition 3.3. Let f ∈ L1(Rn) and R > 0 with spt f ⊂ RWφ = {Rx |
x ∈ Wφ}. The zero function is the unique minimizer of E for all 0 < λ <
λ0 =
n
R
.
Proof. This proof is similar to the proof of [2, Lemma 2.2], but we will
additionally prove that λ0 can be chosen as λ0 =
n
R
.
We know that the Wulff shape is the shape that minimizes the anisotropic
total variation with prescribed area. We refer to [7] for the proof. Using a
scaling argument we can deduce that
|A|n−1n ≤ C TVφ(A) (2)
for all bounded sets A ⊂ Rn with finite perimeter. The constant C is given
by
C =
|Wφ|
n−1
n
TVφ(Wφ)
= n−1|Wφ|−
1
n ,
where we applied Corollary 2.6. Now let u ∈ BV (Rn) and 0 < λ < λ0 = nR .
We have that
TVφ(u) = TVφ(u+) + TVφ(−u−) (3)
where u+ and u− are the positive and negative parts of u. Since we are
working with an anisotropy φ which is not necessarily an even function, we
need to be careful when comparing the anisotropic total variation of positive
and negative functions. We know that∫
Rn
−u∇ · ϕ =
∫
Rn
u(x)∇ · (ϕ(−·))(−x) dx =
∫
Rn
u(−x)∇ · (ϕ(−·))(x) dx
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for all ϕ ∈ C1c (Rn). Therefore the anisotropic total variation of the negative
of u is given by
TVφ(−u) = TVφ(u(−·)). (4)
Plugging (4) into (3) and using the coarea formula together with the isoperi-
metric inequality (2) gives
TVφ(u) = TVφ(u+) + TVφ(u−(−·))
=
∫ ∞
0
TVφ({u+ > t}) + TVφ({u−(−·) > t}) dt
≥ C−1
∫ ∞
0
|{u+ > t}|
n−1
n + |{u− > t}|
n−1
n dt
≥ C−1
∫ ∞
0
|{|u| > t}|n−1n dt
≥ C−1
∫ ∞
0
|{|u| > t} ∩RWφ|
n−1
n dt
≥ C−1
∫ ∞
0
|{|u| > t} ∩RWφ||RWφ|−
1
n dt = λ0‖u‖L1(RWφ).
(5)
We conclude
E(u) ≥ λ0‖u‖L1(RWφ) + λ‖u− f‖L1(Rn)
≥ λ‖f‖L1(Rn) = E(0).
(6)
It is easy to see, that the last inequality in (6) or the second to last inequality
in (5) is strict if u 6= 0.
Remark 3.4. The constant λ0 in Proposition 3.3 is optimal for f = χRWφ.
Proposition 3.5. Let f ∈ L1(Rn), λ > 0 and u ∈ BV (Rn). Then we have
E(u; f, λ) =
∫ ∞
−∞
E(χΣu(t);χΣf (t), λ) dt.
Note that χΣu(t) 6∈ L1(Rn) for t < 0, but the symmetric difference
‖χΣu(t) − χΣf (t)‖L1(Rn) = |Σu(t)△Σf (t)| is finite for almost every t ∈ R.
Proof. We can follow the proof of [1, Proposition 5.1] since the anisotropic
total variation satisfies the coarea formula.
Remark 3.6. If f ∈ L1(Rn; {0, 1}) is binary, it is a well known consequence
of the coarea formula that there is a binary minimizer u ∈ BV (Rn; {0, 1}),
see [1, Theorem 5.2]. In this special case the energy E equals
E(u) = TVφ(u) + λ‖u− f‖2L2(Rn),
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which is the anisotropic ROF model analyzed in [5]. Therefore everything
that is proven in [5, 4.2] about the regularity of domains, that may appear as
minimizer of the binary anisotropic ROF model, transfers to our situation.
For u ∈ BV (Rn) we define the set (c.f. [2])
V(u) := {v ∈ L∞(Rn;Rn) | v satisfies (i) - (iii)}
with
(i) v ∈ −Wφ almost everywhere in Rn,
(ii) has a weak divergence ∇ · v ∈ L∞(Rn) and
(iii) TVφ(u) = −
∫
Rn
u∇ · v.
The following theorem is our main result.
Theorem 3.7. Let f ∈ L1(Rn) and λ > 0. Then u0 ∈ BV (Rn) is a
minimizer of E if and only if there is a v ∈ V(u0) which additionally satisfies:
(a) ‖∇ · v‖L∞(Rn) ≤ λ,
(b) ∇ · v = λ almost everywhere in {u0 > f} and
(c) ∇ · v = −λ almost everywhere in {u0 < f}.
Proof. This proof is an extension of the proof of [2, Lemma 3.1].
Let v ∈ V(u0) be a function with the properties (a) – (c). For every
h ∈ BV (Rn) we have
E(u0 + h) = TVφ(u0 + h) + λ‖u0 + h− f‖L1(Rn)
≥ −
∫
Rn
(u0 + h)∇ · v + λ‖u0 + h− f‖L1(Rn)
= E(u0)−
∫
Rn
h∇ · v − λ‖u0 − f‖L1(Rn) + λ‖u0 + h− f‖L1(Rn)
= E(u0)−
∫
Rn
(h+ u0 − f)∇ · v + λ‖u0 + h− f‖L1(Rn)
≥ E(u0).
This proves that u0 is a minimizer of E.
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Now let u0 be a minimizer of E. We want to prove the existence of a
v ∈ V(u0) satisfying (a) – (c). For that reason we define
F : BV (Rn)→ [M(Rn)]n, u 7→ Du,
G : [M(Rn)]n → R, µ 7→ ∫
Rn
φ(dµ)
H : BV (Rn)→ R, u 7→ ‖u− f‖L1(Rn).
We have E = G ◦ F + λH. Since F , G and H are continuous we can apply
subdifferential calculus (see [4, I.5.6, I.5.7]) and obtain
∂E(u0) = F
∗∂G(Fu0) + λ∂H(u0),
where F ∗ : ([M(Rn)]n)∗ → BV (Rn)∗ is the transpose mapping of F . Since
u0 is a minimizer of E we know that 0 ∈ ∂E(u0). Therefore there are
Φ ∈ ∂G(Fu0) ⊂ ([M(Rn)]n)∗ and Ψ ∈ ∂H(u0) ⊂ BV (Rn)∗ with
0 = F ∗Φ+ λΨ. (7)
By definition we have
〈Ψ, h〉 ≤ H(h+ u0)−H(u0) ≤ ‖h‖L1(Rn) (8)
for all h ∈ BV (Rn). Since BV (Rn) is dense in L1(Rn) and Ψ is a bounded
operator on BV (Rn) with respect to the L1(Rn) norm, we can extend Ψ to
Ψ ∈ L1(Rn)∗ = L∞(Rn) with operator norm
‖Ψ‖L∞(Rn;Rn) ≤ 1. (9)
By continuity inequality (8) remains valid for all h ∈ L1(Rn). Testing this
inequality with χ{u0>f}(f − u0) and χ{u0<f}(f − u0) we conclude
Ψ = 1 almost everywhere in {u0 > f} and
Ψ = −1 almost everywhere in {u0 < f}. (10)
Plugging Du0 and −Du0 into the subdifferential inequality
〈Φ, µ−Du0〉 ≤ G(µ)−G(Du0) ∀µ ∈ [M(Rn)]n
gives
〈Φ,Du0〉 = TVφ(u0) (11)
and so
〈Φ, µ〉 ≤ G(µ) ∀µ ∈ [M(Rn)]n. (12)
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By restricting Φ to the space L1(Rn;Rn), which is isometrically embedded
in [M(Rn)]n, we get v = Φ∣∣
L1(Rn;Rn)
∈ (L1(Rn;Rn))∗ = L∞(Rn;Rn). In-
equality (12) yields∫
Rn
v · g ≤
∫
Rn
φ(g) ∀g ∈ L1(Rn;Rn)
and from Lemma 2.2 we can conclude that
v ∈ −Wφ almost everywhere in Rn. (13)
Using equation (7) we can deduce that the weak divergence of v is given by
∇ · v = λΨ.
We conclude from (11) and (13) that v ∈ V(u0) and from (9) and (10) the
properties (a) – (c).
Remark 3.8. Theorem 3.7 can also be obtained by the theory developed in
[3] if φ is even. We prefer to give a self-contained proof.
Corollary 3.9.
1. We have that u0 ∈ BV (Rn) is a minimizer of E(·;u0, λ) for λ > 0
if and only if there is a v ∈ V(u0) satisfying ‖∇ · v‖L∞(Rn) ≤ λ. If
‖∇ · v‖L∞(Rn) < λ, then u0 is the unique minimizer of E(·;u0, λ).
2. If u0 ∈ BV (Rn) is a minimizer of E for some f ∈ L1(Rn) and λ > 0,
then u0 is a minimizer of E(·;u0, λ). In that sense the minimization
of E is an idempotent operation.
Proof. 1. The first part is a simple conclusion from Theorem 3.7. We
can repeat the first part of the proof of Theorem 3.7 to show that u0
is the unique minimizer if ‖∇ · v‖L∞(Rn) < λ.
2. If u0 is a minimizer of E for some f , then we can apply Theorem 3.7 to
deduce the existence of a vector field v ∈ V(u0) with ‖∇·v‖L∞(Rn) ≤ λ.
Example 3.10. In this example we consider the anisotropy φ = | · |1 in
dimension n = 2. The dual anisotropy is given by φ◦ = | · |∞ and the Wulff
shape is given by
Wφ = [−1, 1]2.
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Figure 1: The situation in Example 3.10.
We are going to calculate an optimal shape for a circle of radius 1, which
means B = {|x|2 ≤ 1} and f = χB. It is known by [3, Proposition 7.2.2]
that an optimal shape for an arbitrary bounded convex set can be expressed
by an opening with a rescaled Wulff shape in the sense of morphology. In
our case we get an optimal shape U , such that u = χU is a minimizer of E,
either by U = ∅ or for s = 1
λ
by
U = Bs := {x+ sWφ | x ∈ B such that x+ sWφ ⊂ B} .
We can rewrite Bs = B ∩
√
1− s2Wφ = B ∩ [−h, h]2 with h =
√
1− s2 if
h ∈ [ 1√
2
, 1]. We have
TVφ(U) = 8
√
1− 1
λ2
,
|U | = π − 4
(
sin−1
(
1
λ
)
− 1
λ
√
1− 1
λ2
)
,
E(χU ) = 8h+ 4λ
(
sin−1
(
1
λ
)
− 1
λ
√
1− 1
λ2
)
.
From [3, Proposition 7.2.2] we conclude that U is an optimal shape as long
as
TVφ(U)
|U | ≥ λ,
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which is equivalent to
4λ sin−1
(
1
λ
)
+ 4
√
1− 1
λ2
≥ λπ.
This inequality is true as long as λ ≥ 2.4754 . . . .
In the following we will prove that U is an optimal shape for λ > 2
√
2.
This is strictly weaker than the result we can deduce from [3, Proposition
7.2.2], but the proof we give is shorter and hopefully more accessible. Fur-
thermore this result is still strong enough to conclude that in the sense of
[2] E may be faithful to domains which are not clean 2D bar codes. For
that reason we will construct a function v which satisfies the conditions of
Theorem 3.7.
Proof. Set
w(x1, x2) :=
{
min{1,max{−1, x1
s
}} |x2| ≥ 1√2
min{1,max{−1,√2x1}} |x2| < 1√2
and
v(x) :=
( −w(x1, x2)
−w(x2, x1)
)
.
The construction implies v(z) · ν(z) = −|ν(z)|1 for z ∈ ∂U and therefore
TV|·|1(u) =
∫
∂U
|ν|1 = −
∫
Rn
u∇ · v.
From Theorem 3.7 we conclude, that u is a minimizer of E.
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