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Abstract
We study the problem of reconstructing a multivariate trigonometric polynomial having only few non-zero coefficients from few
random samples. Inspired by recent work of Candes, Romberg and Tao we propose to recover the polynomial by Basis Pursuit, i.e.,
by 1-minimization. In contrast to their work, where the sampling points are restricted to a grid, we model the random sampling
points by a continuous uniform distribution on the cube, i.e., we allow them to have arbitrary position. Numerical experiments show
that with high probability the trigonometric polynomial can be recovered exactly provided the number N of samples is high enough
compared to the “sparsity”—the number of non-vanishing coefficients. However, N can be chosen small compared to the assumed
maximal degree of the trigonometric polynomial. We present two theorems that explain this observation. One of them provides the
analogue of the result of Candes, Romberg and Tao. The other one is a result toward an average case analysis and, unexpectedly
connects to an interesting combinatorial problem concerning set partitions, which seemingly has not yet been considered before.
Although our proofs follow ideas of Candes et al. they are simpler.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Recently, Candes, Romberg and Tao observed the surprising fact that it is possible to recover certain discrete
functions exactly from vastly incomplete information on their discrete Fourier transform [6–9]. The crucial property
of these functions is their sparsity with respect to the canonical (Dirac) basis, i.e., their (unknown) support is very
small. The recovery procedure consists in minimizing the 1-norm of the signal subject to the constraint that the
Fourier coefficients are matched. This task is also known as basis pursuit [5]. Since minimizing the total variation
norm can be reformulated as minimizing the 1-norm there are relevant applications in image processing, in particular,
computer tomography [6,9].
This paper is concerned with the related problem of reconstructing a sparse trigonometric polynomial from few
randomly chosen samples drawn from the continuous uniform distribution on [0,2π]d . By “sparse” we mean that
only very few coefficients of the polynomial are non-zero. However, a priori we do not know the support of the co-
efficients. From a practical viewpoint considering such polynomials can be motivated as follows. First, trigonometric
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that only few coefficients (with unknown location) are large. Such a signal can at least be approximated by a sparse
one.
We propose to reconstruct the sparse polynomial from its random samples by basis pursuit similarly as in [6–9].
From numerical experiments it is evident that this scheme can indeed reconstruct the polynomial exactly provided
the number of samples is large enough with respect to the sparsity. When comparing the number of samples to the
assumed maximal degree of the polynomial it turns out that this method may overcome the Nyquist rate by far. (Of
course, this might be an unfair comparison since the Nyquist rate is usually used in a context where no sparsity is
assumed.) Thus, the described recovery method is very likely to have high potential for practical applications in signal
processing. We remark that in the papers of Candes et al. [6,7] the sampling points are chosen from a grid. So a major
difference to our work is that here we are allowed to take the sampling points “off the grid.”
We will present two theorems that explain the observed phenomenon. Analogously to [6] the first one estimates
the probability of exact reconstruction given an arbitrary sparse trigonometric polynomial. Hence, this can be viewed
as a worst case estimate. Our second theorem is more directed toward an average case analysis. It gives a probability
estimate for generic polynomials in the sense that the support of the coefficients is modeled as random set. However
unexpectedly, it relates the problem to a seemingly new and difficult combinatorial problem about set partitions.
Unfortunately, we were not able to solve this problem in general, and as a consequence we cannot yet exploit fully
our probability estimate, although there are good arguments why the estimate should improve the worst case analysis
result. We have to leave the combinatorial aspect as an interesting open problem.
We emphasize that although our proofs initially follow main ideas of Candes et al. [6], they turn out to be con-
siderably simpler. Moreover, our analysis is also applicable without essential changes to the setting in [6], i.e., to the
discrete Fourier transform (or in other words, random samples taken on the grid), see Section 3.6.
We also would like to mention some recent related work. In [7,8] Candes et al. study stability aspects of the prob-
lem and investigate also recovery from few inner products with random vectors following Gaussian distributions and
binary distributions. In [9] some practical examples are presented. The recovery from Gaussian measurements via ba-
sis pursuit is also investigated by Rudelson and Vershynin [20] in the context of error correcting codes, while Gilbert
and Tropp [15] study the reconstruction by orthogonal matching pursuit. In [10,11] Donoho and Tsaig introduce the
terminology “compressed sensing” for the general range of problems, and in [12–14] probabilistic results concerning
basis pursuit are discussed including some sort of average case analysis. A randomized sublinear randomized algo-
rithm for reconstructing sparse Fourier data is introduced and analyzed in [25]. The main focus of this work is a very
fast algorithm which, however, needs much more samples in practice than our approach. Section 9.3 in [7] contains
further discussion about the similarities and differences of this algorithm to recovery by basis pursuit. If the reader is
interested in reconstructing not necessarily sparse trigonometric polynomials from random samples we refer to recent
work of Bass and Gröchenig [1], where probabilistic estimates of related condition numbers are developed.
The paper is structured as follows. In Section 2 we describe the problem and present our main results. To this
end we also need to introduce some background on set partitions. Section 3 will be devoted to the proofs. Section 4
gives some more information on the combinatorial problem related to our second theorem. In Section 5 we present
some plots of the probability bounds resulting from our theorems and finally Section 6 describes some numerical
experiments.
We will continue our work in [17] concentrating on the reconstruction by orthogonal matching pursuit in the present
setting.
2. Description of the main results
2.1. The setting
Let Πq = Πdq denote the space of all trigonometric polynomials of maximal order q ∈ N0 in dimension d . An
element f of Πq is of the form
f (x) =
∑
d d
cke
ik·x, x ∈ [0,2π]d ,k∈[−q,q] ∩Z
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use the short notation [−q, q]d instead of [−q, q]d ∩ Zd .
Through the rest of this paper we will be dealing with “sparse” trigonometric polynomials, i.e., we assume that
the sequence of coefficients ck is supported only on a set T , which is much smaller than the dimension D of Πq .
However, a priori nothing is known about T apart from a maximum size. Thus, it is useful to introduce the set
Πq(M) = Πdq (M) ⊂ Πq of all trigonometric polynomials whose Fourier coefficients are supported on a set T ⊂
[−q, q]d ∩ Zd satisfying |T | M , i.e., f ∈ Πq(M) is of the form f (x) = ∑k∈T ckeik·x . Note that Πq(M) is not a
linear space.
Our aim is to sample a trigonometric polynomial f of Πq(M) at N randomly chosen points and try to reconstruct
f from these samples. We model the sampling points x1, . . . , xN as independent random variables having the uniform
distribution on [0,2π]d . We collect them into the sampling set
X := {x1, . . . , xN }.
Obviously, the cardinality |X| equals the number of samples N with probability 1.
Motivated by results of Candes et al. [6] we propose the following non-linear method of reconstructing f ∈ Πd(M)
from its sampled values f (x1), . . . , f (xN). We minimize the 1-norm of the Fourier coefficients ck ,∥∥(ck)∥∥1 := ∑
k∈[−q,q]d
|ck|,
under the constraint that the corresponding trigonometric polynomial matches f on the sampling points. That is we
solve the problem
min
∥∥(ck)∥∥1 subject to g(xj ) := ∑
k∈[−q,q]d
cke
ik·xj = f (xj ), j = 1, . . . ,N. (2.1)
This task—also referred to as basis pursuit [5]—can be performed with efficient convex optimization techniques [3],
or even linear programming in case of real-valued coefficients ck .
Once all the coefficients ck , k ∈ [−q, q]d , are known also f is known completely and can be evaluated efficiently
at any point, e.g., with the Fourier transform for non-equispaced data developed by Potts et al. [18].
Surprisingly, there is numerical evidence that the above reconstruction scheme recovers f exactly provided the
number of samples is large enough compared to the sparsity. Indeed, Fig. 1 shows a sparse trigonometric polynomial
with 8 non-zero coefficients and N = 25 sampling points while the maximal degree is q = 40, i.e., D = 81. The right-
hand side shows the reconstruction from the samples by solving the minimization problem (2.1). The reconstruction
is exact! We refer to Section 6 for more information on the numerical experiments.
Our main results are two theorems that give a theoretical explanation of this phenomenon. The first one treats
arbitrary sparse polynomial in Πdq (M) and the second one considers “generic” polynomials in the sense that the set T
of non-vanishing coefficients is modeled as random set.
Fig. 1. Original sparse trigonometric polynomial with samples (left) and reconstruction (right).
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Our first theorem is the analogue of the main theorem of Candes, Romberg and Tao. In contrast to their work [6]
where the sampling points are located on a grid our result applies to sampling points taken randomly from the contin-
uous uniform distribution on the cube.
Theorem 2.1. There exists an absolute constant C > 0 such that the following is true. Assume f ∈ Πdq (M) for
some sparsity M ∈ N. Let x1, . . . , xN ∈ [0,2π]d be independent random variables having the uniform distribution on
[0,2π]d . If for some  > 0 it holds
N  CM log(D/) (2.2)
then with probability at least 1 −  the trigonometric polynomial f can be recovered from its sample values f (xj ),
j = 1, . . . ,N , by solving the 1-minimization problem (2.1).
The proof of the theorem actually provides a slight refinement of (2.2) with explicit constants. Indeed, it is enough
to have
N max
{
C1M ln(D/),M
(
C2 ln
(
M−1/4
)+C3)}
samples to have exact recovery, where C1 = 274.82, C2 = 209.64 and C3 = 510.42 (provided D−1  1000 and
M−1/4  70 which is quite reasonable in practice). In most situations, the first term in the maximum will be the
larger one. We remark that our constants are slightly worse than in [6], where it is stated (see Theorem 1.3 and
Section 3.5) that one needs
N  23(σ + 1)M ln(D) (2.3)
random samples of the discrete Fourier transform of a vector in CD with sparsity M (in other words random samples
of a trigonometric polynomial located on a grid) to achieve a reconstruction probability of at least
1 − [1 + 2((σ + 1) lnD)2]D−σ , (2.4)
where σ > 0 is some parameter. (We remark that setting  = D−σ in (2.2) yields a probability of exact reconstruction
of at least 1 − D−σ provided N  CM(σ + 1) logD.) However, a refinement of our theorem below will allow to
compute better estimates in practice, which are close to the ones obtained with (2.3) and (2.4). Moreover, in practice
the behavior is much better than predicted by this theoretical result, see Section 6.
Consequently, if the dimension D is quite large and the sparsity M quite small then in order to have exact recon-
struction with high probability, the number N of random samples can be chosen much smaller than D, which would
correspond to the Nyquist rate. In particular, the theorem explains the numerically observed phenomenon. The result
provides a sort of worst case analysis since the probability bound holds for an arbitrary sparse f .
The theorem will follow from a result given below (Theorem 2.2), which, however, is more complicated to interpret.
So we preferred to state the more simple Theorem 2.1 first.
2.3. Set partitions
For the statement of Theorem 2.2 from which Theorem 2.1 will follow and also for a theorem toward an average
case analysis (Theorem 2.3) we will need some background on set partitions.
We denote [n] := {1,2, . . . , n}. A partition of [n] is a set of subsets of [n]—called blocks—such that each j ∈ [n] is
contained in precisely one of the subsets. By P(n, k) we denote the set of all partitions of [n] into exactly k blocks such
that each block contains at least 2 elements. Clearly, P(n, k) is empty if k > n/2. The numbers S2(n, k) = |P(n, k)|
are called associated Stirling numbers of the second kind. They have the following exponential generating function,
see [19, formula (27), p. 77],
∞∑ n/2∑
S2(n, k)y
k x
n
n! = exp
(
y
(
ex − x − 1)). (2.5)n=1 k=1
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S2(n, k) = kS2(n− 1, k)+ (n− 1)S2(n− 2, k − 1). (2.6)
Also a combinatorial argument for this recursion exists, see Section 4.
We also need partitions of a different type. An adjacency is defined to be an occurrence of two consecutive integers
of [n] in the same block of a partition. Hereby, consecutive is understood in the circular sense, i.e., also n and 1
are considered consecutive. We define U(n, k) as the set of all partitions into k subsets having no adjacencies, see
also [16]. Clearly, U(n,1) is empty.
We will also need a slight variation of this type of partitions. Let [K] × [m] = {1, . . . ,K} × {1, . . . ,m} for some
numbers K,m ∈ N. We denote by U∗(K,m, s) the set of all partitions of [K] × [m] such that (p,u) and (p,u + 1)
are not contained in the same block for all p = 1, . . . ,K and u = 1, . . . ,m − 1. (So this sort of consecutiveness is
not understood in the circular sense.) We remark that U∗(K,1, k) is the set of all partitions of a K-element set into k
subsets (without any restriction on the type of partition). In particular, the numbers |U∗(K,1, k)| equal the (ordinary)
Stirling numbers S(K,k) of the second kind [19,22].
Now let A= {A1, . . . ,At } be a partition in P(n, t) and B = {B1, . . . ,Bs} ∈ U(n, s). By Ai + 1 we understand the
set whose elements are the ones of Ai incremented by 1 in the circular sense, i.e., n + 1 ≡ 1. We associate a t × s
matrix M = M(A,B) to the pair A,B by setting
Mi,j := |Ai ∩Bj | −
∣∣(Ai + 1)∩Bj ∣∣, 1 i  t, 1 j  s. (2.7)
Then we define Q(n, t, s,R) to be the number of pairs of partitions (A,B) with A ∈ P(n, t) and B ∈ U(n, s) such
that the rank of M(A,B) equals R, i.e.,
Q(n, t, s,R) := #{(A,B): A ∈ P(n, t), B ∈U(n, s), rankM(A,B) = R}. (2.8)
Observe that
t∑
i=1
Mi,j =
t∑
i=1
(|Ai ∩Bj | − ∣∣(Ai + 1)∩Bj ∣∣)= ∣∣{1, . . . , n} ∩Bj ∣∣− ∣∣{1, . . . , n} ∩Bj ∣∣= 0
(since the Ai ’s are disjoint) and similarly ∑sj=1 Mi,j = 0. Thus, the rank of M(A,B) is less or equal to min{s, t}− 1.
In other words, Q(n, t, s,R) = 0 if R min{s, t}.
Similarly, let (A,B) be a pair of partitions of [K] × [m], where A= {A1, . . . ,At } ∈ P(Km, t) (identifying [Km]
with [K] × [m]) and B = {B1, . . . ,Bs} ∈ U∗(K,m, s). Let Ai − 1 denote the sets whose elements are {(p,u − 1),
(p,u) ∈ Ai}. In contrast to above we do not calculate in the circular sense this time. So elements of the form (p,0)
may appear in Ai − 1. Then to such a pair (A,B) we associate a matrix L = L(A,B) with entries
Li,j =
∑
(p,u)∈Ai∩Bj
(−1)p −
∑
(p,u)∈(Ai−1)∩Bj
(−1)p. (2.9)
Finally, we define
Q∗(K,m, t, s,R) := #{(A,B): A ∈ P(Km, t), B ∈ U∗(K,m, s), rankL(A,B)= R}. (2.10)
Later in Section 4 we will provide some more information on these combinatorial quantities.
2.4. A refinement of the main theorem
Theorem 2.2 will follow from the more complicated Theorem 2.2 below, which also allows to compute better
numerical bounds for the success probability of reconstruction once the parameters N,M,D are given. In order to
formulate it, let Fn(θ), n ∈ N, denote the functions defined by
Fn(θ) :=
n/2∑
k=1
S2(n, k)θ
k, (2.11)
where S2(n, k) are the associated Stirling numbers of the second kind. Clearly, Fn can be computed by means of the
generating function in (2.5), i.e., Fn(θ) = ∂nn exp(θ(ex − x − 1))|x=0. Another practical way of obtaining Fn is to∂x
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Further, we define
Gn(θ) := θ−nFn(θ).
Also recall that D = (2q + 1)d .
Theorem 2.2. Assume f ∈ Πdq (M) with some sparsity M ∈ N. Let x1, . . . , xN ∈ [0,2π]d be independent random
variables having the uniform distribution on [0,2π]d . Choose n ∈ N, β > 0, κ > 0 and K1, . . . ,Kn ∈ N such that
a :=
n∑
m=1
βn/Km < 1 and
κ
1 − κ 
1 − a
1 + aM
−3/2. (2.12)
Set θ := N/M . Then with probability at least
1 −
(
Dβ−2n
n∑
m=1
G2mKm(θ)+Mκ−2G2n(θ)
)
(2.13)
f can be reconstructed exactly from its sample values f (x1), . . . , f (xN) by solving the minimization problem (2.1).
On the first sight the statement seems rather complicated. The choice of n is the most crucial. In particular, the
optimal choice depends on θ = N/M . Once n is chosen, however, there is a simple (heuristic) recipe how to choose
the other parameters, see Section 2.6 and also the proof of Theorem 2.1. We will illustrate the probability bound
(2.13) later in Section 5 with some plots. In particular, the probability of exact reconstruction is high if the “non-linear
oversampling factor” θ = N/M is large enough.
Let us give shortly a numerical example illustrating that Theorem 2.2 indeed provides better bounds than Theo-
rem 2.1. We choose M = 102, N = 5 × 104 and D = 106. Then letting n = 33, β = 0.48 and κ with equality in (2.12)
gives a probability of reconstruction of at least 1 −  with  = 1.79 × 10−7, while Theorem 2.1 would suggest to
take at least N = 8.39 × 105 samples to achieve the same probability of reconstruction with the same values of M
and D, which is about a factor of 16 worse. We remark that the estimates (2.3), (2.4) of Candes et al. (although valid
for a different setting) would yield the following. In order to achieve a probability of 1 −  in (2.4) requires to take
σ ≈ 1.6 which by (2.3) would give N  23(σ + 1) ln(D) ≈ 8.26 × 104 samples, so slightly more than the estimate of
Theorem 2.2 but less than the one of Theorem 2.1.
2.5. Toward an average case analysis
For our next theorem we model also the set T ⊂ [−q, q]d of non-vanishing Fourier coefficients as random. So
roughly speaking we aim at treating only the vast majority of polynomials rather than all of them. The hope is, of
course, that this provides even better estimates for the probability of exact reconstruction.
Let 0 < τ < 1. The probability that an index k ∈ [−q, q]d belongs to T is modeled as
P(k ∈ T ) = τ (2.14)
independently for each k. We also assume that the choice of T and the choice of the sampling set X are stochastically
independent. Clearly, the expected size of T is E|T | = τD = τ(2q + 1)d and |T | follows the binomial distribution.
For convenience we also introduce ΠT as the set of all trigonometric polynomials whose coefficients are supported
on T .
We also need some auxiliary notation. For n ∈ N we define
W
(
n,N,E|T |,D) := N−2n min{n,N}∑
t=1
N !
(N − t)!
2n∑
s=2
(
E|T |)s min{t,s}−1∑
R=0
Q(2n, t, s,R)D−R (2.15)
and for K,m ∈ N
Z
(
K,m,N,E|T |,D) := N−2Km min{Km,N}∑ N !
(N − t)!
2Km∑(
E|T |)s min{t,s}∑ Q∗(2K,m, t, s,R)D−R.
t=1 s=1 R=0
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is given as follows.
Theorem 2.3. Let x1, . . . , xN ∈ [0,2π]d be independent random variables having the uniform distribution on
[0,2π]d . Further assume that T is a random subset of [−q, q]d modeled by (2.14) (with T being independent of
x1, . . . , xN ) such that E|T | = τD  1. Choose n ∈ N, α > 0, β > 0, κ > 0 and K1, . . . ,Kn ∈ N such that
a :=
n∑
m=1
βn/Km < 1 and
κ
1 − κ 
1 − a
1 + a
(
(α + 1)E|T |)−3/2. (2.16)
Then with probability at least
1 −
(
κ−2W
(
n,N,E|T |,D)+ β−2nD n∑
m=1
Z
(
Km,m,N,E|T |,D
)+ exp(− 3α2
6 + 2αE|T |
))
(2.17)
any f ∈ ΠT ⊂ Πdq (|T |) can be reconstructed exactly from its sample values f (x1), . . . , f (xN) by solving the mini-
mization problem (2.1).
Of course, the theorem has to be understood in the sense that the set T is not known a priori because with the
knowledge of T it would be in fact much easier to reconstruct f . (Although it seems that in higher dimensions d  2
not many theoretical results are available, see, e.g., [1].)
As in Theorem 2.2 the statement is not obvious to interpret. Again the choice of n is crucial to obtain a good bound
for the probability of reconstruction. The other parameters are then chosen similarly as for Theorem 2.2, see also
Section 2.6.
Unfortunately, we were not yet able to deduce a result similarly to Theorem 2.1 from Theorem 2.3 because the
underlying combinatorial problem to determine or to estimate the numbers Q(2n, t, s,R) and Q∗(2K,m, t, s,R) is
quite complicated and still unsolved. However, there is good reason that Theorem 2.3 has the potential to improve
Theorem 2.1 respectively Theorem 2.2, see also Section 3.6. So although our result is not complete we felt that it is
worth presenting it because it may stimulate work on the related interesting, but difficult combinatorial problem. We
expect that it improves at least the constants in Theorem 2.1, but we further conjecture from numerical experiments
in [17] that the log(D/) term may be improved to log( D
M
)
.
Later in Section 5 we will present numerical plots for the bound in (2.17) which are based on numerical computa-
tions of the involved combinatorial quantities. They suggest indeed that the average case analysis of Theorem 2.2 gives
better bounds than the worst case analysis of Theorem 2.3. Unfortunately, we were not able to compute the bound
(2.17) explicitly for n  5 (in contrast to (2.13) which can be evaluated for any n) since we do not have an explicit
expression (or a recursion formula) of the numbers Q(2n, t, s,R) and Q∗(2K,m, t, s,R). We were only able to com-
pute them on a computer up to n = 4 by checking the rank of M(A,B) and L(A,B) for all possible pairs (A,B) of
partitions. Already for n = 5 the computing times would exceed several days (using Matlab on a standard desktop PC)
and with n = 7 at the latest the task nearly becomes an impossibility since the rank of 576535660478649 ≈ 5.7×1014
matrices would have to be checked for computing the numbers Q(14, t, s,R) (while the computation of the partitions
themselves is rather fast).
2.6. Remarks
(a) Let us shortly comment on a good heuristical choice of the parameters in Theorems 2.2 and 2.3. Once n is given
it is reasonable to take Km ≈ mn , m = 1, . . . , n, for instance rounding m/n to the nearest integer. Then β is chosen
quite close to the maximal value such that a =∑nm=1 βn/Km < 1. By our choice of Km we approximately have
n∑
m=1
βn/Km ≈
n∑
m=1
βm ≈ β
1 − β .
Thus, the optimal β will always be close to 1/2. For Theorem 2.3, κ is chosen such that there is equality in the
right-hand equation of (2.12). For Theorem 2.3 we take κ quite small, say κ = 10−3 and then α is chosen such
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(2.17) we will need to evaluate G2n. This can be done with one of the methods described in Section 2.4. In order
to numerically optimize the bounds with respect to n one simply has to check different values of n. Roughly, the
bound will first decrease and then increase with increasing n so it will rather easy to determine the minimum, see
also the plots in Section 5.
(b) There is nothing special about the underlying set [−q, q]d ∩Zd . Indeed, all our results still hold when taking any
other finite subset of Zd of size D instead.
(c) If one is interested in choosing the dimension D = (2q + 1)d of the problem very large then one may observe that
lim
D→∞W
(
n,N,E|T |,D)= N−2n min{n,N}∑
t=1
N !
(N − t)!
2n∑
s=1
Q(2n, t, s,0)
(
E|T |)s
and
lim
D→∞Z
(
K,m,N,E|T |,D)= N−2Km min{Km,N}∑
t=1
N !
(N − t)!
2Km∑
s=1
Q(2K,m, t, s,0)
(
E|T |)s .
(Of course, we keep E|T | fixed in this limit so that τ = D/E|T |, see (2.14), has to be adjusted in the process of
passing with D to infinity.) This shows that the numbers Q(2n, t, s,0) and Q∗(2K,m, t, s,0) play the most im-
portant role in the probability bound (2.17) of Theorem 2.3. In fact, numerically computed values and Lemma 4.1
indicate that these numbers are quite small for R = 0 compared to other values of R.
(d) In practice, we usually do not have precisely sparse signals. However, signals that can be approximated by sparse
ones may appear quite frequently (e.g., in the context of best n-term approximation). We leave the investigation
of related questions to future contributions, see also [7] for the setting of the discrete Fourier transform.
3. Proof of the main results
We will develop the proofs of both theorems in parallel. The basic idea is similar as in the paper [6] by Candes
et al. However, there are also significant differences and, in particular, it turns out that our approach leads to a simpler
and slightly less technical proof (although still elaborate).
Let us first introduce some auxiliary notation. By 2([−q, q]d), 2(T ), 2(X) we denote the 2 space of sequences
indexed by [−q, q]d , T ⊂ [−q, q]d and X, respectively, endowed with the usual Euclidean norm. Moreover, we
introduce the operator
FX :2
([−q, q]d)→ 2(X), FXc(xj ) := ∑
k∈[−q,q]d
cke
ik·xj , j = 1, . . . ,N.
By FTX :2(T ) → 2(X) we denote the restriction of FX to sequences supported only on T . The adjoint operators
are denoted by F∗X :2(X)→ 2([−q, q]d) and F∗TX :2(X) → 2(T ).
Clearly, our problem is equivalent to reconstructing a sequence c from FXc by solving the problem
min‖c′‖1 subject to FXc′ =FXc. (3.1)
For c ∈ 2([−q, q]d) we introduce its sign by
sgn(c)k = ck|ck| , k ∈ supp c, and sgn(c)k = 0, k /∈ supp c.
Hereby, supp c denotes the support of c.
The key lemma for our proofs is the following duality principle. Its proof is essentially the same as the one of
Lemma 2.1 in [6] and therefore omitted.
Lemma 3.1. Let c ∈ 2([−q, q]d) and T := supp c. Assume FTX :2(T ) → 2(X) to be injective. Suppose that there
exists a vector P ∈ 2([−q, q]d) with the following properties:
(i) Pk = sgn ck for all k ∈ T ,
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(iii) there exists a vector λ ∈ 2(X) such that P =F∗Xλ.
Then c is the unique minimizer to the problem (3.1).
Concerning the assumption on the injectivity of FTX we have the following simple result.
Lemma 3.2. If N  |T | then FTX is injective almost surely.
Proof. The proof is essentially contained in [1, Theorem 3.2]. There it is proved that any |T | × |T | submatrix of FTX
has non-vanishing determinant almost surely (even under slightly more general assumptions on the distribution of the
random variables x1, . . . , xN ). This implies the result. 
Now our strategy for proving Theorem 2.3 is obvious. We need to show that with high probability there exists a
vector P with the properties assumed in Lemma 3.1. To this end we first proceed as in [6]. Since the order is a bit
different there we repeat the arguments for the reader’s convenience.
We introduce the restriction operator RT :2([−q, q]d) → 2(T ), RT ck = ck for k ∈ T . Its adjoint R∗T =
ET :
2(T ) → 2([−q, q]d) is the operator that extends a vector outside T by zero, i.e., (ET d)k = dk for k ∈ T
and (ET d)k = 0 otherwise.
Now assume for the moment that F∗TXFTX :2(T ) → 2(T ) is invertible. (By Lemma 3.2 this is true almost surely
if N  |T | since FTX is then injective.) In this case we define P explicitly by
P :=F∗XFTX(F∗TXFTX)−1RT sgn(c),
where as before T = supp c. Then clearly P has property (i) and property (iii) in Lemma 3.1 with
λ :=FTX(F∗TXFTX)−1RT sgn(c) ∈ 2(X).
We are left with proving that P has property (ii) of Lemma 3.1 with high probability.
To this end we introduce the auxiliary operators
H :2(T )→ 2([−q, q]d), H := NET −F∗XFTX
and
H0 :
2(T )→ 2(T ), H0 := RTH = NIT −F∗TXFTX,
where IT denotes the identity on 2(T ). Obviously, H0 is self-adjoint, and H acts on a vector as
(Hc) = −
N∑
j=1
∑
k∈T
k =
cke
i(k−)·xj .
Now we can write
P = (NET −H)(NIT −H0)−1RT sgn(c).
As we are interested in property (ii) in Lemma 3.1 we consider only values of P on T c = [−q, q]d \ T . Since
RT cET = 0 we have
Pk = − 1
N
RT cH
(
IT − 1
N
H0
)−1
RT sgn(c) for all k ∈ T c.
Let us look closer at the term (IT − 1NH0)−1. To this end let n ∈ N be some arbitrary number. By the von Neumann
series we can write (IT − ( 1NH0)n)−1 = IT +An with
An :=
∞∑( 1
N
H0
)rn
. (3.2)r=1
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(1 −M)−1 = (1 −Mn)−1(1 +M + · · · +Mn−1) (3.3)
we obtain(
IT − 1
N
H0
)−1
= (IT +An)
n−1∑
m=0
(
1
N
H0
)m
.
Thus, on the complement of T , we may write
RT cP = − 1
N
H(IT +An)
(
n−1∑
m=0
(
N−1H0
)m)
RT sgn(c) = −
(
P (1) + P (2)),
where
P (1) = Sn sgn(c) and P (2) = 1
N
HAnRT (I + Sn−1) sgn(c),
with
Sn :=
n∑
m=1
(
N−1HRT
)m
.
Our aim is to estimate P(supk∈T c |Pk| 1). To this end let a1, a2 > 0 be numbers satisfying a1 + a2 = 1. Then
P
(
sup
k∈T c
|Pk| 1
)
 P
({
sup
k∈T c
∣∣P (1)k ∣∣ a1}∪ { sup
k∈T c
∣∣P (2)k ∣∣ a2}). (3.4)
Clearly,
P
(∣∣P (1)k ∣∣ a1) P
(
n∑
m=1
∣∣((N−1HRT )m sgn(c))k∣∣ a1
)
=: P(Ek). (3.5)
Consider P (2). Denoting ∞ = ∞([−q, q]d) the space of sequences indexed by [−q, q]d with the supremum norm
(and similarly defining ∞(T )) we have
sup
k∈T c
∣∣P (2)k ∣∣ ∥∥P (2)∥∥∞ 
∥∥∥∥ 1NHAn
∥∥∥∥
∞(T )→∞
(
1 + ∥∥RT Sn−1 sgn(c)∥∥∞(T )). (3.6)
In order to analyze the term ‖RT Sn−1 sgn(c)‖∞(T ) we observe that similarly as in (3.5)
P
(∣∣(Sn−1 sgn(c))k∣∣ a1) P
(
n∑
m=1
∣∣((N−1HRT )m sgn(c))k∣∣ a1
)
= P(Ek).
Let us now treat the operator norm appearing in (3.6). For simplicity we write ‖ · ‖∞ instead of ‖ · ‖∞→∞ . It holds
‖A‖∞ = supr
∑
s |Ars |. Clearly, ‖ 1NHAn‖∞  ‖ 1NH‖∞‖An‖∞. Moreover, ‖ 1NH‖∞  |T | as H has |T | columns
and each entry is bounded by N in absolute value. In order to analyze An we will work with the Frobenius norm. For
a matrix A it is defined as ‖A‖2F := Tr(AA∗) =
∑
r,s |Ars |2, where Tr(AA∗) denotes the trace of AA∗. Assume for
the moment that∥∥∥∥
(
1
N
H0
)n∥∥∥∥
F
 κ < 1. (3.7)
Then it follows directly from the definition (3.2) of An that
‖An‖F =
∥∥∥∥∥
∞∑
r=1
(
1
N
H0
)rn∥∥∥∥∥
F

∞∑
r=1
∥∥(N−1H0)n∥∥rF 
∞∑
r=1
κr = κ
1 − κ .
Moreover, since An has |T | columns it follows from the Cauchy–Schwarz inequality that
‖An‖2∞  sup
i∈T
|T |
∑∣∣An(i, j)∣∣2  |T |‖An‖2F .
j
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sup
t∈T c
∣∣P (2)k ∣∣ (1 + a1)|T |3/2 κ1 − κ .
In particular, if
κ
1 − κ 
a2
1 + a1 |T |
−3/2 (3.8)
then supt∈T c |P (2)k |  a2 as desired. Also it follows from (3.8) that κ < 1 as |T |  1 without loss of generality (if
T = ∅ then f = 0 and 1-minimization will clearly recover f ).
Now we have to distinguish between the situation in Theorem 2.2 and the one in Theorem 2.3 since in the latter
|T | is a random variable while in the first it is deterministic.
(1) Let us first treat the case of Theorem 2.3 where |T | is random. If
|T | (α + 1)E|T |
with α > 0 and
κ
1 − κ 
a2
1 + a1
(
(α + 1)E|T |)−3/2 (3.9)
then clearly (3.8) is satisfied and consequently
sup
t∈T c
∣∣P (2)k ∣∣ a2.
Using the union bound we altogether obtain from (3.4)
P
(
sup
k∈T c
|Pk| 1
)
 P
( ⋃
k∈T c
{∣∣P (1)k ∣∣ a1}∪ {∥∥RT sgn(c)∥∥∞(T )  a1}∪ {∥∥(N−1H0)n∥∥F  κ}
∪ {|T | (α + 1)E|T |}
)
 P
( ⋃
k∈[−q,q]d
Ek ∪
{∥∥(N−1H0)n∥∥F  κ}∪ {|T | (α + 1)E|T |}
)

∑
k∈[−q,q]d
P(Ek)+ P
(∥∥(N−1H0)n∥∥F  κ)+ P(|T | (α + 1)E|T |). (3.10)
As |T | is the sum of independent random variables we obtain for the third term from the large deviation theorem
(see, for instance, [2, Eq. (6)], where also slightly better estimates are available)
P
(|T | E|T | + αE|T |) exp(−(αE|T |)2/(2E|T | + 2(αE|T |)/3))= exp(− 3α2
6 + 2αE|T |
)
. (3.11)
So we are left with the two other expressions in (3.10).
(2) In the situation of Theorem 2.2 we proceed in almost the same way with the only difference that we do not need
to treat |T | as random variable. Under the condition in (3.8) this yields
P
(
sup
k∈T c
|Pk| 1
)

∑
k∈[−q,q]d
P(Ek)+ P
(∥∥(N−1H0)n∥∥F  κ). (3.12)
Hence, also here we need to estimate P(Ek) and P(‖(N−1H0)n‖F  κ).
Until here the proof is essentially the same as the one of Candes et al. [6]. From here on however, more precisely
after Eq. (3.13) and after Eq. (3.18), respectively, we proceed differently. In fact, our argument is much simpler than
the original one.
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In this section we treat the second term in (3.10) and (3.12), i.e., we estimate powers of the random matrix H0 in
the Frobenius norm. To this end Markov’s inequality suggests to estimate the expectation of ‖Hn0 ‖2F . In the following
lemma we only take the expectation with respect to the random sampling set X = {x1, . . . , xN }. For the situation of
Theorem 2.3 we postpone the computation of the full expectation E = ET EX (the latter by Fubini’s theorem).
Lemma 3.3. It holds
EX
[∥∥Hn0 ∥∥2F ]=
min{n,N}∑
t=1
N !
(N − t)!
∑
A∈P(2n,t)
∑
k1,...,k2n∈T
kj =kj+1, j∈[2n]
∏
A∈A
δ
(∑
r∈A
(kr+1 − kr)
)
,
where δ(n) denotes the Kronecker δ0n and k2n+1 = k1.
Proof. As H0 is self-adjoint we need to estimate ‖Hn0 ‖2F = Tr(H 2n0 ). Observe that
H0(k, k
′) = h(k′ − k), k, k′ ∈ T ,
with
h(k) = (δ(k)− 1) N∑
=1
eik·x .
Thus, H 20 (k, k
′) =∑t∈T , t =k,k′ h(t − k)h(k′ − t) and
H 2n0 (k1, k1) =
∑
k2,...,k2n∈T
kj =kj+1
h(k2 − k1) · · ·h(k1 − k2n)
where we agree on the convention that k2n+1 = k1. This yields
Tr
(
H 2n0
)= ∑
k1,...,k2n∈T
kj =kj+1
h(k2 − k1)h(k3 − k2) · · ·h(k1 − k2n).
Using linearity of expectation and the definition of h we get
EX
[
Tr
(
H 2n0
)]= N∑
1,...,2n=1
∑
k1,...,k2n∈T
kj =kj+1
EX
[
exp
(
i
2n∑
r=1
(kr+1 − kr) · xr
)]
.
Let us consider the latter expected value. Here we have to take into account that some of the indices r might be the
same. This is where set partitions enter the game.
We associate a partition A= (A1, . . . ,At ) of {1, . . . ,2n} to a certain vector (1, . . . , 2n) such that r = r ′ if and
only if r and r ′ are contained in the same set A ∈A. This allows us to unambiguously write A instead of r if r ∈A.
The independence of the xA yields
EX
[
exp
(
i
2n∑
r=1
(kr+1 − kr) · xr
)]
= EX
[
exp
(
i
∑
A∈A
∑
r∈A
(kr+1 − kr) · xA
)]
=
∏
A∈A
EX
[
exp
(
i
∑
r∈A
(kr+1 − kr) · xA
)]
. (3.13)
Since xA has the uniform distribution on [0,2π]d we obtain
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[
exp
(
i
∑
r∈A
(kr+1 − kr) · xA
)]
= 1
(2π)d
∫
[0,2π]d
exp
(
i
∑
r∈A
(kr+1 − kr) · x
)
dx
= δ
(∑
r∈A
(kr+1 − kr)
)
. (3.14)
Observe that the last expression is independent of the precise values of the r . Only the generated partition A plays
a role. Moreover, if A ∈A contains only one element then (3.14) vanishes due to the condition kr+1 = kr . Thus, we
only need to consider partitions A satisfying |A| 2 for all A ∈A, i.e., partitions in P(2n, t). Moreover, observe that
the number of vectors (A1 , . . . , At ) ∈ {1, . . . ,N}t with different entries is precisely N · · · (N − t + 1) = N !/(N − t)!
if N  t and 0 if N  t . Finally, we obtain
EX
[∥∥Hn0 ∥∥2F ]=
min{n,N}∑
t=1
N !
(N − t)!
∑
A∈P(2n,t)
∑
k1,...,k2n∈T
kj =kj+1
∏
A∈A
δ
(∑
r∈A
(kr+1 − kr)
)
,
which is precisely the content of the lemma. 
In view of the previous lemma we define for simplicity and later reference
C(A, T ) :=
∑
k1,...,k2n∈T
kj =kj+1
∏
A∈A
δ
(∑
r∈A
(kr+1 − kr)
)
= #
{
(k1, . . . , k2n) ∈ T 2n: kj = kj+1, j ∈ [2n], and
∑
r∈A
(kr+1 − kr)= 0 for all A ∈A
}
. (3.15)
3.2. Analysis of P(Ek)
Let us now treat the first term P(Ek) in (3.10) respectively (3.12). To this end let βm, m = 1, . . . , n, be positive
numbers satisfying
n∑
m=1
βm = a1
and Km ∈ N, m = 1, . . . , n, some natural numbers. Let k ∈ [−q, q]d . Using Markov’s inequality in the last step we
obtain
P(Ek) = P
(
n∑
m=1
∣∣((N−1HRT )m sgn(c))k∣∣ a1
)

n∑
m=1
P
(
N−m
∣∣((HRT )m sgn(c))k∣∣ βm)
=
n∑
m=1
P
(
N−2mKm
∣∣((HRT )m sgn(c))k∣∣2Km  β2Kmm )

n∑
m=1
E
[∣∣((HRT )m sgn(c))k∣∣2Km]N−2mKmβ−2Kmm . (3.16)
Let us choose βm = βn/Km , i.e., β−2Kmm = β−2n. This yields
P(Ek) β−2n
n∑
E
[∣∣((HRT )m sgn(c))k∣∣2Km]N−2mKm (3.17)m=1
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a1 = a =
n∑
m=1
βn/Km < 1.
The following lemma is concerned with the expectation appearing in (3.17). We first investigate the expectation with
respect to X. The following proof is similar to the one of Lemma 3.3.
Lemma 3.4. For k ∈ [−q, q]d and c ∈ 2([−q, q]d) with supp c = T we have
EX
[∣∣((HRT )m sgn(c))k∣∣2K]

min{Km,N}∑
t=1
N !
(N − t)!
∑
A∈P(2Km,t)
∑
k
(1)
1 ,...,k
(1)
m ∈T
...
k
(2K)
1 ,...,k
(2K)
m ∈T
k
(p)
j−1 =k(p)j , j∈[m]
∏
A∈A
δ
( ∑
(r,p)∈A
(−1)p(k(p)r − k(p)r−1)
)
with k(p)0 := k for p = 1, . . . ,2K . Hereby, we identify partitions of [2Km] in P(2Km, t) with partitions of [2K]×[m]
in an obvious way.
Proof. Set σ := sgn(c). An elementary calculation yields
(
(HRT )
mσ
)
k
= (−1)m
N∑
1,...,m=1
∑
k1,...,km∈T
kj−1 =kj , j=1,...,m
σ (km)e
i(km−km−1)·xm · · · ei(k1−k0)·x1
with k0 := k. Thus,
∣∣((HRT )mσ )k0 ∣∣2 =
N∑

(1)
1 ,...,
(1)
m =1
N∑

(2)
1 ,...,
(2)
m =1
∑
k
(1)
1 ,...,k
(1)
m ∈T
k
(2)
1 ,...,k
(2)
m ∈T
k
(p)
j−1 =k(p)j , j∈[m],p=1,2
σ
(
k(1)m
)
σ
(
k
(2)
m
)
× ei
∑m
r=1(k
(1)
r −k(1)r−1)·x(1)r e
−i∑mr=1(k(2)r −k(2)r−1)·x(2)r ,
where k(1)0 = k(2)0 = k0 = k. Taking a 2K th power yields
∣∣((HRT )m sgn(c))k∣∣2K =
N∑

(1)
1 ,...,
(1)
m =1
...

(2K)
1 ,...,
(2K)
m =1
∑
k
(1)
1 ,...,k
(1)
m ∈T
...
k
(2K)
1 ,...,k
(2K)
m ∈T
k
(p)
j−1 =k(p)j
σ
(
k(1)m
)
σ
(
k
(2)
m
) · · ·σ (k(2K−1)m )σ (k(2K)m )
× exp
(
i
2K∑
p=1
(−1)p
m∑
r=1
(
k
(p)
r − k(p)r−1
) · x

(p)
r
)
with k(p) = k, p = 1, . . . ,2K . Further, recall that |σ(k)| = 1 on T . Taking the expected value EX yields0
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[∣∣((HRT )m sgn(c))k∣∣2K]

N∑

(1)
1 ,...,
(1)
m =1
...

(2K)
1 ,...,
(2K)
m =1
∑
k
(1)
1 ,...,k
(1)
m ∈T
...
k
(2K)
1 ,...,k
(2K)
m ∈T
k
(p)
j−1 =k(p)j
EX
[
exp
(
i
2K∑
p=1
(−1)p
m∑
r=1
(
k
(p)
r − k(p)r−1
) · x

(p)
r
)]
(3.18)
(with equality if all the entries of σ are equal on T ).
Let us consider the expected value appearing in the sum. As in the proof of Lemma 3.3 we have to take into account
that some of the indices (p)r might coincide. This affords to introduce some additional notation. Let ((p)r )p=1,...,2Kr=1,...,m ⊂
{1, . . . ,N}2Km be some vector of indices and let A= (A1, . . . ,At ), Ai ⊂ {1, . . . ,m}× {1, . . .2K} be a corresponding
partition such that (r,p) and (r ′,p′) are contained in the same block if and only if (p)r = (p
′)
r ′ . For some A ∈A we
may unambiguously write A instead of (p)r if (r,p) ∈ A.
Like in (3.13), using that all A for A ∈A are different and that the xA are independent we may write the expec-
tation in the sum in (3.18) as
E
[
exp
(
i
2K∑
p=1
(−1)p
m∑
r=1
(
k
(p)
r − k(p)r−1
) · x

(p)
r
)]
=
∏
A∈A
E
[
exp
(
i
∑
(r,p)∈A
(−1)p(k(p)r − k(p)r−1) · xA
)]
=
∏
A∈A
δ
( ∑
(r,p)∈A
(−1)p(k(p)r − k(p)r−1)
)
.
Once again, if A ∈A contains only one element then the last expression vanishes due to the condition k(p)r = k(p)r−1.
Thus, we only need to consider partitions A in P(2Km, t). Now we are able to rewrite the inequality in (3.18) as
EX
[∣∣((HRT )mσ )k∣∣2K]

Km∑
t=1
∑
A∈P(2Km,t)
N∑
(1),...,(t)=1
(1),...,(t) p.w. different
∑
k
(1)
1 ,...,k
(1)
m ∈T
...
k
(2K)
1 ,...,k
(2K)
m ∈T
k
(p)
j−1 =k(p)j
∏
A∈A
δ
( ∑
(r,p)∈A
(−1)p(k(p)r − k(p)r−1)
)
=
min{Km,N}∑
t=1
N !
(N − t)!
∑
A∈P(2Km,t)
∑
k
(1)
1 ,...,k
(1)
m ∈T
...
k
(2K)
1 ,...,k
(2K)
m ∈T
k
(p)
j−1 =k(p)j
∏
A∈A
δ
( ∑
(r,p)∈A
(−1)p(k(p)r − k(p)r−1)
)
.
This proves the lemma. 
In view of the previous lemma and for the sake of simple notation we denote
B(A, T ) :=
∑
k
(1)
1 ,...,k
(1)
m ∈T
...
k
(2K)
1 ,...,k
(2K)
m ∈T
k
(p)
j−1 =k(p)j , j∈[m],p∈[2K]
∏
A∈A
δ
( ∑
(r,p)∈A
(−1)p(k(p)r − k(p)r−1)
)
. (3.19)
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Let us assemble all the pieces to complete the proof of Theorem 2.2. By Lemma 3.3 we need to investigate the
quantity C(A, T ) defined in (3.15) for A ∈ P(2n, t). Here the indices (k1, . . . , k2n) ∈ T 2n are subjected to the |A| = t
linear constraints
∑
r∈A(kr+1 − kr) = 0 for all A ∈ A. These constraints are independent except for
∑2n
r=1(kr+1 −
kr) = 0. Thus, we can estimate
C(A, T ) |T |2n−t+1 M2n−t+1. (3.20)
By Lemma 3.3 we obtain (note that in the situation of Theorem 2.2 T is not random, so E = EX)
E
[∥∥Hn0 ∥∥2F ]
min{n,N}∑
t=1
N !
(N − t)!
∑
A∈P(2n,t)
|T |2n+1−t M2n+1
n∑
t=1
(N/M)tS2(2n, t),
where S2(n, t) = |P(2n, t)| are the associated Stirling numbers of the second kind. Set θ = N/M . The definition
(2.11) of the functions Fn and Gn, and Markov’s inequality yields
P
(∥∥(N−1H0)n∥∥F  κ)= P(∥∥Hn0 ∥∥2F N2nκ2)N−2nκ−2E[∥∥Hn0 ∥∥2F ]
 κ−2Mθ−2nF2n(θ) = κ−2MG2n(θ).
We remark that by (3.7) we have κ < 1. In the event that ‖(N−1H0)n‖F  κ this implies that (IT − (N−1H0)n) is
invertible by the von Neumann series and by (3.3) also
F∗TXFTX = N
(
IT −N−1H0
)
is invertible. In particular, FTX is injective. So this basic condition in Lemma 3.1 is satisfied automatically with a
probability that can be derived from the estimation above and we do not even need to invoke Lemma 3.2.
Let us now consider P(Ek). By Lemma 3.4 we need to bound B(A, T ) defined in (3.19), i.e., the number of
vectors (k(p)j ) ∈ T 2Km satisfying
∑
(r,p)∈A(−1)p(k(p)r − k(p)r−1) = 0 for all A ∈ A with A ∈ P(2Km, t). These are t
independent linear constraints. So the number of these indices is bounded from above by |T |2Km−t M2Km−t . Thus,
similarly as above we obtain
E
[∣∣((HRT )m sgn(c))k∣∣2K]
Km∑
t=1
NtS2(2Km, t)M2Km−t = M2KmF2Km(θ).
By (3.17) this yields
P(Ek) β−2n
n∑
m=1
θ−2mKmF2mKm(θ) = β−2n
n∑
m=1
G2mKm(θ).
Let P(failure) denote the probability that exact reconstruction of f by 1-minimization fails. By Lemma 3.1, (3.12)
and by the union bound we finally obtain
P(failure) P
(
{FTX is not injective} ∪
{
sup
k∈T c
|Pk| 1
})

∑
k∈[−q,q]d
P(Ek)+ P
(∥∥(N−1N0)n∥∥F  κ)Dβ−2n
n∑
m=1
G2mKm(θ)+ κ−2MG2n(θ)
under the conditions
a1 = a =
n∑
m=1
βn/Km < 1, a2 + a1 = 1, i.e., a2 = 1 − a,
κ
1 − κ 
a2
1 + a1 M
−3/2 = 1 − a
1 + aM
−3/2,
see (3.8). This proves Theorem 2.2. 
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Recall that here T is a random set modeled by (2.14). The completion of the proof of Theorem 2.3 will be slightly
more complicated as above because we still need to take the expectation with respect to the set T in Lemmas 3.3
and 3.4. Let us start with the expectation of C(A, T ) defined in (3.15).
Lemma 3.5. For A ∈ P(2n, t) it holds
E
[
C(A, T )] n∑
s=2
(
E|T |)s min{s,t}−1∑
R=0
D−R#
{B ∈U(2n, s), rankM(A,B) = R}.
Proof. Using linearity of expectation we obtain
E
[
C(A, T )]= E
[ ∑
k1,...,k2n∈[−q,q]d , kj =kj+1
2n∏
j=1
I{kj∈T }
∏
A∈A
δ
(∑
r∈A
(kr+1 − kr)
)]
=
∑
k1,...,k2n∈[−q,q]d , kj =kj+1
E
[ 2n∏
j=1
I{kj∈T }
] ∏
A∈A
δ
(∑
r∈A
(kr+1 − kr)
)
.
Hereby, I{k∈T } denotes an indicator variable which is 1 if and only if k ∈ T . The expression E[∏2nj=1 I{kj∈T }] depends
on how many different kj ’s there are. So once again partitions enter the game. If (k1, . . . , k2n) ∈ ([−q, q]d)2n is a
vector satisfying kj = kj+1 then we associate a partition B = (B1, . . . ,Bs) of {1, . . . ,2n} such that j and j ′ are in the
same set Bi if and only if kj = kj ′ . Obviously, j and j + 1 must be contained in different blocks for all j due to the
condition kj = kj+1 (once again we agree on the convention that 2n+ 1 ≡ 1). In other words, B has no adjacencies,
i.e., B ∈U(2n, s). Now if B has |B| = s blocks then by the probability model (2.14) for T and stochastic independence
E
[ 2n∏
i=1
I{ki∈T }
]
= E
[
s∏
j=1
I{kBj ∈T }
]
=
s∏
j=1
E[I{kBj ∈T }] = τ s, (3.21)
where (unambiguously) kBj = ki if i ∈ Bj . We further introduce the notation σB(r) = j if and only if r ∈ Bj ∈ B.
This leads to
E
[
C(A, T )]= 2n∑
s=2
τ s
∑
B∈U(2n,s)
∑
k1,...,ks∈[−q,q]d
ki p.w. different
∏
A∈A
δ
(∑
r∈A
(kσB(r+1) − kσB(r))
)
.
Clearly, the expression
∏
A∈A δ(
∑
r∈A(kσB(r+1) − kσB(r)) is 1 if and only if∑
r∈A
(kσB(r) − kσB(r+1)) = 0 for all A ∈A (3.22)
and 0 otherwise. For j ∈ {1, . . . , s} the term kj appears |Ai ∩ Bj | times as kσB(r) when r runs through Ai ∈ A.
Let M = M(A,B) denote the t × s matrix whose entries are defined by (2.7). Then (3.22) is satisfied if and only
if (k1, . . . , ks) ∈ ([−q, q]d)s is contained in the kernel of M(A,B). Thus, if the rank of M(A,B) equals R then
the number of vectors (k1, . . . , ks) ∈ ([−q, q]d)s for which (3.22) is satisfied can be bounded by Ds−R , where D =
(2q+1)d . (Here we even neglected the condition that the k1, . . . , ks should be pairwise different.) So finally we obtain
E
[
C(A, T )] n∑
s=2
τ s
min{s,t}−1∑
R=0
Ds−R#
{
B ∈U(n, s), rankM(A,B)= R}
=
n∑
s=2
(
E|T |)s min{s,t}−1∑
R=0
D−R#
{
B ∈U(n, s), rankM(A,B)= R},
where we substituted E|T | = τD. 
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with Lemma 3.3
E
[∥∥Hn0 ∥∥2F ]
min{n,N}∑
t=1
N !
(N − t)!
∑
A∈P(2n,t)
n∑
s=2
(
E|T |)s min{s,t}−1∑
R=0
D−R#
{
B ∈ U(n, s), rankM(A,B) = R}
=
min{n,N}∑
t=1
N !
(N − t)!
n∑
s=2
(
E|T |)s min{s,t}−1∑
R=0
D−RQ(2n, t, s,R) = N2nW (n,N,E|T |,D)
by definition (2.8) of the numbers Q(2n, t, s,R) and by definition (2.15) of the function W . Markov’s inequality
yields
P
(∥∥(N−1H0)n∥∥F  κ)N−2nκ−2E[∥∥Hn0 ∥∥2F ] κ−2W (n,N,E|T |,D).
We remark that by the same argument as in the proof of Theorem 2.3 FTX is injective in the event ‖(N−1H0)n‖F < 1.
Let us turn now to the estimation of P(Ek). From Lemma 3.4 one realizes that we need to estimate the expected
value of B(A, T ) defined in (3.19).
Lemma 3.6. For A ∈ P(2Km, t) it holds
E
[
B(A, T )] 2Km∑
s=1
(
E|T |)s min{s,t}∑
R=0
D−R#
{B ∈U∗(2K,m, s), rankL(A,B) = R}.
Proof. As in the proof of the previous lemma we may write
E
[
B(A, T )]= ∑
(k
(p)
j )∈([−q,q]d )2Km
k
(p)
j−1 =k(p)j
E
[ ∏
(p,j)∈[2K]×[m]
I{k(p)j ∈T }
] ∏
A∈A
δ
( ∑
(r,p)∈A
(−1)p(k(p)r − k(p)r−1)
)
.
Once again E[∏(p,j)∈[2K]×[m] I{k(p)j ∈T }] depends on how many different k(p)’s there are. So if (k(1)1 , . . . , k(2K)m ) ∈
([−q, q]d)(2Km) is a vector satisfying
k
(p)
j = k(p)j−1 for all j ∈ [m], p ∈ [2K] (3.23)
then we associate a partition B = (B1, . . . ,Bs) of [2K] × [m] such that (p, j) and (p′, j ′) are contained in the same
block if and only if k(p)j = k(p
′)
j ′ . Obviously, (p, j) and (p, j − 1) cannot be contained in the same block due to the
condition (3.23). In other words, B belongs to U∗(2K,m, s). Now, if B has s blocks, i.e., there are s different values
of k(p)j , then
E
[ ∏
(p,j)∈[2K]×[m]
I{k(p)j ∈T }
]
= τ s
as in (3.21). Once more, we use the notation σB(p, j) = i if (p, j) ∈ Bi ∈ B and σ(p,0)= 0. (Recall that by definition
k
(p)
0 = k0 = k.) Thus,
E
[
B(A, T )]= 2n∑
s=1
τ s
∑
B∈U∗(2K,m,s)
∑
k1,...,ks∈[−q,q]d
ki p.w. different
∏
A∈A
δ
( ∑
(p,j)∈A
(−1)p(kσB(p,j) − kσB(p,j−1))
)
.
The term
∏
A∈A δ(
∑
(p,j)∈A(−1)p(kσB(p,j) − kσB(p,j−1))) contributes to the sum if and only if∑
(−1)p(kσB(p,j) − kσB(p,j−1)) = 0 for all A ∈A.(p,j)∈A
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L(A,B)(k1, . . . , ks)T = kv(A,B), (3.24)
where v = v(A,B) is the t-dimensional vector with entries
vi =
∑
(p,1)∈Ai
(−1)p, i = 1, . . . , t.
(If d > 1 then (3.24) has to interpreted vector-valued, i.e., for each component of k ∈ [−q, q]d and of k1, . . . , ks ∈
[−q, q]d we have one equation with the same L(A,B) and the same v(A,B).) If the rank of L(A,B) equals R then
we can bound the number of solutions to (3.24) by Ds−R . Hence, we obtain the bound
E
[
B(A, T )] 2Km∑
s=1
τ s
min{s,t}∑
R=0
Ds−R#
{B ∈ U∗(2K,m, s), rankL(A,B) = R}.
Since E|T | = τD this proves the lemma. 
Together with Lemma 3.4 the previous result yields
E
[∣∣((HRT )mσ )k∣∣2K]
min{Km,N}∑
t=1
N !
(N − t)!
2Km∑
s=1
(
E|T |)s min{s,t}∑
R=0
Q∗(2K,m, t, s,R)D−R
= N2KmZ(K,m,N,E|T |,D),
where Q∗(2K,m, t, s,R) are the numbers defined in (2.10). By (3.17) we obtain
P(Ek) β−2n
n∑
m=1
Z
(
Km,m,N,E|T |,D
)
.
Finally, let P(failure) denote the probability that exact reconstruction of f fails. By Lemma 3.1, (3.10), (3.11) and
using that {FTX is not injective} ⊂ {‖(N−1H0)n‖F  κ} we obtain
P(failure) P
(
{FTX is not injective} ∪
{
sup
k∈T c
|Pk| 1
})

∑
k∈[−q,q]d
P(Ek)+ P
(∥∥(N−1N0)n∥∥F  κ)+ P(|T | (α + 1)E|T |)
Dβ−2n
n∑
m=1
Z
(
Km,m,N,E|T |,D
)+ κ−2W (n,N,E|T |,D)+ exp(− 3α2
6 + 2αE|T |
)
under the conditions
a1 = a =
n∑
m=1
βn/Km < 1, a2 + a1 = 1, i.e., a2 = 1 − a,
κ
1 − κ 
a2
1 + a1
(
(α + 1)E|T |)−3/2 = 1 − a
1 + a
(
(α + 1)E|T |)−3/2,
see (3.9). This proves Theorem 2.3. 
3.5. Proof of Theorem 2.1
We show that a finer analysis of the probability bound (2.13) of Theorem 2.2 gives Theorem 2.1. We first claim
that the associated Stirling numbers satisfy the estimate
S2(n, k) (3n/2)n−k for all k = 1, . . . , n/2. (3.25)
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Then from the recursion formula (2.6) it follows
S2(n, k) = kS2(n− 1, k)+ (n− 1)S2(n− 2, k − 1)
 k
(
3(n− 1)/2)n−k−1 + (n− 1)(3n/2 − 3)n−k−1
 (n− 1 + k)(3n/2)n−k−1
 (3n/2)n−k
since n− 1 + k  3n/2. Plugging (3.25) into the definition of G2n yields
G2n(θ) = θ−2n
n∑
k=1
S2(2n, k)θk  θ−2n
n∑
k=1
(3n)2n−kθk = (3n/θ)2n
n∑
k=1
(θ/3n)k
= (3n/θ)2n (θ/3n)
n+1 − (θ/3n)
(θ/3n)− 1 = (3n/θ)
n 1 − (3n/θ)n
1 − (3n/θ) . (3.26)
Assume that n = n(θ) is such that
3n(θ)
θ
 δ < 1.
Then we conclude that
G2n(θ)(θ)
δn(θ)
1 − δ .
Now consider the term Dβ−2n
∑n
m=1 G2mKm(θ) from the probability bound (2.13). We choose Km = r(n/m), where
r denotes the function that rounds to the nearest integer. Then it is easy to see that
mKm ∈
{2n/3, . . . , 4n/3}, m ∈ {1, . . . , n}.
Thus,
n∑
m=1
G2mKm(θ) n max
k∈{2n/3,...,4n/3}
G2k(θ) n max
k∈{2n/3,...,4n/3}
δk
1 − δ  n
δ2n/3
1 − δ
provided 3k/θ  δ for all k ∈ {2n/3, . . . , 4n/3}. This is certainly the case for
n = n(θ)=
⌊
δθ
4
⌋
(3.27)
and we obtain
Dβ−2n
n∑
m=1
G2mKm(θ)Dn(θ)(1 − δ)−1
(
β−3δ
)2n(θ)/3
. (3.28)
In order to make this expression small it is certainly a good strategy to make the last term smaller than 1. Indeed, let
δ := β3e−3τ/2
for some τ > 0. Then the right-hand side of (3.28) is less than /2 if and only if
(1 − δ)−1Dn(θ)e−τn(θ)  /2.
This is equivalent to
τn(θ)− ln(2(1 − δ)−1n(θ)) ln(D/). (3.29)
Now assume for the moment that n(θ) S. Then
τn(θ)− ln(2(1 − δ)−1n(θ)) n(θ)(τ − ln(2(1 − δ)−1n(θ)) n(θ)(τ − ln(2(1 − δ)−1S))
n(θ) S
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τn(θ)− ln(2(1 − δ)−1n(θ))Q(β, τ, S)θ
with Q(β, τ, S) := S−14S β3e−3τ/2
(
τ − ln(2(1−β3e−3τ/2)−1S)
S
)
. Thus, the left-hand side of (3.28) is less than /2 if
θ Q(β, τ, S)−1 ln(D/)
provided n(θ)  S. A simple numerical test shows that a valid choice for β is β = 0.47. Indeed, the corresponding
a = ∑nm=1 βn/Km is always less than 0.957. Further, it turns out that τ = 1 is a good choice and taking S = 10
gives C1 := Q(0.47,1,10)−1 ≈ 274.82. Assuming that D/  1000 (which is reasonable) the minimal choice θ =
C1 ln(D/) indeed satisfies the assumed condition n(θ)= δθ/4 10 = S. (If D/ < 1000 than we have to choose a
smaller S given a slightly worse constant C1.) Recalling that θ = M/N it follows that Dβ−2n∑nm=1 G2mKm(θ) /2
provided
N  C1M ln
(
D

)
.
Now consider the other term Mκ−2G2n(θ) in the probability bound (2.13). We choose κ such that there is equality in
(2.12), i.e.,
κ = (1 − a)/(1 + a)M
−3/2
1 + (1 − a)/(1 + a)M−3/2 
1 − a
2(1 + a)M
−3/2.
We do not have the freedom anymore to choose n. We have to make the same choice (3.27) as above. This yields
Mκ−2G2n(θ)(θ)
(
2(1 + a)
(1 − a)
)−2
M4(1 − δ)−1δn(θ).
Requiring that the latter expression is less than /2 is equivalent to
ln
(
δ−1
)
n(θ) ln
(
M4/
)+ ln(8 (1 + a)2
(1 − a)2 (1 − δ)
−1
)
.
As above assume for the moment that n(θ) S. Plugging in δ from above (with τ = 1) yields
n(θ) S − 1
S
δθ
4
= S − 1
4S
β3e−3/2θ.
It follows that Mκ−2G2n(θ)(θ) /2 if
θ  4Sβ
−3e3/2
S − 1
(
4 ln
(
M−1/4
)+ ln(8 (1 + a)2
(1 − a)2
(
1 − β3e−3/2)−1)).
As already remarked the choice β = 0.47 results in a  0.957. Choosing S = 8 gives
θ C2 ln
(
M−1/4
)+C3
with C2 ≈ 209.64 and C3 ≈ 510.42. If M−1/4  70 (which is reasonable) then indeed n(θ)  8 = S for the min-
imal possible choice of θ in the above inequality. Since M  D it follows that there exists a constant C such that
Theorem 2.1 holds if N  CM log(D/).
We remark that analyzing numerical plots for β−2n′(θ)
∑n′(θ)
m=1 G2mKm(θ)(θ) and G2n′(θ)(θ) for n′(θ) = θ/12
indicates that one may choose the constant C much smaller as the one resulting from the theoretical analysis above. It
seems that C  20 is a valid choice. 
3.6. Remarks
We conclude this section with some remarks.
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orem 2.3 is likely to give better probability bounds for exact reconstruction than the deterministic approach in
Theorem 2.2 holding for all T of a given size. Indeed the main difference in the two previous proofs lies in the
estimation of C(A, T ) and B(A, T ) defined in (3.15) and (3.19). If |A| = t then for deterministic T we used
the estimation (3.20), i.e., C(A, T )  |T |2n−t+1. Indeed, if T is an arithmetic progression then C(A, T ) may
come very close to this upper bound. However, for generic sets T the bound is quite pessimistic. In fact, in the
probabilistic model the expected size of C(A, T ) can be bounded by
E
[
C(A, T )] n∑
s=2
(
E|T |)s min{s,t}−1∑
R=0
D−R#
{B ∈U(2n, s), rankM(A,B) = R}, (3.30)
see Lemma 3.5. In particular, if D is large (and E|T | not too small) then the latter estimate should be much better.
Let us illustrate this with two examples.
(1) Let A = {{1,2,3,5}, {4,6}}, i.e., 2n = 6 and t = 2. Then (3.20) yields C(A, T )  |T |5 while computing
(3.30) explicitly gives
E
[
C(A, T )]= D−1[(E|T |)2 + 10(E|T |)3 + 20(E|T |)4 + 9(E|T |)5 + (E|T |)6].
Clearly, if D is sufficiently large then the probabilistic estimate is much better than the deterministic one.
(2) Let A = {{1,2,3}, {4,5,6}}, so again 2n = 6 and t = 2. Then the deterministic estimate gives again
C(A, T ) |T |5 while (3.30) results in
E
[
C(A, T )] (E|T |)2 + 3(E|T |)3 + (E|T |)4 +D−1[7(E|T |)3 + 19(E|T |)4 + 9(E|T |)5 + (E|T |)6].
So here one has to choose both E|T | and D  E|T | large to see that potentially the probabilistic estimate is
much better.
(b) Discrete Fourier transforms: The whole proofs work without essential change if one replaces our setting by the
following one similar to the situation investigated by Candes et al. [6]. Consider functions on the cyclic group
Z
d
p = {0, . . . , p − 1}d , p ∈ N, rather than on [0,2π]d . The discrete Fourier transform is defined by
fˆ (ω) :=
∑
x∈Zdp
f (x)e−2πix·ω/p, ω ∈ Zdp.
We draw x1, . . . , xN from the uniform distribution on Zdp . Note that in contrast to sampling from [0,2π]d it may
occur with non-zero probability that some elements of Zdp are drawn more than once. But this will not do much
harm.
Let f be such that fˆ is a sparse vector on Zdp . Once again we try to reconstruct f from its sample values f (xj )
by minimizing the 1-norm of fˆ under the constraint that the observed values f (xj ) are matched.
Theorems 2.2 and 2.3 will also apply to this situation. Indeed, the only thing that differs in the proofs is that we
have to calculate modulo p in the definition of C(A, T ) and B(A, T ), see (3.15) and (3.19). This is apparent from
(3.14) where the integral is replaced by a sum of exponentials. Nevertheless, the deterministic and probabilistic
estimates for the quantities C(A, T ) and B(A, T ) still hold and so everything goes through in completely the
same manner.
Of course, one can also exchange the role of f and fˆ , aiming at reconstructing a sparse signal on Zdp from random
samples of its Fourier transform. Indeed, this situation is investigated in [6] with a different probability model for
the sampling points. In other words, we presented a slightly different approach for the main result in [6].
4. Some more on set partitions
Regarding Theorem 2.3 it would be nice to get some information on the numbers Q(n, t, s,R) and Q∗(K,m,
t, s,R), respectively. Unfortunately, it seems to be a difficult problem to obtain a recursion formula, a generating
function or at least a good estimation. Let us anyway try to obtain some partial information.
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elements. Setting y = 1 in the exponential generating function (2.5) yields the generating function
∞∑
n=1
pn
xn
n! = exp
(
ex − x − 1). (4.1)
Further, let us denote by un =∑nk=2 |U(n, k)| the number of all partitions of {1, . . . , n} having no adjacencies (recall
that U(n,1) = ∅). Recently, it was proved in [4] that un = pn. So (4.1) is also the exponential generating function of
the numbers un.
Concerning the size of U∗(K,m, s), up to now, we cannot say more than that it is bounded by the number of all
partitions into s blocks of a set with Km elements, i.e., by the (ordinary) Stirling number of the second kind S(Km, s),
see [19]. If m = 1 then |U∗(K,1, s)| = S(K, s) as already remarked. Let us denote u∗K,m =
∑Km
k=1 |U∗(K,n, k)|. Then
clearly u∗K,m  bKm :=
∑n
k=1 S(Km,k) with equality if m= 1. A lower bound for u∗K,m is given by the numbers pKm.
Now some elementary observations concerning the numbers Q(n, t, s,R) and Q∗(K,n, t, s,R) can be made. Dis-
regarding the rank of M(A,B), the number of all pairs (A,B) with A ∈ P(n, t) and B ∈ U(n, s) is |P(n, t)| ×
|U(n, s)|, hence, ∑min{s,t}R=0 Q(n, t, s,R) = |P(n, t)| × |U(n, s)| and similarly for Q∗(K,m, t, s,R). Summing also
over t and s gives∑
t,s,R
Q(n, t, s,R) = unpn = p2n
and
∑
t,s,R Q
∗(K,m, t, s,R) = pKmu∗K,m.
We determined Q(n, t, s,R) and Q∗(K,m, t, s,R) for certain small n,K,m on a computer in the following way.
First all partitions in P(n, t) and U(n, s) (respectively, U∗(K,m, s)) are computed recursively.
For P(n, t) the corresponding algorithm relies on the standard observation that the partitions in P(n, t) can be
obtained from the ones in P(n − 1, t) and P(n − 2, t − 1) in the following way: Either one adds the element n to
one of the t subsets of {1, . . . , n − 1} of a partition in P(n − 1, t). However, in this way the element n will never
be contained in a subset consisting of 2 elements. Hence, to obtain also those partitions one takes A = {k,n} for
k ∈ {1, . . . , n − 1} as one of the subsets of the new partition and the other subsets are taken from a partition of
{1, . . . , n− 1} \ {k} into t − 1 subsets. Clearly, the latter partitions can be obtained from the ones in P(n− 2, t − 1).
Observe, that from this argument follows also the recursion formula (2.6) for the numbers S2(n, k).
The partitions in U(n, s) are determined by first computing the set V (n, s) of all partitions of [n] into s blocks and
then omitting those that have adjacencies. Similarly U∗(K,n, s) is computed. The procedure to recursively compute
the partitions in V (n, s) relies again on a standard argument, see, e.g., [24, Chapter 1.6]. To obtain a partition in
V (n, s) from partitions in {1, . . . , n − 1} one can either add the element n to one of the t subsets of a partition in
V (n− 1, t) or one can add the single element subset {n} to a partition in V (n− 1, t − 1). (One may easily deduce the
recursion formula S(n, k) = kS(n− 1, k)+ S(n− 1, k − 1) for the ordinary Stirling numbers of the second kind from
this argument.)
After determining P(n, t) and U(n, s) for each pair (A,B) withA ∈ P(n, t) and B ∈ U(n, s) (or B ∈U∗(K,n, s),
respectively) we set up the matrix M(A,B) (or L(A,B)), see (2.7) and (2.9), and compute its rank. By counting
the number of matrices M(A,B) that have rank R we determine Q(n, t, s,R) or Q∗(K,m, t, s,R), respectively. We
remark that most of the computational costs lies on computing these ranks, while it is rather fast to obtain all the
needed partitions. (The results of these computations for certain n,K,m are contained in the appendix of the preprint
version of this article.) Since p2n grows very quickly (recall that the overall number of matrices whose rank has to be
determined equals p2n) this procedure is practicable only for small values of n. Indeed, we were only able to do the
computations until n = 8. Already for n= 10 (with p210 = 314069284) the computing time reaches several days using
Matlab on a standard PC.
Finally, we obtain the numbers Q(n, t, s,0) for some special cases in the following lemma (the preprint version
contains actually two more partial results which we omit here for reasons of length).
Lemma 4.1. (a) Q(n,1, s,0) = |U(n, s)|.
(b) It holds Q(2n,2,2,0)= (2n)!2(n!)2 − 1 and Q(2n,2,2,1) = 22n−1 − 2n− (2n)!2(n!)2 .
(c) If t = 1 then Q(2n, t,2n,0)= 0.
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Q(n,1, s,0) = |U(n, s)|.
(b) Clearly, U(2n,2) consists of only 1 partition B = (B1,B2), i.e.,
B1 = {1,3,5, . . . ,2n− 1}, B2 = {2,4,6, . . . ,2n}.
The associated matrix M = M(A,B), A= {A1,A2} ∈ P(2n,2) has entries
Mi,j = |Ai ∩Bj | −
∣∣(Ai + 1)∩Bj ∣∣= |Ai ∩Bj | − ∣∣Ai ∩ (Bj − 1)∣∣= |Ai ∩Bj | − |Ai ∩B3−j |
since B1 − 1 = B2 and B2 − 1 = B1. Thus, M(A,B) has rank 0, i.e., M(A,B) = 0 if and only if
|A1 ∩B1| = |A1 ∩B2| and |A2 ∩B1| = |A2 ∩B2|. (4.2)
So A1 and A2 must have the same number of elements from B1 and from B2. So we can construct all possible
partitions A satisfying (4.2) in the following way. Choose m ∈ {1, . . . , n− 1} and then form A1 by taking m elements
from B1 and m elements from B2. The set A2 is formed of all the remaining elements. Then (4.2) is clearly satisfied.
We can do this in
(
n
m
)2 different ways. However, if we run with m through {1, . . . , n − 1} every possible partition
appears once as {A1,A2} and once as {A2,A1}, so that altogether we have the formula
Q(2n,2,2,0)= 2−1
n−1∑
m=1
(
n
m
)2
= (2n)!
2(n!)2 − 1.
The second equality follows from the fact that
∑n
m=0
(
n
m
)2 = ( 2nn ), see, e.g., [23]. Now the second assertion follows
easily since
Q(2n,2,2,1)= ∣∣P(2n,2)∣∣−Q(2n,2,2,0)= 22n−1 − 1 − 2n−Q(2n,2,2,0).
(c) We have to prove that for all partitions A ∈ P(2n, t),B ∈ U(2n,2n) we never have M(A,B) = 0 (the zero-
matrix). Observe that M(A,B) = 0 means that
|A∩B| = ∣∣(A+ 1)∩B∣∣ for all A ∈A, B ∈ B (4.3)
(where A + 1 is computed modulo n as usual). The only partition in U(2n,2n) is B = {{1}, {2}, . . . , {2n}}. Thus
the condition (4.3) implies that whenever j ∈ A ∈A then also j − 1 ∈ A. As j is arbitrary this means that the only
possibility for A is {1,2, . . . ,2n}, i.e., t = 1. 
For Q∗(K,m, t, s,0) certainly a similar analysis can be done but we have not further pursued this issue here.
5. Bounds for the probability of exact reconstruction
In this section we illustrate the bounds in Theorems 2.2 and 2.3 for the probability of exact reconstruction by
drawing some plots based on the recipe of choice of parameters outlined in Section 2.6. Hereby, we always plotted
the bound of the probability of failure of exact reconstruction, i.e., 1 minus the expressions in (2.13) and (2.17).
In Fig. 2 we have chosen M = 10, D = 10,000 and several values of n to show a logarithmic plot of the probability
bound (2.13) of Theorem 2.2 versus the number of samples. One can see clearly that the optimal choice of n mildly
depends on N (or rather θ = N/M). It seems that these bounds are quite pessimistic when compared to the numerical
experiments (see next section). In the given example one needs at least about N = 2000 samples (corresponding to a
“non-linear oversampling factor” of 200) in order that the bound becomes non-trivial.
Based on the computation of explicit values of the numbers Q and Q∗ we can also illustrate the probability bound
(2.17) in Theorem 2.3. Unfortunately, we may only take n  4 since for higher values of n the corresponding num-
bers Q and Q∗ are not at our disposal. Figure 3 shows a plot of the bound (2.17). We have chosen n = 2,3,4 and
(E|T |,D) = (4,5000), (8,20,000) and varied the number N of sampling points. Looking at the plot one realizes
clearly that the bound becomes better for larger n. However, as above the bounds are still quite pessimistic. Neverthe-
less, as already remarked one expects them to be at least better than the ones of Theorem 2.2. Figure 4 supports this
intuition. Indeed, we plotted the different bounds for M = E|T | = 4, D = 5000, n = 4 and K1 = 4,K2 = 2,K3 = 1
and K4 = 1. Apparently the curve for the bound of Theorem 2.3 is far below the one of Theorem 2.2. For instance,
for N = 1500 the probability of success is estimated by about 1/20 with Theorem 2.3, while one would need about
double the number of samples N to achieve the same probability with Theorem 2.2.
40 H. Rauhut / Appl. Comput. Harmon. Anal. 22 (2007) 16–42Fig. 2. Bounds for the probability of failure of exact reconstruction due to Theorem 2.2 with M = 10, D = 10,000 and several choice of n.
Fig. 3. Probability of failure of exact reconstruction for E|T | = 4, D = 5000 (left) and E|T | = 8, D = 20,000 (right) due to Theorem 2.3.
Fig. 4. Comparison of the bounds of Theorems 2.2 and 2.3 for M = E|T | = 4, D = 5000 and n = 4.
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Let us describe some numerical tests of the proposed sampling respectively reconstruction method. In order to use
convex optimization techniques we reformulate the optimization problem (2.1) as the following equivalent problem:
min
∑
k
uk subject to
√(
c
(1)
k
)2 + (c(2)k )2  uk, ∑
k
(
c
(1)
k + ic(2)k
)
eik·xj = f (xj ) (6.1)
with uk and c(1)k and c
(2)
k , k ∈ [−q, q]d , as real optimization variables. The solution to the original problem (2.1) is
then given as ck = c(1)k + ic(2)k .
A problem of the above type (6.1) is known as second order cone program [3]. Efficient algorithms to solve such
problems exist. We have used the toolbox MOSEK (in connection with MATLAB), which provides an interior point
solver for cone problems. We remark that if the coefficients ck are real-valued then the minimization problem (2.1)
can be recast as a linear program.
Our numerical experiment has the following form. We first choose the sparsity M , the maximal degree q (we only
tested for d = 1) and the number of samples N . Then the following steps are done:
1. Choose a random subset T ⊂ [−q, q] of size M from the uniform distribution. (Generate a random permutation
of [−q, q] and take the first M elements.)
2. Randomly generate the coefficients ck for k ∈ T by choosing their real part and imaginary part from a standard
normal distribution.
3. Randomly select x1, . . . , xN independently from the uniform distribution on [0,2π].
4. Generate f (xj ) =∑k∈T ckeikxj , j = 1, . . . ,N .
5. Solve the minimization problem (6.1).
6. Compare the result to the original vector of coefficients.
For Fig. 5 we have chosen M = |T | = 8, q = 40, i.e., D = (2q + 1) = 81 and M = 40, q = 120. Then for varying
N we ran the above procedure 1000 times and counted how often exact reconstruction was successful. The result is
illustrated in the plot. As one can see in the left plot our reconstruction method always succeeded in giving back the
original function exactly for N larger than 30 (corresponding to a non-linear oversampling factor of less than 4). We
remark that the example plots are typical and that this behavior is observed also for other choices of parameters, see
also [17] where further numerical experiments are done.
Comparing these results with the bounds of Theorems 2.1–2.3 as illustrated in the previous section one realizes
that in practice the method works even much better than we are able to predict theoretically. So this method seems to
have quite a lot of potential for practical applications of signal reconstruction.
We remark that also [11] contains a number of numerical tests for sparse recovery (compressed sensing) with
different measurement matrices, among them the (partial) discrete Fourier transform and Gaussian matrices. The
Fig. 5. Numerical results: success rate of reconstruction for M = |T | = 8, q = 40 (left) and M = |T | = 40, q = 120 (right) versus number of
samples N .
42 H. Rauhut / Appl. Comput. Harmon. Anal. 22 (2007) 16–42authors observe that the performance is similarly good in all these situations. In particular, the method works well also
for signals that are not sparse in a strict sense, but are only well-approximated by sparse one.
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