



Mathematical foundation of Nelder-Mead simplex method is investigated
under the objective function of continuous strictly quasiconvex function with
bounded level set. It is shown that the diameters of simplex series converge

































区間 「区間」概念をRn の任意の 2点 x1,x2 に拡張して
(x1,x2) := {(1− λ)x1 + λx2 ; 0 < λ < 1}
とする。λ = 0を許す場合 [x1,x2)とする。同様に λ = 1を許す場合 (x1,x2]
とする。共に許すなら [x1,x2]である。
2.2 アフィン集合
R上の n次線形空間Rn の部分集合 Aが















アフィン集合の次元: x0 ∈ Aとすれば、集合 V := {x− x0 ; x ∈ A}はRn
の線形部分空間となる。Aの次元 dimAを dimV で定義する。
アフィン変換: アフィン集合 Aからアフィン集合 A′ への写像 φ(x)が、任
意の x1,x2 ∈ A, λ ∈ Rについて
φ((1− λ)x1 + λx2) = (1− λ)f(x1) + λf(x2)
を満たすとき φ(x)はアフィン変換と言われる。A ⊂ Rn, A′ ⊂ Rm とし、M
をR上のm× n行列、cをRm のベクトルとするとMx+ cはアフィン変換
である。
x′i = φ(xi) (i = 1, 2, ...)とすると




Rn の部分集合 S に対して、集合 aff S を
aff S := {
k∑
i=1






i=1 はあらゆる有限部分和である (k を固定しない)。
特に S がm個の点の集合であれば、k = mとできる。aff S はアフィン集合
となる。
Rnの部分集合 S に対して dimS を dimaff S で定義する [11]。S が n+1個
の点の集合 {x1,x2, ...,xn+1}の場合には dimS は x1 − xn+1 (i = 1, 2, ..., n)
が張る線形空間の次元に他ならない。dimS = n であれば S は「アフィン独
立」であると言われる [6] 。





問題 1. S = {x1,x2, ...,xn+1}として
xn+1 ∈ aff {x1,x2, ...,xn}








λi = 1 ∴
n∑
i=1
λi(xi − xn+1) = 0
ここに λi は全てが 0ではない。従って xi − xn+1 (i = 1, 2, ..., n)は一次従属
であり dimS < nである。
2.3 凸集合
R上の n次線形空間Rn の部分集合 S が
x1,x2 ∈ S =⇒ {(1− λ)x1 + λx2 ; 0 ≤ λ ≤ 1} ⊂ S
満たすとき、S は凸集合であると言われる。つまり凸集合 S とは、その中の任
意の 2点を結ぶ線分が S に含まれるような集合である。










凸関数/厳密な凸関数/準凸関数/厳密な準凸関数の定義を示す。D ⊂ Rn として
凸関数: f(x)が D上の凸関数であるとは、Dが凸集合で
x1,x2 ∈ D, λ ∈ (0, 1)
=⇒ f((1− λ)x1 + λx2) ≤ (1− λ)f(x1) + λf(x2)
厳密な凸関数: f(x)が D上の厳密な凸関数であるとは、Dが凸集合で
x1,x2 ∈ D, λ ∈ (0, 1), x1 = x2
4Rn の任意の部分集合 S に対して convS を、S を含む最小の凸集合として定義する
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=⇒ f((1− λ)x1 + λx2) < (1− λ)f(x1) + λf(x2)
準凸関数: f(x)が D上の準凸関数であるとは、Dが凸集合で
x1,x2 ∈ D, x ∈ (x1,x2) =⇒ f(x) ≤ max{f(x1), f(x2)}
厳密な準凸関数: f(x)が D上の厳密な準凸関数であるとは、Dが凸集合で
x1,x2 ∈ D, x ∈ (x1,x2) =⇒ f(x) < max{f(x1), f(x2)}




補注 2: 厳密な凸関数の定義において、明らかに x1 = x2 の条件が必要であ
る。Cambini[15]ではこの条件が抜け落ちている。Rockafeller[6]はこの条件を
含めている。厳密な準凸関数の定義においては x1 = x2 の条件を含めても追
加条件にはならない。なぜなら x1 = x2 の下では x ∈ (x1,x2)は偽の条件と
なるから。もっとも x = (1 − λ)x1 + λx2 (λ ∈ (0, 1))として表現した場合に
は意味のある追加条件になり、Cambiniはこの下で x1 = x2 として条件付けて
いる。
注意:厳密な準凸関数 (strictly quasiconvex function) の定義は文献によって異
なるので注意が必要である。“strictly quasiconvex function” は Karamardian[8]
によって提起された。しかし彼の定義は問題を孕んでいた。その辺の事情は
Greenberg[9]に詳しい。ここでは Cambini[15]の定義を採用する。この定義と





f : Rn → R, x ∈ Rm, c ∈ Rn









として、その下で g : Rm → Rを、R上の n×m行列M によって
g(x) = f(Mx+ c)
で定義する。すると f が準凸関数であれば g も準凸関数である [15] 。
証明: g(x)の定義と f(x)が準凸関数であることから
g((1− λ)x1 + λx2) = f(M((1− λ)x1 + λx2) + c)
= f((1− λ)(Mx1 + c) + λ(Mx2 + c))





λi ≥ 0 (i = 1, 2, ...,m),
m∑
i=1










補注: f(x)が厳密な凸関数であれば式 (1)の ≥と式 (2)の ≤を厳密な不等式
に置き換える。ただし
∃(i, j) : xi = xj (3)
6数学的帰納法で証明すればよい。証明は容易なので省略する。凸関数についてのよく知られた
不等式で、大抵の本に載っている
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とする 7。この条件は次のように考えれば理解しやすい: x1,x2, ...の中に等し
いものがあった場合、例えば x1 = x2 = x3 であれば、






1 := λ1, λ
′
2 := λ2 + λ3)
と置き換えればよい。このように置き換えると、結局 x1,x2, ...,xk の全てが
相異なる問題に帰着する。凸関数と準凸関数の場合には k = 1まで許される。
しかし厳密な凸関数と厳密な準凸関数の場合には k = 2までしか許されない。
定理 3. f(x)が準凸関数であれば、
λi ≥ 0 (i = 1, 2, ...,m),
m∑
i=1





λixi) ≤ max{f(x1), f(x2), ..., f(xm)} (5)
となる 8。
補注: f(x)が厳密な準凸関数であれば式 (4)の ≥と式 (5)の ≤を厳密な不等
式に置き換える。さらに式 (3)と同じ条件が必要になる。







(a)の証明: dom f が 0個あるいは 1個の点しか含まない場合には定理の主張
は正しい。極小点 x̌が存在し、仮にそれが最小点ではないとすると、
∃x′ : f(x′) < f(x̌) ∴ ∀x ∈ (x′, x̌) : f(x) < max{f(x′), f(x̌)} = f(x̌)
7Cambini[15] は条件 (3) が抜け落ちている
8数学的帰納法で証明すればよい。証明は容易なので省略する。証明は Cambini[15] にある
9凸関数に関してよく知られた定理である。証明は長くなるので省略する。他書を参考にされた





x1 x2x1 x2cx1 x2c d
図 2: 準凸関数の例
中央と右は厳密な準凸関数でもある
となる。ゆえに x̌のどのような近傍にも f(x) < f(x̌)となる点 xが存在する。
つまり x̌が極小点であるとする仮定に反す。
(b)の証明: 仮に最小点が 2個存在したとせよ。それを x1,x2 とすると
∃x : x ∈ (x1,x2) ∴ f(x) < max{f(x1), f(x2)}
となり、 x1,x2 が最小点であるとする仮定に反す。
補注: (b)で「高々」としたのは厳密な準凸関数では最小点の存在は保証され
ないからである。例えば f(x) = e−x や
f(x) =
{
x2 (x > 0)








或る関数、例えば 2 変数の f(x, y) =
√
x + y2 が準凸関数か否かを判断す
るのは意外と難しい。そこで関数の幾何学的な特徴を明らかにして判断に役立
てる。
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図 3: 最小点を持つ連続で厳密な準凸関数の例
定義 1. Epigraph: epi f を
epi f = {(x, µ) ; x ∈ dom f, µ ∈ R, f(x) ≤ µ}
として定義する [6, 11, 14, 15] 。epi f をエピグラフと言う (図 4)。境界上の点は
epi f に含まれる。
図 4: Epigraph
影の部分が関数 f の epigraph
その境界の実線が f の graphである
epiとは「上」のこと
定理 6. f(x)が凸関数であるための必要十分条件は、epi f が凸集合となるこ
とである [15] 。
証明: 必要条件であること:
x1,x2 ∈ dom f, λ ∈ [0, 1]
f((1− λ)x1 + λx2) ≤ (1− λ)f(x1) + λf(x2)





epi f とすると、f(x1) ≤ µ1, f(x2) ≤ µ2 である。従ってこれから
(1− λ)f(x1) + λf(x2) ≤ (1− λ)µ1 + λµ2
を得る。これは
((1− λ)x1 + λx2, (1− λ)µ1 + λµ2) ∈ epi f
すなわち epi f が凸集合であることを意味する。
十分条件であること: epi f が凸集合とすると、ν1 = f(x1), ν2 = f(x2)と
置いて
(1− λ)(x1, ν1) + λ(x2, ν2) = ((1− λ)x1 + λx2, (1− λ)ν1 + λν2) ∈ dom f
であるが、epi f の定義によって
f((1− λ)x1 + λx2) ≤ (1− λ)ν1 + λν2 = (1− λ)f(x1) + λf(x2)
である。これから定理が従う。
補注 1: 厳密な凸関数では、epi f が凸集合である他に、f が線分を含まない。
補注 2: 文献によっては epi f が凸集合であることを基に凸関数を定義してい
る [6, 14] 。ここでは Cambini [15] に従った。
定義 2. レベル集合: Rn の実数値関数を f(x)とすると、Rn の部分集合
L(f, µ) = {x ∈ dom f ; f(x) ≤ µ}
を L(f, µ)をレベル集合と言う 10。
図 5に定義の意味を示す。この図のように 1変数のグラフの場合には、x軸に





ベル集合 L(f, µ)はどの µでも有界であるが、右の図では有界にはならない。
定理 7. f(x)が準凸関数であるための必要十分条件は、f(x)の全てのレベル
集合が凸集合となることである [15, 14] 。
10Rockafeller[6]に従った。Boyd[14]は “sublevel set”、Cambini[15]は “lower level set” と言う
11自明だと思えるが文献が見つからない。このことは以下では使われないので深入りしない





図 5: L(f, µ)
この図は準凸関数にはならない例を示している
証明: 必要条件であること: x1,x2 ∈ L(f, µ), λ ∈ [0, 1]とすると、f は準凸関
数であるから
f((1− λ)x1 + λx2) ≤ max{f(x1), f(x2)} ≤ µ
である。従って (1−λ)x1 +λx2 ∈ L(f, µ)となる。これは L(f, µ)が凸集合で
あることを意味する。
十分条件であること: µ = max{f(x1), f(x2)} とせよ。すると f(x2) ≤
µ, f(x1) ≤ µ である。L(f, µ) は凸集合であるから x ∈ [x1,x2] とすると
f(x) ≤ µである。従って
f(x) ≤ µ = max{f(x1), f(x2)}
すなわち f(x)は準凸関数である。
補題 1. 準凸関数 f(x)において
x∗ ∈ (x1,x2) and f(x1) ≤ f(x∗) and f(x∗) ≥ f(x2) (6)
を満たす x∗ が存在すれば、 f(x) は区間 [x1,x∗] または区間 [x∗,x2] で定数
である。
証明: 準凸性の条件
f(x) ≤ max{f(x1), f(x∗)} for x ∈ [x1,x∗] (7)
f(x) ≤ max{f(x∗), f(x2)} for x ∈ [x∗,x2] (8)
から、仮にどちらの区間も定数ではないなら
f(x′1) < max{f(x1), f(x∗)} for x′1 ∈ [x1,x∗] (9)





となる x′1 と x′2 が存在する。従って
f(x∗) ≤ max{f(x′1), f(x′2)} < max{f(x1), f(x∗), f(x2)} ≤ f(x∗) (11)
すなわち f(x∗) < f(x∗)となり矛盾する。
定理 8. 準凸関数 f(x)が、厳密な準凸関数であるための必要十分条件は、定数
となる区間を含まないことである 12。




∃x∗ ∈ (x1,x2) : f(x∗) = max{f(x1), f(x2)}










+ y2 = 1







1 + x2, z′ =
x
z
, y′ = − x
z3









Rを実数の集合、Rnを n次元ユークリッド空間とする。実数値関数 f : Rn →
Rを与え f(x)を最小にする x ∈ Rn を求める問題は幅広い応用性を持ってい
12これと同等な定理が Cambini [15] に載っている
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図 6: レベル集合の例








この方法は Rn 上に (アフィン独立な) n+ 1個の点を初期条件として与え、
或るアルゴリズムに基づいて動かして行く。アルゴリズムの目標は、これら





り、それ故に多くの支持者を持つ [20, 18] 。
NM法の提案はヒューリスティクなものであり [17] 、数学的な厳格さを持た
なかったために数多くの変種を生み出した。他方では NM法に数学的な基礎付
















I {1, 2, ..., n, n+ 1}
f(x) 目的関数
3.2 単体 (simplex)
Rn の n+ 1個の点 x1,x2, ...,xn+1 から生成される単体 (simplex) ∆を








で定義する。また vert∆を ∆の頂点の集合 {xi ; i ∈ I}とする。
一般に dim∆ = nであるが、 dim∆ < nの場合、∆は縮退していると言わ
れる。
3.3 Nelder-Mead法
用語と記号は基本的に Gao [21] に従う。以下に現れるパラメータの σ は Gao









α > 0, β > 1, 0 < γ < 1, 0 < σ < 1 (13)
とするが、これらの値は標準的な Nelder-Mead法では
α = 1, β = 2, γ = 1/2, σ = 1/2 (14)
である。以下ではこの値を Nelder-Mead法の標準パラメータと言う。Gao [21]
は、 n > 2では、式 (14)の値を












パラメータを修正したGaoのNM法を ANM法 (adaptive Nelder-Mead Method)
と言う。アルゴリズムが異なる NM法も存在する。例えばWikipediaの “Nelder-
Mead method”は STEP 5を含まない 15。
STEP 1. 整列 : Fi := f(xi) (i ∈ I)を計算し
F1 ≤ F2 ≤ · · · ≤ Fn+1






xi, xr := x̄+ α(x̄− xn+1), Fr := f(xr)
を計算する。x1 を最良点 (best point)、xn+1 を最悪点 (worst point)、x̄を重心
(centroid)、xr を反射点 (reflected point)と言う。
STEP 2. 拡張/反射 : Fr < F1 であれば拡張点 (expansion point)
xe := x̄+ β(xr − x̄), Fe := f(xe)
を計算し、Fe < Frであれば xn+1 := xeとして、Fe ≥ Frであれば xn+1 := xr
として STEP 1へ行く。
STEP 3. 反射 : F1 ≤ Fr < Fn であれば xn+1 := xr として STEP 1へ行く。
STEP 4. Outside Contraction: Fn ≤ Fr < Fn+1 であれば
xoc := x̄+ γ(xr − x̄), Foc := f(xoc)







STEP 5. Inside Contraction: Fn+1 ≤ Fr であれば
xic := x̄− γ(xr − x̄), Fic := f(xic)
を計算する。Fic < Fn+1 であれば xn+1 := xic として STEP 1へ行き、Fic ≥
Fn+1 であれば STEP 6へ行く。
STEP 6. 縮小 (Shrink): i = 2, 3, ..., n+ 1について
xi := x1 + σ(xi − x1)
として STEP 1へ行く。
STEP 1から STEP 6に現れた点 xr,xe,xoc,xic を 2次元の標準パラメータ











図 7: 2次元の xr と xe その他の点
○: xe (拡張点)、●: xr (反射点)
: xoc、■: xic、x̄ := (x1 + x2)/2
STEP 1 から始まり、再び STEP 1 に戻るまでを Nelder-Mead 法の 1サイ
クルと言うことにする。∆に対して Nelder-Mead法の 1サイクルを適用して
生成される単体を ∆1 とする。また k サイクルで得られる単体を ∆k とする。
∆0 := ∆とする。
Gao [21] は Lagarias [18] に基づいて NM法の各 STEPを定義しているのであ
るが、次の表に見るように、いくらかの違いがある。この表では xの添え字は
Gaoに従っている。パラメータの表記も Lagariasと Gaoは異なる。しかし表
記の違いは本質的ではない。重要な違いは xic にある。α = 1の下では違いは
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ない。どうやら α = 1は動かせないようで、 Lagariasも Gaoも結局は α = 1
を採用している。
Lagarias Gao
xr = x̄+ ρ(x̄− xn+1) xr = x̄+ α(x̄− xn+1)
xe = x̄+ χ(xr − x̄) xe = x̄+ β(xr − x̄) = x̄+ αβ(x̄− xn+1)
xoc = x̄+ γ(xr − x̄) xoc = x̄+ γ(xr − x̄) = x̄+ αγ(x̄− xn+1)
















はできない。しかし∆0が縮退している場合には aff ∆0の中に f(x) (x ∈ Rn)
の最小点を持つことは一般には望むべくもない。目標がRn での最小点を見つ
けることにある以上、非縮退の条件が付されているのである。
問題 2. xoc ∈ (x̄,xr)および xic ∈ (x̄,xn+1)となるための、パラメータの条
件を求めよ。
答:





であるから xoc に関しては 0 < γ < 1である。他方
xic = x̄− αγ(x̄− xn+1) = (1− αγ)x̄+ αγxn+1
であるから xic に関しては 0 < αγ < 1である。
補注: xoc ∈ (x̄,xr) および xic ∈ (x̄,xn+1) は自然な要請であると思える。
Lagariasのパラメータに関する要求は、この要請に応えている。他方、Gaoの
は追加条件 0 < αγ < 1を要し、煩わしい。
問題 3. 単体∆が NM法の 1サイクルで∆′ に変化したとする。dim∆ = nで
あれば dim∆′ = nであることを示せ。
答: A := aff {x1,x2, ...,xn}とすると、仮定 dim∆ = nより xn+1 ∈ Aである
(問題 1)。従って xn+1 と x̄を結ぶ直線 lと Aとの共通部分は x̄のみである。
STEP 6を除けば最悪点の粒子が移動する点は直線 l上にあり、そして x̄に
は移動しない。従ってこの場合には dim∆′ = dim∆ である。STEP 6 では、
相似図形に変化するので、やはり dim∆′ = dim∆である。
以下では、簡単のため Fi := f(xi) (i ∈ I)とする。NM法実行前の最悪点の
粒子は 1サイクルの経過によって、他の点 x′ に移動する。STEP 6 が実行さ
れることがなければ f(x′) < Fn+1 である。STEP 6で f(x′) ≥ Fn+1 となる可
能性を排除できない。なぜなら x1 と他の点との間に山がある可能性があるか
ら。厳密な準凸関数の場合 (従って厳密な凸関数も)山がある可能性はない。
縮小 (STEP 6)の発生回数は f(x) の極小点の個数と関係していると思える
が、それは多分未解決問題である。問題 2の条件の下では、厳密な準凸関数で
あれば縮小は発生しない (補題 2)。
補題 2. xoc ∈ (x̄,xr), xic ∈ (x̄,xn+1)とせよ。この下では、f(x)が厳密な準
凸関数であれば NM法で縮小 (STEP 6)が実行されることはない 16。
証明: 縮小は STEP 4または STEP 5の後で発生する。f(x)は厳密な準凸関数
であるから
F̄ ≤ max{F1, F2, ..., Fn} = Fn (16)
16Lagarias [18] には厳密な凸関数となっているが厳密な準凸関数に条件を緩めることができる
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であることに注意する 17。STEP 4では Fn ≤ Fr < Fn+1 の条件下で
xoc := x̄+ γ(xr − x̄), Foc := f(xoc)
を計算し、Foc ≤ Fr であれば STEP 6には行かない。f(x)は厳密な準凸関数
であり、xoc ∈ (x̄,xr)であるから Foc < max{F̄ , Fr}であるが、式 (16)と条件
Fn ≤ Fr より、F̄ ≤ Fr である。すなわち Foc < Fr であるから STEP 6には行
かない。
STEP 5では Fn+1 ≤ Fr の条件下で
xic := x̄− γ(xr − x̄), Fic := f(xic)
を計算し、Fic < Fn+1 であれば STEP 6には行かない。f(x)は厳密な準凸関
数であり、xic ∈ (x̄,xn+1)であるから Fic < max{F̄ , Fn+1}であるが、式 (16)
と Fn ≤ Fn+1 より F̄ ≤ Fn+1 である。従って Fic < Fn+1 である。
補注: 従って厳密な準凸関数 f(x) の下では、最悪点 xn+1 にあった粒子は、
NM法の 1サイクルによって、他の点 x′ ∈ {xe,xr,xoc,xic}に移動し、他の場
の値 F ′ := f(x′)を持つ。具体的には
STEP case F ′
2 Fr < F1 F ′ = min{Fe, Fr} < F1
3 F1 ≤ Fr < Fn F1 ≤ F ′ = Fr < Fn
4 Fn ≤ Fr < Fn+1 F ′ = Foc ≤ Fr < Fn+1
5 Fn+1 ≤ Fr F ′ = Fic < Fn+1
となる。F ′ は必ず Fn+1 より小さくなる。Fn ≤ F ′ の可能性があるのは STEP
4,5のみである。STEP 1に戻ると {F1, F2, ..., Fn, F ′}が整列され、次のサイク
ルの {F ′i ; i ∈ I}が生成される。従って特に
F ′n+1 = max{F1, F2, ..., Fn, F ′} = max{Fn, F ′} (17)
F ′1 = min{F1, F2, ..., Fn, F ′} = min{F1, F ′} (18)
である。もっと詳しくは補題 4の証明を見よ。
問題 4. 定数関数 f(x) = cの場合にはどうなるか?
答: Fi = f(xi) (i ∈ I)は全て同じになり、整列の不定性が発生する。そのう





ちの一つを x1 とすると、STEP 6まで進み x1 を中心に縮小する。
問題 5. 縮小が発生しないとせよ。その下で n = 4として次の例




F ′1 ≤ F ′2 ≤ F ′3 < F ′4 = F ′5
の形になる。つまり最悪値と等しいことを表す等号が 1つ減る。ここに











である。従って F ′5 = F5 である。
補注: 縮小が発生しない場合には、この問題は次の問題と似ている: カードの
組 C があり、各カードには正の実数が書かれている。C の中の最大値のカー
ド (最大値のカードが複数ある場合には、その内の一つ)の数字を、それより小
さい正数に書き換える。これを C ′ とする。F1, F2, ..., Fm を C を整列した値
の列とせよ。同様に C ′ を整列した値の列 F ′1, F ′2, ..., F ′m を定義する。すると
F ′i ≤ Fi (i = 1, 2, ...,m)となる。なお全てが等号になることはない。
問題 5は容易に一般化される: ∆̂k := max f(vert∆k) と置くと、縮小が発
生しない場合には
∆̂k ≥ ∆̂k+1, ∆̂k > ∆̂k+n+1
となる。なお ∆̌k := min f(vert∆k)と置くと、縮小が発生したとしても
∆̌k ≥ ∆̌k+1 (k = 0, 1, 2, ...)
である。
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i ) (i ∈ I), F (k)1 ≤ F (k)2 ≤ · · · ≤ F (k)n+1
とする。その下での重心を x̄(k) と書く。反射点、拡張点などについても同様
である。また















補題 4. 縮小が発生しないならば F (k)1 , F
(k)





i ≥ F (1)i ≥ F (2)i ≥ · · · (i ∈ I) (19)
である。f(x)が下限を持ち、縮小が無限回は発生しないならば減少列は極限
値 F ∗i (i ∈ I)を持ち、或る K(≥ 0)によって
F
(K+0)
i ≥ F (K+1)i ≥ F (K+2)i ≥ · · · ≥ F ∗i (i ∈ I) (20)
F ∗1 ≤ F ∗2 ≤ · · · ≤ F ∗n+1 (21)
である。
証明: 式 (19)の証明: 最悪点 x(k)n+1 の粒子は 1サイクル後には他の点 x′ に移
動する。F ′ := f(x′)とすると F (k)i > F ′ ≥ F (k)i−1 となる iが存在する。その場
合、F (k+1)j (j = 1, 2, ..., n+ 1)は下図に示すように
case j < i : F (k+1)j = F
(k)
j (22)
case j = i : F (k+1)j = F
′ < F (k)i = F
(k)
j (23)
case j > i : F (k+1)j = F
(k)
j−1 ≤ F (k)j (24)
となり、式 (19)が成り立つ。なお 2 つの極端なケースがある。i = 1 では式











































k ≥ K =⇒ F (k)i ≥ F (k+1)i (i ∈ I)
となる K が存在する。F (k)1 は k ≥ K で減少列で、しかも下限が存在するの
で極限が存在する。これを F ∗1 とすると F
(k)
2 にも下限 F ∗1 が存在することに




補注 1: Lagariasは x′ の順位を F (k)i > F ′ ≥ F (k)i−1 として一意に定めている。
彼はこれを “tie-breaking rule”と言う。Lagariasは ∆k の列が一意に決まって
欲しかったのであろう。
補注 2: tie-breaking ruleとして他の選び方も可能である。その場合にも補題の
証明の中の式 (22,23,24)は維持されることが示される (以下の「補題 4の別証」







例 2. 値が記されている 7枚のカード ci (i = 1, 2, ..., 7)があり、その値を Fiと
する。最初にカードは値によって 3つのグループに分かれていたとする:
G1 = {c1}, G2 = {c2, c3, c4}, G3 = {c5, c6, c7}
すなわち
F1 < F2 = F3 = F4 < F5 = F6 = F7
とする。カード c7 の値が更新されて F ′7 = F2 となったとする。新しいグルー
プは次のようになる:
G1 = {c1}, G2 = {c2, c3, c4, c7}, G3 = {c5, c6}
Lagariasの tie-breaking ruleではカードの順位は次のルールに従う: 同じ値
のカードがあれば年功序列であり、新参者には末席が与えられる。他方コン
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表 1: tie-breaking ruleによる値の変化
順位 更新前 Lagarias 無差別
7 c7 F5 c6 F5 c5 F5
6 c6 F5 c5 F5 c6 F5
5 c5 F5 c7 F2 c3 F2
4 c4 F2 c4 F2 c2 F2
3 c3 F2 c3 F2 c7 F2
2 c2 F2 c2 F2 c4 F2








i (i = 5), F5 > F ′5
F1 < F2 = F3 = F4 < F5 = F6 = F7














補題 4の別証: 補題 4の式 (19)だけを証明すればよい。式 (20,21)は式 (19)か
ら得られる。
Fi := f(xi) (i ∈ I)とする。xi を目的関数の値によってグループに分ける。
それらの値の大小関係に従って、グループを小さい方から G1, G2, ..., Gm とす
る。値 Fi たちの添字の定義により
F1 ≤ F2 ≤ · · · ≤ Fn ≤ Fn+1 (25)
である。ここに “≤”は “<”または “=”である。異なるグループの要素との比較
では “<”であり、同じグループの要素との比較では “=”である。
Gm の元の一つ xが x′ に更新されたとする。それに伴いグループが再編成
される。それを G′1, G′2, ..., G′m′ とする。また F ′ = f(x′) とする。この場合、






存在する場合: x′ は Gl に追加されるとしよう。すると
G′l = Gl + {x′}, G′j = Gj (j ∈ {m, l})
が成り立つ。すなわち最悪グループの要素が 1つ減り、代わりに Gl グループ
の要素が 1つ増えた。式 (25)と同様に
F ′1 ≤ F ′2 ≤ · · · ≤ F ′n ≤ F ′n+1
を作り式 (25)と比較する。すると G′l の要素による等号が 1つ増加している。
|Gi|で Gi の要素の個数を表す。そして iを
i := |G′1|+ |G′2|+ · · ·+ |G′l| (26)
で定義すると、j < iでは F ′j = Fj である。等号、不等号の関係も維持される。
j > iでは右にシフトするだけであり F ′j = Fj−1である。等号、不等号の関係も
そのままシフトされる。そして j = iでは、更新前には Fi−1 < Fiであったが、
更新後には F ′i−1 = F ′i < F ′i+1 になっている、ここに F ′i−1 = Fi−1, F ′i+1 = Fi
である。つまり F ′i < Fi である。
存在しない場合: G′l が生成されるとしよう。
G′l := {x′}, G′j = Gj (j < l), G′j = Gj−1 (j > l)
であり、従って、式 (26)で定義される iに対して
F ′j = Fj (j < i), F
′




補注 1: F (k) := {F (k)1 , F (k)2 , ..., F (k)n+1} と置くと、 F (0), F (1), F (2), ... の列は
tie-breaking rule に依存しないことを、この補題は意味している。もちろん、
vert∆0, vert∆1, vert∆2, ...の列は tie-breaking ruleに依存している。
補注 2: 式 (26) による i は Lagarias が tie-breaking rule で定めた挿入位置に
他ならない。従って無差別の tie-breaking ruleにおいても補題 4の証明中の式
(22,23,24)は成立していることになる。
F1, F2, ..., Fn+1 を更新して F ′1, F ′2, ..., F ′n+1 を得たとする。このときに
Fj = F
′
j (j < i), Fi = F ′i
となる iが存在する。この iは、式 (26)の iに他ならない。従って、式 (22,23,24)
を満たしているのである。以降、この i を「 F ′j (j ∈ I) の更新位置」と呼ぼ
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う 18。以下では無差別の tie-breaking ruleを前提に議論を展開する。
補題 5. F ′i (i ∈ I)を Fi (i ∈ I)の更新とすると
∃l : Fl > F ′l =⇒ ∀j (> l) : F ′j = Fj−1
証明: Fl > F ′l ならば F ′j (j ∈ I)の更新位置 iは i ≤ lを満たす。従って式 (24)
より F ′j = Fj−1 (j > i)である。ゆえに F ′j = Fj−1 (j > l)である。
補題 6. 縮小が発生しないならば、F (k)i (i ∈ I)が無限回更新される i、すなわ
ち F (k)i > F
(k+1)
i となる k が無限個存在するような i、の中で最小のものを l
とすると、F ∗n+1 = F ∗n = · · · = F ∗l となる。















k ≥ K =⇒ F (k)l+1 ≥ F (k+1)l+1 ≥ · · · ≥ F ∗l+1 > F (k)l ≥ F (k+1)l ≥ · · · ≥ F ∗l
























れる。従って F ∗l+1 = F ∗l+2 である。これを繰り返して補題の主張を得る。
補注: F (k)n+1だけが無限回更新されることはあり得る。その場合補題の lは n+1
であり、F ∗n+1 = F ∗n は主張されていない。しかし次の補題がある。
補題 7. f(x)が下限を持ち、連続かつ厳密な準凸関数であれば F ∗n = F ∗n+1 と
なる 19。ただし |αγ| < 1とする。
証明: F ∗n ≤ F ∗n+1 であるから F ∗n < F ∗n+1 として矛盾を導く。この場合 k ≥ K
となる全ての k で F ∗n ≤ F (k)n < F ∗n+1 となる K が存在する。k のこの領域で
18Lagariasの “change index”と似ているが、Lagariasのは xi の iである。他方、ここでの「更
新位置」は目的関数の値に基づいている























n は最悪点の粒子が F (x′) ≤ F (k)n となる点 x′ に移動したこ
とを意味する。しかし、この移動は発生しないから F (x′) > F (k)n である。こ
のことは NM法の STEP 4または STEP 5のみが実行されることを意味してい
る。また F (x′) > F (k)n であるから k ≥ K で x(k)i (i ≤ n)は変化しない。特に
f(x
(k)
n ) = F
(k)
n = F ∗n である。そこで以下では x
(k)




f(x̄) ≤ max{f(x1), f(x2), ..., f(xn)} = f(xn) = F ∗n
である 20。そして
x(k)r −x̄ = −α(x(k)n+1−x̄), x(k)oc −x̄ = γ(x(k)r −x̄), x(k)ic −x̄ = −γ(x(k)r −x̄)
であり、次のサイクルで x(k)n+1 は x
(k)
oc または x(k)ic で置き換えられる。k 回目
のサイクルにおける x(k)n+1 − x̄を z(k) とすると
z(k+1) = ∓αγz(k)
である。∓の符号は x(k)oc が採用されたか、それとも x(k)ic が採用されたかで決
まる。従って |αγ| < 1であれば k → ∞で z(k) → 0である。従って f(x)が
連続であれば f(x̄+ z(k)) → f(x̄)となる。すなわち k → ∞で F (k)n+1 → f(x̄)
である。ゆえに F (k)n+1 < F ∗n < F ∗n+1 となり、式 (20)に矛盾する。
注意: 以下では、補題 4の F ∗i (i ∈ I)が証明において重要な役割を演じる。し
かし、「下限を持ち、連続かつ厳密な準凸関数」の条件だけでは、F ∗i = f(x∗i )
となる点 x∗i が目的関数の定義域に存在することは言えない。そもそも最小点





20“<”ではなく “≤” となっているのは n = 1に対応するためである
21本当は多変数の場合も「最小点の存在」だけで済むのかも知れないが、ここでは簡単のために、






1 次元の場合には Nelder-Mead 法のサイクルは次のようになる: vert∆ =
{x1, x2}から出発し、以下のアルゴリズムに従う。
STEP 1’: F1 := f(x1), F2 := f(x2), F1 ≤ F2 となるよう x1, x2 を整列する。
その下で x̄ := x1, F̄ := f(x̄) = F1, xr := x̄+α(x̄− x2), Fr := f(xr)を計算
する。
STEP 2’: case Fr < F1: xe := x̄ + β(xr − x̄), Fe := f(xe) を計算する。
Fe < Fr なら x2 := xe として、Fe ≥ Fr なら x2 := xr として STEP 1’へ行く。
STEP 4’: case F1 ≤ Fr < F2: xoc := x̄+ γ(xr − x̄), Foc := f(xoc)を計算す
る。Foc ≤ Fr なら x2 := xoc として STEP 1’へ行く。 Foc > Fr なら STEP 6’
へ。
STEP 5’: case F2 ≤ Fr: xic := x̄ − γ(xr − x̄), Fic := f(xic) を計算する。
Fic < F2 なら x2 := xic として STEP 1’へ行く。 Fic ≥ F2 なら STEP 6’へ。
STEP 6’: x2 := x1 + σ(x2 − x1)として STEP 1’へ行く。
なお STEP 3’は F1 ≤ Fr < F1 となり成立しない。また f(x)が厳密な準凸
関数の場合には STEP 4’,5’において STEP 6’へ行く条件は成立しない (補題 2)。
補注 1: 厳密な準凸関数の場合には、このアルゴリズムは循環しない (補題 3)。
補注 2: アルゴリズムの停止問題は循環問題に比べて厄介である。通常は停止
条件を直径で決める。直径は ∆に含まれる 2点間の最大距離で定義される。
補題 8. f(x)を厳密な準凸関数とせよ。すると開区間 (a, b)に対して








証明: まず x̌ ∈ {a, b} である。なぜなら x̌ ∈ {a, b} とすると f(x̌) ≤ f(c) ≤
min{f(a), f(b)} = f(x̌) より f(x̌) = f(c) を得る。x̌ = c とすれば f((x̌ +
c)/2) < max{f(x̌), f(c)} = f(x̌)となり f(x̌)は最小値にはならない。従って
x̌ = c ∈ (a, b)となるが、これは x̌ ∈ {a, b}の仮定と矛盾する。
条件 f(c) ≤ min{f(a), f(b)}は
f(c) ≤ f(a) and f(c) ≤ f(b)
である。そこで x̌ < aまたは b < x̌として矛盾を導く:
case x̌ < a: a ∈ (x̌, c) より f(a) < max{f(x̌), f(c)} = f(c) となるが、
f(c) ≤ f(a)と矛盾する。
case b < x̌: b ∈ (c, x̌) より f(b) < max{f(c), f(x̌)} = f(c) となるが、
f(c) ≤ f(b)と矛盾する。
補題 9. f(x)は厳密な準凸関数とする。f(x)の最小点 x̌が存在すれば、f(x)
は x̌の左側では厳密な減少、右側では厳密な増加である。
証明: f(x)は厳密な準凸関数であるから x̌ < x < x′ であれば
f(x) < max{f(x̌), f(x′)} = f(x′)
であるから x̌の右側では f(x) < f(x′)となり厳密な増加であることが解る。x̌
の左側では厳密な減少であることも同様に解る。
f(x2) ≥ f(x1)とする。その下で、与えられた区間 ∆ = [x2, x1] (x2 < x1)
から出発して、NM法で関数 f(x) (x ∈ R)の最小点を求める問題を考える。1
次元ゆえ
x2 < xic < x1 = x̄ < xoc < xr < xe
である。f(x2), f(x1), f(xr)の大小の組み合わせと、最小点 x̌の可能な存在範
囲 ∆̃の関係、および次のサイクルでの ∆′ を表 2に示す。
この表では x2 < x1 を仮定しているが、x1 < x2 の場合には鏡映的な表が得
られる。それの表を作るよりも座標の向きを反転して考えた方が簡単である。
なお STEP 4’ は f(x2) > f(xr) ≥ f(x1) であるが表では T4, T8 に分かれて
いる。また STEP 5’は f(x2) ≥ f(x1) > f(xr)であるが表では T2, T9 に分かれ
ている。
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表 2: 厳密な凸関数 /厳密な準凸関数の最小点の位置
Type 関数値の大小関係 ∆′ ∆̃ STEP
T1 f(x2) = f(x1) = f(xr) none
T2 f(x2) = f(x1) < f(xr) [xic, x1] (x2, x1) STEP 5’
T3 f(x2) = f(x1) > f(xr) none
T4 f(x2) > f(x1) = f(xr) < f(xe) [x1, xoc] (x1, xr) STEP 4’
T5 f(x2) > f(x1) = f(xr) ≥ f(xe) none
T6 f(x2) > f(x1) > f(xr) ≤ f(xe) [x1, xr] (x1, xe) STEP 2’
T7 f(x2) > f(x1) > f(xr) > f(xe) [x1, xe] (xr,∞) STEP 2’
T8 f(x2) > f(x1) < f(xr), f(xr) < f(x2) [x1, xoc] (x2, xr) STEP 4’
T9 f(x2) > f(x1) < f(xr), f(x2) ≤ f(xr) [xic, x1] (x2, xr) STEP 5’
∆̃は最小点の可能な存在範囲である。
(x2, x1)などは最小点が存在する区間を表している。
x2 や x1 の代わりに xr などとなっていても同様である。
全て開区間である。“none”は存在しないことを意味する。
定義 4. 点 xと集合 S との距離を
dist(x, S) := min{|x− x′| ; x′ ∈ S}
で表す 22。
定義 5. 集合 S の直径を diamS := max{|x1 − x2| ; x1,x2 ∈ S}として定義
する 23。
問題 6. f(x) は厳密な準凸関数とする。すると NM 法の 1 サイクルで単体
∆ = [x2, x1]が ∆′ = [x′2, x′1]に変化したとすると、式 (14)の標準パラメータ
の場合には
dist(x̌,∆) < 2 diam∆ =⇒ dist(x̌,∆′) < 2 diam∆′ (27)
となることを示せ。
答: 表 2に示すように Type T7以外は明らか。T7は次の通り: 条件 dist(x̌,∆) <
2 diam∆ゆえ x̌ ∈ [x2, xe)である。従って








補注 1: 従って、式 (27)の条件下で直径が 0に収束すれば、単体列は最小点に
収束する。
補注 2: α, β, γ で距離 dist(x̌,∆′) = µ diam∆′ を表すと
Type µ
T2 0 ≤ µ < 1αγ − 1
T4 0 ≤ µ < 1γ − 1
T6 0 ≤ µ < β − 1
T8 0 ≤ µ < max{ 1αγ , 1γ − 1}
T9 0 ≤ µ < max{ 1γ , 1αγ − 1}
となる。従って





, β − 1}
となる。
Type T7の場合、条件 dist(x̌,∆) < αβ diam∆が成立していればdist(x̌,∆′) =
0である。従って式 (27)に代わって
dist(x̌,∆) < αβ diam∆ =⇒ dist(x̌,∆′) < µ̂ diam∆′
が得られる。NM法の収束性を問題にするときに
dist(x̌,∆) < Mdiam∆ =⇒ dist(x̌,∆′) < Mdiam∆′
となるM ∈ Rが存在すれば大いに役にたつ。µ̂ ≤ αβ であればM として αβ
を選択できる。α = 1とした場合には、この条件は βγ ≥ 1である 24。
問題 7. 問題 6と同じ仮定の下で
2 diam∆ ≤ dist(x̌,∆)
=⇒ diam∆′ = 2diam∆, dist(x̌,∆′) = dist(x̌,∆)− 2 diam∆
となることを示せ。
答: 条件 2 diam∆ ≤ dist(x̌,∆) の下では Type T7 のみが可能である。従って
x′2 = x1, x
′
1 = xe であり diam∆′ = |x1 − xe| = 2diam∆ である。また
x̌ ∈ [xe,∞) ∩ [r,∞) = [xe,∞)であるから、
dist(x̌,∆′) = x̌− x′1 = x̌− xe
24この条件が満たされていない場合には問題が発生するか否かは検討を要する
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dist(x̌,∆k) < αβ diam∆k
となる kが存在することを示せ。
答: ∆ = [x2, x1]として、α, β, γ で表すと
αβdiam∆ ≤ dist(x̌,∆)
=⇒ diam∆′ = αβdiam∆, dist(x̌,∆′) = dist(x̌,∆)− αβdiam∆
となる。なぜなら、条件 αβdiam∆ ≤ dist(x̌,∆)は x̌ ∈ [xe,∞)を意味してい
る。従って、この条件は Type T7 で発生する。∆′ = [x1, xe]となるので、結論
部が得られる。





となる。従って条件 αβdiam∆ ≤ dist(x̌,∆)の下で NM法のサイクルを繰り返
すと、diam∆0 = 0 and αβ > 1であれば、遅かれ早かれこの条件は破られる。
なお式 (14)の標準パラメータの場合には αβ = 2である。
補注: 1 次元問題がうまく処理されるためには α = 1, βγ ≥ 1 となってい
れば都合が良い。しかしながら式 (15)で定義される Gao のパラメータでは、













度を調べる。∆ = [x2, x1]とする。x̌の位置と、次のサイクルの状態との関係
を調べる。簡単のため
s := diam∆ = |x1 − x2|, t := dist(x̌,∆)
と略記する。s′ と t′ についても ∆を ∆′ で置き換えて同様に定義する。
case x̌ = x2: f(x̌) = f(x2) ≥ f(x1)ゆえ x1 = x2 となり条件に反す。
case x̌ ∈ (x2, x1] : Type T2, T8, T9が可能 (表 2)。t = 0, s′ = s/2である (表 2)。
T8 の場合 t′ = x1 − x̌ < s = 2s′ そして T2, T9 の場合 t′ = max{0, xic − x̌} <
s/2 = s′ となる。
case x̌ ∈ (x1, xr) : Type T4, T6, T8, T9 が可能。その場合 0 < t < s である。
T4, T8, T9 で s′ = s/2、他方 T6 で s′ = s となる。T6 の場合 t′ = 0 、そして
T4, T8 の場合 t′ = max{0, x̌− xoc} < s/2、また T9 の場合 t′ = tとなる。
case x̌ ∈ [xr, xe) : Type T6, T7 が可能。その場合 s ≤ t < 2sである。T6 の場
合 s′ = s、T7 の場合 s′ = 2sとなる。また、T6 の場合 t′ = x̌− xr であるが、
これと xr ≤ x̌ < xe より t′ = s = s′ を得る。T7 の場合 t′ = 0となる。
case x̌ ∈ [xe,∞) : Type T7 が可能。その場合 t ≥ 2s である。s′ = 2s, t′ =
x̌− xe = t− 2sとなる。よって 2s′ + t′ = 2s+ tを得る。
以上を纏めると表 3のようになる。この表では状態を t/sで表している。x̌の




えば x̌ ∈ (x2, x1]の T8 では t′/s′ < 2である。表の t/s欄を見ると t′/s′ のこ
の範囲には x̌ ∈ (x1, xr)の 0 < t/s < 1と、x̌ ∈ (xr, xe)の 1 < t/s < 2とがあ
る。このことから x̌ ∈ (x2, x1]の状態は次のサイクルで x̌ ∈ (x1, xr)あるいは
x̌ ∈ (xr, xe)に移ることが判る。
表 3から得られる状態遷移図を図 8に示す。なお x̌ ∈ [xe,∞)のケースは問
題 8で扱われている。
問題 9. 図 8において
x̌ ∈ (x2, x1] T8−−→ x̌ ∈ [xr, xe) T7−−→ x̌ ∈ (x2, x1]
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表 3: 状態遷移表
x̌ τ := t/s Type s′/s τ ′ := t′/s′
(x2, x1] τ = 0 T8 1/2 τ
′ < 2
T2, T9 1/2 τ
′ < 1






[xr, xe) 1 ≤ τ < 2 T6 1 τ ′ < 1
T7 2 τ
′ = 0
[xe,∞) 2 < τ T7 2 t′ = t− 2s




x̌ ∈ (x2, x1]








































T2,9 は T2, T9 の簡略表示である。他も同様
括弧内に遷移に伴う直径の変化を倍率で示している
の遷移は発生しないことを示せ。
答: x̌ ∈ (x2, x1]であるから
f(x1) < f(xoc) < f(xr) < f(xe)
である (補題 9)。そこで問題の要請に従って、状態 x̌ ∈ (x2, x1]が T8 によって
状態 x̌ ∈ [x′r, x′e)に遷移したとする。x′ としたのは、1サイクルを経過してい















x′2 = xoc, x
′
1 = x1, x
′










r) = f(xic) < f(x2) = f(x
′
e)
であり、表 2により次の遷移は T7 にはなり得ない。
問題 10. 図 8において
x̌ ∈ [xr, xe) T7−−→ x̌ ∈ (x2, x1] T8−−→ x̌ ∈ [xr, xe)
の遷移は発生しないことを示せ。
答: 表 2より T7 ならば
f(x2) > f(x1) > f(xr) > f(xe), ∆
′ = [x1, xe]
である。これは x̌ ∈ [xr, xe)の条件とは矛盾していない。次のサイクルで
x′2 = x1, x
′
1 = xe, x
′
ic = xr (28)
となる。f(xr) > f(xe)ゆえ x̌ = xr である。ゆえに x̌ ∈ (xr, xe) = (x′ic, x′1)と
なる。従って f(x′1) < f(x′oc)である。ゆえに




















となり、式 (28) と合わせて、x̌ ∈ (xr, xe) = (x′ic, x′1) = (x′′r , x′′1) すなわち
x̌ ∈ [x′′r , x′′e )となる。
補注: 図 8および問題 9と問題 10によって、 x̌ < xe の条件の下、NM法の 4
サイクルで ∆ の直径が少なくとも 1/2 に縮小されることが判る 26。従って、
264サイクルとは、図 8の T7, T2,8,9, T6, T8 である。これが実現不能であれば 3サイクルになる
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x1,x2 ∈ Rn, λ ∈ (0, 1)について
f((1− λ)x+ λx2) ≤ (1− λ)f(x1) + λf(x2)− λ(1− λ)ρ(|x1 − x2|)
となる、条件 ρ(0) = 0を満たす厳密な増加関数 ρ(t)が存在することである [21]














この節は第 3節の続きである。従って使用される記号は (原則として)全て第 3
節から継続している。特に次の記号が含まれる:
R, Rn, :=, I := {1, 2, ..., n+ 1}, f(x)
xi (i ∈ I), x̄, xr, xe, xoc, xic
xi (i ∈ I) は目的関数 f(x) で整列されているとする。すなわち NM 法の
STEP 1 は既に実行されているとする。NM 法の k サイクルで生成される点
x
(k)
i (i ∈ I)についても同様である。さらに












i ) (i ∈ I, k ∈ {0, 1, 2, ...})




i (i ∈ I)
についても同様で、F (k)i , F ∗i の性質は補題 4で説明されている。
5.2 コンパクト集合
以下の証明法では、(任意に与えられた µ ∈ Rに対して)レベル集合








求されることは明らかである。有界な集合、例えば区間 (0, 1) の中の点列
1/1, 1/2, 1/3, ...は 0に収束する。0はこの点列の集積点であるが (0, 1)の中に
は無い。つまり集合の中に収束するためには閉集合であることが要求される。
28Rudin[4] に詳しく解説されている。和書としては布川 [11] が丁寧に解説している
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補題 10. 目的関数 f(x) (x ∈ Rn)を、全てのレベル集合が有界で、連続かつ厳密
な準凸関数として、NM法で生成される n次元の単体の列を∆k (k = 0, 1, 2, ...)
とすると、その中に全ての頂点が収束するような部分列∆k1 ,∆k2 , ...が存在す
る 30。





















めに、数列 s1 = (0, 1, 2, ...)を使って、この点列を x(k)1 (k ∈ s1)のように表現
しよう。コンパクト集合のよく知られた定理によると、点列 x(k)1 (k ∈ s1)の
中に収束する部分点列 x(k)1 (k ∈ s′1)が存在する。ここに s′1 は s1 の部分数列
29高木 [1] p.27、布川 [11] p.124、Rudin[4] p.89, p.40






である。x(k)2 (k ∈ s′1)は収束しているとは限らない。x(k)2 (k ∈ s′1)はコンパク
ト集合 L(f, µ)の中の無限点列ゆえ、その中に収束する部分点列 x(k)2 (k ∈ s2)
が存在する。この操作を続けると、補題の主張が得られる。
補注 1: ∆∗ := limj→∞ ∆kj としたとき、 ∆∗ は縮退している可能性を排除し
ない。極端には ∆∗ は 1点でもよい。
補注 2: この補題の証明法から解るとおり、補題の証明のためには全て のレ
ベル集合が有界である必要はない。
補題 11. x̄, F̄ をここでは xm, Fm と表す。また






とする。0, 1, 2, ... の部分列 s によって、単体列 ∆k (k = 0, 1, 2, ...) の部分列
∆k (k ∈ s)が収束するとせよ。すると、 ∀h ∈ H に対して点列 x(k)h (k ∈ s)も
収束する。
また f(x)が連続関数であれば、任意に与えられた微小な ε (> 0)に対して
k ∈ s and k > K =⇒ ∀h ∈ H : |f(x(k)h )− f(x∗h)| < ε
となる K が存在する。
証明: ∆k (k ∈ s)が∆∗ に収束するとせよ。∆∗ の頂点を x∗i (i ∈ I)とすると、
補題の仮定により、δ (> 0)を与えて
k ∈ s and k > K1 =⇒ ∀i ∈ I : |x(k)i − x∗i | < δ
となる K1 が存在する。従って、この下で





i − x∗i )| ≤
∑
i∈I
|λh,i| · |x(k)i − x∗i | < δLh
である。ここに Lh =
∑
i∈I |λh,i|とした。ここで L = max{Lh ; h ∈ H}とす
れば |x(k)h − x∗h| < δLとなり、δ = ε/Lと採れば補題の前半の主張を得る。
後半は、 f(x)の連続性によって
k ∈ s and k > K2 =⇒ ∀h ∈ H : |f(x(k)h )− f(x∗h)| < ε
となる K2 が存在する。そこで K = max{K1,K2}にとればよい。
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補注 1: 補題から直ちに:
f(x∗i ) > f(x
∗
j ) (i, j ∈ I ∪H)
=⇒ ∃K∀k : k ∈ s and k ≥ K and f(x(k)i ) > f(x(k)j )
を得る。特に i ∈ I であれば
f(x∗i ) > f(x
∗
j ) (j ∈ I ∪H)
=⇒ ∃K∀k : k ∈ s and k ≥ K and f(x(k)i ) ≥ f(x∗i ) > f(x(k)j )
である。
補注 2: 特に I = {1, 2, 3}で (標準パラメータの場合)
x λ1, λ2, λ3 Lh
x̄ 1/2, 1/2, 0 1
xic 1/4, 1/4, 1/2 1
xoc 3/4, 3/4,−1/2 2
xr 1, 1,−1 3
xe 3/2, 3/2,−2 5
である。
∑
i λi = 1に注意。この性質はアフィン集合の定義から来る。
5.3 Nelder-Mead法の収束に関する 2つの定理
単体 ∆の縮退に関して、次の 3つは同じことを述べている。
• ∆の頂点 x1,x2, ...,xn+1 は全て同じ
• ∆は 1点に縮退している
• diam∆ = 0
補題 12. xn+1, x̄,xr を NM法で定義された n次元の単体∆に対する点とする
と、α > 0, 0 < γ < 1, 0 < αγ < 1の下で
(a) xr = xn+1 ⇐⇒ x̄ = xn+1
(b) diam∆ = 0 =⇒ x̄ = xn+1, xoc ∈ (xr,xn+1), xic ∈ (x̄,xn+1)
証明: xr = x̄ + α(x̄ − xn+1) ゆえ xr − xn+1 = (1 + α)(x̄ − xn+1) である。






f(xi) ≤ f(xn+1) (i ∈ I)であることから
• x1,x2, ...,xn の全てが同じ場合: x̄ = xn = xn+1 である。
• x1,x2, ...,xn の全てが同じではない場合:
f(x̄) < max{f(x1), f(x2), ..., f(xn)} = f(xn)
である (定理 3)。そして f(xn) ≤ f(xn+1) ゆえ x̄ = xn+1 である。(b) の
xoc ∈ (xr,xn+1)および xic ∈ (x̄,xn+1)は問題 2と、(x̄,xr)が (xr,xn+1)に
含まれていることから得る。
定義 6. 単体の体積
Rn における単体 ∆ の体積の定義と計算法については、ここでは深入りしな
いで、次のことを認めることにする:底面を共有する単体の体積は高さに比例
する。∆ := conv {x1,x2, ...,xn+1}の場合、底面とは conv {x1,x2, ...,xn}で
ある。底面を B とすると高さとは xn+1 から aff B に下ろした垂線の長さであ
る。単体 ∆の体積を vol∆で表す。
Nelder-Mead 法の k サイクルで得られる単体 ∆k の体積 vol∆k の変化に
着目しよう。拡張が発生すれば体積は増加する。反射だと体積は変化しない。
Outside Contractionあるいは Inside Contractionだと体積は減少する。後で見る
ように、反射は非常に厄介である。反射が無限に継続して繰り返せば体積は 0
には収束しないので、単体の直径も 0には収束しない。そこで反射は無限に継
続して繰り返さないとしよう。すると NM法の単体列∆k (k = 0, 1, 2, ...)から
反射を除去した単体列∆k (k ∈ s0)は無限列である。我々はレベル集合のコン
パクト性を要請しているので、単体列∆k (k ∈ s0)の部分列で収束するものが
存在する 31。
定理 9. f(x) が有界なレベル集合を持つ連続かつ厳密な準凸関数であれば、
Nelder-Mead法の反射が無限に継続して繰り返さない限り、α > 0, 0 < γ <
1, 0 < αγ < 1の下で
F ∗1 = F
∗
2 = · · · = F ∗n = F ∗n+1 (29)
となる。
31反射を除去した単体列だけに着目するアイデアは Gaoによる
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証明: 仮に




i+2 = · · · = F ∗n = F ∗n+1 (30)
として矛盾を示す。F ∗n = F ∗n+1 は既に補題 7で証明済みゆえ、式 (30)におい
て i = 1, 2, ..., n− 1とする。
(0, 1, 2, ...)の部分数列 s0 からは反射が除去されているとする。条件式 (30)
の下で
k ∈ s0 and k ≥ K
=⇒ F (k)i < F ∗i+1 ≤ F (k)i+1 ≤ F (k)i+2 ≤ · · · ≤ F (k)n ≤ F (k)n+1
(31)
となる K が存在する。数列 s0 の部分数列 sの下で、単体列 ∆k (k ∈ s)は或
る ∆∗ に収束するとする。条件式 (30)によって、∆∗ は 1点には縮退していな
い。従って x∗r = x∗n+1 および x̄∗ = x∗n+1 である (補題 12)。
Nelder-Mead法の STEPごとに場合分けする。STEP 3は反射ゆえ考えなく
てもよい。
STEP 2: F (k)r < F
(k)
1 : この場合 F
(k)
1 が更新され、その結果、補題 4の式 (24)
によって F (k+1)i+1 = F
(k)










STEP 4: F (k)n ≤ F (k)r < F (k)n+1: x∗r = x∗n+1 であるから、x∗oc ∈ (x∗r ,x∗n+1)
ゆえ、
F ∗oc < max{F ∗r , F ∗n+1}
であるが、F ∗r ≤ F ∗n+1 ゆえ F ∗oc < F ∗n+1 である。このことと、式 (31)より
k ∈ s and k ≥ K ′ =⇒ F (k)oc < F ∗i+1 and F (k)i < F ∗i+1








STEP 5: F (k)n+1 ≤ F (k)r : x̄∗ = x∗n+1 であるから x∗ic ∈ (x̄∗,x∗n+1)である。こ
の後は STEP 4と同様な議論を進めて
k ∈ s and k ≥ K ′ =⇒ F (k)ic < F ∗i+1 and F (k)i < F ∗i+1







定理 10. f(x) が有界なレベル集合を持つ連続かつ厳密な準凸関数であれば、
Nelder-Mead法の反射が無限に継続して繰り返さない限り、α > 0, 0 < γ <
1, 0 < αγ < 1の下で
F ∗1 = F
∗
2 = · · · = F ∗n = F ∗n+1 =⇒ lim
k→∞
diam∆k = 0 (32)
となる。
証明: 仮に limk→∞ diam∆k = 0として矛盾を示す。この場合には任意に与え
られた微小な ε (> 0)に対して diam∆k ≥ εとなる k が無限個存在すること
になる 32。
(0, 1, 2, ...)の部分数列 s0 からは反射が除去されているとする。f(x)のレベ
ル集合はコンパクトであるとしているので、単体列 ∆k (k ∈ s0)の中から条件
diam∆k ≥ εを満たす部分列 ∆k (k ∈ s)を取り出し、さらにその中から、或
る単体 ∆∗ に収束する部分列 ∆k (k ∈ s′)を取り出すことができる。
そこで、 ∆∗ が相異なる 2点を含むことと、条件
F ∗1 = F
∗
2 = · · · = F ∗n = F ∗n+1
は両立しないことを示す。補題 12により、∆∗ が相異なる 2点を含むと x∗r =
x∗n+1 および x̄∗ = x∗n+1 であることに注意しておく。
Nelder-Mead法の STEPごとに場合分けする。STEP 3は反射ゆえ考えなく
てもよい。




r = x∗n+1 であるから、x∗r ∈ (x∗e ,x∗n+1)ゆえ、
F ∗r < max{F ∗e , F ∗n+1}








1 ≤ F (k)n+1
従って F ∗e ≤ F ∗n+1 である。ゆえに F ∗r < F ∗n+1 従って
k ∈ s′ and k ≥ K =⇒ F (k)r < F ∗n+1 = F ∗1
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を意味し、式 (20)に矛盾する。
STEP 4: F (k)n ≤ F (k)r < F (k)n+1: x∗r = x∗n+1 であるから、x∗oc ∈ (x∗r ,x∗n+1)
ゆえ、
F ∗oc < max{F ∗r , F ∗n+1}
であるが、F ∗r ≤ F ∗n+1 ゆえ F ∗oc < F ∗n+1 である。ゆえに
k ∈ s′ and k ≥ K =⇒ F (k)oc < F ∗n+1 = F ∗1




oc < F ∗1 となり
式 (20)に矛盾する。
STEP 5: F (k)n+1 ≤ F (k)r : x̄∗ = x∗n+1 であるから、x∗ic ∈ (x̄∗,x∗n+1)ゆえ、
F ∗ic < max{F̄ ∗, F ∗n+1}
であるが、F̄ ∗ ≤ F ∗n+1 ゆえ F ∗ic < F ∗n+1 である。ゆえに
k ∈ s′ and k ≥ K =⇒ F (k)ic < F ∗n+1 = F ∗1








従って ∆∗ が相異なる 2点を含むことはない。すなわち diam∆∗ = 0であ
る。このことは diam∆k (k ∈ s)が 0に収束する部分列を持つことを意味し、
diam∆k ≥ ε > 0 (k ∈ s)と矛盾する。




で体積は kについてどのように変化するのか? 簡単のために k ≥ 0で拡張は発
生しないとする。また反射で体積の変化がなく、Contractionで体積が半分にな
るとする。k = 0での単体の体積を 1として、例えば次のように変化する:
k 0 1 2 3 4 5 6 7 8
vol∆k 1 1 1 1/2 1/2 1/4 1/8 1/8 1/8










の条件の下で (体積はもちろん 0に収束するが)直径も 0に収束する。






号は全て前節から継続される。パラメータに関しては α = 1を仮定する。
6.1 2次元の場合
次に見るように 2次元の問題の解決は易しい。
補題 13. 2次元の NM法の単体列 ∆k では、無限に継続して繰り返される反射
は発生しない。
証明: 仮に k ≥ K で反射 x(k)r = x(k)1 +x(k)2 −x(k)3 が無限に繰り返されるとし






























となる。これらは各々 STEP 2と STEP 3で発生する。
式 (33)の場合の単体の変化の様子を図 9に示す。式 (34)の場合には図 10の
ようになる。この 2つのパターンが図 9、図 10に示されるような純粋な形で現
れるとは限らず、交互に入れ混じる可能性があるので厄介である。しかし生成





































































k ≥ K では、∆k と ∆k+1 は合同図形であり、1つの辺を共有している。そ
こで ∆K を基に、次の規則 (a)と (b)で再帰的に生成される集合 S を考える:
(a) ∆K ∈ S
(b) ∆ ∈ S の任意の 1つの辺を折り返して生成される単体も S に含まれる
すると S は平面を重なり合わずに隙間なく埋め尽くし、NM法で生成される単
体 ∆k はどれも S に含まれる。他方では、レベル集合は有界であるとしてい
るので、レベル集合に含まれる S の要素は有限個しか存在しない。さらに NM
法で生成される単体列はレベル集合から抜け出すことができない (補題 10の証









は F ∗2 < F ∗3 = F ∗4 および F ∗1 < F ∗2 = F ∗3 = F ∗4 さらに F ∗1 = F ∗2 = F ∗3 = F ∗4
の全てについて、無限に継続して繰り返される反射が不可能であることを示す
必要がある。しかし、これら全てのケースを論じることは極めて困難である。
ここでは、最も簡単な F ∗2 < F ∗3 = F ∗4 の場合に限定して、解決の際に発生する
問題を調べる。
補題 14. 3次元の問題では




































となる K が存在することになる。煩雑さを避けるために、以下では k = 0か







この図は 3次元の図形を平面に射影した図である。すなわち、点 x = (x, y, z)














2 (k = 0, 1, 2, ...)
である。そのために、これらの点は z-軸の上に設定されている。x4 と書いた
のは x(k)4 の意味で、x′4は x
(k+1)
4 、また x′′4 は x
(k+2)
4 の意味である。肩付きの




(x1 + x2 + x3)
は、射影面では x3/3である。
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図 11: x4, x3, xr の関係
x4 = (−5,−6), x3 = (3,−6)としている
x(k) := x
(k)
4 − x(0)1 と置くと、
x(0) = x
(0)
4 − x(0)1 , x(1) = x(1)4 − x(0)1 = x(0)3 − x(0)1 (35)
1
2
(x(k+2) + x(k)) =
1
3
x(k+1) ∴ x(k+2) = 2
3
































, 0 < θ < π/2
で定義する。この場合 cos θ = 1/3である。








の上に分布している。実際 x(k) = (xk, yk)と置いて、式 (37)から sin kθ を消
去すると
(xky1 − ykx1 + (ykx0 − xky0) cos θ)2 + ((y0xk − x0yk) sin θ)2
= (x0(y1 − y0 cos θ)− y0(x1 − x0 cos θ))2
(38)
が得られる。これは (xk, yk) に関して楕円の式である。楕円の形は初期値
(x0, y0), (x1, y1)で決まる。このことは、また式 (37)からも明らかである。










図 12: x(k)4 の軌跡の散布図
中央の●は x(0)1
x(k) は初期条件 x(0), x(1) だけから決まり、目的関数 f(x)とは無関係であ
る。ところが x(k) (k > 1)は任意の微小な ε (> 0)に対して
F ∗4 ≤ f(x(k)4 ) < f(x(1)4 ) < F ∗4 + ε (39)
を満たしながら動かなくてはならない。この可能性は問題 13で扱われている。






r r cos θ
0 r sin θ
)−1
(40)












r r cos θ

















































−x0 sin(k − 1)θ + x1 sin kθ




















(k = 0, 1, 2, ...)
の分布のアフィン写像である。|A| = 0としてよいので、一方が稠密であれば、
他方も稠密である。また一方が有限集合であれば、他方も有限集合である。
問題 12. ω (> 0) を無理数とする。また [ · · · ] をガウスの整数化記号とする。
すると






答: 連分数論の定理により、与えられた任意の δ (> 0)に対して
0 < qω − p < 1
p
< δ (42)
となる自然数 pと q が存在する 33。d := qω − pとすると
T := {kd ; k = 1, 2, 3, ..., [1/d]}
の点は全て区間 [0, 1)に納まる。d < 1/pであるから、小区間
Ik := [k/p, (k + 1)/p)
には少なくとも 1個の T の点が存在する。そして
k(qω − p) < 1 (k = 1, 2, 3, ..., [1/d])
であるから [k(qω − p)] = 0すなわち [kqω] = kpである。従って kqω − kp =
kqω − [kqω]である。ゆえに任意の δ (> 0)に対して、S の部分集合
S′ := {kqω − [kqω] ; k = 1, 2, 3, ..., [1/d]}
















となる p/q, p′/q′ が無数に存在する。しかも q > q′ の組みも、q < q′ の組みも
どちらも存在する。このことから直ちに式 (42)を得る。
補注 2: ω が有理数であれば S は有限集合である。
x
(k)
4 (k = 0, 1, 2, ...)は NM法の最悪点の列であるが、k ≥ 2では反射点の列
でもある。集合
R := {x(k)4 ; k = 0, 1, 2, ...}
が有限集合であれば反射は無限には連続しない。問題 11、および問題 12 に
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問題 13. 次の 4つの条件を同時に満たすことは不可能であることを示せ。
(a) x(k)4 (k = 0, 1, 2, ...)は楕円軌道の中に稠密に分布する
(b) F ∗4 := limk→∞ f(x
(k)
4 )が存在する
(c) 曲線 f(x) = F ∗4 と (a)の楕円軌道は一致しない
(d) f(x)は連続関数である
答: x(k)4 (k = 0, 1, 2, ...)が描く楕円軌道の方程式を g(x) = 0とする。仮定 (c)
により曲線 f(x) = F ∗4 は g(x) = 0と一致しないので
g(x∗) = 0 and f(x∗) = F ∗4













4 ) = f(x
∗)
である。f(x∗) = F ∗4 であるから、このことは仮定 (b)と矛盾する。




4 ) = f(x
(0)
3 ) = f(x
(0)
r ) = F
∗
4
である。これは NM法の STEP 5 (Inside Contraction)に相当し、反射が連続し
ない 35。従って (a) は成立しない。また (b) は満たされているのであるから、
実質的な条件は (a)と (d)である。
以上より θ/π が有理数であっても無理数であっても、f(x)が有界なレベル
集合を持つ連続かつ厳密な準凸関数であれば、F ∗2 < F ∗3 = F ∗4 の条件下では、
無限に継続して繰り返される反射は不可能であることが示されたことになる。
7 結語
この論文 (記事)では Nelder-Mead法の数学的基礎を Lagariasの研究成果を出
発点にして論じた。Lagariasは目的関数として「レベル集合が有界で厳密な凸
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