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Construction of Tunable Radial Basis Function
Networks Using Orthogonal Forward Selection
Sheng Chen, Xia Hong, Bing L. Luk, and Chris J. Harris
Abstract—An orthogonal forward selection (OFS) algorithm
based on leave-one-out (LOO) criteria is proposed for the con-
struction of radial basis function (RBF) networks with tunable
nodes. Each stage of the construction process determines an RBF
node, namely, its center vector and diagonal covariance matrix,
by minimizing the LOO statistics. For regression application, the
LOO criterion is chosen to be the LOO mean-square error, while
the LOO misclassiﬁcation rate is adopted in two-class classiﬁ-
cation application. This OFS-LOO algorithm is computationally
efﬁcient, and it is capable of constructing parsimonious RBF
networksthatgeneralizewell.Moreover,theproposedalgorithmis
fullyautomatic,andtheuserdoesnotneedtospecifyatermination
criterion for the construction process. The effectiveness of the
proposed RBF network construction procedure is demonstrated
using examples taken from both regression and classiﬁcation
applications.
Index Terms—Classiﬁcation, leave-one-out (LOO) statistics, or-
thogonal forward selection (OFS), radial basis function (RBF)
network, regression, tunable node.
I. INTRODUCTION
T
HE RADIAL basis function (RBF) network is a popular
artiﬁcial neural network architecture that has found wide
applications in diverse ﬁelds of engineering [1]–[14]. The pa-
rameters of the RBF network include its center vectors and vari-
ances or the covariance matrices of the basis functions as well
as the connecting weights from the RBF nodes to the network
output. All the parameters of an RBF network can be learned
together via nonlinear optimization using the gradient-based
algorithms [15]–[18], the evolutionary algorithms [19]–[21], or
the expectation-maximization algorithm [22], [23]. Generally,
learning based on such a nonlinear approach is computationally
expensive and may encounter the problem of local minima.
Additionally, the network structure or the number of RBF nodes
has to be determined via other means, typically based on cross-
validation. Alternatively, clustering algorithms can be applied
to ﬁnd the RBF center vectors as well as the associated basis
function variances [24]–[27]. This leaves the RBF weights to
be determined by the usual linear least squares solution. Again,
Manuscript received March 31, 2008; revised July 3, 2008. First published
December 16, 2008; current version published March 19, 2009. This paper was
recommended by Associate Editor Q. Zhao.
S. Chen and C. J. Harris are with the School of Electronics and Computer
Science, University of Southampton, SO17 1BJ Southampton, U.K.
X. Hong is with the School of Systems Engineering, University of Reading,
RG6 6AY Reading, U.K.
B. L. Luk is with the Department of Manufacturing Engineering and Engi-
neering Management, City University of Hong Kong, Kowloon, Hong Kong,
China.
Digital Object Identiﬁer 10.1109/TSMCB.2008.2006688
thenumber oftheclustershastobedeterminedviaothermeans,
such as cross-validation.
One of the popular approaches for constructing RBF net-
works for regression is to formulate the problem as a linear
learning one by considering the training input data points as
candidate RBF centers and employing a common variance
for every RBF node. A parsimonious RBF network is then
identiﬁed using the orthogonal least squares (OLS) algorithm
[28]–[32]. Similarly, the support vector machine (SVM), the
relevance vector machine (RVM), and other sparse kernel
modeling methods [33]–[39] also ﬁx the kernel centers to the
training input data points and adopt a common kernel variance
for every kernel. A sparse kernel representation is then sought.
Since the common variance is not provided by the learning
algorithms in this linear learning approach, it must be treated
as a hyperparameter and determined via cross-validation. For
the kernel modeling methods, additionally, some learning algo-
rithm’s hyperparameters also have to be determined by cross-
validation. For example, for the SVM algorithm with the ε
insensitive cost function [34], the regularization parameter and
the value of ε must be speciﬁed. The experimental results ob-
tained in [32] show that the locally regularized OLS algorithm
based on the leave-one-out (LOO) mean-square error (mse)
criterion (LROLS-LOO) compares favorably with many other
existing sparse kernel modeling methods for regression model-
ing, in terms of model sparsity and generalization performance.
The sparse kernel modeling methods [33]–[39] are equally
applicable to classiﬁcation. A recent work [40] has devel-
oped an orthogonal forward selection (OFS) algorithm based
on minimizing the LOO misclassiﬁcation rate for two-class
classiﬁcation application using RBF classiﬁers. Because of
orthogonal decomposition, the LOO misclassiﬁcation rate can
be computed efﬁciently, just as in the case of the LOO mse
for regression [32], and this ensures a fast RBF classiﬁer con-
struction. As with other sparse kernel modeling methods, the
RBF variance is treated as a hyperparameter and determined via
cross-validation.ThisRBFclassiﬁerconstructionalgorithmcan
be viewed as the LROLS-LOO algorithm for classiﬁcation. One
aspect of the linear learning approach for RBF models, which
deserves consideration, is the true computational cost. Given
the RBF variance, the LROLS-LOO algorithm is computation-
ally very efﬁcient. However, the true computational cost should
include hyperparameter learning, which is typically via a
grid-search-based cross-validation. For sparse kernel modeling
methods, such as the SVM with two or three hyperparameters,
the total computational requirements can become very costly.
This paper proposes a construction algorithm for the tunable
RBF network, where each RBF node has a tunable center
1083-4419/$25.00 © 2008 IEEE
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vector and an adjustable diagonal covariance matrix. An OFS
procedure is developed to append the RBF units one by one by
minimizing the LOO statistics. For constructing RBF classi-
ﬁers, the LOO criterion is chosen to be the LOO misclassi-
ﬁcation rate, while the LOO mse is used for selecting RBF
networks in regression application. Because the RBF centers
are not restricted to the training input points and each RBF node
has an adjusted covariance matrix, the proposed OFS-LOO
algorithm can produce sparser representations with excel-
lent generalization capability, in comparison with the existing
sparse kernel modeling methods. In addition, our algorithm
does not have hyperparameters that must be learning via costly
cross-validation. Our method is also very different from those
RBF learning methods based on nonlinear optimization, as we
do not attempt to optimize all the RBF units together, which
could be a too large and complicated nonlinear optimization
task. Rather, we optimize one RBF node at each stage of
construction based on the LOO criterion. The determination
of the RBF center vector and diagonal covariance matrix at
each stage can readily be carried out by an efﬁcient global
search algorithm called the repeated weighted boosting search
(RWBS) [41]. Moreover, because the LOO criterion is “locally
convex” with respect to the model size [32], [42], the construc-
tion process is fully automatic, and there is no need for the user
to specify additional termination criterion in order to determine
the size of the RBF network.
Finally, we emphasize the novelty of our proposed approach
by highlighting the differences of this algorithm with our previ-
ous LROLS-LOO algorithm (for regression [32] and classiﬁca-
tion [40]). The LROLS-LOO algorithm places candidate RBF
centers at all the training data points and employs a common
RBF variance for every RBF unit. The model is then selected
from the resulting big candidate model set using the OFS pro-
cedure. The common RBF variance is treated as a hyperpara-
meter and determined via costly cross-validation. The proposed
OFS-LOO algorithm learns the RBF units, which have tunable
center vectors and diagonal covariance matrices, one by one via
an OFS procedure. Although determining a tunable RBF unit
may cost more than selecting a ﬁxed RBF unit, the algorithm
constructs fewer RBF units, compared with the LROLS-LOO
algorithm. Moreover, the proposed OFS-LOO algorithm does
not have any hyperparameter and achieves substantial saving
in cross-validation. The overall computational cost of this
OFS-LOO algorithm is not necessarily more than that of the
LROLS-LOO algorithm. Our experimental results demonstrate
that the novel OFS-LOO algorithm compares favorably with
several sparse RBF or kernel modeling methods, including the
LROLS-LOO algorithm.
II. REGRESSION USING THE TUNABLE RBF NETWORK
Consider the regression problem of approximating the N
pairs of training data {(xk,y k)}N
k=1 with the RBF network
deﬁned in
yk =ˆ yk + ek =
M  
i=1
wigi(xk)+ek = gT(k)w + ek (1)
where the input xk ∈R m, the desired output yk ∈R , ˆ yk
denotes the RBF model output, ek = yk − ˆ yk is the model-
ing error, M is the number of RBF units, w =
[w1 w2 ··· wM]T istheRBFweight vector, gi(•)for1 ≤
i ≤ M denote the RBF regressors, and g(k)=
[g1(xk) g2(xk) ··· gM(xk)]T. We will consider the
general RBF regressor of the form
gi(x)=K
  
(x − μi)TΣ−1
i (x − μi)
 
(2)
where μi is the center vector of the ith RBF unit, the diagonal
covariance matrix has the form Σi = diag{σ2
i,1,...,σ2
i,m},
and K(•) is the chosen basis or kernel function. By deﬁn-
ing y =[ y1 y2 ··· yN]T, e =[ e1 e2 ··· eN]T, and
G =[ g1 g2 ··· gM] with
gl =[ gl(x1) gl(x2) ··· gl(xN)]
T , 1 ≤ l ≤ M (3)
the regression model (1) over the training data setcan be written
in the matrix form
y = Gw + e. (4)
Here, gk is the kth column of G while gT(k) the kth row of G.
A. OFS Based on the LOO Mean Square Error
Let an orthogonal decomposition of G be G = PA, where
A =
⎡
⎢ ⎢ ⎢
⎣
1 α1,2 ··· α1,M
01
...
. . .
. . .
... ... αM−1,M
0 ··· 01
⎤
⎥ ⎥ ⎥
⎦
(5)
P =[p1 p2 ··· pM] (6)
with the orthogonal columns that satisfy pT
i pj =0if i  = j.
The regression model (4) can alternatively be expressed as
y = Pθ + e (7)
where θ =[ θ1 θ2 ··· θM]T satisﬁes the triangular sys-
tem Aw = θ. Since the space spanned by the original model
bases gi(•), 1 ≤ i ≤ M, is identical to the space spanned by the
orthogonal model bases, the RBF model output is equivalently
expressed by
ˆ yk = pT(k)θ (8)
where pT(k)=[ p1(k) p2(k) ··· pM(k)] is the kth
row of P.
Consider the modeling process that has produced the
n-unit model. Let us denote the constructed n model columns
as Pn =[ p1 p2 ··· pn],t h ekth model output of this
n-unit model identiﬁed using the entire training data set as
ˆ y
(n)
k =
 n
i=1 θipi(k), and the corresponding kth modeling er-
ror as e
(n)
k = yk − ˆ y
(n)
k . If we “remove” the kth data point from
the training data set and use the remaining N − 1 data points to
identify the n-unit RBF network instead, the “test” error of the
resulting model can be calculated on the data point removed
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from training. This LOO modeling error, denoted as e
(n,−k)
k ,i s
given by [43]
e
(n,−k)
k = e
(n)
k /η
(n)
k (9)
where η
(n)
k is the LOO error weighting [43]. The LOO mse for
the n-unit RBF network is then deﬁned by
Jn =
1
N
N  
k=1
 
e
(n,−k)
k
 2
. (10)
Jn is a measure of the model generalization capability [43],
[44]. For (8), the computation of the LOO criterion Jn is very
efﬁcient because e
(n)
k and η
(n)
k can be computed recursively
using [32], [42]
e
(n)
k =yk −
n  
i=1
θipi(k)=e
(n−1)
k − θnpn(k) (11)
η
(n)
k =1−
n  
i=1
p2
i(k)
pT
i pi + λ
= η
(n−1)
k −
p2
n(k)
pT
npn + λ
(12)
where λ ≥ 0 is a small regularization parameter [32].
The proposed OFS-LOO algorithm constructs the RBF units
one by one by minimizing the LOO mse Jn. Speciﬁcally, at the
nth stage of the construction procedure, the nth RBF node is
determined by minimizing Jn with respect to the node’s center
vector μn and diagonal covariance matrix Σn
min
μn,Σn
Jn(μn,Σn). (13)
The construction procedure is automatically terminated when
JM ≤ JM+1 (14)
yielding an M-term RBF network. Note that the LOO criterion
Jn is at least locally convex with respect to the model size n,
i.e., there exists an “optimal” M such that, for n ≤ M, Jn
decreases as the model size n increases while condition (14)
holds [42]. After the OFS-LOO model construction, we have
a very small model set containing only M units. At this stage,
we may apply the LROLS-LOO algorithm of [32] to further
reduce the model size and to automatically update the individ-
ual regularization parameter for each weight. This reﬁnement
requires a very small amount of computation, as the regression
matrixGiscompletelyspeciﬁedwithonlyafewcolumns.Note
that, in the OFS-LOO algorithm, the regularization parameter λ
can simply be set to zero (no regularization) or a very small
value (e.g., 10−6). The reﬁnement with the LROLS-LOO will
automatically optimize each regularization parameter for indi-
vidual weight [32]. Our experience shows that, for regression,
this reﬁnement involving the LROLS-LOO is beneﬁcial but,
for classiﬁcation, it is unnecessary (no further reduction in
model size).
An advantage of this OFS-LOO algorithm is that the model
construction is based directly on optimizing the model gen-
eralization capability without involving an additional valida-
tion data set and the model size is determined automatically
without the need for the user to specify additional termination
criterion. Moreover, this learning algorithm does not contain
any hyperparameter which requires costly cross-validation to
tune. The regularization parameter λ in (12) can simply be set
to zero or a very small value. This is not the case for many
existing sparse RBF modeling methods. For example, to use
the SVM algorithm, the user has to specify the kernel variance,
regularization parameter C, and the parameter that deﬁnes
the loss function [34]. These learning hyperparameters have
critical inﬂuence on the algorithm’s performance and must be
determined via cross-validation. In fact, most of the complexity
for many existing learning algorithms is due to the need of
tuning these hyperparameters.
B. Positioning and Shaping an RBF Node
T h et a s ka tt h enth stage of the RBF network construction is
to solve the optimization problem (13). Since this optimization
problem is nonconvex with respect to μn and Σn, a gradient-
based algorithm may become trapped at a local minimum.
Alternatively, global search methods, such as the genetic algo-
rithm [45], [46] and adaptive simulated annealing [47], [48],
may be used to perform the optimization task (13). We adopt
a simple yet efﬁcient global search algorithm called the RWBS
[41] to determine μn and Σn. The motivation and analysis of
the RWBS algorithm as a general global optimizer are detailed
in [41], and they will not be repeated here. The procedure for
determining the nth RBF unit based on the RWBS algorithm is
now summarized. Let u be the vector that contains μn and Σn.
Give the following initial conditions:
e
(0)
k = yk and η
(0)
k =1 , 1 ≤ k ≤ N,
J0 = 1
NyTy = 1
N
 N
k=1 y2
k.
 
(15)
Specify the RWBS algorithmic parameters, namely, the popu-
lation size PS, the number of generations in the repeated search
NG, and the number of weighted boosting search iterations MI.
Outer loop: generations For (l =1 ;l ≤ NG;l = l +1 ){
Generation initialization: Initialize the population by setting
u
[l]
1 = u
[l−1]
best and randomly generating the rest of the population
members u
[l]
i , 2 ≤ i ≤ PS, where u
[l−1]
best denotes the solution
found in the previous generation. If l =1 , u
[l]
1 is also randomly
chosen.
Weighted boosting search initialization: Assign the initial dis-
tribution weightings δi(0) = 1/PS, 1 ≤ i ≤ PS, for the popu-
lation. Then
1) For 1 ≤ i ≤ PS, generate g
i)
n from u
[l]
i , the candidates for
the nth model column, and orthogonalize them
α
i)
j,n =pT
j gi)
n
 
pT
j pj, 1 ≤ j<n (16)
pi)
n =gi)
n −
n−1  
j=1
α
i)
j,npj (17)
θi)
n =
 
pi)
n
 T
y
   
pi)
n
 T
pi)
n + λ
 
. (18)
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2) For 1 ≤ i ≤ PS, calculate the LOO cost for each u
[l]
i
e
(n)
k (i)=e
(n−1)
k − pi)
n(k)θi)
n, 1 ≤ k ≤ N (19)
η
(n)
k (i)=η
(n−1)
k −
 
p
i)
n(k)
 2
 
p
i)
n
 T
p
i)
n + λ
, 1 ≤ k ≤ N (20)
Ji)
n =
1
N
N  
k=1
 
e
(n)
k (i)
η
(n)
k (i)
 2
(21)
where p
i)
n(k) is the kth element of p
i)
n.
Inner loop: weighted boosting search For (t =1 ;t ≤
MI;t = t +1 ){
Step 1: Boosting
1) Find
ibest = arg min
1≤i≤PS
Ji)
n
iworst = arg max
1≤i≤PS
Ji)
n .
Denote u
[l]
best = u
[l]
ibest and u
[l]
worst = u
[l]
iworst.
2) Normalize the cost function values
¯ Ji)
n =
J
i)
n
 PS
j=1 J
j)
n
, 1 ≤ i ≤ PS.
3) Compute a weighting factor βt according to
ξt =
PS  
i=1
δi(t − 1) ¯ Ji)
n βt =
ξt
1 − ξt
.
4) Update the distribution weightings for 1 ≤ i ≤ PS
δi(t)=
 
δi(t − 1)β
¯ J
i)
n
t , for βt ≤ 1
δi(t − 1)β
1− ¯ J
i)
n
t , for βt > 1
and normalize them
δi(t)=
δi(t)
 PS
j=1 δj(t)
, 1 ≤ i ≤ PS.
Step 2: Parameter updating
1) Construct the (PS +1 ) th point using
uPS+1 =
PS  
i=1
δi(t)u
[l]
i .
2) Construct the (PS +2 ) th point using
uPS+2 = u
[l]
best +
 
u
[l]
best − uPS+1
 
.
3) Calculate g
PS+1)
n and g
PS+2)
n from uPS+1 and uPS+2,
orthogonalize these two candidate model columns (as in
(16), (17) and (18)), and compute their corresponding
LOO cost function values J
i)
n , i = PS +1 ,P S +2(as in
(19), (20) and (21)). Then, ﬁnd
i∗ = arg min
i=PS+1,PS+2
Ji)
n .
(ui∗,J
i∗)
n ) then replaces (u
[l]
worst,J
iworst)
n ) in the
population
} End of inner loop The solution found in the lth generation is
u = u
[l]
best.
} End of outer loop This yields the solution u = u
[NG]
best , i.e.,
μn and Σn of the nth RBF node, the nth model column gn,t h e
orthogonalization coefﬁcients αj,n, 1 ≤ j<n , the correspond-
ing orthogonal model column pn, and the weight θn,a sw e l la s
the n-term modeling errors e
(n)
k and associated LOO modeling
error weightings η
(n)
k for 1 ≤ k ≤ N.
The appropriate values of PS, NG, and MI depend on the
dimension of u and how hard is the objective function to be
optimized. Generally, these algorithmic parameters have to be
found empirically, and some general rules are discussed in [41].
For example, in the inner optimization loop, there is no need
for every member of the population to converge to a (local)
minimum, and it is sufﬁcient to locate where the minimum
lies. Thus, the maximum number of iterations MI for the inner
optimization loop can be set to a relatively small value. This
makes the search efﬁcient, achieving convergence with a small
number of the cost function evaluations. The population size
PS and the number of generations NG should be set sufﬁciently
large so that the parameter space will be sampled sufﬁciently.
C. Computational Complexity Comparison
The computational requirements of the proposed OFS-LOO
algorithm can be characterized by the number of the LOO cost
function evaluations and associated model column orthogonal-
izations. This number can readily be shown to be
Comp(OFS-LOO)=M (NG(PS +2 MI) − (NG − 1))
≈MNG(PS +2 MI) (22)
where M is the constructed model size, Ps is the population
size, NG is the number of generations, and MI is the number of
weighted boosting search iterations. The number of LOO cost
evaluations and associated model column orthogonalizations
for the LROLS-LOO algorithm with a given RBF variance, on
the other hand, is given by
Comp(LROLS-LOO)=
M   
i=1
(N − (i − 1)) ≈ M N (23)
where the approximation is arrived because the selected model
size M  is usually much smaller than the training data size N.
Typically, Comp(OFS-LOO)   Comp(LROLS-LOO).F o r
instance, for the Boston Housing regression example consid-
ered in Section IV-A,on average, we have Comp(OFS-LOO)=
162 085 while Comp(LROLS-LOO) = 26 904. However, the
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complexity (23) is for a given RBF variance. This hyperpara-
meter has to be determined by a line search based on cross-
validation. Let us make an optimistic assumption that, at each
point of the line search, the algorithm produces the same model
size M . The true complexity of the LROLS-LOO algorithm
will be LS × Comp(LROLS-LOO), where LS is the total
points of the line search. Again, consider the Boston Housing
example. If the line search needs to be performed for LS ≥ 8,
the total cost of the LROLS-LOO algorithm will be more than
that of the proposed OFS-LOO algorithm.
In the regression modeling experiments presented in
Section IV-A, we also applied the ε-SVM algorithm [34] as a
benchmark, and we employed a standard quadratic optimizer
to solve the optimization task of the SVM learning, which has
a computational complexity much higher than the other two
algorithms, the LROLS-LOO and OFS-LOO. Our experimental
records show that, for the Boston Housing regression example,
the run time for the OFS-LOO algorithm was 50 times faster
thanthestandardSVM.Onecouldarguethatafastimplementa-
tionoftheSVMlearningcouldbeadopted,whichwouldreduce
thecomputational runtime.However, theneedtoperforma3-D
grid search to determine the learning hyperparameters (kernel
variance, regularization parameter, and error band parameter)
makes the SVM uncompetitive in terms of the total cost, in
comparison with the other two algorithms.
III. CLASSIFICATION USING THE TUNABLE
RBF NETWORK
Consider the two-class classiﬁcation problem with a given
training data set {(xk,y k)}N
k=1, where xk is an m-dimensional
pattern vector and yk ∈{ ± 1} is the class label for xk. The data
set is used to construct the RBF classiﬁer of the form
˜ yk =s g n ( ˆ yk) with ˆ yk = f
(M)
RBF(xk)=
M  
i=1
wigi(xk) (24)
where ˜ yk is the estimated class label for xk, f
(M)
RBF(•) denotes
the RBF classiﬁer with M RBF units, and
sgn(y)=
 
−1,y ≤ 0
+1,y > 0. (25)
If we deﬁne the modeling residual or error as ek = yk − ˆ yk,
all the notations of the RBF network for regression, deﬁned
in (1)–(8) of Section II, carry over to the present classiﬁcation
application. The goal of a classiﬁer is to minimize the misclas-
siﬁcation or error rate. Deﬁne the signed decision variable
sk =s g n ( yk)ˆ yk = ykˆ yk = ykf
(M)
RBF(xk). (26)
Then, the misclassiﬁcation rate over {(xk,y k)}N
k=1 is eval-
uated as
Mr =
1
N
N  
k=1
Id(sk) (27)
where the indication function Id is deﬁned by
Id(y)=
 
1,y ≤ 0
0,y > 0. (28)
The test error rate over a data set not used in training measures
how good a classiﬁer’s generalization capability is.
A. OFS Based on the LOO Misclassiﬁcation Rate
Let us denote the n-unit RBF classiﬁer, identiﬁed using the
entire training data set {(xk,y k)}N
k=1,a sf
(n)
RBF(•).T h ekth
modeling error for this RBF classiﬁer is given by
e
(n)
k = yk − f
(n)
RBF(xk)=yk − ˆ y
(n)
k . (29)
Let f
(n,−k)
RBF (•) be the n-unit RBF classiﬁer identiﬁed using
the data set {(xk,y k)}N
k=1 but with its kth data point being
removed. The test output of this n-unit RBF classiﬁer at the
kth data point not used in training is computed by
ˆ y
(n,−k)
k = f
(n,−k)
RBF (xk). (30)
The associated LOO signed decision variable is then deﬁned by
s
(n,−k)
k = ykˆ y
(n,−k)
k (31)
and the LOO misclassiﬁcation rate is computed by
Jn =
1
N
N  
k=1
Id
 
s
(n,−k)
k
 
. (32)
Jn is a measure of the classiﬁer’s generalization capability,
and it an be calculated efﬁciently owing to the orthogonal
decomposition [40].Fromthe LOO modeling error (9),we have
(also see [32])
yk − ˆ y
(n,−k)
k =
yk − ˆ y
(n)
k
1 −
 n
i=1
p2
i(k)
pT
i pi+λ
. (33)
Multiplying both sides of (33) with yk and applying y2
k =1
yields
1 − s
(n,−k)
k =
1 − ykˆ y
(n)
k
1 −
 n
i=1
p2
i(k)
pT
i pi+λ
(34)
i.e.,
s
(n,−k)
k =
 n
i=1 ykθipi(k) −
 n
i=1
p2
i(k)
pT
i pi+λ
1 −
 n
i=1
p2
i(k)
pT
i pi+λ
=
φ
(n)
k
η
(n)
k
. (35)
The recursive formula for η
(n)
k is given in (12), while φ
(n)
k can
be represented using the following recursive formula:
φ
(n)
k = φ
(n−1)
k + ykθnpn(k) −
p2
n(k)
pT
npn + λ
. (36)
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Just as in regression, the proposed OFS-LOO algorithm con-
structs the RBF units of the classiﬁer one by one by minimizing
the LOO misclassiﬁcation rate (32). Speciﬁcally, at the nth
stage of the construction, the nth RBF node is determined by
minimizing Jn with respect to the node’s center vector μn and
diagonal covariance matrix Σn. The construction procedure
is automatically terminated when JM ≤ JM+1, yielding an
M-term RBF network classiﬁer.
B. Determining a Unit of the RBF Classiﬁer
The nth stage of the classiﬁer construction is to determine
the nth RBF unit by minimizing the LOO misclassiﬁcation
rate with respect to the node’s center vector μn and diagonal
covariance matrix Σn. This optimization task is carried out
by the same global search algorithm, the RWBS, presented in
Section II-B with some small modiﬁcations. Speciﬁcally, the
initialization (15) is replaced by
φ
(0)
k =0 and η
(0)
k =1 , 1 ≤ k ≤ N, and J0 =1 (37)
while the calculation of the LOO cost function value for each
u
[l]
i (19)–(21) is replaced by
φ
(n)
k (i)=φ
(n−1)
k + ykpi)
n(k)θi)
n
−
 
p
i)
n(k)
 2
 
p
i)
n
 T
p
i)
n + λ
, 1 ≤ k ≤ N (38)
η
(n)
k (i)=η
(n−1)
k −
 
p
i)
n(k)
 2
 
p
i)
n
 T
p
i)
n + λ
, 1 ≤ k ≤ N, (39)
Ji)
n =
1
N
N  
k=1
Id
 
φ
(n)
k (i)
η
(n)
k (i)
 
. (40)
At the end of the outer loop, the algorithm yields the solution
u = u
[NG]
best , i.e., μn and Σn of the nth RBF node, the nth model
column gn, the orthogonalization coefﬁcient αj,n, 1 ≤ j<n ,
the corresponding orthogonal model column pn, and the weight
θn,a sw e l la sφ
(n)
k and η
(n)
k for 1 ≤ k ≤ N.
IV. EXPERIMENTAL RESULTS
Two regression examples and three two-class classiﬁca-
tion data sets were used to compare the performance of our
OFS-LOO algorithm with several existing algorithms for con-
structing RBF models.
A. Regression Modeling Examples
Engine Data: This example constructed an RBF network
model representing the relationship between the fuel rack po-
sition (input uk) and the engine speed (output yk) for a Leyland
TL11 turbocharged direct-injection diesel engine. The data set,
shown in Fig. 1, contained 410 samples. The ﬁrst 210 data
points were used in modeling and the last 200 points in model
Fig. 1. Engine data set: (a) System input uk and (b) system output yk.
TABLE I
COMPARISON OF THE THREE GAUSSIAN RBF NETWORK MODELS
OBTAINED BY THE ε-SVM, LROLS-LOO, AND PROPOSED
OFS-LOO ALGORITHMS FOR THE ENGINE DATA SET
validation. The study [49] has shown that this data set can be
modeled adequately as
yk = fs(xk)+ek (41)
where fs(•) describes the unknown underlying system to
be identiﬁed, ek denotes the system noise, and xk =
[yk−1 uk−1 uk−2]T. Two Gaussian RBF models obtained by
the ε-SVM [34] and LROLS-LOO [32] algorithms are listed in
Table I. These two construction algorithms all place the RBF
centers in the training input data points and use a common basis
variance for every RBF node. For the LROLS-LOO algorithm,
thesingleRBFvariancewasoptimizedviacross-validation. For
the SVM algorithm, in addition to the RBF variance, two more
hyperparameters, the regularization parameter C and error
band ε, were also optimized via cross-validation.
We applied the proposed OFS-LOO technique to this data
set, and Fig. 2 shows the LOO mse as a function of the model
size during the modeling process. It is seen that the algorithm
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Fig. 2. Evolution of the LOO mse versus the model size for the engine data
set using the OFS-LOO algorithm.
automatically constructed a 17-term RBF model, since J18 >
J17. The LROLS-LOO algorithm was then employed to further
simplify this 17-unit RBF model, yielding a ﬁnal 15-term RBF
network. It was found empirically that setting the algorithmic
parameters to PS =3 7 , MI = 100, and NG =1 1was sufﬁ-
cient, and we noticed that the performance of the algorithm
was not overly sensitive to the values of PS, MI, and NG.T h i s
15-term RBF network model is also listed in Table I. It can be
seen that all the three models have the same excellent general-
ization capability, as indicated by their test mse values, but the
model produced by the proposed OFS-LOO algorithm has the
smallest model size, containing only 15 RBF units. The 15-unit
RBF network model constructed by the OFS-LOO algorithm
was used to generate the model prediction according to
ˆ yk = ˆ fRBF(xk) (42)
where ˆ fRBF(•) denotes the constructed RBF model mapping.
Fig. 3 shows the model prediction ˆ yk and the prediction error
ˆ ek = yk − ˆ yk generated by this 15-unit RBF model.
Boston Housing Data: This is a regression benchmark data
set, available at the University of California, Irvine (UCI)
repository [50]. The data set comprises 506 data points with
14 variables. We performed the task of predicting the median
house value from the remaining 13 attributes. We randomly
selected 456 data points from the data set for training and
used the remaining 50 data points to form the test set. Average
results were given over 100 repetitions. The RBF network with
the Gaussian basis function was used, and three construction
algorithms, the ε-SVM [34], the LROLS-LOO [32], and the
proposed OFS-LOO, were compared. The ﬁrst two algorithms
place the RBF center vectors at the training input data points
and employ a common RBF variance for every RBF unit, while
the OFS-LOO algorithm is designed for the RBF network with
tunable nodes. The RBF variance, regularization parameter,
and error band of the ε-SVM algorithm were determined via
cross-validation. Similarly, the RBF variance of the LROLS-
LOO algorithm was optimized via cross-validation. The three
optimization algorithmic parameters of the OFS-LOO algo-
rithm were chosen empirically to be PS =2 1 , MI = 200, and
NG =1 1 . The performances of the three algorithms over the
100 realizations of the data set are compared in Table II.
The recorded average run time given hyperparameters for
the LROLS-LOO method was 4 times faster than that of the
Fig. 3. Modeling of the engine data set by the 15-unit RBF network con-
structed using the OFS-LOO algorithm: (a) Model prediction ˆ yk superimposed
on system output yk and (b) model prediction error ˆ ek = yk − ˆ yk.
OFS-LOO algorithm and 200 times faster than the SVM algo-
rithm. Thus, without counting the hyperparameter tuning, the
LROLS-LOO algorithm is the fastest while the SVM algorithm
is the slowest. By adopting the fast implementation of the
SVM algorithm, signiﬁcant reduction in run time may be
achieved. It can be seen from Table II that the best modeling
result was obtained by the proposed OFS-LOO algorithm. It
can also be seen that the test mse of the SVM was poor. This
was probably because the three learning hyperparemeters were
not tuned to the optimal values. For this regression problem of
input dimension of 13 and data size N ≈ 500, the 3-D grid
search required by the SVM was expensive, and the optimal
hyperparameters were hard to ﬁnd, compared with the smaller
engine data set.
B. Classiﬁcation Examples
Synthetic Data: This synthetic two-class problem was taken
from [51], and we obtained the data set form [52]. The di-
mension of the feature space was m =2 . The training set
contained 250 samples, and the test set had 1000 points. The
optimal Bayes error rate for this example is known to be 8%.
With the population size PS =7 , the number of inner-loop
iterations MI = 400, and the number of generations NG =1 1 ,
we applied the OFS-LOO algorithm to the 250-sample training
set to construct the Gaussian RBF classiﬁer with tunable nodes,
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TABLE II
COMPARISON OF THE THREE GAUSSIAN RBF NETWORK MODELS OBTAINED BY THE ε-SVM, LROLS-LOO, AND OFS-LOO ALGORITHMS FOR THE
BOSTON HOUSING DATA SET.T HE RESULTS WERE AVERAGED OVER 100 REALIZATIONS AND QUOTED AS THE MEAN ± STANDARD DEVIATION
Fig. 4. Evolution of the LOO misclassiﬁcation rate versus the classiﬁer size
for the synthetic data set using the OFS-LOO algorithm.
Fig. 5. Decision boundary of the three-unit RBF classiﬁer obtained by the
OFS-LOO algorithm for the synthetic data set. The 250 samples of the training
data are shown as crosses and circles for the two classes.
and Fig. 4 shows the evolution of the LOO misclassiﬁcation
rateduringthemodelconstruction.ItisseenfromFig.4thatthe
algorithm automatically constructed a three-unit RBF classiﬁer,
since J4 >J 3. The decision boundary of this constructed three-
unit Gaussian RBF network is shown in Fig. 5. The SVM
and RVM algorithms were applied to construct Gaussian RBF
networks for this data set in [36]. The results given in [36]
are compared with our result in Table III. We also applied the
LROLS-LOO classiﬁcation algorithm [40] to this data set, and
the result obtained is also listed in Table III. It can be seen from
Table III that our proposed method not only had the sparsest
model containing three RBF units but also achieved the optimal
Bayes classiﬁcation error rate of 8%.
Breast Cancer Data: This data set was originated in the UCI
repository [50], and we obtained the data from [53]. The input
dimension was m =9 . There were 100 realizations of this data
set, each containing 200 training patterns and 77 test patterns.
TABLE III
COMPARISON OF THE FOUR GAUSSIAN RBF NETWORK CLASSIFIERS
OBTAINED BY THE SVM, RVM, LROLS-LOO, AND OFS-LOO
ALGORITHMS FOR THE SYNTHETIC DATA SET.T HE RESULTS FOR THE
SVM AND RVM ALGORITHMS ARE QUOTED FROM [36]
TABLE IV
AVERAGE CLASSIFICATION TEST ERROR RATE IN PERCENTAGE OVER THE
100 REALIZATIONS OF THE BREAST CANCER DATA SET.T HE FIRST
SEVEN RESULTS WERE QUOTED FROM [53]
In [53] and [54], seven RBF classiﬁer construction algorithms
were compared, and the performance averaged over all the
100 realizations were given. We applied the LROLS-LOO and
OFS-LOO algorithms to the 100 realizations of the data set,
and our results are given in Table IV, in comparison with the
benchmark results quoted from [53]. For the ﬁrst ﬁve methods
studied in [53], the Gaussian RBF network with ﬁve optimized
units was used. For the SVM with Gaussian kernel, no average
model size was given in [53] but it could safely be assumed that
it was larger than 50. The kernel Fisher discriminant was the
nonsparse optimal classiﬁer using all the N = 200 training data
samples. From Table IV, it is seen that our OFS-LOO algorithm
compares favorably with other benchmark RBF classiﬁers, both
in terms of classiﬁcation accuracy and model size.
Diabetes Data: This was a benchmark data set in the UCI
repository [50], and we obtained the data set from [53]. The
feature space dimension was m =8 . There were 100 realiza-
tions of the data set, each having 468 training patterns and
300 test patterns. Seven RBF classiﬁers were studied in [53]
and [54], and the results of [53] were reproduced in Table V.
For the ﬁrst ﬁve methods studied in [53], the Gaussian RBF
network with 15 optimized units was used. For the SVM with
RBF kernel, no average model size was given in [53] but we
could safely assume that it was larger than 100. We applied
our OFS-LOO algorithm and the LROLS-LOO algorithm to
construct the Gaussian RBF classiﬁers to this data set, and our
results are also listed in Table V. It can be seen that our method
produced the best classiﬁcation accuracy with the smallest
RBF classiﬁer.
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TABLE V
AVERAGE CLASSIFICATION TEST ERROR RATE IN PERCENTAGE OVER THE
100 REALIZATIONS OF THE DIABETES DATA SET.T HE FIRST SEVEN
RESULTS WERE QUOTED FROM [53]
V. C ONCLUSION
A novel construction algorithm has been proposed for RBF
networks with tunable nodes. Unlike most of the sparse RBF
or kernel modeling methods, the RBF centers are not re-
stricted to the training input data points, and each RBF node
has an individually adjusted diagonal covariance matrix. On
the other hand, we do not attempt to optimize all the RBF
network’s parameters together using nonlinear optimization.
Rather, we optimize the RBF units one by one by minimizing
the LOO statistics, which is a measure of the model gener-
alization capability. The proposed RBF network construction
algorithm can be applied to both regression and classiﬁcation.
The RBF units are selected in a computationally efﬁcient OFS
procedure, and the orthogonal decomposition ensures a fast
updating of the LOO criterion. Moreover, the RBF network
construction is fully automatic, and the user does not need
to specify any additional termination criterion. Our proposed
method is computationally attractive, since it does not have
any hyperparameter that requires costly tuning based on cross-
validation. Several examples taken from both regression and
classiﬁcation applications have been used in our simulation
experiment, and the results obtained have demonstrated that the
proposed RBF network construction algorithm compares favor-
ably with several existing benchmark RBF network construc-
tion algorithms.
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