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Stabilizer states constitute a set of pure states which plays a dominant role in quantum error
correction, measurement–based quantum computation, and quantum communication. Central in
these applications are the local symmetries of these states. We characterize all local symmetries
of arbitrary stabilizer states and provide an algorithm which determines them. We demonstrate
the usefulness of these results by showing that the additional local symmetries find applications in
entanglement theory and quantum error correction.
I. INTRODUCTION
Entanglement has been identified as a crucial property
to investigate, describe, and leverage applications in sev-
eral areas of Science [1, 2]. It is essential for quantum
computation [3] as well as certain quantum communica-
tion schemes [4]. Moreover, in the last decade, concepts
developed in entanglement theory have been utilized in
other fields of research [1]. Hence, an enormous effort
has been made to qualify and quantify entanglement [2].
Despite extensive investigations in the context of quan-
tum information theory, its detailed characterization and
quantifications remain, however, as major challenges.
A set of states which is key in the aforementioned ap-
plications within quantum information theory is the set
of stabilizer states [5]. A n qubit stabilizer state is de-
fined as the unique simultaneous eigenvector of a maxi-
mal set of commuting operators in the Pauli group, which
is defined as the tensor product of either a Pauli opera-
tor or the identity operator. These states, which can be
highly entangled, are used in quantum error correction
[6], in measurement based quantum computation [3], and
in self-testing [7] to just name a few applications. Some
of the entanglement properties of stabilizer states have
been investigated [5, 8]. Furthermore, purification proto-
cols have been developed [9]. Stabilizer states also found
applications in proving a separation between universal
quantum computation and computations which are clas-
sically efficiently simulable [10]. Given that all these ap-
plications stem from the rich entanglement capability and
from the local symmetries of these states, the further in-
vestigation of the both, the entanglement properties and
the local symmetries of stabilizer states is indispensible.
Arguably, a deep understanding of those characteristics
will allow one to identify new applications of multipartite
entanglement.
Entanglement theory is a resource theory, where the
free operations are Local Operations assisted by Classi-
cal Communication (LOCC). LOCC arose as a natural
and operationally motivated choice of free operations, as
entanglement is considered as a resource shared by dif-
ferent, possibly spatially separated, parties. Those par-
ties can act locally on their share of the state and can
communicate any classical information to the other par-
ties (LOCC), who then manipulate their system accord-
ingly. LOCC extends Local Unitary (LU) transforma-
tions, where no communication is allowed and the trans-
formations are restricted to be unitary, and hence, re-
versible, so that they do not alter entanglement. As
LOCC cannot generate entanglement, it holds that,
whenever a pure state |Ψ〉 can be transformed determin-
istically into some other state |Φ〉, then the entanglement
of the latter is at most as large as the one of the former.
Important to note here is that this holds true for any en-
tanglement measure. Stated differently, a entanglement
measure is a functional which is non–increasing under
LOCC. Hence, the study of LOCC transformations al-
lows to order the set of entangled states. Despite the
fact that LOCC transformations constitute a intricate
set of operations [11], it was recently shown that fully
entangled pure states describing n qudits (homogeneous
system) can generically not be (deterministically) trans-
formed into any other LU–inequivalent fully entangled
pure state [12, 13]. Hence, the partial order which is ob-
tained from the study of possible LOCC transformations
is generically trivial for homogeneous systems. That is, in
stark contrast to the bipartite case [14], almost all states
are isolated; they can neither be reached from, nor can
they be transformed into another pure LU-inequivalent
state. However, those sets of states which play a ma-
jor role in physics, such as tensor network states [15–18]
and the here studied stabilizer states, are always of mea-
sure zero, which implies that the results for generic states
might not be applicable. In fact, the results mentioned
above are a consequence of a more general result, which
states that pure states describing n qudit systems do
generically not possess any local symmetry (other than
the identity). As mentioned above, stabilizer states do
not only possess local symmetries, but are actually de-
fined by their local symmetries. These symmetries ensure
that stabilizer states can indeed be transformed into some
other LU-inequivalent state via LOCC (see also below).
Apart from the relevance of those local symmetries in
entanglement theory, they also play an important role in
universal measurement based quantum computation as
recently shown in [19]. Furthermore, symmetries beyond
the Pauli group are useful in fault tolerant quantum com-
puting [6, 20, 21] (see also Sec. VA). Hence, the identifi-
cation of additional symmetries has already been subject
to several other works [22–24]. Here, we go beyond these
investigations by providing a complete characterization
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2of all local symmetries of stabilizer states. As mentioned
before, these additional symmetries are not only relevant
to identify new error correcting codes for which transver-
sal gates exist, but can also be used to shine new light on
entanglement theory. In fact, as we will show, the addi-
tional symmetries can be used to identify new transfor-
mations which are possible via LOCC, hence, leading to
a non–trivial order of entanglement. Furthermore, these
additional symmetries have been used in [25] to demon-
strate a difference between pure state transformations
via separable maps, which utilize singular matrices and
those which do not. Here, a completely positive map
is called separable if it possesses a decomposition such
that all Kraus operators are local operators. Despite the
fact that this is a very abstract result, it has far reach-
ing consequences, as it shows that some of the previous
investigations concerning LOCC have to be revised [25].
The outline of the remaining paper is the following.
First, we introduce our notation and review some rele-
vant results in the theory of stabilizer states. The aim
of Sec. III is to characterize all possible invertible lo-
cal symmetries of stabilizer states. As we will see, one
can restrict this investigation to local unitary symme-
tries, as all other symmetries will be determined by them.
We will first show that a stabilizer state possessing in-
finitely many symmetries has to correspond to a graph
which possesses a leaf (see also [23, 24]). This refers to a
particular structure of the underlying graph, which can
be easily identified by considering the two-qubit reduced
states. All other states only possess finitely many local
symmetries. We will then show that any additional sym-
metry implies the existence of a symmetry which is a
local Clifford gate. In Sec. III B we will then derive nec-
essary and sufficient conditions for the existence of local
Clifford symmetries. An algorithm to determine then
all local (invertible) symmetries of an arbitrary stabilizer
state is presented in Sec. IIID. In Sec. IV we provide
examples of states possessing non-trivial symmetries. We
illustrate the usefulness of these results by utilizing them
in various contexts in Sec. V. First, we demonstrate that
the additional symmetries can be employed to identify
error correcting codes, which possess transversal gates
[20]. In the context of entanglement theory, the char-
acterization of the local symmetries of stabilizer states
presented here, will be used to provide a general con-
struction for separable maps among pure states which are
more general than what was previously considered. The
consequences of this result within entanglement theory
are explained in [25]. As a final application we will show
that states with additional symmetry are indeed more
powerful in the sense that they can reach more states
via LOCC (where we consider realistic LOCC protocols
which utilize finitely many rounds of classical commu-
nication). In Sec. VI we conclude and discuss future
research directions.
II. NOTATION & PRELIMINARIES
First let us introduce the notation and recall some re-
sults concerning stabilizer states and their symmetries.
A. Notation
In the following we denote the Pauli operators by
X,Y, Z and the identity operator by 1. Whenever we
consider a state of n qubits the usage of a single subscript
for an operator denotes the system the operator is acting
on unless stated otherwise. If an operator acting on a
qubit has two indices Ojk, k ∈ N, then the superscript,
j, denotes the qubit the operator is acting on and the
subscript, k, labels different operators acting on qubit j.
Furthermore, if O is a local operator acting on n qubits
we denote by supp(O) the support of O = O1⊗ . . .⊗On,
i.e. the subset of qubits j for which Oj 6∝ 1.
In this paper we determine the local symmetry group
of a general stabilizer state |ψ〉 ∈ (C2)⊗n. We will denote
this group by
Gψ = {G = G1⊗. . .⊗Gn ∈ GL(2)⊗n | G|ψ〉 ∝ |ψ〉}. (1)
A subgroup of this local symmetry group consists of the
local unitary symmetries of |ψ〉 which we will refer to as
Uψ = {U = U1 ⊗ . . .⊗ Un ∈ U(2)⊗n | U |ψ〉 ∝ |ψ〉}. (2)
We will see that in order to determine Gψ for a stabilizer
state it is sufficient to restrict to graph states [5], a special
type of stabilizer state defined by a mathematical graph
G(V,E). Here V is the set of vertices of the graph and
E ⊆ V×V is the set of edges. In the following we consider
only simple, undirected graphs, i.e. graphs without self-
loops and double-edges and direction of the edges. Such a
graph is in 1 to 1 correspondence with a symmetric binary
matrix called adjacency matrix. For a graph G = (V,E)
the adjacency matrix θ ∈ {0, 1}|V |×|V | is defined by θij =
1 for {i, j} ∈ E and 0 otherwise. For a simple graph this
matrix is symmetric and has zeros on the diagonal. Let
us now introduce some graph theoretic terms which will
become relevant later on.
Definition 1 (neighbourhood). Let G = (V,E) be a
graph. Then the neighbourhood of vertex j ∈ V , Nj,
is the set of vertices adjacent to j, i.e.
Nj = {k ∈ V |{j, k} ∈ E}. (3)
Three graph structures will become important below,
leaf and parent, twin vertices and connected twin ver-
tices. A vertex l ∈ V is called leaf if it is connected
exactly to one other vertex, i.e. |Nl| = 1. The vertex it
is connected to p ∈ Nl is called its parent. Moreover, two
vertices s, t ∈ V are called twins if they have the same
neighborhood, i.e. Ns = Nt. They are called connected
twins if they share all neighbours and are connected, i.e.
Ns\{t} = Nt\{s} and s ∈ Nt.
3Furthermore, we make use of two groups in the fol-
lowing, the Pauli group and the local Clifford group. We
denote by P1 = 〈X,Y, Z〉 the one qubit Pauli group. The
n-qubit Pauli group Pn is given by
Pn = 〈{σ1 ⊗ . . .⊗ σn|σ1, . . . , σn ∈ P1}〉 . (4)
The (local) Clifford group for one qubit is defined as
C1 = {U ∈ U(2)|∀σ ∈ P : UσU† ∈ P} (5)
and the n qubit local Clifford group Cn is defined as the
group generated by the n-fold tensor products of elements
of C1, i.e.
Cn = 〈{c1 ⊗ . . .⊗ cn|c1, . . . , cn ∈ C1}〉 . (6)
The group C1 has 24 elements (up to phases) [46]. The
factor group C1/P1 has 6 elements and is isomorphic to
the symmetric group of 3 elements. The elements of C1
are of the form
σ1 exp (iασ2) , α ∈ {0,±pi
4
} (7)
σ1 exp (iβσ2) exp (iγσ3) , β, γ ∈ {±pi
4
}, (8)
where σ1 ∈ {1, X, Y, Z}, σ2, σ3 ∈ {X,Y, Z} with σ2 6= σ3.
We mention the specific form of the elements since it is
related to the order of the element. The order of a group
element c is defined as the smallest integer k ∈ N such
that ck = 1. Elements of the form in Eq. (7) have order
1, 2 or 4 and elements of the form in Eq. (8) have order
3. As the latter subset plays an important role in the
following, we will use the notation C31 = {U ∈ C1\1|U3 =
1}. Furthermore, we abbreviate local Clifford operators,
i.e. operators in Cn, by LC.
B. Graph states and stabilizer states
A stabilizer state is defined as follows. Let Sψ =
〈g1, . . . , gn〉 ⊂ Pn be an abelian subgroup of the n-
qubit Pauli group, generated by n independent elements
g1, . . . , gn ∈ Pn with −1 6∈ Sψ. The state |ψ〉, which is
the unique eigenstate for all elements of Sψ to eigenvalue
+1, is called stabilizer state and Sψ is called its stabilizer.
Clearly we have Sψ ⊆ Uψ ⊆ Gψ.
Every stabilizer state is LC equivalent to a graph
state [5, 26]. A graph state is defined via a mathe-
matical graph. For a graph G = (V,E) we denote by
|G〉 ∈ (C2)⊗n the corresponding graph state defined as
|G〉 =
∏
{i,j}∈E
(Ucz)ij |+〉⊗n. (9)
Here Ucz denotes the controlled phase gate. The state
defined this way is a stabilizer state and its stabilizer
SG is generated by the operators S(j) = Xj
⊗
k∈Nj Zk,
j ∈ {1, . . . , n} (canonical generators). Without loss
of generality we consider only fully entangled stabilizer
states in the following, i.e. states which correspond to
fully connected graphs.
1. Local complementation
There exists a close connection between the local Clif-
ford group and an operation on graphs called local com-
plementation which we briefly review here [26]. Given
a graph G = (V,E), local complementation at a vertex
v ∈ V yields a new graph G′ = (V ′, E′) with V ′ = V and
E′ = E ⊕ {{a, b}|a, b ∈ Nv, a 6= b} where ⊕ is the exclu-
sive OR for sets. In other words local complementation
at vertex v complements the subgraph spanned by the
neighbourhood of v. The corresponding graph states |G〉
and |G′〉 are related by an LC operation [26] as follows
|G′〉 = e−ipi4Xv ⊗
⊗
j∈Nv
ei
pi
4 Zj |G〉. (10)
One can show that a graph state |G1〉 is LC equivalent
to another graph state |G2〉, i.e. there exists a C ∈ Cn
such that |G1〉 = C|G2〉, iff G1 is equivalent to G2 up to a
sequence of local complementations [26]. As we will show
in the following a leaf in a graph is associated with an
additional symmetry of the corresponding graph state.
Clearly, any graph obtained by local complementation
also possesses an additional symmetry. As was shown
in [27], using local complementation one can switch the
role of leaf and parent, turn leaf and parent into twin
vertices or into connected twin vertices. Note that this
is the whole orbit of a leaf parent pair under local com-
plementation.
Before we study the additional symmetries of graph
states let us make some simple observations. First
note that eiαS |G〉 ∝ |G〉 holds for any α ∈ R
and S ∈ SG. However, it can be easily seen that
such an operator is never local. Next we have that
exp(iαXj)|G〉 = exp(iα
⊗
k∈Nj Zk)|G〉 for any qubit j
where the operator exp(iα
⊗
k∈Nj Zk) is in general (un-
less |Nj | = 1, i.e. vertex j is a leaf) non-local. Let
us remark her that using local complementation one
can see that for α = pi/4 we have exp(iαXj)|G〉 =⊗
k∈Nj exp(iαZk)
∏
m6=n∈Nj (Ucz)mn|G〉 (s. Eq. (10)).
C. Additional symmetries of stabilizer states
We investigate here all symmetries of stabilizer states.
That is, we characterize the group Gψ for a general sta-
bilizer state |ψ〉 ∈ (C2)⊗n. This characterization is sim-
plified by the following two observations. First, as men-
tioned above, every stabilizer state is LC equivalent to
a graph state [26]. Hence, we can restrict the considera-
tions to graph states. Second, any graph state is critical,
i.e. all single qubit reduced states are proportional to
the identity. For these states local invertible symmetries
result from local unitary ones [28]. Hence, it is sufficient
to characterize local unitary symmetries to determine the
whole local symmetry group in GL⊗n. Thus, the ques-
4tion we have to answer is: What is the form of UG for a
general graph state |G〉 ∈ (C2)⊗n?
Let us also mention here that the fact that there al-
ways exists only one critical state in an SLOCC–class
(up to LUs) and the fact that stabilizer states are crit-
ical imply that no pair of stabilizer states is SLOCC–
equivalent unless it is LU-equivalent [29]. Here SLOCC
denotes stochastic local operations assisted by classical
communication (LOCC). Mathematically speaking, two
states |ψ〉 and |φ〉 are SLOCC–equivalent, i.e. they be-
long to the same SLOCC class, iff there exists a local
invertible operator h = h1⊗. . .⊗hn such that |ψ〉 = h|φ〉.
The problem of LU–equivalence of stabilizer states has
been extensively studied in the literature [30–32]. Here,
we recall some results, which are needed subsequently.
Let us begin by recalling the definition of semi Clifford
operators.
Definition 2 (semi Clifford). An operator O ∈ U(2) is
called semi Clifford if there exists σ ∈ {X,Y, Z} such that
UσU† ∈ P1.
Hence, in contrast to Clifford operators, which leave
the whole Pauli group invariant, a semi Clifford operator
only maps at least one Pauli operator back to the Pauli
group. A local operator O = O1 ⊗ . . . ⊗ On ∈ U(2)⊗n
is called a local semi Clifford operator if Oj is a semi
Clifford operator for all j ∈ {1, . . . , n}. It is straightfor-
ward to show (see Appendix A) that U is a semi Clifford
operator iff it can be written as
U ∝ Ceiασ, (11)
where C ∈ C1, α ∈ R and σ ∈ {X,Y, Z}. Thus, up to
local Clifford operators a semi Clifford operator is diag-
onal [32], i.e. U = Ceiασ = CEeiαZE† where E ∈ C1 is
the Clifford operator mapping σ to Z. It was shown in
[32] that LU operators relating stabilizer states have to
be local semi Clifford operators as stated in the following
theorem.
Theorem 1 ([32]). Let |ψ〉 and |ψ′〉 be fully entangled,
LU–equivalent stabilizer states on n ≥ 3 qubits and let
U = U1 ⊗ . . . ⊗ Un ∈ U(2)⊗n be such that U |ψ〉 = |ψ′〉.
Then U is a local semi Clifford operator.
Let us also make the following simple observations re-
garding the local symmetries of a stabilizer state.
Observation 1. Let |ψ〉 be a stabilizer state and let P ∈
Pn be a symmetry, i.e. P ∈ Uψ. Then there exists a
λ ∈ {±1,±i} such that λP ∈ Sψ.
This can be easily seen by observing that P has to com-
mute with all elements of Sψ. In order to see this, sup-
pose that P |ψ〉 = α|ψ〉 with α ∈ C. If P does not com-
mute with all elements of Sψ there would exist a S ∈ Sψ
such that SP |ψ〉 = −PS|ψ〉 = −α|ψ〉 and SP |ψ〉 = α|ψ〉
which leads to a contradiction. As Sψ is a maximal set of
commuting Pauli operators we conclude that α−1P ∈ Sψ.
Observation 2. There exists no local symmetry of a
(fully entangled) stabilizer state which acts non–trivially
only on one qubit.
This observation can be easily proven by noting that
|ψ〉 = |0〉|ψ0〉+ |1〉|ψ1〉, where 〈ψ1|ψ0〉 = 0. Hence, U1 ⊗
1|ψ〉 ∝ |ψ〉 iff U1 is proportional to the identity.
III. SYMMETRIES OF STABILIZER STATES
Using Theorem 1 we first derive necessary conditions
on the local symmetries of an arbitrary stabilizer state.
More precisely, we show that any Uj being part of a sym-
metry of a stabilizer state has to be either an LC operator
of order 3, or of some other particular form. We will then
study these two cases separately and will derive necessary
conditions for the existence of these symmetries. As we
will see, unless the graph state contains a leaf, only dis-
crete symmetries exist. Note that this was already shown
in [23, 24]. Furthermore, we will show that all other sym-
metries can be derived by characterizing the local Clif-
ford symmetries of graph states, for which we present
necessary and sufficient, easily computable, conditions.
Finally, we will present an algorithm which determines
all symmetries of an arbitrary graph (stabilizer) state.
Let us start out by characterizing the local unitary
symmetries for an arbitrary graph state. As shown in the
following theorem, these symmetries can be constraint to
a very special form.
Theorem 2. Let |ψ〉 ∈ (C2)⊗n be a fully entangled sta-
bilizer state and let U ∈ Uψ be a local symmetry of |ψ〉.
Then
Uj ∝
{
Cj
σj1 exp
(
iαjσ
j
2
) (12)
with Cj ∈ C31 , αj ∈ R, σj1 ∈ {1, X, Y, Z} and σj2 ∈
{X,Y, Z} for all j ∈ {1, . . . , n}.
Hence, any unitary which could potentially occur as
a tensor factor of a local symmetry of a stabilizer state
must be either a local Clifford operator of order 3, or
of the form σj1 exp(iαjσ
j
2). Note that the latter form in-
cludes all other Clifford operators. To show Theorem 2
we make use of Theorem 1 which implies that any sym-
metry U ∈ UG has to be a local semi Clifford operator.
As UG forms a group, the same has to hold for U2. Us-
ing this it is straightforward to derive Theorem 2. For a
detailed proof we refer the reader to Appendix B.
In the subsequent sections we will derive necessary con-
ditions on the existence of those symmetries. To this end,
we will first consider graph states for which all U ∈ UG
are such that all Uj ∝ σj1 exp(iαjσj2). Let us denote this
set of graph states by
T ={|G〉|∀U ∈ UG, U = ⊗kUk, where Uk /∈ C31∀k} . (13)
5Note that T also contains all graph states with no addi-
tional symmetries (SG = UG). It will become clear later
on that the set of all graph states can be divided into
T and a set of graph states with LC symmetries of or-
der 3. The reason for that is that as soon as one of the
tensor factors Uj in a local symmetry U is a Clifford op-
erator of order 3, then all other Uk must also be elements
of C31 (see Lemma 1), i.e. the graph state has a local
symmetry in which every tensor factor is an LC of or-
der 3. Furthermore, combining this with Theorem 2 and
the group properties of the local symmetry group we find
that graph states not in T can only have LC symmetries.
While graph states in T can have LC symmetries as well
(however only of order 4), more general local symmetries
are possible for these states.
A. Symmetries for graph states in T
Let us first investigate under which conditions a graph
state |G〉 ∈ T can have additional symmetries. Recall
that for these graph states any U ∈ UG is such that
Uj ∝ σj1 exp(iαjσj2) for any j. Note that for a given graph
state |G〉 ∈ T there exists only one σj2 ∈ {X,Y, Z} for all
U ∈ UG with Uj ∝ σj1 exp(iαjσj2) and αj 6= pi/2 + kpi,
k ∈ Z. This is again a consequence of Theorem 2 and
the group properties of UG.
We will show that either the graph contains a leaf (up
to local complementation), or the phases αj can only take
values pim/2n for some m,n ∈ N (wlog we assume that
m < 2n). As we will see later on (Sec. VA) this state-
ment also follows from [33]. Let us first show that αj can
be different from pim/2n only if qubit j is a leaf (up to
local complementation), as stated in the following theo-
rem. Note that here and in the following we consider the
respective graph state up to permutations of the qubits.
Hence, if we consider a single qubit, we can choose qubit
1.
Theorem 3. Let |G〉 ∈ T be a graph state on n qubits
and let U ∈ UG with U1 ∝ σ11 exp(iα1σ12) be such that
α1 6= m1pi2n1 for any m1, n1 ∈ N. Then the vertex 1 is a
leaf up to local complementation.
Proof. Let U ∈ UG be such that U1 ∝ σ11 exp(iα1σ12)
and α1 6= m1pi2n1 for any m1, n1 ∈ N. Since |G〉 ∈ T also
Uj ∝ σj1 exp(iαjσj2) for j ∈ {2, . . . , n}. Note that for any
V ∈ UG it holds that SV ∈ UG for any S ∈ SG, and that
V 2, V † ∈ UG. We use these properties to construct out of
U a new local symmetry of |G〉 (or of a graph state that
is LC equivalent to |G〉). This symmetry acts nontrivial
only on qubit 1 unless vertex 1 is a leaf up to local com-
plementation. Due to Observation 2, we conclude that
vertex 1 is a leaf up to local complementation.
Wlog we have σj1 6= σj2 for all j ∈ {1, . . . , n}. Moreover,
if σ11 6∝ 1 we consider SU instead of U where S ∈ SG is
chosen such that S1 = σ11 . This is always possible as
we consider fully connected graphs. Furthermore, let us
show that it is sufficient to restrict ourselves to the case
where σ12 = Z. This follows from that fact that any other
σ12 can be transformed into Z via local complementation.
To be more precise, in case σ12 = X local complemen-
tation at any qubit in N1 followed by local complemen-
tation at qubit 1 leads to a new graph state for which
the symmetry corresponding to U satisfies σj2 = Z. In
case σ12 = Y this is achieved by local complementation
on qubit 1. The symmetry of the new graph is related
to U by conjugation with LC operators. Note that this
does not change the phases αj . Hence, wlog we consider
the case σ12 = Z [47].
Thus, it remains to show the following. If U1 = eiα1Z
with α1 6= m1pi2n1 for any m1, n1 ∈ N is a local tensor factor
of a unitary symmetry U of a graph state, then vertex 1
is a leaf (up to local complementation). To show this let
us consider the new local symmetry of this graph state
A = U2S(1)((U)
2)†S(1) ∈ UG, where S(1) ∈ SG is the
canonical generator corresponding to qubit 1. Observe
that for σk, σj ∈ {X,Y, Z} we have that (σkeiασj )2 = 1
if σk 6= σj and (σkeiασj )2 = ei2ασj if σk = σj . Thus,
the symmetry A satisfies supp(A) ⊆ N1 ∪ {1} and A1 =
e4iα1Z 6∝ 1 as α1 6= mpi/2n. Furthermore, Aj ∝ eiβjσj2
with βj = 0 if σ
j
2 = Z or σ
j
1 6∝ 1 and βj = 4αj if
σj2 ∈ {X,Y } and σj1 ∝ 1 for all j ∈ N1. Let B denote
the symmetry we obtain by multiplying A with S(j) and
squaring the result subsequently for every qubit j ∈ N1
with βj 6= 0 and σj2 = Y . Note that (S(j))1 = Z for all
j ∈ N1 and hence, B1 6∝ 1. Note further that supp(B) ⊆
N1∪{1} and that if Bj 6∝ 1 then σj2 = X must hold. For
any qubit j ∈ N1 which has a neighbour k ∈ Nj different
from qubit 1 and for which Bj is nontrivial, we multiply
B with S(k) and square the result. Since k 6= 1 we have
(S(k))1 = 1 or Z. Let B′ be the symmetry obtained in
this process. By construction (B′)1 6∝ 1 and (B′)j ∝ 1
∀j : Nj\{1} 6= ∅. Due to Observation 2 we conclude that
there has to exist at least one qubit j ∈ N1 such that
Nj = {1}. Hence performing local complementation at
qubit 1 followed by a qubit j with Nj = {1} turns qubit
1 into a leaf, which implies the assertion.
Applying the reasoning of this proof to a vertex j which
is not a leaf (under local complementation) we can derive
bounds on nj where αj = mjpi/2nj , as shown in the
following.
Corollary 3.1. Let |G〉 ∈ T be a graph state on n qubits
and let U ∈ UG be such that U1 ∝ σ11 exp(iα1σ12). Then,
if vertex 1 is not a leaf under local complementation it
holds that α1 = m1pi/2n1 with m1, n1 ∈ N and n1 ≤
|N1| + 2 if σ12 ∈ {Z, Y } and n1 ≤ minj∈N1 |Nj | + 2 if
σ12 = X (for |m1| < 2n1 .
Proof. If vertex 1 is not a leaf under local complementa-
tion then by Theorem 3 we have U1 ∝ σ11 exp(iα1σ12) with
α1 = mpi/2
n1 andm1, n1 ∈ N. Let us again construct the
symmetry B′ from the proof to Theorem 3 for vertex 1.
Since vertex 1 is not a leaf under local complementation
6we have that (B′)j ∝ 1 for all j 6= 1. Using again Ob-
servation 2 we conclude that (B′)1 ∝ 1. Counting the
number of times we had to square U1 (and U
†
1 ) in the
worst case to get B′ leads to the stated bounds.
Theorem 3 shows that symmetries with phases α 6=
mpi/2n can only exist in case the graph possesses (up to
local complementation) a leaf. In this case, the phase
can indeed be arbitrary, as stated in the following obser-
vation.
Observation 3. Let |G〉 be a graph state on n ≥ 3 qubits.
Let qubit 1 and 2 be a leaf parent pair. Then
U = eiαX ⊗ e−iαZ ⊗ 1 α ∈ R (14)
is in UG. Moreover, there exists no other unitary sym-
metry of the form U1 ⊗ U2 ⊗ 1 ∈ UG.
Whereas this result has already been derived in several
other works (see [23, 24]) we present a different proof in
Appendix D. If qubit 1 and 2 are a leaf parent pair only
up to local complementation it was shown in [27] that the
only possible structures are twin vertices or connected
twins. It is easy to see that if the qubits are twin vertices
then U = eiαX ⊗ e−iαX ⊗ 1, if they are connected twins
U = eiαY ⊗e−iαY ⊗1, which are of course LC equivalent.
We call the unitary symmetry group resulting from
the existence of leaf in the following leaf symmetry and
denote the group generated by all leaf symmetries of a
graph by LG. Let us now investigate those symmetries
which do not stem from a leaf–symmetry. To this end we
consider the factor group UG/LG. Note that this is possi-
ble as LG is a normal subgroup of UG. For a subgroup to
be normal it has to be invariant under conjugation by all
group elements (UG). For LG this property can be shown
as follows. For any leaf parent pair (j, k) the subgroup
L
(j,k)
G = {exp(iαXj)⊗ exp(−iαZk)|α ∈ R} generated by
the respective leaf symmetry is normal. This holds as the
conjugation of any element of L(j,k)G by a U ∈ UG does
not change the support of the respective element. Thus,
according to Observation 3, the resulting symmetry has
to come from the leaf symmetry corresponding to the leaf
parent pair (j, k) and thus is again an element of L(j,k)G .
Since the group generated by the union of normal sub-
groups is again a normal subgroup, we conclude that LG
is a normal subgroup of UG. Let us now show that any
symmetry is, up to leaf symmetries, of the form as given
in Theorem 3 as stated in the following corollary.
Corollary 3.2. Let |G〉 ∈ T be a graph state on n qubits
with U ∈ UG and U 6∈ SG. Then for every element
W ∈ UG/LG there exists an element V ∈ W with Vj =
σj1 exp(iαjσ
j
2) such that αj = mjpi/2
nj with mj , nj ∈ N.
Proof. Choose an element A ∈ W . Suppose that A1 =
σ11 exp(iα1σ
1
2) with α1 6= m1pi/2n1 for m1, n1 ∈ N [48].
Then, by Theorem 3 we know that vertex 1 is a leaf up to
local complementation. Using the same arguments as in
the proof of Theorem 3 we can assume wlog that σ12 = Z
[49]. LetM1 = {j ∈ N1|Nj = {1}} be the set of all leaves
connected to 1. For every leaf j ∈M1 the corresponding
graph state has the symmetry exp(iαZ1)⊗ exp(−iαXj),
α ∈ R (Observation 3). Combining this with the fact
that any symmetry of a graph state has to be of the form
stated in Theorem 2 and the group properties of UG we
conclude that for all Aj with j ∈M1 we have that σj2 = X
unless αj = pi/2 + kpi, k ∈ Z. Let M ′1 denote the set of
j ∈ M1 for which αj 6= pi/2 + kpi. Then for every pair
(1, j) where j ∈ M ′1 multiply A with the corresponding
leaf symmetry exp(iα1Z1)⊗ exp(−iαjXj) from the right
obtaining
A′ ∝ Rei(α1+
∑
j∈M′1
αj)Z ⊗ 1j∈Pl ⊗ . . . (15)
where R ∈ Pn contains all Pauli operators appearing in
all tensor factors and the other local tensor factors are
the same as in A (except for multiplication by R). By
construction we have that A′ ∈W . Computing again the
symmetry B′ as in the proof of Theorem 3 starting from
A′ with respect to vertex 1 we obtain that
B′ ∝ ei2
N (α1+
∑
j∈P ′1
αj)Z ⊗ 1 (16)
where N ∈ N is the number of times we squared A′
during this process. By Observation 2 we know that
α1 +
∑
j∈P ′1
αj =
2pik
2N
k ∈ Z (17)
has to hold. Repeating this argument for all j 6∈ N1 ∪
{1} with αj 6= mjpi/2nj we obtain a representative V ∈
W with the desired properties.
Due to Corollary 3.2 and Observation 3 we have that
any stabilizer state, which is LC equivalent to a graph
state in T , possesses a continuous symmetry group and,
hence, non–unitary regular local symmetries [28], iff the
corresponding graph state contains a leaf. Combining
this with the fact that any graph state not in T can have
only LC symmetries this statement holds true for arbi-
trary stabilizer states.
Theorem 3 together with Corollary 3.2 characterizes
the form of all symmetries which are non–Clifford, again
for arbitrary graph states since if |G〉 6∈ T it can only have
LC symmetries (see Lemma 1 below). We will show now
that such a symmetry can only exist in case there exists
a (non–trivial) Clifford symmetry of order 4. In the sub-
sequent section will then derive necessary and sufficient
conditions for all Clifford symmetries.
Corollary 3.3. Let |G〉 ∈ T be a graph state on n qubits
with SG ( UG. Then |G〉 has a local Clifford symmetry
of order 4. Moreover, for any W ∈ UG/LG, which does
not correspond to an element of SG, there exists l ∈ N,
S ∈ SG and V ∈ W such that (SV )l ∈ UG is an LC
symmetry of order 4 and (SV )l 6∈ 〈SG ∪ LG〉.
7Proof. Since |G〉 ∈ T and SG ( UG we know from Theo-
rem 3 that G either contains a leaf (up to local comple-
mentation) or there exists a U ∈ UG, U 6∈ SG such that
Uj ∝ σj1 exp(iαjσj2) with αj = mjpi/2nj , mj , nj ∈ N for
all j ∈ {1, . . . , n}. Let us first consider the case where
G does not contain a leaf and enumerate the qubits wlog
such that n1 ≥ n2 ≥ . . . ≥ nn. Since U 6∈ SG we know
that n1 ≥ 2. If σ11 6∝ 1 we multiply U with a suitable
S ∈ SG such that (SU)1 ∝ exp(iα1σ12). By squaring the
resulting symmetry n1−2 times we obtain a new symme-
try U ′ = (SU)l with l = 2n1−2. By construction U ′ ∈ Cn,
(U ′)2 6∝ 1 and (U ′)4 = 1. Hence, U ′ is an LC symmetry
of order 4 for |G〉.
If G contains one or more leafs (up to local com-
plementation), then for every leaf l with parent p we
know by Observation 3 that in particular exp(ipi/4Xl)⊗
exp(−ipi/4Zp) is a symmetry of |G〉. Thus, |G〉 has an
LC symmetry of order 4.
In order to prove the last statement in Corollary 3.3
let us suppose there exists a W ∈ UG/LG which does not
correspond to an element of SG, i.e. |G〉 has more non-
trivial symmetries than what is generated by leaf sym-
metries and its stabilizer. We consider again the repre-
sentative V from the proof to Corollary 3.2. Applying
the same reasoning to V as above to the symmetry U ,
we obtain a symmetry V ′ which again is an LC of order
4 for |G〉. Considering the construction of V (and V ′) it
is easy to see that V ′ 6∈ 〈SG ∪ LG〉.
Corollary 3.3 implies that any local, non Clifford sym-
metry for a graph state |G〉 ∈ T up to multiplication with
leaf symmetries and an element of the stabilizer is a root
of an LC symmetry of order 4. Since graph states not in
T only allow for LC symmetries (Lemma 1) we conclude
that this statement holds for all graph states.
B. Clifford symmetries
In this section we first show that it is reasonable to
separate graph states in T from those which are not in
T . The reason for that is that the latter only admit LC
symmetries. In combination with Corollary 3.3, we have
that in order to identify all graph states with additional
symmetries it is sufficient to characterize those with LC
symmetries. We then present necessary and sufficient
conditions on the adjacency matrix of the corresponding
graph to identify these symmetries.
Recall that any graph state not in T has a symmetry
U ∈ UG such that Uj ∈ C31 for at least one j ∈ {1, . . . , n}.
In the following lemma we show that such graph states
can only have LC symmetries.
Lemma 1. Let |G〉 be a graph state on n qubits and let
U ∈ UG be such that U1 ∈ C31 . Then Uj ∈ C31 for all
j ∈ {1, . . . , n}. Moreover, any other symmetry of the
graph state is a local Clifford operator, i.e. UG ⊆ Cn.
A proof for this lemma is provided in Appendix C. This
lemma implies that any graph state not in T only allows
for LC symmetries. Furthermore, there is no mixing be-
tween LC factors of order 3 and order 4 within a single
symmetry. Note however that there are graph states for
which an LC symmetry of order 3 is a product of two
different LC symmetries of order 4 (graph a) in Fig. 3).
According to Corollary 3.3 any graph state in T with
an additional symmetry (SG ( UG) also has an LC sym-
metry of order 4. Combining this with Lemma 1 we see
that in order to find all graphs with additional symme-
tries we have to identify which graph states admit LC
symmetries of order 3 and 4. Let us now derive neces-
sary and sufficient conditions for the existence of these
symmetries. As we will see, they lead to different condi-
tions on the adjacency matrix of the graph depending on
whether the graph state possesses symmetries of order 3
or 4. In [34] the following theorem, which is crucial for
the characterization of LC symmetries, has been shown.
Theorem 4 ([34]). Two graph states |G〉 and |G′〉 on
n qubits defined by adjacency matrices θ and θ′ are re-
lated via a local Clifford operation iff there exist diagonal
binary matrices A,B,C,D ∈Mn×n satisfying
AD +BC = 1 (18)
such that
0 = θ′Cθ +Aθ + θ′D +B. (19)
All computations are carried out over Z2. To show this
theorem the authors make use of the fact that the sta-
bilizer formalism has a representation in terms of binary
matrices [6, 26]. In this representation a Pauli operator
p ∈ P1 corresponds to the following 2×1 matrices, which
we denote by b(p),
b(1) =
(
0
0
)
, b(X) =
(
0
1
)
,
b(Y ) =
(
1
1
)
, b(Z) =
(
1
0
)
.
(20)
Analogously an element p ∈ Pn is represented by a 2n×1
matrix b(p) which is defined as follows
b(p)i,1 = b(pi)1,1 (21)
b(p)i+n,1 = b(pi)2,1, (22)
for i ∈ {1, . . . , n}. Note that this representation does not
contain information about additional phases. Further-
more, in this representation a graph state can be asso-
ciated to a 2n× 2n matrix where the columns represent
a set of generators for its stabilizer. Using the canoni-
cal set of generators this matrix is (θ,1) where θ is the
adjacency matrix of the corresponding graph.
In this representation the action of a local Clifford op-
erator on a graph state corresponds to the multiplication
8of (θ,1) (from the left) with a 2n× 2n matrix
Q =
(
A B
C D
)
, (23)
where A,B,C,D are n× n diagonal matrices. The Clif-
ford operation applied to qubit j is given by the subma-
trix Qj = ((Ajj , Bjj), (Cjj , Djj)) and, as it is invertible,
it has to satisfy det Qj = 1. As mentioned before, phases
are not represented in this picture, that is e.g. X and
ZXZ = −X have the same representation. This implies
that Clifford operators which are related to each other
via local Pauli operators are mapped to the same matrix
Q. As |C1\P1| = 6, a single qubit Clifford operator is
mapped to one out of 6 different matrices Q by this rep-
resentation. Table I shows the matrix Q together with a
representative of the corresponding equivalence class in
C1\P1.
b(C)
(
1 0
0 1
) (
1 1
0 1
) (
0 1
1 0
) (
1 0
1 1
) (
0 1
1 1
) (
1 1
1 0
)
C 1 e
ipi
4
Z ei
pi
4
Y ei
pi
4
X ei
pi
4
Zei
pi
4
Y ei
pi
4
Xei
pi
4
Y
TABLE I: Local Clifford operations of order 3 (last two) and
4 in the binary and standard representation.
We utilize now Theorem 4 together with the binary
representation explained above to determine the LC sym-
metries of an arbitrary graph state. For our purpose we
consider θ = θ′. As we will see, solving Eq. (19) leads
to two possible cases. The first characterizes all LC sym-
metries of order 3 and the second characterizes LC sym-
metries of order 4, as stated in the subsequent theorems.
As explained above, the binary representation of the
stabilizer does not allow to determine local Pauli opera-
tors (as they only change the sign of elements of the sta-
bilizer under conjugation). However, note that for any U
with U |G〉 ∝ P |G〉 it holds that Z~kU |G〉 ∝ |G〉, where ~k
is such that P |G〉 ∝ Z~k|G〉 [5]. Thus, to determine the
local symmetry including local Pauli operators we choose
a representative of U found as explained below and check
whether Z~kU is a symmetry for some ~k. Note that for
any U there exists a unique ~k such that Z~kU ∈ UG. Oth-
erwise there would exist an element of SG that is just a
tensor product of Z operators and 1 (which is not pos-
sible as can be easily verified considering the canonical
generators). Let us now state the theorem which identi-
fies graph states with LC symmetries of order 3.
Theorem 5. Let |G〉 be a graph state on n qubits and
let θ be the adjacency matrix of the corresponding graph.
Then, there exists some U ∈ UG with Uj ∈ C31 (for some
j ∈ {1, . . . , n}) iff there exists d ≤ n and an ordering of
the vertices such that
θ2 =
(
θ00 + 1 0
0 θ11 + 1
)
, (24)
where θ = ((θ00, θ01), (θ10, θ11)), θ00 ∈ Md×d, and
θ11 ∈ M(n−d)×(n−d). Furthermore, the solutions to Eq.
(24) correspond uniquely to LC symmetries of order 3
of |G〉 (up to multiplication (from left and right) by
elements of the stabilizer). More precisely, given an
ordering for which a solution exists, the symmetry is
given by V ⊗d ⊗W⊗n−d, where V = e±ipi/4Xe±ipi/4Y and
W = e±ipi/4Ze±ipi/4Y , for some choice of signs of the
phases (independently on each qubit). Moreover, it holds
that (−1)k1Y ⊗n, (−1)k2X⊗d ⊗ Z⊗n−d ∈ SG for some
k1, k2 ∈ {0, 1} and that d 6= 0, n.
According to Theorem 5 any LC symmetry of order
3 of a graph state has to be a product of square roots
of two elements of the stabilizer (up to local Pauli op-
erators), which up to permutations of the qubits are of
the form Y ⊗n, X⊗d ⊗ Z⊗n−d. Note that, as mentioned
before, using the binary representation of the stabilizer
state, the symmetries can only be determined up to local
Pauli operators. However, as stated in the theorem, these
Pauli operators do not need to be computed, as it can be
shown that their effect can be compensated by choosing
the phases properly. More precisely, it can be shown that
if PV ⊗d⊗W⊗n−d ∈ UG, then, there exists an assignment
of the phases in the exponent of the LC operations of or-
der 3, such that the resulting LC operator of order 3 is
a symmetry with no additional Pauli operator (see proof
of Theorem 5). Hence, the local Pauli operators are not
required in this case. Before proving this theorem, let
us state the necessary and sufficient conditions for the
existence of a LC symmetry of order 4.
Theorem 6. Let |G〉 be a graph state on n qubits and
let θ be the adjacency matrix of the corresponding graph.
Then, there exists U ∈ UG such that U ∈ Cn, U 6∈ SG
and U4 = 1 iff there exists d ≤ n and an ordering of the
vertices such that
(θ00 +X)
2 = 0 (25)
(θ00 +X)θ01 = 0 (26)
θT01θ01 + Y = 0, (27)
where X and Y are diagonal matrices with Xii =∑
j≤d θij, Yii =
∑
j≤d θi+d,j, θ = ((θ00, θ01), (θ10, θ11)),
θ00 ∈ Md×d and θ11 ∈ M(n−d)×(n−d). Furthermore, the
solutions to Eq. (25) to (27) correspond uniquely to a
symmetry U (up to local Pauli operators). Moreover,
if
⊗
j e
ipi/4σj ⊗ 1 is an LC symmetry of |G〉 (up to lo-
cal Pauli operators) then (−1)k⊗j σj ∈ SG for some
k ∈ {0, 1}.
We use Theorem 4 to prove Theorem 5 and 6 [50]. As
we will see, we have to consider two cases, where one
corresponds to the proof of Theorem 5 and the other to
the proof of Theorem 6. Using θ = θ′ in Eq. (19) leads
to
0 = θCθ +Aθ + θD +B. (28)
9As θ is symmetric we also have
0 = θCθ + θA+Dθ +B. (29)
Adding both equations (modulo 2) leads to
[θ,A+D] = 0. (30)
As θ corresponds to a connected graph, i.e. in each col-
umn and each row there exists at least one non–vanishing
entry, the last equation is fulfilled iff A + D = 0,1. We
treat case (i), where A = D + 1, which corresponds to
LC of order 3 (Theorem 5) and case (ii), where A = D,
which corresponds to LC of order 4 (Theorem 6), sepa-
rately (see also Table I).
Proof to Theorem 5. Let us first consider case (i), i.e.
A = D+1. Inserting this in Eq. (18) leads to BC = 1 or
equivalently to B = C = 1. Hence, the Clifford operator
(of order 3) applied to |G〉 is of the form
Q =
(
A 1
1 A+ 1
)
. (31)
As can be easily seen (see Table I), this implies that there
exists an LC of order 3 iff all parts of the symmetry are
LCs of order 3. This provides an alternative proof to the
fact that LC symmetries, which contain factors of order
3, have a Clifford operator of order 3 on every qubit (see
Lemma 1). Using these findings in Eq. (28) we get
0 = θ2 +Aθ + θA+ θ + 1. (32)
Choosing now an ordering of the vertices in the graph
such that A = ((1d×d, 0), (0, 0)) we find
0 =
(
θ00 θ01
θT01 θ11
)2
+
(
θ00 θ01
0 0
)
+
(
θ00 0
θT01 0
)
+
(
θ00 θ01
θT01 θ11
)
+ 1.
(33)
As the computation is modulo 2, we obtain the neces-
sary and sufficient condition stated in Theorem 5. Up
to local Pauli operators the operator V ⊗d⊗W⊗n−d with
V = eipi/4Xeipi/4Y and W = eipi/4Zeipi/4Y is the operator
corresponding to Q (see Table I). As mentioned above,
for any U such that U |G〉 ∝ P |G〉 the Pauli operator P
is unique up to multiplication with elements of the stabi-
lizer. Thus, we conclude that Q uniquely corresponds to
an LC symmetry of order 3 up to multiplication with ele-
ments of the stabilizer. Next we show that there exists a
choice for the signs in the exponent of the symmetry such
that P can be chosen to be the identity. Let P (V ⊗d ⊗
W⊗n−d) ∈ UG. Every local factor of this symmetry is of
the form Pj exp(i(−1)kj1pi/4σj1) exp(i(−1)k
2
jpi/4σj2), k
j
1 =
kj2 = 0 for all j. Using that exp(ipi/4σ) = iσ exp(−ipi/4σ)
for σ ∈ {X,Y, Z} it is clear that by choosing appropriate
values for the variables kj1 and k
j
2 one can obtain the ad-
ditional factor Pj . Using this for every qubit the claim
follows.
Next we show that Y ⊗n, X⊗d ⊗ Z⊗n−d ∈ SG. Ob-
serve that the only operators in Eq. (32) with nonzero
entries on the diagonal are 1 and θ2. Thus, for every
qubit j it has to hold that
∑
k θjkθjk =
∑
k θjk = 1
which is equivalent to the statement that every qubit has
an odd number of neighbours. Thus, the product of all
canonical generators yields
∏
j S(j) ∝ Y ⊗n and conse-
quently (−1)k1Y ⊗n ∈ SG for some k1 ∈ {0, 1}. To show
that X⊗d ⊗Z⊗n−d ∈ SG let us write the operator corre-
sponding to the symmetry Q as PC1C2 where P ∈ Pn,
C1 = (e
ipi/4X)⊗d ⊗ (eipi/4Z)⊗(n−d) and C2 = (eipi/4Y )⊗n.
Here, P is chosen such that the sign of the exponent
of all tensor factors is positive. Since (−1)k1Y ⊗n ∈
SG and [Y ⊗n, C2] = 0 also (−1)k1PC1Y ⊗nC2 ∈ UG
and PC1Y ⊗nC2(PC1C2)†Y ⊗n = PC1Y ⊗nC
†
1P
†Y ⊗n =
±C21 ∈ UG where the last equation holds as ±C21 ∈ Pn.
Thus, ±C21 |G〉 = |G〉. Due to Observation 1 we have
that C21 ∈ SG. Using the canonical generators we
find that ±C21 = (−1)k2X⊗dZ⊗(n−d) =
∏
j≤d S(j) for
k2 ∈ {0, 1} has to hold. Thus, we have shown that
(−1)k2X⊗d ⊗ Z⊗n−d ∈ SG.
Finally, it remains to show that we can only find so-
lutions for d 6= 0, n. If d = 0 then (−1)k2Z⊗n ∈ SG
which is not possible as the canonical generators are of
the form S(j) = Xj ⊗
⊗
k∈Nj Zj . Similarly, if d = n
then (−1)k2X⊗n ∈ SG and (−1)k1Y ⊗n ∈ SG and thus
again (−1)k1+k2(i)nZ⊗n ∈ SG. Thus, we conclude that
d 6= 0, n.
Let us now consider the remaining case (case(ii)) to
prove Theorem 6.
Proof to Theorem 6. Using A + D = 0 and that A and
D are diagonal matrices in Eq. (18) gives A2 + BC =
A+BC = 1 and, thus, the form of the Clifford operator
applied to G is
Q =
(
BC + 1 B
C BC + 1
)
. (34)
From Table I we see that all these symmetries correspond
to LCs of order 4 (up to multiplication by local Pauli
operators). Using these findings in Eq. (28) we get
0 = θCθ +BCθ + θBC +B. (35)
The only two summands with non-vanishing diagonal are
B and θCθ and thus we find Bii =
∑
j θijCjj . Choosing
an ordering such that C = ((1, 0), (0, 0)) we find
0 =
(
θ200 θ00θ01
θT01θ00 θ
T
01θ01
)
+
(
X 0
0 0
)(
θ00 θ01
θT01 θ11
)
+
(
θ00 θ01
θT01 θ11
)(
X 0
0 0
)
+
(
X 0
0 Y
)
,
(36)
where we defined B = ((X, 0), (0, Y )) according to the
ordering defined by choosing C = ((1, 0), (0, 0)). It is
straightforward to see that the equations above are equiv-
alent to the ones given in Theorem 6. As mentioned
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above, for any U such that U |G〉 ∝ P |G〉 the Pauli op-
erator P is unique up to multiplication with elements of
the stabilizer. Thus, we conclude that Q uniquely corre-
sponds to an LC symmetry of order 4 up to multiplication
with elements of the stabilizer.
It remains to show that if
⊗
j e
ipi/4σj ⊗ 1 is the sym-
metry corresponding to Q (up to local Pauli opera-
tors) then (−1)k⊗j σj ∈ SG for some k ∈ {0, 1}. To
see this consider an ordering of the vertices such that
C = diag(1,1, 0, 0) and B = diag(0,1,1, 0). We denote
by D1, D2, D3 and D4 the set of qubits corresponding to
the respective blocks. Note that some of these sets may
be empty. Furthermore let us denote the corresponding
blocks of θ by tjk where j, k ∈ {0, 1, 2, 3} and note that
tTjk = tkj as θ is symmetric. Using this block structure
in Eq. (35), the equations on the diagonal read
t200 + t01t10 = 0 (37)
1+ t10t01 + t
2
11 = 0 (38)
1+ t20t02 + t21t12 = 0 (39)
t30t03 + t31t13 = 0. (40)
Note that for any qubit j ∈ D1, the corresponding oper-
ator in the symmetry is σj = X, for j ∈ D2 it is σj = Y ,
for j ∈ D3 it is σj = Z and for j ∈ D4 the symmetry
acts trivial.
Let us consider Eq. (37). The matrix element (t200)jj
is nonzero if qubit j has an odd number of neighbours
in D1. The term t01t10 has a nonzero entry on the di-
agonal if the corresponding qubit j has an odd number
of neighbours in D2. Thus, for Eq. (37) to hold ev-
ery qubit j with σj = X has to have an even number
of neighbours in D1 and D2 (summed up). Analyzing
the other equations in the same way we find that Eq.
(38) implies that every qubit j with σj = Y has to have
an odd number of neighbours in D1 and D2, Eq. (39)
implies that every qubit j with σj = Z has to have an
odd number of neighbours in D1 and D2 and Eq. (40)
implies that every qubit j on which the symmetry acts
trivial has to have an even number of neighbours in D1
and D2. Let us now consider the product of the canoni-
cal generators
∏
j∈D1∪D2 S(j) corresponding to the qubits
in D1 and D2. As S(j) = Xj
⊗
k∈Nj Zk the number of
Z operators acting on qubit j in this product is deter-
mined by the number of neighbours of qubit j in D1 and
D2. Combining this with the considerations from above
we conclude that
∏
j∈D1∪D2 S(j) = (−1)k
⊗
j σj ⊗ 1 for
some k ∈ {0, 1} and thus (−1)k⊗j σj ⊗ 1 ∈ SG.
Let us summarize the results of the previous sections
(see also Figure 1). Any local unitary symmetry of a
graph state |G〉 has to be of the form specified in Theorem
2. Combining this with Lemma 1 we find that there are
two types of graph states, those which do not have LC
symmetries of order 3, forming the set T (Eq. (13)), and
those which do have LC symmetries of order 3 (¬T ).
The set T contains all graph states with no additonal
symmetries, i.e. with UG = SG. Furthermore, graph
states in T can have additional continuous symmetries
iff the corresponding graph has a leaf up to local com-
plementation (Theorem 3, Observation 3, Corollary 3.2).
Note that this continuous symmetry also includes some
Clifford symmetries. Up to multiplication by leaf sym-
metries any other local symmetry of a graph state in T
which is not an element of the stabilizer is (up to multi-
plication by elements of SG) a 2kth root of an LC sym-
metry of order 4 of the state up to local Pauli operators
(Theorem 3, Corollary 3.2 and Corollary 3.3). Corollary
3.1 shows that there can be only finitely many of these
additional symmetries for any graph state. Their form is
characterized by Theorem 3.
Any graph state in ¬T has an LC symmetry of order 3.
According to Lemma 1 any graph state with this prop-
erty can only have LC symmetries. Combing this with
the fact that for any symmetry of a graph state in T there
exists an LC symmetry of order 4 of the corresponding
graph (Corollary 3.3) we conclude that in order to find all
graph states with additional symmetries we have to find
those which admit nontrivial LC symmetries. In Theo-
rem 5 and 6 we present sets of equations for the adjacency
matrix of a graph to find all LC symmetries of order 3
and 4 (up to local Pauli operators) of the corresponding
graph state. Let us remark that it is possible that for
some specific graph states an LC symmetry of order 3 is
a product of two LC symmetries of order 4 of the same
graph. Furthermore, Theorem 5 and 6 show that in order
to find all LC symmetries of a graph state it is sufficient
to check square roots of elements of the stabilizer up to
signs (or products of them in the case of LC symmetries
of order 3). In case of LC symmetries of order 3 there
exists a choice of the signs in the exponent such that
no additional Pauli operators are needed. In case of LC
symmetries of order 4 additional Pauli operators have to
be taken into account.
The results presented here lead to an algorithm to
find all local (unitary) symmetries of a graph state. We
present this algorithm in Sec. IIID.
C. Non–unitary symmetries
First note that there only exist symmetries in GL iff
there is a (at least) 1–parameter family of local unitary
symmetries, as shown in [28]. As shown above, this is
only the case if the graph contains a leaf up to local
complementation. In case vertex l is a leaf and vertex
p is its parent the local symmetries in GL are given by
exp(iαZp)⊗exp(−iαXl)⊗1 with α ∈ C. The symmetries
for twin vertices and connected twins follow analogously.
Let us stress here that not only invertible local sym-
metries play a role in the study of separable maps trans-
forming one state into the other. In fact, one also needs
to consider local projectors, which annihilate the initial
state [25, 35]. In the following we present a general recipe
to construct some of these projectors for stabilizer states.
Lemma 2. Let |ψ〉 be a stabilizer state and let S ∈ SG
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general form of symmetries (Theorem 2)
Uj ∝
{
Cj
σj1 exp
(
iαjσ
j
2
)
{|G〉}
|G〉 ∈ ¬T (Eq. 13)|G〉 ∈ T (Eq. 13)
discrete
symmetries
αj =
mjpi
2
nj
(Theorem
3, Corollary
3.2)
continuous
symmetry:
leaf
(Corollary
3.2, Obser-
vation 3)
→ GL
symmetries
|G〉 with
UG ⊆ Cn
(Lemma 1)
|G〉 with
UG 6⊆ Cn
excluded
(Lemma 1)
LC symmetries (Theorem 5 and Theorem 6)
Corollary 3.3
FIG. 1: Summary of the main steps of the characterization of
the local invertible symmetry group UG for arbitrary graph
states. Red boxes denote sets of graph states and blue boxes
contain results on the local symmetries of these states.
with S = S1 ⊗ S2 ⊗ . . . ⊗ Sk ⊗ 1 and Sj 6∝ 1 for all
j ∈ {1, . . . k} be an element of the stabilizer. Then, for
QfS =
k⊗
j=1
(1+ (−1)f(j)Sj) (41)
it holds that
QfS |G〉 = 0 (42)
for all f : {1, . . . , k} → {0, 1} such that∑kj=1 f(j) is odd.
Proof. Let f be an arbitrary function f : {1, . . . , k} →
{0, 1} with∑kj=1 f(j) odd. First observe that⊗kj=1(1+
(−1)f(j)Sj) ∝ U |f(1), . . . , f(k)〉〈f(1), . . . , f(k)|U† where
U =
⊗
j Uj is such that Sj = Uj(|0〉〈0|− |1〉〈1|)U†j for all
j ∈ {1, . . . , k}. To show the claim it is sufficient to show
that U |f(1), . . . , f(n)〉 for f chosen as above is in the
kernel of ρ = |G〉〈G|. We use that ρ ∝∏ni=1(1+gi) where{gi}ni=1 is a set of generators for SG. We choose this set
such that g1 = S. As the operators 1+ gi commute, we
find that the kernel of ρ is given by span{ker(1 + gi)}i.
Observe that ker(1 + g1) = span[{U |f(1), . . . , f(k)〉|f :
{1, . . . , k} → {0, 1},∑kj=1 f(j) odd}]. This shows the
claim.
D. Algorithm to determine all symmetries of a
graph state
We present here an algorithm to find all local (unitary)
symmetries of a graph state (see also Figure 2). Recall
that the only non unitary, invertible symmetries stem
from a complexification of leaf symmetries.
Let |G〉 be a graph state and let θ be the corresponding
adjacency matrix. The first step of the algorithm is to
determine all LC symmetries of |G〉 (step (1) in Figure
2). Use Theorem 5 and 6 to determine the symmetries up
to local Pauli operators. Recall that for any P ∈ Pn we
have that P |G〉 ∝ Z~k|G〉. Thus, to determine the exact
expression for an LC symmetry U(j), i.e. to determine the
additional Pauli operators, find the vector ~k(j) such that
Z
~k(j)U(j)|G〉 ∝ |G〉 by going through all possibilities. All
LC symmetries of the graph are then given by the group
ULC =
〈
{Z~k(j)U(j)} ∪ SG
〉
.
If ULC contains an LC of order 3 then we know by
Lemma 1 that |G〉 only has LC symmetries and thus
UG = ULC (step (2) in Figure 2). In case the graph state
does not possess an LC symmetry of order 3, i.e. |G〉 ∈ T ,
we again distinguish two cases (step (3) in Figure 2).
If |G〉 does not have an LC symmetry of order 4 then
Corollary 3.3 implies that UG = SG and the state does
not have any additional symmetries. In case the state
has LC symmetries of order 4, check if all of these LC
symmetries are generated by leaf symmetries (step (4) in
Algorithm 2). To do so, find all leafs, parents, twins and
connected twins of the graph using the adjacency matrix
θ [51]. If all LC symmetries of the graph stem from leaf
symmetries then the graph has no other additional sym-
metries except for the leaf symmetries (Corollary 3.3).
Conversely, if not all LC symmetries of order 4 of the
state |G〉 stem from leaf symmetries, the state can have
additional non–LC symmetries (step (5) in Figure 2).
These are of the form σj1 exp(iαjσ
j
2) with αj = mjpi/2
nj
for mj , nj ∈ N and wlog |mj | ≤ 2nj (Corollary 3.3). To
determine those symmetries we determine for the equiv-
alence class W ∈ UG/LG of each of those symmetries the
representative V ∈W constructed in the proof of Corol-
lary 3.2. This representative V with Vj ∝ σj1 exp(iαjσj2)
for all j ∈ {1, . . . , n} has several important proper-
ties. For all qubits j we have that αj = mjpi/2nj for
mj , nj ∈ N and wlog |mj | ≤ 2nj . By Corollary 3.1 for
any qubit j not equivalent to a leaf under local comple-
mentation the number of possible values for nj and thus
for mj is finite. Furthermore, it follows from the consid-
erations in the proof of Corollary 3.2 that even if qubit
j is a leaf under local complementation, for this specific
representative V the variable nj also satisfies the bounds
specified in Corollary 3.1.
Thus, in order to find the representative V of any
equivalence class W , we only have to check a finite num-
ber of possible configurations. A systematic way to go
through all possibilities is the following. Let us define the
set K ⊆ {1, . . . , n} such that for every group of leafs and
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Algortihm to determine all local
unitary symmetries of graph states
(1)
determine
all LC
symmetries
(2) LC
symmetry
of order 3
found?
UG ⊂ Cn
(3) LC
symmetry
of order 4
found?
SG = UG
(4) all LC
symme-
tries from
leaves?
UG =
〈SG ∪ LG〉
(5) check
for possible
non-LC
symmetries
yes
no
no
yes
yes
no
FIG. 2: Algortihm to determine all local unitary symmetries
of graph states. The details of how to determine the symme-
tries in step (5) are provided in the main text. Any symmetry
of this type has to be a 2m–th root of an LC symmetry of order
4 (up to multiplication by an element of SG).
parent (under local complementation) the set K contains
exactly one of these qubits. Furthermore K contains all
qubits that do not correspond to a leaf under local com-
plementation. Recall that due to |G〉 ∈ T we have that
for any qubit j there can only exist one operator σj2 such
that Uj ∝ σj1 exp(iαjσj2) is a tensor factor of a symmetry
(see Sec. III). Furthermore, as we have already deter-
mined the LC symmetries of |G〉 some of the operators
σj2 are already fixed. Thus, any representative V can be
written as
V = Z
~k
⊗
j∈K
eiαjσ
j
2 (43)
where σj2 ∈ {X,Y, Z} and for some j these operators are
fixed by an LC symmetry of |G〉 and αj = mjpi/2nj with
mj , nj ∈ N for all j ∈ K. Furthermore, nj satisfies the
bounds from Corollary 3.1 for all j with αj 6= kpi/2, k ∈ Z
and wlog |mj | < 2nj .
Let us mention two observations which can be used to
compute the symmetries more efficiently than applying
each candidate V of Eq. (43) to |G〉. First for sufficiently
large l the operator V l (and any operator (SV )l where
S ∈ SG) is an LC symmetry of |G〉 which were already de-
termined at the beginning of the algorithm. All V which
do not satisfy this condition can be excluded. Second,
there is a systematic way to determine σj2 (including 1)
for any qubit j. Let D ⊂ {1, . . . , n} be the subset of
qubits for which σj2 has already been determined. We
choose one qubit l ∈ D and use local complementation
as outlined in the proof of Theorem 3 to transform σl2
into Z. Hence, the resulting symmetry equation reads
Z
~k(eiαlZl ⊗
⊗
m∈D\{l}
eiαmσ
m
2 ⊗
⊗
m6∈D
eiαmσ
m
2 |G′〉) ∝ |G′〉,
(44)
where we used that P |G〉 ∝ Z~k|G〉 for some ~k and any
P ∈ Pn and |G′〉 denotes the graph state after local com-
plementation. Projecting now qubit l onto the state |0〉
reduces Eq. (44) to a similar equation for n − 1 qubits.
This is due to the fact that any graph state can be writ-
ten as |G〉 = |0〉l|G˜〉 +
⊗
k∈Nl Zk|1〉l|G˜〉, where |G˜〉 is a
graph state of n− 1 qubits. Repeating this step for each
of the qubits in D leads to the equation
Z
~k′
⊗
m 6∈D
eiαmσ
m
2 |G′′〉 ∝ |G′′〉 (45)
for some graph state |G′′〉. Note that the symmetries
of |G′′〉 coincide with the previously undetermined part
of the potential symmetries of |G〉 up to LC operators
which resulted from the local complementation (and are
known). As local complementation preserves the order of
LC operators of order 4 it only remains to determine the
LC symmetries of order 4 of |G′′〉 which leads to some σm2
for some m 6∈ D. In case the operator σm2 is determined
for all m the whole symmetry can be easily computed.
Otherwise the last step in the algorithm is repeated.
IV. EXAMPLES
In this section we present some examples for graph
states with additional symmetries i.e. with SG ( UG.
These examples illustrate the variety of possible symme-
tries and are meant to give an overview of the structures
local unitary symmetries can take. We focus here on dis-
crete symmetries as leaves and the structures related to
leaves under local complementation have already be dis-
cussed in Sec. II. Table II in Appendix E gives a set of
generators for the additional discrete symmetries of the
respective graph state.
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Graph a) has an LC symmetry of order 3 which is a
product of its LC symmetries of order 4. In contrast
to that, graph b) only allows for LC symmetries of or-
der 3. Thus, the existence of LC symmtries of order 3
does not imply the existence of LC symmetries of order
4. Graph c) and d) are logical states of two instances of
the quantum Reed Muller codes [36]. These codes admit
a nontrivial diagonal transversal gate (see section VA).
The graph states corresponding to the logical |0〉L (and
|1〉L) of these codes have an additional discrete symme-
try, a transversal T gate. Note that graph d) admits,
besides several LC symmetries of order 4, a local sym-
metry U (root of one of the LC symmetries of order 4)
that is no LC symmetry and the graph does not contain
a leaf under local complementation. For this symmetry
we have that αj = pi/8 for all j ∈ {1, . . . , n} in agreement
with Theorem 3.
Furthermore, observe that for graphs c) and d) we have
that σj2 ∈ {X,Z} for all j. However, it is also possible to
have symmetries where σj2 = X holds for all j. Examples
for this case are graphs e) and f). As pointed out by
[37], any graph consisting of two copies of a complete
graph of an even number of vertices with edges between
corresponding vertices gives an example for such a state.
Note that in graph f) vertices 2 and 3 are twins and thus
the graph also has a leaf symmetry. It is also possible
to have σj2 = Y for all j and graph a) is an example for
that. Finally, let us mention, that Z⊗n can never be an
element of SG for any graph G. Hence, there exists no
symmetry with σj2 = Z for all j (Theorem 6).
V. APPLICATIONS
In this section we discuss several applications of the ad-
ditional symmetries of stabilizers states. We first show
that they find applications in fault tolerant quantum
computing [6, 20] and then study their relevance in en-
tanglement theory.
A. Local symmetries and transversal gates
The goal of quantum error correction is to protect a
logical qubit from errors by introducing redundancy and
storing it using several physical qubits. To use the logical
qubits for computations one needs to be able to perform
gates on the logical level. For any nontrivial quantum
error correcting code any logical gate will act on at least
two physical qubits nontrivially. If such a logical gate
acts non-locally it can cause the errors to spread on the
physical qubits and thus eventually cause a logical error.
Thus, it is desirable to have codes that admit at least
some number of logical gates that are local operations on
the physical level [20]. In the context of quantum error
correction and fault-tolerant quantum computing such
gates are called transversal gates. Note that it has been
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FIG. 3: Examples for graphs corresponding to graph states
with additional discrete symmetries (see main text and Ta-
ble II). Note that graph f) also has an additional continuous
symmetry on the twin vertices 2 and 3.
shown that there exists no nontrivial code that admits a
complete set of transversal gates [38, 39].
There is a close connection between transversal gates
for stabilizer codes and local symmetries of stabilizer
states. In particular, if a stabilizer code encoding one log-
ical qubit has a diagonal traversal gate T , i.e. T |0〉L ∝
|0〉L and T |1〉L ∝ |1〉L, then T is a local symmetry of
|0〉L. In turn, if we start from a graph state |G〉 with an
additional symmetry U ∈ UG, U 6∈ SG, U 6∈ C3n then we
can construct a stabilizer code with a transversal diago-
nal gate U as we show subsequently [52]. Let us consider
a symmetry of |G〉 such that
U |G〉 =
⊗
j
σj1e
iαjσ
j
2 |G〉 = eiα0 |G〉 (46)
with α0 6= m0pi, m0 ∈ Z. The stabilizer code then
consists of the logical states |0〉L = |G〉 and |1〉L =
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P |G〉, where P ∈ Pn is chosen as follows. For those
k ∈ {1, . . . n} for which σk1 = 1 we choose Pk such that
[Pk, σ
k
2 ] 6= 0 [53]. Note that this condition is fulfilled
by two Pauli operators for any party k and thus we can
ensure that 〈0|1〉L = 0. This is due to the fact that〈G|P |G〉 = 0 for any P not proportional to an element of
SG. For those k ∈ {1, . . . n} for which σk1 6= 1 we choose
Pk = 1. As U |1〉L = ±PU†|0〉L = ±e−iα0P |0〉L =
±e−iα0 |1〉L we have
U |0〉L = eiα0 |0〉L (47)
U |1〉L = ±e−iα0 |1〉L. (48)
Thus, U is a transversal gate for the constructed sta-
bilizer code. Using this relation between local symme-
tries of stabilizer states and transversal gates of stabi-
lizer codes, we see that Theorem 3 also follows from the
results on transversal gates of stabilizer codes in [33].
One can easily construct new stabilizer codes with
transversal gates from known ones as follows. Let |G〉
be the graph state presented in Fig. 3d). Attaching the
qubit n + 1 to any qubit with σj2 = Z leads to a new
graph state with the same symmetry on the original sub-
graph (the first n qubits). Defining the stabilizer code as
explained above leads to a code with a transversal gate
of the form U ⊗ 1. Note that this construction does not
work for a qubit j with σj2 = X,Y .
B. Separable transformations
As mentioned in the introduction, entanglement is a
resource under local operations and classical communi-
cation (LOCC). If a state |ψ〉 can be deterministically
transformed into a state |φ〉 via LOCC then |ψ〉 is at
least as entangled as |φ〉 with respect to any entangle-
ment measure. Thus, LOCC introduces a partial order
on the Hilbert space and characterizing possible LOCC
transformations is crucial for identifying states with use-
ful entanglement properties. However, due to the intri-
cate structure of LOCC with possibly infinitely many
rounds of classical communication, sometimes the larger
set of separable transformations is considered, which has
a simpler mathematical description. In [25] we showed
that in order to decide whether a separable transforma-
tion among two fully entangled pure states is possible it
is not sufficient to consider local invertible Kraus oper-
ators. We call the latter set of operations SEP1 in the
following [25, 29]. In [25] we used the results presented
here to construct the first example of a state transforma-
tion which is possible via SEP, but not via SEP1. In the
following we present a general construction how to find
examples of transformations among fully entangled pure
states which are possible via SEP but not via SEP1.
Consider a graph state |G〉 with no additional symme-
tries, i.e. UG = SG. Note that any state which does not
solve Eq. (24) or Eq. (25) to (27) has this property. In
[29] it was shown that a state g|ψ〉 can be transformed
into a state h|ψ〉 via SEP1 with g = g1 ⊗ . . . ⊗ gn and
h = h1⊗ . . .⊗hn invertible if and only if there exist sym-
metries U(k) ∈ Uψ and probabilities pk ≥ 0,
∑
k pk = 1
such that ∑
k
pk(U(k))
†HU(k) =
||g|ψ〉||
||h|ψ〉||G, (49)
where H = h†h and G = g†g. We consider a transfor-
mation from |G〉 to a state h|G〉, i.e. G = 1. Using that
SG is abelian, we find that Eq. (49) is fulfilled only if
tr(HS) = 0 for any S ∈ SG \ {1} [40]. Thus, choosing
H = 1 ⊗⊗k∈supp(S(j))(1 + a(S(j))k) for some a ∈ (0, 1)
and some canonical generator S(j) the transformation is
not possible as tr(HS(j)) 6= 0.
Let us now construct a SEP transformation to trans-
form |G〉 into h|G〉. Recall that in Lemma 2 we construct
for a given stabilizer state local operators QfS , based on
elements S of its stabilizer, that annihilate the state.
Note that f has to satisfy
∑
m∈supp(S) f(m) mod 2 =
1 and thus there are 2|supp(S)|−1 different functions f
which we label by fk. Using projectors Q
fk
S(j)
and nj =
|supp(S(j))|, the Kraus operators for the separable map
are
Mk =
√
anj/22nj−1
(1 + anj )(1 + a)qk(1− a)nj−qk hQ
fk
S(j)
(50)
for k ∈ {1, . . . , 2nj−1}, where qk = |{j|fk(j) = 0}|, and
Mk =
1√
2nj−1(1 + anj )
hP(k) (51)
for k ∈ {2nj−1 + 1, . . . , 2nj}, where P(k) denotes all
elements from the group
〈{S(l)|l ∈ Nj}〉 for all k and
S(j) is the canonical generator corresponding to qubit
j. Note that, since the stabilizer is abelian, the sub-
group
〈{S(l)|l ∈ Nj}〉 has exactly 2nj−1 different ele-
ments. It is straightforward to verify the completeness
relations
∑
kM
†
kMk = 1 and that the separable map cor-
responding to these Kraus operators implements indeed
the transformation.
C. LOCCN transformations
In this section we show that additional local symme-
tries for graph states, i.e. those not contained in the
stabilizer, allow for finite round LOCC transformations
(LOCCN) which are not possible if only stabilizer sym-
metries are utilized.
Let us first recall the necessary and sufficient condition
for reachability of a state via LOCCN [41]. Let |ψ〉 be a
state with a finite, unitary symmetry group Uψ. Then,
a state h|ψ〉 in its SLOCC class is reachable via LOCCN
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iff there exists a U ∈ Uψ such that (up to permutations
of the qubits)
[H1, U1] 6= 0 (52)
[Hj , Uj ] = 0 ∀j ∈ {2, . . . , n}. (53)
The states from which h|ψ〉 is reachable are given by g|ψ〉,
where G = g†g is such that G1 = pH1 + (1− p)U†1H1U1
for some p ∈ (0, 1) and Gj = Hj for all j ≥ 2. Hence,
we see that if a stabilizer state has a local symmetry
which is diagonal in a different basis than any of the
elements of its stabilizer new states are reachable. More-
over, if if this local symmetry is diagonal in the same
basis as an element of the stabilizer the reachable states
stay the same but more transformations become possi-
ble. Suppose a graph state has an LC symmetry of order
3 which, up to conjugation by local Cliffords, is of the
form exp(ipi/4X) exp(ipi/4Y ) on every qubit. Then, for
instance, any state h|G〉 with H1 not diagonal in the
eigenbasis of exp(ipi/4X) exp(ipi/4Y ) and Hj diagonal in
this basis for j ≥ 2 is reachable as Eq. (52) and (53) are
satisfied by this additional symmetry. However, there
does not exist any Pauli operator in SG which is diag-
onal in the eigenbasis of exp(ipi/4X) exp(ipi/4Y ) for all
but one qubit [54]. A similar construction also works
for the case of LC symmetries of order 4. However, the
tensor product of the operators in the exponent of each
factor is an element of the stabilizer for these symmetries
(Theorem 6). Thus, if every local operator of the sym-
metry is of the form Uj ∝ exp(±ipi/4σj2) this symmetry
has the same commutation properties as the correspond-
ing stabilizer and by itself does not allow to reach more
states than the stabilizer. Nevertheless, since U is not an
element of the stabilizer, new transformations are pos-
sible, as there exist more states g|ψ〉 which can reach
h|ψ〉 by LOCCN. Furthermore, in this case new reach-
able states can be found when considering products of
the LC symmetry of order 4 and elements of the stabi-
lizer. We conclude that graph states (and thus stabilizer
states) with additional (discrete) symmetries can be more
powerful regarding LOCCN transformations than graph
states with SG = UG [55].
The volume of the set of states reachable by an ini-
tial state via LOCC is an entanglement measure, called
accessible entanglement [42]. To compute this entangle-
ment measure for a state one has to determine all states
reachable from this state by LOCC (not just LOOCN as
considered above). A common approach to this prob-
lem is to use SEP convertibility as necessary condition
in order to gain insights on the LOCC convertibility of
a state. However, as Eq. (49) is not necessary for SEP
convertibility and graph states were used to show this
(see discussion above and [25]), new methods to deter-
mine all possible LOCC transformations might need to
be developed.
VI. CONCLUSION AND OUTLOOK
In this work we have investigated the local (invertible
and non-invertible) symmetries of fully entangled stabi-
lizer states. We have characterized all local invertible
symmetries of stabilizer states and have provided an al-
gorithm which determines them. To this end we have
used that stabilizer states are critical states and thus lo-
cal, non-unitary symmetries are determined by the local
unitary ones. Furthermore, every stabilizer state is LC
equivalent to a graph state, and thus, in order to deter-
mine all LC symmetries of stabilizer states, it is sufficient
to consider graph states.
We have shown that there are two different types of
graph states, those which possess an LC symmetry of or-
der 3 and those which do not have such a symmetry. The
symmetry group UG of the first type of graph state has to
be a subgroup of the local Clifford group Cn and is there-
fore discrete and finite. Graph states of the second type
have a continuous unitary symmetry if and only if the
corresponding graph has a leaf (up to local complemen-
tation). Note that this is the only case in which a graph
state also has a symmetry in GL. Any other symmetry
a graph state of the second type can have is of the form
Uj ∝ σj1 exp(iαjσj2) where α = mjpi/2nj , mj , nj ∈ N,
σj1 ∈ P1 and σj2 ∈ {X,Y, Z} for all j. Moreover, the num-
ber nj is bounded by the number of neighbours of qubit
j (or a neighbour of qubit j) and thus a graph state can
only have finitely many additional discrete symmetries.
We have shown that any of these additional discrete sym-
metries is the 2k–th root of a LC symmetry of order 4
(up to multiplication with an element of SG). Combing
this with the results on graph states with LC symme-
tries of order 3 we have concluded that any graph state
with an additional local symmetry has an LC symmetry.
Furthermore, we have provided necessary and sufficient
conditions on the adjacency matrix of a graph for the
existence of LC symmetries.
We have discussed applications of the results in fault-
tolerant quantum computing and entanglement theory.
In particular, we have provided a general construction
for SEP transformations among pure states that are not
possible with solely Kraus operators of full rank. Further-
more, the relevance of these additional symmetries for
transformations using LOCCN has been demonstrated.
In the future it will be interesting to identify new, more
practical applications of stabilizer states, which are based
on the additional symmetries [43]. Similar investigations
of more general states such as LME states [44] and, in
particular, hypergraph states [45] and higher dimensional
stabilizer states might shine new light on their entangle-
ment properties and applications thereof.
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Appendix A: Semi Clifford operators
As mentioned in the main text, a unitary operator U
is called semi Clifford operator if it maps at least one
Pauli operator to a Pauli operator (up to a phase). Let
us show that any such operator is of the form
U ∝ Ceiασ, (A1)
where C ∈ C1, α ∈ R and σ ∈ {X,Y, Z}.
Proof. There exists a pair of Pauli operators σk, σl such
that
UσkU
† ∝ σl. (A2)
Since U is unitary, we can write it in its Euler decom-
position. If σk = σl we parametrize the operator as
U ∝ eiασkeiβσjeiγσk where j 6= k and α, β, γ ∈ R. Us-
ing this decomposition in Eq. (A2) together with the
commutation relations of the Pauli operators we find
that e2iβσj ∝ 1 and thus 2β = npi, n ∈ Z. Then,
U ∝ ±iσjei(γ−α)σk and, thus, U is of the form claimed
above. If instead σk 6= σl we parametrize the opera-
tor as U ∝ eiασkeiβσleiγσk where α, β, γ ∈ R. Using
this decomposition again in Eq. (A2) we find e2iβσlσk ∝
e−2iασkσl. Multiplying this equation with σk (σl) and
computing the trace we find that 2α = pi2 + npi and
2β = pi2 + mpi with m,n ∈ Z. Hence, U is again of
the form claimed above.
Appendix B: Proof to Theorem 2
Here we prove Theorem 2 of the main text. It restricts
the general form a local unitary symmetry of a stabilizer
state. In order to improve readability let us restate the
theorem.
Theorem 2. Let |ψ〉 ∈ (C2)⊗n be a fully entangled sta-
bilizer state and let U ∈ Uψ be a local symmetry of |ψ〉.
Then
Uj ∝
{
Cj
σj1 exp
(
iαjσ
j
2
) (B1)
with Cj ∈ C31 , αj ∈ R, σj1 ∈ {1, X, Y, Z} and σj2 ∈
{X,Y, Z} for all j ∈ {1, . . . , n}.
Proof. Let |ψ〉 ∈ (C2)⊗n be a stabilizer state and U ∈ Uψ
be a local symmetry of |ψ〉. By Theorem 1 each local
factor Uj , j ∈ {1, . . . , n} is a semi Clifford operator and
thus by Eq. (11) it is of the form Uj ∝ Ceiασa for some
C ∈ C1 [? ]. As Uψ forms a group also U2 ∈ Uψ has to
be a symmetry of |ψ〉 and thus also U2j has to be a semi
Clifford operator. We have
U2j ∝ CeiασaCeiασa = C2e±iασbeiασa , (B2)
where we used that C is a Clifford operator and
C†σaC = ±σb. Thus, U2j is a semi Clifford operator
iff e±iασbeiασa is a semi Clifford, i.e. iff there are Pauli
operators σc, σd ∈ {X,Y, Z} such that
e±iασbeiασaσc(e±iασbeiασa)† = ±σd (B3)
Let us now analyze all possibilities for the Pauli operators
occuring in this equation. If σa = σc = σb then C†σaC =
±σa and thus C = σeeiβσa , where σe ∈ {X,Y, Z} and
β ∈ {0,±pi/4}. Then, Uj is of the form claimed in the
theorem. If σa = σc 6= σb then we find e±2iασbσc = ±σd
and thus α = kpi/4, k ∈ Z. This implies that Uj ∈ C1.
Finally, let us consider the case σa 6= σc. If additionally
σd = σb we have e2iασaσc = ±σd and thus α = kpi/4,
k ∈ Z. In case σd 6= σb we have e2iασaσc = ±e∓2iασbσd.
Multiplying both sides of the latter equation with σc and
computing the trace we find that if 2α 6= kpi/4 then σc =
σd and consequently σa = σb has to hold. If 2α = kpi/2
we have that Uj ∈ C1. If 2α = pi/4 + kpi/2 we again
multiply both sides of the equation with σc and compute
the trace. The resulting equation allows for two different
solutions. The first one is that σc = σd and thus σa = σb.
The other possiblity is that σc ∝ σbσd and consequently
σaσc ∝ σd. However, this implies that σc ∝ σaσbσc and
thus σa = σb. Thus, in all of these cases we find Uj ∈ C1
(by the same argument as above), which completes the
proof.
Appendix C: Proof Lemma 1
We provide here a proof for Lemma 1. In order to
improve readability let us restate the lemma.
Lemma 1. Let |G〉 be a graph state on n qubits and let
U ∈ UG be such that U1 ∈ C31 . Then Uj ∈ C31 for all
j ∈ {1, . . . , n} and any other symmetry of the graph is a
local Clifford, UG ⊂ Cn.
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Proof. We prove the statement by contradiction. Let U ∈
UG be such that U1 ∈ C31 . Suppose there exists a p ∈
{2, . . . , n} such that Up 6∈ C31 . We first show that this
implies that there exists a symmetry V ∈ UG such that
Vp ∝ 1 and V1 ∈ C31 which, as we shown then, leads to a
contradiction. For any j ∈ {2, . . . , n} for which Uj 6∈ C31
we know due to Theorem 2 that Uj ∝ σj1 exp(iαjσj2).
Wlog let the qubits be ordered such that Uj ∈ C31 for
j ≥ k + 1 for some k ∈ {1, . . . , n− 1}. Let us recursively
define symmetries of |G〉 by V (m + 1) = (P (m)V (m))2,
V (1) = U and m ∈ N, m ≤ k where P (m) ∈ SG is
chosen such that V (m + 1)m ∝ 1. Note that since the
graph state is fully connected we can always find such a
P (m). By construction V (k+ 1)j ∝ 1 for all j ≤ k. Now
observe that for any element C ∈ C31 also σC ∈ C31 for all
σ ∈ P1 and C2 ∈ C31 . Thus, V (k + 1)j ∈ C31 for all j > k
and we choose V = V (k + 1). Hence, V is a symmetry
where each tensor factor is either in C31 or trivial.
Next let us show that V has to act nontrivial on
all qubits. Note that this already follows from Eq.
(30) which implies that for a fully entangled graph
state any LC symmetry of order 3 is of the form Q =
((A,1), (1, A+ 1)) in the binary representation and thus
acts nontrivial on every qubit. Recall that A is a diag-
onal matrix and the operator acting on qubit j is given
by Qj = ((Ajj , 1), (1, Ajj + 1).
In the following however, we provide a different proof
which makes use of the fact that a conjugation of an ele-
ment of SG with V has to give an element of the stabilizer
again. The idea is to show that no qubit j with Vj ∈ C31
can have a neighbour l ∈ Nj with Vl ∝ 1. Since the
graph G is fully connected this implies that Vj ∈ C31 for
all j ∈ {1, . . . , n}. We show the claim again by contra-
diction. So suppose Vj ∈ C31 and there exists an l ∈ Nj
with Vl ∝ 1. Wlog let us again order the qubits such that
j = 1 and l = 2. Since V is a local Clifford operator and
V ∈ UG it has to map stabilizer operators to stabilizer
operators under conjugation. Thus, we can decompose
the image of a stabilizer operator under this conjugation
into the canonical generators. By assumption V1 ∈ C31
and thus V1 is a cyclic permutation of Pauli operators.
The two options are V1ZV
†
1 ∝ X and V1ZV †1 ∝ Y . In the
first case the stabilizer S(2) = Z ⊗X ⊗ . . . is mapped to
S′(2) = U1S(2)U
†
1 = X⊗X⊗. . .. Thus, the decomposition
S′(2) =
∏
j S
kj
(j), where kj ∈ {0, 1} for all j, must contain
the factor S(1). Note that supp(S′(2)) = N2∪{2} and thus
all neighbors of qubit 1 have to be shared with qubit 2
or be connected to neighbors of qubit 2 (or both). Since
qubit 1 and 2 are connected we need S′(2) to contain the
canonical generators of an odd number of shared neigh-
bors to get X on qubit 1 (and not Y ). Since neighbors
of 1 not shared with 2 are not in supp(S′(2)) the operator
S′(2) cannot contain contributions from their correspond-
ing generators. Now consider S(1) = X ⊗ Z ⊗ . . . which
is mapped to S′(1) = U1S(1)U
†
1 = Y ⊗ Z ⊗ . . .. We have
supp(S′(1)) = N1 ∪ {1} and thus the only neighbors of 2
it contains are the ones which are shared with qubit 1.
Now we count the number of Z operators contributed by
the contained generators on qubit 2. By the above con-
siderations we get an odd number of Z operators from
the shared neighbors and one Z since S(1) is contained in
S′(1) and thus (S
′
(1))2 = Z
2k = 1, k ∈ N, which is a con-
tradiction to the form of S′(1). This concludes first case.
In the second case we have U1ZU
†
1 ∝ Y and we obtain a
contradiction by similar arguments.
Finally, it remains to show that UG ⊂ Cn. This follows
from Theorem 2 and the fact that V ∈ UG, as can be
seen as follows. Suppose there was a V ′ ∈ UG and V ′ 6∈
Cn. Since V ′ 6∈ Cn there exists a p ∈ {1, . . . , n} such
that V ′p ∝ σp1 exp(iαpσp2) and αp 6= mpi/4. Furthermore,
also V ′V ∈ UG but (V V ′)j is not of the form stated in
Theorem 2 which is a contradiction.
Appendix D: Proof to Observation 3
As stated in the main text we prove here Observation
3 which we restate here.
Observation 2. Let |G〉 be a graph state on n ≥ 3
qubits. Let qubit 1 and 2 be a leaf parent pair. Then
U = eiαX ⊗ e−iαZ ⊗ 1 α ∈ R (D1)
is in UG. Moreover, there exists no other unitary sym-
metry of the form U1 ⊗ U2 ⊗ 1 ∈ UG.
Proof. Let |G〉 be a graph state and let qubit 1 and 2 be
a leaf parent pair. Then we find that
eiαX1 |G〉 = (cos(α)11 + i sin(α)X1)|G〉 (D2)
= (cos(α)1+ i sin(α)X1(X1 ⊗ Z2))|G〉(D3)
= eiαZ2 |G〉 (D4)
holds for any α ∈ R as X1⊗Z2 ∈ SG. Hence, any opera-
tor exp(iαX1)⊗ exp(−iαZ1) is a local unitary symmetry
of |G〉 which shows the first part of the claim. It re-
mains to show that there exists no other local unitary
symmetry that acts nontrivial only on qubit 1 and 2.
Using Theorem 2, the fact that UG is a group and that
exp(iαX1) ⊗ exp(−iαZ1) is a symmetry of |G〉 for any
α ∈ R we conclude that any symmetry of this type has
to be of the form
σ11e
iα1X1 ⊗ σ21eiα2Z2 , (D5)
where α1, α2 ∈ R. Let us multiply this symmetry
from the right with the leaf symmetry exp(−iα1X1) ⊗
exp(iα1Z1). If σ21 6∝ 1 we also multiply from the left
with a S ∈ SG such that S2 = σ22 . Squaring the result we
obtain a new symmetry of |G〉 which is nontrivial only
on qubit 2. Observation 2 then implies that the sym-
metry has to be proportional to the identity and thus
α1 + α2 = kpi/2 for some k ∈ Z. Hence, we conclude
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that any symmetry other than the leaf symmetry act-
ing nontrivial only on qubit 1 and 2 has to be a 2-qubit
Pauli operator and thus by Observation 1 an element of
the stabilizer. Using that the stabilizer is abelian and
X1 ⊗ Z2 ∈ SG we conclude that the only possibilities
for additional symmetries are Z1⊗X2 and Y1⊗Y2 up to
phases. Let us decompose both operators with respect to
the canonical generators which gives S(2) and S(1)S(2),
respectively. However, as n ≥ 3 and we consider con-
nected graphs, qubit 2 has to have a neighbour different
from qubit 1 and thus both operators act nontrivial on
more qubits than just qubit 1 and 2. This completes the
proof.
Appendix E: Additional symmetries of the graph states presented in Figure 3
Table II contains a (not necessarily independent) set of generators for the additional symmetries of the graph states
presented in Fig. 3.
state LC symmetries of order 3 LC symmetries of order 4 and 2n–th roots
a) (exp(ipi
4
Z) exp(ipi
4
Y ))⊗4 ⊗ (exp(ipi
4
X) exp(−ipi
4
Y ))⊗4 exp(ipi
4
Z)⊗4 ⊗ exp(ipi
4
X)⊗4, exp(ipi
4
Y )⊗4 ⊗ exp(−ipi
4
Y )⊗4
b) (exp(−ipi
4
Z) exp(−ipi
4
Y ))⊗9 ⊗ (exp(ipi
4
X) exp(−ipi
4
Y ))⊗9 none
c) none exp(ipi
4
Z)⊗3 ⊗ exp(ipi
4
X)⊗4
d) none exp(ipi
8
Z)⊗4 ⊗ exp(ipi
8
X)⊗11
e) none exp(ipi
4
X)⊗4 ⊗ exp(−ipi
4
X)⊗4
f) none 12,3 ⊗⊗j∈{1,4,5,7,9} exp(ipi4Xj)⊗⊗j∈{6,8} exp(−ipi4Xj)
TABLE II: Additional generators needed to generate the full LU symmetry group of the graph states presented in Figure 3
