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EXCEPTIONAL MODULES OVER WILD CANONICAL
ALGEBRAS
DAWID EDMUND KĘDZIERSKI AND HAGEN MELTZER
Abstract. We show that ”almost all” exceptional modules over wild canon-
ical algebra Λ(p, λ) can be described by matrices having coefficients λi − λj ,
where λi, λj are elements from the parameter sequence λ.
The proof is based on Schofield induction for sheaves in the associated
categories of weighted projective lines [15] and an extended version of C. M.
Ringel’s proof for the ′′0, 1′′ matrix property for exceptional representations
for finite acyclic quivers [26].
1. Introduction
Canonical algebras were introduced by C. M. Ringel [25]. A canonical algebra
Λ of quiver type over a field k is a quotient algebra of the path algebra of the
quiver Q:
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modulo the ideal I defined by the canonical relations
α(i)pi . . . α
(i)
2 α
(i)
1 = α
(1)
p1
. . . α
(1)
2 α
(1)
1 + λiα
(2)
p2
. . . α
(2)
2 α
(2)
1 for i = 3, . . . , t,
where the λi are pairwise distinct non-zero elements of k. They are called parame-
ters. The positive integer numbers pi are at least 2 and they are called the weights.
Usually we assume that k is algebraically closed, but for many results this is not
necessary. The algebra Λ depends on a weights sequence p = (p1, . . . , pt) and a
sequence of parameters λ = (λ2, . . . , λt). We can assume that λ2 = 0 and λ3 = 1.
We write Λ = Λ(p, λ). Concerning the complexity of the module category over Λ
there are three types of canonical algebras: domestic, tubular and wild. Recall that
the Λ is of wild type if and only if the Euler characteristic χΛ = (2−t)+
∑t
i=1 1/pi
is negative.
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Denote by Q0 the set of vertices and by Q1 the set of arrows of the quiver
Q. Then each finite generated right module over Λ is given by finite-dimensional
vector spaces Mi for each vertex i of Q0 and by linear maps Mα : Mj → Mi for
the arrows α : i→ j of Q1 such that the canonical relations are satisfied. We will
usually identify the linear maps with matrices. The category of all this modules
we denote by mod(Λ).
Our aim is to study the possible coefficients, which can appear in the matrices
of exceptional modules over wild canonical algebras. In many cases the matrices
of special modules can be exhibited by 0, 1 matrices. This was shown by C.
M. Ringel for exceptional representations of finite acyclic quivers [26] and for
indecomposable modules over representation-finite algebras, which is a result of
P. Dräxler [10]. In some special case explicit 0, 1 matrices with few nonzero entries
have been calculated, so for indecomposable representation of Dynkin quivers by
P. Gabriel [11] and indecomposable representation of representation-finite posets
by M. Kleiner [16] (see also a result of K. J. Bäckstroem for orders over lattices
[1]). Among new results we mention a paper of M. Grzecza, S. Kasjan and A.
Mróz [13].
The problem of determining matrices for indecomposable modules over canon-
ical algebras has been solved in the case of domestic case. In the case of a field
of characteristic different from 2 D. Kussin and the second author computed ma-
trices having entries 0, ±1 for all indecomposable modules, where the entries −1
appears only for very special regular modules [18]. Matrices of indecomposable
modules over canonical algebras over an arbitrary field were described in [17].
These results were used to determine matrices for exceptional representations for
tame quivers [19], [14].
In the case of tubular canonical algebras it was shown in [23] that each excep-
tional module can be described by matrices having as entries 0, ±1 in the tubular
types (2, 3, 6), (3, 3, 3), (2, 4, 4) and for the weight type (2, 2, 2, 2) with a parame-
ter λ appear entries 0, ±1, ±λ and 1− λ. The proof uses universal extensions in
the sense of K. Bongartz [3].
Later P. Dowbor, A. Mróz and the second author developed an algorithm and
a computer program for explicit calculations of matrices for exceptional modules
over tubular canonical algebras [6].
In general little is known about matrices of non-exceptional modules. How-
ever in the case of tubular canonical algebra an algorithm for the computation
of matrices of non-exceptional modules was developed in [8]. Moreover, explicit
formulas for these matrices were obtained in case the module is of integral slope
[7].
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Recently the 0, 1 property was proved for exceptional objects in the category
of nilpotent operators of vector spaces with one invariant subspace, where the
nilpotency degree is bounded by 6 [9] and for exceptional objects in the category
of nilpotent operators of vector spaces with two incomparable invariant subspaces,
where the nilpotency degree is bounded by 3 [4]. Both problems are of tubular
type and are related to the Birkhoff problem [2] and to recent results on stable
vector space categories [20], [21], [22],
The aim of this paper is to present the following result.
Main Theorem. Let Λ = Λ(p, λ) be a wild canonical algebra of quiver type, with
λ = (λ2, · · · , λt). Then "almost all" exceptional Λ−modules can be exhibited by
matrices involving as coefficients λi − λj , where 2 ≤ i, j ≤ t.
The notion "almost all" means that in every τX−orbit of exceptional modules
from a certain place to the right all modules have the expected matrices. We
strongly believe that the theorem holds for all exceptional Λ−modules, but the
proof of this fact needs additional arguments.
The theorem will be shown by induction on the rank of a module. Recall, that
matrices for modules of rank 0 and 1 are known [18], [23]. Next, by Schofield
induction [30] each exceptional Λ−module M of rank greater than or equal to 2
can be obtained as the central term of a non-split sequence
(⋆) 0 −→ Y ⊕v −→M −→ X⊕u −→ 0,
where (X,Y ) is an orthogonal exceptional pair in the category coh(X) of coherent
sheaves over the weighted projective line X corresponding to Λ and (u, v) is a
dimensional vector of an expceptional representation for the generalized Kronecker
algebra having dimk Ext
1
X
(
X,Y
)
arrows [15]. Consequently, like C.M. Ringel in
[26] we will study the category F(X,Y ) which consists of all middle term of
short exact sequences (⋆) for u, v ∈ N0. This category is equivalent to the module
category of generalized Kronecker algebra. Finally, using an alternative description
of extension spaces we will assign coefficients for exceptional modules over wild
canonical algebras.
The result is part of the PhD thesis of the first author at Szczecin University in
2017. The authors are thankful to C. M. Ringel for helpful discussion concerning
the paper [26].
2. Notations and basic concepts
We recall the concept of a weighted projective line in the sense of Geigle-
Lenzing [12] associated to a canonical algebra Λ = Λ(p, λ). Let L = L(p) be the
rank one abelian group with generators ~x1, . . . , ~xt and relations p1~x1 = · · · pt~xt :=
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~c, where ~c is called canonical element. Moreover each element ~y of L can be written
in normal form ~y = a~c+
∑t
i=1 ai~xi with a ∈ Z and 0 ≤ ai < pi. The polynomial
algebra k[x1, . . . , xt] is L−graded, where degree of xi is ~xi. Because the polyno-
mials fi = x
pi
i − x
p1
1 − λix
p2
2 for i = 3, . . . t are homogeneous, the quotient algebra
S = k[x1, . . . , xt]/〈fi | i = 3, . . . , t〉 is also L−graded. A weighted projective line
X is by definition the projective spectrum of the L−graded algebra S. The cat-
egory of coherent sheaves over X will be denoted by coh(X). In other words the
category of coherent sheaves coh(X) is the Serre quotient modZ(S)/modZ0 (S),
where modZS is the category of finitely generated Z-graded modules over S and
modZ0 (S) the subcategory of modules of finite length. It is well known, that each
indecomposable sheaf in coh(X) is a locally free sheaf, called a vector bundle, or
a sheaf of finite length. Denote by vect(X) (resp. coh0(X)) the category of vector
bundles (resp. finite length sheaves) on X.
The category coh(X) is a Hom−finite, abelian k−category. Moreover, it is
hereditary that means that Exti
X
(
−,−
)
= 0 for i ≥ 2 and it has Serre du-
ality in the form Ext1
X
(
F,G
)
∼= DHomX
(
G, τXF
)
, where the Auslander-Reiten
translation τX is given by the shift F 7→ F (~ω), where ~ω := (t − 2)~c −
∑t
i=1 ~xi
denotes the dualizing element, equivalently the category coh(X) has Auslander-
Reiten sequences. Moreover, there is a tilting object composed of line bundles
with EndX (T ) = Λ and it induces an equivalence of a bounded derived category
Db(coh(X))
∼=
−→ Db(mod(Λ)).
For coherent sheaves there are well known invariants rank, degree and determi-
nant, which correspond to linear forms rk,deg : K0(X) −→ Z and det : K0(X) −→
L(p), again called rank, degree and determinant.
Recall that a coherent sheaf E over X is called exceptional if Ext1
X
(
E,E
)
= 0
and EndX (E) is a division ring, in case k is algebraically closed the last means
that EndX (E) = k. A pair (X,Y ) in coh(X) is called exceptional if X and Y are
exceptional and HomX
(
Y,X
)
= 0 = Ext1
X
(
Y,X
)
. Finally, an exceptional pair is
orthogonal if additionally HomX
(
X,Y
)
= 0.
The rank of a Λ−module is defined rkM := dimkM0 − dimkM~c. The rank of
a module in this sense equals the rank of the corresponding sheaf in the geometric
meaning. We denote by mod+(Λ) (respectively mod−(Λ) or mod0(Λ)) the full
subcategory consisting of all Λ−modules, which indecomposable summands of
the decomposition into a direct sum have positive (respectively negative or zero)
rank. Similarly, by coh+(X) (resp. coh−(X)) we denote the full subcategory of
all vector bundles over X, such that the functor Ext1
X
(
T,−
)
(resp. HomX
(
T,−
)
)
vanishes. Under the equivalence Db(coh(X))
∼=
−→ Db(mod(Λ))
• coh+(X) corresponds to mod+(Λ) by means of E 7→ HomX
(
T,E
)
,
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• coh0(X) corresponds to mod0(Λ) by means of E 7→ HomX
(
T,E
)
,
• coh−(X)[1] corresponds to mod−(Λ) by means of E[1] 7→ Ext
1
X
(
T,E
)
,
where [1] denotes suspension functor of the triangulated category Db(coh(X)).
For simplicity we will often identify a sheaf E in coh+(X) or coh0(X) with the
corresponded Λ−module HomX
(
T,E
)
.
3. Exceptional modules of the small rank
First, we start with some matrix notations. For a natural numbers n by In
denote the square diagonal matrix of degree n with each non-zero element equal
1. For a natural number n and k by Xn+k,n and Yn+k,n we denote the following
matrices.
Xn+k,n :=


In
0 · · · 0
...
. . .
...
0 · · · 0


∈Mn+k,n(k), Yn+k,n :=


0 · · · 0
...
. . .
...
0 · · · 0
In


∈Mn+k,n(k).
A Λ−module of rank zero is called regular. It is well known that the Auslander-
Reiten quiver of the regular Λ−modules consists of a family of orthogonal regular
tubes with t exceptional tubes T1, . . . ,Tt of rank p1, . . . , pt, respectively, while the
other tubes are homogeneous. Moreover an exceptional regular modules lies in
an exceptional tube and its quasi-length is less of the rank of the tube. We will
use the description from [18], for the indecomposable regular modules. However
we will only quote the shape of the exceptional ones, which lies in the tube Ti
for i ∈ {3, ..., t}. For the tubes T1 and T2 the description is similar. Following the
notations from [18] we denote a regular module by S
[l]
a , where l is the quasi-length
of S
[l]
a and a indicates the position on the corresponding floor of the tube. For an
exceptional module S
[l]
a the quasi-length l < pi and so all vector space of S
[l]
a are
zero or one dimensional.
There are 3 cases:
(1) 1 ≤ a < pi and 0 < l < pi − a,
(2) 1 ≤ a < pi and pi − a < l < pi,
(3) a = pi and 0 < l < pi.
Case (1).
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Then S
[l]
a has the form
0
☎☎
☎☎
☎☎
☎☎
☎
0oo · · ·oo 0oo 0oo
0
yyrrr
rrr
r 0
oo · · ·oo 0oo 0oo
0 0,
xxrrr
rrr
ff▼▼▼▼▼▼▼
]]❁❁❁❁❁❁❁❁❁
✄✄
✄✄
✄✄
✄✄
✄
· · ·
ee▲▲▲▲▲▲
0oo koo · · ·
1oo k
1oo 0oo · · ·oo
0
]]✿✿✿✿✿✿✿✿✿
0oo · · ·oo 0oo 0oo
where 0 ←− k and k ←− 0 correspond to the arrow α
(i)
a and α
(i)
a+l in the i−th
arm.
Case (2).
Let s := l − (pi − a). Then S
[l]
a is the form
k
−λi
☎☎
☎☎
☎☎
☎☎
☎
k
1oo · · ·
1oo k
1oo k
1oo
k
λ2−λiyyrr
rrr
rr
k
1oo · · ·
1oo k
1oo k
1oo
k k,
1
xxrrr
rrr
1
ff▲▲▲▲▲▲▲
1
]]❀❀❀❀❀❀❀❀❀
1
✄✄
✄✄
✄✄
✄✄
✄
· · ·
1
ee▲▲▲▲▲▲
k
1oo 0oo · · ·oo 0oo koo · · ·
1oo
k
λt−λi
]]✿✿✿✿✿✿✿✿✿
koo · · ·oo koo koo
where k ←− 0 and 0←− k correspond to the arrow α
(i)
s and α
(i)
a in the i−th arm.
Case (3) Then S
[l]
a is the form
k
−λi
☎☎
☎☎
☎☎
☎☎
☎
k
1oo · · ·
1oo k
1oo k
1oo
k
λ2−λiyyrr
rrr
rr
k
1oo · · ·
1oo k
1oo k
1oo
k k,
1
yysss
ss
s
1
ee❑❑❑❑❑❑
1
\\✾✾✾✾✾✾✾✾✾
1
✆✆
✆✆
✆✆
✆✆
✆
· · ·
1
ee▲▲▲▲▲▲
k
1oo 0oo · · ·oo 0oo koo
k
λt−λi
]]✿✿✿✿✿✿✿✿✿
k
1oo · · ·
1oo k
1oo k
1oo
where k ←− 0 and 0←− k correspond to the arrow α
(i)
l and α
(i)
pi in the i−th arm.
For Λ−modules of rank one there is the following characterization.
Proposition 3.1 ([23]). Let Λ be a canonical algebra of quiver type and of arbi-
trary representation type and M an exceptional Λ-module of rank 1. Then M is
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isomorphic to one of the following modules.
✌✌
✌✌
✌✌
✌✌
✌
· · · Mr1~x1
oo M(r1+1)~x1
oo · · ·oo
}}④④
④④
· · · Mr2~x2
oo Mr2~x2
oo · · ·oo
kn+1 · · · kn
[[✼✼✼✼✼✼✼✼✼✼
hh❘❘❘❘❘❘❘❘❘❘
✟✟
✟✟
✟✟
✟✟
✟✟
✟
vv♠♠♠♠
♠♠♠
♠♠♠aa❇❇❇❇❇❇
· · · Mrt−1~xt−1
oo M(rt−1+1)~xt−1
oo · · ·oo
XX✶✶✶✶✶✶✶✶✶✶✶
· · · Mrt~xt
oo M(rt+1)~xt
oo · · ·oo
where ri is an integer number such that 0 ≤ ri < pi for each i = 1, 2, . . . , t and
• Ms~xi =
{
kn+1 for 0 ≤ s ≤ ri
kn for ri < s ≤ pi
Further the matrices of M are given as follows
• M
α
(i)
s
=
{
In+1 for 1 < s < ri
In for ri < s ≤ pi
for i = 1, 2, . . . , t.
• M
α
(1)
r1
= Xn+1,n
• M
α
(2)
r2
= Yn+1,n
and for i = 3, . . . , t we distinguish two cases
a) ri = 0
• M
α
(i)
1
=


1 0 · · · 0
λi 1 · · · 0
...
. . .
. . .
...
0 0 · · · 1
0 0 · · · λi


∈Mn+1,n(k).
b) ri > 0
• M
α
(i)
1
=


1 0 · · · 0 0
λi 1 · · · 0 0
...
. . .
. . .
...
...
0 0 · · · 1 0
0 0 · · · λi 1


∈Mn+1(k), • Mα(i)ri
= Xn+1,n.
4. Schofield induction from sheaves to modules
Let M be an exceptional object from mod+(Λ) of rank greater than or equal
to 2. Then there is a short exact sequence
(⋆) 0 −→ Y ⊕v −→M −→ X⊕u −→ 0,
where (X,Y ) is an orthogonal exceptional pair in the category coh(X), such that
the rkX < rkM and rkY < rkM and that (u, v) is a dimension vector of an ex-
ceptional representation of the generalized Kronecker algebra given by the quiver
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Θ(n):
1
α1
&&...
αn
88 2,
with n := dimk Ext
1
X
(
X,Y
)
arrows.
This result is called Schofield induction [30] and was applied by C. M. Ringel
in the situation of exceptional representations over finite acyclic quivers, hence of
hereditary algebras [26].
In the case, that the rank of X or Y is at least 2, we can reapply Schofield
induction again and as a result we receive the following sequences
0 −→ Y ⊕v22 −→ Y −→ X
⊕u2
2 −→ 0 and 0 −→ Y
⊕v3
3 −→ X −→ X
⊕u3
3 −→ 0.
Because with each successive use of the Schofield induction, the rank of the
sheaves decreases, after a finite number of steps we receive pairs of exceptional
sheaves of rank 0 or 1.
This situation is illustrated by the following diagram, which has the shape of
a tree like the following one.
(1) M
tt✐✐✐✐
✐✐✐✐
✐✐✐✐
✐✐✐
**❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯
Y
yyttt
ttt
t
$$❏❏
❏❏❏
❏ X
yyss
ss
ss
%%❏❏
❏❏❏
❏
Y2
		✔
✔
✔
✔
✔
✰
✰
✰
✰
✰ X2
✞
✞
✾
✾ Y3
		✔
✔
✔
✔
✔
✰
✰
✰
✰
✰ X3
✗
✗
✗
✗
✗
✗
✗
✗
✭
✭
✭
✭
✭
✭
✭
✭
Yn2 Xn2
Yn1 Xn1 Yn3 Xn3
Yn4 Xn4
Applying the functor Ext1
X
(
T,−
)
to the exact sequence (⋆) we see that if M
is a Λ−module, then each sheaf Xin such that there is a path form M to Xin in
the tree (1) is also Λ−module. However, we do not know that a sheave Y∗ is a
Λ−module.
The following lemma will allows us, by using the τX-translation, to shift the
tree (1) such that all its components will be Λ−modules.
Lemma 4.1. Let {L1, . . . , Lm} be a family of line bundles over X. Then there is
a natural number N such that Ext1
X
(
T, τn
X
Lj
)
= 0 for j = 1, . . . ,m and for all
n > N .
Proof. Let Lj = O
(
aj~c+
∑t
i=1 bj,i~xi
)
, where aj ∈ Z, 0 ≤ bj,i ≤ pi − 1 for j =
1, . . . ,m and i = 1, . . . , t. We put N := max
{⌊
(1− aj)(t− 2)
⌋
+ 1 | 1 ≤ j ≤ m
}
.
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Then ~c + ~ω − det τn
X
Lj =
(
1 − aj − (n − 1)(t − 2)
)
~c +
∑t
i=1
(
n − 1 − bj,i
)
~xi < 0
for all n > N and j = 1, . . . ,m. Therefore by Serre duality
(△) Ext1X
(
O(~c), τnXLj
)
∼= DHomX
(
τnXLj,O(~c+ ~ω)
)
= 0 for j = 1, . . . ,m.
We have to shown that if n > N then Ext1
X
(
O(~x), τn
X
Lj
)
= 0 for 0 ≤ ~x < ~c
and j = 1, . . . ,m,. Suppose, that Ext1
X
(
O(~x), τn
X
Lj
)
6= 0 for some 0 ≤ ~x < ~c.
Then using Serre duality we get det τn
X
Lj ≤ ~x+ ~ω. Because ~x+ ~ω ≤ ~c + ~ω, then
det τn
X
Lj ≤ ~c + ~ω and Ext
1
X
(
O(~c), τn
X
Lj
)
∼= DHomX
(
τn
X
Lj,O(~c + ~ω)
)
6= 0 it is
contradictory to (△). 
Immediately from the lemma above we receive the following corollary.
Corollary 1. There is a natural number N such that for n > N all components
of the tree (1) shifted by τn
X
are Λ−modules.
Proof. First, note that if the sheaves X and Y in the sequence (⋆) are Λ−modules,
then middle term M is a Λ−module. Next, because there are no nonzero mor-
phisms from finite length sheaves to vector bundles, each finite length sheaf is a
Λ−module.
Let L = {Li}i∈I be the set of all line bundles appearing in the tree (1). From
lemma 4.1 applied to the family L, there is natural number N , such that for
all natural number n > N the line bundles τn
X
Li are Λ−modules for i ∈ I. So
the vector bundles in the penultimate parts of the tree (1) are also Λ−modules.
Moving up from the bottom, we get all sheaves in the τn
X
image are Λ−modules.

5. Description of extension spaces
Let (X,Y ) be an orthogonal exceptional pair in the category coh(X), this
means thatHomΛ
(
X,Y
)
= 0 = HomΛ
(
Y,X
)
, Ext1Λ
(
Y,X
)
= 0 and Ext1Λ
(
X,Y
)
=
kn is non zero space. Assume further that both sheaves X and Y in the sequence
(⋆) are Λ−modules.
We consider the category F(X,Y ), consisting of all right Λ−modules M , that
appear as the middle term in a short exact sequence
0 −→ Y ⊕v −→M −→ X⊕u −→ 0 for some v, u ∈ N0.
It is well known, that the category F(X,Y ) is abelian and has only two simple
objects X and Y , where the first one is injective simple and the second one is
projective simple [24].
Acting like C. M. Ringel in the situation of modules over a hereditary algebras
[26] we show that the problem of classifying the objects in the categories F(X,Y )
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can be reduced to the classification of the modules over the generalized Kronecker
algebra, with n arrows.
To do so let η1, . . . , ηn be a basis of the vector space Ext
1
Λ
(
X,Y
)
. Thus we
have short exact sequences
ηi : 0 −→ Y −→ Zi −→ X −→ 0 for i = 1, 2, . . . n
From the ”pull-back” construction there is commutative diagram
0 // Y ⊕n // Z //

X //
[1X ,··· ,1X ]
T

0
0 // Y ⊕n //
⊕n
i=1 Zi
// X⊕n // 0
,
where the upper sequence is a universal extension and Z is an exceptional projec-
tive object in F(X,Y ). In addition, the projective module Y ⊕Z is progenerator of
F(X,Y ). Therefore the functor HomX
(
Y ⊕Z,−
)
induces an equivalence between
the category F(X,Y ) and the category of modules over the endomorphism alge-
bra EndΛ (Y ⊕ Z), which is isomorphic to generalized Kronecker algebra kΘ(n),
where n := dimk Ext
1
Λ
(
X,Y
)
.
Now, we need a more precise description of the above equivalence. Recall from
[26] the following concept of extension space between two quiver representations
X and Y . Let C0(X,Y ) and C1(X,Y ) be the vector spaces defined as follows
C0(X,Y ) :=
⊕
0≤~x≤~c
Homk
(
X~x, Y~x
)
,
C1(X,Y ) :=
⊕
α:~x→~y
Homk
(
X~y, Y~x
)
,
and let δX,Y : C
0(X,Y ) −→ C1(X,Y ) be the linear map, defined by
δX,Y
([
f~x
]
0≤~x≤~c
)
=
[
f~yXα − Yαf~z
]
α:~y→~z,
where α passing the set Q1.
For a path algebra kQ the map δX,Y : C
0(X,Y ) −→ C1(X,Y ) gives also
useful description of the extension space of kQ−modules [26]. Indeed, then there
is k−linear isomorphism
Ext1kQ
(
X,Y
)
∼= C1(X,Y )/Im(δX,Y ).
For modules over a canonical algebra Λ = Λ(p, λ) we must additionally con-
sider the canonical relations of the algebra Λ. For this we take the subspace
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U(X,Y ) of C1(X,Y ) containing all [fα]α∈Q1 satisfying the following equations.
Y
ω
(i)
1,pi−1
f
α
(i)
pi
+ Y
ω
(i)
1,pi−2
f
α
(i)
pi−1
X
α
(i)
pi
+ · · ·+ Y
α
(i)
1
f
α
(i)
2
X
ω
(i)
3,pi
+ f
α
(i)
1
X
ω
(i)
2,pi
=
=Y
ω
(1)
1,p1−1
f
α
(1)
p1
+ Y
ω
(1)
1,p1−2
f
α
(1)
p1−1
X
α
(1)
p1
+ · · ·+ Y
α
(1)
1
f
α
(1)
2
X
ω
(1)
3,p1
+ f
α
(1)
1
X
ω
(1)
2,p1
+
+λi
(
Y
ω
(2)
1,p2−1
f
α
(2)
p2
+ Y
ω
(2)
1,p2−2
f
α
(2)
p2−1
X
α
(2)
p2
+ · · · + Y
α
(2)
1
f
α
(2)
2
X
ω
(2)
3,p2
+ f
α
(2)
1
X
ω
(2)
2,p2
)
for i = 3, 4, ..., t.
Lemma 5.1 ([23]). Ext1Λ
(
X,Y
)
∼= U(X,Y )/Im(δX,Y ).
We recall the definition of the isomorphism above. Choosing the bases of
the spaces M~x we can assume, that for each arrow α : i −→ j correspond-
ing map Mα : Mj −→ Mi have the shape
[
Yα ϕα
0 Xα
]
. Then an isomorphism
φ : Ext1Λ
(
X,Y
)
−→ U(X,Y )/Im(δX,Y ) is given by the formula M = (Mi,Mα)
φ
7→
(ϕα)α∈Q0 + Im(δX,Y ).
Now, we can describe Λ−modules contained in F(X,Y ), using the matrices of
X, Y and the representation of the quiver Θ(n), which corresponds to the module
M . Each module in F(X,Y ) can be identified with an element of the extension
space Ext1Λ
(
X⊕u, Y ⊕v
)
. Because X⊕u = X⊗ku and Y ⊕v = Y ⊗kv, then the space
Ext1Λ
(
X⊕u, Y ⊕v
)
= Ext1Λ
(
X⊗ku, Y ⊗kv
)
is given by the map δX⊗ku,Y⊗kv , where
the tensor product is taken over the field k. In this situation the vector space
C1(X ⊗ ku, Y ⊗ kv) = C1(X,Y )⊗ Homk
(
ku, kv
)
and also U(X ⊗ ku, Y ⊗ kv) =
U(X,Y )⊗Homk
(
ku, kv
)
. Therefore, from lemma 5.1 and from the commutativity
of the following diagram
C0(X ⊗ ku, Y ⊗ kv)
δX⊗ku,Y⊗kv // U(X ⊗ ku, Y ⊗ kv)
C0(X,Y )⊗Homk
(
ku, kv
)δX,Y ⊗1Hom(ku,kv)
// U(X,Y )⊗Homk
(
ku, kv
)
we obtain that Ext1Λ
(
X ⊗ ku, Y ⊗ kv
)
∼= Ext1Λ
(
X,Y
)
⊗Homk
(
ku, kv
)
.
Let φ1, ..., φt be a basic of the space U(X,Y ). Then φ1 + Im(δX,Y ), . . . , φn +
Im(δX,Y ) form a basis of Ext
1
Λ
(
X,Y
)
. Now any element in Ext1Λ
(
X⊕u, Y ⊕v
)
is
given by an expression
n∑
k=1
(
f
(k)
α ⊗Ak
)
, where Ak ∈ Homk
(
ku, kv
)
and φk =[
f
(k)
α
]
α∈Q1
. Therefore an exceptional Λ−module M , that appears in the sequence
0 −→ Y ⊕v −→M −→ X⊕u −→ 0, has the form
M =
(
Y ⊕v
~x
⊕X⊕u
~x
,
[
Y ⊕vα ϕα
0 X⊕uα
])
0≤~x≤~c, α∈Q1
where ϕα =
n∑
m=1
(
f (m)α ⊗Am
)
,
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for an exceptional Θ(n)−representation kv ku
An
gg
...
A1
ww
of the generalized
Kronecker algebra. An explicit basis for the subspace U(X,Y ) we will construct
in the next section.
Now we will focus on exceptional modules over the generalized Kronecker
algebra. The exceptional modules in this case are known. They are preprojective
or preinjective and can be exhibited by matrices having only 0 and 1 entries [26]
For recent results concerning modules over generalized Kronecker algebra we refer
to [27], [28], [29] [31].
Lemma 5.2. Let V = kv ku
An
gg
...
A1
ww
be an exceptional representation of the
quiver Θ(n) and let Am =
[
a
(m)
i,j
]
for m = 1, . . . , n. Then for each pair of natural
numbers (i, j) there is at most one index m such that the coefficient a
(m)
i,j of the
matrix Am is non-zero.
Proof. We will use the description of the extension space to show that if for two
matrices A1 and A2 of an exceptional representation V of Θ(n) non-zero coefficient
appear at the same row and column, then Ext1kΘ(n)
(
V, V
)
6= 0. Consider the map
δ = δV,V : C
0(V, V ) −→ C1(V, V ), where C0(V, V ) = Homk
(
kv, kv
)⊕
Homk
(
ku, ku
)
and C1(V, V ) =
⊕n
m=1Homk
(
ku, kv
)
.
Then for (f, g) ∈ C0(V, V ) we have δ(f, g) =
⊕n
m=1(fAm−Amg). The vector
space C0(V, V ) has a base of the form (evi,j , 0) for 1 ≤ i, j ≤ v, and (0, e
u
i,j) for
1 ≤ i, j ≤ u, where e∗i,j is an elementary matrix with one non-zero element (equal
1) in the i × j−place. Because Am =
[
a
(m)
i,j
]
for m = 1, . . . , n, then Im(δ) is
generated by the elements
δ(evi,j , 0) =
n⊕
m=1
evi,jAm =
n⊕
m=1


0 · · · 0 a
(m)
1,j 0 · · · 0
...
...
...
...
...
0 · · · 0 a
(m)
v,j 0 · · · 0


δ(0, eui,j) =
n⊕
m=1
Ame
u
i,j =
n⊕
m=1


0 0 · · · 0
...
...
...
0 0 · · · 0
a
(m)
i,1 a
(m)
i,2 · · · a
(m)
i,u
0 0 · · · 0
...
...
...
0 0 · · · 0


.
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Without lost of generality we can assume that a
(m)
1,1 6= 0 for m = 1, 2. Then the
element x = e1,1 ⊕ 0 ⊕ · · · ⊕ 0 belongs to C
1(V, V ) and x /∈ Im(δ). Therefore
Ext1kΘ(n)
(
V, V
)
∼= C1(V, V )/Im(δ) 6= 0. 
6. A construction of a base for U(X,Y ).
Let Λ be a canonical algebra of the type p = (p1, . . . , pt) and with parameters
λ = (λ2 = 0, λ3 = 1, . . . , λt). A representation M =
(
{M~x}~x∈Q0 , {Mα}α∈Q1
)
of
an exceptional Λ−module with positive rank is called acceptable if it satisfies the
following conditions.
C1. The matrices M
α
(1)
1
, M
α
(3)
1
, M
α
(4)
1
, . . . , M
α
(t)
1
have entries of the form
λa − λb for same a, b ≥ 2, only.
C2. All other matrices have only 0 and 1 as their coefficients.
C3. For each path ω
(2)
u,v : (u− 1)~x2 −→ v~x2 the entries of the matrix Mω(2)u,v
are
equal to 0 or 1.
C4. For each path ω
(i)
1,v : 0 −→ v~xi, where i 6= 2 the entries of the matrix Mω(i)1,v
are of the form λa − λb for same a, b ≥ 2.
C5. For each path ω
(i)
u,v : (u− 1)~xi −→ v~xi, where i 6= 2 and u ≥ 2 the entries
of the matrix M
ω
(i)
u,v
are equal to 0 or 1.
The following lemma [23, Lemma 3.4] is useful.
Lemma 6.1. Let M be an acceptable representation of a module in mod+(Λ).
Then by base change we can assume that
M
α
(i)
j
=


In
0 · · · 0
...
. . .
...
0 · · · 0


for 2 ≤ j ≤ pi, i = 3, ..., t.
In addition, the matrices M
α
(i)
1
have again entries λa − λb for same a, b ≥ 2. 
For an exceptional pair (X,Y ) with acceptable representations of X and Y
we will construct a basis of subspace U(X,Y ), for which each basis vector has
only coefficients of the form λa − λb. In the case that the ranks of rkX > 0 and
rkY > 0 this was done in [23].
Lemma 6.2. Let X and Y be Λ-modules in mod+(Λ), with acceptable repre-
sentations. Then there is basis F (1), . . . , F (d) of the subspace U(X,Y ), where
F (j) =
[
f
(j)
α
]
α∈Q1
satisfies the following properties:
(i) The entries of the matrix f
α
(2)
j
are equal 0 or 1 for 1 ≤ j ≤ pi,
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(ii) The entries of the matrix f
α
(i)
j
are equal 0, 1 for 2 ≤ j ≤ pi and i =
1, 3, 4, . . . , t.
(iii) The entries of the matrix f
α
(i)
1
are equal λa − λb for i = 1, 3, 4, . . . , t.
Note, that in the sequence (⋆) of the Schofield induction the Λ−module Y
always have the positive rank, but X can have rank zero. In this situation, we
need one more lemma.
Lemma 6.3. Let Y and X be an exceptional Λ−modules such that Y ∈ mod+(Λ)
and X ∈ mod0(Λ). Assume that X and Y have acceptable representations and
X lies in the exceptional tube corresponding to i−th arm of the canonical alge-
bra. Then there is a base F (1), . . . , F (d) of the subspace U(X,Y ), where F (j) =[
f
(j)
α
]
α∈Q1
satisfies the following properties:
(i) The entries of the matrix f
α
(2)
j
are equal 0, 1 for 1 ≤ j ≤ p2,
(ii) The entries of the matrix f
α
(i)
j
are equal 0, 1 for 1 ≤ j ≤ pi,
(iii) The entries of the matrix f
α
(m)
1
are equal λa − λb for m = 1, 3, 4, . . . , t ∧
m 6= i,
(iv) The entries of the matrix f
α
(m)
j
are equal 0, 1 for 2 ≤ j ≤ pm and m =
3, 4, . . . , t.
Proof. Because X lies in the exceptional tube corresponding to i−th arm of the
canonical algebra, then it has a representation of the form S
[l]
a from the section 3,
such that
(1) 1 ≤ a < pi and 0 < l < pi − a,
(2) 1 ≤ a < pi and pi − a < l < pi,
(3) a = pi and 0 < l < pi.
In particular, all vector space of S
[l]
a are zero or one dimensional.
Case (1). From the shape of S
[l]
a any element of the subspace U(X,Y ) has the
form
F =


0 · · · 0 0 · · · 0 0 · · · 0
...
...
...
...
...
...
0 · · · 0 0 · · · 0 0 · · · 0
0 · · · 0 f
α
(i)
a
· · · f
α
(i)
a+l−1
0 · · · 0
0 · · · 0 0 · · · 0 0 · · · 0
...
...
...
...
...
...
0 · · · 0 0 · · · 0 0 · · · 0


.
In addition, the condition describing the subspace U(X,Y ) vanishes.
Now we fix j such that a ≤ j < a + l. Let denote by er the matrix unit (the
matrix with one coefficient 1 namely the coefficient in the row with index r, the
remaining coefficients are zero). Then er is an element in Homk
(
Xj~xi, Y(j−1)~xi
)
=
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Homk
(
k, Y(j−1)~xi
)
, where 1 ≤ r ≤ dimk Y(j−1)~xi and
F rj =


0 · · · 0 0 0 · · · 0
...
...
...
...
...
0 · · · 0 0 0 · · · 0
0 · · · 0 er 0 · · · 0
0 · · · 0 0 0 · · · 0
...
...
...
...
...
0 · · · 0 0 0 · · · 0


.
belongs to U(X,Y ) (er lies in j-th column). It is easy to check, that F
r
j for
1 ≤ r ≤ dimk Y(j−1)~xi and a ≤ j < a+ l create a base of the subspace U(X,Y ).
Case (1). Any element of the subspace U(X,Y ) has the form
F rj =


f
α
(1)
1
· · · f
α
(1)
s−1
f
α
(1)
s
· · · f
α
(1)
a−1
f
α
(1)
a
· · · f
α
(1)
p1
...
...
...
...
...
f
α
(i−1)
1
· · · f
α
(i−1)
s−1
f
α
(i−1)
s
· · · f
α
(i−1)
a−1
f
α
(i−1)
a
· · · f(1)
pi−1
f
α
(i)
1
· · · f
α
(i)
s−1
0 · · · 0 f
α
(i)
a
· · · f
α
(i)
pi
f
α
(i+1)
1
· · · f
α
(i+1)
s−1
f
α
(i+1)
s
· · · f
α
(i+1)
a−1
f
α
(i+1)
a
· · · f
α
(1)
pi+1
...
...
...
...
...
f
α
(t)
1
· · · f
α
(t)
s−1
f
α
(t)
s
· · · f
α
(t)
a−1
f
α
(t)
a
· · · f
α
(t)
pt


,
where the condition described U(X,Y ) has the following shape.
Y
ω
(i)
1,pi−1
f
α
(i)
pi
+ · · ·+ Y
ω
(i)
1,a−1
f
α
(i)
a
=Y
ω
(1)
1,p1−1
f
α
(1)
p1
+ Y
ω
(1)
1,p1−2
f
α
(1)
p1−1
+ · · ·+ Y
α
(1)
1
f
α
(1)
2
+ f
α
(1)
1
+λi
(
Y
ω
(2)
1,p2−1
f
α
(2)
p2
+ Y
ω
(2)
1,p2−2
f
α
(2)
p2−1
+ · · ·+ Y
α
(2)
1
f
α
(2)
2
+ f
α
(2)
1
)
and for j ∈ {3, 4, . . . , t} and j 6= i we get
Y
ω
(j)
1,pj−1
f
α
(j)
pj
+ Y
ω
(j)
1,pj−2
f
α
(j)
pj−1
+ · · · + Y
α
(j)
1
f
α
(j)
2
+ f
α
(j)
1
=Y
ω
(1)
1,p1−1
f
α
(1)
p1
+ Y
ω
(1)
1,p1−2
f
α
(1)
p1−1
+ · · ·+ Y
α
(1)
1
f
α
(1)
2
+ f
α
(1)
1
+λi
(
Y
ω
(2)
1,p2−1
f
α
(2)
p2
+ Y
ω
(2)
1,p2−2
f
α
(2)
p2−1
+ · · ·+ Y
α
(2)
1
f
α
(2)
2
+ f
α
(2)
1
)
.
We fix j such that 2 ≤ j ≤ pi. Again er is unit matrix belongs toHomk
(
Xj~x1 , Y(j−1)~x1
)
=
Homk
(
k, Y(j−1)~x1
)
for 1 ≤ r ≤ dimk Y(j−1)~x1 . Then the element
F r
α
(1)
j
=


−Y
ω
(1)
1,j−1
er 0 · · · 0 er 0 · · · 0
0 0 · · · 0 0 0 · · · 0
0 0 · · · 0 0 0 · · · 0
...
...
. . .
...
...
...
. . .
...
0 0 · · · 0 0 0 · · · 0


(where er lies in the j-th column) belongs to U(X,Y ).
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We fix j such that 1 ≤ j ≤ p2 and let er belongs to Homk
(
Xj~x2 , Y(j−1)~x2
)
=
Homk
(
k, Y(j−1)~x2
)
for 1 ≤ r ≤ dimk Y(j−1)~x2 . Then the element
F r
α
(2)
j
=


−λiYω(2)1,j−1
er 0 · · · 0 0 0 · · · 0
0 0 · · · 0 er 0 · · · 0
(λ3 − λi)Yω(2)1,j−1
er 0 · · · 0 0 0 · · · 0
...
...
. . .
...
...
...
. . .
...
(λi−1 − λi)Yω(2)1,j−1
er 0 · · · 0 0 0 · · · 0
0 0 · · · 0 0 0 · · · 0
(λi+1 − λi)Yω(2)1,j−1
er 0 · · · 0 0 0 · · · 0
...
...
. . .
...
...
...
. . .
...
(λt − λi)Yω(2)1,j−1
er 0 · · · 0 0 0 · · · 0


belongs to U(X,Y ).
Next, assume that 3 ≤ m ≤ t, m 6= i and 1 < j ≤ pm. Let er be a unit matrix
in Homk
(
Xj~xm , Y(j−1)~xm
)
= Homk
(
k, Y(j−1)~xm
)
for 1 ≤ r ≤ dimk Y(j−1)~xk . Then
the element
F r
α
(m)
j
=


0 0 · · · 0 0 0 · · · 0
0 0 · · · 0 0 0 · · · 0
0 0 · · · 0 0 0 · · · 0
...
...
. . .
...
...
...
. . .
...
−Y
ω
(m)
1,j−1
er 0 · · · 0 er 0 · · · 0
...
...
. . .
...
...
...
. . .
...
0 0 · · · 0 0 0 · · · 0


belongs to U(X,Y ).
Now, we fix j such that j ∈ {a, a + 1, . . . , pi} and let er be a unit matrix in
Homk
(
Xj~xi , Y(j−1)~xi
)
= Homk
(
k, Y(j−1)~xi
)
, where 1 ≤ r ≤ dimk Y(j−1)~xi . Then
the element
F r
α
(i)
j
=


Y
ω
(i)
1,j−1
er 0 · · · 0 0 0 · · · 0
0 0 · · · 0 0 0 · · · 0
Y
ω
(i)
1,j−1
er 0 · · · 0 0 0 · · · 0
...
...
. . .
...
...
...
. . .
...
Y
ω
(i)
1,j−1
er 0 · · · 0 0 0 · · · 0
0 · · · · · · 0 er 0 · · · 0
Y
ω
(i)
1,j−1
er 0 · · · 0 0 0 · · · 0
...
...
. . .
...
...
...
. . .
...
Y
ω
(i)
1,j−1
er 0 · · · 0 0 0 · · · 0


belongs to U(X,Y ).
Let j be a natural number such that j ∈ {1, 2, . . . , s− 1} and let er belongs to
Homk
(
Xj~xi , Y(j−1)~xi
)
= Homk
(
k, Y(j−1)~xi
)
, for 1 ≤ r ≤ dimk Y(j−1)~xi . Then the
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element
F r
α
(i)
j
=


0 · · · 0 0 0 · · · 0
...
...
...
...
...
0 · · · 0 0 0 · · · 0
0 · · · 0 er 0 · · · 0
0 · · · 0 0 0 · · · 0
...
...
...
...
...
0 · · · 0 0 0 · · · 0


,
belongs to U(X,Y ), where er lies in j−th column and i−th row.
It is easy to check, that F rα are a base of U(X,Y ). In the end, we must check
that matrices f rα of basis vectors F
r
α have desired entries. Because the repre-
sentation for Y is acceptable, then the matrices Y
ω
(m)
u,v
have only entries 0, ±1,
±λa, λa − λb. Hence the matrix Yω(m)1,j−1
er has the same entries. In addition, for
m = 2, the coefficients of matrices Y
ω
(2)
u,v
are equal to 0 or 1. Therefore matrices
(λa − λb)Yω(2)1,j−1
er have only entries 0, ±1, ±λa, λa − λb.
The case (3) is similar to (2). 
Remark, that the coefficients of the form λa − λb occur as coefficients of basis
vector of U(X,Y ) only if they appear in the acceptable representations X or Y .
In particular if X and Y are rank modules of rank 1, from Proposition 3.1, then
the all basis vectors of U(X,Y ) have only coefficients 0, ±1 and ±λi.
7. Proof of the main theorem
Proposition 7.1 (Induction step). Let M be an exceptional module over a canon-
ical algebra Λ, such that rkM ≥ 2. Let (X,Y ) be an orthogonal exceptional pair of
Λ−modules, obtained from Schofield induction applied to M . If X and Y allows
acceptable representations, then also M allows an acceptable representation.
Proof. We will use the basis F (1) =
[
f
(1)
α
]
α∈Q1
,. . . , F (n) =
[
f
(n)
α
]
α∈Q1
of the sub-
space U(X,Y ) from the lemma 6.2 or lemma 6.3. Because M belong to F(X,Y ),
it has the following form.
M =
(
Y ⊕v
~x
⊕X⊕u
~x
,
[
Y ⊕vα ϕα
0 X⊕uα
])
0≤~x≤~c, α∈Q1
where ϕα =
n∑
m=1
(
f (m)α ⊗Am
)
,
for an exceptional Θ(n)−representation kv ku
An
gg
...
A1
ww
. Recall that all matri-
ces A1,. . . , An have entries only 0 and 1 ( see [26]) and moreover from lemma 5.2
non-zero coefficients in consecutive matrices A1,. . . ,An occur in different places.
Therefore the matrix
n∑
m=1
(f
(m)
α ⊗ Am) has the same entries as matrices of basis
vector F (1),. . . , F (n) of U(X,Y ). Therefore, because X and Y are acceptable, the
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matrix M
α
(i)
1
has entries of the form λa−λb for i = 1, 3, 4, . . . , t and for i = 2 only
0 and 1 appear. Next,M
α
(i)
j
is a zero-one matrix for 2 ≤ j ≤ pi and i = 1, 2, . . . , t.
Now, we must check, that for each path ω
(i)
l,m = α
(i)
m . . . α
(i)
l the matrixMω(i)
l,m
=
M
α
(i)
l
. . .M
α
(i)
m
has only expected coefficients. After standard calculations we ob-
tain, that
M
ω
(i)
l,m
=


(
Y
ω
(i)
l,m
)⊕v ∑
Y fX
ω
(i)
l,m
0
(
X
ω
(i)
l,m
)⊕u


,
where by
∑
Y fX
ω
(i)
l,m
we denote
n∑
j=1
{
Y
ω
(i)
l,m−1
f
(j)
α
(i)
m
+ Y
ω
(i)
l,m−2
f
(j)
α
(i)
m−1
X
α
(i)
m
+ ...+ f
(j)
α
(i)
l
X
ω
(i)
l+1,m
}
⊗Aj .
Because X and Y are acceptable, then Y
ω
(i)
l,m
and X
ω
(i)
l,m
allow only desired entries.
Again
∑
Y fX
ω
(i)
l,m
has the same coefficients as
Y
ω
(i)
l,m−1
f
(j)
α
(i)
m
+ Y
ω
(i)
l,m−2
f
(j)
α
(i)
m−1
X
α
(i)
m
+ ...+ f
(j)
α
(i)
l
X
ω
(i)
l+1,m
.
Now the statement concerning the coefficients of the matrices M
ω
(i)
l,m
follows from
the explicit description of the elements F (i) by a case by case inspection. 
Let us note, that coefficients of the form λa − λb appear only for regular
modules. This means that if in the tree (1) there are only vector bundles, then
each modules in this tree (after translations) can by established by matrices having
coefficients 0, ±1, ±λa.
Proof of Main Theorem. We prove the fact by induction on the rank of the excep-
tional module. Remember that a description of exceptional modules of the zero
and one rank in section 3, which gives us the start of induction. Let M be an
exceptional Λ−module of rank r and assume that r ≥ 2. Then M is corresponds
to an exceptional vector bundle over the weighted projective line X associated to
Λ. By repeated use of Schofield induction, we obtain the figure (1) in the category
coh(X) for M . Then from Corollary 1 we can shift all tree, such that each sheaf
in the tree is a Λ−module. Therefore, up to "almost all" we can assume that
all tree (1) belongs to the category mod(Λ). Because all tree components have
smaller rank than M , then they have acceptable representations. Therefore the
claim follows from Proposition 7.1. 
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