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Abstract
In this work, we discuss a Mean Field Game approach to traffic management on
multi-lane roads. The control is related to the optimal choice to change lane to reach a
desired configuration of the system. Such approach is particularly indicated to model
self-driven vehicles with complete information on the state of the system. The math-
ematical interest of the problem is that the system of partial differential equations
obtained is not in the classic form, but it consists of some continuity equations (one for
each lane) and a variational inequality, coming from the Hamilton-Jacobi theory of the
hybrid control. We propose a consistent semi-Lagrangian scheme for the approxima-
tion of the system and we discuss how to improve its efficiency with the use of a policy
iteration technique. We finally present a numerical test which shows the potential of
our approach.
1 Introduction
Understanding the mechanics of traffic flow systems, modeling, and efficiently predicting the
future states of them is a big challenge in the applied mathematics and civil engineering.
The repercussions of this theoretic issue on real-world applications are countless and socially
influential. We mention the traffic forecast and the development of intelligent systems for
traffic management that typically have the purpose of avoiding congestion and related costs,
improving the efficiency of the road network in term of traffic fluidity, and stabilizing the
traffic flow system.
Since the 1950s, many mathematical models for vehicular traffic have been proposed and
studied. The largest part of them can be classified into two main categories: microscopic
models – where every vehicle is modeled and described as a particle – and macroscopic ones
– where the density of the vehicles is taken into account. We refer to the survey paper [3]
and to the recent monograph [19] for a general discussion about the models available in the
literature. In the most classic macroscopic models, the area to which this paper is addressed,
the evolution of the traffic flow is described by non-linear hyperbolic conservation laws. This
choice is natural if we consider that the total number of vehicles does not change during the
evolution of the system.
In recent years, the availability of real-time data and the development of driver assistance
and automatic driving systems intensified the request for traffic models able to perform some
optimal decision making. In [24] and [20], the authors have shown that the study of strategic
decision making in very large populations of small interacting individuals can be modeled
by coupling a conservation law in the form of a continuity equation with a Hamilton-Jacobi
equation. Nowadays, these systems are called Mean Field Games (MFG). The proposal
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Figure 1: A real world picture of multi-lane traffic and a scheme of a macroscopic model.
encouraged important development in many areas, including industrial economics, algorith-
mics on graphs and networks, non-linear statistics, modeling of commodities price dynamics,
order book dynamics, market microstructure, and crowd management.
This paper aims to use the framework of MFG to model the optimal management of a
macroscopic multi-lane traffic model. In such case, a density of vehicles moves along several
traffic lanes with the possibility to change lane paying a cost related to such maneuver. The
aim of the control that we apply to the system leads to a desired configuration. Of course,
the models require complete information about the current state of the system and related
forecasting capacity by the agents (cf. [18] for collision avoidance principles). This is the
typical scenario if we consider the case of a large number of interconnected vehicles. We
remark that some MFG principles have been already used in the traffic-related works by
[11] and [9] with a different finality and different mathematical instruments.
Finally, we observe that due to the continuous/discrete structure of the problem, the
Hamilton-Jacobi equation coupled with a collection of continuity equations has the structure
of a variational inequality, as studied and used in some works related to hybrid control
[4, 12, 14]. This coupling between a series of continuity equations and the hybrid control
related Hamilton-Jacobi equation is, to our knowledge, new in the literature and its analytic
and numerical study is engaging and promising. We underline that the objective of this short
paper is not to produce an exhaustive analysis of the framework that will be addressed in
a forthcoming longer paper, but instead to show the potential of the model and the tools
used in an unconventional applied scenario. For this reason, we only focus on the formal
derivation of the model, and we propose a numerical approach for the approximation of the
solutions. A test section shows a numerical test, and the results found.
2 Multi-lane traffic models
In order to model – in a macroscopic way – the traffic in a road with n ∈ N lanes we need
to define n continuity equations on n domains R× (0, T ). The traffic density on the α-lane
is ρα : R× (0, T )→ R and follows{
(ρα)t + (f(ρα))x = g(ρα−1, ρα, ρα+1)
ρ(x, 0) = ρ0(x)
(1)
2
ρ ρmax
f (ρ)
f max
Figure 2: A classic choice of piece-wise linear flux function: the maximal flux is reached for
a density value ρ¯. After that, the flux linearly goes to zero to prevent reaching the maximal
density ρmax.
for α ∈ I := {1, ..., n}. Here, a source-pit term appears in the equation in order to state a
link between the various lanes.
This is a first-order model like the LWR model introduced independently by [25] and [26].
The function f : R+ → [0, fmax] gives the flux as a function of the density and it is known as
fundamental diagram in the traffic flows theory. The fundamental diagram can be modeled
with a concave, piece-wise linear function as
f(ρ) = min(aρ, b(ρmax − ρ)), a, b ∈ R+. (2)
In this choice, the maximal flux fmax =
ab
a+bρmax is reached for the density ρ¯ =
b
a+bρmax
(cf. Fig. 2).
A choice for the function g proposed by [27] in the case of an uncontrolled system is
g(ρα−1, ρα, ρα+1) =(
1
TLα−1
f(ρα−1)− 1
TRα
f(ρα)
)
(1− δα,1) +
(
1
TRα+1
f(ρα+1)− 1
TLα
f(ρα)
)
(1− δα,n). (3)
Here, the terms TLα and T
R
α model the tendency to change lane from lane α to left (α−1) or
right (α+ 1). To model the boundary lanes α = 1, n (where the change of lane can happen
only in one direction) the authors use the usual Kronecker delta.
Since the exchange rates correspond to a source and a pit (or vice-versa) in consecutive
lanes, the total mass of the system is preserved. This system has also been studied in [22],
where the authors discussed its derivation starting from a kinetic framework. In [10] the
existence and uniqueness of the solutions have been derived.
In the following, we adopt (1) as the model for the multi-lane structure as the system
to control. We point out that in the model that we propose the terms 1/TLα and 1/T
R
α
disappear when we substitute them with some control functions. With this idea in mind,
we need to introduce some concepts derived from hybrid systems theory.
3 Variational inequalities and hybrid control
We need to build an optimal control problem suitable for the multi-lane case. Since the
dynamics of the system (1) allows to switch between lanes, a natural framework to model
this behavior is the one related to hybrid systems. We summarize some concepts about the
setting. We refer here to a simplified version of the one proposed in [4] (similar formulations
for the deterministic case have been proposed in [5, 12]). Recall that I = {1, 2, . . . , n} is
3
finite, and consider the controlled system (y,Q) described by:{
y˙(t) = h(y(t), Q(t), u(t))
y(0) = x, Q(0+) = α,
(4)
where x ∈ R, α ∈ I. Here, y(t) : [0, T ] → R and Q(t) : [0, T ] → I denote respectively the
continuous and the discrete component (the lane number) of the state at time t. In order
to end up with a Dynamic Programming equation, we also assume that h depends on t only
via y, Q and u. The function h : R× I × U → R represents the continuous dynamics, for a
set of continuous controls given by:
U = {u : (t, T )→ U | u measurable, U compact},
and we assume f to be globally bounded and uniformly Lipschitz continuous w.r.t. x.
The term Q(t) takes values in the set of piece-wise constant discrete controls (or switch
functions) Q, that is:
Q =
{
Q(·) : (t, T )→ I | Q(t) =
Z∑
i=1
wiχi(t)
}
, (5)
where χi(t) = 1 if t ∈ [ti, ti+1) and 0 otherwise, {ti}i=1,...,Z are the (ordered) times at which
a switch occurs, and {wi}i=1,...,Z are values in I.
The trajectory starts from (x, α) ∈ R × I. The choice of the control strategy defined
as S := (u, {ti}, {Q(t+i )}) has the objective of minimizing the following cost functional of
minimum time type:
J(t, x, α;S) :=
∫ T
t
`(yt,x,α(s), Q(s))ds+
Z∑
i=1
C
(
yt,x,α(ti), Q(t
−
i ), Q(t
+
i )
)
, (6)
where ` : R× I → R is the running cost of the trajectory yt,x,α (solution of (4) starting at
time t in the point (x, α) and in the lane Q(s) at time s ∈ (t, T )). C : R×I×I → R+ is the
switching cost between the dynamics, which is assumed to have a strictly positive infimum,
to be bounded and Lipschitz continuous w.r.t. x and to satisfy the condition
C(x, α1, α2) < C(x, α1, α3) + C(x, α3, α2), (7)
for any triple of indices α1, α2 and α3. The condition (7) can be seen as a strict triangular
inequality for the switching cost function between the states.
The value function V of the problem is then defined, for S ∈ U × RZ+ × IZ , as:
V (t, x, α) := inf
S
J(t, x, α;S), (8)
and is characterized via a suitable Hamilton-Jacobi-Bellman (HJB) equation. Continuity of
the value function, which must be guaranteed in the classic theory of viscosity solutions is
not an easy task in deterministic hybrid control problems (for a precise statement of the
hypothesis we refer to [12]), even though some more general results have been proved in a
weaker framework (see [4]).
Through an ad hoc adaptation of the Dynamic Programming Principle we can prove that
the value function of the problem solves a HJB equation in a Quasi-Variational Inequality
form. In other words, defining for x, p ∈ R and α ∈ I the Hamiltonian function by
H(x, α, p) := sup
u∈U
{−h(x, α, u) · p− `(x, α)} (9)
and the controlled switching operator N by:
Nϕ(x, α) := inf
β∈I
{ϕ(x, β) + C(x, α, β)},
4
for every function ϕ : R× I, we have a HJB equation of the following form:
max (V −NV, Vt +H(x, α, Vx)) = 0, (10)
defined on [0, T ]×R×I, i.e., a system of Quasi-Variational Inequalities, complemented with
the boundary condition
V (T, x, α) = V α0 x ∈ R, α ∈ I.
In (10) there are contained two separate Bellman operators which respectively provide
the best possible switching and the best possible continuous control. The argument attaining
the maximum in (10) represents the overall optimal control strategy.
4 The mean field game system
In this section, we use the elements described in the previous parts to build the strategic
system of a mean-field type. We consider the speed of a vehicle along the lane bounded to
the set [0, fmax] so then the dynamics of the hybrid system are h(x, α, u) = uf(ρα(x)) and
the control set U = [0, 1]. It is clear that h(x, α, u) ≥ 0 for every choice of the parameters
so then a vehicle cannot choose the direction of evolution along a road but only its speed
till a maximum determined by the local density of the vehicles.
We model the switching cost between the lanes α and β as the distance between them
multiplied by a strictly positive parameter κ ∈ R+
C(x, α, β) = κ |α− β|. (11)
The positivity of κ plays the important role of avoiding a chattering behavior the lanes, and
it is necessary to guarantee the existence of a switching function Q. We notice that due to
the feedback nature of such switch function (implicitly stated when we used a dynamical
programming principle to get a HJB), the switch control Q depends on the current state of
the system, then
Q(t, x, α) = arg min
β∈I
(V (t, x, β) + C(x, α, β)) . (12)
We choose the running cost function ` in order to penalize the regions of high vehicles
density. This choice mirrors the one done in [21] in the different context of crowd motion
models
`(x, α) =
1
max(ρmax − ρα(x), ε) ,
for a small positive ε.
We are ready now to describe the complete MFG system that is
(ρα(t, x))t − (Vx(t, x, α)f(ρα(t, x))ρα(t, x))x
= −χQ(t,x,α)6=αf(ρα(t, x)) +
∑
β∈I\{α}
χQ(t,x,β)=αf(ρβ(t, x)),
max
[
V −NV, Vt(t, x, α) + sup
u∈U
{−u f(ρα)Vx(t, x, α)} − 1
max(ρmax − ρα(t, x, α), ε)
]
= 0,
Q(t, x, α) = arg minβ∈I (V (t, x, β) + C(x, α, β))
(13)
defined for (t, x, α) ∈ (0, T )× R× I and provided with the boundary condition{
ρα(0, x) = ρ
α
0 (x),
V (T, x, α) = V αT (x).
(14)
The forward-backward structure of these equations is a natural characteristic of the MFG
systems. The densities ρα follow the optimal strategy S and move accordingly to the respec-
tive continuity equations (with the possibility to switch among them). At the same time,
such strategy must be obtained backward in time starting from a desired state of the system
that we want to reach. For this reason, a natural choice (cf. [23]) of the final condition
V αT (x) is the distance from a desired area of the domain Γ ⊂ R: in other words
V αT (x) = inf
y∈Γ
|x− y|, for every α ∈ I. (15)
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5 Numerical approximation
The first equation in (13) is a non-linear continuity equation. We can observe that the
non-linear term Vx in (13) – giving the velocity vector field of evolution of the density ρ –
depends non-locally on ρ. Considering these difficulties in terms of numerical approximation
schemes we propose a semi-Lagrangian (SL) scheme designed to solve this case accurately.
The advantages of the choice of such scheme are: the good stability of the scheme without
restrictions on the choice of the discretization parameters and the monotone property im-
plicitly stated in the formulation of the scheme. The scheme is an adaptation of the one
proposed in [8, 7, 6]. We also refer the reader to [17], where a similar scheme has been
applied to a non-linear continuity equation modeling a kinetic pedestrian model.
Continuity equations. We recall here the scheme for the case of a one dimensional non-
linear continuity equation on a domain Ω with some source-pit terms:{
ρt + (υ[ρ](t, x) ρ)x = g(t, x, ρ) in Ω× (0, T ),
ρ(·, 0) = ρ0(·) in Ω.
(16)
Here, υ[ρ] : Ω × [0, T ] → R is a given smooth vector field, in our case υ[ρ] := Vxf(ρ)
depending on ρ, ρ0 a smooth initial datum defined on Ω. Formally, at time t ∈ [0, T ] the
solution of (16) is given, implicitly, by the image of the measure ρ0dx induced by the flow
x ∈ Ω 7→ Φ(x, 0, t), where, given 0 ≤ s ≤ t ≤ T , Φ(x, s, t) denotes the solution of{
Φ˙(r) = υ[ρ](Φ, r) ∀ r ∈ [s, T ],
Φ(s) = x,
(17)
at time t.
Given M ∈ N, we construct a grid on Ω defined by a set of points G∆x = {xi ∈ Ω, i =
1, ...,M} and by a set T of intervals, whose boundaries belong to G∆x and their maximum
distance is ∆x > 0, which form a non-overlapping coverage of Ω.
Given N ∈ N, we define the time-step ∆t = T/N and consider a uniform partition of [0, T ]
given by T∆t := {k∆t, k = 0, . . . , N − 1}.
We discretize (16) using its representation formula by means of the flow Φ. This can be
considered an extension of the characteristic method for these kind of equation (see for
details [1]). For any ρ ∈ RM , j ∈ {1, ...,M}, k = 0, . . . , N − 1, we define the discrete
characteristics as
Φj,k[ρ] := xj + ∆t υ[ρ](xj , k∆t).
We call {γi ; i = 1, ...,M} the set of base functions, such that γi(xj) = δi,j (the Kronecker
delta) and
∑
i γi(x) = 1 for each x ∈ Ω.
We approximate the solution ρ of the problem (16) by a sequence {ρk}i =: ρi,k, where for
each k = 0, . . . , N ρk : G∆x → R and for each i = 1, . . . ,M , ρi,k approximates
1
|Ei|
∫
Ei
ρ(k∆t, x)dx, x ∈ [xi, xi+1),
where |Ei| = |xi − xi+1|. We compute the discrete solution ρi,k by the following explicit
scheme: 
ρi,k+1 = G(ρk, i, k) + g(k∆t, xi, ρk), ∀k = 0, ..., N − 1, i = 1, ...,M,
ρi,0 =
∫
Ei
ρ0(x)dx
|Ei| , ∀i = 1, ...,M,
(18)
where G is defined by
G(w, i, k) :=
M∑
j=1
γi (Φj,k [w])wj
|Ej |
|Ei| ,
for every w ∈ RM .
6
Hamilton Jacobi equation. We build a semi-Lagrangian scheme to give an approximation
of the HJB equation of (13). We consider the discrete grid of nodes (xj , α), where the nodes
xj ∈ G∆x as stated previously and α ∈ I the lane number. In what follows, we denote the
discretization steps in compact form by (∆t,∆x) and the approximate value function by
V ∆.
Following [16], we write the scheme at (xj , α) ∈ G∆x × I in a fixed point form as
V ∆(xj , α) = min
{
Ψ(xj , α, V
∆),Σ(xj , α, V
∆)
}
. (19)
With this notation, a natural definition of the discrete jump operator Ψ is given by
Ψ(xj , α, V
∆) := min
β∈I
{
V ∆(xj , β) + C(xj , α, β)
}
. (20)
On the other hand, a standard semi-Lagrangian discretization of the Hamiltonian (see [13])
is given by
Σ
(
xj , α, V
∆
)
= min
u∈U
{
∆t `(xj , α) + I
[
V ∆
]
(yj , α)
}
, (21)
where yj := xj + ∆t h(xj , α, u). The scheme is extended to all x ∈ R and α ∈ I using
an interpolation operator I
[
V ∆
]
(x, α) which approximates the value of V ∆ at (x, α). Note
that because the scheme is strongly consistent and monotone, the convergence can be proved
with the standard procedure derived from [2].
5.1 Policy iteration algorithm for resolution of the discrete system
The coupled discrete structure composed by the schemes (18) and (19) can be of difficult
resolution. The issue is mostly due to the temporal direction of evolution of the two systems
in (13). In fact, while the continuity equation evolves forward in time, the variational
inequality goes backward in time. The latter means that the system composed by (18), (19)
must be solved at the same time in all the grid G∆x×T∆t. Various tools have been proposed
to overcome the difficulty. While in [1] the authors use a Newton iteration technique, in [7],
for example, the authors use a more expansive fixed point iteration technique.
We adopt a policy iteration approach which contains the efficiency of the first idea and
the simplicity of the second one. The technique consists in an alternate improvement of the
control variable and an evaluation of the value function. We do not provide details, rather
refer the reader to [15] where the authors use a similar approach for studying a controlled
hybrid system.
6 Tests
We discuss a simple applicative scenario, where our model provides the evolution of the
configurations of the system as well as the control strategies S.
We consider a 3−lanes system, where Ω = [0, 25] and the parameters of the flux function
(2) are set as a = 3, b = 1 and ρmax = 1. As discretization parameters we set ∆x = 0.005
and ∆t = 0.01. We remind that it is possible to adopt ∆t > ∆x without stability problems
thanks to the well-known good features of the semi-Lagrangian scheme (see e.g. [13]).
In Figure 3 above, it is possible to see the initial configuration of the system relative to
restriction on the grid of the initial data
ρα0 (x) =

e−(x−2)
2
/2, α = 1;
e−(x−4)
2
/2, α = 2;
e−(x−6)
2
/2, α = 3.
We set the parameters of the optimization problem as κ = 1 in (11), we substitute the
control set U = [0, 1] with its 11 points discretization {0, 0.1, 0.2, ..., 1} and we set ε = 10−5.
We observe the behavior in the time interval [0, 25], where at the final time we impose some
boundary conditions V αT (x) as in (15) where Γ = {(25, α), α = 1, 2, 3}. The initial solution
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Figure 3: Density distribution on the 3 lanes at various instants of the evolution of the
system. The first one corresponds to the initial solution ρ0, the last one is the solution at
the end of its evolution at t = 25. We underline that the space domain is [0, 25]× {1, 2, 3}.
has been chosen since that we are able to interpret and judge the output of the method,
in term of strategies. We have mild congested areas (the maximal value of density is 0.5)
in the left part of the road moving with maximal control u = 1 direction right. Since such
densities are slightly shifted the densities tend to switch lane to maximize the occupation
to reduce the congested areas and to get closer to the value ρ¯ = 1/4 corresponding to the
maximal flux (cf. Fig. 3, t = 10). This behavior can also be observed in Fig. 4, where the
switching functions relative to the various lanes are reported. We can observe how the lane
3, where the density is in average closer to the destination is the more congested: this is
a consequence of the fact that MFG approaches look for the optimal strategy of the whole
system finding a global optimum in a Nash sense. Around the value t = 12.5, the strategy
becomes the opposite. The switching functions invert their sign, and the densities tend to
redistribute uniformly on the three lanes to fulfill the final state (shown in Fig. 3 t = 25),
where the densities, arriving at the same time on the right boundary of the domain, tend
to concentrate. Consequently, they find a common configuration quite close to the maximal
admissible value ρmax = 1.
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Figure 4: The relative switch function S(t, x, α) := Q(t, x, α) − α in two moments of the
evolution of the system. If S(t, x, α) = ±1 the optimal trajectory switches respectively
up/down. Above t = 0, below t = 10.
7 Conclusion
In this paper, we have considered an MFG approach for the management of a multi-lane
traffic system. The paper intends to be an initial contribution that must be fully developed
in a forthcoming paper of longer extension.
Many questions arisen remain open at the moment. First of all the well-posedness of a
system like (13) and in general of an MFG-like coupling between a system of continuity
equations and a variational equation is still not proved in literature. Most importantly, is
the continuity equation the adjoint of the HJB equation? In the case of a positive (as we
expect) answer, and in consideration of the monotone nature of the continuity equations in
(13), a fixed point argument between the two equations may be successfully used to show
existence and uniqueness of the equilibrium solution.
In an applied context the implementation of more complicated tests (for example with
different flux parameters (2) for different lanes) and the extension of the model to junction
problems and intersecting roads is a possible development of large interest.
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