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Abstract—This paper addresses the problem of localizing
a non-cooperative transmitter in the presence of a spectrally
overlapped interferer in a Cognitive Receiver (CR) network.
It has been observed that the performance of non-cooperative
Weighted Centroid Localization (WCL) algorithm degrades in
the presence of a spectrally overlapped interferer. We propose
Cyclic WCL algorithm that uses cyclic autocorrelation (CAC)
of received signals at CRs in the network to estimate the
location coordinates of the target transmitter. Performance of the
proposed algorithm is further improved by eliminating CRs in the
vicinity of the interferer from the localization process. In order
to identify and eliminate CRs in the vicinity of the interferer, the
ratio of the variance and the mean of the square of absolute value
of the CAC, referred to as Feature Variation Coefficient (FVC),
is used. Theoretical analysis of the Cyclic WCL algorithm is
presented in order to compute the root mean square error in the
location estimates. We further study impacts of the interferer’s
power and location, CR density, and fading environment on the
performance of Cyclic WCL. The comparison between Cyclic
WCL and traditional WCL is also presented.
Index Terms—Cyclic autocorrelation, cyclic cross-correlation,
cyclostationarity, feature variation coefficient, non-cooperative
localization, ratio of quadratic forms in Gaussian random vector.
I. INTRODUCTION
The knowledge of transmitter location is required in hetero-
geneous networks and cognitive radio networks for advanced
spectrum sharing techniques including location-aware smart
routing and location-based interference management [2]. In
this paper, we address the problem of estimating the location
coordinates of a non-cooperative transmitter (target) in the
presence of a spectrally overlapped interference in a cognitive
radio network. Under spectrally overlapped interference, the
traditional Weighted Centroid Localization (WCL) algorithm
[3] results in higher localization errors, since it uses only the
received signal power for localization. In this work, we utilize
distinct cyclostationary features of the overlapping signals that
arise from different symbol rates, in order to estimate the
location of the target transmitter. We propose Cyclic WCL
and improved Cyclic WCL algorithms to estimate the target
location in the presence of spectrally overlapped interference.
Spectrally overlapped interference arises in the following
two scenarios. First, let us consider a scenario where the
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target transmitter (Tx-1) and the interferer (Tx-2) belong to
two different networks sharing a common frequency spectrum
in a heterogeneous network. For example, consider that Tx-
1 is a Wi-Fi transmitter, while Tx-2 is an LTE base station
coexisting in the same frequency band. Such coexistence of
LTE and Wi-Fi networks is considered for LTE-unlicensed
band around 5GHz [4]–[9]. The medium access protocol of
the two networks is different and the lack of coordination
among the two networks results in interfering transmissions
of Tx-1 and Tx-2. In this case, the cyclostationary features
of the signals transmitted from Tx-1 and Tx-2 are different
due to different symbol rates in LTE and Wi-Fi systems.
The cognitive receivers (CRs) in the network can exploit the
distinct cyclostationary properties of Tx-1 in order to estimate
its location coordinates.
For the second scenario, we consider transmitter localization
problem in a CR network in the presence of a jammer [10]–
[12] that transmits energy in the same band as Tx-1. In this
case, the traditional WCL algorithm [3] results in higher
localization error because it uses only the received signal
power at each CR. On the other hand, the proposed Cyclic
WCL and improved Cyclic WCL provide robustness against
such interference by using distinct cyclostationary properties
of the Tx-1 signal.
Non-cooperative localization is commonly used in CR net-
works where the target transmitter does not cooperate with
CRs in the localization process. In this scenario, localization
techniques based on Time of Arrival (ToA) or Time-Delay of
Arrival (TDoA) are not applicable. In this paper, we consider
techniques that do not require ToA or TDoA information and
estimates the target location using the received signal at the
CRs in the network.
A. Related Work
Several non-cooperative localization techniques have been
proposed in the literature to estimate the location coordinates
of the target transmitter. These techniques can be broadly
classified as range-based [13]–[15] and range-free [3], [16]–
[26]. Range-based techniques provide better estimate of the
target location than range-free techniques, but require accurate
knowledge of wireless propagation properties such as path-loss
exponent. Accurate information of the path-loss exponent is
difficult to obtain and it may not be available. In such a case,
range-free techniques such as centroid localization [16]–[18]
are used to perform coarse-grained target localization without
any knowledge of the path-loss exponent.
In the Weighted Centroid Localization (WCL) algorithm
[17], [18], the target location is approximated as the weighted
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2average of all CR locations in the network. The CR locations
are known at the central processing node where the WCL
algorithm is implemented. There are different variations of
the WCL algorithm proposed in the literature to improve the
localization performance [3], [20]–[26]. Theoretical analysis
of the WCL algorithm and its distributed implementation
are presented in [3]. Different weighting strategies and CR
selection techniques are presented in [20] to reduce the adverse
impact of the border effect and to improve root mean square
error (RMSE) performance of the algorithm. The technique
presented in [21] selects reliable CRs that are located closer
to the target and uses them in the localization process. Papers
[22] and [23] propose direction vector hop (DV-hop) and
received signal power based fuzzy logic interference model,
respectively, to assign WCL weights. The WCL algorithm that
takes into account self-localization error of CRs is presented
in [26].
In the algorithms presented in [3], [17], [18], [20]–[26],
the weights for each CR location are computed based on the
received signal power from the target. However, in the pres-
ence of a spectrally overlapped interference in the network,
the received signal power at each CR is the summation of
powers received from the target and the interferer. Therefore,
localization errors in existing algorithms increase significantly
due to the spectrally overlapped interference. Hence, there
is a need to modify the WCL algorithm when a spectrally
overlapped interferer is present in the network.
B. Summary of Contributions and Outline
In this paper, we propose Cyclic WCL algorithm to estimate
the location coordinates of the target transmitter (Tx-1) in a CR
network in the presence of a spectrally overlapped interference
(Tx-2). The location coordinates of the CRs in the network are
known at the central processing node, where the localization
algorithm is implemented. The cyclostationary properties of
the target signal are used to compute weights in the Cyclic
WCL algorithm. The proposed localization algorithm does not
require any knowledge of the path-loss model and the location
of the interferer.
The contributions of this paper are as follows:
1) A cyclostationarity-based localization algorithm referred
to as Cyclic WCL is proposed in order to estimate the
target location in the presence of a spectrally overlapped
interference. In the proposed algorithm, the central pro-
cessing node estimates the target location as a weighted
sum of the CR locations, where weights for CR locations
are computed based on the cyclic autocorrelation (CAC)
of the received signal at that CR.
2) Theoretical analysis of the proposed algorithm is pre-
sented. The RMSE in the location estimate is computed
as a function of the target and the interferer locations,
their transmitted powers, and the CR locations.
3) The performance of Cyclic WCL is further improved
by eliminating CRs in the vicinity of the interferer
from the localization process. The ratio of the variance
and mean of the square of absolute value of the CAC
of the received signal at each CR is used to identify
and eliminate CRs in the vicinity of the interferer.
Theoretical analysis for the improved Cyclic WCL is
also presented in order to compute the RMSE.
This paper is organized as follows. Section II describes the
system model, Cyclic WCL and improved Cyclic WCL algo-
rithms. Section III presents theoretical analysis to compute the
RMSE. Simulation results in various scenarios are provided in
Section IV. Finally, Section V concludes this work.
In this paper, we denote vectors by bold, lowercase letters,
e.g., a or θ. Matrices are denoted by bold, uppercase letters,
e.g., A. Scalars are denoted by non-bold letters, e.g., xk or
Rrk . Transpose, conjugate, trace and determinant of matrices
are denoted by (.)T , (.)∗, Tr(.), and det(.), respectively.
Finally, the terms Tx-1 and target are used interchangeably.
II. SYSTEM MODEL AND ALGORITHM
A. System Model
In this paper, we consider a target-centric CR network,
where the target is located at the origin and its coordinates
are given by Lt = [xt, yt]T = [0, 0]T . There are K CRs in
the network, distributed in a square of side a meters around the
origin. The locations of the CRs are known at the central pro-
cessing node and are denoted by Lk = [xk, yk]T , 1 ≤ k ≤ K.
The interferer is located at Li = [xi, yi]T . The knowledge
of the interferer’s location is not required while estimating the
target’s location coordinates. We assume that the target and the
interferer locations are different, i.e., Lt 6= Li. The schematic
of the system is shown in Fig. 1.
Let pt and pi denote transmitted powers from the target
and the interferer, respectively. The signals transmitted from
the target and the interferer are
√
ptst(t) and
√
pisi(t), re-
spectively. Both st and si are unit power signals. The signals
st and si partially or completely overlap in the frequency
domain. The algorithm presented in this paper is applicable
to single carrier as well as multi-carrier OFDM signals, since
both signal types exhibit cyclostationary properties. The single
carrier and multi-carrier signal models are described below.
1) Single carrier signal model: Single carrier target and
interference signals can be expressed as
st(n) = st(nTs) =
∞∑
l=−∞
alg(nTs − lTg)ej2piftnTs
=
∞∑
l=−∞
algn,le
j2piftnTs and (1)
si(n) = si(nTs) =
∞∑
l=−∞
blh(nTs − lTh)ej2pifinTs
=
∞∑
l=−∞
blhn,le
j2pifinTs , (2)
where Ts is the sampling period, al and bl are transmitted
data symbols, g and h are pulse shaping filters, and Tg and
Th are symbol periods of the signals st and si, respectively.
The carrier frequencies of st and si are ft and fi, respectively.
The data symbols al and bl are assumed to be i.i.d. and zero
mean. For simplicity of notation, we write gn,l = g(nTs−lTg)
and hn,l = h(nTs − lTh).
3CRs
Target (Tx-1)
Interferer (Tx-2)
[xt, yt]
[xi, yi]
[xk, yk]
Fig. 1: System schematic: CR network with a target (Tx-1) and a spectrally overlapped interferer (Tx-2). The location coordinates
of the target and the interferer are [xt, yt] and [xi, yi] respectively. The CRs are located at [xk, yk], k = 1, 2...K.
2) Multi-carrier signal model: An OFDM target signal
with Nc,t sub-carriers and sub-carrier spacing ∆ft can be
expressed as [27]
st(n) =
∞∑
l=−∞
Nc,t
2 −1∑
κ=−Nc,t2
cκ,le
j2pi(ft+κ∆ft)nTsg(nTs − lTg)
=
∞∑
l=−∞
Nc,t
2 −1∑
κ=−Nc,t2
cκ,lgn,le
j2piκ∆ftnTsej2piftnTs , (3)
where cκ,l are data symbols on κth sub-carrier, gn,l = g(nTs−
lTg) is the window function. The duration of OFDM symbol is
Tg = 1/∆ft +Tcp, where Tcp is the duration of cyclic prefix.
The data symbols cκ,l are assumed to be i.i.d. and zero mean.
Similarly, a multi-carrier interfering signal can be expressed
as
si(n) =
∞∑
l=−∞
Nc,i
2 −1∑
κ=−Nc,i2
dκ,le
j2pi(fi+κ∆fi)nTsh(nTs − lTh)
=
∞∑
l=−∞
Nc,i
2 −1∑
κ=−Nc,i2
dκ,lhn,le
j2piκ∆finTsej2pifinTs , (4)
where Nc,i, dκ,l, and hn,l denote the number of sub-carriers,
symbols on κth sub-carrier, and the window function, respec-
tively.
Let αt and αi be the cyclic frequencies of the target and
the interferer signal, respectively. For single carrier signals,
the values of the cyclic frequencies of a signal depend on its
modulation type and symbol rate [28]. For the CAC used in
this paper, the cyclic frequencies are at integer multiples of
the symbol rate. It should be noted that OFDM signals also
have cyclic frequencies at integer multiples of symbol rate due
to the existence of cyclic prefix [27].
In this paper, we assume that the cyclic frequencies of the
target and interferer signals are different, i.e., αi 6= αt. The
cyclic frequency of the target signal is known at the CRs in
the network. To simplify the analysis, we consider sampling
frequency fs = 1/Ts > max(αt, αi).
Let us denote the powers received at the kth CR from the
target and the interferer by pt,k and pi,k, respectively (pdBt,k and
pdBi,k in logarithmic scale). In order to compute the received
powers, we take into account path-loss and shadowing effects.
We assume that the signals st and si undergo independent
shadowing due to the location difference in the target and the
interferer. Therefore, pdBt,k and p
dB
i,k are given by
pdBt,k = p
dB
t − 10γ log
( ||Lk − Lt||
d0
)
− qt,k and
pdBi,k = p
dB
i − 10γ log
( ||Lk − Li||
d0
)
− qi,k, (5)
where pdBt is the power transmitted (in dB) by the target and
pdBi is the power transmitted by the interferer, γ is the path-
loss exponent and d0 is reference distance. The variables qt,k
and qi,k are used to model the shadowing effect on the target
and the interferer powers. As mentioned above, qt,k and qi,k
are independent variables and are not identical due to different
locations of the target and the interferer.
Let us consider a vector qt = [qt,1, qt,2, ...qt,K ]T consisting
of shadowing variables for the power received from the
target at K CRs. We consider uncorrelated shadowing at K
CRs in the network. For log-normal shadowing effect, qt
is modeled as a Gaussian random vector with zero mean
and covariance matrix σ2qIK, where IK is a KxK identity
matrix (qt ∼ N(0, σ2qIK)). We assume that the shadowing
statistics for the target and the interferer power are the same.
Therefore, the vector corresponding to the interferer power is
qi = [qi,1, qi,2, ...qi,K ]
T ∼ N(0, σ2qIK).
Further, the noise power at each CR is denoted by σ2w.
The AWGN noise at kth CR is wk ∼ CN(0, σ2w). Each
CR samples the received signal at the sampling frequency
fs = 1/Ts. The received signal at kth CR is given as
rk(nTs) = rk(n) =
√
pt,kst(n) +
√
pi,ksi(n) + wk(n). (6)
4Algorithm 1 Cyclic WCL
1: Estimate ∆α = |αt − αi| and select N > 10d fs∆αe.
2: At each CR k = 1, 2..K, collect N samples of the received
signal rk(n), n = 1, 2..N .
3: At each CR, compute one CAC estimate:
Rˆαtrk =
1
N
N−1∑
n=0
|rk(n)|2e−j2piαtnTs
4: Compute the target location estimate at the central pro-
cessing node: Lˆt =
K∑
k=1
|Rˆαtrk |
2Lk
K∑
k=1
|Rˆαtrk |2
B. Cyclic WCL
In Cyclic WCL, the CRs do not require the knowledge of
transmitted powers (pt, pi) or received powers (pt,k, pi,k) in
order to estimate the target location. Each CR in the network
observes N samples of the received signal rk and computes
the non-asymptotic CAC of rk at the known cyclic frequency
αt = 1/Tg of the target signal using
Rˆαtrk =
1
N
N−1∑
n=0
|rk(n)|2e−j2piαtnTs . (7)
In the above equation, (ˆ) indicates non-asymptotic estimate
based on N samples. In order to reduce the impact of the
interferer signal at the cyclic frequency αt, the number of
samples N > 10d fs∆αe, as shown in Appendix C, where
∆α = |αt − αi| and dxe denotes the smallest integer not less
than x. In order to find N , the knowledge of ∆α is required.
In our system, αt is known and αi can be estimated using
cyclostationary spectrum sensing [28]. From the estimate of
αi, ∆α and hence N can be estimated. It should be noted
that the knowledge of αi is required only to obtain a lower
bound on N and the proposed algorithm does not depend on
the accuracy of estimation of αi, as shown in results in Section
IV-C.
Using Rˆαtrk from (7), the central processing node estimates
the location coordinates of the target as
Lˆt =
K∑
k=1
|Rˆαtrk |2Lk
K∑
k=1
|Rˆαtrk |2
. (8)
It should be noted that the locations of the CRs, the target
and the interferer should remain constant until N samples of
the received signal are collected. Therefore, we assume that
the locations do not change for time duration NTs. We also
assume that received powers pt,k and pi,k remain constant for
this duration.
C. Improved Cyclic WCL
From the expression of the Cyclic WCL estimates in (8), it
is observed that the target location estimates are the weighted
average of the CR locations and the weights are computed
using the strength (square of absolute value) of the CAC of
the received signal at each CR. Therefore, the target location
estimate Lˆt is closer to the CR which has the highest value
of Rˆrk . From (6) and (8), intuitively it is expected that the
location estimates are closer to the target’s actual location
when the interferer power is low. As the interferer power
increases, the value of Rˆrk at CRs in the vicinity of the inter-
ferer increases. Therefore, the location estimates move away
from the target and towards the interferer’s location. However,
by eliminating the CRs in the vicinity of the interferer from
the localization process, the impact of the interferer can be
reduced. Based on this argument, we propose the improved
Cyclic WCL algorithm that reduces the location estimation
error due to the interferer by eliminating the CRs in the vicinity
of the interferer.
First, let us define the transmit power ratio (ρ) and the
received power ratio at the kth CR (ρk) as
ρ =
pt
pi
, and ρk =
pt,k
pi,k
. (9)
In the above equation, it is observed that if the kth CR is
in the proximity of the interferer, we have pi,k > pt,k. On
the other hand, for a CR in the proximity of the target, we
have pi,k < pt,k. Therefore, the received power ratio (ρk) for
a CR in the proximity of the interferer is smaller than for a
CR in the proximity of the target. Further, we define Feature
Variation Coefficient (FVC) at the kth CR as
φk =
var(Rˆαtrk )
E[|Rˆαtrk |2]
. (10)
As shown in the Appendix C and D, for a sufficiently large
value of N
(
N > 10d fs∆αe
)
, φk is a strictly monotonically
decreasing function of ρk and 0 ≤ φk ≤ 1 and it can be
written as
φk =
var(Rˆαtrk )
E[|Rˆαtrk |2]
=
ρ2k var(Rˆ
αt
st ) + E[|Rˆαtsi |2] + ρkE[|Rˆαtstsi |2]
ρ2kE[|Rˆαtst |2] + E[|Rˆαtsi |2] + ρkE[|Rˆαtstsi |2]
.
(11)
In order to illustrate how φk depends on the location of the
kth CR, contour plots of φk at various locations in the network
are shown in Fig. 2. It is observed that in the proximity of the
target, φk → 0 . On the other hand, φk → 1 in the proximity
of the interferer. In the four figures in Fig. 2, we can see how
higher interferer power (lower ρ) changes the φk values at
various locations in the network.
From the above discussion, it is clear that if the central
processing node has the knowledge of φk at each CR, it
can set a threshold φ0 on the FVC value and eliminate CRs
for which φk > φ0, since they are closer to the interferer.
Thus in the improved Cyclic WCL, each CR computes φk
from the received signal according to (10) and sends out this
information to the central processing node. The CRs do not
require the knowledge of ρ and ρk to compute φk.
It should be noted that in (10), φk depends on var(Rˆαtrk )
and E[|Rˆαtrk |2]. In a practical system, the kth CR estimates
the variance of Rˆαtrk and mean of |Rˆαtrk |2 using M realizations
of Rˆαtrk . The FVC at k
th CR is an estimate based on M
realizations of Rˆαtrk and is denoted by φˆ
M
k . Therefore, we have
φˆMk =
vs
es
, (12)
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Fig. 2: Contour of FVC (φk) at different locations in the
network for a particular transmit power ratio (ρ). Target is
at [0, 0]. Interferer is at [20, 20]. The target signal st is 4-
QAM with BW = 20MHz and carrier frequency = 2.4GHz.
The interferer signal st is 4-QAM with BW = 25MHz and
carrier frequency = 2.4GHz. Shadowing variance σq = 0dB.
where vs is sample variance given by vs =
1
M−1
∑M
i=1 |(Rˆαtrk )i − ms|2 with ms = 1M
∑M
i=1(Rˆ
αt
rk
)i
and es = 1M
∑M
i=1 |(Rˆαtrk )i|2 = M−1M vs + |ms|2. Here (Rˆαtrk )i
is the ith realization of Rˆαtrk . The number of realizations
M required to estimate accurate value of φk is obtained
using confidence interval of the estimate φˆMk . The analysis
to find sufficient number of realizations M for satisfactory
performance of the algorithm is presented in Section III-B1.
From the knowledge of φˆMk , the central processing node
estimates the target location by including CRs for which φˆMk ≤
φ0:
Lˆtimproved(φ0) =
K∑
k=1
|(Rˆαtrk )M |2Lk1(φˆMk ≤ φ0)
K∑
k=1
|(Rˆαtrk )M |21(φˆMk ≤ φ0)
, (13)
where (Rˆαtrk )M is the M
th realization of Rˆαtrk and 1(φˆ
M
k ≤ φ0)
is an indicator function that is 1 for φˆMk ≤ φ0 and 0 otherwise.
It should be noted that the locations of the CRs, the target and
the interferer should remain constant until MN samples of the
received signal are collected at each CR. We assume that the
locations remain constant for the time duration MNTs. We
also assume that received powers pt,k and pi,k remain constant
for this duration.
In (13), φ0 is a design parameter of the improved Cyclic
WCL. Two important points should be noted while selecting
the value of φ0. First, as observed in Fig. 2, if φ0 is reduced
for a fixed transmit power ratio, then CRs in a smaller area
are included in Cyclic WCL. It means that only the CRs
Algorithm 2 Improved Cyclic WCL
1: Estimate ∆α = |αt − αi| and select N > 10d fs∆αe.
2: for i=1,2..M do
3: At each CR k = 1, 2..K, collect N samples of the
received signal rk(n), n = 1, 2..N .
4: Compute CAC estimate:
(Rˆαtrk )i =
1
N
N−1∑
n=0
|rk(n)|2e−j2piαtnTs
5: end for
6: Using above M realizations of Rˆαtrk , compute φˆ
M
k using
(12).
7: Compute the suboptimal FVC threshold φsub0 and estimate
the target location using (13).
confined in the area where φˆMk ≤ φ0 are included in the
Cyclic WCL. Second, if φ0 is fixed and the interferer power
is increased, again CRs in a smaller area are included in the
algorithm. Computation of the optimum value φopt0 of the FVC
threshold that minimizes the RMSE is presented in Section
III-B3. This computation requires the information of pt,k, pi,k,
st and si. Since the central processing node might not have
this information, it computes a suboptimal threshold φsub0 as
described below.
Without the loss of generality, consider φˆM1 ≤ φˆM2 ... ≤ φˆMK .
It can be deduced from the analysis presented in Section
III-B3, that the unique values of ||Lˆtimproved(φ0)||2 occur at
φ0 ∈ {φˆM1 , φˆM2 , ...φˆMK }, where ||.|| is 2-norm of the vector.
Further, the optimal value of φ0 that minimizes the RMSE is
one out of {φˆM1 , φˆM2 , ...φˆMK }. It should be noted that as the
value of φ0 approaches φ
opt
0 , ||Lˆtimproved(φ0)||2 approaches
||Lt||2. On the other hand, when the value of φ0 is significantly
different from φopt0 , ||Lˆtimproved(φ0)||2 takes values that are
significantly different from ||Lt||2. Based on this notion,
the central processing node clusters ||Lˆtimproved(φ0)||2, φ0 ∈
{φˆM1 , φˆM2 , ...φˆMK } in two sets: Sopt and Snon−opt, using k-
means algorithm [29]. If ||Lˆtimproved(φ0)||2 ∈ Sopt, then
the value of ||Lˆtimproved(φ0)||2 is closer to ||Lt||2. Simi-
larly if ||Lˆtimproved(φ0)||2 ∈ Snon−opt, then the value of
||Lˆtimproved(φ0)||2 is significantly different from ||Lt||2. The
set containing ||Lˆtimproved(φˆMK )||2 is identified as Snon−opt.
This is due to the fact that for φ0 = φˆMK , all the CRs,
including those in the vicinity of the interferer are included in
the localization which makes the value of ||Lˆtimproved(φ0)||2
differ significantly from ||Lt||2. The other set obtained by
k-means algorithm is then identified as Sopt. Further the
suboptimal FVC threshold φsub0 is computed as the average
of {φ0 : ||Lˆtimproved(φ0)||2 ∈ Sopt}. The algorithm steps of
the improved Cyclic WCL are described in Algorithm 2.
III. THEORETICAL ANALYSIS
A. Analysis of Cyclic WCL
In order to analyze the Cyclic WCL algorithm, we first
formulate the estimates of the x- and y-coordinates of the
target in the form of ratios of quadratic forms of a Gaussian
vector (RQGV). The RMSE in the target location estimates is
computed using the RQGV form.
6Let us define Cyclic Cross-Correlation (CCC) between
signals any two signals u(n) and v(n) at cyclic frequency
αt as
Rˆαtuv =
1
N
N−1∑
n=0
2 Re{u(n)v(n)∗}e−j2piαtnTs . (14)
In the above equation, (ˆ ) indicates the estimate based on N
samples and (∗) indicates complex conjugate. Substituting (6)
in (7) and using the above definition, we can write the CAC
of the received signal at kth CR as
Rˆαtrk = pt,kRˆ
αt
st + pi,kRˆ
αt
si +
√
pt,kpi,kRˆ
αt
stsi
+ Rˆαtwk +
√
pt,kRˆ
αt
stwk
+
√
pi,kRˆ
αt
siwk
. (15)
Now, let us define three vectors: θˆr, θˆi and pk. The vectors
θˆr and θˆi contain real and imaginary parts of CAC and CCC,
and pk contains powers received at the kth CR from the target
and the interferer. Therefore, we have
θˆr = [Re{Rˆαtst }, Re{Rˆαtsi }, Re{Rˆαtstsi},
Re{Rˆαtw }, Re{Rˆαtstw}, Re{Rˆαtsiw}]T ,
θˆi = [Im{Rˆαtst }, Im{Rˆαtsi }, Im{Rˆαtstsi},
Im{Rˆαtw }, Im{Rˆαtstw}, Im{Rˆαtsiw}]T ,
pk =
[
pt,k, pi,k,
√
pt,kpi,k, 1,
√
pt,k,
√
pi,k
]T
. (16)
Using (15) and (16), we rewrite the estimate of x-coordinate
of the target in terms of ratio of weighted sum of a vector
norm:
xˆt =
K∑
k=1
|Rˆαtrk |2xk
K∑
k=1
|Rˆαtrk |2
=
K∑
k=1
∥∥∥∥∥∥
 θˆrT
θˆi
T
pk
∥∥∥∥∥∥
2
xk
K∑
k=1
∥∥∥∥∥∥
 θˆrT
θˆi
T
pk
∥∥∥∥∥∥
2 . (17)
Further, we define power matrix P = [p1,p2, ...pK] and
position matrices X = diag(x1, x2, ...xK) and Y =
diag(y1, y2, ...yK). From P, X and Y, symmetric matrices
Ax, Ay, and B are obtained as shown below:
Ax = diag(PXP
T ,PXPT ),
Ay = diag(PYP
T ,PYPT ),
B = diag(PPT ,PPT ).
(18)
As shown in the Appendix A, xˆt can be written in terms of
Ax, B and θˆ =
[
θˆr
T
θˆi
T
]T
as:
xˆt =
θˆ
T
Axθˆ
θˆ
T
Bθˆ
. (19)
Similarly, the estimate of the y-coordinate can be written as:
yˆt =
θˆ
T
Ayθˆ
θˆ
T
Bθˆ
, (20)
The target location estimates in (19) and (20) are func-
tions of the vector θˆ =
[
θˆr
T
θˆi
T
]T
that contains real and
imaginary parts of estimates of CACs and CCCs as defined in
(16). The estimates of CACs and CCCs are computed using N
samples of corresponding signals and are modeled as Gaussian
random variables for a sufficiently large value of N [30, Eqn.
(20)]. It follows that the vector θˆ is a Gaussian vector and is
a function of number of samples observed N .
As shown in Appendix B, CACs and CCCs are computed
from moments of st and si, which in turn are functions of data
symbols, al, bl and pulse shapes gn,l, hn,l for single carrier
signals. For OFDM signals, the moments are functions of
subcarrier symbols cκ,l, dκ,l, subcarrier spacings ∆ft,∆fi,
and window functions gn,l, hn,l. Therefore, the mean E[θˆ]
and the covariance matrix Σθˆ of the Gaussian vector θˆ are
derived in terms of these parameters as shown in Appendix
B. The target location estimates in (19) and (20) also depend
on the locations of CRs and the power received at the CRs
through matrices Ax, Ay, and B.
In order to compute the RMSE, we find the second moments
of location estimates E[xˆ2t ] and E[yˆ
2
t ]. It should be noted
that xˆt and yˆt are in the RQGV form with vector θˆ. The
second moments of RQGV are given in [31, Thm. 6]. To
utilize the result presented in [31], the matrix B should be
positive semidefinite. By definition, B = diag(PPT,PPT).
Any matrix of the form PPT is positive semi-definite. Since
B has PPT on its diagonal, B is also a positive semidefinite
matrix.
First, we compute Cholesky factorization of Σθˆ = CC
T.
Then, the eigenvalue decomposition of CTBC gives the
orthogonal matrix V with eigenvectors on its columns and
diagonal matrix Λ with eigenvalues on the diagonal. Define a
matrix A∗ = VTCTAxCV and a vector µ = VTC−1E[θˆ].
Further, E[xˆ2t ] is computed, using [31, Thm. 6], as:
E[xˆ2] = E
( θˆTAxθˆ
θˆ
T
Bθˆ
)2 = e− 12E[θˆ]TΣθˆ−1E[θˆ]×2
∞∫
0
t det(∆)e
1
2ζ
T ζ
(
Tr(R2) + 2ζTR2ζ
)
dt
+
∞∫
0
t det(∆)e
1
2ζ
T ζ
(
Tr(R) + ζTRζ
)2
dt
 (21)
where, ∆ = (In + 2tΛ)−
1
2 , R = ∆A∗∆, ζ = ∆µ.
Similarly, E[yˆ2t ] is obtained by replacing Ax with Ay. From
the second moments, we get the theoretical value of the RMSE
() using
 =
√
E[xˆ2t ] + E[yˆ
2
t ]. (22)
B. Analysis of Improved Cyclic WCL
1) Estimation of Feature Variation Coefficient φk: As men-
tioned in Section II-C, in the practical system, the kth CR
estimates the value of φk using M realizations. We denote
the estimate of φk using M realizations by φˆMk and it is given
7by φˆMk = vs/es, where vs and es are sample variance of Rˆ
αt
rk
and sample mean of |Rˆαtrk |2, respectively.
The sample variance vs follows the Chi-square distribution,
but it can be approximated by the Gaussian distribution for
M > 50 [32, pp.118]. We consider M > 50 for simplicity of
analysis. The mean (µvs ) and variance (σ
2
vs ) of vs are given
by [33]
µvs = var(Rˆ
αt
rk
) and σ2vs =
1
M
[
µ4 − M − 3
M − 1µ
2
vs
]
, (23)
where µ4 = E{|Rˆαtrk −E[Rˆαtrk ]|4}. Similarly, es is a Gaussian
random variable with mean µes and variance σ
2
es as follows:
µes = E[|Rˆαtrk |2], and σ2es = var(|Rˆαtrk |2)/M. (24)
The analytical expressions of µvs , σvs , µes , σes in terms of
E[θˆ], Σθˆ and pk are presented in Appendix E. It should be
noted that σ2vs and σ
2
es → 0 as M → ∞ since vs and es are
consistent estimators of var(Rˆαtrk ) and E[|Rˆαtrk |2].
We compute the confidence interval for φˆMk using the fact
that it is a ratio of two Gaussian variables vs and es. Let β be
the required confidence level, i.e., the probability that the true
value of φk lies within the given confidence interval. Further,
let C be the center of the confidence interval corresponding
to the confidence level β and S be the standard error in the
computation of φk. Then from [34], we get
C =
vs
es
− z2β σvsese2s
Q
,
S2 =
σ2vs − 2 vses σvses +
v2s
e2e
σ2es − z2β
σ2es
e2s
[
σ2vs −
σ2vses
σ2es
]
e2sQ
2
(25)
and the confidence interval is C.I. = C ± zβS, where Q =
1− z2βσ2es/e2s and zβ is Student’s-t variable corresponding to
the confidence level β and the number of realizations M . The
value of zβ is obtained from standard tables such as [33, Table
8.2].
It should be noted that zβS reduces with if the M is
increased. While computing φˆMk , the number of realizations M
should be large enough to satisfy zβS < δ for a small value
of δ. The value of δ is selected as the minimum difference
between the FVC at any two CRs, i.e., δ = min
i,j
(φi − φj),
for i, j ∈ {1, 2, ...K}, i 6= j. This value of δ ensures that
only CRs for which φk ≤ φ0 are included in the algorithm
with confidence level β. In other words, if φk ≤ φ0, then we
have φˆMk ≤ φ0. Other other hand, if φk > φ0, then we have
φˆMk > φ0 with probability β.
2) RMSE in the Improved Cyclic WCL Estimates: As
mentioned in the previous section, the improved Cyclic WCL
includes only CRs with φˆMk ≤ φ0, where φ0 is the FVC thresh-
old. In order to write the estimates of x- and y-coordinates as a
function of φ0, we introduce a threshold based K×K diagonal
matrix, called selection matrix S0. The kth diagonal element
of S0 is 1 if φˆMk ≤ φ0 and 0 otherwise. In other words, the
kth diagonal element of the matrix S0 is the indicator function
1(φˆMk ≤ φ0). The selection matrix is incorporated in previous
definitions of symmetric matrices in (18) as
A′x = diag(PS0XS0
TPT ,PS0XS0
TPT ),
A′y = diag(PS0YS0
TPT ,PS0YS0
TPT ), and
B′ = diag(PS0S0TPT ,PS0S0TPT ). (26)
The location estimates using the improved Cyclic WCL are
given as
xˆt(φ0) =
θˆ
T
A′xθˆ
θˆ
T
B′θˆ
and yˆt(φ0) =
θˆ
T
A′yθˆ
θˆ
T
B′θˆ
. (27)
It should be noted that xˆt(φ0) and yˆt(φ0) are also in RQGV
form in the Gaussian vector θˆ. Further, in order to show
that B′ is positive semidefinite, we note that PS0S0TPT is
positive semi-definite, if there is at least one non-zero element
on the diagonal of S0. The number of non-zero elements of the
diagonal of S0 is the number of CRs satisfying φˆMk ≤ φ0. If φ0
is selected such that at least one CR satisfies φˆMk ≤ φ0, then
PS0S0
TPT is positive semi-definite, which in turn makes
B′ also a positive semi-definite matrix. Therefore, for a fixed
value of φ0, the RMSE for improved Cyclic WCL is computed
in similar way as Cyclic WCL:
(φ0) = E[xˆ
2
t (φ0)] + E[yˆ
2
t (φ0)], (28)
where E[xˆ2t (φ0)] and E[yˆ
2
t (φ0)] are obtained by replacing Ax,
Ay and B with A′x and A
′
y and B
′, respectively in (21).
3) Optimum FVC threshold: The optimum value of the
FVC threshold φ0 that minimizes the RMSE (φ0) is obtained
with the knowledge of A′x, A
′
y, B
′, E[θˆ] and Σθˆ. Without
loss of generality, let us consider φˆM1 ≤ φˆM2 ... ≤ φˆMK .
For φ0 < φˆM1 , no CR will be used for localization and
the target location estimates cannot be computed. Therefore,
we must have φ0 ≥ φˆM1 for the improved Cyclic WCL
algorithm to work. If the value of FVC threshold is φ0 = φˆMk′
(1 ≤ k′ ≤ K), then CRs 1, 2, 3..k′ will be included in the
localization process.
It should be noted that the RMSE for any value of φ0 in the
range [φˆMk′ , φˆ
M
k′+1) remains constant. This is because the same
k′ CRs are used for localization if the value of φ0 is in the
given range. Therefore, (φ0) = (φˆMk′ ) if φ0 ∈ [φˆMk′ , φˆMk′+1).
It follows from the above argument that (φ0) has K unique
values in the domain of φ0 ∈ [0, 1] and the unique values
are {(φˆM1 ), (φˆM2 ), ....(φˆMK )}. We obtain the unique values
of (φ0) using (28) at φ0 ∈ {φˆM1 , φˆM2 , ...φˆMK }. The optimum
value of the FVC threshold is then given by {φopt0 : (φopt0 ) ≤
(φˆMk ), k = 1, 2..K}.
C. Complexity Analysis
In this section, we compare the computational complexities
of the proposed algorithms, Cyclic WCL and improved Cyclic
WCL, with traditional WCL algorithm. We assume that the
number of operations (OPS) required for addition, subtraction
and comparison is 1, and for multiplication and division is 10,
as considered in [3]. The number of OPS required for Cyclic
WCL, using (6) and (8), is 21KN + 23K + 36. Similarly, the
number of OPS required for improved Cyclic WCL, using (6),
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Fig. 3: Improved Cyclic WCL: RMSE vs φ0. φ
opt
0 =
0.09, (φopt0 ) = 0.03744. φ
sub
0 = 0.16, (φ
sub
0 ) =
0.03815. K = 50. ρ = −10 dB. Locations of the
CRs [xk, yk] and xk ∈ {−40,−20, 0, 20, 40} and yk ∈
{−45,−35,−25,−15,−5, 5, 15, 25, 35, 45}. Interferer loca-
tion: [20, 20].
(10), and (13), is 21MKN+24MK+19M+(71+η)K+17.
Here, ηK is the number of OPS required to obtain φsub0 using
k-means clustering. The computational complexity of the k-
means algorithm is O(K) [35]. Therefore, we assume ηK is
the number of OPS required for k-means clustering.
Finally, the WCL algorithm in [3] is a special case of Cyclic
WCL with αt = 0. The number of OPS required for WCL is
11KN+23K+26. Therefore, the computational complexities
of WCL and Cyclic WCL are O(KN), while that of improved
Cyclic WCL is O(MKN).
IV. SIMULATION RESULTS AND DISCUSSION
We consider a CR network with K CRs located in a square
shaped area of size 100m x 100m. The path-loss exponent
γ = 3.8 and noise PSD is N0 = −174dBm/Hz. Initially, we
show results with single carrier 4-QAM signals with carrier
frequency ft = fi = 2.4GHz. The symbol rates of the target
and the interferer signals are αt = 20MHz and αi = 25MHz,
respectively. The sampling frequency is fs = 200MHz. The
number of samples N is selected such that N > 10d fs∆αe =
400.
First, improved Cyclic WCL is studied in Section IV-A.
Then, we compare the performances of improved Cyclic WCL
and Cyclic WCL in Section IV-B in the absence of shadowing
(σq = 0dB). The comparison between the traditional WCL,
Cyclic WCL and the improved Cyclic WCL under the shadow-
ing environment is presented in Section IV-D. This section also
shows results with OFDM signals. Finally, simulation results
with multipath fading channels are shown in Section IV-E.
A. Performance of the improved Cyclic WCL
In improved Cyclic WCL, the number of realizations M are
computed using confidence interval as described in Section
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Fig. 4: RMSE vs transmit power ratio (ρ) for improved Cyclic
WCL with optimal and suboptimal FVC threshold. Number
of CRs K = 50. Number of Samples N = 500. Interferer
location: [xi, yi] = [20, 20].
III-B1. Further, following the analysis in Section III-B2, the
RMSE in the localization estimates is obtained. Note that
above analysis holds for given fixed locations of the CRs, the
target and the interferer. Therefore, in order to evaluate the
performance of the improved Cyclic WCL, first we show the
simulation results for fixed locations of the CRs in Section
IV-A1. In Section IV-A2, we consider uniformly distributed
CRs in the network and compute the average RMSE over 1000
iterations.
1) Performance of improved Cyclic WCL for fixed loca-
tions of CRs: The locations of K = 50 CRs are fixed
at [xk, yk] such that xk ∈ {−40,−20, 0, 20, 40} and yk ∈
{−45,−35,−25,−15,−5, 5, 15, 25, 35, 45}. The target and
the interferer are located at [0, 0] and [20, 20], respectively.
The number of realizations M required to obtain φˆMk are
computed with confidence level β = 0.9 and δ = 0.01.
For the given parameters, it was observed that zβS < 0.01
for M ≥ 60, therefore M = 60 realizations are used to
compute φˆMk . Further, the optimum threshold φ0 was obtained
as discussed in Section III-B3. In the scenario considered
here, φopt0 = 0.09 and the corresponding RMSE is (φ
opt
0 ) =
0.03744. The impact of selecting different FVC thresholds on
the error is shown in Fig. 3. The y-axis in this figure also
represents ||Lˆtimproved(φ0)||2 since the target is located at the
origin. In this particular case, the k-means clustering results
in ||Lˆtimproved(φ0)||2 ∈ Sopt for 0.08 ≤ φ0 ≤ 0.57. Further,
the suboptimal threshold φsub0 = 0.16 and the corresponding
RMSE is (φsub0 ) = 0.03815. Hence, the localization error
increased by only 0.0007m if suboptimal threshold is used in
this setting.
2) Performance of improved Cyclic WCL with uniformly
distributed CRs: Now we consider that the CRs are uni-
formly distributed in the network. The average RMSE of 1000
realizations of CR locations is plotted against the transmit
power ratio (ρ) in Fig. 4. The figure compares performance
of the algorithm with optimal (φopt0 ) and suboptimal (φ
sub
0 )
FVC threshold. As described in Section II-C, unlike φopt0 ,
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Fig. 5: Impact of interferer location on a) Cyclic WCL and
b) Improved Cyclic WCL, with pt = 10dBm. Number of CRs
K = 50. Number of samples N = 500. Target location: [0, 0].
the computation of φsub0 does not require the knowledge of
pt,k, pi,k, st and si. From Fig. 4, it can be observed that the
performance of the improved Cyclic WCL with suboptimal
FVC threshold is comparable to the performance with optimal
threshold. The suboptimal threshold results in increased error
of at most 1m for transmit power ratio ranging from 10 dB to
−40dB. Therefore, the knowledge of the transmit powers of
the target and the interferer and their signals is not necessary
for satisfactory performance of the proposed coarse-grained
localization algorithm.
B. Comparison between Cyclic WCL and improved Cyclic
WCL
In this section, the impacts of the location of the interferer,
CR density and the number of samples N on Cyclic WCL
and improved Cyclic WCL are studied. In each scenario, the
algorithm is simulated for 1000 realizations with uniformly
distributed CRs. The average RMSE over 1000 realizations
is plotted. The improved Cyclic WCL is implemented with
suboptimal threshold φˆsub0 .
1) Impact of the location of the interferer: The RMSE
in the target location estimates for different locations of
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Fig. 6: Impact of CR density on a) Cyclic WCL and b)
Improved Cyclic WCL, with pt = 10dBm. Number of samples
N = 500. Target and interferer locations: [0, 0], [20, 20].
the interferer is shown in Fig. 5. The results shown in the
figures are counter-intuitive, since the interferer located further
away from the target causes higher error as compared to the
interferer located closer to the target, especially with increased
interferer power. This is due to the fact that at high interferer
power, the centroid of |Rˆrk |2 is closer to the interferer. Further,
if the interferer location is away from the target, the centroid
and hence the target location estimates move away from the
target and closer to the interferer. This phenomenon results
in increased error as seen in the figure. For a fixed position
of the interferer, it is observed that the RMSE increases with
higher interferer power, since the impact of the interferer on
the centroid of |Rˆrk |2 becomes more prominent. As shown
in Fig. 5a and 5b, the RMSE in improved Cyclic WCL is
significantly lower than RMSE in Cyclic WCL. Further, the
RMSE for different locations converge at ρ = 10 dB for
Cyclic WCL, and at ρ = −20dB for improved Cyclic WCL.
Therefore, improved Cyclic WCL provides more robustness
against interferer’s power and location.
2) Impact of CR density: The impact of increased CR
density in the network on the localization error is shown in
10
Fig. 6. It has been observed that increasing the number of
CRs from 10 to 200 at ρ = 10dB reduces the error by 9m,
as shown in Fig. 6a. However, at ρ = −40 dB increasing
the number of CRs reduces the error by only 0.75m. This
is due to the fact that increasing K increases the number of
CRs in the vicinity of the interferer as well which contribute
to increased error at higher interferer power (ρ = −40dB).
Therefore, any gain obtained by increasing the CR density
is compensated by increased interferer power which results in
essentially a flat curve at ρ = −40dB. Further, the localization
error in improved Cyclic WCL, as shown in Fig. 6b, decreases
by approximately 5m if K is increased from 10 to 50 for all
values of ρ, while the error is reduced by approximately 1m
if K is increased from 50 to 200. Therefore, the performance
of the proposed algorithm changes only by a small amount if
K ≥ 50, irrespective of the interferer power.
3) Impact of number of samples N: In the Cyclic WCL,
non-asymptotic estimate of the CAC of the received signal (7)
is used to compute weights for each CR location. The non-
asymptotic estimates are based on N samples of the received
signal rk. Therefore, performance of the Cyclic WCL and the
improved Cyclic WCL depends on the value of N . The impact
of the value of N on the performance of the algorithm is shown
in Fig. 7. It is observed that increasing the number of samples
reduces the error in Cyclic WCL. For example, the error is
reduced by up to 5m when N is increased from 500 to 5000.
With increased value of N , the estimate Rˆαtrk approaches the
true value of Rαtrk resulting in lower value of the error. On
the other hand, the error in the improved Cyclic WCL does
not change significantly with increased N as shown in Fig.
7b. Therefore, the performance of improved Cyclic WCL is
independent of number of samples N as long as N > d fs∆αˆe.
C. Impact of imperfect knowledge of αi
In both Cyclic WCL and improved Cyclic WCL, the first
step is to select the number of samples N based on ∆α =
|αt−αi|. In this section, the cyclic frequency of the interferer
αi is varied from 22MHz to 50MHz. In order to compute
N , we assume αˆi = 25MHz. The number of samples used
are N = 500, which satisfies N > 10d fs∆αˆe = 400, where
∆αˆ = |αˆi − αt| = 5MHz. The impact of the imperfect
knowledge of ∆α is shown in Fig. 8. If ∆α < ∆αˆ =
5MHz, the number of samples do not satisfy the condition
N > 10d fs∆αˆe, which results in higher interference component
in the CAC. This phenomenon results in higher error in
both Cyclic WCL and improved Cyclic WCL. On the other
hand, if ∆α > ∆αˆ = 5MHz, then the error is reduced
and the improvement in the performance of the Cyclic WCL
depends on the transmit power ratio (ρ). Further, it can be
observed that the performance of the improved Cyclic WCL
remains the same for different ρ and ∆α in the regime
∆α > ∆αˆ = 5MHz. Therefore, the improved Cyclic WCL is
robust to both interference power and error in the estimation
of αi.
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Fig. 7: Impact of number of samples (N ) on a) Cyclic WCL
and b) Improved Cyclic WCL, with pt = 10dBm. Number of
CRs K = 50. Target and interferer locations: [0, 0], [20, 20].
D. Comparison between traditional WCL, Cyclic WCL and
improved Cyclic WCL
In this section, we compare the performances of the tradi-
tional WCL, Cyclic WCL and the improved Cyclic WCL in
shadowing environment. It is observed that, even in shadowing
environment (σq = 6 dB), the error in Cyclic WCL is smaller
than traditional WCL, as shown in Fig. 9. In the case of
improved Cyclic WCL, the error is reduced by a factor of
three as compared to the traditional WCL for ρ = −40dB.
Further, it has been observed that Cyclic WCL algorithms are
robust to shadowing. For example, in improved Cyclic WCL,
the error has increased by only 2m when shadowing variance
has increased four fold from σq = 0dB to σq = 6dB. This is
due to the fact that the shadowing effect over K CRs averages
out in the WCL algorithms.
Next, we show the performance of proposed algorithms with
OFDM signals. In these results, st is a WLAN signal with
64 sub-carriers, and sub-carrier spacing ∆ft = 312.5kHz.
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is used in improved Cyclic WCL.
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Fig. 9: Impact of shadowing on WCL, Cyclic WCL, and im-
proved Cyclic WCL with suboptimal FVC threshold. Number
of CRs K = 50. Number of samples N = 500. Target and
interferer locations: [0, 0], [20, 20].
The OFDM symbol duration Tg = 4µs with Tcp = 0.8µs.
The cyclic frequency of st is αt = 1/Tg = 250kHz. The
interference, si, is a LTE signal with 1024 sub-carriers and
sub-carrier spacing of ∆fi = 15kHz. The OFDM symbol
duration Th = 71.4µs with Tcp = 4.7µs. The cyclic frequency
of the interference is αi = 1/Th = 14kHz. Both target and
interfering signals carry 4-QAM signal on each sub-carrier,
i.e., cl,k and dl,k are 4-QAM symbols. The sampling frequency
fs = 500kHz, while the number of samples N = 100 >
10d fs∆αe. Localization errors in the traditional WCL, Cyclic
WCL, and improved Cyclic WCL are shown in Fig. 10. The
figure also shows analytically computed RMSE with OFDM
signals following the derivations in Appendix B. It has been
observed that the proposed improved Cyclic WCL continues
to provide three times lower error as compared to traditional
WCL for ρ = −40dB. Further, the comparison of RMSE
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Fig. 10: RMSE in WCL, Cyclic WCL and improved Cyclic
WCL algorithms with OFDM signals. Target and interferer
cyclic frequencies αt = 250kHz and αi = 14kHz, respec-
tively. Sampling frequency at CRs fs = 500kHz. Number
of samples N = 100. Number of CRs K = 50. Target and
interferer locations: [0, 0], [20, 20].
in improved Cyclic WCL in Fig. 9 and 10 shows that the
proposed algorithm performs equally well under OFDM and
single carrier signals.
E. Performance under multipath fading channels
The three algorithms are also studied under multipath fading
channels suitable for indoor and outdoor settings. For indoor
setting, TGn channel model from WLAN standard is used
[36]. This channel model has delay spread of 40ns and
Doppler spread of 10Hz. For outdoor setting, extended typical
urban (ETU) channel model is considered with 5µs delay
spread and 300Hz Doppler spread [37]. This is a commonly
used model in LTE cellular system. The channel coefficients
ht,k and hi,k are obtained from the aforementioned channel
models, where ht,k is the channel between the target and
the kth CR, while hi,k is the channel between interferer
and kth CR. The received signal is then obtained as rk =√
pt,k [ht,k ∗ st] +√pi,k [hi,k ∗ si] +wk, where ∗ denotes the
convolution operation. Further implementations of the three
algorithms remains the same as in AWGN channel.
The localization errors under the two multipath channels
are shown in Fig. 11. As in AWGN case N = 100 samples
are used at sampling rate 500kHz for localization. It has been
observed that the localization errors in all three algorithms
increase as compared to AWGN channel. This increase in error
can be explained as follows. The signal observation interval
at each CR is 100/500kHz = 0.2ms, which is smaller than
the coherence time of TGn and ETU channels. Therefore, the
received power at each CR in this duration is affected by the
small scale fading and the impact of fading is not averaged out
as the observation duration is smaller than the coherence time.
This leads to increased localization errors. However, we can
observe that the localization error in WCL and Cyclic WCL
is increased by up to 4m. On the other hand, the error in
improved Cyclic WCL increases by up to 2m only. Therefore,
we can conclude that the proposed improved Cyclic WCL
more robust against multipath fading channels and continues to
provide significant performance gain over the WCL algorithm.
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Fig. 11: RMSE in WCL, Cyclic WCL, and improved Cyclic
WCL with different channel models. Signal parameters are
same as in Fig. 10.
V. CONCLUSION
In this paper, we have proposed the Cyclic WCL algorithm
to mitigate the adverse impact of a spectrally overlapped inter-
ference in CR networks on the target localization process. The
proposed algorithm uses cyclic autocorrelation of the received
signal in order to estimate the target location. Theoretical
analysis of the algorithm is presented in order to compute
the error in localization. We have also proposed the improved
Cyclic WCL algorithm that identifies CRs in the vicinity of
interferer and eliminates them from the localization process to
further reduce the error.
We have studied impacts of interferer’s power, its location,
and CR density on performance of the proposed algorithms.
The improved Cyclic WCL is observed to be robust against
interferer’s location and its transmit power. The comparison
between the traditional WCL and the improved Cyclic WCL
shows that the proposed algorithm provides significantly lower
error in localization when there is a spectrally overlapped
interference in the network. It has been observed that the
improved Cyclic WCL is also robust against shadowing and
multipath fading environment. The proposed localization al-
gorithm performs equally well with single carrier as well as
OFDM signals.
APPENDIX A
PROOF: xˆt IS A RATIO OF QUADRATIC FORM IN θˆ
From (17), we have
xˆt =
K∑
k=1
|Rˆαtrk |2xk
K∑
k=1
|Rˆαtrk |2
=
K∑
k=1
∥∥∥∥∥∥
 θˆrT
θˆi
T
pk
∥∥∥∥∥∥
2
xk
K∑
k=1
∥∥∥∥∥∥
 θˆrT
θˆi
T
pk
∥∥∥∥∥∥
2 and
xˆt =
K∑
k=1
pk
T
[
θˆr θˆi
]
xk
 θˆrT
θˆi
T
pk
K∑
k=1
pkT
[
θˆr θˆi
]  θˆrT
θˆi
T
pk
. (29)
After rearranging the terms and taking the summation operator
inside, we have
xˆt =
Tr
 θˆrT
θˆi
T
 K∑
k=1
pk xkpk
T
[
θˆr θˆi
]
Tr
 θˆrT
θˆi
T
 K∑
k=1
pkpkT
[
θˆr θˆi
] .
Further, using the definitions of P and X from (18), we get
xˆt =
Tr
 θˆrT
θˆi
T
PXPT [θˆr θˆi]

Tr
 θˆrT
θˆi
T
PPT [θˆr θˆi]

=
[
θˆr
T
θˆi
T
] [ PXPT 0
0 PXPT
] [
θˆr
θˆi
]
[
θˆr
T
θˆi
T
] [
PPT 0
0 PPT
] [
θˆr
θˆi
] = θˆTAxθˆ
θˆ
T
Bθˆ
,
where Ax = diag(PXPT,PXPT) and B =
diag(PPT,PPT).
APPENDIX B
DERIVATIONS OF E[θˆ] AND Σθˆ IN TERMS OF
TRANSMITTED SYMBOLS AND PULSE SHAPE.
The mean and covariance matrix of θˆ = [θˆr
T
θˆi
T
]T are
defined as follows:
E[θˆ] = [E[θˆr]
T , E[θˆi]
T ]T , Σθˆ = E[θˆθˆ
T
]− E[θˆ]E[θˆ]T ,
where E[θˆθˆ
T
] =
[
E[θˆrθˆr
T
] E[θˆrθˆi
T
]
E[θˆiθˆr
T
] E[θˆiθˆi
T
]
]
In order to compute E[θˆ] and Σθˆ, the terms of
the form E[Re{Rˆαtu } Im{Rˆαtv }], E[Re{Rˆαtu } Im{Rˆαtuv}]
and E[Re{Rˆαtuv} Im{Rˆαtuv}] are required, where u, v ∈
{st, si, wk}. Further, it should be noted that the four terms
of the form E[Re{Rˆαtu }Re{Rˆαtv }], E[Im{Rˆαtu }Re{Rˆαtv }],
E[Re{Rˆαtu } Im{Rˆαtv }] and E[Im{Rˆαtu } Im{Rˆαtv }] can
be obtained from a single term E[RˆuRˆ∗v], by replacing
e−j2piαt(n−m)Ts with cos(2piαtnTs) cos(2piαtmTs),
sin(2piαtnTs) cos(2piαtmTs), cos(2piαtnTs) sin(2piαtmTs)
and sin(2piαtnTs) sin(2piαtmTs), respectively. Therefore,
only the computations of the form E[Rˆαtu Rˆ
αt∗
v ] are shown.
A. Moments of CACs and CCCs of signals st and si
The moments of CACs and CCCs are computed using the
moments of st and si, as shown later in this section. Therefore,
the moments of st and si are computed first.
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Since a′ls and cκ,l zero mean, we have E[st(n)] = 0 under
both single- and multi-carrier models. In single carrier signal
st, the second moments of st are
E[st(n)st(m)] =
∞∑
k=−∞
∞∑
l=−∞
E[akal]gn,kgm,le
j2pift(n+m)Ts
= E[a2]ej2pift(n+m)Ts
∞∑
k=−∞
gn,kgm,k, and
E[st(n)s
∗
t (m)] = E[|a|2]ej2pift(n−m)Ts
∞∑
k=−∞
gn,kgm,k.
(30)
Further, the subscript l is dropped after taking the expec-
tation in the derivations, since a′ls and cκ,l are i.i.d. for all
l. In order to compute E[|st(n)|2|st(m)|2] for single carrier
signals, note that |st(n)|2 =
∑∞
k=−∞
∑∞
l=−∞ aka
∗
l gn,kgn,l
and |st(m)|2 =
∑∞
p=−∞
∑∞
q=−∞ apa
∗
qgm,pgm,q . Then, we
have
E[|st(n)|2|st(m)|2] =
∞∑
k=−∞
∞∑
l=−∞
∞∑
p=−∞
∞∑
q=−∞
E[aka
∗
l apa
∗
q ]gn,kgn,lgm,pgm,q.
Since a′ks are i.i.d. and zero mean, we have:
E[|st(n)|2|st(m)|2] = E[|a|4]
∞∑
k=−∞
g2n,kg
2
m,k
+ E[|a|2]2
∞∑
k=−∞
∞∑
p=−∞,p6=k
g2n,kg
2
m,p
+ |E[a2]|2
∞∑
k=−∞
∞∑
l=−∞,l 6=k
gn,kgn,lgm,kgm,l
+ E[|a|2]2
∞∑
k=−∞
∞∑
l=−∞,l 6=k
gn,kgn,lgm,lgm,k. (31)
For the OFDM signal, E[st(n)st(m)], E[st(n)s∗t (m)],
and E[|st(n)|2|st(m)|2] are obtained by making the fol-
lowing substitutions in (30) and (31). First, E[a2] is sub-
stituted with
∑
κ∈KE[c
2
κ]e
j2piκ∆ft(n+m)Ts , E[|a|2] is sub-
stituted with
∑
κ∈KE[|cκ|2]ej2piκ∆ft(n−m)Ts , where K ={
−Nc,t2 , ..., Nc,t2 − 1
}
. Finally, E[|a|4] is substituted with
∑
κ∈K
E[|cκ|4] +
∑
κ1∈K
∑
κ2∈K
κ1 6=κ2
E[c2κ1 ]E[(c
∗
κ2)
2]ej2pi(κ1−κ2)∆ft(n+m)Ts
+
∑
κ1∈K
∑
κ2∈K
κ1 6=κ2
E[|cκ1 |2]E[|cκ2 |2]
(
1 + ej2pi(κ1−κ2)∆ft(n−m)Ts
)
.
(32)
Similarly, the moments are computed for si(n) using single
carrier and OFDM signal models. From (30) and (32), first
and second order moments of the estimates of the CAC are
obtained as follows:
E[Rˆαtst ] =
1
N
N−1∑
n=0
E[|st(n)|2]e−j2piαtnTs , and
E[|Rˆαtst |2] =
1
N2
N−1∑
n=0
N−1∑
m=0
E[|st(n)|2|st(m)|2]e−j2piαt(n−m)Ts .
(33)
Further, the cross correlation between estimates of CACs of
st and si is
E[Rˆαtst Rˆ
αt∗
si ] =
1
N2
N−1∑
n=0
N−1∑
m=0
E[|st(n)|2]E[|si(m)|2]e−j2piαt(n−m)Ts . (34)
Similarly, the mean of the CCCs between st and si is
E[Rˆαtstsi ] =E
[
1
N
N−1∑
n=0
2 Re{st(n)s∗i (n}e−j2piαnTs
]
=
1
N
N−1∑
n=0
(E[st(n)]E[si(n)]
∗
+ E[st(n)]
∗E[si(n)])e−j2piαtnTs = 0. (35)
The above equation follows from the fact that st and si are
independent and zero mean signals. From the same argument,
we can show that E[RˆαtstsiRˆ
αt∗
si ] = 0 and E[RˆstsiRˆ
∗
st ] = 0.
Finally, in order to compute the second moment of CCC
E[RˆstsiRˆ
∗
stsi ], let is define Z as follows:
Z =E[2 Re{st(n)s∗i (n)}2 Re{st(m)s∗i (m)}]
=2 Re{E[st(n)st(m)]E[si(n)si(m)]∗}
+ 2 Re{E[st(n)s∗t (m)]E[s∗i (n)si(m)]}. (36)
Then, it can be shown that
E[RˆαtstsiRˆ
αt∗
stsi ] =
1
N2
N−1∑
n=0
N−1∑
m=0
Ze−j2piαt(n−m)Ts . (37)
In the equations (33)-(37), the required moments of st and si
are obtained using (30) and (31). The moments related to the
CAC of the noise are obtained using (33)-(36) by substituting
st and si by w and are also derived in [28]. The moments are
as follows:
E[Rˆαtw ] =
σ2w
N
e−jpiαt(N−1)Ts
sin(piαtNTs)
sin(piαtTs)
,
E[Rˆαtw Rˆ
αt∗
w ] =
σ4w
N2
+
σ4w
N2
(
sin2(piαtNTs)
sin2(piαtTs)
)
. (38)
In order to compute E[RˆstwRˆ
∗
stw], we substitute si by w
in (37) and use
Y =2 Re{E[st(n)st(m)]E[w(n)w(m)]∗}
+ 2 Re{E[st(n)s∗t (m)]E[w∗(n)w(m)]}. (39)
Then we have,
E[RˆαtstwRˆ
αt∗
stw] =
2σ2w
N2
N−1∑
n=0
E[|st(n)|2] ≈ 2σ
2
w
N
. (40)
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The above equation follows from the fact that, for m 6= n,
Y = 0, and for m = n, Y = 2 Re{E[|st(n)|2]E[|w(n)|2]} =
2σ2wE[|st(n)|2], since E[w2(n)] = 0. The approximation
holds since st is a signal with unit average energy. Similarly
we can show that E[RˆαtsiwRˆ
αt∗
siw] ≈ 2σ
2
w
N . Using (30) - (40), the
mean E[θˆ] and covariance matrix Σθˆ are computed.
APPENDIX C
DERIVATION OF LOWER BOUND ON N
In this section, we further analyze the behavior of the CAC
of the interferer signal at cyclic frequency αt as a function of
N . From derivations in Appendix B, we have
E[Rˆαtsi ] =
E[|b|2]
N
N−1∑
n=0
∞∑
k=−∞
h2n,ke
−j2piαtnTs
=
E[|b|2]
N
N−1∑
n=0
∞∑
k=−∞
h2(nTs − kTh)e−j2piαtnTs .
(41)
Let us define h′(t) =
∑∞
k=−∞ h
2(t − kTh) and let H ′(α)
be the Fourier transform of h′(t) at frequency α. The period
of h′(t) is Th and its Fourier spectrum consists of spectral
lines at frequencies l/Th, l = 1, 2, 3, .... h′(t) can be expressed
in terms of Fourier series coefficients H ′(l/Th) as h′(t) =∑∞
l=−∞H
′(l/Th)e
j2pi
(
l
Th
)
t. The magnitude of the first spec-
tral line at 1/Th is greater than other spectral lines, since Th
is the fundamental period of h′(t). The first spectral line is
located at at the symbol rate of the interference signal αi =
1/Th. Further, h′(nTs) =
∑∞
k=−∞ h
2(nTs−kTh) is obtained
by sampling h′(t) at sampling rate 1/Ts > max(αt, αi). Let us
define windowed discrete time Fourier transform of h′(nTs) at
frequency α as H ′(α,N, Ts) = 1N
∑N−1
n=0 h
′(nTs)e−j2piαnTs ,
where N is the length of the rectangular window. It should
be noted that fs = 1/Ts > max(αt, αi) to avoid aliased
components in H ′(α,N, Ts). Thus, (41) can be expressed as
E[Rˆαtsi ] = E[|b|2]H ′(αt, N, Ts).
In order to find a condition on N such that the interference
caused by h′(nTs) at αt is negligible, we consider only the
first spectral line located at αi = 1/Th. If the power of this
spectral component is reduced to a negligible amount at αt,
the remaining spectral components (at l/Th, l > 1) will have
even less power αt and will not cause significant interference.
Then, (41) can be written as:
E[Rˆαtsi ] = E[|b|2]H ′(αt, N, Ts)
=
E[|b|2]
N
N−1∑
n=0
h′(nTs)e−j2piαnTs
≈ E[|b|
2]
N
N−1∑
n=0
H ′(αi)e−j2pi∆αnTs
=
E[|b|2]H ′(αi)
N
sin(pi∆αNTs)
sin(pi∆αTs)
e−jpi∆α(N−1)Ts ,
(42)
where ∆α = |αt−αi| and H ′(αi) is Fourier series coefficient
at αi = 1/Th defined as H(αi) = 1Th
∫ Th
0
h′(t)ej2piαit. In
(42), the power of interference caused si at αt is negligible
if
(
sin(pi∆αNTs)
sin(pi∆αTs)
)2
≈ 0. In order to find a lower bound on
number of samples N , we consider
(
sin(pi∆αNTs)
sin(pi∆αTs)
)2
≈ 0 if(
sin(pi∆αNTs)
sin(pi∆αTs)
)2
< 0.001, i.e., the power of side-lobe is <
−30 dB. This condition is satisfied if there are at least ten
side-lobes of the sinc function
(
sin(pi∆αNTs)
sin(pi∆αTs)
)2
in the interval
[αt, αi]. Therefore, the required lower bound on N is N >
10d fs∆αe = 10d fs|αi−αt|e.
APPENDIX D
PROOF: φk IS A STRICTLY MONOTONICALLY DECREASING
FUNCTION OF ρk AND ITS VALUE LIES BETWEEN 0 AND 1.
From the definition, φk =
var(Rˆαtrk
)
E[|Rˆαtrk |2]
, where var(Rˆαtrk ) and
E[|Rˆαtrk |2] are given as
var(Rˆαtrk ) = p
2
t,kvar(Rˆ
αt
st ) + p
2
i,kvar(Rˆ
αt
si ) + var(Rˆ
αt
w )
+ pt,kpi,kE[|Rˆαtstsi |2] + pt,kE[|Rˆαtstw|2] + pi,kE[|Rˆαtsiw|2],
E[|Rˆαtrk |2] = p2t,kE[|Rˆαtst |2] + p2i,kE[|Rˆαtsi |2] + E[|Rˆαtw |2]
+ pt,kpi,kE[|Rˆαtstsi |2] + pt,kE[|Rˆαtstw|2] + pi,kE[|Rˆαtsiw|2].
The above equations follows from E[Rˆαtst Rˆ
αt∗
stsi ] =
E[Rˆαtst Rˆ
αt∗
stw] = E[Rˆ
αt
si Rˆ
αt∗
stsi ] = E[Rˆ
αt
si Rˆ
αt∗
stw] = E[Rˆ
αt
stsi ] = 0,
which has been proved in the Appendix B. From Appendix
B, E[|Rˆαtw |2] and var(Rˆαtw ) are proportional to σ
4
w
N2 and
E[|Rˆαtstw|2] = E[|Rˆαtsiw|2] ≈ 2σ
2
w
N . We assume that the
terms E[|Rˆαtw |2], var(Rˆαtw ), E[|Rˆαtstw|2] and E[|Rˆαtsiw|2] are
negligibly small for noise PSD = −174dBm/Hz, observed
bandwidth at each CR = fs/2 and N > 10dfs/∆αe. For
N > 10dfs/∆αe, we have var(Rˆαtsi ) = E[|Rˆαtsi |2], since
E[Rˆαtsi ] = 0 as shown in Appendix C. Then, φk reduces to
the following
φk =
var(Rˆαtrk )
E[|Rˆαtrk |2]
=
ρ2k var(Rˆ
αt
st ) + E[|Rˆαtsi |2] + ρkE[|Rˆαtstsi |2]
ρ2kE[|Rˆαtst |2] + E[|Rˆαtsi |2] + ρkE[|Rˆαtstsi |2]
=
vk
ek
=
ρ2kvt + ei + ρketi
ρ2ket + ei + ρketi
. (43)
For simplicity of notations, operators var(.) and E[|.|2] are
replaced by variables v and e, respectively. The theoretical
value of φk in (43) is computed using moments derived in
Appendix B. We note that all the variables in above equation
are non-negative.
Let ρk1 > ρk2, then we have φk1 =
ρ2k1vt+ei+ρk1eti
ρ2k1et+ei+ρk1eti
and
φk2 =
ρ2k2vt+ei+ρk2eti
ρ2k2et+ei+ρk2eti
. To prove that φk1 < φk2, consider the
following steps:
φk1 Q φk2
ρ2k1vt + vi + ρk1vti
ρ2k1et + vi + ρk1vti
Q ρ
2
k2vt + vi + ρk2vti
ρ2k2et + vi + ρk2vti
. (44)
After cross-multiplying with denominators and removing the
common terms on both sides, we have:
[ei(ρ
2
k1 − ρ2k2) + etiρk1ρk2(ρk1 − ρk2)](vt − et) Q 0. (45)
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Since ρk1 > ρk2 and vt − et = var(Rˆst) − E[|Rˆst |2] =
−|E[Rˆst ]|2 < 0, the LHS in the above equation is less
than zero. Therefore, φk1 < φk2. Hence, φk is a strictly
monotonically decreasing function of ρk. Further, φk is a ratio
of two non-negative quantities, φk ≥ 0. And,
φk =
var(Rˆαtrk )
E[|Rˆαtrk |2]
= 1− |E[Rˆ
αt
rk
]|2
E[|Rˆαtrk |2]
. (46)
Since
|E[Rˆαtrk ]|
2
E[|Rˆαtrk |2]
≥ 0, φk can not exceed 1. Therefore, 0 ≤
φk ≤ 1.
APPENDIX E
DERIVATIONS REQUIRED TO COMPUTE µvs , σ
2
vs , µes , σ
2
es
AND σvses
From Section III-B1, we have µvs = var(Rˆ
αt
rk
) and σ2vs =
1
M
[
µ4 − M−3M−1µ2vs
]
, where µ4 = E{|Rˆαtrk − E[Rˆαtrk ]|4} =
2[var(Rˆαtrk )]
2 from [38]. Further we have, µes =
E[|Rˆαtrk |2] and σ2es = var(|Rˆαtrk |2)/M . Note that |Rˆαtrk |2
can be expressed in terms of θˆ, pk using (16) and (15) as
|Rˆαtrk |2 =
[
θˆr
T
θˆi
T
] [ pkpkT 0
0 pkpk
T
] [
θˆr
θˆi
]
= θˆ
T
Akθˆ,
(47)
where Ak = diag(pkpkT ,pkpkT ). Therefore, |Rˆrk |2 is a
quadratic form in Gaussian vector θˆ. Hence, the mean and
variance of |Rˆrk |2 can be written using [31, Eqn. 6] as follows:
E[|Rˆαtrk |2] = Tr(AkΣθˆ) + E[θˆ]TAkE[θˆ],
var(|Rˆαtrk |2) = 2Tr[(AkΣθˆ)2] + 4E[θˆ]TAkΣθˆAkE[θˆ]
(48)
Computations of E[θˆ] and Σθˆ are shown in Appendix A.
E[Rˆαtrk ] is also obtained from the moments derived in Ap-
pendix A. Using (48), µvs , σ
2
vs , µes , σ
2
es are computed.
Next, we have to compute E[vses] in order to obtain
σvses = E[vses] − µvsµes , where vs and es are sample
variance and sample second order moment of Rˆαtrk using M
samples. The sample mean (ms), the sample second order
moment and sample variance of Rˆαtrk are defined in (12).
Therefore, E[vses] becomes
E[vses] =
M − 1
M
[
E[v2s ] + E[vs|ms|2]
]
, (49)
where E[v2s ] = σ
2
vs + µ
2
vs , and E[vs|ms|2] is obtained as
follows. Although counter-intuitive, it has been shown in
[39], that the correlation coefficient between the sample mean
ms and the sample variance vs are is zero if the samples
are taken from a symmetric distribution such as Gaussian
distribution. Therefore, the correlation coefficient between
vs and ms is zero, i.e., vs and ms are uncorrelated. Since
vs and ms are Gaussian variables, they are also independent
due to uncorrelatedness. Therefore, vs and |ms|2 are also
independent which gives us E[vs|ms|2] = E[vs]E[|ms|2] =
µvsE[|ms|2], where E[|ms|2] = var(Rˆrk)/M +
|E[Rˆrk ]|2. Substituting in (49) we get: E[vses] =
M−1
M
[
σ2vs + µ
2
vs + µvs
(
var(Rˆαtrk
)
M + |E[Rˆαtrk ]|2
)]
.
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