Abstract. For an acyclic quiver with three vertices, we consider the canonical decomposition of a non-Schurian root and associate certain representations of a generalized Kronecker quiver. These representations correspond to points contained in the intersection of two subvarieties of a Grassmannian and give rise to representations of the original quiver, preserving indecomposability. We show that these subvarieties intersect using Schubert calculus. Provided that it contains a Schurian representation, the dimension of the intersection is what we expect by Kac's Theorem.
Introduction
The classification of indecomposable quiver representations is a very hard problem in general. In many cases, it is not known how to construct just one indecomposable representation of a given dimension explicitly. By a Theorem of Kac [15, Theorem C] , the number of parameters of isomorphism classes of indecomposables of a fixed dimension is determined by the Euler form of the quiver. We combine representation-theoretic and geometric methods in order to describe such a parameter family of indecomposable representations for certain non-Schurian roots of an acyclic quiver with three vertices which is fixed from now on. Actually, the results can be extended straightforwardly to non-Schurian roots whose canonical decomposition consists of an exceptional root and an imaginary Schur root which corresponds to a root of a generalized Kronecker quiver.
Given a Schur root α, the methods of [24] can be used to construct (1− α, α )-parametric families of indecomposable representations, as predicted by Kac's Theorem. The main reason why there is no natural generalization to the non-Schurian case is that the canonical decomposition of a non-Schurian root does not consist of the root itself while the canonical decomposition of a Schur root does. This ensures that glueing representations recursively, following the algorithm of [6] , ends with indecomposable representations. The canonical decomposition of a non-Schurian root of a quiver with three vertices consists of an imaginary Schur root and an exceptional root where the imaginary root corresponds to one of a generalized Kronecker quiver. This suggests to try to construct indecomposable representations using Ringel's reflection functor introduced in [21] . In general, it is not clear how to characterize representations which can be obtained in this way or how to decide whether there even exist any indecomposables of this shape. In this paper, we introduce a method which enables us to answer this question geometrically.
For a fixed non-Schurian root α of a quiver with three vertices, we assume that its canonical decomposition reads as α = α Let α 2 and α 3 be the two simple roots of the category α ⊥ 1 . Then α ⊥ 1 is equivalent to the category of a generalized Kronecker quiver. Writingα = α We investigate under which circumstances a diagram as above can be found. For these purposes, we restrict to roots α that we call of type one; a mild numerical condition that we define in Definition 3.12. We consider the Grassmannian Gr r (Hom(S α 2 , S s α 1 )) -its points can be regarded as injective morphisms S r α 2 → S s α 1 -and define subvarieties X α 1 and X α 2 inside this Grassmannian such that a point lies in X α 1 (resp. X α 2 ) if and only if the corresponding morphism factors through S t α 1 (resp. S d 3 δ ). Denote I α = X α 1 ∩ X α 2 . Our main result states: Theorem 1.1. Let α be a non-Schurian root of type one. Then we have:
(1) A point of I α corresponds to a representation Mα ∈ α ⊥ 1 for which dim Ext(Mα, The first assertion of the theorem follows from Theorem 3.17, the second from Proposition 3.3. Having determined the dimensions of both X α 1 and X α 2 it is immediate that every irreducible component of I α is at least (d 2 3 − α, α )-dimensional -provided that I α is non-empty; this is Theorem 3.21. We use Schubert calculus to show that I α = ∅. More precisely we display the class [X 1 ] · [X 2 ] in the Chow ring of the ambient Grassmannian as a (positive) linear combination λ d λ ∆ λ (see Theorem 3.30) and exhibit one partition λ for which we can read off d λ = 0. As there exists a Gl d 3 (k)-action on I α whose orbits are precisely the isomorphism classes, Kac's theorem yields the upper bound for the dimension of I α indicated in the fourth part, see Remark 3.19. Finally, it can be shown that the map dim Hom is upper semi-continuous on I β × I γ when α = β + γ is compatible with the canonical decomposition of α. Combining this observation with the methods of [26] , the last part of the theorem is obtained in Theorems 3.35 and 3.36.
We discuss special cases in which the mentioned numerical conditions are violated in subsection 4.1 and conclude with subsection 4.2 where we illustrate our methods with several examples.
Acknowledgements. The authors are grateful to Michael Ehrig for explaining the proof of Lemma 3.28. Moreover, we would like to thank Andrew Hubery and Markus Reineke for helpful comments.
Preliminaries

Quiver representations.
We recall the basic notions concerning the representation theory of quivers. For a detailed introduction, we refer to [1] . Let k be an algebraically closed field of characteristic 0. Let Q = (Q 0 , Q 1 ) be a quiver with vertices Q 0 and arrows Q 1 denoted by ρ : i → j for i, j ∈ Q 0 . Let s : Q 1 → Q 0 and t : Q 1 → Q 0 be defined by mapping an arrow to its source and target respectively. Throughout the paper we assume that Q is connected. For the remaining part of this section, we assume Q to have no oriented cycles. Define the abelian group ZQ 0 = i∈Q 0 Zi and its monoid of dimension vectors NQ 0 . If
is a finite-dimensional k-representation of Q, the dimension vector dim M ∈ NQ 0 of M is defined by dim M = i∈Q 0 (dim k M i )i. We denote by Rep(Q) the category of finite-dimensional representations of Q.
For a fixed dimension vector α ∈ NQ 0 , the variety R α (Q) of k-representations of Q of dimension vector α is defined as the affine k-space
We will frequently use the notation M α which just means that M α is an object of Rep(Q) of dimension α. If a property is independent of the point chosen in some non-empty open subset U of R α (Q), following [22] , we say that this property is true for a general representation of dimension α.
On ZQ 0 we have a non-symmetric bilinear form, the Euler form, which is defined by Let (α, β) := α, β + β, α be the symmetrized Euler form. The fundamental domain F (Q) of NQ 0 is given by the dimension vectors α with connected support such that (α, i) ≤ 0 for all i ∈ Q 0 . We have α ∈ W (Q)F (Q) for all imaginary roots α.
By [21] , for two representations M , N of Q we have
and
, is upper semicontinuous, see for instance [22] , we can define hom(α, β) to be the minimal, and therefore general, value of this function. In particular, we get that if α is a Schur root of a quiver, then a general representation is Schurian. Moreover, let ext(α, β) := hom(α, β) − α, β . We write β ֒→ α if a general representation of dimension α has a subrepresentation of dimension β. As ext(α, α) = 0 for real Schur roots, we also call them exceptional roots.
By [14] , for every dimension vector α ∈ NQ 0 , there exists a decomposition α = i∈I α i such that a general representation N of dimension α is a direct sum of Schurian representations M i with dim M i = α i . This is called the canonical decomposition of α denoted by α = i∈I α i . We recall the following results: (1) For a general representation N of dimension vector α, we have
(2) Let α be a root. Then up to multiplicity there exists at most one imaginary Schur root in its canonical decomposition.
Note that [6, section 4] gives a very useful algorithm which can be used to determine the canonical decomposition. By [6, Proposition 7] we can order the canonical decomposition as
where k ≤ |Q 0 |, hom(α i , α j ) = 0 if i < j and d i = 1 whenever α i is imaginary with α i , α i = 0. We will need the following result of Schofield: . Let α and β be Schur roots such that ext(α, β) = 0. Then we either have hom(β, α) = 0 or ext(β, α) = 0. If both α and β are imaginary, then we have hom(β, α) = 0.
Later we will need the following lemma concerning the canonical decomposition:
i such that a general representation of this dimension is neither preprojective nor preinjective. Then for every i ∈ {1, . . . , k}, we have that α i is neither the dimension vector of a preprojective nor of a preinjective representation.
Proof. Assume that α is a root which does not satisfy the claim, i.e. there exists an i ∈ {1, . . . , k} such that α i is either preinjective or preprojective. By applying the reflection functor of [2] and passing to the transpose quiver if necessary, we can without loss of generality assume that there exists an i ∈ {1, . . . , k} such that α i is injective.
On the one hand, a general representation of dimension α has a subrepresentation of dimension α i and we have hom(α i , α) ≥ α i , α > 0. But on the other hand, for an indecomposable representation M α which is not injective and an injective representation M α i we have Hom(M α i , M α ) = 0, see for instance [1, Lemma VIII.2.5]. Thus we already have hom(α i , α) = 0, which yields a contradiction.
We will also need the following well-known lemma: We shortly recall the notion of coefficient quivers following the presentation given in [20] . Let M be a representation of dimension α. A basis of M is a subset B of i∈Q 0 M i such that
is a basis of M i for all vertices i ∈ Q 0 . For every arrow ρ : i → j, we may write M ρ as a (α j × α i )-matrix M ρ,B with coefficients in k such that the rows and columns are indexed by B j and B i respectively. If
Definition 2.5. The coefficient quiver Γ(M, B) of a representation M with a fixed basis B has vertex set B and arrows between vertices are defined by the condition:
A representation M is called a tree module if there exists a basis B for M such that the corresponding coefficient quiver is a tree.
In section 3.5, we need some easy observation concerning coefficient quivers including the following definition. Definition 2.6. We call a full subquiver Q ′ of a quiver Q of sink-type if we have for all arrows ρ ∈ Q 1 with s(ρ) ∈ Q ′ 0 that t(ρ) ∈ Q ′ 0 . Moreover, we call a full subquiver Q ′ of a quiver Q of source-type if we have for all arrows ρ ∈ Q 1 with s(ρ) / ∈ Q ′ 0 that t(ρ) / ∈ Q ′ 0 .
In terms of coefficient quivers, every subquiver of sink-type (resp. source-type) defines a subrepresentation (resp. factor) in the natural way. Recall that, by [20] , every exceptional representation is a tree module. Moreover, for two fixed representations, we can always choose a tree-shaped Ext-basis, see for instance [24] for more details. This means that a coefficient quiver of the middle term of the exact sequence described by any basis element is obtained by glueing the coefficient quivers via exactly one arrow. The following is straightforward: Lemma 2.7. Let M, N be two representations such that M is exceptional with coefficient quiver Γ M . Then we have:
The analogous statements hold when M n is a factor of N .
2.2.
Exceptional sequences and perpendicular categories. An indecomposable representation M of a quiver Q is called exceptional if Ext(M, M ) = 0. With the help of Lemma 2.4, it already follows that dim M is a real Schur root and End(M ) = k. In the following, we do not always distinguish between a real root α and the unique indecomposable representation S α of this dimension.
A sequence S = (M 1 , . . . , M r ) of representations of Q is called exceptional if every M i is exceptional and, moreover, Hom(M i , M j ) = Ext(M i , M j ) = 0 if i < j. If, in addition, Hom(M j , M i ) = 0 if i < j, we call such a sequence reduced. For an exceptional sequence S = (S α 1 , . . . , S αr ), we denote by C (S α 1 , . . . , S αr ) the smallest category containing S and which is closed under extension, kernels of epimorphisms and cokernels of monomorphisms.
For two roots β and γ, we write β ∈ γ ⊥ if hom(γ, β) = ext(γ, β) = 0. In this way we can also talk about exceptional sequences of roots.
For a set S = {M 1 , . . . , M r } of representations of Q, we define its perpendicular categories
It is straightforward to check that these categories are closed under direct sums, direct summands, extensions, images, kernels and cokernels. Schofield proved the following results: (1) The categories ⊥ S and S ⊥ are equivalent to the categories of representations of quivers Q( ⊥ S) and Q(S ⊥ ) respectively such that these quivers have n−r vertices and no oriented cycles. (2) There is an isometry with respect to the Euler form between the dimension vectors of Q( ⊥ S) (resp. Q(S ⊥ )) and the dimension vectors of ⊥ S (resp. S ⊥ ) which is given by 
Proof. We only consider the first case. The second case can be proved analogously. Since Ext(S α , N ) = 0, by Lemma 2.4 every morphism f : N → S α is either injective or surjective. If f were injective, we would get a surjection Ext(S α , N ) ։ Ext(N, N ) which contradicts Ext(S α , N ) = 0 because N has self-extensions.
2.3.
Ringel's reflection functor. As our construction is motivated by Ringel's reflection functor, we review several results of [19, section 1] . For a fixed exceptional representation S and a full subcategory C of Rep(Q), let C /S be the category which has the same objects as C and the same maps modulo those factoring through S n for some n ∈ N. We will also consider the following full subcategories of Rep(Q):
(1) M −S = {X ∈ Rep(Q) | Hom(X, S) = 0}; (2) M −S = {X ∈ Rep(Q) | Hom(S, X) = 0}; (3) M S , the category of representations X ∈ Rep(Q) with Ext(S, X) = 0 such that, moreover, there does not exist a direct summand of X which can be embedded into a direct sum of copies of S; (4) M S , the category of representations X ∈ Rep(Q) with Ext(X, S) = 0 such that, moreover, no direct summand of X is a quotient of a direct sum of copies of S. Following [19, Lemma 2] , for a fixed representation X ∈ M S , a basis B := {ϕ 1 , . . . , ϕ n } of Hom(X, S) induces an exact sequence
such that the induced sequences e 1 , . . . , e n form a basis of Ext(S, X −S ). Moreover, we have X −S ∈ M −S . The other way around, if Y ∈ M −S and {e 1 , . . . , e n } is a basis of Ext(S, Y ), there exists an induced sequence
We can proceed similarly for X ∈ M S and Y ∈ M −S . The following theorem summarizes the results of [19, Section 1]:
Theorem 2.11.
(1) There exists an equivalence of categories given by the functor F :
There exists an equivalence of categories given by the functor G : 
2.4.
Recursive construction of indecomposable Kronecker representations. We review a special case of the functor investigated in [26] which can be used to construct indecomposable representations recursively. To do so, let M = (M 1 , M 2 ) be a pair of Schurian representations of Q and let n 12 := dim Ext(M 1 , M 2 ) and n 21 := dim Ext(M 2 , M 1 ). For i = j, we fix subsets
such that the corresponding residue classes are a basis of Ext(M i , M j ). Then we consider the quiver Q(M ) having vertices {m 1 , m 2 } and n ij arrows from m i to m j . For a representation X of Q(M ), we defineX i,q := (M i ) q ⊗ k X m i where q ∈ Q 0 and i ∈ {1, 2}.
This yields a functor F M : Rep(Q(M )) → Rep(Q) which is defined on objects as follows: we define a representation F M X of Q by the vector spaces We want to apply this to a fixed generalized Kronecker quiver which we denote by K(m) = ({q 0 , q 1 }, {ρ i : q 0 → q 1 | i = 1, . . . , m}) with m ≥ 3. Actually, it is shown in [25, section 4.3] that such a decomposition can be constructed recursively. For 2 ≤ n ≤ m, we have that the pair ((d s , e s ), (d, e)) = ((1, n), (1, n − 1)) satisfies the numerical conditions (1), (2) , and (3) of Lemma 2.14. It is also shown that, if ((d ′ s , e ′ s ), (d ′ , e ′ )) satisfies these numerical conditions, then the pair consisting of Proof. Since the notion of stability is not needed elsewhere in this paper, we do not give details and refer to [18] . We consider the slope function µ :
d+e . The stability condition induced by this slope function is equivalent to the one induced by the Euler form, see also [22, section 6] . Thus, since all roots of K(m) with m ≥ 3 are Schurian, a general representation of this dimension is stable. As the pair of roots under consideration satisfies the glueing condition introduced in [25, 
. . .
• •
such that i 1 / ∈ {1, . . . , n}, which is possible because n = m, satisfy this property. If we keep in mind equation (1) and that (d s , e s ) is also an imaginary root, again taking direct sums, the claim follows by induction. 
2.5. Recollections on symmetric functions. We state some definitions and facts on symmetric functions. As a reference, we suggest Macdonald's [16] or Manivel's book [17] .
Let Λ be the ring of symmetric functions in variables x 1 , x 2 , . . . over Z. There are several bases (as an abelian group) of this ring that will be important for us. Let λ = (λ 1 , λ 2 , . . .) be a partition. The monomial symmetric function m λ is defined as the sum
The monomial symmetric functions form a basis of Λ over the integers. For a non-negative integer r, the r th elementary symmetric function e r and the r th complete symmetric function h r are defined as
In the above context, λ ⊢ r means that λ is a partition of r. The partition 1 r is (1, . . . , 1), the number 1 repeated r times. For a partition λ, we set e λ = e λ 1 e λ 2 . . . and h λ = h λ 1 h λ 2 . . . and obtain two more bases for Λ over the integers. The generating functions E(t) = r≥0 e r t r and H(t) = r≥0 h r t r are related by the identity E(−t)H(t) = 1 (cf. [16, Chapter I, (2.6)]). From this identity, we deduce that for a partition λ, we have
, where the matrices are sufficiently large and e and h with a negative subscript are interpreted as zero [16, Chapter I, (3.4) , (3.5)]. We write λ ′ for the conjugate partition of λ. We define the so-called Schur function s λ as det(h λ i −i+j ). They yield yet another basis of Λ. We will use the fact that the transition matrix expressing the elementary symmetric functions in terms of the Schur functions is given by the Kostka numbers. More precisely:
Lemma 2.17 ([16, Chapter I, (6.4), (6.5)]). For a partition µ of r, we have
the sum ranging over partitions λ of r and K λ,µ is the number of semi-standard Young tableaux of shape λ and weight µ -the so-called Kostka number. The matrix (K λ,µ ) is strictly upper unitriangular with respect to the dominance order. . For a partition λ, we have s λ · s 1 r = s λ · e r = ν s ν , where ν ranges over all partitions arising from λ by adding r new boxes, at most one per row.
2.6.
A reminder on intersection theory. We briefly recall the basic notions of intersection theory and give some results which are necessary for the present work. Our exposition is far from being complete. As a main reference on intersection theory, we recommend Fulton's book [8] .
The Chow group A * (X) = n≥0 A n (X) of an algebraic 1 k-scheme X is the group of cycles 2 up to rational equivalence 3 . This group possesses functorial properties: let f : Y → X be a morphism of algebraic schemes. If f is proper then there exists a push-forward f * : A * (Y ) → A * (X) which is a homomorphism of graded abelian groups [8, 1.4] . If f is flat of relative dimension r we can define a pull-back f * : A * (X) → A * +r (Y ), a homomorphism of abelian groups which increases degrees by r (see [8, 1.7] ). In case f is a regular embedding of codimension d (or, more generally, an lci morphism) there is a Gysin pull-back f * :
Assuming that X is a non-singular variety of dimension N , it is possible to construct a multiplication on the Chow group of X (as described in [8, Chapter 8 
]). When defining
, we obtain a graded ring A * (X), the Chow ring of X. The pull-back induced by a morphism of non-singular varieties (which is automatically lci) is a homomorphism of graded rings.
Chow rings possess a theory of Chern classes (as described axiomatically in Grothendieck's article [10] ); the i th Chern class of a vector bundle E on X is a class c i (E) ∈ A i (X). Fulton defines Chern classes in [8, 3.2] . If the Chern polynomial c t (E) = 1+c 1 (E)t+c 2 (E)t 2 +. . . (which is in fact a polynomial as c i (E) = 0 if i exceeds the rank of E) is factored as c t (E) = i (1 + ξ i t) then the ξ i 's are called the Chern roots of E. Note that the Chern classes are the elementary symmetric polynomials in the Chern roots.
There is also a localized version of Chern classes; for us, the localized top Chern class is important (see [8, 14.1] ). For a section s : X → E of a vector bundle of rank r on a purely N -dimensional algebraic scheme, there exists a class Z(s) ∈ A N −r (Z(s)) in the Chow group of the zero locus of s. Its push-forward along the closed embedding Z(s) → X equals c r (E) (whence the name localized top Chern class) and if s is a regular section then Z(s) agrees with the cycle [Z(s)] associated with the scheme 4 Z(s) (cf. [8, Proposition 14.1]). We will make extensive use of an explicit description of the Chow ring of the Grassmannian Gr d (k n ) in subsection 3.4. The results described here can be found in [8, 14.6] . Let U be the universal rank d subbundle of the trivial bundle of rank n on Gr d (k n ) and let Q be the cokernel of this inclusion. We define the class
it agrees with the Schur function s λ evaluated at the Chern roots of U ∨ (note that the Chern classes of Q are the complete symmetric functions in the Chern roots of U ∨ ). It is easy to see that
e. the length of λ is at most d and
, the cycle associated with the closed subscheme 
is free with a basis given by the classes ∆ λ , where λ ranges over all partitions
As ∆ λ equals the Schur function s λ evaluated at the Chern roots of U ∨ , the product of the basis elements ∆ λ and ∆ µ is given by the Littlewood-Richardson rule ∆ λ · ∆ µ = ν N λ,µ,ν ∆ ν and, in particular, by Pieri's rule, we have
the summation ranging over the same ν's as in Lemma 2.18. Here, we can, of course, restrict ourselves to those ν's contained in (n − d) d . We would finally like to mention that the push-forward π * ∆ λ of such a basis element along the structure map π :
and vanishes for every other partition λ. This fact is used in the proof of the "duality theorem" [8, Proposition 14.6.4] . We see from the definition that
Quivers with three vertices
One of the main goals in representation theory is to classify the indecomposable representations (of a fixed dimension). Since this is a very difficult problem in general, a step towards it is to construct families of indecomposable representation of a fixed dimension. For a fixed Schur root α, one possibility is to use the methods of [24] and [27] respectively. The main focus of this section is on representations of quivers with three vertices which have certain non-Schurian roots as dimension vectors. We establish a connection between points of subvarieties of Grassmannians attached to a fixed non-Schurian root and representations which have this root as dimension vector. In many cases these representations turn out to be indecomposable. We restrict to quivers with three vertices (and without oriented cycles); however the results can be generalized to certain roots of arbitrary quivers, see Remark 3.14.
3.1. Non-Schurian indecomposables of quivers with three vertices. We fix a vector m := (m 12 , m 13 , m 23 ) ∈ N 3 . Let Q(m) be the quiver
where m ij in brackets indicates the number of arrows between the corresponding vertices. We denote the arrows by ρ i 1 : q 2 → q 1 for i = 1, . . . , m 12 , ρ i 2 : q 3 → q 1 for i = 1, . . . , m 13 and ρ i 3 : q 3 → q 2 for i = 1, . . . , m 23 . Recall from [6, section 6] that the canonical decomposition of a dimension vector α of Q(m) either consists of (at most three) multiples of real Schur roots, one imaginary Schur root or both a multiple of an imaginary Schur root and a multiple of a real Schur root.
Note that, if α is a Schur root, it is shown in [27, Theorem 3. 1.7] that the methods of [24] can be used to construct a (1 − α, α )-parameter family of isomorphism classes of indecomposable representations of dimension α. Actually, this construction is independent of the quiver Q.
We concentrate on the last case. Then the imaginary Schur root appears with multiplicity one if its Euler form is negative. As the multiple of an imaginary Schur root is again imaginary (but not Schurian if the Euler form is zero), we say, by abuse of notation, that its canonical decomposition consists of an imaginary root and a real Schur root.
Lemma 3.1. Let α be a non-Schurian root of Q(m). Then the canonical decomposition of α is α = α
1 whereα is an imaginary root and α 1 is a real Schur root. Moreover, we haveα = α
where α 2 , α 3 are the two simple roots in α ⊥ 1 or in ⊥ α 1 and
Proof. First note that the maximal length of an exceptional sequence is equal to the number of vertices of the quiver. From this we get that a dimension vector α whose canonical decomposition contains more than one exceptional root cannot contain an imaginary root. Thus α cannot be a root because α, α ≥ 2 in this case. This shows the first part. Moreover, together with Theorem 2.8 this shows that there are only two simple roots α 2 , α 3 in α ⊥ 1 and ⊥ α 1 . Since Q(α ⊥ 1 ) and Q( ⊥ α 1 ) are forced to be generalized Kronecker quivers, we either have ext(α 2 , α 3 ) = 0 or ext(α 3 , α 2 ) = 0. Thus the imaginary rootα = α
Since the two cases are dual, we will mostly restrict to the first one. We also assume that ext(α 2 , α 3 ) = 0 which implies that Q(α ⊥ 1 ) = K(ext(α 3 , α 2 )). This also means that α 3 corresponds to the source q 0 and α 2 to the sink q 1 of K(ext(α 3 , α 2 )). This obviously implies ext(α 3 , α 2 ) = 0. 
where α 2 and α 3 are the simple roots of α ⊥ 1 with ext(α 2 , α 3 ) = 0 is called the canonical exceptional decomposition of α. Note that (α 1 , α 2 , α 3 ) is a complete exceptional sequence in Q(m). The case d 1 = 0 is only important in section 3.5; then α ∈ α ⊥ 1 . Recall that S β denotes the unique indecomposable representation of dimension β (up to isomorphism) if β is a real root, whereas, as before, M β can be any representation of dimension β.
We fix a non-Schurian root α with canonical exceptional decomposition as above. The main aim of this paper is to construct a (1 − α, α )-parameter family of isomorphism classes of (indecomposable) representations Mα such that dim Hom(Mα,
We say that two exact sequences e ∈ Ext(M, N ) and e ′ ∈ Ext(M ′ , N ′ ) are isomorphic if they give rise to a commutative diagram where the rows are e and e ′ and where the vertical morphisms are isomorphisms. The main construction of isomorphism classes of indecomposables of dimension α relies on the following proposition:
Then the middle term of the induced short exact sequence
, the middle terms M α and M ′ α of e U and e U ′ are isomorphic if and only if e U and e U ′ are isomorphic.
Proof. The first part is proved in [24, Proposition 3.13] which is based on Theorem 2.8. As Hom(S α 1 , Mα) = Hom(S α 1 , M ′ α ) = 0, using the Snake Lemma together with the universal property of the (co)kernel, an isomorphism
α 1 which means that e U and e U ′ are isomorphic. The other direction is obvious. In order to construct representations Mα ∈ α ⊥ 1 which satisfy inequality (2), we first consider the exceptional representation S δ obtained as the middle-term of the exact sequence induced by a basis of Ext(S α 3 , S α 2 ), i.e.:
The next step is to study under which conditions there exist commutative diagrams with exact rows of the form
such that the morphisms f i are of maximal rank (as vector space homomorphisms). Even if it is of maximal rank, f 3 cannot be injective becauseα is an imaginary Schur root and Mα ∈ α ⊥ 1 so that the same proof as the one of Lemma 2.10 shows that f 3 is forced to be surjective in this case. If f 3 is surjective, we have dim Hom(Mα, S α 1 ) ≥ s − t. This is induced by the injection Hom(S s−t
Remark 3.4. If d 3 = 1, the representations Mα, which are obtained as the cokernel of the upper row as above, are automatically indecomposable. This is because every representation X of K(ext(α 3 , α 2 )) of dimension (1, r) is Schurian as soon as dim
X ρ i (X q 0 ) = r. This is ensured by the injectivity of i 1 .
The following questions will be topic of the next sections:
(1) How can we describe representations Mα obtained by commutative diagrams of the form (3)? (2) How can we assure that the morphisms f i are of maximal rank? (3) What can we say if d 3 ≥ 2 concerning indecomposability? 3.2. Subvarieties of Grassmannians induced by non-Schurian roots. We fix a nonSchurian root α of Q(m) and keep the notation of section 3.1. The aim is to associate a Grassmannian and two subvarieties of this Grassmannian with this root. Moreover, we want to study their intersection and show that every point in this intersection gives rise to a representation Mα which satisfies inequality (2) . This gives an explicit answer to the first two parts of Question 3.5. Before we can define and study these varieties, we need some general observations concerning the canonical exceptional decomposition of α. For a fixed representation M and for a fixed dimension vector β, we define the quiver Grassmannian Gr β (M ) = {U ∈ R β (Q) | U ⊂ M }, which is a closed subvariety of i∈Q 0 Gr β i (M i ). The only required statement concerning quiver Grassmannians is the following: Lemma 3.7. For an exceptional root β, we have
Proof. Since β is an exceptional root, we have γ, β − β, γ > 0 for every 0 = γ = β with Gr γ (S β ) = ∅, see [22, Theorem 6.1] . Inductively, we can deduce from the surjective morphism
(see [3, section 3.3] ) that γ, β − β, γ > 0 for every γ with Gr γ (S s β ) = ∅, unless γ is a multiple of β.
We write S s β as S β ⊗ k s and consider the closed embedding Gr t (k s ) → Gr tβ (S β ⊗ k s ) which is given by mapping a t-dimensional subspace U ⊆ k s to the subrepresentation S β ⊗ U . In order to prove the lemma, it suffices to show that every tβ-dimensional subrepresentation N of S β ⊗ k s is of this form. The proof proceeds by induction on s. The basis s = 1 is obvious. So let us assume s > 1 and consider the morphism in (4) for γ = tβ. As 0 = tβ, β − β, tβ = δ, β − β, δ + ǫ, β − β, ǫ we deduce that both δ and ǫ must be multiples of β. We distinguish two cases. In case δ = 0, we get i −1 (N ) = 0 and π(N ) ∈ Gr tβ (S β ⊗ k s−1 ). In the above context, i : S β → S β ⊗ k s is given by the first coordinate vector and π : S β ⊗ k s → S β ⊗ k s−1 is the projection along the first coordinate. By induction assumption, π(N ) = S β ⊗ U for some t-dimensional subspace of k s−1 . The other case is δ = β. That means i −1 (N ) = S β and π(N ) ∈ Gr (t−1)β (S β ⊗ k s−1 ); hence π(N ) = S β ⊗ U ′ for some subspace U ′ ⊆ k s−1 of dimension t − 1. Setting U = e 1 ⊕ U ′ , we arrive at N = S β ⊗ U .
We fix a non-Schurian root α with canonical exceptional decomposition α = α
induced by commutative diagrams of the form
where φ = (φ 1 , . . . , φ l ).
Proof. Since (α 1 , α 2 ) is an exceptional sequence such that ext(α 2 , α 1 ) = 0 and l = hom(α 2 , α 1 ) > 0, the basis (φ 1 , . . . , φ l ) of Hom(S α 2 , S α 1 ) induces a morphism φ : S l α 2 → S α 1 and an exceptional representation S γ ∈ S ⊥ α 2 which is either the kernel or cokernel of φ. By construction, we have Hom(S α 2 , S α 1 ) ∼ = Hom(S α 2 , S l α 2 ). If S γ is the cokernel, we have Hom(S γ , S α 1 ) = 0 because the endomorphism ring of S α 1 is trivial and S γ is a proper factor of S α 1 . In both cases, we thus get an injective map
which induces both the diagrams and the embedding.
Remark 3.10. We use the notation from Lemma 3.9.
(1) If S γ is the kernel, note that we can actually not apply Ringel's reflection functor because S α 1 is the quotient of a direct sum of copies of S α 2 's. (2) Considering the Auslander-Reiten quiver of a generalized Kronecker quiver, it can actually be seen that S γ is the cokernel if and only if S γ is simple and injective in the category C := C (S α 1 , S α 2 ) which means Hom(S γ , ) | C = 0. (3) Since Hom(S α i , S α i ) = k for i = 1, 2, we can make the injective map from Lemma 3.9 explicit using matrices. Thus, in particular, properties like injectivity are preserved.
For a fixed k-vector space V of dimension n and natural numbers 1 ≤ d 1 < . . . < d k ≤ n with k ≤ n, we define the corresponding (partial) flag variety by
δ . By Lemma 3.9, morphisms satisfying the first condition can be described by certain morphismŝ h : S r α 2 → (S l α 2 ) s factoring through (S l α 2 ) t . As we will see, these morphisms can be described in terms of subvarieties of the Grassmannian Gr r (V ). 
Indeed, then the cokernel of the upper row of (3) is of dimensionα and s − t = d 1 + α, α 1 . Definition 3.12. We say that a non-Schurian root α is of type one if r ≤ lt and r ≤ nd 3 ≤ ls where r, s and t take the values of Remark 3.11.
Remark 3.13. Note that the second inequality is equivalent to
is an imaginary Schur root of K(n). Since l > 0 by Remark 3.8, for roots of type one, we thus have s, t ≥ 1. It seems that the large majority of non-Schurian roots is of type one. The non-Schurian roots which are not of type one lead to special cases treated in subsection 4.1. From now on we assume that α is of type one and that r, s and t take the values of Remark 3.11. But actually, the construction presented in this subsection can be generalized to other values of r, s and t for which Gr r (V ) and the two subvarieties can be defined.
Remark 3.14. The results of Theorem 1.1 can be generalized straightforwardly to non-Schurian roots α of type one which satisfy Lemma 3.6 and whose canonical decomposition is of the form
3 and, moreover, α 2 , α 3 are simple in α ⊥ 1 (resp. ⊥ α 1 ). As the proof remain the same, we restrict to the case of quivers with three vertices for convenience.
We have V = Hom(S α 2 , S ls α 2 ) and let V 0 = Hom(S α 1 , S s α 1 ). We write the commutative diagram from Lemma 3.9 (with t = 1) as
The morphism f must be of the form f = id ⊗v for a vector v ∈ k s . Choosing
-regardless of the choice of φ. This shows that under the identification V ∼ = V l 0 , the closed embedding ∆ : Gr t (V 0 ) → Gr lt (V ) from Lemma 3.9 is given by U → U l .
The flag variety Fl (r,lt) (V ) comes equipped with projections Gr r (V )
Every point in the image of ψ 1 defines a morphism S r α 2 → (S l α 2 ) s factoring through (S l α 2 ) t . But since we are only interested in morphisms h : S r α 2 → S s α 1 factoring through S t α 1 , we need to restrict ψ 1 to the subvariety
We denote the subvariety ψ 1 (Y ) of Gr r (V ) by X α 1 . The variety is constructed in such a way that the following holds: Lemma 3.15. Every point p of X α 1 corresponds to a unique morphism f p : S r α 2 → S s α 1 for which there exist f 1 : S r α 2 → S t α 1 and i 2 :
In order to define the second subvariety, we consider the following exact sequence induced by a basis of Ext(S α 3 , S α 2 ):
Since α, α 1 ≥ 0 and sinceα corresponds to a root of K(n), we have m ≤ n · l and thus ext(δ, α 1 ) = 0. Since (α 1 , δ) is an exceptional sequence, we get a morphism S δ → S hom(δ,α 1 ) α 1 induced by a basis of Hom(S δ , S α 1 ) which induces a linear map
δ → S s α 1 be the induced diagonal morphism. This means that every homomorphism contained in the subspace of V defined by Hom(S α 2 , S factoring as S r α 2 ֒→ S
This factorization is unique. It is well-known that dim X α 2 = r(dim W − r), see also subsection 3.3 for more details. Denoting the intersection of X α 1 and X α 2 inside Gr r (V ) with I α , we deduce from the two previous lemmas:
Theorem 3.17. Let α be a non-Schurian root of Q(m) which is of type one. Every morphism f p induced by a point p ∈ I α gives rise to a commutative diagram
Proof. On the one hand every p ∈ I α yields a morphism f p factoring through S Remark 3.18. We have that P := S δ ⊕ S α 2 is a partial tilting module. Moreover, End(P ) is isomorphic to the path algebra of K(hom(α 2 , δ)) where hom(α 2 , δ) = ext(α 3 , α 2 ). This implies that the representations Mα obtained as the cokernel of an exact sequence of the form
δ → Mα → 0 are in one-to-one correspondence to representations X of K(n) of dimension d := (r, d 3 ) such that Hom(X, S q 1 ) = 0. Here S q 1 denotes the simple representation corresponding to q 1 ∈ K(n) 0 . Furthermore, S α 2 and S δ are the indecomposable projective representations in S ⊥ α 1 . In particular, the exact sequence yields a minimal projective resolution of Mα in S ⊥ α 1 . Now the natural group action of Gl
where the maps g i are isomorphisms. It is straightforward that, on the Grassmannian side, the Gl r (k)-action corresponds to the usual base change action. Thus if we want to classify representations in I α up to isomorphism, we only need to consider the Gl d 3 (k)-action. The following corollary establishes the connection to Ringel's reflection functor recalled in section 2.3:
Corollary 3.20. Let t and r be defined as in Remark 3.11. Then the points of I α correspond precisely to those representations Mα which can be written as the cokernel of short exact sequences
Proof. By construction, for every representation Mα corresponding to a point of I α we have Mα ∈ S ⊥ α 1 and dim Ext(Mα, S α 1 ) ≥ d 1 . Moreover, Mα has no direct summand which is isomorphic to S α 1 or S α 2 . Thus the middle terms of the induced short exact sequences 0 → S d 1 α 1 → M α → Mα → 0 satisfy the claimed properties.
Conversely let M α be of dimension α such that dim Hom(S α 1 , M α ) = d 1 and such that S α 1 and S α 2 are no direct summands of M α . Then we have Ext(S α 1 , M α ) = 0 and, by Theorem 2.11, there exists a short exact sequence 0
It follows that we have dim Hom(Mα, S α 1 ) ≥ α, α 1 + d 1 . Since M α has no direct summand isomorphic to S α 2 , the same is true for Mα because Ext(S α 2 , S α 1 ) = 0. In particular, Mα fits into a commutative diagram as in Theorem 3.17.
Dimensions. Again let
3 be the canonical exceptional decomposition of a root α of type one with ext(α 3 , α 2 ) = n, hom(α 2 , α 1 ) = l, ext(α 3 , α 1 ) = m. Then Kac's result yields that the isomorphism classes of indecomposables of dimension α can be described by
parameters. As in the previous subsection, let
Moreover, we have defined the vector spaces V 0 , V = V l 0 , and W ⊆ V in the previous subsection. Their dimensions are dim V 0 = s, dim V = ls, and dim W = nd 3 =: w.
We abbreviate X i := X α i (for i = 1, 2) and I := I α in this case. Then, we get X 2 = Gr r (W ) and
Theorem 3.21. If X 1 and X 2 intersect then every irreducible component of X 1 ∩ X 2 has dimension at least d 2 3 − α, α . The rest of this subsection deals with the proof of Theorem 3.21. We need some auxiliary results.
We introduce the following construction: Let pr i : V = V l 0 → V 0 be the projection to the i th factor. For a subspace U ⊆ V , we define pr(U ) ⊆ V 0 to be the sum over the images of U under these projections, i.e. pr(U ) = pr 1 (U ) + . . . + pr l (U ).
It is easy, yet crucial, to observe the following: Proof. Suppose that U ⊆ U l 0 . Every u ∈ U decomposes as u = i pr i (u) and by assumption pr i (u) ∈ U 0 . Therefore pr i (U ) ⊆ U 0 and thus, pr(U ) ⊆ U 0 . Conversely, we assume that pr(U ) ⊆ U 0 and take u ∈ U . Then pr i (u) ∈ pr i (U ) ⊆ pr(U ) ⊆ U 0 , whence u = i pr i (u) ∈ U l 0 .
In order to compute the dimension of X 1 , we consider Y = ψ −1 2 ∆(Gr t (V 0 )) (as defined in the previous subsection) which equals the set of all flags of the form U ⊆ U l 0 with U ∈ Gr r (V ) and U 0 ∈ Gr t (V 0 ). Let E → Gr lt (V ) be the universal rank lt-bundle. As a variety over Gr lt (V ), the flag variety Fl (r,lt) (V ) identifies with the Grassmannian Gr r (E ). Thus, ψ 2 is locally trivial and its fiber is a Grassmannian Gr r (k lt ). Therefore, Y is irreducible of dimension
The following lemma will ensure that the dimension of X 1 = ψ 1 (Y ) coincides with the dimension of Y .
Proof. By Remark 3.13, we have t ≥ 1. Moreover, nl − m = hom(δ, α 1 ) = δ, α 1 which yields
Since l = α 2 , α 1 and m = ext(α 3 , α 1 ), we get
Thus the claim is equivalent to d 1 ≥ 0. Proof. We consider the restriction of the map ψ 1 : Fl (r,lt) (V ) → Gr r (V ) which gives a surjective morphism Y → X 1 . Let U ∈ X 1 and consider the fiber Y U . We obtain
using Lemma 3.22. Here, k U is defined as dim pr(U ). As U ∈ X 1 , there exists
Choose a basis v 1 , . . . , v s of V 0 and let {v j i } be the basis of V = V l 0 where v j i is the vector v j located in the i th copy of V 0 . Put U 0 to be the span of v 1 , . . . , v t . Choose a natural number q and k ∈ {1, . . . , l} with t = (q − 1)l + k and define
This choice assures that the vectors pr i (u j ) are linearly independent. As t ≤ lr, we have r ≥ q. Any r-dimensional subspace U of U l 0 containing u 1 , . . . , u q fulfills dim pr(U ) = t. Choosing such a subspace U , the fiber Y U is a singleton. ls dim pr(U ) = t. Choosing such a subspace U , the fiber Y U is a singleton. The association U → pr(U ) gives a morphism X o 1 → Y on the dense open subset of all U ∈ X 1 for which dim pr(U ) = t (whose image we denote Y o ) and provides an inverse to ψ 1 restricted to Y o → X o 1 . Corollary 3.25. The dimension of X 1 is also t(s − t) + r(lt − r).
Proof of Theorem 3.21. Obviously dim X 2 = r(w − r). Moreover, Gr r (V ) is a non-singular variety whence the diagonal embedding Gr r (V ) → Gr r (V ) × Gr r (V ) is a regular embedding of codimension dim Gr r (V ) = r(ls − r). Using [8, Lemma 7.1], we deduce from the fiber square
that every irreducible component of the intersection X 1 ∩ X 2 has dimension at least
and by a straightforward calculation, we see that r(w − r) − (lr − t)(s − t) equals d 2 3 − α, α . 3.4. Intersecting subvarieties of Grassmannians. Our next task is to prove that the intersection I = X 1 ∩ X 2 is non-empty. We do not know an elementary proof for this. The strategy for proving this result is to show that the intersection product [X 1 ] · [X 2 ] in the Chow ring A * (Gr r (V )) is non-zero which implies, by the existence of refined intersections (cf. [8, Section
Again, we consider the variety Y and regard it as the subvariety of Gr r (V ) × Gr t (V 0 ) of pairs (U, U 0 ) with U ⊆ U l 0 . The image of Y under the projection to the first component equals X 1 . Let U be the vector bundle on Gr r (V ) × Gr t (V 0 ) which arises as the pull-back of the universal rank r-subbundle of the trivial bundle on Gr r (V ) with fiber V and let Q 0 be the pull-back to Gr r (V ) × Gr t (V 0 ) of the universal rank (s − t)-quotient bundle on Gr t (V 0 ). As a closed subset, Y equals the vanishing set Z(Ψ), where
is interpreted as a global section of the bundle U ∨ ⊗ Q l 0 . In the above context, π : Gr r (V ) × Gr t (V 0 ) → Spec k is the structure map. By Corollary 3.25, the codimension of Y in Gr r (V ) × Gr t (V 0 ) is precisely lr(s − t) = rk(U ∨ ⊗ Q l 0 ). As the ambient variety Gr r (V ) × Gr t (V 0 ) is non-singular, we deduce that Ψ is a regular section and that [Z(Ψ)] = Z(Ψ) (see [ 
. . , x r be the Chern roots of U ∨ and let y 1 , . . . , y s−t be the Chern roots of Q 0 . The total Chern class of
s−t j=1 (1 + x i + y j ) l . Therefore, the top Chern class of this bundle is Proof. The push-forward map π 1, * sends ∆ (s−t) t to 1 and the rest of the basis elements to 0. It therefore suffices to show that the coefficient of
s−t j=1 (x i + y j ) l is the desired expression. This coefficient is f s−t , where f = f (x 1 , . . . , x r ) denotes the coefficient of y t in the expression
Then f is the sum over all monomials in x 1 , . . . , x r of degree lr−t in which every x i occurs with a power of at most l. Such a monomial can be written as x α 1 . . . x α lr−r for a unique non-decreasing sequence 1 ≤ α 1 ≤ . . . ≤ α lr−t ≤ r for which no number i ∈ {1, . . . , r} occurs more than l times. These sequences are in bijection with increasing sequences 1 ≤ i 1 < . . . < i lr−t ≤ lr by mapping i ν to ⌈i ν /l⌉.
We abbreviate p = lr − t. In order to display the parenthesized expression in the previous lemma as a linear combination of monomial symmetric functions evaluated at the x i 's, we prove the following identity of symmetric functions: Lemma 3.27. In the ring of symmetric functions in the variables x 1 , x 2 , . . ., we have
where the sum ranges over all partitions λ of p with l ≥ λ 1 .
Proof. Using that f = i 1 <...<ip x ⌈i 1 /l⌉ . . . x ⌈ip/l⌉ is a non-negative integral linear combination of monomials, we see that f can be displayed as λ a λ m λ with a λ ∈ Z ≥0 . For a monomial x λ (corresponding to a partition λ) occurring in f , it is clear that |λ| = p and, as at most l of the i ν 's can have the same value for ⌈i ν /l⌉, the integers λ i are bounded above by l. Therefore, the coefficient a λ must be zero unless λ is a partition of p which fits into a p × l-box. For such a partition λ of p, there are exactly i l λ i ways to write the monomial x λ as a product x ⌈i 1 /l⌉ . . . x ⌈ip/l⌉ : the indexes i 1 , . . . , i λ 1 must be contained in {1, . . . , l}, the numbers i λ 1 +1 , . . . , i λ 1 +λ 2 in {l + 1, . . . , 2l}, and so on. This proves that a λ is the desired coefficient.
m λ can be displayed as an integral linear combination µ b µ e µ of elementary symmetric functions; again µ ranges over partitions of p. We can determine these coefficients explicitly (and read off that they are non-negative).
Lemma 3.28. The following equality holds in the ring of symmetric functions:
The first summation ranges over all partitions λ of p with l ≥ λ 1 while the second runs over all partitions µ of p whose length is at most l.
The proof of this lemma was done and explained to the first author by Michael Ehrig. If the following presentation is unclear then this is due to the first author's lack of knowledge of the categorification methods therein.
Proof. The proof uses skew Howe duality (cf. [13] ). Consider the vector space
as a gl r -and as a gl l -module. These actions commute. As a gl r -module, it decomposes as
In this decomposition, α i = 0 is allowed. The character of the module
. . e α l evaluated at x 1 , . . . , x r (see [9, Lecture 24] for an introduction to characters). Reordering e α 1 . . . e α l as e µ = e µ 1 . . . e µ l for a partition µ, we see that the character of p (C r ⊗ C l ) as a gl r -module is µ⊢p b µ e µ for some non-negative integers b µ . We can compute these numbers explicitly: b µ is the number of tuples α = (α 1 , . . . , α l ) summing to p which can be reordered to µ (from which it is evident that b µ is non-zero if and only if µ is a partition of p of length at most l). Displaying µ as 1 n 1 2 n 2 . . . (i.e. n j = mult j (µ)), we may set n 1 of the α i 's to be 1, then n 2 of the remaining α i 's to be 2, and so forth. In total we get
possible ways to reorder µ. In the above equation, µ ′ denotes the conjugate partition. On the other hand, we compute the character of p (C r ⊗ C l ) by decomposing it into gl r -weight spaces. We have
where λ = (λ 1 , . . . , λ r ) is a dominant weight (i.e. a partition) and W · λ is the Weyl group orbit of λ. Therefore, the sum α∈W ·λ x α corresponds to the monomial symmetric function m λ (x 1 , . . . , x r ). The gl r -weight space (
which is just the multiplicity of m λ (x 1 , . . . , x r ) in f (x 1 , . . . , x r ).
The next step is to take the (s − t) th power of this expression. We abbreviate k = s − t. The product e λ e µ of two elementary symmetric functions is e λ∪µ , where λ ∪ µ is the partition 1 m 1 +n 1 2 m 2 +n 2 . . . when displaying λ = 1 m 1 2 m 2 . . . and µ = 1 n 1 2 n 2 . . ., so the k-th power of f = N i=1 b µ i e µ i reads as
In the above expression, k * µ stands for the k-fold union µ ∪ . . . ∪ µ. It can be rewritten as
As the summation f = µ b µ e µ ranges over partitions of p of length bounded by l, the sum f k = ν c ν e ν ranges over partitions ν of kp of length at most kl. Moreover, the coefficient of every partition of the form k * µ is non-zero. All coefficients are obviously non-negative integers. In order to being able to use the Littlewood-Richardson rule, we need to express f k in terms of Schur functions s λ . The transformation matrix from elementary symmetric functions e ν to Schur functions s λ is given by the Kostka numbers, see Lemma 2.17. We finally arrive at
the sum ranging over partitions of kp. The d λ 's are non-negative integers and d λ is positive for example if there exists a partition µ of p for which λ ′ ≥ k * µ. In order to finally show that X 1 and X 2 intersect, we have to compute the intersection product
The subvariety X 2 = Gr r (W ) is a Schubert variety. Its class is
it is not hard to see that every determinantal locus Ω(U * ) corresponding to ∆ (ls−w) r (see subsection 2.6) is reduced. The multiplication of two Schubert cycles is given by the LittlewoodRichardson rule. In general, this is pretty messy but here, we are in a very favorable situation: we are forced to stay in the r × (ls − r)-box and the partition (ls − w) r has maximal length. We make use of the following lemma:
Lemma 3.29. Let d ≤ n and let λ be a partition of length no greater than d and with
The class ∆ λ+j d is non-zero if and only if λ 1 + j ≤ n − d.
In the lemma, the sum λ + µ of two partitions λ and µ is taken component-wise, i.e. λ + µ = (λ 1 + µ 1 , λ 2 + µ 2 , . . .). 
where µ runs through all partitions arising from λ by adding a total number of d boxes, at most one per row. There is only one partition µ obtained in such a way whose length does not exceed d: the one we get by inserting exactly one box in each row. That's precisely the partition λ + 1 d .
Applying this lemma to our situation, we obtain that (
the sum ranging over partitions λ of kp = (lr − t)(s − t) contained in a box of size r × (ls − r), whose width is less than or equal to ls − r − (ls − w) = w − r, that means λ must actually be contained in an r × (w − r)-box. We have proved:
Theorem 3.30. The intersection product of the subvarieties X 1 of all U ∈ Gr r (V ) for which a U 0 ∈ Gr t (V 0 ) with U ⊆ U l 0 exists and X 2 = Gr r (W ) in the Chow ring A * (Gr r (V )) is
where the sum is taken over all partitions λ of (lr − t)(s − t) of length at most r and with λ 1 ≤ w − r and N is the length of the local ring of Z(Ψ) at its generic point. The coefficient d λ is a multiple of N and computes as
In this expression, ν is a partition of (lr − t)(s − t) of length at most l(s − t) and µ runs through all partitions of lr − t of length l(µ) ≤ l.
The coefficients look horrible, that's true, but from the properties of Kostka numbers, we can see that [X 1 ] · [X 2 ] = 0: the coefficients c ν are non-negative, and c (s−t) * µ is positive for every µ ⊢ lr − t with l(µ) ≤ l. Therefore, it suffices to show that there exists a partition λ inside the box r × (w − r) whose conjugate λ ′ dominates a partition of the form (s − t) * µ. Take µ to be minimal among these partitions. That means
where we choose q ∈ Z ≥0 and j ∈ {0, . . . , l − 1} such that lq + j = lr − t. Then, as t > 0, we get q < r. We obtain (s − t) * µ = q (l−j)(s−t) (q + 1) j(s−t) . Moreover, let λ ′ be the maximal possible partition (inside the box of size (w − r) × r, as we are dealing with the conjugate of λ), that is
where m ∈ Z ≥0 and k ∈ {0, . . . , r − 1} such that rm + k = (lr − t)(s − t). Then λ and (s − t) * µ are partitions of the same number and the fact that r ≥ q + 1 (see above) yields λ ≥ (s − t) * µ. This shows that [X 1 ] · [X 2 ] = 0, so we finally arrive at Corollary 3.31. The subvarieties X 1 and X 2 of Gr r (V ) intersect.
3.5. Indecomposability. In this section, we treat the third part of Question 3.5. To do so, we keep the notation and conventions from the last sections and fix a non-Schurian root α of a quiver Q(m) of type one with canonical exceptional decomposition α = α Lemma 3.32. Let α = β + γ be a decomposition into non-Schurian roots of type one which is compatible with the canonical decomposition of α, i.e. β = α cs 1 ⊕β, γ = α c 1 ⊕γ for certain c s , c ≥ 0 and imaginary rootsβ,γ ∈ α ⊥ 1 . Then the map dim Hom :
Proof. We denote the two indecomposable projective representations of K(n) by P 0 and P 1 respectively. We have dim P 0 = (1, n) and dim P 1 = (0, 1). Every representation M ∈ R (d,e) (K(n)) such that M has no direct summand isomorphic to P 1 -this is equivalent to Hom(M, P 1 ) = 0 -has a minimal projective resolution of the form
This defines an open subset R o (d,e) (K(n)) of R (d,e) (K(n)) on which we have a natural Gl ne−d (k)-action whose quotient is the Grassmannian Gr ne−d (Hom (P 1 , P d  0 ) ). Analogous to [22, section 1], we can consider the quasi-projective (even quasi-affine) variety
together with the projection onto
. We have I α ⊂ Gr r (W ) where W = Hom(S α 2 , S δ ) and r = nd 3 − d 2 . As already mentioned in Remark 3.18 the representations S α 2 and S δ are the indecomposable projective representations in S ⊥ α 1 . The equivalence of categories between S ⊥ α 1 and Rep(K(n)) gives rise to an isomorphism between the Grassmannian Gr r (W ) and
If α = β + γ is a decomposition which is compatible with the canonical decomposition of α, together with the previous considerations this shows that the semi-continuity of dim Hom is preserved when passing to the varieties I β and I γ .
Inspired by Definition 2.13 we introduce the following notion: Definition 3.33.
(1) We call a decomposition α = β + γ of α into roots Hom-orthogonal if i) β = α 
If, additionally, the middle term of e is indecomposable, we call e indecomposable.
If c s = 0 (resp. c = 0), we have thatβ = β ∈ α ⊥ 1 (resp.γ = γ ∈ α ⊥ 1 ). Then every representation of dimensionβ (resp.γ) satisfies equation (2) of section 3.1. Using the language of this definition and section 2.4 this means that, in order to construct an indecomposable Mα in I α , it suffices to find a Hom-orthogonal decomposition α = β + γ and two general Schurian representations Mβ ∈ I β and Mγ ∈ I γ which can be glued along indecomposable S α 1 -additive exact sequences using Theorem 2.12. We make this precise in the following. By general representation we mean that the corresponding Hom-spaces vanish as predicted by the decomposition.
We first stick to the problem of indecomposable additive exact sequences. Thus let be M an exceptional representation and, moreover, let N ∈ M ⊥ be indecomposable, but not exceptional. By Lemma 2.10, there exists a short exact sequence
induced by a basis (φ 1 , . . . , φ n ) of Hom(N, M ). For an arbitrary representation T , applying Hom(T, ), we consider the following part of the respective long exact sequence
If f T,N (e) = 0, we get a commutative diagram
for some representation S. Since (φ 1 , . . . , φ n ) is a basis of Hom(N, M ), applying the functor Hom( , M ) to the first row, this means that for the induced map g : Hom(N, M ) → Ext(T, M ) we have g = 0. In particular, the sequence e is M -additive if f T,N (e) = 0. We transfer these considerations to our situation. Therefore, we assume that α = β + γ is a Hom-orthogonal decomposition withβ = α
Define
Then we have that for a general representation Mβ ∈ I β (resp. Mγ ∈ I γ ) there exist short exact sequences } of Ext(Mγ, Mβ)). We can choose these bases in such a way that
is a basis of ker(fβ ,γ ) (resp. ker(fγ ,β )). Now the exact sequences e ∈ ker(fγ ,β ) (resp. e ∈ ker(fβ ,γ )) are S α 1 -additive. Thus together with Lemma 2.7 we can conclude:
If Q(M ) 0 denotes the subquiver of Q(M ) having the same vertices and only dim ker(fβ ,γ ) (resp. dim ker(fγ ,β )) arrows in the respective directions, the representations considered in Proposition 3.34 obviously correspond to representations of Q(M ) 0 . For every such pair M , we thus get a (1 − (1, 1), (1, 1) Q(M ) 0 )-parameter family of isomorphism classes of representations of I α . As Mβ and Mγ are Schurian, up to the representation corresponding to the semi-simple representation of Q(M ) of dimension (1, 1), the glued representations are also Schurian and contained in I α . Since α 1 ,γ = 0, we have
Analogously, we obtain dim ker(fγ ,β ) = − γ, β + γ, α
Thus we have dim ker(fβ ,γ ) + dim ker(fγ ,β ) = − β, γ − γ, β .
Taking into account Remark 3.19, the irreducible components of I β (resp. I γ ) containing Mβ (resp. Mγ) already contain a (1 − β, β )-parameter family (resp. a (1 − γ, γ )-parameter family) of isomorphism classes of Schurian representations. Thus we can construct a parametric family of isomorphism classes of Schurian representations of I α with the following number of parameters when applying the functors F M (see also [27, section 3.1.2]):
which is number predicted by Kac's Theorem. Summarizing, we obtain: Theorem 3.35. Let α be a non-Schurian root of Q(m) with canonical exceptional decomposition α = α d 3 ) is coprime. Moreover, let α = β + γ be a Hom-orthogonal decomposition such that there exist two Schurian representations Mβ ∈ I β and Mγ ∈ I γ with Hom(Mβ, Mγ) = Hom(Mγ, Mβ) = 0. ((d 2 ,d 3 ), (d 2 ,d 3 ) ) = 0. From this we obtain hom(k (d 2 ,d 3 ), l(d 2 ,d 3 )) = 0 for k, l ≥ 1. Thus we obtain: Theorem 3.36. Let α be a non-Schurian root of Q(m) with canonical exceptional decomposition α = α Clearly, the main open question which remains is whether there exists an indecomposable or even a Schurian representation in I α for every non-Schurian root α of type one. We think that this is always true: Conjecture 3.37. If α is a non-Schurian root of type one, the variety I α contains a Schurian representation.
It would also be interesting to study what happens when taking stability into account. Since the set of stable representations is open in the affine space of representations of a fixed dimension, most of the arguments transfer when replacing Schurian by stable. In particular, if there exists one stable representation in I α , there already exists an open subset. But this is actually the critical point: how can we construct one stable representation starting by glueing (stable) representations Mβ ∈ I β and Mγ ∈ I γ . It is likely, but needs to be checked in detail, that the methods of [24, section 4.3] can be applied to construct such representations.
Special cases and examples
4.1. Special cases. In this section, we frequently use the notation of section 3. There we restricted to non-Schurian roots α = α
3 of type one, i.e. we have r ≤ nd 3 ≤ ls and r ≤ lt.
Here we have dim V = ls and dim W = nd 3 . The condition r ≤ lt assures that the flag variety Fl (r,lt) (V ) is well-defined. In the following, we want to study which consequences it has if at least one of these conditions is not satisfied. In most of the cases, the conditions give rise to inequalities which seem to be satisfied only for a small number of roots. Actually, in some cases we conjecture that there exists no root which satisfies the given inequalities. 4.1.1. Condition r ≤ nd 3 − l(d 1 + α, α 1 ). This inequality seems to be satisfied only for a small number of roots. If it is satisfied, we can consider short exact sequences of the form
with N := ker(π). This yields a long exact sequence
We define W := Hom(S α 2 , S d 3 δ ) and, moreover, Z := Hom(S α 2 , N ). Keeping in mind the universal property of the cokernel, every point in the subvariety
where dim Mα =α. In particular, every point induces a surjection Mα → S
. In this case, the dimension of the variety X α (N ) is easily determined as
We obtain:
Lemma 4.1. Every representation N as constructed above gives rise to a variety X α (N ) of dimension at least r(d 2 − l(d 1 + α, α 1 )) such that every point in this variety corresponds to a representation Mα ∈ S ⊥ α 1 with dim Hom(Mα, S α 1 ) = d 1 + α, α 1 . Remark 4.2. Note that it is not at all clear under which conditions non-isomorphic representations N and N ′ yield that arbitrary pairs of representations in X α (N ) and X α (N ′ ) are nonisomorphic. Thus it seems to be more difficult to say something about the dimension of indecomposables which can potentially be constructed with these methods. 
In particular, it is not a Schur root for d ≥ 1. Then we have l = m = 1 and n = 2. Thus it follows that δ ) ≥ dim Hom(S α 2 , S s α 1 ) = ls implies the claim as Ext(S α 2 , K) = 0. This would make things easier because we would have I α = X α 1 in this case. But note that, since we have s = (nl−m)d 3 , the first inequality is equivalent to n(l 2 −1) < lm. Now we have nl > m because δ, α 1 ≥ 0. Thus except for the case l = 1, this seems to be very restrictive in the sense that only a few number of roots satisfy this condition. But if l = 1, we already have t = lr − d 1 = r − d 1 ≥ r which is not possible. Thus we have l ≥ 2. In this case, it would be interesting to study which roots satisfy the given inequalities or if there even exist such roots.
4.1.3.
Conditions nd 3 > ls and lt < r. Because of the considerations from case 4.1.2, the inequalities suggest to consider the case l = 1. But in this case, we conjecture that we already have r ≤ nd 3 − l(d 1 + α, α 1 ) and thus we were faced with case 4.1.1. Indeed, if this were not the case, we had nd 3 − d 2 > nd 3 − d 1 − d 2 + md 3 ⇔ d 1 > md 3 . We again conjecture that this cannot be true. Roughly speaking, the canonical exceptional decomposition suggests that all extensions e ∈ Ext(Mα, S α 1 ) are induced by extensions e ′ ∈ Ext(S α 3 , S α 1 ). But if d 1 > md 3 , there are in a sense too few extensions to have that α is a root.
4.1.4.
Conditions nd 3 ≤ ls and lt < r. Since nd 3 ≤ ls and s = (nl − m)d 3 , we have l ≥ 2. Moreover, since t = lr − d 1 , we have
Actually, no root satisfying these two inequalities is known to us. For similar reasons as in the previous case, we even conjecture that there exists no root which satisfies this inequality.
4.2.
Examples. In this subsection we consider several examples which are to illustrate the introduced methods. (2) .
The condition for this space to be non-zero can be seen to be equivalent to the requirement x 2 x 4 + x 3 x 5 = 0. Therefore, the intersection I α = X 1 ∩ X 2 identifies with {[x 1 : . . . : Let x 1 , x 2 be the Chern roots of U ∨ on Gr 2 (k 10 ) and y 1 , . . . , y 4 be the Chern roots of Q 0 which lives on Gr 1 (k 5 ) = P 4 . We get Z(Ψ) = 2 i=1 4 j=1 (x i + y j ) 2 and this yields π 1, * Z(Ψ) = (8m 1 3 (x 1 , x 2 ) + 2m 1 1 2 1 (x 1 , x 2 ) ) 4 . As m 1 3 (x 1 , x 2 ) = 0, we obtain π 1, * Z(Ψ) = 16m 1 1 2 1 (x 1 , x 2 ) 4 = 16e 1 1 2 1 (x 1 , x 2 ) 4 = 16e 1 4 2 4 (x 1 , x 2 ).
This can be expressed as a linear combination π 1, * Z(Ψ) = 16 λ K λ ′ ,1 4 2 4 ∆ λ . On the other hand, we have [X 2 ] = ∆ 2 2 . As we are forced to stay in a 2 × 8 box, the only term that "survives" in the product (π 1, * Z(Ψ)) · [X 2 ] is the summand attached to λ = 6 2 . Thus, we only need to compute the Kostka number K 2 6 ,1 4 2 4 . In other words, we need to fill the boxes with the integers 1, . . . , 8 -the numbers 1, . . . , 4 occurring twice and the others once -in such a way that the entries are strictly increasing along both columns and weakly increasing along every row. The following entries are already fixed by this requirement: Note that we have δ = (1, 10, 5) and a coefficient quiver of S δ is obtained from the one of S δ in Example 4.5 when turning around all arrows. We are left with the question which embedding S 2 α 2 ֒→ S δ gives rise to a surjection of the quotient Mα onto S 4 α 1 . Denote by b 1 and b 2 the two basis elements of (S α 2 ) q 2 . Then it is straightforward to check that this embedding is induced by i 1 (b 1 ) = w 8 − w 9 and i 1 (b 2 ) = w 4 − w 5 . Then a coefficient quiver of Mα is given when merging the corresponding vertices of the coefficient quiver. But note that we cannot construct the real root representation of dimension (20, 33, 2) = α 6 1 + α 7 2 + α 2 3 = β(d) + γ(e) where d + e = 6 by glueing. This is because there is no decomposition d + e = 6 such that both β(d) and γ(e) are roots.
