ABSTRACT In power line communications (PLCs), the multipath-induced dispersion and the impulsive noise are the two fundamental impediments in the way of high-integrity communications. The conventional orthogonal frequency-division multiplexing (OFDM) system is capable of mitigating the multipath effects in PLCs, but it fails to suppress the impulsive noise effects. Therefore, in order to mitigate both the multipath effects and the impulsive effects in PLCs, in this paper, a compressed impairment sensing (CIS)-assisted and interleaved-double-FFT (IDFFT)-aided system is proposed for indoor broadband PLC. Similar to classic OFDM, data symbols are transmitted in the time-domain, while the equalization process is employed in the frequency domain in order to achieve the maximum attainable multipath diversity gain. In addition, a specifically designed interleaver is employed in the frequency domain in order to mitigate the impulsive noise effects, which relies on the principles of compressed sensing (CS). Specifically, by taking advantage of the interleaving process, the impairment impulsive samples can be estimated by exploiting the principle of CS and then cancelled. In order to improve the estimation performance of CS, we propose a beneficial pilot design complemented by a pilot insertion scheme. Finally, a CIS-assisted detector is proposed for the IDFFT system advocated. Our simulation results show that the proposed CIS-assisted IDFFT system is capable of achieving a significantly improved performance compared with the conventional OFDM. Furthermore, the tradeoffs to be struck in the design of the CIS-assisted IDFFT system are also studied.
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I. INTRODUCTION
Power line communication (PLC) is expected to play an important role in meeting the dramatic teletraffic increase of telecommunications in the next decade [1] . The main advantage of PLC is its cost-efficiency, which is due to the fact that it relies on the existing grid structure. However, the electrical supply networks have not been designed for data transmissions, hence they constitute a hostile propagation environment [2] and there are still a lot of challenges to be tackled. Specifically, the signals transmitted over power line channels experience both propagation path-loss, as well as multipath propagation and impulsive noise. The path-loss encountered in PLC is the result of the skin effect and dielectric losses [3] . By contrast, the dispersive multipath propagation experienced in PLC is caused by the impedance mismatch between the transmitter and its corresponding receiver [4] . Due to the multipath propagation, a transmitted symbol may be spread over several adjacent symbols at the receiver, hence generating inter-symbol interference (ISI), as detailed in [4] . Measurement results show that the coherence bandwidth of indoor PLC channels is typically 50 kHz to 500 kHz, which is much lower than its total transmission bandwidth. Thus, the PLC channels are usually frequency-selective. Furthermore, the authors of [2] show that the time variation of the PLC channel parameters can be classified into two types, namely into shortterm and long-term variations. The long-term variation is usually caused by the switching events experienced in PLC networks, which can be assumed to be time-invariant within a duration of a few seconds. By contrast, the short-term variation is mainly due to the fact that many electrical devices exhibit characteristics that are dependent on the mains frequency [5] , which can be assumed to be time-invariant within hundreds of microseconds. Consequently, the latter type of variation is cyclic, and the channel parameters are usually periodical in time. Owing to the above characteristics, the PLC channels are typically slowly time-varying. The statistical characterisations of indoor PLC channels can be found in [6] .
On the other hand, in PLC, the noise can usually be classified into two categories: background noise and impulsive noise [7] , [8] . The impulsive noise is typically characterized by the duration, inter-arrival time and power of its components [7] . According to its behavior with respect to the mains cycle, impulsive noise can be classified into three types, namely periodic mains-synchronous impulsive noise, periodic impulsive noise that is asynchronous with the mains, as well as asynchronous impulsive noise [7] . Typically, the asynchronous impulsive noise, which is mainly caused by the connection and disconnection of electrical devices, is the major impairment of broadband PLC (BB-PLC) due to its high power and unpredictable nature. Therefore, we focus our attention on the mitigation of asynchronous impulsive noise. The measurement results of [7] - [9] have shown that the asynchronous impulsive noise bursts experienced in PLC are relatively long in comparison to those in wireless communications. More specifically, the measurement results of [7] showed that the average duration of the asynchronous impulsive noise bursts in PLC varies between microseconds and milliseconds. By contrast, in wireless communications, the duration of impulsive noise bursts is usually less than 0.1 µs [10] . These observations in turn imply that if signal samples with a symbol-duration of say 10 ns are transmitted at a Nyquist-rate of 100 MBaud, then 10 3 successive symbols may be corrupted by an impulsive noise burst, once it occurs. By contrast, at the typical wireless communications band-rate of say 1 MBaud, no more than FIGURE 1. Illustration of the relationships between compressed sensing (CS), impulsive noise mitigation as well as compressed impairment sensing (CIS). Explicitly, the aim of CIS is to estimate the impulsive noise based on the principle of CS.
10 successive samples are impaired by the above-mentioned 0.1 µs impulsive noise burst. Naturally, the long impulsive bursts of PLC may inflict bursts of errors. As a result, the system's performance may be severely degraded, especially in high data-rate transmissions relying on short symbol durations.
Orthogonal frequency-division multiplexing (OFDM), which is the predominant transmission technique of wireless communications at the time writing [11] , [12] , has also been adopted by the PLC standards, including IEEE P1901 [13] , ITU-T G.hn [14] and HomePlug AV2 [15] . A frequency-selective fading channel can be converted into a number of parallel flat-fading subchannels with the aid of the OFDM, thereby, considerably reducing the receiver's complexity as a benefit of using single-tap frequency-domain equalization [11] . Cyclic prefix (CP)-based OFDM is employed to avoid the inter-OFDM-symbol interference [11] . Although the conventional OFDM signalling is capable of mitigating the mutipath effects of PLC, it experiences a performance loss in the presence of impulsive noise. In more detail, the discrete Fourier transform (DFT) spreads the effect of impulsive noise across all the subcarriers. When the duration of an impulsive burst is significantly shorter than the OFDM symbol duration, the associated spreading effect becomes beneficial, since all subcarriers are only marginally contaminated. Unfortunately, as mentioned above, the duration of impulsive noise in PLC may become substantially longer than the OFDM symbol duration, which significantly degrades the system performance, especially, when the power of impulsive noise is high. Therefore, conventional OFDM signalling is incapable of mitigating the impulsive noise in PLC.
As illustrated in the yellow part of Fig. 1 , several methods have been proposed in the literature in order to mitigate the effect of impulsive noise imposed on OFDM systems communicating over PLC channels, such as nonlinear filtering [16] - [18] , channel coding [19] , [20] , as well as both parametric and non-parametric estimation techniques [21] , [22] . On the other hand, as shown by the blue part of Fig. 1 , compressed sensing (CS), as an emerging theory, has attracted considerable research-attention, as exemplified by the elegant algorithms [23] - [28] of Fig. 1 . CS has been proposed to tackle the issues of recovery of vectors in high dimensions from vectors in low dimensions, as detailed in [29] . Recently, CS has been invoked for solving numerous problems in communications systems, such as channel estimation [30] , narrowband interference mitigation [31] , spectrum sensing [32] and so on. Training-based impulsive noise estimation relying on CS also constitutes an attractive method, since it has several distinct advantages for OFDM systems communicating over PLC channels. Firstly, in practical PLCs, the high-attenuation frequency sub-bands of an OFDM symbol may be disabled for data transmissions [13] , [15] . Hence, some of these deactivated tones can be used as training symbols for supporting training-based impulsive noise estimation. Secondly, it is possible to disperse the prolonged impulsive burst affecting numerous time-domain (TD) samples by simply using an interleaver.
In this way, the asynchronous impulsive noise can be estimated at a low complexity with the aid of CS. Finally, since the power of asynchronous impulsive noise is usually much higher than that of the background noise in BB-PLC, accurate impulsive noise estimation is attainable by using CS. The idea of applying CS to mitigate the impulse noise in OFDM systems was originally proposed in [33] , where the impulse noise estimation was formulated as an 1 -minimization problem. Later in [34] , the mixed 2 / 1 -minimization has been employed for impulse noise estimation, where the impulsive noise was assumed to appear in form of sparse blocks. It should be noted that in [33] and [34] the duration of impulse noise was assumed to be much lower than that of an OFDM symbol, which is however, not the norm in PLCs. Furthermore, although the 1 -minimization considered in [33] and the mixed 2 / 1 -minimization of [34] can be solved within polynomial rather than exponential time, the corresponding computational cost still remains excessive. It is important to emphasize that for both schemes substantial computational resources are required for estimating relatively insignificant impulsive noise, whose instantaneous power is lower than the modulation-dependent detection threshold.
Against The rest of the paper is organized as follows. In Section II, the system model is detailed, where both the PLC channel and noise model are also described. The design of the 2D interleaver is considered in Section III. Then, our impulsive noise estimation and cancellation, as well as our proposed CIS-assisted signal detection algorithm are described in Section IV. In Section V, our simulation results are studied. Finally, we offer our conclusions in Section VI. 
II. SYSTEM MODEL

B. TRANSMITTER
The proposed IDFFT aided transmitter is illustrated in Fig. 2 . The data bits are first mapped into L M blocks, each of which contains M d data symbols, according to Q-ary QAM scheme having the alphabet A. Let the L M blocks of data symbols be expressed in a matrix form as 
Let the positions of pilots in a data block form an index set I p , which is assumed to be the same for all blocks. Then, after inserting zero-valued pilots into
where d is a mapping matrix based on the index set
As shown in Fig. 2 , the TD symbols X X X T are entered into the M -point FFT scheme block-by-block, yielding L M blocks of FD symbols, which are expressed as
where x x x F (l) ∈ C M ×1 denotes the lth block of FD symbols, where it can be shown that we have
Next, as shown in Fig. 2 , the FD symbols in X X X F are interleaved by the interleaver , 
, which can be expressed as
Furthermore, in order to avoid ISI, a CP of length L cp is inserted before each block of S S S T , resulting in
where CP = [ cp , I I I M ] T and cp is a mapping matrix formed by the last L cp columns of an identity matrix I I I M . Finally, follows transmitter filtering, the symbols are sent block-by-block through the PLC channels imposing impulsive noise.
C. CHANNEL MODELLING
In this paper, we focus our attention on the PLC channels in the 1.8-100 MHz frequency range, which is the frequency band of interest for the current and next generation PLC systems. Due to the frequent connection and disconnection of various types of loads, as well as the presence of cable branches, indoor PLC channels exhibit a timevariant frequency-selective channel transfer function (CTF). Let h F (f , t) denote the CTF between a given transmitter and its corresponding receive port in the power line at time t and frequency f . As shown in [2] and [5] , the time variations of the PLC channels can be classified into two types, which are the short-term variation and long-term variation. In this paper, our focus is on the short-term variation of the PLC channels, which is dependent on the mains frequency and it is usually about hundreds of microseconds, hence we can assume that the PLC channels are time-invariant during L H blocks of transmitted symbols. Then, when the signals of (4) are transmitted over the PLC channels and the received signals are sampled at an interval of t, the discrete-time baseband equivalent FD Channel Transfer Factor (FDCHTF) of the mth subchannel can be expressed as
where T s = M t denotes the symbol duration of an OFDM symbol. According to [6] , the magnitude of the FDCHTF obeys the log-normal distribution expressed as |h
, where the mean H (m) and the variance σ 2 H (m) are both dependent on the frequency of the mth subchannel. The phase of h F (m) can be assumed to be uniformly distributed in (−π, π), ∀m.
D. NOISE MODELLING
We assume that the PLC channels encounter both background noise and asynchronous impulsive noise. The effects of narrowband interference are not considered in this treatise. This is because the narrowband interference usually appears in some particular sub-bands, thereby it can be readily eliminated by deactivating these sub-bands, as shown in [13] , [15] . Hence, we focus our attention on mitigating the deleterious effects of both background noise and asynchronous impulsive noise. Whilst the background noise is present continuously, the asynchronous impulsive noise is sporadic. In detail, in the TD, the impulsive noise is characterized by three parameters [7] : its duration time t 1 , inter-arrival time t 0 and its power. Naturally, during the inter-arrival time t 0 , there is only background noise, while during the time t 1 , both background noise and asynchronous impulsive noise are encountered. Explicitly, the measurement results of [7] have shown that both the duration and the inter-arrival time of asynchronous impulsive noise obeys an exponential distribution, i.e., t i ∼ Exp( i ) for i = 0, 1, where 0 and 1 are the average inter-arrival time and the average durations, respectively. Furthermore, let us define the ratio between the average duration of impulsive noise and the average inter-arrival time as T = 1 / 0 . Let us denote the sampled background noise at the receiver by n n n 0 , which is complex VOLUME 4, 2016 Gaussian distributed with zero mean and a variance of σ 2 0 , i.e., n n n 0 ∼ CN (0, σ 2 0 ). Since the impulsive noise occurs with a random inter-arrival time t 0 and exists within a random
represents an integer near x. Then, the sampled impulsive noise n n n 1 of L 1 -length can be modelled as a complex-valued Gaussian vector of zero mean and a variance of σ 2 1 , i.e., n n n 1 ∼ CN (0, σ 2 1 ). Furthermore, the ratio between the impulsive noise power and background noise power is expressed as P = σ 2 1 /σ 2 0 . Let the mth sample of the lth symbol block be corrupted by the noise samples n T (m, l). Based on the abovementioned characterization of PLC channel noise, n T (m, l) can be expressed as
where n q (m, l) ∼ CN (0, σ 2 q ) with q ∈ {0, 1}, while c n 1 (m, l) ∈ {0, 1} is defined as the occurrence indicator of impulsive noise, which is dependent on both the duration time t 1 and the inter-arrival time t 0 .
E. RECEIVED FD SIGNALS
Let us assume that perfect time synchronization has been achieved by the receiver. Moreover, we assume that the length of the CP is higher than the PLC channel's maximum delay spread, while the bandwidth of each subchannel is significantly lower than the PLC channel's coherence bandwidth. Then, as shown in 
Y Y Y T = H H HS S S
where H H H is an (M × M ) circulant matrix, which can be diagonalized by the M -point DFT matrix, given by
. . , h F (M − 1)} and h F (m) represents the channel gain of the mth subchannel, which can be generated by the statistical modelling described in Section II-C. In (7), the noise samples in N N N T ∈ C M ×L M contain the background noise and possibly impulsive noise, which is shown in (6) .
As seen in Fig. 2 
, upon carrying out the FFT of Y Y Y T , we obtain
where N N N F = F F F M N N N T denotes the FD noise. Note that, when a block of symbols is corrupted by impulsive noise in the TD, depending on the duration of impulsive noise, the FFT operation may have either a positive or a negative effect on the attainable detection performance, which can be explained as follows. Firstly, let the lth block be corrupted by an L 1 (l)-length impulsive noise in the TD,
, where the variance σ 2 n (l) can be expressed as
Observe from (9) that if L 1 (l) is large enough, all the subchannels in the FD may be impaired by high-power noise. As a result, the detection performance may be severely degraded. In order to mitigate the effect of impulsive noise, in this paper, both FD equalization and TD CIS are employed with the aid of the interleaver . As shown in Fig. 2 
where R R R = W W WH H H is a diagonal matrix, whose mth diagonal element is given by (11) while n n n F (l) = W W Wn n n F (l) denotes the filtered noise. Eq. (11) shows that the MMSE equalizer is capable of mitigating the background noise, but at the cost of some loss in signal power. Furthermore, we can readily show that the signal to interference plus noise power ratio (SINR) achieved for the mth subchannel of the lth block is
As shown in Fig. 2 , after FD equalization, the L M blocks of symbols S S S F = [ s s s F (0), s s s F (1), . . . , s s s F (L M − 1)] are input to the de-interleaver −1 . In the next section, we consider the design of the interleaver .
III. DESIGN OF THE 2D INTERLEAVER
The measurements results of [7] , [37] , and [38] show that in indoor PLCs, the average duration of impulsive noise bursts is much longer than the symbol duration used in the existed standards [13] - [15] . Thus, when there is an impulsive burst, multiple successive symbols may be corrupted. In order to distribute the effect of bursty impulsive noise, a 2D interleaver is employed. Let us first consider our design criteria related to the 2D interleaver. As shown in (12) , when the mth subchannel experiences a high attenuation or the noise variance σ 2 n (l) is high, the SINR becomes low. Since the FDCHTFs are assumed to be constant over L M blocks, the interleaver should be designed to guarantee that the data symbols transmitted by the same subchannel are not permuted into the same data block after de-interleaving. Similarly, when there is an impulsive burst, its effect should be evenly distributed to as many blocks as possible after deinterleaving. In this way, with the aid of the spreading effect of the IFFT to be carried out in the receiver, each block of the TD data symbols will be impaired by the impulsive noise having a relatively low power.
Based on the above analysis, a 2D interleaver is designed, whose operations are illustrated in Fig 3. In this treatise, we focus our attention on investigating the beneficial effects of interleaving on mitigating impulsive noise. Hence, the length of the 2D interleaver in TD has to be lower than the coherence time of PLC channels, i.e. we have
where L H was defined in Section II-D. Thus, the multipath diversity gain attained by interleaving is not considered in this paper. Explicitly, during the transmission of L M blocks of TD symbols denoted as X X X F , the blocks' order is first interleaved by the S-random interleaver having a minimum distance 1 
, where a > 0 is a constant. Note that, the S-random interleaver is employed in the first step as a benefit of its resilience against bursty impulsive noise [42] . Then, as shown in Fig. 3 , for the mth row of X X X F , the element in the lth column is circularly shifted to the l th column, where we have l = l + m mod L M . In this way, even if all the M FD samples of a block experience impulsive noise, after the de-interleaving stage of Fig. 3 , they will become distributed across M different blocks, each of which contains only a single impulsive noise sample from the impaired original block. Additionally, the interleaving scheme guarantees that the data symbols conveyed by the same subchannel of different blocks will not be permuted to the same block.
As shown in Section II-D, the duration t 1 of asynchronous impulsive noise can be modelled by the exponential distribution having a mean of 1 . When L M OFDM blocks are corrupted by asynchronous impulsive noise with a duration of t 1 , the dispersion capability of the above-mentioned 2D interleaver can be measured in term of the complementary cumulative distribution function (CCDF) of t 1 , which can be expressed as
where ε is the spreading factor of the 2D interleaver , as defined in [40] . It can be readily shown that the spreading factor of the above-mentioned 2D interleaver is given by
Clearly, the smaller the probability formulated in (13) , the better the dispersion capability of the 2D interleaver . Hence, as it will be shown in Section V-B, the value of L M can be VOLUME 4, 2016 carefully chosen so that the probability formulated in (13) is sufficiently low for meeting a specific design criterion.
A. CLASSIFICATION OF DE-INTERLEAVED NOISE SAMPLES
Let the received FD symbols in S S S F be input into the 1) ], where the lth block of de-interleaved symbols x x x F (l) ∈ C M ×1 can be expressed as
with n n n F (l) being the de-interleaved version of n n n F (l) in (10).
Here, due to the specific design of the 2D interleaver , the diagonal matrix R R R shown in (14) remains the same after de-interleaving. In practice, the transmitted signal power should be sufficiently high in order to guarantee the required quality-of-service (QoS). Thus, in this subsection, we only consider a scenario, when the system's performance is dominated by the impulsive noise. In this case, we can rewrite (14) as
where
In (15) , the FD symbols in x x x F (l) exhibit a high peak-toaverage power ratio (PAPR) due to the FFT operation of the transmitter. This property makes it hard to identify whether a sample experiences impulsive noise. In our proposed IDFFT aided system, when an equal power allocation policy is employed, according to the studies in [43] , the CCDF of the corresponding PAPR can be expressed as
Let us define a threshold E TH , which is used for identifying whether a sample experiences impulsive noise. In order to enhance the accuracy of the identification, with the aid of (16), the value of the threshold E TH may be chosen by satisfying
where s.t. is short for ''subject to'', while ε small denotes a small probability specified by the design. Then, by comparing the FD symbols in x x x F (l) against the threshold E TH , a binary indicator sequence c c c detect (l) can be obtained, where we have
Furthermore, let us define I 1 (l) = Supp {c c c detect (l)} and I 0 (l) = {0, 1, . . . , M − 1}\I 1 (l). Then, n n n F (l) seen in (15) can be written as
where, for q ∈ {0, 1}, we have n q (m, l) = n F (m, l) if m ∈ I q (l), otherwise, n q (m, l) = 0. Substituting (19) into (15), we arrive at
Based on the above analysis, the noise samples classified into I 1 (l) are deemed to be contributed by impulsive noise with a high probability. Our proposed interleaving scheme is capable of uniformly distributing the impulsive bursts, when the value of ε shown in (13) is chosen to be high enough. When this is the case, we can readily show that
implying that the vector n n n 1 (l) is a sparse vector with a sparsity level given by k(l) = n n n 1 (l) 0 . Finally, as shown in Fig. 2 , the de-interleaved FD symbols in x x x F (l) are input to a CIS-assisted symbol detector, which is detailed in the next section.
IV. CIS-ASSISTED SYMBOL DETECTOR
Typically, the optimum detector based on the maximum a posteriori (MAP) design rule is invoked for solving the following optimization problem
is the a posteriori probability at the receiver's output. It should be noted that the symbol vector x x x F (l) contains pilot symbols. As shown in Section II, the pilots are invoked for estimating the impulsive noise having a high instantaneous power, which are actually the non-zero elements in n n n 1 (l), as shown in (20) . Assuming that perfect estimation of n n n 1 (l) can be achieved with the aid of the pilots, the corresponding noise-plus-interference power is reduced, i.e. the SINR formulated in (12) is increased. Thus, the detection performance of the MAP-receiver represented by (22) can be improved. Therefore, instead of solving (22) directly, in this section, we propose a CIS-assisted symbol detector for our IDFFT system. Firstly, we will show that the nonzero elements in n n n 1 (l) can be readily estimated with the aid of the pilot symbols relying on the principle of CS. Then, in order to achieve accurate estimation, we introduce a search algorithm for designing the pilots. Finally, a CIS-assisted symbol detector is proposed for detecting the transmitted data symbols.
A. COMPRESSED IMPAIRMENT SENSING (CIS) FOR IMPULSIVE NOISE ESTIMATION
Since the zero-valued TD pilots have been used for impulsive noise estimation, the lth block of received pilot symbols can be expressed as
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where A A A = T p F F F H M is the measurement matrix for n n n 1 (l), which has the size of (M p ×M ) and it is known to the detector, while n n n p0 (l) denotes the TD residual interference plus noise. According to [44] and [45] , when the SNR is relatively high or when M is large, the TD residual interference plus noise n n n p0 (l) seen in (23) can be approximated by Gaussian noise.
According to our analysis in Section III, the noise vector n n n 1 (l) is usually a sparse vector, as shown in (21), which again may be estimated using the principles of CS. Specifically, given the observation equation in the form of (23), the sparse vector n n n 1 (l) can be recovered by solving an 0 -minimization problem [46] , [47] , which is described asn
where B is a bounded set associated with the noise n n n p0 (l). However, the 0 -minimization problem shown in (24) has been proved to be NP-hard [48] . For this reason, in CS, typically the 1 -minimization based solutions are employed, since they are tractable to solve. According to [29] , under certain conditions, the 0 -minimization problem shown of (24) is equivalent to solving the 1 -minimization problem ofn
Note that the 1 -minimization problem is a well-known convex optimisation problem, which can be solved in polynomial time, for example, by the interior point method [49] . However, when the impulsive noise estimation technique of this paper is considered, the computational cost of solving the 1 -minimization problem still remains excessive. Hence, algorithms imposing even lower computational cost are required, such as the family of greed algorithms [26] , [27] . Regardless, whether the 1 -minimization based algorithms or the greedy algorithms are employed, the estimation precision is dependent on the structure of the measurement matrix (23), which is in turn determined by the specific positions of the pilot symbols. Therefore, below we consider the pilot design conceived for our IDFFT aided systems.
B. PILOT DESIGN FOR IDFFT AIDED SYSTEMS
In CS, the mutual incoherence property (MIP) 2 [50] and the restricted isometry property (RIP) 3 [51] are related to the design of the measurement matrix, which are commonly used for estimation-accuracy analysis in CS. However, it is usually 2 The MIP is defined as the mutual coherence of a matrix is very small [50] . 3 As defined in [51] , the RIP is defined as the kth restricted isometry constant δ k of matrix A A A is the smallest number such that ( 
hard to verify whether a measurement matrix satisfies the RIP, since computing the restricted isometry constant has been proved to be NP-hard [52] . On the other hand, a measurement matrix is said to satisfy the MIP, if it has a small mutual coherence. Here, the mutual coherence of a measurement matrix is defined as the largest absolute correlation coefficient between any two columns of the matrix. Since the mutual coherence can be readily computed, the MIP is often applied in some practical applications of CS. Specifically, the measurement matrix A A A defined in (23) is actually a partial Fourier matrix, whose mutual coherence is given by [53] µ = max (26) can be equivalently expressed as
It can be shown that the mutual coherence µ of matrix A A A ∈ C M p ×M is bounded by
where the lower bound at the left hand side is the well-known Welch bound [53] . If the mutual coherence µ achieves the Welch bound, we say that matrix A A A is a maximum-Welch-bound-equality (MWBE) codebook [54] , which is also known as an equiangular tight frame (ETF) [55] . Hence, in order to achieve the minimum mutual coherence, or in other words to obtain the MWBE codebook for the partial Fourier matrix, the pilots' position indices I p or binary sequence c c c p can be designed by solving the following problem c c c
In practice, the IDFT matrix F F F H M is usually selected to satisfy M = 2 α , in order to achieve high estimation-speed, low-power consumption, as well as low round-off error. VOLUME 4, 2016 When this type of IDFT matrix is considered, there is a paucity of information concerning the MWBE codebook. Furthermore, there are no known analytical approaches for the construction of the MWBE codebook in the case of M = 2 α . Consequently, the near-optimal codebooks have been proposed in the literature [56] - [59] , aiming at finding the near-optimal binary sequencesĉ c c p by solving the optimization problem of 
Specifically, in [56] , the authors have shown that, when c c c p is a binary Golay sequence, it is possible to construct a codebook, whose mutual coherence is approximately √ 2 times higher than the Welch bound, provided that M is sufficiently high. However, this approach is not flexible, since the value of M p is fixed. Another concern is that for the design of pilot symbols, the value of M p suitable for binary Golay sequences is excessive for practical application. Therefore, often numerical search methods have been applied [57] - [59] . Specifically, the brute-force search [57] , the modified Lloyd search algorithm [58] , and a search method based on smooth sequential optimization relying on the Grassmannian manifold [59] have been considered. However, these search algorithms typically exhibit a high computational complexity. Based on the above observation, in this section, we propose a low-complexity search algorithm for the design of the measurement matrix A A A, which determines the positions of the pilots. 
wherec p (l ) is the l th element ofc c c p . Our search procedure is formulated in Algorithm 1.
To elaborate further on the above algorithm, the mutual coherence is calculated from (31) , where only the single variable l is required. Therefore, the complexity of calculating the mutual coherence is on the order of O(M ). For a large M , the complexity of our algorithm is significantly lower than that of the conventional approaches [57] , [58] . Moreover, as shown in line 8 of Algorithm 1, by taking advantage of the Fourier transform, the L c number of candidates can be calculated simultaneously, instead of being calculated successively. Therefore, our algorithm constitutes an efficient search technique.
C. CIS-ASSISTED SIGNAL DETECTION
In Section IV-A, we have shown that it is possible to estimate the noise samples in n n n 1 (l) based on the principles of CS with the aid of the proposed pilot design. Moreover, as shown in Section III-A, the indices of the non-zero elements Algorithm 1 Find the Optimal Solution of (31)
number of candidates to L c , andĉ c c p = ∅; 2: for t = 1 to T do 3: Set C C C p = 0 0 0 M ×L c ; 4: for l = 1 to L c do 5: Randomly permute I M ; then, collect the first M p elements into I p (l); 6: The elements in the lth column of C C C p are updated by
end for 8 :
Find the indexl c by solving (30)←(31)
10:
11:
ifμ(l c ) <μ then 12:μ =μ(l c ); 13:ĉ c c p = C C C p (l c ); 14: end if 15 : end for 16: returnμ andĉ c c p .
in n n n 1 (l) can be obtained by comparing x x x F (l) to a threshold E TH , as shown in (18) . For the lth block, let the index vector obtained from the threshold estimation formulated in (18) be c c c detect (l). We can show that when c c c detect (l) 0 = 0, CIS is not required for this block, since no impairments can be estimated. By contrast, when we have c c c detect (l) 0 = 0, CIS is indeed required for estimating the sparse vector n n n 1 (l) from the measurements y y y F (l) formulated in (23) . In this case, the mapping matrix S , which is related to the indices of the impairments to be estimated, can be obtained with the aid of I S , where I S = Supp{c c c detect (l)}. Then, the corresponding values in n n n 1 (l) can be obtained by solving the correlation estimation problem of n n n 1 (l) = arg min
which can be solved by following the least square approach formulated asn n n 1 (l) =
S T S A A A H y y y p (l)
. Finally, we can show that the estimation performance of CIS is dependent on both the threshold E TH and on the mutual coherence µ of A A A, as detailed in Section III-A and Section IV-B.
After the estimation ofn n n 1 (l), we can carry out the noise cancellation and form the decision variables for the lth block of received data symbols 
as shown in (34); 18: end for 19 : end for 20 : returnx x x d (l).
as follows:
where, for simplicity, we defined n n n d0 (l) =
, with e e e 1 (l) = n n n 1 (l) −n n n 1 (l) representing the estimation error of CIS. Note that when M is sufficient large, the impairment n n n d0 (l) can be approximated by a Gaussian vector. Assuming that data symbols in A are equiprobable, each transmitted symbol can be detected by applying the maximum-likelihood (ML) rule aŝ
Based on the above analysis, the proposed CIS-assisted symbol detector is summarized in Algorithm 2. It should be noted that the computational cost related to the mapping matrices, including d , p , S , can be neglected since in practice, they only represent row or column selection operations. Hence, when the CIS aided impairment estimation is activated, the corresponding computational complexity is on the order of O(k S M 2 p ), where k S = c c c detect (l) 0 characterizes the grade of sparsity for the vector to be estimated. The computational complexity of the symbol detection process shown in Algorithm 2 is on the order of O(QM d ). Thus, it can be readily shown that the total complexity of Algorithm 2 is rather low, since the values of k S and M p are significantly lower than M .
V. SIMULATION RESULTS
In this section, simulation results are provided for characterizing the achievable performance of the proposed IDFFT aided system. Firstly, let us consider the system setup and the parameters used in our simulations, which are summarized in Table 1 . 
A. SYSTEM SETUP AND PARAMETERS
In our simulations, we assume an OFDM system employing M = 256 subcarriers and operated in the 1.813-17.813 MHz frequency range. The subcarrier spacing is 62.5 kHz. We consider the scenario of the power grid in Europe, where the mains frequency is 50 Hz. Based on the measurement results of [5] , the PLC channel is assumed to be time-invariant within a duration of about 600 µs. In this case, we assume that a total of L H = 50 blocks of OFDM symbols are transmitted during each time-invariant channel segment. For each time-invariant duration, the FDCHTF is generated based on Section II-C and the corresponding parameters are given in Table 1 . The average attenuation of the PLC channel is assumed to be constant. In our IDFFT aided system, the CP length is chosen to be L cp = 60. For the background and asynchronous impulsive noise, the noise model described in Section II-D is considered in conjunction with the parameters listed in Table 1 . In particular, the power spectral density (PSD) level of the background noise is chosen to be −110 dBm/kHz. Furthermore, as shown by measurement results of [7] , the power ratio between the asynchronous impulsive noise and the background noise is typically P = 50 dB. For reasons of statistical relevance, all simulation results are obtained from the average of the results obtained in a duration of 10 seconds. Throughout this section, the SNR per bit denoted as γ 0 is the ratio between the transmitted power per bit and the power of background noise.
B. PERFORMANCE RESULTS
In Fig. 4 , the BER performance of the proposed IDFFT aided system and of the conventional OFDM system is compared, VOLUME 4, 2016 when communicating over indoor PLC channels contaminated by both the background noise and the impulsive noise. In this figure, four signal constellations are considered, which are QPSK, 16QAM, 64QAM and 256QAM. The parameters used for characterizing the impulsive noise are chosen to be T = −30 dB and P = 50 dB. The IDFFT aided system employs the 2D interleaver size of L = 50 × M , i.e., L M = 50. Furthermore, in Fig. 4 , the CIS-assisted impairment estimation is not employed and hence no pilots are used. From the results of Fig. 4 , we observe that the IDFFT aided system outperforms the conventional OFDM system in the relatively high SNR range, which becomes more pronounced, as γ 0 increases. This observation can be explained as follows. In the IDFFT aided system, there are two types of spreading, namely the FD spreading by the IFFT and the 2D spreading by the interleaver , as seen in Fig. 2 . Because of these two spreading schemes, every data symbol is conveyed by all the L M blocks of transmitted signals, as shown in (3) . By contrast, every data symbol is only conveyed by a single block of signals in the conventional OFDM system, since its transmitter can only generate the FD spreading effect by the IFFT operation. In principle, the detection performance is mainly affected by the FDCHTF and the impulsive noise, when the SNR is high. In this case, in the IDFFT aided system, the effect of both the FDCHTF and of the impulsive noise is distributed (or averaged) over all the L M blocks of signals, hence resulting in a steep decay of the average BER curve, as the SNR increases. By contrast, in conventional OFDM systems, the above-mentioned effect is only distributed over a single block of signals, which has a substantial impact on the average error probability. From another angle, we can say that the IDFFT aided system achieves a higher multipath-induced diversity gain than the conventional OFDM system. However, we should note that in the low SNR range, the BER performance is dominated by the background noise. The IFFT-induced spreading effect may introduce more errors for the IDFFT aided system, since in this case, more blocks are impaired by impulsive noise. Consequently, in the low SNR range, the conventional OFDM system achieves a better BER performance than the IDFFT aided system. FIGURE 5. BER performance of the IDFFT PLC system using QPSK and different interleaver sizes L , when communicating over the PLC channel experiencing both asynchronous impulsive noise and background noise. Fig. 5 shows the effect of the interleaver's size on the BER performance of our IDFFT aided system using QPSK modulation, when communicating over the indoor PLC channels experiencing both background noise and asynchronous impulsive noise. In this figure, the size of the 2D interleaver of Fig. 3 is chosen to be L = L M M , where L M = 5, 10, 25 or 50. Again, in this figure, no CIS-assisted impairment estimation is considered. Fig. 5 shows that in the high-SNR region, increasing the size of the interleaver is capable of improving the attainable BER performance. However, in the low-to-medium SNR region, the BER performance degrades, as the interleaver size increases. This observation can be explained with the aid of (13) . By substituting the spreading factor ε shown in Table 1 into (13), it can be readily shown that the higher the value of L M , the high the dispersion capability of the 2D interleaver becomes. Hence, when the SNR is high enough, the spreading effect of the 2D interleaver becomes beneficial, since all subcarriers are only marginally contaminated. By contrast, when the SNR is lower than a certain value, such as γ 0 = 40 dB in Fig. 5 , the 2D spreading effect of degrades the attainable BER performance, since after de-interleaving, more errors are introduced into those specific blocks that were originally not impaired by impulsive noise. It should be noted that when choosing the size of the interleaver , a tradeoff has to be struck between the performance gain attained and the time delay imposed.
In Fig. 6 , we investigate the effects of sparsity level k(l) associated with the impairment vector n n n 1 (l) defined in (21) by varying both the threshold E TH and the interleaver size L . In this figure, the IDFFT system operates at the SNR per FIGURE 6. Sparsity level k(l ) associated with the impairment vector n n n 1 (l ) versus the threshold E TH , for the IDFFT aided system using QPSK modulation communicating over dispersive PLC channels contaminated by both asynchronous impulsive noise and background noise. The SNR per bit is γ 0 = 35 dB.
bit value of γ 0 = 35 dB without employing CIS-assisted impairment estimation. Moreover, in order to meet the PAPR constraint of (16), the threshold is set to E TH ≥ 5. As depicted in Fig. 6 , when the interleaver size L increases from L M = 5M to L M = 50M , the sparsity level distribution of the impairment vector n n n 1 (l) becomes more ''peaky'' around the low values of k(l) and E TH . Furthermore, when the interleaver size L is fixed, the higher the threshold E TH , the more sparse the impairment vector n n n 1 (l) becomes. These observations confirm our analysis in Section III-A, namely that the sparsity condition of (21) can be satisfied with the aid of the 2D interleaver relying on the threshold estimation of (18) . Therefore, it is indeed possible to estimate the impairment vector n n n 1 (l) by exploiting the principle of CS.
In Fig. 7 and Fig. 8 , we investigate the BER performance of the CIS-assisted IDFFT aided system using QPSK upon varying the number of pilots, when communicating over the dispersive PLC channels contaminated by both impulsive noise and background noise. In this figure, the interleaver size is chosen to be L = 50 × M . Firstly, as seen in Fig. 7 , in comparison to the equi-spaced pilots, which is usually used in the conventional pilot-assisted estimation scheme, Algorithm 1 provides a significantly reduced mutual coherence of the measurement matrix A A A. Hence, as stated in Section IV-B, when an estimation problem is solved with the aid of CS, the performance achieved by our proposed design of the pilot positions should be better than that achieved by the equi-spaced scheme. Secondly, Fig. 7 shows that upon increasing the number of pilots, a measurement matrix A A A having a lower mutual coherence can be obtained, which implies that a better overall performance can be attained. This inference can be verified by the simulation results shown in Fig. 8 . As observed in Fig. 8 , when the number of pilots increases, the BER performance of the CIS-assisted IDFFT system improves. Thirdly, the performance improvements achieved by the CIS-assisted detection of Section IV are achieved at the cost of an SNR loss imposed by using a higher proportion of pilots, as seen in Fig. 7 . This tradeoff is confirmed by the simulation results of Fig. 8 . As seen in Fig. 8 , when the number of pilots increases, the attainable performance gain becomes more marginal. This implies that for a high proportion of pilots, the performance gain achieved by the CIS-assisted detection becomes saturated. Thus, as inferred from Fig. 7 and Fig. 8 , there is an optimal value for M p , which allows our proposed CIS-assisted detection algorithm to attain its best performance. Fourthly, as observed from Fig. 8 , for a given number of pilots, the achievable performance gain is reduced, as the threshold E TH is increased. This observation can be explained with the aid of Fig. 6 and (18) . When the threshold E TH is increased, the number of impairment events detected by the threshold-based estimator of (18) is reduced. Hence, the attainable performance gain becomes limited. Finally, we can infer from both Fig. 4 and Fig. 8 that the BER performance can be significantly improved by our CIS-assisted IDFFT aided system in comparison to the conventional OFDM system.
VI. CONCLUSIONS
In this paper, CIS-assisted IDFFT aided systems have been proposed for broadband indoor PLCs, in order to mitigate the deleterious effects of both the multipath fading and asynchronous impulsive noise. In this section, we summarize the basic design guidelines of our CIS-assisted IDFFT aided system.
• The 2D interleaver of the proposed CIS-assisted IDFFT aided system has to be carefully designed in order to disperse the impulsive noise bursts at the cost of the lowest possible time delay.
• The design of pilot symbols also commands special attention in order to facilitate the accurate estimation and efficient mitigation of asynchronous impulsive noise, because the specific position and number of pilots critically affects the CS-based estimation performance. Hence, the proposed search algorithm is recommended for designing the positions of the pilots in an offline manner. The number of pilots has to be optimized for striking a flexible tradeoff between the performance gain attained and the effective transmission rate reduction imposed by the pilot-overhead.
• Finally, based on the 2D interleaver and pilot design, the proposed CIS-assisted symbol detector is advocated, which has been shown to be capable of significantly improving the attainable system performance in comparison to the conventional OFDM system. Upon following these design guidelines, the computational complexity of the proposed CIS-assisted symbol detector remains low. The extra complexity is mainly contributed by the additional FFT and IFFT operations. In order to further improve the attainable system performance, error correction coded turbo receivers will be applied to the CIS-assisted IDFFT system, which will be our future work. 
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