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Abstract
Many important software systems, including communication protocols and concur-
rent and distributed algorithms generate infinite state-spaces. Model-checking which is
the most prominent algorithmic technique for the verification of concurrent systems is
restricted to the analysis of finite-state models. Algorithmic analysis of infinite-state
models is complicated—most interesting properties are undecidable for sufficiently ex-
pressive classes of infinite-state models.
In this thesis, we focus on the development of algorithmic analysis techniques for two
important classes of infinite-state models: FIFO Systems and Parameterized Systems.
FIFO systems consisting of a set of finite-state machines that communicate via un-
bounded, perfect, FIFO channels arise naturally in the analysis of distributed protocols.
We study the problem of computing the set of reachable states of a FIFO system com-
posed of piecewise components. This problem is closely related to calculating the set
of all possible channel contents, i.e. the limit language. We present new algorithms for
calculating the limit language of a system with a single communication channel and
important subclasses of multi-channel systems. We also discuss the complexity of these
algorithms. Furthermore, we present a procedure that translates a piecewise FIFO system
to an abridged structure, representing an expressive abstraction of the system. We show
that we can analyze the infinite computations of the more concrete model by analyzing
the computations of the finite, abridged model.
Parameterized systems are a common model of computation for concurrent systems
consisting of an arbitrary number of homogenous processes. We study the reachability
problem in parameterized systems of infinite-state processes. We describe a framework
that combines Abstract Interpretation with a backward-reachability algorithm. Our key
idea is to create an abstract domain in which each element (a) represents the lower bound
on the number of processes at a control location and (b) employs a numeric abstract
domain to capture arithmetic relations among variables of the processes. We also provide
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Current hardware and software systems are highly complex, yet their use in safety critical
areas from network communications to aerospace, from healthcare to e-commerce, and
others, requires an exceptionally high level of reliability. These systems are now used
ubiquitously, and thus the consequences of their failures have become more and more
severe. Several system failures and outages caused by an error in hardware or software
systems have been documented such as the Arian-5 crash [50], the Therac-25 malfunc-
tioning [85], the North-East blackout of 2003, which to a large extend was attributed
to a software failure, and others. A survey conducted by Department of Commerce’s
National Institute of Standards and Technology (NIST) claims that software errors cost
approximately $59.5 billion dollars annually to the US economy alone1.
Clearly, the need for reliable hardware and software systems is critical. As the de-
pendency of our lives to these systems increases, it will become even more important to
develop methods that increase our confidence in their correctness.
The principal validation methods for complex software and hardware systems are
based on either extensive simulation and testing, or formal verification. Simulation and
testing both involve providing certain inputs and observing the corresponding outputs.
While simulation is performed on an abstraction or a model of the system, testing is
performed on the actual product. These methods can be a cost-efficient way to find many
1http://www.nist.gov/public affairs/releases/n02-10.htm
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errors. However, checking all of the possible interactions and potential pitfalls using
simulation and testing is rarely possible. On the other hand, formal verification methods,
based on mathematical principles, perform an analysis of all possible behaviors and can
find some significant errors that may be missed during simulation and testing.
The main topic of this thesis is development of formal verification techniques for
analysis of software systems. In this chapter, first, we give a brief overview of formal
verification techniques in general. Then, we present the main contributions of this thesis.
1.1 Formal Verification
The goal of formal verification is to decide whether an artifact, such as a program P ,
is correct with respect to its specification (or a correctness property) φ. Approaches to
formal verification are typically classified as either deductive or algorithmic. The term
deductive verification normally refers to the use of axioms and proof rules to establish the
correctness of a system. In a deductive approach, both the system and its specification
are described as logical formulae, and the verification problem is reduced to establishing
whether the formula P =⇒ φ is valid. Despite the generality of the approach, deductive
verification is a time-consuming process that can be effectively performed by experts
who are educated in logical reasoning. Automated theorem provers (cf. [22, 68]) may be
used to assist with simplification and proof management but it still requires substantial
human effort to carry out a proof with a theorem prover.
In algorithmic methods, the system is represented as a finite-state machine and the
correctness property as a logical formula; the verification problem is reduced to an al-
gorithmic decision procedure. Algorithmic verification is far less general than deductive
approaches; for instance, there cannot be an algorithm that decides whether an arbitrary
program terminates. On the positive side, algorithmic approaches are highly automated,
which make them applicable to very large systems.
One of the most prominent algorithmic verification techniques is model-checking [35,
96]. It is an automated technique for verifying finite-state concurrent systems. It arose
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from the insight that many systems have a finite number of states; hence, the truth of a
correctness formula over such a system can be determined by an exhaustive exploration
of the global state transition graph of the system based on the structure of the correctness
formula.
In a landmark paper, Pnueli [94] proposed the use of temporal logic for reasoning
about the correctness of systems that maintain an ongoing interaction with their envi-
ronment, so called reactive systems. Temporal logic and its variants can assert how the
behavior of the system evolves over time. In the early 1980’s, Clarke and Emerson [35],
and independently Queille and Sifakis [96], introduced a model-checking algorithm for
branching time logic CTL (Computational Tree Logic) that is polynomial in both the
size of the model and the length of the correctness formula. Later, Clarke, Emerson,
and Sistla [36] improved this algorithm to be linear in the product of the length of the
formula and the size of the state transition graph. Sistla and Clarke [100, 101] analyzed
the model-checking problem for a variety of temporal logics and showed, in particular,
that for Linear Temporal Logic (LTL), the problem was PSPACE-complete.
An interesting and useful feature of most model-checking algorithms is the gener-
ation of counter-example execution traces if the desired property is not satisfied. A
counter-example is an execution of the model whose presence invalidates the correct-
ness property. Model-checking has been successfully applied to verification of hard-
ware designs and telecommunication protocols, e.g. [32, 87]. Several industrial-strength
model-checkers are available from such companies as IBM [11], Cadence [87], and Mi-
crosoft [9].
Over the years, three major approaches for implementing model-checking algorithms
have emerged: explicit state, symbolic, and SAT-based model-checking. In the explicit
approach, exemplified by SPIN [70], transition relations are represented explicitly and
the model-checking algorithm is based on a combination of graph exploration techniques
to allow (typically a partial) exploration of the system state graph. This approach is quite
practical for concurrent systems with a small number of processes, where the number of
states is usually small. However, in systems with many concurrent processes, the num-
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ber of states is usually too large to be handled by exploration algorithms. The symbolic
approach exemplified by SMV [87] and SLAM [9] uses a symbolic representation for
the state transition graphs in which transition relations are represented implicitly by or-
dered binary decision diagrams (OBDDs) [25]. The main advantage of this approach
is that it makes it possible to verify systems with very large state spaces since it does
not depend directly on the number of states but rather on an efficient representation of
the transition relation and sets of states occurring during the analysis. The explicit al-
gorithm presented in [35] is able to check state transition graphs with 104 to 105 states,
while implementing the same algorithm using a symbolic approach, it becomes possible
to verify some examples with more than 1020 states [32]. SAT-based approaches, as ex-
emplified by CBMC [34, 61], efficiently explore a state transition graph of the system up
to a bounded-depth by encoding the model-checking problem by a propositional formula
and using a SAT-solver for the actual analysis.
There are still many challenges facing wide-spread adoption of model-checking as
a practical software verification technique. Although model-checking algorithms have
time complexity that is linear in the size of the structure, the size of the structure (i.e. the
number of states) may itself be exponential in the size of its description as a program. For
instance, a program with n Boolean variables may have a reachable state space of size
2n. This phenomenon referred to as the state explosion problem, is the main obstacle
to the application of model-checking to the analysis of realistic systems. In addition,
the restriction to the systems with a finite number of states excludes a large number of
interesting reactive systems, such as distributed protocols, from the range of systems to
which model-checking is applicable directly.
Many important concurrent and distributed software systems have infinite state spaces.
Thus, it is crucial to be able to analyze infinite-state models. Indeed, even though all
physically constructible systems are finite in some sense, their size is often an imple-
mentation parameter that is typically left unspecified. Modeling such systems as infinite-
state systems or systems with unbounded state spaces is often more appropriate. Another
reason is that the techniques developed for the analysis of infinite-state models are also
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applicable to the analysis of systems with finite but very large state spaces.
1.2 Contributions of This Thesis
A variety of systems, including communication protocols, concurrent algorithms, and
real-time automata generate infinite state spaces. In addition, infinite-state models pro-
vide a useful abstraction for the analysis of realistic protocols in that they simplify the se-
mantics of specification languages and free the protocol designers from implementation
details. However, algorithmic analysis of infinite-state models is very complicated–most
interesting properties are undecidable for sufficiently expressive classes of infinite-state
models. For instance, the result of their reachability analysis cannot be expressed as
the explicit enumeration of all their reachable states. The undecidability of infinite-state
models has led naturally to two forms of analysis: (i) identifying practically useful sub-
classes with decidable properties, and (ii) investigating applicable semi-algorithms based
on induction and abstraction that scale to realistic examples.
The main contribution of this thesis is to address some challenges facing model-
checking of infinite-state systems. The focus of the thesis is on algorithmic analysis of
two important classes of infinite-state systems: FIFO systems and parameterized sys-
tems, which are described below.
FIFO Systems A FIFO system consists of several finite-state machines that commu-
nicate via unbounded perfect First-In First-Out (FIFO) channels. FIFO systems are a
common model of computations for describing concurrent and distributed protocols such
as IP-telecommunication protocols, composite web services, and System on Chip (SoC)
architectures (e.g., [24, 14, 1, 93, 33, 16, 105, 60, 29]). While unboundedness of commu-
nication channels provides a useful modeling abstraction, it complicates the analysis–a
single unbounded channel is sufficient to simulate the tape of a Turing machine [24].
Hence, verification of any non-trivial property such as reachability is undecidable.
In this thesis, we show that by restricting attention to systems composed of piecewise
components automated system analysis is possible even when the components communi-
5
cate over unbounded perfect FIFO channels. We study decidability of several verification
problems for the class of piecewise FIFO systems. We provide model-checking algo-
rithms based on techniques that reduce large structures to smaller ones while preserving
a number of properties of interest.
Parameterized Systems A parameterized system is a family of systems in which n
processes execute the same program concurrently. The problem of parameterized veri-
fication is to decide whether for all values of n, the system with n processes is correct.
Parameterized systems are of significant interest as they can describe a wide range of
concurrent protocols such as mutual-exclusion and leader election, to distributed sys-
tems such as web-services, to cache coherence, resource sharing, transactional memory
protocols and others (e.g. [55, 51, 56, 43, 54, 53, 18, 3, 49]. Parameterized systems have
arbitrarily large (or unbounded) state spaces from the unbounded number of instances,
each with a fixed number of processes.
The current practice is to use model-checking to determine correctness of a few in-
stances of a parameterized protocol. This approach has a strong similarity to testing,
and all of the disadvantages that go with it. On the other hand, automated verification
of parameterized systems is undecidable in general [7]. The approach put forward in
this thesis is to provide sound, automated, and terminating model-checking algorithms
for the analysis of parameterized systems. Since this is an undecidable problem, such
algorithms would be incomplete.
The contributions of this thesis are discussed in more detail in the following sections.
1.2.1 Decidability Results on Piecewise FIFO Systems
A part of this thesis studies the class of piecewise FIFO systems. These systems can
be used for modeling distributed protocols such as IP-telecommunication protocols and
interacting web services [77, 66]. A piecewise FIFO system is composed of compo-
nents whose behaviors can be expressed by piecewise languages, a subclass of regular
languages. Intuitively, a language is piecewise if it is accepted by a non-deterministic
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finite-state automaton whose only non-trivial strongly connected components are states
with self-loops.
Previous work has shown that piecewise languages play an important role in the study
of FIFO systems [77]. In this thesis, we study verification problems for piecewise FIFO
systems. We show that verification of non-trivial properties of FIFO systems is closely
related to calculating all possible channel contents that may arise from an initial state,
i.e. the limit language. This problem is undecidable in general. Moreover, the limit
language is not necessarily regular, even if the initial language is [33], and even when
the limit language is known to be regular, determining it may still be undecidable [33].
For single-channel piecewise FIFO systems we show that the limit language is regu-
lar (piecewise) if the initial channel language is regular (piecewise). For multi-channel
piecewise system, we show that the limit language is not regular in general. However,
we are able to establish the regularity of the limit language by excluding the conditional
actions from the actions allowed by piecewise components. Conditional actions increase
the expressive power of the model by allowing a message being written on a channel only
if a message first being read. We further show that in the presence of conditional actions,
the limit language is piecewise if the initial channel language is piecewise. However, the
construction of the limit language may not always be effective. These results were first
reported in [64].
1.2.2 Algorithmic Analysis of Piecewise FIFO Systems
The problem of computing the set of reachable states of a piecewise FIFO system can be
reduced to calculating the limit language at each control location.
We present two new algorithms for computing the limit language of a system with a
single communication channel and a class of multi-channel system in which messages
are not passed around in cycles through different channels. In both algorithms, we use
automata to represent and manipulate the set of possible channel configurations. These
algorithms were first reported in [63].
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The algorithm for single-channel systems requires that components be piecewise, and
it applies to any regular initial channel content. We show that the worst case complexity
of the algorithm is, at most, exponential in the size of the automaton that represents the
language of the initial channel content.
The algorithm for the multi-channel systems requires that both the components and
the initial contents of the channels be piecewise, and that the communication graph be
acyclic. A communication graph is a graph with channels as vertices and conditional
actions as edges indicating which channels are connected by these actions. To aid the
presentation, we develop the algorithm incrementally by restricting the topology of the
communication graphs to star, tree, inverted tree, and directed acyclic graph (DAG)
topologies. We study the worst case complexity of the algorithm for each topology. We
show that for the star and tree topologies the worst case complexity of the algorithm is
exponential in the size of the automaton that represents the language of the initial content
of the channel in the origin of the star and the root of the tree, respectively.
We note that, in general, limit languages do not represent system computations but
rather the reachable state set. In order to reason about computations of piecewise FIFO
systems, we present a procedure that, given a piecewise FIFO systems, constructs an
abridged structure, representing an expressive abstraction of the system. We show that
the construction procedure of the abridged model terminates in piecewise FIFO systems
with acyclic communication graphs. Furthermore, we show that we can analyze the
infinite computations of the more concrete model by analyzing the computations of the
finite, abridged model. The preliminary results of this work was published in [66].
1.2.3 Reachability in Parameterized Systems
It is well-known that parameterized systems are undecidable in general; in fact, it has
been shown that verification of parameterized systems of finite-state processes is unde-
cidable [7].
In this thesis, we focus on the analysis of parameterized systems of infinite-state
processes. This setting is common in practice. For example, in the Lamport’s bakery
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protocol [81], each process maintains an integer ticket, and therefore, has an infinite
state-space. We require a sound, automated, and terminating procedure. Since this is an
undecidable problem, such a procedure would be incomplete.
We present a new technique for the analysis of parameterized systems of infinite-
state processes. We describe a framework that combines Abstract Interpretation with
a backward-reachability algorithm for verifying safety properties of parameterized sys-
tems [65].
Our key idea is to create an abstract domain in which each element (a) represents the
lower bound on the number of processes at a control location and (b) employs a numeric
abstract domain to capture arithmetic relations among variables of the processes. We
also provide an extrapolation operator for the domain to guarantee sound termination of
the backward-reachability algorithm. Our abstract domain is sufficiently generic to be
instantiated by different well-known numeric abstract domains such as octagons [89] and
polyhedra [48]. This makes the framework applicable to a wide range of parameterized
systems. We illustrate an implementation of our algorithm on a variant of Lamport’s
bakery mutual-exclusion protocol (Alg. 2 in [88]).
1.3 Organization
The rest of the thesis is structured as follows.
In Chapter 2, we present our notation and provide the definitions of automata and reg-
ular languages. We introduce piecewise languages and describe their properties. We also
give a brief overview of Abstract Interpretation. In Chapter 3, we describe piecewise
FIFO systems and present decidability results. Chapter 4 describes the algorithms for
computing the limit language in single-channel and multi-channel piecewise FIFO sys-
tems. It also describes a procedure for constructing an abridged model of piecewise FIFO
systems. Chapter 5 describes the parameterized systems considered in this thesis and
presents our approach for verification of their safety properties. Finally, we conclude in




This chapter contains definitions of various concepts that are used throughout this thesis.
They include the syntax and semantics of regular languages and finite automata, piece-
wise languages and their properties, and a brief overview of Abstract Interpretation [46].
2.1 Regular Languages and Finite Automata
An alphabet, denoted by Σ, is a nonempty finite set of symbols. A word (string) w is a
finite sequence of symbols whose length is denoted by |w|. The set Σ∗ is the set of all
finite words on Σ. The empty word is denoted by ε. Let w1 and w2 be two words in
Σ∗. In the sequel, w1 + w2 denotes the non-deterministic choice between w1 and w2 and
w1 · w2 denotes concatenation of the elements of w1 and w2. We sometimes omit ‘·’, i.e.
we may write w1w2 instead of w1 · w2.
A finite-state automaton is a mathematical model of a system with discrete inputs
and outputs and is formally defined as follows:
Definition 1 (FSA) [71] A finite-state automaton (FSA) A is a tuple (Σ, Q, q0, δ, F ),
where Σ is a finite alphabet; Q is a finite set of states; q0 ∈ Q is the initial state;
δ : Q × Σ → 2Q is the transition relation; and F ⊆ Q is a set of accepting (or final)
states. When F is omitted, it is assumed that F = Q.
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A finite-state automaton as defined above is also called a nondeterministic finite au-
tomaton (NFA). A finite automaton is deterministic (DFA) if for each state q ∈ Q and
symbol a ∈ Σ, |δ(q, a)| ≤ 1. Note that every DFA is an NFA [71].
For a ∈ Σ we write δ(q, a, q′) or q a→ q′ to mean that q′ ∈ δ(q, a). We write
q → q′ when we do not distinguish the specific symbol on the transition of q to q′.
Given q ∈ Q, and w ∈ Σ∗, δ(q, w) is defined as usual: δ(q, ε) , {q}, and δ(q, wa) ,
{p | ∃r ∈ δ(q, w), p ∈ δ(r, a)}. We say that a word w is accepted by A if and only if
(δ(q0, w) ∩ F ) 6= ∅. The language of A is defined as L(A) , {w ∈ Σ∗ | δ(q0, w) ∩ F 6=
∅}. We define the size of an FSA A as: |A| , |Q|+ |δ|. A run in A is a finite or infinite
sequence of states denoted P = q0 → q1 → . . . , where q0 is the initial state and for all
i, qi → qi+1 ∈ δ. It is worth noting that for every NFA we can construct an equivalent
DFA, i.e. one that accepts the same language.
The languages accepted by finite automata are described by expressions called regu-
lar expressions. A regular expression (RE) over Σ is defined by the following grammar
R ::= a ∈ Σ | R · R | R + R | R∗ | 0 | 1. The symbol 0 denotes the empty language,
and 1 denotes the language {ε}; in particular, we have 1 = 0∗. We sometimes write ε
instead of 1.
The language L(R) of a RE R is defined in the usual way. We sometimes write R
to mean L(R). In a further abuse of notation, we often regard a set M ⊆ Σ ∪ {ε} as an
RE, namely the sum of elements in M . For a language L ⊆ Σ∗, we use {L to denote the
complement of L: Σ∗\L. The expression test(R) is 1 if L(R) 6= ∅ and 0 if L(R) = ∅.
We often use RE notation with automata. For example, A1 ·A2 stands for concatena-
tion of two automata, A1 + A2 for an automaton with language L(A1) ∪ L(A2).
Regular languages are closed under Boolean operators union, intersection and com-
plement, concatenation and Kleen star operators, substitution, homomorphism and in-
verse homomorphism1. Moreover, there exist efficient algorithms to decide whether the
1A homomorphism h is a substitution such that h(a) contains a single string for each a. The inverse
homomorphic image of a language L is
h−1(L) = {x | h(x) is in L}.
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language accepted by a regular expression is empty, finite, or infinite. It is also decidable
to determine if two finite automata accept the same language.
Another operator that is defined on regular expressions is called left residual opera-
tion or derivative [26]:
Definition 2 (Derivative of RE) Given a regular expression R and a finite word s, the
derivative of R with respect to s is denoted s−1R and is L(s−1R) = {t | s · t ∈ L(R)}.
Let a, b ∈ Σ and R,S be regular expressions. Then,
a−10 , 0
a−11 , 0
a−1b , test(a ∩ b)
a−1(R · S) , ((a−1R) · S) + (test(R ∩ 1) · (a−1S))
a−1(R + S) , (a−1R) + (a−1S)
a−1(R∗) , (a−1R) ·R∗
Similarly, we may define a residual operation for M∗, where M ⊆ Σ:
(M∗)−10 , 0
(M∗)−11 , 1
(M∗)−1a , a+ test(a ∩M)
(M∗)−1(R · S) , (((M∗)−1R) · S) + (test(R ∩M∗) · ((M∗)−1S))
(M∗)−1(R + S) , ((M∗)−1R) + ((M∗)−1S)
(M∗)−1(R∗) , (((M∗)−1R) ·R∗) + 1
Then, it can be verified that
L((M∗)−1R) = {v | ∃u ∈ L(M∗), u · v ∈ L(R)} .
We conclude this section with a review of recognizable (or regular) relations.
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Definition 3 (Recognizable Relation) [107] A relation ρ ⊆ (Σ∗)K is recognizable (or
regular) if and only if
ρ =
⋃
0≤i<I L(Ri0)× · · · × L(RiK−1)
for some natural number I and regular expressions Rij over Σ.
Proposition 1 [107] Let ρ be a K-ary relation over Σ∗. Define L#(ρ) , {w0 ·# · · ·# ·
wK−1 | (w0, . . . , wK−1) ∈ ρ}. Then L#(ρ) is a regular language over Σ ∪ {#} if and
only if ρ is recognizable.
It is easy to see that regular relations are closed under finite unions and intersections.
2.2 Piecewise Languages
Piecewise languages2 [77, 21] are a subclass of regular languages that restrict the Kleen
star operation to be applied to sets of letters only. More simply, piecewise languages are
those recognized by nondeterministic automata whose only nontrivial, strongly-connected
components are states with self-loops. Piecewise languages and their characteristics were
first presented in [77, 21]. Piecewise languages are defined formally as follows:
Definition 4 (Piecewise Languages) A language is simply piecewise if it can be ex-
pressed by an RE of the form M∗0a0 · · · an−1M∗n, where each Mi ⊆ Σ and ai ∈ Σ ∪ {ε}.
A piecewise language is a finite (possibly empty) union of simply piecewise languages.
A language L is repetition piecewise if for all i, ai is ε.
For example, (a + b)∗c is simply piecewise, where M0 = {a, b} and a0 = c, but
(ab)∗c is not piecewise.
Definition 5 (PO-FSA) A partially-ordered automaton (PO-FSA) is a tuple (A,), where
A = (Σ, Q, q0, δ, F ) is an automaton, and ⊆ Q × Q is a partial order on states such
that q′ ∈ δ(q, a) implies that q  q′.
2The name “Alphabetic Pattern Constraints” has been suggested [21].
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The following proposition can be used to decide whether a given regular language is
piecewise; an efficient algorithm is provided in [21]. We construct a new proof for this
proposition.
Proposition 2 A language is piecewise if and only if it is recognized by a PO-FSA.
Proof: (⇐) Consider the PO-FSA A = ((Σ, Q, δ, q0, F ),). Consider all acyclic runs
P = q0
a0−→ q1
a1−→ . . . ak−2−→ qk−1
ak−1−→ qk, where any qi ∈ Q for i ∈ [0..k] occurs at
most once and q0 = q0 is initial and qk ∈ F is an accepting state. The number of such
runs is finite. For each qi we can associate Mi, the set of a’s such that δ(qi, a) = qi.




k . Then, LP ⊆ L(A). Let L′ =
⋃
P LP , where the union is
over all appropriate runs P as just considered. We clearly have that L′ ⊆ L(A). To see
that L(A) ⊆ L′, we use that automaton A is partially ordered. Consider w ∈ L(A).
Thus, w defines a run P from which an acyclic run P ′ for a word w′ can be constructed
by deleting letters ai in w for which δ(qi, ai) = qi. Then, w′ is a scattered subword of
w : w = u0b0 . . . bnun+1, where w′ = b0 . . . bn and ui, for 0 ≤ i ≤ n + 1, is in M∗i .
Hence, w ∈ LP ′ . As a result, L(A) ⊆ L′.
(⇒) A piecewise language is a finite union of simply piecewise languages. Each
simply piecewise language is recognized by a totally-ordered automaton. Consider the
simply piecewise language M∗0a0 · · ·M∗k−1ak−1M∗k . This language is recognized by an
automaton A = (Σ, Q, δ, q0, F ), where Q = {q0, q1, . . . , qk}, q0 = q0, and F = {qk}.
The transition relation δ is defined as follows. For i ∈ [0..k],
(q, a, q′) ∈ δ ⇔ (q = qi−1 ∧ q′ = qi ∧ a = ai−1) ∨
(q = q′ = qi ∧ a ∈Mi) .
By construction, for i, j ∈ [0..k], the relation qi  qj ⇔ i ≤ j is a total order satisfying
the constraint of Definition 5. Let L = L1+L2 be a piecewise language, where L1 and L2
are simply piecewise languages recognized by PO-FSAs A1 = ((Σ, Q1, δ1, q01, F1),1)
and A2 = ((Σ, Q2, δ2, q02, F2),2), respectively. Then, L is recognized by a PO-FSA
A = ((Σ, Q, δ, q0, F ),), where Q = Q1 ∪Q2 ∪ q0, and q0 is a new state not appearing
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in Q1 ∪Q2, F = F1 ∪ F2, and δ is defined as follows:
(q, a, q′) ∈ δ ⇔ (q, q′ ∈ Q1 ∧ (q, a, q′) ∈ δ1)∨
(q, q′ ∈ Q2 ∧ (q, a, q′) ∈ δ2)∨
(q = q0 ∧ ((q01, a, q′) ∈ δ1 ∨ (q02, a, q′) ∈ δ2))
It is easy to see that A is a PO-FSA with the partial order  defined as follows:
q  q′ ⇔

true if q = q0
q 1 q′ if q, q′ ∈ Q1
q 2 q′ if q, q′ ∈ Q2
The following proposition summarizes the properties of the piecewise languages.
Proposition 3 Piecewise languages are closed under finite unions (+), finite intersec-
tions (∩), concatenation (·), shuffle (||) 1, letter-to-letter mappings, and inverse homo-
morphisms, but not under complementation and homomorphisms.
Proof: Finite unions, intersections, and concatenation. Closure under finite unions
and concatenation follows immediately from Definition 4. Closure under finite intersec-
tions is shown in [21], Proposition 1.
Shuffle. To show that piecewise languages are closed under shuffle, we show that PO-
FSAs are closed under shuffle. Let L1 and L2 be two piecewise languages recognized
by PO-FSAs, A1 = ((Σ, Q1, δ1, q01, F1),1) and A2 = ((Σ, Q2, δ2, q02, F2),2), respec-
tively. Let L = L1||L2. Then, L is recognized by a PO-FSA, A = ((Σ, Q, δ, q0, F ),),
where Q = Q1×Q2, q0 = (q01, q02), and F = F1×F2. The transition relation δ is defined
as follows:




2)) ∈ δ ⇔ ((q1, a, q′1) ∈ δ1 ∧ q2 = q′2) ∨ ((q2, a, q′2) ∈ δ2 ∧ q1 = q′1)
1The shuffle of two words w and w′, w ||w′, is the set of words that are obtained by braiding w and w′;




It is easy to see that A is a PO-FSA, with the partial order  defined as follows:
(q1, q2)  (q′1, q′2)⇔
q1 1 q
′
1 if q2 = q
′
2
q2 2 q′2 if q1 = q′1
Therefore, by Proposition 2, the language of the shuffled automaton A is piecewise.
Letter-to-letter mappings. Let T : Σ → Σ be a letter-to-letter mappings over a
finite alphabet Σ. Consider simply piecewise language M∗0a0M
∗
1 . . .M
∗
k , where M0 =
{b0, . . . , bi},M1 = {c0, . . . , cj}, and so on. Applying T on this language results in the








0 = {T (b0), . . . , T (bi)}, a′0 =
T (a0),M
′
1 = {T (c0), . . . , T (cj)} and so on. Clearly, this is a simply piecewise language.
Since T distributes over union, the result follows for arbitrary piecewise languages as
well.
Inverse homomorphisms. Let A = ((Σ, Q, δ, q0, F ),) be a partially-ordered au-
tomaton accepting piecewise language L. Let ∆ be an alphabet, and h a homomorphism
from ∆ to Σ∗. We construct automaton A′ over ∆ that accepts h−1(L). Intuitively, A′
works by reading a symbol a in ∆ and simulating PO-FSA A on h(a). Formally, let
A′ = ((∆, Q, δ′, q0, F ),), and define δ′(q, a), for q ∈ Q and a ∈ ∆ to be δ(q, h(a)).
Since h(a) may be a long string or ε, δ is defined on all strings by extension. It is easy
to show by induction on |x| that δ′(q0, x) = δ(q0, h(x)). Therefore, A′ accepts x if and
only if A accepts h(x). That is , L(A′) = h−1(L(A)). The transition relation of A′, δ′,
simulates the transition relation of A on h(x) for any symbol x ∈ ∆, thus it respects the
partial order relation on states of A. Hence, L(A′) is also piecewise.
Homomorphism. Piecewise languages are not closed under homomorphisms. For
example, the piecewise language c∗ab under the homomorphisms [a 7→ c, b 7→ b, c 7→
(ab)] is (ab)∗cb that is not piecewise.
Complementation. Piecewise languages are not closed under complementation. For
example, consider a piecewise language L = Σ∗aaΣ∗ + Σ∗bbΣ∗, with Σ = {a, b}. The
complement of L is the set of sequences where a’s and b’s alternate — which is not
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piecewise.
We have not found the following properties of repetition piecewise languages in the
literature.
Proposition 4 A language is repetition piecewise if and only if it is recognized by a
PO-FSA A = ((Σ, Q, δ, q0, F ),), where F = Q and δ satisfies the following two
conditions. Let qi, qj, ql ∈ Q and a, b ∈ Σ. Then,
(I) (qi, a, qj) ∈ δ =⇒ (qj, a, qj) ∈ δ, and
(II) (qi, a, qj) ∈ δ ∧ (qj, b, ql) ∈ δ =⇒ (qi, b, ql) ∈ δ.
Proof: (⇒) Let L be a simply repetition piecewise language and L = M∗0M∗1 . . .M∗k .
Let A = ((Σ, Q, δ, q0, F ),) be a PO-FSA with k + 1 states where Q = {q0, . . . , qk},
q0 = q0, and F = Q. For i, j ∈ [0..k], δ is defined as follows:
(qi, a, qj) ∈ δ ⇔ i ≤ j ∧ a ∈Mj
The transition relation δ satisfies the conditions (I) and (II). The partial ordering is defined
as follows: qi  qj ⇔ i ≤ j. We show that A recognizes L, i.e., L(A) = L.
Let w be a word in L. Then, w = P0 · P1 · · ·Pk, where Pi ∈ M∗i . We use this
partitioning to define an accepting run ρ = ρ(0) → ρ(1) → . . . → ρ(n) of A on w as
follows:
ρ(i) = qj ⇔ Σj−1t=0 |Pt| ≤ i < Σ
j
t=0|Pt|
Intuitively, the automaton goes to state qi when reading a letter from partition Pi. It is
easy to see that the run is well-defined. It is accepting since every state of A is accepting.
Thus, L ⊆ L(A).
To show L(A) ⊆ L, assume ρ = q0 → . . . → qn is an accepting run of A on a word
w, where q0 = q0. Then, ρ induces a partitioning P0, . . . , Pk on w, such that Pi ∈ M∗i .
Hence, w ∈ L. Thus, L(A) ⊆ L.
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A repetition piecewise language is a finite union of simply repetition piecewise lan-
guages. Consider a repetition piecewise language L = L1 + L2, where L1 and L2 are
two simply repetition piecewise languages that are recognized by PO-FSAs A1 and A2,
respectively, satisfying conditions (I) and (II). Similarly to the proof of Proposition 2, we
construct PO-FSA A that recognizes L. It is easy to show that the construction satisfies
conditions (I) and (II).
(⇐) Let A be a PO-FSA satisfying conditions (I) and (II). For each state qi ∈ Q, let
Mqi = {a | (qi, a, qi) ∈ δ}. Let ρ = q0 → . . . → qn be an acyclic run of A, where
every qi ∈ Q for i ∈ [0..k] occurs at most once, and q0 = q0. The number of such
runs is finite. Let the language Lρ be defined as M∗ρ(0) · · ·M∗ρ(n). It is easy to see that
Lρ ∈ L(A). Similarly, let L′ =
⋃
Lρ over all such acyclic runs. Then, L′ ⊆ L(A). Since
L′ is repetition piecewise, we only need to show that L(A) ⊆ L′. Let w be a word in
L(A), and ρ an accepting run of A on w. Let ρ′ be a maximal subsequence of ρ in which
every state in Q appears at most once. For example, if ρ is q0 → q0 → q1 → q1, then ρ′
is q0 → q1. Then, ρ′ is acyclic, and w ∈ Lρ′ . Hence, L(A) ⊆ L′.
The following proposition summarizes the properties of the repetition piecewise lan-
guages.
Proposition 5 Repetition piecewise languages are closed under finite unions and inter-
sections, concatenation, shuffle, and letter-to-letter mappings, but not under homomor-
phisms or inverse homomorphisms.
Proof: Finite unions, intersections, concatenation, shuffle. Closure under finite
unions and concatenation follows immediately from Definition 4. To show closure under
finite intersections, let L1 and L2 be two repetition piecewise languages. By Proposi-
tion 4, they are recognized by PO-FSAs A1 and A2, respectively, such that both A1 and
A2 satisfy conditions (I) and (II) of the proposition. It is easy to check that conditions (I)
and (II) are preserved by intersection and shuffle. Thus, the automataA1∩A2 andA1||A2
are PO-FSAs satisfying conditions (I) and (II). Hence, by Proposition 4 their languages
are repetition piecewise.
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Letter-to-letter mapping. The proof is similar to that of piecewise languages (Propo-
sition 3).
Homomorphisms. Repetition piecewise languages are not closed under homomor-
phisms. For example, repetition piecewise language (a+b)∗c∗ under the homomorphisms
[a 7→ a, b 7→ b, c 7→ (ab)] is (a+ b)∗(ab)∗ which is not piecewise.
Inverse homomorphisms. Repetition piecewise languages are not closed under in-
verse homomorphisms. For example, let Σ = {0}, and Σ′ = {a, b}, and h be a homo-
morphism from Σ to Σ′∗ such that h(0) = ab. Then, the repetition piecewise language
L = a∗b∗ under the inverse homomorphism is h−1(L) = {ε, 0} which is not repetition
piecewise.
We conclude this section by defining piecewise relations:
Definition 6 (Piecewise Relation) A relation ρ ⊆ (Σ∗)K is piecewise if and only if
ρ =
⋃
0≤i<I L(Ri0)× · · · × L(RiK−1)
for some natural number I and piecewise languages L(Rij) over Σ.
We say that a relation is repetition piecewise if and only if Rij above are repetition
piecewise. Similarly, proposition 1 is extended to piecewise relations, i.e. L#(ρ) is
piecewise if and only if ρ is a piecewise relation.
2.3 Abstract Interpretation
One of the main limiting factors in feasibility of application of model-checking for the
analysis of reactive systems is the size of the model that results in the state explosion
problem. One of the most effective techniques to tackle the state explosion problem is
abstraction. The goal of abstraction is to build an approximation of a model which is
smaller than the original one in such a way that if a property holds true for the abstract
model, it also holds for the original model.
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Such abstraction techniques are formalized in the framework of Abstract Interpreta-
tion (AI) [45, 46]. Abstract interpretation provides a collection of tools for systematic
design and analysis of semantic approximations. The framework is very flexible and
can be applied in various ways. In this section, we give a brief overview of the abstract
interpretation framework and summarize its main results.
The correctness proof of an AI requires the existence of standard semantics that
describes the possible behaviors of programs, i.e. a sequence of states. The abstract
interpretation focuses on a class of properties of program executions that is defined by
collecting semantics. The collecting semantics is the semantics of the language formally
defining the program execution properties of interest to be analyzed by abstraction. It can
be viewed as an instrumented version of standard semantics reduced to essentials in order
to ignore irrelevant details about program execution. Collecting semantics can be used
as a reference semantics for proving the correctness of all other approximate semantics
(for a particular class of properties). The abstract semantics is an approximate semantics
that considers effectively computable properties of programs and its soundness is proved
with respect to the collecting semantics.
Being abstract or concrete is a relative concept and simply means that abstract se-
mantics is an approximation of the concrete semantics. For example, collecting seman-
tics is abstract with respect to standard semantics but is concrete for subsequent abstract
interpretation.
Concrete Semantics The concrete semantics describes properties of the possible execu-
tions of a program and is represented by the concrete semantic properties (or elements)
c in a given set C called the concrete domain.
A semantics definition associates with each program its concrete semantics which
is a concrete semantic property c chosen in C representing some characteristics of its
possible executions. For example, element c in C can be a function, a set of states, etc.
Abstract Semantics The first basic choice to be made in an abstract interpretation is to
design an abstract domain A which is an approximate version of the concrete domain C.
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We assume that A is just a set without any restriction on its structure.
Inputs to an AI framework are collections of concrete elements, C, and abstract ele-
ments, A. The goal of an abstract interpretation is to find an abstract element a, if any,
in the abstract domain A that is a correct approximation of the concrete semantics c ∈ C
of the program. Thus, the next basic choice in an abstract interpretation is to design a
method for associating abstract elements a ∈ A to programs. Then, we have to specify
a correspondence between the concrete and abstract elements. This correspondence is
formalized by a soundness relation
ρ ⊆ C × A .
Here, 〈c, a〉 ∈ ρ means that the concrete property c of the program has the abstract
property a.
It is worth noting that the abstract interpretation problem would have no solution for
a program with semantics c when the set {a | 〈c, a〉 ∈ ρ} is empty. Therefore, a common
assumption is that every concrete property has an abstract approximation.
A concretization function γ : A → 2C maps each abstract element a to a set of
concrete elements corresponding to it: γ(a) , {c | 〈c, a〉 ∈ ρ}. The elements of A
can be thought of as properties such as “positive” or “odd” and γ(a) as a collection of
concrete elements satisfying a. The dual of the γ is an abstraction function α : C → A.
Interval Example An example of an abstract interpretation is the correspondence be-
tween sets of integers and intervals. The concrete domain consists of the set of integers.
The abstract domain, on the other hand, has intervals of integers. We define α(X) as
[min(X),max(X)], and γ([a, b]) as {x | x ∈ Z and a ≤ x ≤ b} (refer to Figure 2.1).
The concrete element {1, 3, 5} is therefore mapped to [1, 5] through α, and the abstract
element [1, 5] is mapped to the set of concrete elements {1, 2, 3, 4, 5} via γ. We can al-
ready see that there is loss of precision in the way α has been defined. It is evident that
the information that certain number of integers are missing in the set is lost while taking
the α. Consider function f : x := x + 1 in a program. Let x be in the set {1, 3, 5}.
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Figure 2.1: Abstract interpretation for interval example.
We want to compute the value of x after execution of the line f : x := x + 1. Assume
that the implementation of function f in abstract domain (i.e. domain of intervals) is less
complex than its implementation in concrete domain (i.e. domain of sets of integers).
Thus, in order to compute the value of x after execution of the line f : x := x + 1, first,
we apply α on {1, 3, 5}, which results in [1, 5]. Next, we perform the operation in the
abstract domain on [1, 5], which results in [2, 6]. Then, we concretize back to the con-
crete domain by applying γ on [2, 6], which results in {2, 3, 4, 5, 6}. This is a superset of
the actual value, i.e. {2, 4, 6}, if we performed the operation in the concrete domain on
{1, 3, 5}. 
As illustrated in the above example, the soundness relation framework is very general
and does not take into account the relative precision of abstract properties in the approx-
imation of concrete properties. Thus, we need to introduce a notion of precision in order
to be able to compare the abstract elements.
2.3.1 Approximation
In general, a program may satisfy many concrete properties c and each one may be ap-
proximated by many abstract elements a (according to the soundness relation 〈c, a〉 ∈ ρ).
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In order to distinguish the more precise ones, a notion of approximation on the abstract
domain can be introduced. Since there exists no metric distance specifying closeness of
elements, often their relative precision is indicated using a preorder relation v which is
reflexive and transitive: a v a′ means that a is more precise than a′. The preorder v can
be called the approximation or ordering relation.
The ordering relation is defined such that less precise abstract properties approximate
greater sets of concrete properties, i.e.
∀a, a′ ∈ A, a v a′ ⇒ γ(a) ⊆ γ(a′) .
Intuitively, a v a′ means that a′ is less informative or precise than a. When viewed as a
property, then a′ is weaker than a. For example, knowing that an element is “positive” is
less informative than knowing it is both “positive” and “odd”.
One potential problem is that α maybe equal to ρ which is the case for example when
α satisfies 〈c, a〉 ∈ α ∧ a v a′ ⇒ 〈c, a′〉 ∈ α. To avoid this redundancy, we require α to
select minimal elements, that is the most precise ones:
α = {〈c, a〉 ∈ ρ | ∀a′ ∈ A, (〈c, a′〉 ∈ ρ ∧ a′ v a)⇒ (a v a′)} .
The intent is that ρ specifies the abstract properties which can be used to approxi-
mate a concrete property, α specifies the preferred ones, and v specifies their relative
precision.
However, finding the best abstract property may not be always possible. There may
exist many (incomparable) minimal elements for a concrete property. For example, ‘pos-
itiveness’ and ‘evenness’ of the value of a variable are examples of incomparable prop-
erties. This situation represents a lack of expressiveness of A in that the best or more
precise property of programs cannot be stated within the set of abstract properties in A.
One of the reasonable assumptions in abstract interpretation is the existence of best
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abstract approximation:
∀c ∈ C, ∃a ∈ A, 〈c, a〉 ∈ ρ ∧ ∀a′ ∈ A, 〈c, a′〉 ∈ ρ ⇒ a v a′ .
In this case, α is a function such that
∀c ∈ C, ∀a ∈ A, 〈c, a〉 ∈ ρ ⇔ α(c) v a .
Join Join is a binary operation on a partially-ordered set that returns the least upper
bound of its arguments, provided the least upper bound exists. Most of the abstract
domains are equipped with a join operator, denoted by t. For abstract domain A, tA :
A× A→ A. According to the soundness relation
a tA b = c =⇒ (γA(a) ∪ γA(b)) ⊆ γA(c) .
2.3.2 Widening
Computing fixpoints of increasing sequences of sets is an important problem in many
areas of computer science including algorithmic verification, program analysis, inductive
inference, etc. A fixpoint of an operator f : S → S on a poset 〈S,v〉 is an element x ∈ S
such that f(x) = x. The set of fixpoints of f is the set Fixpoints(f) = {x ∈ S | f(x) =
x}. The least fixpoint of f , denoted lfp(f) is the least element of Fixpoints(f) and the
greatest fixpoint of f , denoted gfp(f) is the greatest element of Fixpoints(f).
In Abstract Interpretation, the collecting semantics of a program is expressed as a
least fixpoint of a set of equations. The equations are solved over some abstract domain
chosen based on desired precision and cost. Typically, the equations are solved itera-
tively; that is, successive approximations of the solution are computed until they con-
verge to a least fixpoint. However, for many useful abstract domains (particularly those
for analyzing numeric properties, such as intervals, octagons [89], and polyhedra [48])
such chains of approximations can be very long or even infinite.
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A choice of two methods exists to accelerate a fixpoint computation in the abstract
domain. If a finite abstract domain is used, the abstract fixpoint computation converges
in finite time to an abstract fixpoint, which is guaranteed to exist. Then, the abstract
fixpoint is an approximation of the concrete fixpoint. If the abstract domain is infinite
and a fixpoint computation requires infinite steps, Cousot and Cousot [45, 46] define an
extrapolation technique called widening to accelerate convergence to (a possibly over-
approximation of) the abstract fixpoint and if possible enforce termination of the compu-
tation.
A widening operator is used to detect and generalize an increment between sets in a
fixpoint computation. The extrapolation introduced by a widening step is usually larger
than the difference between two sets in a fixpoint computation, so convergence to the
fixpoint is accelerated. If the set obtained after a widening step is an over-approximation
of the fixpoint, the computation also terminates. Typically, widening degrades the preci-
sion of the analysis; i.e., the obtained solution is a fixpoint, but not necessarily the least
fixpoint.
Definition 7 (Widening) A widening operator on an abstract domain A, denoted by
5A, is an operator that satisfies two conditions:
• it over-approximates join: ∀x, y ∈ A, x t y v x5 y,
• for all increasing chains x0 v x1 v . . . v xn . . . in A, the increasing chain
y0 = x0, . . . , yn+1 = yn 5 xn+1, . . . is not strictly increasing (i.e. converges after
a finite number of terms).
Consider the example given in Section 2.3.1 concerning intervals. We now expand on
that example to show how widening can be used. Consider the program in Figure 2.2
annotated with the intervals that x lies in before and after every statement execution.
The join of two intervals is the interval formed by taking the minimum of the lower
bound and the maximum of the upper bound. The intersection of two intervals is the
interval formed by taking the maximum of the lower bound and the minimum of the
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· · · · · · · · · · · · · · · · · · X0
1: x := 0
· · · · · · · · · · · · · · · · · · X1
2: while
· · · · · · · · · · · · · · · · · · X2
x < 100 do
· · · · · · · · · · · · · · · · · · X3
3: x := x+ 1
· · · · · · · · · · · · · · · · · · X4
4: end
· · · · · · · · · · · · · · · · · · X5
Figure 2.2: An example program annotated with intervals.
upper bound. The program in Figure 2.2 can be converted into one involving basic
operations on intervals as shown in Figure 2.3.
According to Figure 2.3, X2 can be calculated recursively:
X2 = [0, 0] t ((X2 u [−∞, 99]) [x := x+ 1])
If we were to compute the value of X2 exactly, we would have to recurse 100 times
to finally converge. Instead, we try to use a widening operator for intervals as defined
below:
[a, b]5INT [c, d] = [if c < a then −∞ else a, if d > b then∞ else b]
For example [0, 0]5INT [0, 1] = [0,∞]. Let ⊥ be the vINT-smallest element in interval
domain, then⊥5INT [0, 0] = [0, 0]. We now compute the value of X2 using this widening
operator. Below, on the left, we show the exact computation of X2 and on the right, the
same calculation using interval widening operator. It is clear after computing the interval
[0,∞] we converge.
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· · · · · · · · · · · · · · · · · · X0 = [−∞,+∞]
1: x := 0
· · · · · · · · · · · · · · · · · · X1 = X0 [x := 0]
2: while
· · · · · · · · · · · · · · · · · · X2 = X1 t X4
x < 100 do
· · · · · · · · · · · · · · · · · · X3 = X2 u [−∞, 99]
3: x := x+ 1
· · · · · · · · · · · · · · · · · · X4 = X3 [x := x+ 1]
4: end
· · · · · · · · · · · · · · · · · · X5 = X2 u [100,+∞]
Figure 2.3: An example program annotated with basic operations on intervals.
X2(0) = ⊥ X2(0) = ⊥
X2(1) = [0, 0] t ⊥ X2(1) = ⊥5INT ([0, 0] t ⊥)
= [0, 0] = ⊥5INT [0, 0]
X2(2) = [0, 0] t [1, 1] = [0, 0]
= [0, 1] X2(2) = [0, 0]5INT ([0, 0] t [1, 1])
X2(3) = [0, 0] t [1, 2] = [0, 0]5INT [0, 1]
= [0, 2] = [0,∞]
· · · convergence!
Note that [0,∞] is an over-approximation of the exact computation result, i.e. [0, 99].
Successive applications of a widening operator result in imprecision, thus, a narrowing
operator is used to improve precision.
For any given program a finite abstract domain that provides the same precision as an
infinite abstract domain with a widening operator can be found. However, for a family
of programs, there may be no single finite domain that provides the same precision as an
infinite domain with a widening operator.
It is worth noting that the widening and narrowing are not dual concepts. A widening
operator is used to over-approximate the fixpoint of an increasing sequence. A narrowing
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operator is used to over-approximate the limit of a decreasing sequence, thereby, ensuring
that an unknown fixpoint is not overshot.
In 1992, Cousot and Cousot [47] observed that in comparison to the other tech-
niques defined in abstract interpretation, “the design of widenings and narrowings is
often thought to be more difficult since it appears as a heuristic to cope with induction”.
Over a decade later, in 2006, Halbwachs [67] remarked that “widening is ‘still’ often
considered as a kind of dirty heuristic in the model-checking community.”
2.4 Summary
In this chapter, we presented the basic concepts from finite automata, regular languages,
and Abstract Interpretation. We introduced the notion of piecewise languages and their
characteristics.
We will use the main concepts on automata and regular languages in Chapter 3 and 4
for the analysis of FIFO systems. In these chapters, we will restrict our attention to the
analysis of piecewise FIFO systems. Later we will use the main concepts of Abstract





In this chapter, we describe FIFO systems and the reachability problem for them. We
show that piecewise languages play an important role in the analysis of FIFO systems.
In particular, we focus on computing the set of reachable states of a piecewise FIFO
system. The main insight in this chapter is that the problem of computing the set of
reachable states of a piecewise FIFO system is closely related to calculating the set of
all possible channel contents, i.e. the limit languages. Our key contribution is that the
limit language of a piecewise FIFO system is piecewise if the initial channel language is
piecewise.
3.1 Introduction
Concurrent systems consisting of a set of finite-state machines that communicate via
unbounded First-In First-Out (FIFO) channels are a common model of computation for
describing distributed protocols such as IP-telecommunication protocols, interacting web
services, and System-on-Chip (SoC) architectures (e.g., [24, 14, 1, 93, 33, 16, 105, 60,
29]). Even though all physically constructible systems have finite size channels, their
size is often an implementation parameter that is typically left unspecified. Modeling
such systems with unbounded channels often makes reasoning about them simpler. The
abstraction may of course fail to reveal certain deadlock situations that occur if the chan-
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nels fill up, but the abstract system behaves otherwise essentially the same as the system
with finite size channels.
Unboundedness of communication channels provides a useful modeling abstraction,
but it does in a theoretical sense complicate analysis if compared to a system of a given
fixed size, say with channels of length 1024. In fact, Brand and Zafiropulo [24] showed
that a single unbounded channel is already sufficient to simulate the tape of a Turing
machine. Hence, verification of any non-trivial property, such as reachability, is unde-
cidable. Despite these results, a substantial effort has gone into identifying subclasses of
FIFO systems for which the verification problem is decidable (e.g., [1, 4, 12, 13, 14, 19,
21, 33, 93]).
In this thesis, we study the class of piecewise FIFO systems. These systems can
be used for modeling distributed protocols such as IP-telecommunication protocols and
interacting web services. A piecewise FIFO system is composed of components whose
behaviors can be expressed by piecewise languages (refer to Definition 4). As explained
in Section 2.2, a language is piecewise if it is accepted by a non-deterministic finite-
state automaton whose only non-trivial strongly connected components are states with
self-loops. Formally, a piecewise language is a union of sets of strings, where each set
is given by a regular expression of the form M∗0a0M
∗
1 · · · an−1M∗n, where each Mi is a
subset of the alphabet Σ and each ai is an element of Σ.
The ability to calculate all possible channel contents that may arise from an initial
state, i.e. the limit language, plays a central role for automated verification of non-trivial
properties of FIFO systems. This problem is undecidable in general. Moreover, the limit
language is not necessarily regular, even if the initial language is [33], and even when the
limit language is known to be regular, determining it may still be undecidable [33]. We
focus on computing the limit languages in piecewise FIFO systems. In this chapter, our
main contribution is that the limit languages of piecewise FIFO systems remain regular
even if simultaneous read and write actions (i.e. conditional actions) are added to a set of
transitions iterated on piecewise FIFO systems. In particular, we show, for multi-channel
piecewise FIFO systems, the limit language is piecewise if the initial channel language
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Figure 3.1: BoxOS call structure.
is piecewise.
The rest of this chapter is organized as follows. Section 3.2 explains the motivation
behind piecewise FIFO systems. Section 3.3 provides the definition of piecewise FIFO
systems and the reachability problem for them. It describes how the reachability problem
in such systems can be reduced to computing the limit languages. Section 3.4 describes
the conditions under which the limit language of piecewise FIFO systems is piecewise.
We review the related work in Section 3.5 and conclude in Section 3.6 with a summary
of our contributions in this chapter.
3.2 Motivating Example
Although piecewise languages may look restrictive, they can be used to express descrip-
tions of IP-telephony features [66] and seem amenable to describing composite web ser-
vices specified in Business Process Execution Language (BPEL) [72]. For example,
[66] studied the behavior of the telephony features in BoxOS which is the next genera-
tion telecommunication service over IP developed at AT&T Research [16, 74]. As shown
in Figure 3.1, an active call is represented by a graph of telephony features (referred to
as boxes) while communication between neighboring boxes is handled via unbounded
perfect FIFO channels. Boxes at the end points represent telephones, intermediate boxes
represent call features, for example call-forwarding-on-busy. At a sufficient level of ab-
straction, boxes may all be viewed as finite-state transducers. Communication in these
protocols begins with an initiator trying to reach a given destination. A call is built recur-
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sively. The current endpoint, the caller, begins the call initiation protocol with a chosen
neighbor, the callee. If this initiation results in a stable connection, the callee becomes
the new endpoint and the call construction continues. Call termination is required to
proceed in a reverse order and, in general, is required to begin at a call endpoint.
In order to manage inter-feature communication, it is desirable that communication
between features follows a certain pattern [16]. Thus, all of the feature boxes implement
a communication template that consists of three phases (cf. [16]): setup phase, transpar-
ent phase, and teardown phase. Figure 3.2 describes a transparent box that represents
such a communication template. The transparent box communicates with two neighbors
across four separate channels. Messages to/from the upstream (initiating), caller, are
sent/received via ro/ri channels. Messages to/from the downstream (receiving), callee,
are sent/received via eo/ei channels. A message is received with the ‘?’ symbol and sent
with the ‘!’ symbol. For example ri?setup indicates a call setup message received from
the ri channel. Interestingly, this communication template can be expressed by piecewise
languages. To achieve piecewiseness, we have abstracted the transparent box by replac-
ing the original LINKED state and its left and right neighbors, shown in shaded rectangle
on the top right corner of Figure 3.2, by the LINKED state, shown in the shaded rect-
angle in the middle of the figure. Both of these states have the same functionality. The
difference is the addition of conditional actions of the form ri?status→ eo!status, where
the status message is sent to the callee only if the status message has been received from
the caller first.
It is crucial to be able to reason about safety and deadlock properties of BoxOS
implementations having multiple features communicating over unbounded perfect FIFO
channels, somethings that the techniques in [16] fell short to address.
3.3 FIFO Systems and the Reachability Problem













































Figure 3.3: An example of a communication graph for a set of actions Act = {1?a →
2!a, 2?b→ 3!b, 3?b→ 1!a, 2?b→ 2!b}.
3.3.1 Action Languages and Semantics
A channel over an alphabet Σ is a FIFO queue whose contents is given by a wordw ∈ Σ∗.
We define two types of channel actions: read a, denoted by ?a, and write a, denoted by
!a, that stand for reading and writing a letter a from/to a channel, respectively. We use
f : w to denote the application of an action f to a word w. For example, ?a : abb = bb
and !a : bb = bba.
Let Σrw , {?, !} × Σ denote read/write(rw)-alphabet over Σ. For a set of channels
C = {c1, . . . , ck} this alphabet is extended as follows: Σrw(C) , [1..k]×Σrw. Thus, an
action 4?a corresponds to reading a from channel c4, and 6!b corresponds to writing b to
channel c6. In the sequel, we drop C from the notation when it is clear from the context.
We call Σrw an action alphabet, and any subset of Σ∗rw an action language.
A channel configuration for a system with k channels is a k-tuple w ∈ (Σ∗)k. We
use 〈w1, . . . , wk〉 to denote a tuple, where wi is the content of channel i. In single-
channel systems, a configuration is just the content of the single channel. We use bold
fonts to differentiate between channel configurations in multi-channel and single-channel
systems. Let w[i] denote the content of channel i in w and w[i 7→ y] denote a channel
configuration obtained from w by replacing the content of channel i with y.
In the single-channel case, for X ⊆ Σ∗rw and W ⊆ Σ∗, we use X : W to denote the
result of applying all sequences of actions in X to the words in W . This is called the
concrete semantics of actions and is defined as follows:
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Definition 8 (Action Language Semantics) Let W ⊆ Σ∗ be a set of words over Σ, and
X an action language, then X : W is defined as follows:
?a : W , (a−1)W !a : W , W · a
{x · y} : W , y : (x : W ) X : W ,
⋃
x∈X
(x : W )
For example, ({?a!b , ?a!c} : a) = {b , c}.
Definition 8 is extended to a k-channel system as follows. Given w ∈ (Σ∗)k and an
action language X , then X : w for a single action is defined as shown below:
i?a : w , w[i 7→ (?a : w[i])] i!a : w , w[i 7→ (!a : w[i])]
and is extended to words identical to Definition 8. For example, given a 2-channel sys-
tem, ({1?a 2!b, 1?a 2!c} : 〈ab, b〉) = {〈b, bb〉, 〈b, bc〉}.
We write ?a →!b for a conditional action that means “b is written only if a is read
first”. In other words, ?a →!b is an abbreviation for a sequence of simple actions: ?a!b.
Given an action alphabet Σrw(C) over a set of channels C, we define a conditional action
alphabet Σrwc(C) that treats conditional actions as letters:
Σrwc(C) , Σrw(C) ∪ ((C × {?} × Σ) · (C × {!} × Σ)) .
For example, given Σ = {a} and C = {1}, then Σrwc(C) = {1?a, 1!a, 1?a→ 1!a}.
For a set of actions Act ⊆ Σrwc(C), a communication graph of Act, CG(Act), is
a digraph (C,E), with an edge (i, j) ∈ E if and only if there are a and b in Σ such
that i?a → j!b is in Act. For example, given Act = {1?a → 2!a, 2?b → 3!b, 3?b →
1!a, 2?b→ 2!b}, CG(Act) is a digraph with 3 nodes and 4 edges one for each conditional
action in Act (see Figure 3.3).
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Figure 3.4: An example of a FIFO system consisting of two processes and two channels.
3.3.2 FIFO Systems
A FIFO system is formally defined as follows:
Definition 9 (FIFO System) A FIFO system is a tuple S = (Σ, C,Q, q0, δ), where Σ is
a finite alphabet; C = {c1, . . . , ck} is a finite set of channels; Q is a finite set of control
locations; q0 ∈ Q is the initial control location; and δ ⊆ Q × Σrwc × Q is a set of
transition rules.
Note that in Definition 9, a FIFO system is defined with respect to a conditional action
alphabet Σrwc. A global state of S is a pair (q,w) where q is a state in Q and w is
a channel configuration. The transition relation of S, ∆, is a set of triples of the form
((q,w), op, (q′,w′)), where op ∈ Σrwc, (q, op, q′) ∈ δ, and w′ ∈ (op : w).
A FIFO system S is piecewise if there exists a partial order  on Q such that q′ ∈
δ(q, op) implies that q  q′.
Most often a FIFO system is represented as a set {Ai}ni of n processes communi-
cating through a set of channels, C. Each process is a finite-state automaton, Ai =
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(Σ, Qi, δi, q
0
i ). The corresponding FIFO system, S = (Σ, C,Q, q0, δ), is constructed by
computing the cross product of these automata. Thus, Q , Πni=1Qi and the transition re-
lation ∆ of S is built up from the transition relations of theAi’s such that every transition
in ∆ corresponds to exactly one transition in some δi. Formally,
(((q1, . . . , qn),w), op, ((q
′
1, . . . , q
′
n),w
′)) ∈ ∆ if and only if
∃i, ∀j 6= i, qj = q′j ∧ q′i ∈ δi(qi, op) ∧ w′ ∈ (op : w) .
Figure 3.4 shows an example of a piecewise FIFO system consisting of two processes,
A1 and A2, and two channels. Initially, we assume that both of the processes are in their
initial states and both of the channels are empty. Thus, the initial global state of the
system is ((1, 1), 〈ε, ε〉). Then, process A1 writes a on channel 1 and moves from state 1
to 2. The new global state of the system is ((2, 1), 〈a, ε〉). Therefore,
(((1, 1), 〈ε, ε〉), 1!a, ((2, 1), 〈a, ε〉)) ∈ ∆ .
Then, in a possible execution path, process A2 reads a from channel 1 and writes b on
channel 2 and moves to state 2. The new global state of the system is ((2, 2), 〈ε, b〉).
While on state 2 process A2 can write zero or more c’s on channel 2, or, process A1 can
read b from channel 2 and move to state 3. Therefore, a possible next global state of the
system could be ((3, 2), 〈ε, ε〉).
3.3.3 Reachability Problem
We are interested in the reachability problem in FIFO systems:
FIFO Systems Reachability Problem. Given a FIFO system S and a set of channel
configurations I (called initial), find the set of all global states reachable from I.
The set of all reachable global states of a FIFO system can be partitioned, based on the
control locations. Each partition represents the set of all reachable channel configurations
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at a particular control location. Thus, in order to calculate the set of all reachable global
states, we need to calculate the set of all reachable channel configurations at each control
location. This problem can be reduced to computing the semantics (Definition 8) of a
regular action language.
Proposition 6 Let S = (Σ, C,Q, q0, δ) be a FIFO system, q ∈ Q some control location,
and I a set of configurations. Then, the set of all reachable configurations of S at control
location q is (L(Aq) : I), where Aq = (Σrwc, Q, q0, δ, {q}) is a finite automaton with
accepting state q.
Figure 3.5 is an example illustrating this reduction. On the left, we show an exam-
ple of a FIFO system and on the right the set of all reachable configurations at control
locations 1, 2, 3, and 4. For example, in order to compute the set of all reachable con-
figurations at control location 2, we construct automaton A2 in which control location 2
is the only accepting state. The language of this automaton is described by a regular ex-
pression L(A2) = (?d)∗?a(?c!a)∗. If I denotes the set of initial channel configurations,
we can compute the set of all reachable channel configuration at control location 2 by
computing ((?d)∗?a(?c!a)∗) : I.
Finally, computing the semantics of a regular action language is itself reducible to the
limit language problem: given a regular language of actions La and a regular language
of channel content W, compute the language of (L∗a : W). In our running example, in
order to compute the set of reachable configurations at control location 2, we need to be
able to compute the result of repeated application of ?c followed by !a on some channel
configurations W, i.e we need to compute (?c!a)∗ : W.
In the particular case of piecewise FIFO systems, since the only non-trivial, strongly-
connected components are states with self-loops, La is further restricted to subsets of
Σrwc. This is the problem we study in the rest of this chapter and the following chapter.
Proposition 7 For regular (piecewise) language L, it holds that (?a : L), (!a : L), and
(?a→!b : L) are regular (piecewise).



















 L(A₁) : I (?d)* : I
L(A₂) : I (?d)* ?a (?c !a)* : I
L(A₃) : I (?d)* ?a (?c !a)* !b (?c)* : I
L(A₄) : I (?d)* ?a (?c !a)* ?c : I
Figure 3.5: An example illustrating the calculation of all reachable global states by com-
puting the semantics of a regular action language.
(?a : L) = a−1L following from the definition of derivative. For the conditional action,
we have (?a→!b : L) = (a−1L) · b.
3.4 Decidability Results
In this section, we focus on the limit language problem for a set of actions, Act, on a
k-channel system, and a set of channel configurations L. A configuration 〈w1, . . . , wk〉
of a k-channel system is represented by a word of the form w1 · # · · ·# · wk, where #
is a fresh letter not in Σ. Thus, a channel configuration can be seen as an element of a
relation. In the sequel, a set of channel configurations correspond to a relation over Σ.
A regular configuration is a set of channel configurations that correspond to a regular
relation and a piecewise configuration is a set of channel configurations that correspond
to a piecewise relation (refer to Definition 6).
We show that the limit languages of multi-channel systems are not regular in gen-
eral. However, regularity can be achieved by either restrictingAct to exclude conditional
actions, or restricting L to piecewise configurations.
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Proposition 8 There exists a set of actions Act ⊆ Σrwc and a regular configuration L,
such that the limit language (Act∗ : L) is not regular.
Proof: Consider a 2-channel action set Act = {1?a→ 2!a, 1?b→ 1!b′, 1?b′ → 2!b} and
a regular configuration L = 〈(ab)∗, ε〉. The idea is this: first, all the a’s are transferred
to channel 2, then, all the b’s (after each b has temporarily been renamed to b′). In con-
figuration L, channel 1 contains exactly the same number of a’s and b’s. After applying
Act∗, there should be equal number of a and b in channel 2, and all b’s should follow a’s.
Thus, we have
(Act∗ : L) ∩ 〈ε,Σ∗〉 = {〈ε, anbn〉 | n ≥ 0} .
Hence, (Act∗ : L) is non-regular.
In the rest of this section, we show how to achieve regularity in the limit languages of
piecewise FIFO systems. First, we show that restricting the action set to unconditional
actions is sufficient to make the limit language regular. However, excluding the con-
ditional actions significantly restricts the expressiveness of the system model. We then
show that to achieve regularity in the presence of conditional actions, we need to restrict
the initial channel configuration to only piecewise configurations.
3.4.1 Limit Languages by Restricting the Action Set
In this section, we present results on recognizability of limit languages in piecewise
multi-channel systems where conditional actions are excluded from the action set.
Proposition 9 Let Act ⊆ Σrw be a set of unconditional actions in a multi-channel sys-
tem and L a regular (piecewise) configuration. Then,
(a) (Act∗ : L) is regular (piecewise).
(b) For a piecewise expression T over Act, (T : L) is regular (piecewise).
Proof: Without loss of generality, we consider a 2-channel system. Generalization to
systems with more channels is trivial.
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2 for some I , where
each Rij is regular (piecewise), and # is a fresh letter not present in Σ (Proposi-
tion 1). Let Mk = {a | k?a ∈ Act} and Nk = {a | k!a ∈ Act} for k = 1 and
k = 2 represent the set of all letters that are read and written, respectively. Then,




−1Ri1) ·N∗1 #((M∗2 )−1Ri2) ·N∗2 .
Hence, (Act∗ : L) is regular (piecewise) if L is regular (piecewise).
(b) By definition, T is a sum of simply piecewise expressions of the form
Act∗0 act0 · · · act` Act∗`+1 ,
on which (a) can be applied inductively.
3.4.2 Limit Languages by Restricting the Initial Channel Language
In this section, we present results on recognizability of limit languages in multi-channel
systems with initial piecewise channel configurations. First, we review some necessary
definitions such as well-quasi-ordering and upward and downward closed sets. Then,
we establish our main result by showing that an arbitrary union of repetition piecewise
relations is, in fact, piecewise.
Preliminaries
In the rest of this section, we assume a finite alphabet Σ and use x and y to denote
elements of Σ∗.
Definition 10 (WQO) [78] A binary relation  on a set X is a well-quasi-ordering
(wqo) on X if  is reflexive, transitive, and any infinite sequence of elements x0x1x2 · · ·
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from X contains an increasing pair xi  xj with i < j. The set X is said to be well-
quasi-ordered by .
Note that ifX is well-quasi-ordered then it does not contain an infinite descending chain,
nor an infinite set of pairwise incomparable elements.
Definition 11 (Subword Ordering) The subword relation ≤⊆ Σ∗ × Σ∗ is defined such
that x ≤ y if and only if x can be obtained by deleting some letters of y.
For example, ac ≤ abc, but abc 6≤ abd. The relation ≤ is reflexive and transitive.
Furthermore, it follows from Higman’s Lemma [69] that the subword ordering relation
is a wqo. Intuitively, this means that any infinite subset of Σ∗ contains at least two words
x and y such that x is a subword of y.
Definition 12 (Upward/Downward Closure) For a set of words A, the upward closure
of A, denoted A≤, is the set of all words y such that x ≤ y for some x ∈ A. Dually, the
downward closure of A, denoted A≥, is the set of all words y such that y ≤ x for some
x ∈ A.
For example, an upward closure of the singleton set {abc} is:
{abc}≤ = {y | abc is a subword of y}
= Σ∗aΣ∗bΣ∗cΣ∗
The downward closure of the same set is:
{abc}≥ = {y | y is a subword of abc}
= {abc, ab, ac, bc, a, b, c, ε}
We say that a set A is upward closed or an upset if A≤ = A, and that it is downward
closed or a downset if A≥ = A. For example, Σ∗aΣ∗bΣ∗cΣ∗ is an upset, a∗b∗c∗ is a
downset, and {abc} is neither an upset nor a downset.
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An upward closed set is uniquely determined by its minimal elements. For an upward
closed set A, let MIN(A) , {x ∈ A |6 ∃y ∈ A, y ≤ x}, then A = (MIN(A))≤. Note
that all elements of MIN(A) are pairwise incomparable and since ≤ is a wqo, MIN(A)
is finite.
The subword ordering is extended pointwise to tuples of words. Let w,u ∈ (Σ∗)K
be such that w = (w1, . . . , wK) and u = (u1, . . . , uK). Then, w ≤ u if and only
if ∀i, wi ≤ ui. This ordering is still a wqo, since it is a cross product of well-quasi-
orderings.
The notions of upward and downward closures extend to sets of tuples in a natural
way. In particular, an upward closure of a set containing a single tuple is:
{(w1, . . . , wn)}≤ = {w1}≤ × {w2}≤ × · · · × {wn}≤
Repetition Piecewise Relations
Repetition piecewise languages are downward closed with respect to the subword order-
ing. For example, let Σ = {a, b, c}, and L = a∗b∗. The downward closure of L is the set
of all words that have an arbitrary number of a’s followed by an arbitrary number of b’s,
which is L itself.
For any downset L ⊆ Σ∗, its complement, {L ⊆ Σ∗, is upward closed. Since sub-
word ordering ≤ is a wqo, there exists a finite set A = MIN({L) such that {L = A≤.
For example, for the language L above, {L = {c, ba}≤.
The same is true of repetition piecewise relations: they are downward closed, and
allow for a finite representation of their complements.
Lemma 1 Let R ⊆ (Σ∗)n be a relation that is upward closed with respect to the sub-
word ordering. Then, there exists a finite set {r1, . . . , rk} ⊆ (Σ∗)n such that R =
{r1, . . . , rk}≤.
Proof: Since R is upward closed, R = MIN(R)≤, and all elements of MIN(R) are
pairwise incomparable. Since ≤ is a wqo, MIN(R) is finite.
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The following lemma shows that the language of the complement of the upward
closure of a tuple of strings is piecewise.
Lemma 2 Let w ∈ (Σ∗)n be a tuple of strings, and {w}≤ be its upward closure. Then,
{{w}≤ is piecewise.
Proof: Assume that w is of the form w = (w1, . . . , wn). Then {w}≤ = {w1}≤ × · · · ×
{wn}≤. The complement of this set can be expressed as:
{{w}≤ = ({{w1}≤ × Σ∗ × · · · × Σ∗) ∪
(Σ∗ × · · · × {{wi}≤ × · · · × Σ∗) ∪
· · · ∪
(Σ∗ × · · · × Σ∗ × {{wn}≤) .
Here, Σ∗ is trivially piecewise. Thus, it is sufficient to show that {{wi}≤ is piecewise for
any word wi.
Let wi = wi(1)wi(2) · · ·wi(k), where wi(j) is the j-th letter in wi. The upward
closure of wi is the set of all words y that contain wi as a subword. That is
{wi}≤ = L(Σ∗wi(1)Σ∗wi(2) · · ·Σ∗wi(k)Σ∗) .
Thus, {{wi}≤ is the union of a set of languages as follows:
(Σ− {wi(1)})∗ ∪
(Σ− {wi(1)})∗wi(1)(Σ− {wi(2)})∗ ∪
· · · ∪
(Σ− {wi(1)})∗wi(1)(Σ− {wi(2)})∗ · · ·wi(k − 1)(Σ− {wi(k)})∗ .
{{wi}≤ is a finite union of a set of simply piecewise expressions, and therefore it is
piecewise.
For example, consider a (trivial) tuple w = ab and Σ = {a, b, c}. The upward closure
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of w is {ab}≤ = Σ∗aΣ∗bΣ∗. The complement {{ab}≤ is represented by a piecewise
expression (b+ c)∗ + (b+ c)∗a(a+ c)∗.
The following Lemma extends Lemma 1 to all downward closed relations.
Lemma 3 A relation that is downward closed with respect to the subword ordering is
piecewise.
Proof: Let R be a downward closed relation. Its complement {R is upward closed. By
Lemma 1, {R = {r1, . . . , rk}≤ =
⋃k
i=1{ri}≤, and R =
⋂k
i=1 {{ri}≤. By Lemma 2, R is
a finite intersection of piecewise relations and is therefore a piecewise relation.
For example, (a∗b∗, a∗c∗) is downward closed and piecewise. The following proposi-
tion establishes the piecewiseness of an arbitrary union of repetition piecewise relations.
Proposition 10 An arbitrary union of a family of repetition piecewise relations is a
piecewise relation.
Proof: Repetition piecewise relations are downward closed and an arbitrary union of
downward closed sets is downward closed. By Lemma 3, this union is a piecewise
relation.
Main Results
Our main result follows directly from Proposition 10. However, first we need to introduce
the notion of an anchor sequence.













is the set {ai1 · · · aik(i)|0 ≤ i < I}. The anchor length of R is max0≤i<I k(i) and the
anchor length of piecewise L is the minimum anchor length of anR such that L(R) = L.
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For example, given piecewise R = (a+ b)∗cd∗ba∗ + d∗ba∗, the anchor sequences of
R is {cb, b}, and the anchor length of R is 2.
The following proposition shows that an arbitrary union of piecewise languages with
bounded anchor length is piecewise.
Proposition 11 The union of any (possibly infinite) family of piecewise languages of
bounded anchor length is piecewise.
Proof: Note that for any bound, there are finitely many different anchor sequences.
By a rearrangement of the simply piecewise expressions of the languages of the family,
it suffices to consider a finite union of languages L`, where L` is a union of simply
piecewise languages all having the same anchor sequence. Since piecewise languages
are closed under finite union, it is sufficient to show that L` is piecewise. Consider
L` =
⋃
i≥0 L(Ri), where Ri for example has the following form:
Ri = M i1
∗







By renaming aij’s to #, L` can be viewed as a union of repetition piecewise relations.
According to Proposition 10, L` is a piecewise relation. By restoring # with aij’s, we get
that the language L` is piecewise.
Recall that a piecewise configuration L can be seen as a piecewise language; hence, it
has an anchor sequence. The following proposition shows that the repeated application of
a single read, write, or a conditional action to a piecewise configuration does not increase
its anchor length.
Proposition 12 For an action act ∈ Σrwc and a piecewise channel configuration L with
anchor length l, the anchor length of (act∗ : L) is less than or equal to l.
Proof: Without loss of generality, we consider only a 2-channel system and condi-
tional actions. Generalization to systems with more channels and unconditional reads
and writes is trivial. The proof proceeds by induction on the anchor length of L. The
base case is trivial (and is omitted), the inductive cases are shown below. We assume
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L = 〈U, V 〉, where U and V are simply piecewise expressions, and act is a conditional
action of the form 1?a→ 2!b.
• Case 1: U = (a+ a1 + · · ·+ an) ·W , then
((1?a→ 2!b)∗ : L) = 〈U, V 〉 ∨ ((1?a→ 2!b)∗ : 〈W,V · b〉)
• Case 2: U = (a+ a1 + · · ·+ an)∗ ·W , then
((1?a→ 2!b)∗ : L) = 〈U, V · b∗〉 ∨ ((1?a→ 2!b)∗ : 〈W,V · b∗〉)
• Case 3: U = c ·W or U = ε, then
((1?a→ 2!b)∗ : L) = ε
It is easy to see that, in all of the cases above, the anchor length has not increased.
The following proposition shows that in multi-channel piecewise FIFO systems, the
limit language is piecewise if the initial channel language is piecewise.
Proposition 13 Let Act be a set of actions in a multi-channel system and L a set of
channel configurations. Then, (Act∗ : L) is piecewise if L is piecewise.
Proof: Let Act = {act1, . . . , actn}. Then,
Act∗ : L = (act1 + · · ·+ actn)∗ : L
= ((act∗1 · act∗2 · · · · · act∗n)∗) : L
=
⋃
w∈Act∗(STARALL(w)) : L ,
where for w = w(1)w(2) · · · , STARALL(w) = w(1)∗w(2)∗ · · · .
In a k-channel system, we may assume that L =
∑
0≤i<I L(i) for some I , where
L(i) = Ri0#R
i
1# · · ·#Rik−1 and Rij for 0 ≤ j < k is simply piecewise. Then,




w∈Act∗(STARALL(w)) : L(i)) .
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Let li denote the anchor length of L(i). By Proposition 12 (STARALL(w) : L(i)) is a
union of piecewise expressions with anchor length bounded by li.
Let Lw(i) denote (STARALL(w) : L(i)). Then,





Therefore, (Act∗ : L) is a (possibly infinite) union of piecewise expressions with anchor
length bounded by max{li | 0 ≤ i < I}. Thus, by Proposition 11 it is piecewise.
The proof of Proposition 13 is non-effective: it provides us with no algorithm for
calculating the limit language in the general case. As explained, in order for the limit
language to be regular, we either need to exclude conditional actions or consider only
piecewise initial channel configurations. In the next chapter we will provide algorithms
to compute the limit language in important subclasses of piecewise multi-channel sys-
tems with piecewise initial channel configurations.
3.5 Related Work
FIFO systems play key roles in the description and analysis of distributed systems. It
is well-known that most non-trivial verification problems for FIFO systems are unde-
cidable [24]. However, a substantial effort has gone into analysis of these systems. In
general, two main approaches have been followed for the analysis of FIFO systems. The
first approach, and the one taken in this thesis, is to identify practically useful subclasses
of FIFO systems with decidable properties (e.g., [93, 59, 102, 77]). The second ap-
proach is to look for efficient semi-algorithms that scale to realistic examples, but do
not guarantee to always terminate (e.g., [13, 14, 83]). Although this approach may look
promising, in many cases finding a good boundary between scalability and termination
is very challenging.
These two approaches may be combined, as illustrated in the analysis of lossy chan-
nel systems in which channels may lose messages. In these systems, the problem of
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reachability of a given state is decidable [4, 57, 33, 1]; however, calculating the set of all
reachable states is impossible.
In [57], Finkel considered a model of errors, called completely specified protocols, in
which messages from the front of the channels can be lost. He showed that the termina-
tion problem is decidable for this class. In [4, 5], Abdulla and Jonsson consider a slightly
more general notion of message lossiness: they assume that messages from anywhere in
the channel can be lost. They show that the reachability problem is decidable and that the
model-checking problem is undecidable in such a model. In [33], two other sources of
errors in lossy channels are considered: duplication and arbitrary insertion of messages.
It is shown that the systems with duplication errors are equivalent to Turing machines.
On the other hand, in the case of systems having arbitrary insertion errors, it is shown
that the reachability problem is decidable.
A recent research approach focuses on probabilistic lossy channels. In these systems,
the losses of messages are seen as faults occurring with some given probability. This
idea led to the introduction of a Markov chain model for lossy channel systems [73].
The preliminary results on probabilistic lossy channels reported for example in [8] prove
decidability of qualitative model-checking under several limitations – it is shown whether
a linear time property holds almost surely, i.e. with probability 1. The recent work of
[2] shows that the decidability holds in more realistic models compared to [8]. The
authors also consider other types of faulty behavior, such as corruption and duplication
of messages and insertion of new messages, and show that the decidability results extend
to these models.
The system considered in this thesis is not lossy; all channels are perfect, i.e., they
do not lose any messages.
Pachl [93] introduces assertions for proving FIFO systems properties. These asser-
tions are in the form of recognizable or rational descriptions of the channel configura-
tions. Pachl proves that for FIFO systems if the set of reachable channel configurations
(the limit language in our terminology) is recognizable then it is decidable to check for
reachability of any given state. In other words, if recognizable assertions are associated
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with control locations, it is decidable whether the assertions hold across transitions (and
whether the assertion associated with the initial control location holds). It suffices to
interleave these two algorithms: one that generates the recognizable relations for all con-
trol locations (the limit languages) and one that verifies whether a recognizable relation
is included in another. Of course, this algorithm is unusable in practice. It was later
shown in [33] that even though the reachability set might be recognizable, determining
it may still be undecidable.
Pachl also notes that the decidability of the reachability problem for FIFO systems,
where the limit language is rational, is still an open problem. The same approach used
to prove the decidability in FIFO systems where the limit language is recognizable, is
not applicable to the rational case: it is not decidable whether a given rational relation is
contained in another.
An appealing general model to distributed systems with channels is that of FIFO nets,
which are formulated as Petri nets except that places are replaced by FIFO channels.
The survey [59] contains several decidability results, but they depend on the channel
languages being bounded, i.e. a subset of some language w∗0 . . . w
∗
n−1, where the wi’s are
words.
A special kind of regular expression, called semilinear, was introduced in [58] as a
symbolic presentation of regular, bounded languages describing channel contents. Un-
fortunately, a bounded language L has a polynomial density: there are at most P (n)
words of size n for some polynomial P . This may be a severe restriction: for example,
it precludes sending a’s and b’s that are arbitrarily interspersed.
Boigelot et al. [13, 14, 12] describe a data structure, called Queue content Deci-
sion Diagrams (QDDs), for representing sets of queue contents, and a QDD-based semi-
algorithm to compute a set of reachable states. The algorithm generates sets of reachable
states from a single reachable state using meta-transitions [15]. Given a loop that appears
in the system description and a control location c in that loop, a meta-transition is a tran-
sition that generates all global states that can be reached after repeated executions of the
body of the loop. This is equivalent to computing the limit languages in our terminology.
50
The reachability algorithm is based on standard state exploration algorithms where
meta-transitions are prioritized over transitions among different control locations. The
resulting algorithm is called loop-first search. The loop-first search algorithm associates
a QDD with each reachable control location. The termination of this algorithm depends
on handling iterations of arbitrary sequences of actions. In [13], automata-theoretic al-
gorithms are given to calculate f : L and f ∗ : L for a single read, write, or conditional
action f . Boigelot’s Ph.D. thesis [12] and [14] extend that to those action sequences
that preserve recognizability of channel contents. For single-channel systems the authors
show that the iteration of any sequence of single actions preserves the recognizability of
the channel contents. For multi-channel systems, they show that the recognizability is
preserved by the iteration of a sequence of actions if and only if the sequence of actions
does not have more than one projection that is counting messages. Let σ be a sequence
of actions involving only one channel. The sequence σ is counting if and only if there
exists a recognizable set U ⊆ Σ∗ of channel contents such that σk1(U) 6= σk2(U) for all
k1, k2 ∈ N, where k1 6= k2 and σk(U) denotes k repeated application of σ on U .
The key difference between [13, 14] and our work is that we allow iteration of multi-
ple conditional actions. Conditional actions are used in practice in modeling and describ-
ing the communication protocols. However, sequences of conditional actions are harder
to handle since in general they do not preserve recognizability of channel contents.
3.6 Conclusion
In this chapter, we described how the problem of computing the set of reachable states
of a piecewise FIFO system can be reduced to calculating the set of all possible chan-
nel contents, i.e. the limit languages. We studied the problem of computing the limit
languages in piecewise FIFO systems. We showed that the limit languages of multi-
channel piecewise FIFO systems are not regular in general. However, the regularity can
be achieved by excluding conditional actions or restricting the initial channel language
to piecewise languages. Our results can be summarized in the following table:
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Channel Configuration
multiple w/o conditionals multiple
piecewise initial channel effectively piecewise piecewise
regular initial channel effectively regular non-regular
In the next chapter, we will provide algorithms for computing the limit languages in
single and multi-channel piecewise FIFO systems.
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Chapter 4
Algorithmic Analysis of Piecewise
FIFO Systems
In Chapter 3, we showed that the problem of computing the set of reachable states of a
FIFO system is closely related to calculating the set of all possible channel contents, i.e.
the limit language. In this chapter, we provide algorithms to compute the limit languages
in single-channel and multi-channel piecewise FIFO systems. We also discuss the com-
plexity of these algorithms. In addition, we demonstrate that important subclasses of
multi-channel piecewise FIFO systems can be described by a finite-state, abridged struc-
ture, representing an expressive abstraction of the system. We present a procedure for
building the abridged model. We show that we can analyze the computations of the more
concrete model by analyzing the computations of the finite, abridged model.
4.1 Introduction
Piecewise languages play an important role in the study of FIFO systems. In this chapter,
we present two algorithms for computing the set of reachable states of a piecewise FIFO
system. As explained in the previous chapter, the problem of computing the set of reach-
able states of such a system is closely related to calculating the set of all possible channel
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contents, i.e. the limit language. We present new algorithms for computing the limit lan-
guage of a system with a single communication channel and a class of multi-channel
systems with acyclic communication graphs. In these algorithms, we use automata to
represent and manipulate the set of possible channel configurations. We also discuss the
complexity of these algorithms.
The algorithm for single-channel systems requires that components be piecewise, and
applies to any regular initial channel content. We show that the worst case complexity
of the algorithm is at most exponential in the size of the automaton that represents the
language of the initial channel content.
The algorithm for the multi-channel systems requires that both the components and
the initial contents of the channels be piecewise, and that the communication graph be
acyclic. As described in Section 3.3.1, a communication graph is a graph with channels
as vertices and conditional actions as edges indicating which channels are connected
by these actions. For ease of presentation, we develop the algorithm incrementally by
restricting the topology of the communication graphs to star, tree, inverted tree, and
directed acyclic graph (DAG) topologies. We study the worst case complexity of the
algorithm for each topology. We show that for the star and tree topologies the worst case
complexity of the algorithm is exponential in the size of the automaton that represents
the language of the initial content of the channel in the origin of the star and the root of
the tree, respectively.
Besides reachability properties, it is also crucial to be able to reason about com-
putations of FIFO systems. We note that, in general, limit languages do not represent
system computations but rather the reachable state set. In this chapter, we present a pro-
cedure that translates a piecewise FIFO system into an abridged structure, representing
an expressive abstraction of the system. The abridged model is closely related to the
concrete model; however, it differs in that the contents of the unbounded channels are
represented by simply piecewise expressions. We show that the computation procedure
of the abridged model terminates in piecewise FIFO systems with acyclic communica-
tion graphs. The representation of channel contents by simply piecewise expressions in
54
the context of global system transitions has allowed us to group together sets of actions
that may be executed from a given global state.
The main reason for abridging a piecewise FIFO system is to be able to reason about
its infinite behavior by analyzing the behavior of the finite, abridged model. We consider
system properties expressed by a restricted, but expressive, class of Büchi automata.
Here, the states of the Büchi automata represent the finite set of control locations and
we require that the language of the automata be stuttering closed. We can then show
that there is a computation of abridged model that satisfies the automaton, if and only if,
there is a computation of the concrete model that satisfies the automaton. This procedure
allows one to check a general class of temporal properties of piecewise FIFO systems.
The rest of this chapter is organized as follows. The algorithm for single-channel sys-
tems is presented in Section 4.2, and the one for multi-channel systems in Section 4.3.
We present the procedure for translating a piecewise FIFO system to an abridged struc-
ture in Section 4.4 and conclude in Section 4.5 with a summary of our contributions in
this chapter.
4.2 Analysis of Single-Channel Systems
In this section, we focus on the analysis of a single-channel piecewise FIFO system. We
present an algorithm for calculating the limit language, show its correctness, and discuss
its worst case complexity.
Figure 4.1 shows the algorithm SINGLELIMIT for calculating the limit language. The
inputs to the algorithm are an automaton AI representing a set of initial single-channel
configurations I ⊆ Σ∗, and a set Act ⊆ Σrwc of actions; the output is an automaton that
accepts the limit language (Act∗ : I). For notational convenience, in the examples we
use regular expressions instead of automata to represent channel configurations.
The algorithm has two phases. In the first phase, called PHASE1 (lines 3 – 6 of the
SINGLELIMIT), the algorithm iteratively computes all configurations reachable by (i)
reading the current channel content completely, and (ii) writing the result of conditional
55
1: Aut SINGLELIMIT (Aut AI, Set Act)
2: R := ε, F := AI
3: while L(F) * L(R) do
4: R := R + F
5: F := APPLY(F, Act)
6: end while
7: return PHASE2(R, Act)
Figure 4.1: The SINGLELIMIT algorithm.
and other write actions. Each iteration of PHASE1 is done using the function APPLY.
Let Act ⊆ Σrwc be partitioned into unconditional write actions Actw = {!a |!a ∈ Act},
and the rest Actr = Act \ Actw. In each iteration, if V is the set of currently reachable
configurations, APPLY computes V ′ such that
V ′ , {v | ∃u ∈ V, v ∈ (Act|u|r : u)} || (Act∗w : ε) .
Note that APPLY misses some reachable configurations. For example, let Act = {?a →
!c, ?b →!d, !e} and I = ab. Then, APPLY results in L(e∗ce∗de∗) and misses reachable
configurations in L(be∗ce∗). This is fixed in the second phase, called PHASE2. Let W
be a set of reachable configurations, the result of PHASE2 is a set W ′ such that
W ′ , {w | ∃u, v, z, (v · u ∈ W ) ∧ (u · z = w) ∧ (z ∈ APPLY({v}, Act))} .
These two phases are implemented using automata as described in the following sections.
4.2.1 PHASE1
As inputs PHASE1 takes an automaton A = (Σ, Q, δ, q0, F ), and a set of actions Act.
Then, it iteratively computes a set of reachable configurations using function APPLY.
Given automaton A and a set of actions Act, APPLY constructs an automaton A′ =
(Σ, Q, δ′, q0, F ), where δ′ consists of tuples of the form:
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• (q, ε, q′) if for some a it holds that δ(q, a, q′) and ?a ∈ Act, or
• (q, b, q′) if for some a it holds that δ(q, a, q′) and ?a→!b ∈ Act, or
• (q, c, q) if !c ∈ Act.
Intuitively, the first rule of δ′ corresponds to unconditional reads, the second – to renam-
ing the labels of the transitions according to the conditional actions, and the third – to
unconditional writes.
For example, let Act = {?a →!b, ?b →!a, ?c, !a} and I = (ac)∗aba∗. Figure 4.2(a)
shows automatonA recognizingL(I). To constructA′ = APPLY(A,Act), the transitions
labeled by a are relabeled to b, transitions labeled by b are relabeled to a, and transitions
labeled by c are replaced by ε-transitions. In addition, self-loop transitions labeled by a
are added to every state. Figure 4.2(b) shows automaton A′. Similarly, we can construct
automaton A′′ = APPLY(A′, Act) and A′′′ = APPLY(A′′, Act) which are shown in Fig-
ure 4.2(c) and (d), respectively. As can be seen, applying function APPLY once more (to
A′′′) results in automaton A′′, thus, we have reached a fixpoint.
4.2.2 PHASE2
Let A = (Σ, Q, q0, δ, F ) be an automaton and s be a state in Q. We construct two
automata: A1 = (Σ, Q, q0, δ, {s}) and A2 = (Σ, Q, {s}, δ, F ). Let A′1 be the automaton
constructed by applying function APPLY to A1, i.e., A′1 = APPLY(A1, Act). Then, the
language of A2 ·A′1 contains a word u · z if and only if (i) there exists a word v such that
v ·u is accepted byA via a run passing through the state s, and (ii) z ∈ APPLY({v}, Act).




PREFIX(A, s, Act) .
For our running example, Figure 4.3 shows how PREFIX(A, s, Act) is implemented
using automata. The leftmost automaton in Figure 4.3 (automaton A) recognizes the
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Figure 4.2: An example illustrating PHASE1 with automaton A and Act = {?a →
!b, ?b→!a, ?c, !a} as inputs.
language I = (ac)∗aba∗. To compute PREFIX(A, s, Act), we break A on state s, which
results in two automata A1 and A2. We compute A′1 by applying function APPLY to A1.
Then, we concatenate A2 and A′1. The resulting automaton represents PREFIX(A, s, Act)
and is shown on the rightmost of the Figure 4.3.
The algorithm in Figure 4.1 always terminates. Given an automaton A, APPLY pro-
duces an automaton with the same number of states asA. Thus, the set {APPLYi(A,Act)}i
is finite, and the algorithm always terminates.
Theorem 1 Let AI be an automaton representing a set of configurations, Act a set of
actions, and AL the automaton returned by SINGLELIMIT(AI , Act). Then, L(AL) =
(Act∗ : L(AI)).








Note that since in each iteration APPLY produces an automaton with the same number of
states as AI ,
⋃
i APPLY
i(AI , Act) is a finite union.
Let w ∈ (Act∗ : L(AI)) be a reachable channel content. Then, w is reached by
reading the current channel content completely (and writing the results of conditional and
other write actions) zero or more times, and then reading the resulting content partially.
Let # – a fresh letter not in Σ, be a marker at the end of the initial channel content. The
maker # is used only for establishing the proof and is eliminated later using ERASE#.
Then,
w ∈ (Act∗ : L(AI))⇔ ∃u, v, (u · v) = w ∧
∃p, q, (u#v) ∈ (((Act∗(?#)(!#))p(Act)q) : (L(AI) ·#)) .
At the end of each iteration of PHASE1, # is read and then written again on the
channel to mark the beginning of the new iteration.
The theorem follows from
(APPLY(L(A), Act) ·#) = (Act∗(?#)(!#)) : (L(A) ·#)
and
PHASE2(L(A), Act) = ERASE#(Act∗ : (L(A) ·#))
where ERASE# projects out the letter #.
4.2.3 Complexity Analysis
Let h = |AI | denote the size of AI – the automaton representing the set of initial config-
urations. As discussed above, APPLY(AI , Act) produces an automaton with the same
number of states as AI by relabeling the transitions of AI . In the worst case, each
transition can be updated at most |Σ| times. Thus, the worst case complexity of the

































Figure 4.3: An example illustrating PREFIX operation with automaton A, state s, and
Act = {?a→!b, ?b→!a, ?c, !a} as inputs.
Theorem 2 LetAI be an automaton over a finite alphabet Σ representing a set of single-
channel configurations, and h = |AI |. Then, in the worst case, the running time of the
SINGLELIMIT algorithm is O(|Σ|h).
4.3 Multi-Channel Systems
In this section, we focus on the limit language problem for a set of actions, Act, on
a k-channel system with an acyclic communication graph, CG(Act). For ease of pre-
sentation, we develop the algorithm for the DAG topology incrementally by restricting
CG(Act) to star, tree, inverted tree, and eventually DAG topologies. We show correct-




















Figure 4.4: Communication topologies: (a) star, (b) tree, (c) inverted tree, (d) DAG.
Throughout, we assume that all actions are conditionals. This is not a significant
limitation since: (i) unconditional reads can be modeled by conditionals that write to
dummy channels, and (ii) unconditional writes can be handled easily, but are omitted
for presentational convenience. The algorithms are based on automata, and operate on
piecewise configurations (refer to Section 3.4). In this section, we assume a piecewise
(k-channel) configuration u is represented by a tuple 〈A1, . . . , Ak〉, where each Ai is a
PO-FSA over Σ. Thus, a piecewise configuration u = 〈A1, . . . , Ak〉 represents a set of
channel configurations L(A1)×· · ·×L(Ak), which is denoted by L(u). The size of u is
the sum of the sizes of all of the automata in it. L is extended to finite sets of piecewise
configurations in the usual way: L(U) =
⋃
u∈U L(u).
For notational convenience, in the examples we use tuples of regular expressions
instead of PO-FSA to represent piecewise configurations. For example, u = 〈a∗b, (c +
d)∗e〉 represents a piecewise configuration where u[1] is an automaton representing a∗b,
and u[2] is an automaton representing (c + d)∗e. In pseudo-code, we use Conf for the
type of piecewise configurations, and the notation “X with [i] = y” to mean X[i 7→ y].
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4.3.1 Star Topology
A set of actions Act has a star topology if and only if there exists a unique channel o, the
origin, such that for every action i?a → j!b in Act, i = o and j 6= o, i.e., CG(Act) is a
star (see Figure 4.4(a)). In the sequel, we assume that channel 1 is the origin channel.
Let u be a piecewise channel configuration. The algorithm DOREAD, shown in Fig-
ure 4.5, computes the limit (Act∗ : L(u)). The use of the argument idx is explained
in Section 4.3.4. The writeWL and readWL are two global work lists used by the al-
gorithm. DOREAD is driven by the automaton u[1] representing the content of channel
1. For example, if u[1] = M∗1a1M
∗
2a2, then the algorithm first computes all reachable
configurations w whose channel 1 content, w[1], is in L(M∗1a1M∗2a2), then all configu-
rations with w[1] in L(M∗2a2), then all configurations with w[1] being ε. Each iteration
of the algorithm is done using functions SATURATE and STEP. For our running exam-
ple, in the first iteration, SATURATE computes all reachable configurations with w[1] in
L(M∗1a1M∗2a2) and STEP computes all configurations with w[1] in L(M∗2a2), etc.
SATURATE Let u be a piecewise configuration, where u[1] = M∗ · Z for some Z, i.e.,
u[1] is a PO-FSA with a single initial state q0 and some self-loops on q0. Note that, u
represents a set of configurations with an arbitrary number of letters from M at the head
of channel 1. The SATURATE phase computes a set of configurations that are reachable
by reading an arbitrary number of these letters. Formally, SATURATE(u, 1) defines a
piecewise configuration u′ such that L(u′) is {w | w ∈ (Act∗ : L(u)) ∧ (w[1] ∈
L(u[1]))}. It corresponds to a transformation SATURATE(u, 1) = u′ such that
u′[i] ,
u[1] if i = 1u[i] · (Act : M)∗ otherwise.
For example, given Act = {1?a → 2!a, 1?a → 3!a} and u = 〈a∗(b + c), ε, ε〉,
SATURATE(u, 1) computes a piecewise configuration u′ = 〈a∗(b+ c), a∗, a∗〉.
STEP Let u be a piecewise channel configuration, where u[1] = (a0 + · · ·+ an) · Z for
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1: global List readWL
2: global List writeWL
3: List DOREAD(Conf u, Channel ch)
4: doReadRec(u, ch, 0, true)
5: return writeWL
6: proc doReadRec(Conf u, Channel ch, int idx, bool na)
7: if u[ch] = (U1 + ...+ Un) ·W for some W then
8: for i ∈ [1..n] do doReadRec(u with [ch] := Ui, ch, idx, na)
9: else if u[ch] = M∗ ·W for some W then
10: u := SATURATE(u, ch, idx)
11: writeWL = writeWL ∪ {u}
12: u := (u with [ch] :=W )
13: doReadRec(u, ch, idx + 1, false)
14: else if na ∧ (u[ch] = ε) then
15: writeWL := writeWL ∪ {u}
16: else if u[ch] = a ·W for some W then
17: if na then writeWL := writeWL ∪ {u}
18: U := STEP(u, ch, idx)
19: forall u′ ∈ U do doReadRec(u′, ch, idx + 1, true)
20: end if
Figure 4.5: DOREAD algorithm for star topology and its supporting routines.
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1: Conf SATURATE(Conf u, Channel ch, int idx)
2: let (Q, q0, δ, F ) = u[ch], M = {a | (q0, a, q0) ∈ δ}
3: forall i ∈ ([1..k] \ {ch}) do
4:
let M ′ = {b | (ch?a→ i!b) ∈ Act ∧ a ∈M∧
(∀j < ch, idx(j, b) = idx(j, a)) ∧ idx(ch, b) = idx}
5: u′[i] := (u[i] · (M ′)∗)
6: return u′
7: Set〈Conf〉 STEP(Conf u, Channel ch, int idx)
8: U′ := ∅
9: let (Q, q0, δ, F ) = u[ch], M = {a ∈ Σ | ∃q′, (q0, a, q′) ∈ δ ∧ q′ 6= q0}
10: forall a ∈M ∧ i ∈ {j | ∃b, (ch?a→ j!b) ∈ Act} do
11:
M ′ = {b | (ch?a→ i!b) ∈ Act∧
(∀j < ch, idx(j, b) = idx(j, a)) ∧ idx(ch, b) = idx}
12: u′[ch] := (Q, δ(q0, a) \ {q0}, δ, F )
13: u′[i] := u[i] ·M ′
14: U′ := U′ ∪ {u′}
15: return U′
Figure 4.6: STEP and SATURATE algorithms.
some Z, i.e, u[1] is a PO-FSA with a single initial state with no self-loops. Here, u repre-
sents a set of configurations whose channel 1 content starts with a letter in {a0, . . . , an}.
The STEP phase computes all configurations that are reachable by reading exactly one
letter from channel 1. Formally, STEP(u, 1) defines a set U′ of piecewise configurations





(1?a→ i!b) : L(u) .
For example, givenAct = {1?b→ 2!b, 1?c→ 3!c} and u = 〈(b+c), ε, ε〉, STEP(u, 1)
computes two piecewise configurations u′1 = 〈ε, b, ε〉 and u′2 = 〈ε, ε, c〉.
Detailed implementations of SATURATE and STEP for a set of actionsAct on k chan-
nels are shown in Figure 4.6.
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Theorem 3 Let u be a piecewise channel configuration, Act an action set with star
topology and origin o, and U′ the set returned by DOREAD(u, o). Then, L(U′) =
(Act∗ : L(u)).
Proof: The proof is straightforward by the induction on the structure of u[1].
Complexity Analysis For a piecewise configuration u, the depth of the recursion of
DOREAD is bounded by h = |u[o]| for the origin o. Inside each call, SATURATE takes
constant time and returns a single configuration; however, STEP may return a set of
configurations. In a k-channel system, the size of this set is bounded by k − 1. Thus,
the complexity of the DOREAD algorithm is bounded by the number of internal nodes of
a (k − 1)-ary tree of height h. There are h such nodes for k = 2, and ((k − 1)(h+1) −
1)/(k − 2) for k > 2.
Theorem 4 Let u be a piecewise channel configuration, Act a set of actions with star
topology on k channels with origin o, and h = |u[o]|. Then, in the worst case, the
running time of DOREAD(u, o) is O(max(kh, h)).
4.3.2 Tree Topology
A set of actions Act has a tree (or, more generally, a forest) topology if and only if for all
actions i?a → j!b and i′?a′ → j′!b′ in Act, j = j′ ⇒ i = i′. That is, CG(Act) is a tree
(e.g. Figure 4.4(b)).
The DOREAD algorithm for the star topology is not applicable to the tree topology
since it assumes that all reads come from a single channel. However, an action set with a
tree topology can be partitioned such that each partition has a star topology. Formally, for
a set of actionsAct, letActi denote all the actions that read from channel i. Then, {Acti}
partitions Act where each Acti has a star topology with origin i. For example, consider
the communication graph in Figure 4.4(b): here, Act1 = {1? → 2!, 1? → 3!, 1? → 4!},
Act2 = {2?→ 5!}, and Act3 = {3?→ 6!, 3?→ 7!}.
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This way, DOREAD can be used to compute Act∗i : L(u) for any channel i and a
piecewise configuration u. Furthermore, it can be applied iteratively to compute sequen-
tial composition of the partitions of Act. For example, computation of (Act∗1 · Act∗2) :
L(u) is done by using DOREAD to first compute U′ such that L(U′) = (Act∗1 : L(u)),
and using it again to compute (Act∗2 : L(U′)). In the following, we show how to extend
this to the computation of the full limit language.
The graph CG(Act) is acyclic and, therefore, induces a partial order  on channels
(vertices of the graph). For channels i and j, i  j if and only if there exists a path from
i to j in CG(Act). Intuitively, channel i is less than channel j if the final content of j
depends on the initial content of i. We say that channel j depends on channel i if i  j,
and that i and j are interdependent if either i  j or j  i. Without loss of generality,
we assume that the partial order  is extended to a total order and that the channels are
numbered such that i  j if and only if i ≤ j. For example, channel 3 may depend on
channels 1 and 2, and 2 depends only on 1. The ordering and renaming of the channels
can be done in time linear in the size of the CG.
If Act has a tree topology, every channel in CG(Act) has at most one immediate
predecessor. Thus, for every sequence x ∈ Act∗, there exists a sequence y such that: (i)
y has the same actions as x, (ii) all reads of y are ordered, i.e., y ∈ Act∗1 · Act∗2 · · · · ,
and (iii) if (x : w) 6= ∅ for some w, then (y : w) = (x : w). For example, for Act
in Figure 4.4(b), and x = 1? → 2! 1? → 3! 2? → 5! 1? → 4! 3? → 6!, an equivalent
sequence y is:
y = 1?→ 2! 1?→ 3! 1?→ 4!︸ ︷︷ ︸
∈Act∗1
2?→ 5!︸ ︷︷ ︸
∈Act∗2
3?→ 6!︸ ︷︷ ︸
∈Act∗3
.
Theorem 5 Let Act be an action set on k channels such that CG(Act) is a tree, and w
a channel configuration. Then,
((Act∗ : w) = ((Act∗1 · · · · · Act∗k) : w)) .
Proof: We say that two action sequences x and y are enabled equivalent, written x ≡e y,
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if x and y behave identically on the input sequences that enable all actions of x. Formally,
x ≡e y , (∀w, (x : w 6= ∅)⇒ (x : w = y : w)) .
To establish the proof, we use the following equivalences (rules):
(1) i?a j?b ≡e j?b i?a (i 6= j)
(2) i!a j!b ≡e j!b i!a (i 6= j)
(3) i!a j?b ≡e j?b i!a
(4) i?a j!b ≡e j!b i?a
Let p?c → q!d and i?a → j!b be two conditional actions such that i  p. Note that
the tree topology implies that q 6= j. We show that these two conditional actions can be
commuted in any sequence of actions. The theorem follows by recursive application of
this rule:
p?c→ q!d i?a→ j!b notation
= p?c q!d i?a j!b using rule 3
= p?c i?a q!d j!b using rule 2
= p?c i?a j!b q!d using rule 1
= i?a p?c j!b q!d using rule 4
= i?a j!b p?c q!d notation
= i?a→ j!b p?c→ q!d
Thus, given a sequence of actions x ∈ Act∗, there exists an enabled equivalent sequence
of actions y ∈ Act∗1 · · · · · Act∗k where the conditional actions of x are ordered based on
the total order on the channels they are reading from.
Theorem 5 leads to an obvious algorithm for computing the limit language in the tree
topology: (i) establish a total order on channels based on the CG, and (ii) use this order
to iteratively apply DOREAD to each partition Acti. We call this algorithm TREELIMIT
(see Figure 4.7). Since TREELIMIT proceeds through a finite total order of channels, it
always terminates.
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1: List TREELIMIT (Conf u)
2: readWL := u
3: for ch = 0 to k do
4: writeWL := ∅
5: forall u ∈ readWL do doRead(u, ch)
6: readWL := readWL ∪ writeWL
7: return readWL
Figure 4.7: The TREELIMIT algorithm.
Theorem 6 Let u be a piecewise configuration,Act an action set with tree topology, and
U′ the set of configurations returned by TREELIMIT(u). Then, L(U′) = (Act∗ : L(u)).
Complexity Analysis Without loss of generality, we assume that CG(Act) is an N -ary
tree with M internal nodes and that the initial content of all the channels except the root
is empty. Let u be a piecewise configuration, and h = |u|. By Theorem 4, computation
of Act∗i : L(u) produces at most max(Nh, h) piecewise configurations, each of size at
most h. TREELIMIT applies computationAct∗i : L(u), M times, which produces at most
max(Nh×M , hM) configurations.
Theorem 7 Let u be a piecewise configuration, Act a set of actions with a tree topology
of degree N and M internal nodes, and h = |u[1]|. In the worst case, the running time
of TREELIMIT(u) is O(max(Nh×M , hM)).
4.3.3 Inverted Tree Topology
A set of actionsAct has an inverted tree topology if and only if for all conditional actions
i?a→ j!b and i′?a′ → j′!b′ in Act, i = i′ ⇒ j = j′. That is, CG(Act) is an inverted tree
(e.g., see Figure 4.4(c)).
In the inverted tree topology, a channel may depend on several pairwise independent
channels. Therefore, Theorem 5 is no longer applicable. For example, letAct = {1?a→
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3!a, 2?b→ 3!b}, and w = 〈aa, bb, ε〉 be a configuration. The partial order on the channels
induced byCG(Act) is {1  3, 2  3}, with two obvious linearizations. A configuration
〈ε, ε, abab〉 is reachable from w, but does not belong to either ((1?a → 3!a)∗(2?b →
3!b)∗) : w, or ((2?b→ 3!b)∗(1?a→ 3!a)∗) : w, which contradicts the theorem.
For simplicity of presentation, we assume that there is a unique channel, referred to
as l, that has multiple dependencies, like channel 3 in the above example. That means l
is the only channel whose node in CG(Act) has an in-degree greater than or equal to 2.
In this case, it is possible to (i) replace channel l with new channels, called shadows of l,
and turnAct into a tree topology, (ii) solve the new limit problem using TREELIMIT, and
(iii) combine the contents of shadow channels together. This is further explained below.
We define a function ADDS that introduces shadow channels for channel l by redi-
recting each conditional action that reads from i and writes to l to write to a newly created
shadow channel l̂i. Formally,
ADDS(i?a→ j!b, l) ,
i?a→ l̂i!b if j = li?a→ j!b otherwise.
ADDS breaks dependencies between channels. Let Âct = ADDS(Act, l). If CG(Act)
is an inverted tree, then CG(Âct) is a tree. For our running example, we introduce two
shadow channels for channel 3; therefore, Âct = {1?a → 3̂1!a, 2?b → 3̂2!b}. We use
S(l) to denote the shadows of l.
Let w be a configuration, and ŵ be its extension to shadow channels. That is, ŵ[i] =
w[i] if i 6∈ S(l), and ŵ[i] = ε otherwise. For example, if w = 〈aa, bb, b〉, then by
introducing two shadow channels for channel 3, ŵ = 〈aa, bb, b, ε, ε〉.
The sets (Act∗ : w) and ((Âct)∗ : ŵ) are closely related. Let t ∈ (x : w) be a
configuration reachable from w by a sequence x ∈ Act∗, and t̂ ∈ (ADDS(x, l) : ŵ) be
a configuration reachable from ŵ, where ADDS is extended to sequences in an obvious
way. ADDS only augments actions that write to l. Thus, t[i] = t̂[i] for any i that is
different from l or its shadow channels S(l). By adding shadow channels for l, all the
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writes on l are redirected to its shadows and t̂[l] is the initial content of l, hence, it is a
prefix of t[l]. Each shadow channel l̂i keeps track of what was read from channel i and
written to l, hence, t̂[l̂i] is a subsequence of t[l].
In our running example,Act = {1?a→ 3!a, 2?b→ 3!b}, Âct = {1?a→ 3̂1!a, 2?b→
3̂2!b}, w = 〈aa, bb, b〉, and ŵ = 〈aa, bb, b, ε, ε〉. Let x be a sequence in Act∗ such as
x = 1?a→ 3!a 2?b→ 3!b 1?a→ 3!a 2?b→ 3!b .
Then,
ADDS(x, 3) = 1?a→ 3̂1!a 2?b→ 3̂2!b 1?a→ 3̂1!a 2?b→ 3̂2!b .
In order to formalize the relation between (Act∗ : w) and ((Âct)∗ : ŵ), we define a
function MERGES. Given a configuration over shadow channels, MERGES produces all
corresponding configurations without shadows. Formally,
t ∈ MERGES(t̂, l)⇔ (∀i 6= l ∧ i 6∈ S(l), t[i] = t̂[i]) ∧ (t[l] ∈ L(t̂[l] · ||j∈S(l){t̂[j]}) .
In the above example, let t = (x : w) = 〈ε, ε, babab〉 and t̂ = (ADDS(x, 3) : ŵ) =
〈ε, ε, b, aa, bb〉. Then, MERGES(t̂, l) = {〈ε, ε, b · (aa || bb)〉} that is equal to
{〈ε, ε, baabb〉, 〈ε, ε, bbbaa〉, 〈ε, ε, babab〉, 〈ε, ε, bbaba〉, 〈ε, ε, babba〉, 〈ε, ε, bbaab〉} .
As can be seen, t ∈ MERGES(t̂, l).
Theorem 8 Let Act, Âct, w, ŵ, and l be as above. Then,
t ∈ (Act∗ : w) if and only if ∃t̂ ∈ ((Âct)∗ : ŵ), t ∈ MERGES(t̂, l) .
Proof: The proof follows directly from the definition of Âct, ŵ, and MERGES. By
augmenting Act with shadow channels and extending w to ŵ, all the writes to the chan-
nel with in-degree greater than or equal to 2 are forwarded to the corresponding shadow
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1: Conf MERGES(Conf u, Channel ch);
2: Conf doWrite(Conf conf, Channel ch)
3: return MERGES(u, ch)
4: List MULTILIMIT (Conf u)
5: readWL := u
6: for ch = 0 to k do
7: writeWL := ∅
8: forall u ∈ readWL do doRead(u, ch)
9: if ch+ 1 < k then
10: forall u ∈ writeWL do
11: readWL := readWL ∪ {doWrite(u, ch+ 1)}
12: return readWL
Figure 4.8: MULTILIMIT algorithm and its supporting routines.
channels. Then, MERGES computes all possible configurations reachable by different
interleavings of actions by shuffling the contents of the shadow channels.
Both Theorem 8 and MERGES are easily lifted to piecewise configurations such that
if u is a piecewise configuration, then MERGES(u, l) defines a piecewise configuration as
well. This follows from the fact that piecewise languages are closed under concatenation
and shuffle (see Proposition 3).
The explained procedure can be extended to an arbitrary inverted tree. The correct-
ness follows by induction on the number of channels. The final algorithm MULTILIMIT
is shown in Figure 4.8. The algorithm assumes that shadow channels are introduced
where they are needed. It traverses the channels according to the partial order induced
by the CG, applying read and write phases. The read phase is the same as in the star and
tree topologies (done by DOREAD). The write phase uses MERGES to merge the content
of all the shadows of a channel before applying a read phase to it.
Theorem 9 Let u be a piecewise configuration, Act an action set with inverted tree





Figure 4.9: An example of a DAG communication topology.
4.3.4 DAG Topology
In this section, we present an algorithm for computing the limit language of a set of
actions whose CG is an arbitrary directed acyclic graph (DAG) (e.g. see Figure 4.4(d)
and Figure 4.9). This subsumes the algorithms from the previous sections for star, tree,
and inverted tree topologies.
What makes the DAG topology different from the inverted tree is that the immediate
predecessors (in the  partial order on the CG) of a channel may be interdependent. For
example, consider Act = {1?a → 3!a, 1?b → 2!b, 2?b → 3!b} whose CG is shown in
Figure 4.9. Channel 3 has channels 1 and 2 as its immediate predecessors, and chan-
nel 2 depends on channel 1. This extra layer of dependence precludes the possibility of
breaking the topology by simply introducing shadow channels.
For our running example, consider the computation of reachable configurations start-
ing from 〈a∗b∗, ε, ε〉. We can replace channel 3 with two shadow channels to obtain Âct =
{1?a → 3̂1!a, 1?b → 2!b, 2?b → 3̂2!b}. By applying TREELIMIT to the resulting tree
topology, we obtain two piecewise configurations {〈a∗b∗, ε, ε, a∗, ε〉, 〈b∗, b∗, ε, a∗, b∗〉}. If
we then proceed by merging the contents of the shadows of channel 3, as in the inverted
tree topology, we obtain {〈a∗b∗, ε, a∗〉, 〈b∗, b∗, (a + b)∗〉}. The second piecewise config-
uration, i.e. 〈b∗, b∗, (a + b)∗〉, includes configurations in which the content of channel
3 is in b+a+. These configurations are infeasible since a came before b in channel 1 in
any initial configuration and this order must be preserved when the content is copied to
channel 3.
To solve this problem, we extend MULTILIMIT algorithm by modifying the shuffle
used by MERGES (see Section 4.3.3) to respect the dependencies between the predeces-
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sors of the channel whose shadows are merged. This requires (i) keeping track of the
relative positions of each letter in a channel as it is copied between different channels,
and (ii) restricting the shuffle based on the history of positions of each letter.
For a system with k channels, each letter is associated with a k-tuple of indices from
IDXk, where IDX , [−1..∞). Intuitively, the jth index of a letter a indicates the relative
position of a when it was in channel j, with−1 meaning that a was never in that channel.
Let idx(i, a) be a function that extracts the ith index of a. For example, idx(2, a) = 4
means that a was at some point at position 4 in channel 2, and idx(3, a) = −1 means
that a was never in channel 3. We use ch(a) to denote the latest channel that a was in.
Formally, ch(a) , max{i | idx(i, a) 6= −1}.
To keep track of the indices, several parts of the MULTILIMIT are modified. The
DOREAD algorithm (see Figure 4.5) is extended to accept as an argument the ch-index
of a letter at the head of the current channel ch, and increment it at each recursive call
(lines 13 and 19). SATURATE and STEP (see Figure 4.6) are extended to propagate and
assign indices as well (lines 4 and 11).
The interdependence of the channels implies the following constraint on the content
of every channel in every reachable configuration. Letw be a word describing the content
of channel l. Let a and b be letters at positions p and q in w, respectively. Assume
that i is the last channel a was in, and that i precedes the last channel that b was in,
i.e., i = ch(a) < ch(b). Furthermore, assume that a preceded b in channel i, i.e.,
idx(i, a) < idx(i, b). Then a has to precede b in w, i.e., p < q, since a had to be read
from channel i (and placed in w) before b could be read.
We denote the set of all words that satisfy the above condition by WO. Formally, it
is the set of all words w in (Σ× IDXk)∗ that satisfy
∀p, q, (a = w(p) ∧ b = w(q) ∧ i = ch(a) ∧
ch(a) < ch(b) ∧ idx(i, a) < idx(i, b))⇒ p < q ,
where w(p) denotes the letter at position p of w.
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For our running example, the word ba in channel 3 does not belong to WO: the last
channel of a is 1 (ch(a) = 1) which precedes 2 – the last channel of b (ch(b) = 2).
Thus, ch(a) < ch(b). In the sequel, a preceded b in channel 1, i.e. idx(1, a) < idx(1, b).
Therefore, a must also precede b in channel 3.
The set WO defines a piecewise language, and is recognizable by a PO-FSA.
Theorem 10 Let WO be an automaton recognizing all words that respect the dependen-
cies between predecessors of channels whose shadows are merged. The language WO is
piecewise.
Proof: To prove the theorem, we construct an automaton AWO that recognizes WO.
Then, we show that this automaton is a PO-FSA.
Let k be the number of channels. The state space of AWO is IDX[1..k][1..k]. An
interpretation of a state is
q[i][j] = p ,
if the automaton has seen a letter that its latest channel was i, and it was at some point
at position p in channel j. The initial state q0 is such that ∀i, j, q0[i][j] = −1, and every
state is accepting. The transition relation of AWO, δ, is deterministic, and is defined as
follows:
δ(q, a, q′)⇔ (∀ch(a) < i ≤ k, q[i][ch(a)] ≤ idx(ch(a), a))∧
(∀i, j, (i 6= ch(a)⇒ q′[i][j] = q[i][j])∧
(i = ch(a)⇒ q′[i][j] = max(q[i][j], idx(j, a))))
The first conjunct of δ ensures that the WO condition is satisfied, and the second updates
the state. Let I denote the latest channel letter awas in. Intuitively, the automaton accepts
letter a if and only if it has not seen a letter from any channel greater than I which was
behind of letter a in I . The state of the automaton is updated if in every channel letter a
has a greater position than any other letter that the automaton has seen in that channel.
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The automaton AWO is a PO-FSA, where the partial order  on states is
q  q′ ⇔ ∀i, j, q[i][j] ≤ q′[i][j] .
In order to restrict MERGES to only include words that satisfy WO, we replace it with
a function MERGEDAGS defined as follows. Let t̂ be a configuration reachable from an
initial configuration extended with shadow channels, and l a non-shadow channel. Then,
MERGEDAGS(t̂, l) , MERGES(t̂, l) ∩WO. Since WO is piecewise (by Theorem 10)
and piecewise languages are closed under intersection (by Proposition 3), MERGEDAGS
defines a piecewise configuration.
With this change, MULTILIMIT algorithm computes the exact set of reachable con-
figurations.
Theorem 11 Let u be a piecewise configuration,Act a set of actions with DAG topology,
and U′ a set of configurations returned by MULTILIMIT(u) algorithm, where MERGES
is replaced by MERGEDAGS. Then L(U′) = (Act∗ : L(u)).
4.4 Abridged Piecewise FIFO Systems
In this section, we show that important subclasses of multi-channel piecewise FIFO sys-
tems can be described by a finite-state, abridged structure representing an expressive
abstraction of the system. We give a definition for the abridged model that contains a
procedural definition of its transition relation. This procedural definition describes how
to build an abridged structure in an automated way from the description of a piecewise
FIFO system.
Recall that a piecewise FIFO system is composed of a set of partially-ordered au-
tomata that communicate over unbounded, perfect, FIFO channels. Throughout this sec-
tion, we refer to a piecewise FIFO system as a Distributed State Machine (DSM ) and its
abridged model as an Abridged Distributed State Machine (ADSM ).
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4.4.1 Construction of ADSM
An abridged model of a piecewise FIFO system is closely related to its concrete model.
The set of its control locations is the same as the set of control locations of the concrete
model. However, the channel contents in the concrete model are replaced by simply
piecewise expressions in the abridged model. Given aDSM , its abridged modelADSM
is defined as follows.
Definition 14 (ADSM) For a given DSM , S = (Σ, C,Q, q0, δ), its abridged model
is defined as SA = (Q, T, q0, η,Φ), where Q is a finite set of control locations; T is
a set of simply piecewise configurations over Σ; q0 is the initial control location; η ⊆
(Q× T )× (Q× T ) is the transition relation, which is given below; and Φ is a fairness
constraint on the transitions.
The fairness constraint requires that a transition that only reads from a channel should
not be allowed to read an empty channel: if i?a is enabled infinitely often then i!a must
also be enabled infinitely often. A global state of an ADSM is a pair (q,v) where q is a
control location in Q and v is a simply piecewise configuration.
Below, we present a motivating example for the definition of the transition relation
of ADSM , η.
Motivating Example Let S = (Σ, C,Q, q0, δ) be a DSM with 3 channels, C =
{1, 2, 3}, and a single control location Q = {q}. Let δ = {(q, 1?a → 2!a, q), (q, 2?a →
3!a, q), (q, 2?b → 3!b, q)} be a set of transition rules and q0 = (q,w) denote the initial
global state where w ∈ 〈aa∗, bb∗, ε〉. Below, we explain how to construct an ADSM
corresponding to S.
The initial state of the ADSM is (q, 〈aa∗, bb∗, ε〉). In this state, two actions are
enabled: 1?a → 2!a and 2?b → 3!b. Therefore, either letter a is read from channel
1 and written on channel 2, or, letter b is read from channel 2 and written on channel
3. This results in two reachable global states (q, 〈a∗, bb∗a, ε〉) and (q, 〈aa∗, b∗, b〉) (see
Figure 4.10). In the figure we show only the channel configurations since the control
location stays the same in all the reachable global states. Symbol ε is also shown by ‘–’.
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(aa*, bb*, -) (a*, bb*a, -) (a*, bb*aa*, -) (a*, b*aa*, b)
(aa*, b*, b)
(a*, b*a, b) (a*, b*aa*, bb*)
(a*, a*, bb*a) (a*, a*, bb*aa*)(aa*, b*, bb*) (a*, b*a, bb*)
(a*, - , bb*a)
(a*, -, ba) (a*, a*, ba)
(a*, a*, baa*)
Figure 4.10: An example showing a representation of ADSM global states constructed
from a DSM with a single control location, 3 channels, and a set of transition rules
δ = {(q, 1?a→ 2!a, q), (q, 2?a→ 3!a, q), (q, 2?b→ 3!b, q)}.
The global state (q, 〈a∗, bb∗a, ε〉) represents a set of channel configurations in which
there exist zero or more number of letter a on channel 1 and at least one letter b followed
by a letter a on channel 2. Two actions are enabled on this state: 1?a → 2!a and 2?b →
3!b. If there are more than one letter a on channel 1, then action 1?a → 2!a will be
enabled multiple times on this configuration. Thus, we group multiple applications of
action 1?a→ 2!a to configuration 〈a∗, bb∗a, ε〉. This results in the reachable global state
(q, 〈a∗, bb∗aa∗, ε〉). Furthermore, applying action 1?b→ 3!b to 〈a∗, bb∗a, ε〉 results in the
reachable global state (q, 〈a∗, b∗a, b〉).
The global state (q, 〈aa∗, b∗, b〉) represents a set of channel configurations in which
there exist at least one letter a on channel 1, zero or more letter b on channel 2, and a
letter b on channel 3. Two actions are enabled on this state: 1?a → 2!a and 2?b → 3!b.
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By grouping multiple applications of action 2?b → 3!b on channel 2, we compute the
reachable global state (q, 〈aa∗, b∗, bb∗〉). Furthermore, applying action 1?a→ 2!a results
in the reachable global state (q, 〈a∗, b∗a, b〉). Note that applying action 2?a→ 3!a to the
global state (q, 〈a∗, b∗a, b〉) results in the reachable global state (q, 〈a∗, ε, ba〉) since the
global state (q, 〈a∗, b∗a, b〉) includes configurations in which there exists only one letter
a on channel 2. The rest of the reachability graph is constructed similarly as shown in
Figure 4.10. 
We introduce the following notation. For Z and Y arbitrary simply piecewise expres-
sions and M,N ⊆ Σ, we define
Z •M∗ ,

Z if Z = Y ·N∗ and M ⊆ N
Y ·M∗ if Z = Y ·N∗ and N ⊂M
Z ·M∗ otherwise.
In the definition of the transition relation of ADSM we assume that the contents
of the channels that are not explicitly mentioned stay the same during the transition.
Without loss of generality, we assume that all actions are conditionals.
Let M ⊆ Σ, a ∈ M , and Z be an arbitrary simply piecewise expression. The
transition relation of ADSM , η, is defined as follows: (q,v) → (q′,v′) ∈ η if and only
if
• q′ 6= q and there exists a channel i such that
– v[i] = a · Z and there exists an action x in δ such that x : q i?a→j!b−→ q′, then
v′[i] = Z and v′[j] = v[j] · b, or
– v[i] = M∗ · Z and
– there exists an action x in δ such that x : q
i?a→j!b−→ q′, then v′[i] = M∗ ·Z
and v′[j] = v[j] · b, or
– (q,v[i 7→ Z])→ (q′,v′) ∈ η
or
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• q′ = q and there exists a channel i such that
– v[i] = a · Z and there exists an action x in δ such that x : q i?a→j!b−→ q, then
v′[i] = Z and v′[j] = v[j] · b, or
– v[i] = M∗ · Z and
– if
Wk = {b ∈ Σ | ∃ channel j, ∃N ⊆ Σ, ∃ a ∈ N, ∃Z,
v[j] = N∗ · Z and q j?a→k!b−→ q ∈ δ}
then, for all channel k, v′[k] = v[k] •W ∗k , or
– (q,v[i 7→ Z])→ (q′,v′) ∈ η.
We illustrate the construction of an ADSM based on its transition relation definition
through the following example.
ADSM Transition Relation Example Let S = (Σ, C,Q, q0, δ) be a DSM with 4
channels, C = {1, 2, 3, 4}, and two control locations Q = {q, q′}. Let
δ = {(q, 1?a→ 2!a, q′), (q, 2?c→ 4!c, q′),
(q′, 1?a→ 2!a, q′), (q′, 1?b→ 3!h, q′),
(q′, 1?b→ 3!d, q′), (q′, 1?b→ 4!e, q′),
(q′, 2?c→ 4!f, q′)} ,
be a set of transition rules and q0 = (q,w) denote the initial global state where w ∈
〈ab∗, c∗, ε, ε〉. The initial state of the ADSM corresponding to S is (q, 〈ab∗, c∗, ε, ε〉).
Two actions are enabled on this state: 1?a → 2!a and 2?c → 4!c. According to δ,
both of these actions cause a change in the control location from q to q′. Based on
the first case in the definition of η (where q′ 6= q), we compute two reachable global
states: (q′, 〈b∗, c∗a, ε, ε〉) and (q′, 〈ab∗, c∗, ε, c〉) (see Figure 4.11). In the global state
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(q, < ab*, c*, -, - >) (q',< b*, c*a, -, - >) (q', < b*, c*a, (d+h)*, (e+f)* >)
(q', < ab*, c*, -, c >) (q', < ab*, c*, -, cf* >) (q', < b*, c*a, -, cf* >)
(q', < b*, c*a, -, c >)
(q', < b*, c*a, (d+h)*, c(e+f)* >)
(q', < b*, c*a , (d+h)*, cf*(e+f)* >)
Figure 4.11: An example showing a representation of ADSM global states constructed
from a DSM with control locations {q, q′}, 4 channels, and a set of transition rules δ =
{(q, 1?a→ 2!a, q′), (q, 2?c→ 4!c, q′), (q′, 1?a→ 2!a, q′), (q′, 1?b→ 3!h, q′), (q′, 1?b→
3!d, q′), (q′, 1?b→ 4!e, q′), (q′, 2?c→ 4!f, q′)}.
(q′, 〈b∗, c∗a, ε, ε〉), the following actions are enabled:
1?a→ 3!h, 1?b→ 3!d, 1?b→ 4!e, 2?c→ 4!f
Note that none of these actions cause a change in the control location q′. Therefore, we
can group these actions according to the second case in the definition of η (where q′ = q)
and compute the reachable global state (q′, 〈b∗, c∗a, (h+ d)∗, (e+ f)∗〉). The rest of the
ADSM reachability graph is constructed similarly as shown in Figure 4.11. 
The following lemma shows that the next-state-relation of the ADSM is finite.
Lemma 4 If S = (Σ, C,Q, q0, δ) and SA = (Q, T, q0, η,Φ) is the abridged model of S,
given (q,v) ∈ Q× T , the set of (q′,v′) ∈ Q× T such that (q,v)→ (q′,v′) ∈ η is finite.
Proof: The proof follows based upon the finiteness of the set of control locations Q,
finiteness of Σ, and the definition of the transition relation η.
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Let R = M∗0a0M
∗
1 · · · an−1M∗n be a simply piecewise expression. We define the
length of R, denoted by |R|, to be equal to the anchor length of R plus the number of the
blocks with Kleen star closure. For example, if R1 = a(b+ c)∗bd(b+ a)∗, then |R| = 5.
Given a DSM , its abridged model is constructed recursively: for each global state
such as (q,v) ∈ Q × T we calculate the set {(q′,v′) | (q,v) → (q′,v′) ∈ η}. Let qi
be a control location in Q and Acti denote the set of self-loop actions on qi in the DSM
description. The following theorem shows that the procedure of constructing theADSM
terminates if for all qi ∈ Q, the communication graph of Acti is acyclic.
Theorem 12 Let DSM = (Σ, C,Q, q0, δ), qi ∈ Q, and Acti = {acti} denote the set of
actions where qi
acti−→ qi ∈ δ. If for all qi ∈ Q, CG(Acti) is acyclic, then the procedure
of constructing the abridged model ADSM = (Q, T, q0, η,Φ) terminates.
Proof: In order to prove that the procedure of constructing ADSM terminates, first, we
show that the set of global states of ADSM with the same control location is finite.
Consider the control location qi ∈ Q and the set of actions Acti = {acti} where
qi
acti−→ qi ∈ δ. Since CG(Acti) is acyclic, there exists at least one node in the graph
that does not have any incoming edge. In other words, there is at least one channel in
CG(Acti) that is being read only and nothing is written on it. Let r denote one of these
channels and lr denote the length of the simply piecewise expression that represents its
initial content. According to the transition relation η, in each iteration of the construction
procedure, lr either decreases or stays the same.
Consider the children of r in the CG(Acti). Let s denote one of these children
and ls denote the length of the simply piecewise expression that represents its content.
Without loss of generality, assume that s has only one immediate predecessor that is
r. In each iteration, ls may decrease, due to the reads from s, may increase due to the
writes resulting from reading from r, or it may stay the same. Therefore, according to
the transition relation η, ls is bounded by its initial value plus the initial value of lr.
We can show by induction that for each channel in CG(Acti) the length of the sim-
ply piecewise expression that represents its content is bounded by the the length of its
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initial content plus the length of the expressions that represent the initial contents of its
ancestors. Thus, due to the finiteness of Σ and the definition of the transition relation η,
the set of the global states of ADSM with the same control location is finite.
Since the set of control locations of DSM comes with a partial-order that is also
respected by the transition relation of ADSM , after finite number of iterations the con-
struction procedure of ADSM terminates.
In the next section, we discuss the relationship between the computations of a DSM
and its abridged model.
4.4.2 Automated Analysis
The main reason for constructing an abridged model of a DSM is to be able to rea-
son about its infinite computations by analyzing the computations of the finite ADSM .
In this section, we only consider piecewise FIFO systems with acyclic communication
graphs; for which the procedure of computing the abridged model terminates (refer to
Theorem 12). A computation path in a DSM is a finite or infinite sequence denoted
ψ = (q0,w0) → (q1,w1) → . . ., where q0 = q0 and for all i, (qi,wi) → (qi+1,wi+1) ∈
∆. All the computation paths in DSM are accepting. Then, L∗(DSM) is a subset of
(Q×Σ∗)∗ and consists of all the finite computations in DSM and Lω(DSM) is a subset
of (Q × Σ∗)ω and consists of all the infinite computations in DSM . The language of a
DSM , denoted by L(DSM), is equal to L∗(DSM) ∪ Lω(DSM).
Similarly, a computation path in an ADSM is a finite or infinite sequence denoted
ξ = (q0,v0) → (q1,v1) → . . ., where q0 = q0 and for all i, (qi,vi) → (qi+1,vi+1) ∈ η.
The L∗(ADSM) is a subset of (Q × T )∗ and consists of all the finite computations in
ADSM and Lω(ADSM) is a subset of (Q× T )ω and consists of all the infinite and fair
computations in ADSM . The language of an ADSM , denoted by L(ADSM), is equal
to L∗(ADSM) ∪ Lω(ADSM).
Definition 15 Let ψ = (q0, w0) → (q1, w1) → (q2, w2) → . . ., be a computation path
in a DSM , and ξ = (q0,v0) → (q1,v1) → (q2,v2) . . ., be a computation path in its
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abridged model ADSM , where q0 = q0. ξ and ψ are two corresponding computations
if ψ|q and ξ|q are stuttering equivalent where ψ|q and ξ|q are projections of ψ and ξ on
their control locations, respectively.
Th following theorem shows the relationship between the computations of a DSM
and its abridged model.
Theorem 13 For every computation in a DSM , there exists a corresponding computa-
tion in its abridged modelADSM , and for every computation in anADSM , there exists
a set of corresponding computations in the concrete model DSM .
As explained, the set of control locations of a DSM and its abridged model is the
same. According to the construction procedure of an ADSM , all the appropriate chan-
nel contents in a DSM are represented by a set of simply piecewise expressions in its
abridged model ADSM . The following lemma shows the relationship between the set
of reachable global states of a DSM and its abridged model.
Lemma 5 For every reachable state in a DSM , (q,w), there exists a reachable state
in its abridged model ADSM , (q,v), where w ∈ v and for every reachable state in an
ADSM , (q,v), there exists a reachable state in the concrete modelDSM , (q,w), where
w ∈ v.
Thus, we can perform reachability analysis on a DSM by an exhaustive search on the
the state space of its abridged model ADSM .
The computations of an ADSM satisfy property P if and only if there is no compu-
tation x of ADSM such that ADSM, x |= ¬P .
We use a standard automata-theoretic technique to decide this problem [104]. This
technique consists of creating an automaton, B¬P , on infinite strings [27], which accepts
only those strings that satisfy the property ¬P . We combine the ADSM with B¬P to
form the product automaton ADSM × B¬P . This is an automaton on infinite strings
whose language is empty if and only if the computations of the ADSM satisfy the prop-
erty P .
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The theory of finite automata on infinite strings was established by Büchi [27], Muller
[91], and Rabin [97]. Given a finite alphabet Σ, Σω denotes the set of ω-words, i.e. each
word α ∈ Σω has length ω. An ω-word over Σ is written in the form of α = α(0)α(1) . . . .
Thus, for an ω-word α, the ‘infinity set’ of α is
Inf(α) , {a ∈ Σ | ∀i, ∃j > i, α(j) = a}.
In other words, Inf(α) is the finite set of letters occurring infinitely often in α.
In the classical formal language theory, an input (a finite word) is accepted by an
automaton if a run exists on the input that terminates in an accepting state. However, this
notion of acceptance can not be used when the input is an ω-word. We can adapt the
usual definitions of deterministic and nondeterministic automata to the case of automata
that accepts ω-words by the introduction of new acceptance conditions.
Definition 16 (ω-automaton) An ω-automaton is a tuple A = (Q,Σ, δ, q0, Acc), where
Q is a finite set of states, Σ is a finite alphabet, δ : Q×Σ→ 2Q is the transition relation,
q0 ∈ Q is the initial state, and Acc is the acceptance component.
A run ofA on an ω-word α(0)α(1) . . . from Σω is a sequence σ = σ(0)σ(1) . . . such
that σ(0) = q0 and (σ(i), α(i), σ(i+ 1)) ∈ δ for i ≥ 0.
The Büchi acceptance condition is defined for nondeterministic ω-automata.
Definition 17 (Büchi Automaton) An ω-automaton B = (Q,Σ, δ, q0, F ) with accep-
tance component F ⊆ Q is called Büchi automaton if it has the following acceptance
condition: a word α ∈ Σω is accepted by B if and only if there exists a run σ of B on α
satisfying the condition:
Inf(σ) ∩ F 6= ∅ ,
i.e. at least one of the states in F has to be visited infinitely often during the run. L(B) =
{α ∈ Σω | B accepts α} is the ω-language recognized by B.
We consider system properties expressed by a restricted class of Büchi automata.
Here, a Büchi automaton for a DSM has a fixed set of possible states, at most one for
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each control location in the DSM . Since the set of computations in an ADSM is a
superset of the set of computations in DSM , we require that the language of each Büchi
property automaton be stuttering-closed.
Lemma 6 If B is a stuttering-closed Büchi property automaton for a DSM , for every
computation in Lω(ADSM) and the language of the property automaton, L(B), there
exists a corresponding computation in Lω(DSM) and L(B) and for every computation
in Lω(DSM) and L(B) there exists a corresponding computation in Lω(ADSM) and
L(B).
4.5 Conclusion
We studied the reachability problem for piecewise FIFO systems. As it was shown in
Chapter 3, this problem is reducible to computing the limit language of a regular lan-
guage of actions. In this chapter, we concentrated on computing the limit language in
piecewise FIFO systems.
We consider single-channel and multi-channel FIFO systems separately. For the
single-channel case, we presented a new automata-theoretic algorithm for calculating
the limit language starting with an arbitrary regular initial content. We showed that the
worst case complexity of our algorithm is exponential in the size of the automaton repre-
senting the initial channel content. A prototype of the algorithm was implemented using
the Automaton package [90].
For multi-channel systems, we presented an automata-theoretic algorithm for com-
puting the limit language subject to the following conditions: (i) the initial language
is piecewise, and (ii) the communication graph of actions is acyclic. For star and tree
topologies we showed that the complexity of our algorithm is exponential in the size of
the automaton representing the initial channel configuration. In the cases of inverted tree
and DAG topologies the complexity of the algorithms remains an open problem.
We note that, in general, limit languages do not represent system computations but
rather the reachable state set. In order to reason about the computations of piecewise
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FIFO systems, we presented a procedure that given a piecewise FIFO systems, it con-
structs an abridged structure, representing an expressive abstraction of the system. We
showed that the construction procedure of the abridged model terminates in piecewise
FIFO systems with acyclic communication graphs. Furthermore, we showed that we can
analyze the infinite computations of the more concrete model by analyzing the computa-
tions of the finite, abridged model.
86
Chapter 5
Reachability in Parameterized Systems
In this chapter, we describe parameterized systems and the reachability problem for them.
We focus on the analysis of safety properties of parameterized systems, where each of
the individual processes may be infinite-state. We present a framework that combines
Abstract Interpretation style reasoning with a backward-reachability algorithm. Our key
contribution is a new abstract domain for parameterized systems of infinite-state pro-
cesses. Our abstract domain combines numeric domains with information about the state
of multiple processes in a parameterized context. It is generic enough to be instantiated
by different well-known numeric abstract domains such as octagons [89] and polyhe-
dra [48].
5.1 Introduction
A parameterized system is a family of systems in which n processes execute the same
program concurrently. The problem of parameterized verification is to prove whether
for all values of n, the system with n processes is correct. Such systems arise naturally
in many important applications ranging from communication protocols such as mutual-
exclusion and leader election, to distributed systems such as web services, to cache co-
herence, resource sharing, transactional memory protocols, and others.
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Parameterized system verification is undecidable in general. Apt and Kozen [7]
showed that verification of parameterized systems of finite-state processes is undecid-
able. This negative result has naturally directed the research in parameterized sys-
tems analysis towards two directions: (i) studying decidability of restricted subclasses
(e.g. [62, 55, 51]), and (ii) developing generally applicable but semi-automated proof
principles that utilize induction and symmetry reduction (e.g. [38, 37, 98, 92]). In all of
the cases above, it is assumed that each process is finite-state.
In this thesis, we focus on the analysis of parameterized systems of infinite-state
processes. This setting is common in practice, for example, even in Lamport’s bakery
protocol [81], each process maintains an integer ticket, and therefore, has an infinite state
space. We are interested in a sound, automated, and terminating procedure for verifying
safety properties of such systems. Since this problem is undecidable, such a procedure
is necessarily incomplete.
Incomplete but terminating algorithms are often used for reasoning about single-
process infinite-state programs. Such algorithms are typically developed in the frame-
work of Abstract Interpretation [46] (AI). In this thesis, we apply such a technique to pa-
rameterized systems of infinite-state processes. We present a framework that combines
AI-style reasoning with a backward-reachability algorithm. Our key contribution is an
abstract domain in which each element (a) represents the lower bound on the number of
processes at a particular control location and (b) employs a numeric abstract domain to
capture arithmetic relations among variables of the processes. Our abstract domain is
sufficiently generic to be instantiated by different well-known numeric abstract domains
such as octagons [89] and polyhedra [48].
We develop an algorithm to over-approximate backward-reachability in a parameter-
ized system using our abstract domain. In its initial form, the algorithm is sound but it is
not guaranteed to terminate. We show that there are two reasons for its divergence: one
comes from the fact that the numeric domain is infinite, and the other is due to the exis-
tence of unbounded numbers of processes in a parameterized system. We show that it is
possible to enforce sound termination of the algorithm by combining numeric widening
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with a new approximation operator developed especially for our purpose. This results in
an algorithm that is incomplete but is sound and terminating. That is, if the algorithm
does not find an error state, then the system is correct. However, if the algorithm finds an
error state, it is uncertain that the error actually is present in the system and is not an error
introduced by the over-approximation. We illustrate an implementation of our algorithm
on a variant of Lamport’s bakery mutual-exclusion protocol (Algorithm 2 in [88]).
The rest of this chapter is organized as follows. Syntax and semantics of parameter-
ized systems are defined in Section 5.2. The abstract domain for parameterized systems
is introduced in Section 5.3, and is followed by the backward-reachability algorithm in
Section 5.4. We discuss techniques to ensure termination of our algorithm and illustrate
our algorithm on Lamport’s bakery protocol in Section 5.5. We give an overview of
related work in Section 5.6, and conclude with a summary of our contributions in this
chapter in Section 5.7.
5.2 Parameterized Systems
We describe the system model used in the rest of this chapter.
Syntax A parameterized system P is a triple (Q, V, T ), where Q is a finite set of control
locations, V is a finite set of variables, and T is a finite set of guarded commands (or
rules). Each τ ∈ T is of the form
τ : q
g→ q′ , (guarded command)
where q, q′ ∈ Q, and g is a guard. We allow for three types of guards: local, universal
global, and existential global that are defined below.
We write V ′ for the set {x′ | x ∈ V }, and self.V and other.V for the set {self.x |
x ∈ V } and {other.x | x ∈ V }, respectively. A local guard is an expression on
self.(V ∪V ′) constraining current and next local states of a single process. The universal
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and existential global guards can be written as
∀other 6= self, (other.pc = qo) ∧ θ and ∃other 6= self, (other.pc = qo) ∧ θ ,
respectively, where qo is a control location in Q, other.pc is a special variable, and θ is
an expression over self.(V ∪V ′)∪other.V variables. Intuitively, commands with local
guards express how one process behaves independently of other processes in the system,
commands with global guards allow a process to reference variables and control locations
of the other processes in either universal or existential form. These three types of guarded
commands are sufficient to express a wide variety of parameterized systems [3].
An example of a parameterized system where each process manipulates integer vari-
ables is shown in Figure 5.1. It consists of three commands: τ1 with a local guard g1,
τ2 with a universal guard g2, and τ3 with an existential guard g3. Informally, a process
executing τ1 changes its control location from q1 to q2, increments local variable x, and
does not change local variable y. Similarly, a process executing τ2 goes from q1 to q3
but only if all other currently executing processes are in q3 and the value of their copies
of the variable x are positive. Furthermore, execution of τ2 decrements the y variable
of the current process by 2. Finally, a process executing τ3 changes its control location
from q3 to q1 but only if there exists another process that is at q3 and whose variable x is
greater than 1 and the difference between its y and x variables is greater than 2. During
this transition, the value of the variables x and y of the executing process do not change.
We formalize the semantics of parameterized systems using transition systems.
Semantics A process state is a pair (q, v), where q ∈ Q and v is a valuation assigning
values to variables in V . We often treat a process state u = (q, v) as a valuation of
variables V ∪ {pc} such that u(pc) = q, and u(y) = v(y) for all y ∈ V . An n-process
configuration is a tuple 〈u1, . . . , un〉, where each ui is a process state. We refer to the
first (left-most) process in a configuration as P1, to the second as P2, etc, and refer to the
number of the process as a process id (PID). So PID of P1 is 1, PID of P2 is 2, etc. For
two configurations c1 = 〈u1, . . . , un〉 and c2 = 〈w1, . . . , wm〉, we use c1 · c2 to denote
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τ1 : q1
g1→ q2, g1 : (self.x′ = self.x+ 1) ∧ (self.y′ = self.y)
τ2 : q1
g2→ q3, g2 : ∀other 6= self : (other.pc = q3) ∧ (self.x′ = self.x) ∧
(self.y′ = self.y − 2) ∧ (other.x > 0)
τ3 : q3
g3→ q1, g3 : ∃other 6= self : (other.pc = q3) ∧ (self.x′ = self.x) ∧
(self.y′ = self.y) ∧ (other.y − other.x > 2) ∧
(other.x > 1)
Figure 5.1: An example of a parameterized system, P1, with three control locations
{q1, q2, q3}, two integer variables {x, y}, and three guarded commands {τ1, τ2, τ3}.
their concatenation 〈u1, . . . , un, w1, . . . , wm〉.
For an expression θ, we write θ[x ← y] for the result of substituting y for x in θ.
A valuation σ is a model of an expression θ over V , written σ |= θ, if θ is satisfied by
σ, i.e., θ[x ← σ(x) | x ∈ X] is valid. For example, let σ = {x 7→ 5, y 7→ 10}, then
σ |= (x < y) since 5 < 10 is valid, and σ 6|= (x+ y = 10) since 5+10 = 10 is not valid.
For a triple of valuations σc, σn, and σo over V , we write (σc, σn, σo) for a valuation σ
over self.V ∪ self.V ′ ∪ other.V defined as σ(self.y) , σc(y), σ(self.y′) , σn(y),
and σ(other.y) , σo(y). We write (σc, σn) for short when σo is irrelevant.
Let n be a natural number and P = (Q, V, T ) a parameterized system. An n-process
instance of P is a transition system Tn(P) = (Cn,∆n), where Cn is the set of all n-
process configurations, and ∆n ⊆ Cn × Cn is a transition relation. Intuitively, a pair of
configurations c and c′ are in ∆n if c′ is reachable from c via an execution of a guarded
command by a single process. For each τ ∈ T of the form q g→ q′, let ∆τn be defined such
that (c, c′) ∈ ∆τn if and only if c = c1 · 〈u〉 · c2, c′ = c1 · 〈u′〉 · c2, and the following holds:
• g is a local guard and (u, u′) |= g, or
• g is a universal global guard and ∀uo ∈ (c1 · c2), (u, u′, uo) |= g, or







For example, consider the parameterized system P1 given in Figure 5.1. Let c1 =
〈(q1, (x 7→ 4, y 7→ 6))〉 and c2 = 〈(q2, (x 7→ 5, y 7→ 6))〉 be two 1-process configura-
tions. Then, (c1, c2) ∈ ∆τ11 – the control location has changed from q1 to q2, the value
of local variable x has incremented and the value of local variable y has not changed.
Let c3 = 〈(q3, (x 7→ 4, y 7→ 5)), (q3, (x 7→ 2, y 7→ 7))〉 and c4 = 〈(q1, (x 7→ 4, y 7→
5)), (q3, (x 7→ 2, y 7→ 7))〉 be two 2-process configurations. Then, (c3, c4) ∈ ∆τ32 where
P1 is the self process and P2 is the other, process P2 is in control location q3 in con-
figuration c3 and the value of its variable x is greater than 1 and the difference between
its y and x variables is greater than 2; on execution of τ3, the control location of P1 has
changed from q3 to q1 and the value of its x and y variables have not changed during the
transition.
In this thesis, we work with a single transition system instead of many instances. We
use T (P) , (C,∆), whereC ,
⋃
n∈NCn, and ∆ ,
⋃
n∈N∆n. Note that T (P) contains
all n-instantiations of P as sub-systems.
5.2.1 Reachability Problem
The reachability problem of parameterized systems is: given a set of initial configura-
tions I ⊆ C, and a set of error configurations E ⊆ C, decide whether there exists two
configurations ci ∈ I and ce ∈ E such that there is a path from ci to ce in T . This formu-
lation is equivalent to a more common one of deciding whether there exists an n ∈ N,
such that an error configuration is reachable from an initial configuration in Tn(P). It is
well-known that the verification of any safety property can be reduced to a reachability
problem.
A backward-reachability-based algorithm is: given a set of error configurations E,
compute an over-approximation of the set of all configurations that can reach E, denoted
by R. Then, decide whether the intersection of I and R is empty. In the rest of this
chapter, we only focus on computing R. All of the computation of our algorithm is done
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using a specialized abstract domain that we describe in the next section.
5.3 Abstract Domains for Parameterized Systems
We give a brief overview of numeric abstract domains and introduce our new domains
for representing configurations of parameterized systems.
5.3.1 Numeric Abstract Domains
A well-known class of numerical abstract domains captures arithmetic (typically linear)
relations between variables in a concrete domain. There exists many numerical abstract
domains. The most used are the domain of intervals [44] (an example was given in
Section 2.3), octagons [89], and polyhedra [48]. For a set of variables V , elements of the
intervals abstract domain INT(V ) have the form of [c1; c2], where c1 and c2 are constants;
elements of the octagons abstract domain OCT(V ) are conjunctions of constraints of the
form (±x±y ≤ c), where x, y ∈ V and c is a constant; and the elements of the polyhedra
abstract domain POLY(V ) are conjunctions of constraints of the form (α1x + α2y ≤ c),
where x, y ∈ V and α1, α2, and c are constants. Whereas the analysis using intervals
abstract domain is very efficient—linear memory and time cost—but not precise, the
analysis using polyhedra domain is much more precise but has a huge memory cost—
in practice it is exponential in the number of variables. The octagons abstract domain
is between the intervals and polyhedra abstract domains in terms of expressiveness and
cost (see Figure 5.2).
We use the octagons abstract domain as an example of a numeric domain. The con-
cretization γOCT maps a conjunction of constraints to a set of valuations, e.g., γOCT(x ≤
3) = {σ ∈ V → N | σ(x) ≤ 3}. Abstract ordering is implemented with the implication,
e.g., (x ≤ 3) vOCT (x ≤ 4) since x ≤ 3 ⇒ x ≤ 4. Join of two octagons is the small-
est octagon containing their union. For example, (x = 3) tOCT (x = 5) is an octagon














Figure 5.2: A set of points (a), and its best approximation in the intervals (b), polyhedra
(c), and octagons (d) abstract domains.
all of the examples in this chapter. However, our results extend to other domains as well,
such as polyhedra [48] and sets of octagons or polyhedra.
5.3.2 Abstract Domain PD
In this section, we define an abstract domain PD, called the parametric domain, that
captures information about the control locations of configurations of a parameterized
system. In the rest of this section, we fix a parameterized system P , and use Q to denote
its control locations. Elements of PD are called abstract locations. Each element s ∈ PD
is a map Q → 2N such that s[q] is finite for all q ∈ Q and for q, q′ ∈ Q, if q 6= q′ then
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s[q] ∩ s[q′] = ∅. Intuitively, s[q] represents some of the processes that are currently at
control location q. For example, let
s1 = (q1 7→ {1}, q2 7→ {2, 3}) . (?)
Intuitively, s1 represents all concrete configurations in which there are at least three
processes: one at q1, and two at q2. Note that the actual numeric PIDs are irrelevant and
are only used for reference as we show below.
Let s be in PD. We write PROC(s) for the set of all PIDs appearing in s. Formally,
PROC(s) ,
⋃
q∈Q s[q]. We write |s| for |PROC(s)|, and PC(i, s) for the control location
of process i, i.e., PC(i, s) = q if and only if i ∈ s[q]. For example, for s1 above,
PROC(s1) = {1, 2, 3}, |s1| = 3, and PC(1, s1) = q1 and PC(2, s1) = q2 . Without loss of
generality, we assume whenever |s| = m, then PROC(s) = {1, ..,m}.
In the rest of this section, we formalize the definitions of concretization γ, abstract
ordering v, and join t for the parametric domain. Intuitively, γPD(s) is the set of
all configurations that have at least |s[q]| processes at q, for all q ∈ Q. Let c =
〈(q1, v1), . . . , (qn, vn)〉 be a configuration, s ∈ PD such that |s| = m ≤ n, and h :
{1, ..,m} → {1, .., n} be an injection. We say that c satisfies s under h, written c |=h s
if and only if
∀i ∈ PROC(s), PC(i, s) = qh(i)
We define γPD(s) , {c | ∃h, c |=h s}. It is easy to see that this definition captures
our intuition. For example, let c1 = 〈(q1, v1), (q2, v2), (q1, v3), (q2, v4)〉, where {vi} are
arbitrary valuations, and h = {1 7→ 1, 2 7→ 2, 3 7→ 4}. Recall that, (q1, v1) is the
process state of P1, (q2, v2) is the process state of P2, and so on. Then, c1 |=h s1; thus
c1 ∈ γPD(s1).
For two abstract locations s and t, if for all q ∈ Q, |t[q]| ≤ |s[q]|, then t approximates
more concrete configurations. We define the ordering vPD as
s vPD t⇔ (∀q ∈ Q, |t[q]| ≤ |s[q]|) .
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For example, let s2 = (q1 7→ {2}, q2 7→ {1}) and s3 = (q1 7→ {1, 2}, q2 7→ {3}).
The abstract location s2 represents all concrete configurations in which there are at least
two processes: one at q1, and one at q2. The abstract location s3 represents all concrete
configurations in which there are at least three processes: two at q1, and one at q2. Thus,
s2 approximates more concrete configurations compared to s3. Thus, s3 vPD s2, but
s3 6vPD s1 and s1 6vPD s3.
Note that the abstract domain PD is not a lattice. Thus, the Galois connection frame-
work of AI (Example 4.6 in [46]) is not applicable. Therefore, we follow a more general
framework of Abstract Interpretation [46] (as explained in Section 2.3) that allows for an
abstract domain to be a pre-order.
Let >PD be defined as an element s such that for all q ∈ Q, s[q] = ∅. Then, >PD
is the vPD-largest element of PD. For s, t ∈ PD, we define the join as s tPD t = t
if s vPD t and >PD otherwise. At a first glance, our definition of join may look too
imprecise. However, our analysis algorithm (see BACKREACH in Section 5.4) applies
the join s tPD t only under the assumption that s vPD t.
Theorem 14 The abstract ordering vPD and the join tPD are sound.
Proof: Let s1 and s2 be two elements of PD such that s1 vPD s2, and c be a concrete
element in γPD(s1). We show that c ∈ γPD(s2). Let |c| = n, |s1| = m, and |s2| = l.
By the definition of vPD, l ≤ m, thus l ≤ m ≤ n. By the definition of γPD, there
exists an injection h1 : {1, ..,m} → {1, .., n} such that c |=h1 s1. We can also deduce
from the definition of vPD that there exists an injection h : {1, .., l} → {1, ..,m} such
that, for every control location q, and all i ∈ PROC(s2), i ∈ s2[q] ⇒ h(i) ∈ s1[q]. Let
h2 : {1, .., l} → {1, .., n} be defined such that h2(x) = h1(h(x)). Then, c |=h2 s2.
Hence, c ∈ γPD(s2).
The soundness of the join operator follows from the definition.
In the next section, we will show how to extend the domain PD with a numeric (or
even an arbitrary) abstract domain.
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5.3.3 Abstract Domain PD(A)
We combine the parametric domain PD with an abstract domain A. The new domain
is called PD(A). For clarity of presentation, we assume that A is a numerical abstract
domain. We call elements of PD(A) abstract global states (AGS). An AGS is of the form
(s, ψ), where s ∈ PD and ψ ∈ A. Intuitively, s captures the control location information
and ψ captures numerical constraints on process variables. For an AGS r = (s, ψ), we
write loc(r) for the abstract location s.
In the rest of the section, we fix a parameterized system P = (Q, V, T ). For x ∈ V ,
we write Pi.x to refer to the variable x of process i. We require that for every ele-
ment (s, ψ) ∈ PD(A), ψ is an expression over variables in the set {Pi.x | x ∈ V, i ∈
PROC(s)}. For example, an AGS (s1, P1.x < P2.y), where s1 is as defined in (?), repre-
sents all concrete configurations that satisfy s1 and, additionally, have a process i in state
q1 and a process j in state q2 such that the value of variable x of process i is less than the
value of the variable y of process j, i.e. Pi.x < Pj.y. Note that i and j are not necessarily
1 and 2, since the PIDs in the abstract global states are only used for reference and do
not directly correspond to PIDs in concrete configurations.
We now proceed to define γPD(A) formally. For a function h : N→ N and an expres-
sion ψ, we write h(ψ) for the result of permuting all process references in ψ according
to h, i.e., h(ψ) , ψ[Pi ← Ph(i) | i ∈ N]. Let c = 〈u1, . . . , un〉 be a concrete con-
figuration. We write σc for a valuation corresponding to the configuration c, defined as
follows: σc(Pj.x) , uj(x). Let (s, ψ) be an AGS, such that |s| = m and m ≤ n,
and h : {1, ..,m} → {1, .., n} be an injection. We say that c satisfies (s, ψ) un-
der h, written, c |=h (s, ψ) if and only if c |=h s ∧ σc |= h(ψ). For example, let
c1 = 〈(q1, v1), (q2, v2), (q1, v3), (q2, v4)〉, where
v1 = (x 7→ 4, y 7→ 2)
v2 = (x 7→ 5, y 7→ 5)
v3 = (x 7→ 1, y 7→ 9)
v4 = (x 7→ 3, y 7→ 6) .
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Let h = {1 7→ 1, 2 7→ 2, 3 7→ 4}. We have c1 |=h s1 and σc1 |= (P1.x < P2.y); thus,
c1 |=h (s1, (P1.x < P2.y)). Finally, we define γPD(A)((s, ψ)) , {c | ∃h, c |=h (s, ψ)}.
We now describe the orderingvPD(A). Let s, t be in PD, such that s vPD t. We write,
U(s, t) for the set of all functions h such that (a) h is an injection from {1, .., |t|} to
{1, .., |s|}, and (b) for all i ∈ PROC(t), i ∈ t[q] ⇒ h(i) ∈ s[q]. That is, h maps each
process of t to an equivalent process of s. For example, let s4 = (q1 7→ {1, 2}), and
s5 = (q1 7→ {1}), then U(s4, s5) = {h1, h2}, where h1 = {1 7→ 1} and h2 = {1 7→ 2}.
Note that if s vPD t, then U(s, t) is not empty. The ordering vPD(A) is defined as
(s, ψ) vPD(A) (t, ϕ)⇔ s vPD t ∧ ∃h ∈ U(s, t), ψ vA h(ϕ) .
For example, let ψ1 = ((P1.x > 0) ∧ (P2.x > 4)), and ψ2 = (P1.x > 1), then
(s4, ψ1) vPD(A) (s5, ψ2), since s4 vPD s5 and ψ1 implies h2(ψ2) = (P2.x > 1).
The vPD(A)-largest element is (>PD,>A), where >A is the vA-largest element of A.
The join tPD(A) is defined as
(s, ψ) tPD(A) (t, ϕ) ,
(s, ψ tA h(ϕ)) if s vPD t ∧ t vPD s>PD(A) otherwise,
where h is any injection in U(s, t). Intuitively, we use the join tA of A to join the
constraints of the variables, while aligning PIDs between s and t. Note that a different
choice for h affects precision but it does not affect the soundness of the join. In practice,
it is best to pick an h that leads to the vPD(A)-least result. As with abstract domain PD,
it is possible to define join more precisely, but it was not needed for our algorithm.
Theorem 15 The abstract ordering vPD(A) and the join tPD(A) are sound.
Proof: Let (s1, ψ1) and (s2, ψ2) be two elements of PD(A) such that (s1, ψ1) vPD(A)
(s2, ψ2), and c a concrete element in γPD(A)((s1, ψ1)). We show that c ∈ γPD(A)((s2, ψ2)).
Let |c| = n, |s1| = m, and |s2| = l. Note that l ≤ m ≤ n. By the definition of γPD(A),
there exists an injection h1 : {1, ..,m} → {1, .., n} such that c |=h1 s1 and σc |= h1(ψ1).
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By the definition of vPD(A), there exists an injection h : {1, .., l} → {1, ..,m} such that
h ∈ U(s1, s2) and ψ1 vA h(ψ2). Note that vA is preserved under renaming of variables,
i.e. if ψ1 vA h(ψ2), then h1(ψ1) vA h1(h(ψ2)). Let h2 : {1, .., l} → {1, .., n} be
defined such that h2(x) = h1(h(x)). Thus, c |=h2 s2 due to the soundness of vPD and
σc |= h2(ψ2). Hence, c ∈ γPD(A)((s2, ψ2)).
Recall that tPD(A) is defined as
(s1, ψ1) tPD(A) (s2, ψ2) ,
(s1, ψ1 tA h(ψ2)) if s1 vPD s2 ∧ s2 vPD s1>PD(A) otherwise,
where h is an injection in U(s1, s2). The soundness follows from the fact that ψ1 vA
(ψ1 tA h(ψ2)), and h(ψ2) vA (ψ1 tA h(ψ2)).
Elements of PD(A) concisely represent (possibly infinite) sets of configurations of
a concrete parameterized system. This domain is the basis of our backward-reachability
algorithm that we present in the next section.
5.4 Backward Reachability Algorithm
We present our algorithm BACKREACH for over-approximating the backward-reachability
in parameterized systems. We begin with an overview of the algorithm, then discuss its
main operation, i.e. computation of the pre-image, and conclude with an example.
5.4.1 Overview
The algorithm BACKREACH is shown in Figure 5.3. As inputs, it takes a set Trans of
guarded commands and an AGS e. The output is a set of AGSs that over-approximates
all concrete configurations from which e is reachable.
The algorithm uses the list RL to keep track of all AGSs seen so far, and a work list WL
to keep track of all AGSs to be explored. When WL becomes empty, the algorithm ter-
minates. In each iteration, an AGS (s, ψ) is chosen from WL (lines 3–4), its predecessors
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are computed (lines 6–7), and are added to RL and WL lists if needed (lines 8–19). The
algorithm adds a computed AGS (t, ϕ) to the RL and WL lists if it is not subsumed by
any another AGS in RL. The algorithm ensures that RL contains only one AGS for each
abstract location by joining the AGSs with the same abstract locations (line 17). The
computation of the predecessors is done using the function ‘Pre’, which is described in
detail below.
5.4.2 Computing the Pre-Image
In the rest of this section, we describe the implementation of the pre-image computation
(line 7 of BACKREACH algorithm). First, we describe the operation for the domain PD,
and then extend it to PD(A).
Pre-Image for PD
Let s be an element of PD, τ : q
g→ q′ a guarded command, and i a PID in PROC(s).
The result of pre-image operation PrePD(s, τ, i) is a set B of elements of PD that over-
approximates all states from which a state in γ(s) is reachable by process i executing τ .
There are three cases, based on the type of guard, g.
Case 1 g is a local guard. If s is an abstract location obtained by process Pi executing
τ , then, Pi is in state q′ in s. Furthermore, Pi must have been in state q before
executing τ . To formalize this, we define a helper function MOVEPROC(s, i, q1, q2)
that moves process i in s from location q1 to location q2: MOVEPROC(s, i, q1, q2) ,
t, where t[q1] = s[q1] \ {i}, t[q2] = s[q2] ∪ {i}, and t[q] = s[q] otherwise. Then,
PrePD(s, τ, i) ,
{MOVEPROC(s, i, q
′, q)} if i ∈ s[q′]
∅ otherwise.
For example, let s1 = (q1 7→ {1}, q2 7→ {2, 3}), and τ = q1
true→ q2. Then,
PrePD(s1, τ, 1) = ∅, since P1 is not in q2, and PrePD(s1, τ, 2) = (q1 7→ {1, 2}, q2 7→
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1: Set of AGS BACKREACH (Set Trans, AGS e)
2: WL← {e}, RL← {e}
3: forall (s, ψ) ∈ WL do
4: WL← WL \ {(s, ψ)}
5: P ← ∅
6: forall {τ ∈ Trans, i ∈ PROC(s) | τ = (q g→ q′) and i ∈ s[q′]} do
7: P ← P ∪ Pre((s, ψ), τ, i)
8: forall r ∈ P do
9: skip← false, saved← null
10: forall u ∈ RL do
11: if r vPD(A) u then
12: skip← true, break
13: if loc(r) = loc(u) then
14: saved← u
15: if skip = false then
16: if saved 6= null then
17: RL← (RL \ {saved}) ∪ {saved tPD(A) r}, WL← WL ∪ {saved tPD(A) r}
18: else
19: RL← RL ∪ {r}, WL← WL ∪ {r}
20: return RL
Figure 5.3: The BACKREACH algorithm.
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{3}).
Case 2 g is a universal global guard: ∀other 6= self, (other.pc = qo) ∧ θ. Then, the
pre-image computation is similar to Case 1 except that all processes other than i
must be in control location qo in s. Thus, PrePD(s, τ, i) , {MOVEPROC(s, i, q′, q)},
if i ∈ s[q′] and ∀j ∈ PROC(s) \ {i}, PC(s, j) = qo, and ∅ otherwise.
Case 3 g is an existential global guard: ∃other 6= self, (other.pc = qo) ∧ θ. Then, τ
can only be executed from an abstract location that has a process different from i
at location qo. The computation of PrePD is partitioned based on the choice of that
other process. The other process can be either a process in PROC(s), or a new
process with PID = (|s|+ 1). Let
PrePD(s, τ, i) ,
⋃
j∈s[qo]\{i}
OPrePD(s, τ, i, j) ∪ OPrePD(s, τ, i, |s|+ 1) ,
where OPrePD(s, τ, i, j) is the pre-image under the assumption that Pj is the other
process. We define another helper function called MOVEADDPROC(s, i, q1, q2, j, q3)
that in addition to moving process i from q1 to q2 adds a new process j to q3:
MOVEADDPROC (s, i, q1, q2, j, q3) , t, where t[q1] = s[q1] \ {i}, t[q2] = s[q2] ∪
{i}, t[q3] = s[q3] ∪ {j}, and t[q] = s[q] otherwise. Then,
OPrePD(s, τ, i, j) ,

{MOVEPROC(s, i, q′, q)} if j ∈ s[qo] \ {i}
{MOVEADDPROC(s, i, q′, q, j, qo)} if j = |s|+ 1
∅ otherwise.
For example, let s1 = (q1 7→ {1}, q2 7→ {2, 3}) and τ1 = q1
g1→ q2 and g1 :
∃other 6= self, (other.pc = q2) ∧ θ. Then, PrePD(s1, τ1, 2) is the union of
OPrePD(s, τ, 2, 3) and OPrePD(s, τ, 2, 4). In the former, P3 is considered as the
other process, and in the latter, a newly added process P4 is the other process.
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Then, OPrePD(s, τ, 2, 3) = (q1 7→ {1, 2}, q2 7→ {3}) and OPrePD(s, τ, 2, 4) =
(q1 7→ {1, 2}, q2 7→ {3, 4}).
Theorem 16 The pre-image operation of PD is sound.
Proof: Let s be an element of PD, c ∈ γPD(s), τ : q′
g→ q a guarded command, and
i a PID. Let |c| = n and |s| = m. By the definition of γPD, there exists an injection
h : {1, ..,m} → {1, .., n} such that c |=h s. Let s′ = PrePD(s, τ, i) and k = h(i). We
show that any c′ that can reach c by process k executing τ , i.e. c′ τk→ c, is in γPD(s′).
Case 1 g is a local guard. If i /∈ s[q], then the set of predecessors is empty and thus the
pre-image operation is sound. If i ∈ s[q], then process k is in state q in c. Thus,
c′ is derived from c by moving process k from state q to q′. Hence, c′ |=h s′ and
c′ ∈ γPD(s′).
Case 2 If g is a universal global guard, then the soundness of the pre-image operation is
established similar to Case 1.
Case 3 g is an existential global guard. The soundness of the pre-image operation fol-
lows from the soundness of OPrePD(s, τ, i, j) and OPrePD(s, τ, i, |s| + 1). Let
c ∈ γPD(s). Thus, there exists an injection h such that c |=h s. Let h(i) = k
and h(j) = l. Similar to Case 1, we can show that any c′ that can reach c by
process k executing τ while l is the other process, i.e. c′
τk,l→ c, is in γPD(s′).
Pre-Image for PD(A)
We assume that the numeric abstract domainA has a pre-image operation PreA(ψ,R) that
takes an element of the domain ψ ∈ A, and a relation R described by an expression over
primed and unprimed variables. It returns an abstract element that over-approximates the
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pre-image of γA(ψ) overR. Many numeric abstract domains satisfy this assumption. For
example, in OCT, PreOCT(x ≥ 1, x′ = x+ 1) is x ≥ 0.
Let (s, ψ) be an element of PD(A), τ : q
g→ q′ a guarded command, and i a PID in
PROC(s). The pre-image operation in PD(A) is defined using the following templates.
If g is either a local or a universal global guard, then
PrePD(A)((s, ψ), τ, i) , PrePD(s, τ, i)× PreA(ψ,Ri)
and if g is an existential global guard, then PrePD(A)((s, ψ), τ, i) is defined similar to
PrePD where
OPrePD(A)((s, ψ), τ, i, j) , OPrePD(s, τ, i, j)× PreA(ψ,Ri,j) .
Here, j is a PID in PROC(s), and Ri, Ri,j are relations defined based on g as described
below.
Case 1 g is a local guard. Assume g = θ, where θ is an expression over self.(V ∪ V ′).
Let Θi and Γi be defined as







Then, Ri , Θi ∧ Γi. Intuitively, Θi instantiates the guard to process i, and Γi
ensures that the variables of processes other than i are not affected. For example,
let (s1, ψ1) be an AGS where s1 is as defined in (?) and ψ1 = ((P1.x > 0) ∧
(P2.x > 1) ∧ (P3.x > 2)). Let τ1 = q1
g1→ q2 and g1 : self.x′ = self.x +
1. Then, PrePD(A)((s1, ψ1), τ, 2) = PrePD(s1, τ, 2) × PreOCT(ψ1, R2). We have
PrePD(s1, τ, 2) = (q1 7→ {1, 2}, q2 7→ {3}), and R2 = ((P2.x′ = P2.x + 1) ∧
(P1.x
′ = P1.x)∧ (P3.x′ = P3.x)). Thus, PreOCT(ψ1, R2) = ((P1.x > 0)∧ (P2.x >
0) ∧ (P3.x > 2)). Therefore, PrePD(A)((s1, ψ1), τ, 2) = ((q1 7→ {1, 2}, q2 7→
{3}), ((P1.x > 0) ∧ (P2.x > 0) ∧ (P3.x > 2))).
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Case 2 g is a universal global guard: ∀other 6= self, (other.pc = qo) ∧ θ, where θ is
an expression over self.(V ∪ V ′) ∪ other.V variables. We need to instantiate θ
with two PIDs: one for self, and one for other. Let Θi,j be defined as
Θi,j , θ[self← Pi, other← Pj] .
Then,Ri ,
∧
j∈(PROC(s)\{i}) Θi,j∧Γi. Intuitively,Ri ensures that all processes other
than i satisfy the universal global guard but only values of process i are affected
during the transition.
Case 3 g is an existential global guard: ∃other 6= self, (other.pc = qo) ∧ θ, where
θ is again an expression over self.(V ∪ V ′) ∪ other.V variables. However, in
this case, the pre-image operator provides a PID j to instantiate the other process.
Thus, Ri,j is defined as Ri,j , Θi,j ∧ Γi.
Theorem 17 The pre-image operation of PD(A) is sound.
Proof: Let (s, ψ) be an element of PD(A), τ : q
g→ q′ a guarded command, and i a PID
in PROC(s). In order to prove the soundness of PrePD(A)((s, ψ), τ, i), we decompose the
guarded commands as follows:
Case 1 g is a local guard. Let τi : q
g[i]→ q′ be an instantiation of the guarded command to
process i (for self). Then, q
g[i]→ q′ is equivalent to the atomic execution of q → q′
followed by q′ Ri→ q′ where Ri is defined in Case 1 of definition PrePD(A).
Case 2 g is a universal global guard. Let τi : q
g[i]→ q′ be an instantiation of the guarded
command to process i (for self). Let gc denote (∀j 6= i, other.pc = qo). Then,
q
g[i]→ q′ is equivalent to the atomic execution of q gc→ q′ followed by q′ Ri→ q′ where
Ri is defined in Case 2 of definition PrePD(A).
Case 3 g is an existential global guard. Let τi,j : q
g[i,j]→ q′ be an instantiation of the
guarded command to process i and j (for self and other). Then, q
g[i,j]→ q′ is
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Name Abstract Location Constraints
1 (q2 7→ {1}) (P1.x > 1) ∧ (P1.y > 3)
2 (q1 7→ {1}) (P1.x > 0) ∧ (P1.y > 3)
3 (q3 7→ {1, 2}) (P1.x > 0) ∧ (P1.y > 3) ∧ (P2.y − P2.x > 2) ∧ (P2.x > 1)
4 (q1 7→ {1}, q3 7→ {2}) (P1.x > 0) ∧ (P1.y > 5) ∧ (P2.y − P2.x > 2) ∧ (P2.x > 1)
5 (q1 7→ {2}, q3 7→ {1}) (P1.x > 0) ∧ (P1.y > 3) ∧ (P2.y − P2.x > 4) ∧ (P2.x > 1)
Table 5.1: An example of a computation of BACKREACH.
equivalent to the atomic execution of q
j.pc=qo−→ q′ followed by q′ Ri,j→ q′ where Ri,j
is defined in Case 3 of definition PrePD(A).
The soundness follows based upon the soundness of PrePD and PreA and distributivity of
pre-image operation over sequential composition.
5.4.3 Example
In this section, we illustrate a run of our BACKREACH algorithm on an example using
abstract domain PD(OCT). We use the parameterized system shown in Figure 5.1, and
let e be ((q2 7→ {1}), ((P1.x > 1) ∧ (P1.y > 3))).
We present the AGSs computed by the algorithm in Table 5.1. Each row in the table
represents a single AGS (s, ψ) where the first column is a numeric reference, the second
is the abstract location l, and the third is the octagon constraint ψ. Row 1 of the table
corresponds to e defined above. We refer to the rows of Table 5.1 by numeric references.
In the first iteration, the algorithm computes Pre(e, τ1, 1) that results in the AGS
(s2, ψ2) shown in row 2. In the second iteration, the algorithm computes (s3, ψ3) =
Pre((s2, ψ2), τ3, 1) shown in row 3. In this iteration, a new process P2 is added at control
location q3 to serve as the other process due to the existential global guard on τ3. In
the third iteration, τ2 is enabled twice: once for process P1, and once for process P2.
Row 4 shows (s4, ψ4), the result of pre-image of τ2 with respect to process P1, i.e.,
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Pre((s3, ψ3), τ2, 1). This state is subsumed by (s2, ψ2) since s4 vPD s2 and ψ4 ⇒ ψ2.
Thus, it is not added to the list RL. Row 5 shows (s5, ψ5), the result of pre-image of τ2
with respect to process P2, i.e., Pre((s3, ψ3), τ2, 2). This state is subsumed by (s2, ψ2) as
well. The reason is slightly more complicated. First, s5 vPD s2. Second, the process P2
of s5 corresponds to the process P1 of s2. Then, ψ2[P1 ← P2] = ((P2.x > 1) ∧ (P2.y >
3)) and ψ5 ⇒ ((P2.x > 1) ∧ (P2.y > 3)). Thus, this AGS is not added to the list RL.
At this point, the work list WL becomes empty and the algorithm terminates. Thus,
the RL contains only the AGSs shown in the first three rows of Table 5.1.
BACKREACH is sound: if it terminates, it always computes the correct result.
Theorem 18 Let P = (Q, V, T ) be a parameterized system and e an abstract global
state. If BACKREACH(T, e) terminates, it returns an over-approximation of the set of
backward-reachable states from γPD(A)(e).
BACKREACH is incomplete and may run forever. In the next section, we show how
sound termination can be enforced.
5.5 Enforcing Convergence
The BACKREACH algorithm is not guaranteed to terminate. There are two reasons for a
possible divergence of BACKREACH. First, the numeric abstract domain A may be infi-
nite (like octagons or polyhedra), thus BACKREACH may get stuck in an infinite numeric
computation. Second, successive applications of pre-image to a transition with an exis-
tential global guard may introduce unbounded numbers of processes. Here, we illustrate
divergence of the BACKREACH algorithm through a set of examples and show how we
can enforce termination.
5.5.1 Numeric Divergence
We begin with an example that illustrates numeric divergence in the abstract domain
PD(OCT). Let P = (Q, V, T ), where Q = {q}, V = {x}, and T = {τ}, where τ is
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q
g→ q, g : (self.x ≥ 0) ⇒ (self.x′ = self.x − 1). Let e be ((q 7→ {1}), (P1.x =
5)). Consider the execution of BACKREACH(T, e). In the first iteration, the algorithm
computes the state ((q 7→ {1}), (P1.x = 6)). It is joined to e at line 17 of the algorithm
in Figure 5.3, resulting in
((q 7→ {1}), ((P1.x = 5) tOCT (P1.x = 6))) = ((q 7→ {1}), (5 ≤ P1.x ≤ 6)) .
Similarly, the result of the second iteration is ((q 7→ {1}), (5 ≤ P1.x ≤ 7)), etc. Thus,
the BACKREACH(T, e) diverges.
In AI, a common approach to force sound convergence is to use widening (refer to
Definition 7) instead of join to combine the reachable states. Recall, a widening operator
for abstract domain A, denoted by 5A, is an operator that over-approximates join, and
for any increasing chain x0 vA x1 vA . . . vA xn . . . in A, the increasing chain y0 =
x0, . . . , yn+1 = yn5A xn+1, . . . stabilizes after a finite number of terms. Thus, replacing
join with widening forces convergence of any least-fixpoint computation.
We extend the widening operator of A to PD(A) in the following way. Given two
abstract global states (s, ψ) and (t, ϕ), then
(s, ψ)5PD(A) (t, ϕ) ,
(s, ψ5A h(ϕ)) if s vPD t ∧ t vPD s>PD(A) otherwise.
Theorem 19 The operator5PD(A) is a widening on PD(A).
Proof: Let (s0, ψ0) vPD(A) (s1, ψ1) vPD(A) . . . vPD(A) (sn, ψn) vPD(A) . . . be an
increasing chain in PD(A). Consider the chain y0 = (s0, ψ0), . . . , yn+1 = yn 5PD(A)
(sn+1, ψn+1). We show that this chain stabilizes after finite terms. There are two cases:
either there exists an i such that si 6= si+1, or such i does not exist. In the first case,
yi5PD(A)(si+1, ψi+1) = >PD(A). For any element z in PD(A),>PD(A)5PD(A)z = >PD(A).
Thus, the chain stabilizes after finite terms. In the second case, si = si+1 = s for all
i ∈ N and the proof follows from the fact that5A is a widening on A.
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In order to use this widening operator in our algorithm, we replace saved tPD(A) r
with saved5PD(A) (saved tPD(A) r) at line 17 of the algorithm in Figure 5.3. We refer
to the resulting algorithm as BACKREACH with widening.
Consider the previous example. With widening, the result of the first iteration is
computed as follows:
((q 7→ {1}), (P1.x = 5))5PD(OCT) ((q 7→ {1}), (5 ≤ P1.x ≤ 6))
= ((q 7→ {1}), (P1.x = 5)5OCT (5 ≤ P1.x ≤ 6))
= ((q 7→ {1}), (5 ≤ P1.x))
The algorithm converges after a single iteration. In this case, the result happens to be the
exact set of all reachable states.
Successive applications of pre-image to transitions with only local or universal global
guards do not increase the number of processes in the reachable abstract global states.
Therefore, systems with no existential global guards may only experience numerical
divergence. In such systems, adding widening is sufficient to enforce convergence.
Theorem 20 Let P = (Q, V, T ) be a parameterized system with no existential transition
and e ∈ PD(A). The BACKREACH(T, e) with widening terminates and returns an over-
approximation of the set of backward-reachable configurations from γPD(A)(e).
5.5.2 Parametric Divergence
Consider the following example. Assume the abstract domain is PD(OCT). Let P =
(Q, V, T ), where Q = {q1, q2}, V = {x}, and T = {τ}, where
τ : q1
g→ q2 , g : ∃other 6= self, (other.pc = q2) ∧ (other.x = self.x− 3) .
Let e = ((q2 7→ {1}), (2 ≤ P1.x ≤ 5)) as shown in row 1 of Table 5.2. The first
iteration of BACKREACH(T, e) computes an AGS shown in row 2 of Table 5.2. In this
iteration, a new process P2 is added due to the existential guard. In the second iteration,
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Name Abstract Location Constraints
1 (q2 7→ {1}) (2 ≤ P1.x ≤ 5)
2 (q1 7→ {1}, q2 7→ {2}) (2 ≤ P1.x ≤ 5) ∧ (5 ≤ P2.x ≤ 8)
3 (q1 7→ {1, 2}, q2 7→ {3}) (2 ≤ P1.x ≤ 5) ∧ (5 ≤ P2.x ≤ 8) ∧ (8 ≤ P3.x ≤ 11)
4 (q1 7→ {1, 2, 3}, q2 7→ {4}) (2 ≤ P1.x ≤ 5) ∧ (5 ≤ P2.x ≤ 8) ∧ (8 ≤ P3.x ≤ 11) ∧
(11 ≤ P4.x ≤ 14)
Table 5.2: An example of a divergent computation of BACKREACH.
the algorithm computes the AGS shown in row 3 of Table 5.2, etc. The algorithm does
not terminate—each iteration adds a new AGS with more processes than in any AGS
seen so far.
To mitigate this, we introduce an approximation operator called k-compact, denoted
by Bk, where k ∈ N. Given an AGS (s, ψ) where |s| > k, Bk computes an AGS
(t, ϕ) such that (s, ψ) vPD(A) (t, ϕ) and |t| = k. The operator k-compact, Bk((s, ψ)),
is implemented by: (a) choosing a process, say i, in s, (b) removing i from s, and (c)
existentially projecting away all variables of the form Pi.x from ψ.
Note that the choice of which process to drop affects only the precision and not the
soundness of k-compact operator.
Theorem 21 The approximation operator k-compact is sound.
Proof: Let (s, ψ) be an element of PD(A) and Bk((s, ψ)) = (t, ϕ). Let c ∈ γPD(A)((s, ψ)).
We show c ∈ γPD(A)((t, ϕ)). By definition of Bk, we construct t by removing processes
from s so that |t| = k. Thus, s vPD t. Moreover, Bk constructs ϕ by existentially pro-
jecting away all variables of the form Pi.x for all processes i that were removed from s.
Thus, ψ vA ϕ. Therefore, (s, ψ) vPD(A) (t, ϕ). By the soundness of vPD(A) we have
c ∈ γPD(A)((t, ϕ)).
To incorporate Bk in the BACKREACH algorithm, we apply it after the pre-image
computation at line 7 of the algorithm in Figure 5.3. This ensures that the number of
processes in each AGS never becomes larger than k.
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Consider the previous example. Assume k = 3. Let φ denote the AGS computed in
the third iteration (row 4 of Table 5.2). Assume B3 drops process P3, then B3(φ) is
((q1 7→ {1, 2}, q2 7→ {3}), ((2 ≤ P1.x ≤ 5) ∧ (5 ≤ P2.x ≤ 8) ∧ (11 ≤ P3.x ≤ 14))) .
The algorithm joins this AGS with the AGS computed in the second iteration (row 3 of
Table 5.2) using widening and obtains
((q1 7→ {1, 2}, q2 7→ {3}), ((2 ≤ P1.x ≤ 5) ∧ (5 ≤ P2.x ≤ 8) ∧ (8 ≤ P3.x))) .
The algorithm terminates with an over-approximation of the set of reachable states.
Theorem 22 Let P = (Q, V, T ) be a parameterized system and e ∈ PD(A). The
BACKREACH(T, e) algorithm with widening and k-compact operator always terminates
and returns an over-approximation of the set of backward-reachable configurations from
γPD(A)(e).
5.5.3 Lamport’s Bakery Mutual-Exclusion Protocol
Figure 5.4 shows a variant of Lamport’s bakery mutual-exclusion protocol (Algorithm 2
in [88]). The algorithm maintains two shared counters: next and serv, where next is the
value of the next available ticket, and serv is the value of the ticket of the next process
to be served. The shared variables belong to neither self nor other. We extend our
framework to accommodate shared variables.
To enter the critical section, a process (i) obtains a ticket by incrementing next (as
shown in τ1), and storing its value in a local variable named tick (τ2), (ii) picks a delay
(τ3) and spins for d steps (τ4) and (τ5), and (iii) enters its critical section when its ticket is
being served (τ6), i.e. its ticket value is equal to serv. When a process leaves the critical
section, it goes back to the idle state and increments serv (τ7).
The guards on τ1 and τ2 ensure that no other process changes next while a process
is acquiring a ticket. A delay between consecutive reads of the serv is added to reduce
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τ1 : idle
g1→ choose , g1 : ∀other 6= self : (other.pc 6= choose) ∧ (next′ = next+ 1)
τ2 : choose
g2→ wait , g2 : ∀other 6= self : (other.pc 6= choose) ∧ (self.tick′ = next)
τ3 : wait
g3→ pause , g3 : (self.d′ = self.tick − serv)
τ4 : pause
g4→ pause , g4 : ((self.d > 0)⇒ (self.d′ = self.d− 1))
τ5 : pause
g5→ wait , g5 : (self.d ≤ 0) ∧ (self.tick > serv)
τ6 : pause
g6→ use , g6 : (serv = self.tick) ∧ (self.d ≤ 0)
τ7 : use
g7→ idle , g7 : (next ≥ serv + 1) ∧ (serv′ = serv + 1)
Figure 5.4: Lamport’s bakery mutual-exclusion protocol with proportional back-off.
network contention due to the polling of the common shared variable serv. In [88], the
authors suggest that a ‘reasonable’ delay is the number of processes already waiting to
enter their critical section. The protocol ensures FIFO service by serving the processes
in the same order in which they first requested it. The protocol is fair in a strong sense
that it eliminates the possibility of starvation.
We have implemented the BACKREACH algorithm in JAVA using the APRON library
for octagons abstract domain1. We have used this implementation to validate that the
state (idle 7→ {1, 2}) is not reachable from (use 7→ {1, 2}). That means a state in which
there are at least two processes in critical section is not reachable. The experiments were
performed on a P4 3.2 GHz machine running Linux SUSE 10.3. The computation with
widening converges after 56 iterations and takes 3.475 seconds. The widening is crucial
for handling τ4 that is similar to the example in the beginning of this section.
5.6 Related Work
The problem of verification of parameterized systems is, in general, undecidable [7, 103].
The undecidability results are achieved by a reduction from the non-halting problem for
Turing machines. These negative results have led naturally to two approaches of anal-
ysis. One approach is to find a restricted but practically useful family of parameterized
1Available at http://www.swen.uwaterloo.ca/∼nghafari/AIPMCTool
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systems for which verification is decidable. To this end, many authors heavily restrict
both the systems and the correctness properties to achieve decidability; [51, 55, 62] are
representative examples. Another approach is to develop sound but incomplete analysis
techniques. Examples of such techniques are network invariants [84] and abstraction and
approximation of network invariants [39]. The success of these methods depends on the
heuristic used in the generation of candidate invariant.
Some approaches target particular applications. For example, [10] presents tech-
niques for finite-state abstraction for the verification of systems specified in WS1S and
[80] provides heuristics to discover indexed predicates and applies them to German’s
protocol as well as to the bakery algorithm.
Let P n represent the parameterized system P0||P1|| . . . ||Pn−1, produced by asyn-
chronous composition of n isomorphic copies of a process P . A fundamental concept is
that the behavior of arbitrary instances of such a system can be summarized by a finite-
state process. The closure process, introduced in [38, 37], is precisely such a summary.
While the approach in [38] requires the manual construction of the bisimulation relations
between global state graphs of systems of different sizes, [37] attempts to avoid the prob-
lem of having to explicitly construct the bisimulation relations. However, it still needs
some creativity to construct the closure process.
Among the representatives of the first approach, we can count the work of German
and Sistla [62] which considers a parameterized system, where processes communicate
synchronously in a complete network. They use automata-theoretic methods to construct
process closures and use them to establish single-index properties. Multi-index proper-
ties can be indirectly catered for, but the complexity becomes multi-exponential.
The process invariant method, introduced in [79, 106], requires that the summarizing
process, I , is also an invariant, in the sense that the behavior of both P and P ||I is
simulated by I . This method is not fully automated because an invariant process must be
provided. Often, an invariant process may be obtained by composing a small number of
the system processes, then making minor modifications.
The cutoff method, implicit in [79, 62] and made explicit in [55], requires that the
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process invariant be a union of instances up to a (typically small) cutoff bound K, i.e.
I = P 1 + P 2 + · · · + PK . The cutoff method formalizes the verifier’s intuition that all
interesting patterns of behavior are already present in instances of a small size. Emerson
and Namjoshi [55] provide a decision procedure for proving a class of properties in
the parameterized ring networks which was later extended to fully connected networks
[41]. Emerson and Kahlon [51, 52, 53, 54] consider a general parameterized system
allowing several classes of processes in which the transitions are labeled by conjunctive
or disjunctive guards.
Among the sound but incomplete approaches, methods using regular model-checking
[75, 76] deserve a special mention. In such a framework, the states of a system are
modeled as words in a regular language and the transition relations are described by
finite-state transducers. Although regular model-checking can model parameterized sys-
tems, successful analysis requires special acceleration techniques. Such acceleration
often demands user intervention and ingenuity. In contrast, our approach uses widening
to enforce convergence—it is automated and does not require any user guidance.
The sound but incomplete methods also include the work of [99, 40, 39]. Shtadler
and Grumberg [99] use a network grammar to specify a communication topology. They
show that if certain sufficient conditions are satisfied, then, every network generated by
the grammar satisfies specifications written in the linear temporal logic. The sufficiency
check, however, may require a time exponential in the size of an individual process. The
work in [99] has been extended to global safety properties in [40, 39], which present a
construction of an invariant process whose states are regular expressions denoting global
states of arbitrarily large instances. These approaches are fully automated but do not
appear to have a clearly defined class of systems in which they are guaranteed to succeed.
Abdulla and Jonsson [6] consider the case of 1-clock timed systems. They show
that the verification of a class of safety properties is decidable under some restrictions
on the constraints used. Inspired by [6], Bozzano and Delzanno [23] present a safety
verification technique for parameterized systems with unbounded local data variables.
Their approach is based on assertions that combine multiset rewriting over first order
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formulas and constraints. Decidability is achieved by restricting constraints to a constant-
free subclass of difference constraints (itself a subclass of linear arithmetic). Similar
techniques to [23] have been applied in [49] to verify client-server protocols, like home-
based consistency protocols, i.e. protocols designed for systems with a central monitor
that serializes the accesses to shared data. For this class of protocols, [49] considers
abstract models built via counters and global Boolean variables used as guards in the
corresponding transitions. In order to symbolically handle global states for this kind of
models, [49] used a combination of Presburger and Boolean constraints incorporated
in a backward reachability algorithm [30]. In [3], the method of [23] is extended to
GAP constraints. GAP constraints are linear constraints of the form: x = y, x ≤ y, or
x+ k < y, where x and y are variables and k is a positive constant.
The method of [23] is generalized into an analysis framework in [20, 17] by using
a constrained (multiset) rewriting system on words over an infinite alphabet. In this
framework, each configuration is composed from a label over a finite set of symbols and
a vector of data in a potentially infinite domain. The constraints are expressed in a logic
that is an extension of a monadic first order theory of the natural ordering on positive
integers (corresponding to positions on the word). This logic is also parameterized with
a first order theory on the considered data domain such as Presburger arithmetics. In [20,
17] the authors present decidability results for satisfiability of a particular fragment of
this logic. They also prove that this fragment is closed under the computations of post
and pre images. This result together with the decidability of the satisfiability problem
can be used for deciding whether a given assertion is an inductive invariant of a system.
In this thesis, we propose an alternative framework to multiset rewriting framework
of [20, 17]. In our framework, we deligate the reasoning about constraints to abstract
interpretation. The advantage is two-fold. First, our technique can use any constraints
for which there are efficient abstract domains available. Second, to a large extend, the
termination of the analyis is guaranteed by the widenning operator of the abstract domain.
Many of the techniques above are based on counter abstraction (e.g. [86, 95, 42]).
The main idea is to keep track of the (upper bound of the) number of processes that
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satisfy a certain property. For example, this could be the number of processes in the crit-
ical section. To ensure that the abstract system is finite-state, the work of [95] restricts
the value of counters to either 0, 1, or infinity. In [42], counter abstraction and predi-
cate abstraction are combined together to achieve more flexibility. However, the system
model is more restrictive than ours. Our abstract domain PD can be seen as a variant of
counter abstraction that maintains the lower bound on the number of processes satisfying
a certain condition.
In contrast to symbolic methods for finite collections of processes with local integer
variables [31], our abstract domains are defined over an unbounded collection of variables.
The number of variables during the backward-search is not bounded a priori. This allows
us to reason about systems with global conditions over any number of processes.
5.7 Conclusion
In this chapter, we presented a framework for the analysis of safety properties of param-
eterized systems where each of the individual processes may be infinite-state. We intro-
duced a new abstract domain for the parameterized systems of infinite-state processes.
Each element of our abstract domain (a) represents the lower bound on the number of
processes at a particular control location and (b) employs a numeric abstract domain to
capture arithmetic relations among variables of the processes. We described an algo-
rithm that over-approximates backward-reachability in parameterized systems. We com-
bine numeric widening with an extrapolation operator developed for our abstract domain
to enforce sound termination of our algorithm. We illustrated our technique by auto-





In this chapter, we summarize the contributions made in this thesis and outline directions
for future research.
6.1 Summary of the Thesis
The main topic of this thesis is development of algorithmic verification techniques for
analysis of software systems. We have presented techniques for algorithmic analysis of
two important classes of infinite-state systems: FIFO systems and parameterized sys-
tems. FIFO systems, consisting of a set of finite-state machines that communicate via
unbounded, perfect, FIFO channels, arise naturally in the analysis of distributed proto-
cols such as communication and routing protocols. Parameterized systems, on the other
hand, are a common model of computation for concurrent systems consisting of an ar-
bitrary number of homogenous processes, for example cache coherence and resource
sharing protocols.
In Chapter 3, we showed that piecewise languages play an important role in the study
of FIFO systems. We have studied the reachability problem for a class of FIFO systems
composed of piecewise components. We showed that this problem is reducible to com-
puting all possible channel contents that may arise from an initial state, i.e. the limit
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language. For multi-channel piecewise systems, we show that the limit language is not
regular, in general. However, we are able to establish the regularity of the limit language
by excluding the conditional actions from the actions allowed by piecewise components.
We further showed that in the presence of conditional actions, the limit language is piece-
wise if the initial channel language is piecewise. However, the construction of the limit
language may not always be effective.
In Chapter 4, we presented algorithms for computing the limit language in piecewise
FIFO systems. We considered single-channel and multi-channel systems separately. For
the single-channel case, we presented a new automata-theoretic algorithm for calculat-
ing the limit language starting with an arbitrary regular initial content. We showed that
the worst case complexity of our algorithm is exponential in the size of the automaton
representing the initial channel content. For multi-channel systems, we presented an
automata-theoretic algorithm for computing the limit language subject to the following
conditions: (i) the initial language is piecewise, and (ii) the communication graph of
actions is acyclic. For star and tree topologies we showed that the complexity of our
algorithm is exponential in the size of the automaton representing the initial channel
configuration. In addition, we demonstrated that important subclasses of multi-channel
piecewise FIFO systems, can be described by a finite-state, abridged structure, represent-
ing an expressive abstraction of the system. We presented a procedure for building the
abridged model and proved that this procedure terminates. Furthermore, we showed that
we can analyze the infinite computations of the more concrete model by analyzing the
computations of the finite, abridged model.
In Chapter 5, we studied the reachability problem in parameterized systems of infinite-
state processes. We presented a framework that combines Abstract Interpretation with a
backward-reachability algorithm. Our main contribution is an abstract domain in which
each element (a) represents the lower bound on the number of processes at a control lo-
cation and (b) employs a numeric abstract domain to capture arithmetic relations among
variables of the processes. We described an algorithm that over-approximates backward-
reachability. We provided an extrapolation operator for our abstract domain to guar-
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antee sound termination of the backward-reachability algorithm. Our abstract domain
is generic enough to be instantiated by different well-known numeric abstract domains
such as octagons and polyhedra. This makes the framework applicable to a wide range of
parameterized systems. We illustrated an implementation of our algorithm on a variant
of Lamport’s bakery mutual-exclusion protocol.
6.2 Future Work
In this section, we outline some of the future directions for the work presented in this
thesis.
6.2.1 Automated Analysis of FIFO Systems
In this thesis, we showed that piecewise FIFO systems are analyzable. In particular,
in Section 3.4, we demonstrated that the limit language of the multi-channel piecewise
FIFO systems is piecewise if the initial language is piecewise. However, the proof of
Proposition 13 (refer to Section 3.4) does not provide us with any algorithm for calcu-
lating the limit language in a general case. Therefore, computation of the limit language
in multi-channel piecewise FIFO systems with cyclic communication graphs is still an
open problem.
Analysis of single-channel systems provides us with some insights on how to address
the issues in multi-channel piecewise systems with cyclic communication graphs. In the
single-channel systems (as shown in Section 4.2), we were able to compute the limit
language with the presence of conditional actions that read and write on the same chan-
nel. We believe that by using similar automata-theroetic techniques, we can compute the
limit languages in those multi-channel systems that have cyclic communication graphs
in which the only loops that are allowed are the self-loops on the vertices of the graph.
This will allow us to algorithmically analyze more general subclasses of multi-channel
FIFO systems.
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Another research direction that would be interesting to explore is the applicability
of our analysis techniques to other distributed protocols. Recall that in Chapter 3, we
showed that piecewise languages can be used to express descriptions of IP-telephony
features in BoxOS, the next generation telecommunication service over IP developed at
AT&T Research [74]. We believe that piecewise languages are amenable to describing a
broader range of distributed protocols, such as session-oriented software, composite web
services, and routing protocols. Currently, we are applying our analysis techniques to the
verification of composite web services specified in Business Process Execution Language
(BPEL) [72]. Interestingly, the behavior of peers in such services can be expressed by
piecewise languages.
Bultan and Fu in [28] investigated the realizability of collaboration diagrams. A
collaboration diagram specifies the set of allowable conversations among the peers par-
ticipating in a composite web service. The authors show that if a collaboration diagram
is realizable, they can check properties about its conversations by generating a conversa-
tion protocol (over unbounded, perfect, FIFO channels) from the collaboration diagram.
However, they are not able to check properties that refer to the states of the peers. We
believe that we can use our algorithms for checking reachability and computation path
properties of collaboration diagrams. In particular, our result may allow one to check the
state and conversation properties of any realizable collaboration diagrams.
6.2.2 Parameterized Systems Verification
In Chapter 5, we developed a framework that combines Abstract Interpretation with a
backward-reachability algorithm for verifying safety properties of parameterized sys-
tems of infinite-state processes. In Section 5.5, we provided an extrapolation operator to
guarantee the sound termination of our algorithm. It is interesting to consider other pos-
sible operators like k-compact that increase the precision of approximation by choosing
the process to drop based upon heuristics derived from the features of the analyzed sys-
tem. With a more precise extrapolation operator, we will be able to get more conclusive
results from our analysis.
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In the future, we intend to develop a tool based on the implementation of our backward-
reachability algorithm that can employ implementations of different numeric abstract
domains. It will also be interesting to investigate a range of resource sharing and cache
coherence protocols to which our analysis framework is applicable.
In this thesis, we considered parameterized systems in which each process manipu-
lates numeric variables. We are interested in extending our analysis framework to param-
eterized systems where the processes manipulate unbounded data structures. We believe
this continues to be a very interesting research direction since it broadens the applica-
bility of our framework to a wide range of concurrent systems such as software written
based on Software Transactional Memory (STM) principles [82]. STM is a programming
abstraction intended to simplify the synchronization of conflicting memory accesses in
concurrent software without the headaches associated with locks. At a sufficient level of
abstraction, STM can be modeled as a parameterized system where each process manip-
ulates unbounded data structures [43]. Most of the research on STM has been focused
on performance issues and little work has been done on the issue of reliability and veri-
fication. It has been argued that STM should facilitate the task of ensuring reliability of
the concurrent software, but little evidence has been provided for this claim.
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