Abstract. We study the decidability and complexity of verification problems for timed automata over time intervals of fixed, bounded length. One of our main results is that time-bounded language inclusion for timed automata is 2EXPSPACE-Complete. We also investigate the satisfiability and model-checking problems for Metric Temporal Logic (MTL), as well as monadic first-and second-order logics over the reals with order and the +1 function (FO(<, +1) and MSO(<, +1) respectively). We show that, over bounded time intervals, MTL satisfiability and model checking are EXPSPACE-Complete, whereas these problems are decidable but non-elementary for the predicate logics. Nevertheless, we show that MTL and FO(<, +1) are equally expressive over bounded intervals, which can be viewed as an extension of Kamp's well-known theorem to metric logics. It is worth recalling that, over unbounded time intervals, the satisfiability and model-checking problems listed above are all well-known to be undecidable.
Introduction
Timed automata were introduced by Alur and Dill in [2] as a natural and versatile model for real-time systems. They have been widely studied ever since, both by practitioners and theoreticians. A celebrated result concerning timed automata, which originally appeared in [1] in a slightly different context, is the PSPACE decidability of the language emptiness (or reachability) problem.
Unfortunately, the language inclusion problem-given two timed automata A and B, is every timed word accepted by A also accepted by B?-is known to be undecidable. A related phenomenon is the fact that timed automata are not closed under complementation. For example, the automaton below accepts every timed word in which there are two a-events separated by exactly one time unit. The complement language consists of all timed words in which no two a-events are separated by precisely one time unit. Intuitively, this language is not expressible by a timed automaton, since such an automaton would need an unbounded number of clocks to keep track of the time delay from each a-event. (We refer the reader to [17] for a formal treatment of these considerations.)
The undecidability of language inclusion severely restricts the algorithmic analysis of timed automata, both from a practical and theoretical perspective, as many interesting questions can be phrased in terms of language inclusion. Over the past decade, several researchers have therefore attempted to circumvent this state of affairs by investigating language inclusion, or closely related concepts, under various assumptions and restrictions. Among others, we note the use of (i) topological restrictions and digitisation techniques: [14, 10, 31, 28] ; (ii) fuzzy semantics: [13, 15, 30, 7] ; (iii) determinisable subclasses of timed automata: [4, 37] ; (iv) timed simulation relations and homomorphisms: [42, 26, 23] ; and (v) restrictions on the number of clocks: [32, 11] .
The undecidability of language inclusion, first established in [2] , derives from the undecidability of an even more fundamental problem, that of universality: does a given timed automaton accept every timed word? The proof of undecidability of universality in [2] uses in a crucial way the unboundedness of the time domain. Roughly speaking, this allows one to encode arbitrarily long computations of a Turing machine. On the other hand, many verification questions are naturally stated over bounded time domains. For example, a run of a communication protocol might normally be expected to have an a priori time bound, even if the total number of messages exchanged is potentially unbounded. Thus numerous researchers have considered the problem of time-bounded verification in the context of real-time systems [39, 8, 22] . This leads us to the question of the decidability of the time-bounded version of the language inclusion problem for timed automata. This problem asks, given timed automata A and B and a time bound N , whether all finite timed words of duration at most N that are accepted by A are also accepted by B. One of the main results of this paper is that the time-bounded language inclusion problem is 2EXPSPACE-Complete. It is worth noting that, since we are working with a dense model of time, time-bounded runs of a given automaton may contain arbitrarily many events. Moreover the restriction to time boundedness does not alter the fact that timed automata are not closed under complement, and hence classical techniques for language inclusion do not trivially apply.
A second line of investigation in this paper concerns the relative expressiveness of monadic second-order and first-order metric logics over the reals. This direction is motivated by the celebrated result of Kamp [21] that Linear Temporal Logic (LTL) has the same expressiveness over the structure (N, <) as monadic first-order logic (FO(<)). An influential consequence of Kamp's result is that LTL has emerged as the canonical temporal logic over the naturals. While a version of Kamp's result holds over the structure (R ≥0 , <), the correspondence between predicate logics and temporal logics becomes considerably more com-plicated with the introduction of metric specifications. In practice this has led to a veritable babel of metric temporal logics over the reals [5] .
A natural predicate logic in which to formalise metric specifications over the reals is the first-order monadic logic over the structure (R ≥0 , <, +1). Given a set of uninterpreted monadic predicates P, a model over (R ≥0 , <, +1) is nothing but a function f : R ≥0 → 2 P mapping each x ∈ R ≥0 to the set of predicates that hold at x. Such a model is called a flow or signal, and naturally corresponds to the trajectory of a real-time system.
On the side of temporal logics, an appealing extension of LTL, called Metric Temporal Logic (MTL), was proposed by Koymans [24] almost twenty years ago. While MTL has been widely studied, it is well-known that there are first-order formulas over (R ≥0 , <, +1) that cannot be expressed in MTL [20] .
Our second main result is that, over bounded time domains, MTL has the same expressiveness as monadic first-order logic. Specifically, we show that MTL is as expressive as first-order logic over the structure ([0, N ), <, +1), for any fixed integer N . Thus, as with language inclusion for timed automata, the restriction to time-boundedness leads to a better-behaved theory.
Finally, we relate automata and logics by showing decidability of the modelchecking problem for timed automata against specifications expressed in MTL, first-order, and second-order monadic logics over ([0, N ), <, +1). We also show decidability of the satisfiability problems for first-order and second-order logics over ([0, N ), <, +1). In contrast to the case of language inclusion between timed automata, the model-checking and satisfiability problems for monadic predicate logics all have non-elementary complexity, whereas these problems are EXPSPACE-Complete in the case of MTL.
Timed Automata
Let X be a finite set of clocks, denoted x, y, z, etc. We define the set Φ X of clock constraints over X via the following grammar, where k ∈ N stands for any non-negative integer, and ∈ {=, =, <, >, ≤, ≥} is a comparison operator:
A timed automaton A is a six-tuple (Σ, S, S 0 , S F , X, ∆), where -Σ is a finite set (alphabet) of events, -S is a finite set of states, -S 0 ⊆ S is a set of initial states, -S F ⊆ S is a set of accepting states, -X is a finite set of clocks, and
X is a finite set of transitions. A transition (s, s , a, φ, R) allows a jump from state s to s , consuming event a ∈ Σ in the process, provided the constraint φ on clocks is met. Afterwards, the clocks in R are reset to zero, while all other clocks remain unchanged.
Given a timed automaton A as above, a clock valuation is a function ν : X → R ≥0 . If t ∈ R ≥0 , we let ν +t be the clock valuation such that (ν +t)(x) = ν(x)+t for all x ∈ X.
A configuration of A is a pair (s, ν), where s ∈ S is a state and ν is a clock valuation.
An accepting run of A is a finite alternating sequence of configurations and delayed transitions π = (s 0 , ν 0 )
subject to the following conditions:
1. s 0 ∈ S 0 , and for all x ∈ X, ν 0 (x) = 0.
Each d i is interpreted as the (strictly positive 3 ) time delay between the firing of transitions, and each configuration (s i , ν i ), for i ≥ 1, records the data immediately following transition θ i . Abusing notation, we also write runs in the form
A timed word is a pair (σ, τ ), where σ = a 1 a 2 . . . a n ∈ Σ * is a word and τ = t 1 t 2 . . . t n ∈ (R >0 )
* is a strictly increasing sequence of real-valued timestamps of the same length.
Such a timed word is accepted by A if A has some accepting run of the form
In this paper, we are mainly concerned with behaviours over time domains of the form [0, N ), where N ∈ N is a positive integer. Let us in general write T to denote either [0, N ) or R ≥0 . We then define L T (A) to be the set of timed words accepted by A all of whose timestamps belong to T. Remark 1. Our timed automata have transitions that are labelled with instantaneous events; this is by far the most common model found in the literature. Alternatives include automata in which states are labelled with atomic propositions [3] , or even mixed models in which states carry atomic propositions and transitions carry events. Other variants allow for silent transitions (invisible events), invariants on states, and combinations thereof. All the results presented in this paper carry over without difficulty to these more expressive models.
Note that we are focussing on finite words. Timed automata can be defined to accept infinite words (for example, by using Büchi acceptance conditions [2] ), although over bounded time infinite words are automatically Zeno (and ipso facto ruled out from the accepted language by most researchers). Theorem 4 could nonetheless be extended to such infinite words, if desired.
Metric Logics

Syntax
Let Var be a set of first-order variables, denoted x, y, z, etc., ranging over nonnegative real numbers. Let MP be a set of monadic predicates, denoted P, Q, R, etc. Monadic predicates will alternately be viewed as second-order variables over R ≥0 , i.e., ranging over sets of non-negative real numbers, and also as atomic propositions holding at various points in time.
Second-order monadic formulas are obtained from the following grammar:
where +1 is a binary relation symbol, with the intuitive interpretation of +1(x, y) as 'x+1 = y'. 4 We refer to ∀x and ∀P as first-order and second-order quantifiers respectively.
The monadic second-order metric logic of order , written MSO(<, +1), comprises all second-order monadic formulas. Its first-order fragment, the (monadic) first-order metric logic of order , written FO(<, +1), comprises all MSO(<, +1) formulas that do not contain any second-order quantifier; note that these formulas are however allowed free monadic predicates.
We also define two further purely order-theoretic sublogics, which are peripheral to our main concerns but necessary to express some key related results. The monadic second-order logic of order, MSO(<), comprises all secondorder monadic formulas that do not make use of the +1 relation. Likewise, the (monadic) first-order logic of order, FO(<), comprises those MSO(<) formulas that eschew second-order quantification.
Metric Temporal Logic, abbreviated MTL, comprises the following temporal formulas:
where P ∈ MP is a monadic predicate, and I ⊆ R ≥0 is an open, closed, or halfopen interval with endpoints in N ∪ {∞}. If I = [0, ∞), then we omit the annotation I in the corresponding temporal operator. We also use pseudo-arithmetic expressions to denote intervals. For example, the expression '≥1' denotes [1, ∞) and '=1' denotes the singleton {1}.
Note that our version of MTL includes only forwards temporal operators, in keeping with the most common definition found in the literature. All our results extend straightforwardly to variants of MTL that make use of both forwards and backwards operators. It is also worth pointing out that the ♦ I and I operators are derivable from U I .
Finally, Linear Temporal Logic, written LTL, consists of those MTL formulas in which every indexing interval I on temporal operators is [0, ∞) (and hence omitted). Figure 3 .1 pictorially summarises the syntactic inclusions and relative expressive powers of these various logics.
Relative expressiveness among the various logics. Metric logics are enclosed in boxes. Straight lines denote syntactical inclusion, whereas dotted lines express semantic equivalence over bounded time domains (cf. Section 5).
Semantics
Let P ⊆ MP be a finite set of monadic predicates, and let us again write T to denote either [0, N ) (for some fixed N ∈ N) or R ≥0 . A flow (or signal ) over P is a function f : T → 2 P that is finitely variable. Finite variability means that the restriction of f to any finite subinterval of T has only finitely many discontinuities.
5 Note that we do not place any bound on the variability, other than requiring that it be finite.
Observe that a timed word ( a 1 . . . a n , t 1 . . . t n ) over alphabet Σ can be viewed as a (particular type of) flow, as follows. Let T be either [0, N ) (for some N > t n ) or R ≥0 , and let P = Σ. Set f (t i ) = {a i }, for 1 ≤ i ≤ n, and f (t) = ∅ for all other values of t ∈ T.
Fix a time domain T, equipped with the standard order relation < and the obvious binary relation +1, i.e., +1(a, b) iff a, b ∈ T and a+1 = b. Given a formula ϕ of MSO(<, +1) or one of its sublogics, let P and {x 1 , . . . , x n } respectively be the sets of free monadic predicates and free first-order variables appearing in ϕ. For any flow f : T → 2 P and real numbers a 1 , . . . , a n ∈ T, the satisfaction relation (f, a 1 , . . . , a n ) |= ϕ is defined inductively on the structure of ϕ in the standard way. We shall particularly be interested in the special case in which ϕ is a sentence, i.e., a formula with no free first-order variable. In such instances, we simply write the satisfaction relation as f |= ϕ.
For θ an MTL or LTL formula, let P be the set of monadic predicates appearing in θ. Given a flow f : T → 2 P and t ∈ T, the satisfaction relation (f, t) |= θ is defined inductively on the structure of θ, as follows:
Finally, we write f |= θ iff (f, 0) |= θ. This is sometimes referred to as the initial semantics.
Note that we have adopted a strict semantics, in which the present time t has no influence on the truth values of future temporal subformulas. Strictness is required for Theorem 2, but our other results hold under both the strict and non-strict semantics.
An important point concerning our semantics is that it is continuous, rather than pointwise: more precisely, the temporal operators quantify over all time points of the domain, as opposed to merely those time points at which a discontinuity occurs. Positive decidability results for satisfiability and model checking of MTL over unbounded time intervals have been obtained in the pointwise semantics [33, 34, 35] ; it is worth noting that none of these results hold in the continuous semantics.
Satisfiability
The canonical time domain for interpreting the metric logics MSO(<, +1), FO(<, +1), and MTL is the non-negative real line R ≥0 . Unfortunately, none of these logics are decidable over R ≥0 [5, 6, 19] .
Our main focus in this paper is therefore on satisfiability over bounded time domains of the form [0, N ), for N ∈ N. For each of the logics introduced in Section 3.1, one can consider the corresponding time-bounded satisfiability problem: given a sentence ϕ over a set P of free monadic predicates, together with a time bound N ∈ N, does there exist a flow f :
One of our main results is the following:
The time-bounded satisfiability problems for the metric logics MSO(<, +1), FO(<, +1), and MTL are all decidable, with the following complexities:
All the complexity results in this paper assume that the time bound N is provided in binary.
Remark 2. It is worth noting that if one allows second-order quantification over flows of arbitrary variability, then MSO(<) is undecidable over R ≥0 [40] . Since any non-trivial interval of the form [0, N ) is order-isomorphic to R ≥0 , the same result holds over bounded time domains, and also clearly carries over to MSO(<, +1). FO(<, +1) and MTL however remain decidable over bounded time domains regardless of the variability of flows-see [29] .
The proofs of all theorems in this paper are given in Appendix A.
Expressiveness
Fix a time domain T to be either [0, N ) (for some N ∈ N) or R ≥0 . Let L and J be two logics. We say that L is semantically at least as expressive as J (with respect to the initial semantics of T) if, for any sentence θ of J , there exists a sentence ϕ of L such that θ and ϕ are satisfied by precisely the same set of flows over T. Two logics are then said to be semantically equally expressive (with respect to the initial semantics of T) if each is at least as expressive as the other.
The following result can be viewed as an extension of Kamp's celebrated theorem [21, 12] to metric logics over bounded time domains: Theorem 2. For any fixed bounded time domain of the form [0, N ), with N ∈ N, the metric logics FO(<, +1) and MTL are semantically equally expressive. Moreover, this equivalence is effective. Remark 3. Note that semantic expressiveness here is relative to a single structure T, rather than to a class of structures. In particular, although FO(<, +1) and MTL are equally expressive over any bounded time domain of the form [0, N ), the correspondence and witnessing formulas may very well vary according to the time domain.
It is interesting to note that FO(<, +1) is strictly more expressive than MTL over R ≥0 [20] . For example, MTL is incapable of expressing the following formula (in slightly abusive but readable notation) ∃x ∃y ∃z (x < y < z < x + 1 ∧ P (x) ∧ P (y) ∧ P (z)) over the non-negative reals. This formula asserts that, sometime in the future, P will hold at three distinct time points within a single time unit.
It is also worth noting that MSO(<, +1) is strictly more expressive than FO(<, +1)-and hence MTL-over any time domain; see [29] .
Finally, we point out that, in contrast to Kamp's theorem [21] , but similarly to [12] , Theorem 2 does not require backwards temporal operators for MTL (although adding these would be harmless).
Model Checking and Language Inclusion
We now turn to questions concerning the time-bounded behaviours of timed automata. Recall from Section 3.2 that timed words over an alphabet Σ can be viewed as flows from a sufficiently large time domain over the set of monadic predicates P = Σ. The model checking problem takes as inputs a timed automaton A with alphabet Σ, a sentence ϕ with set of free monadic predicates P = Σ, and a time domain T (taken to be either [0, N ), for some N ∈ N, or R ≥0 ). The question is then whether every timed word (flow) in L T (A) satisfies ϕ.
Unfortunately, the model checking problem for timed automata and any of the metric logics introduced in this paper is undecidable over the non-negative real line R ≥0 [5, 6] ; this in fact also follows easily from the undecidability of the satisfiability problem for these logics over flows. We therefore focus on the timebounded model checking problem, in which the time domain is required to be bounded. We have:
Theorem 3. The time-bounded model-checking problems for timed automata against the metric logics MSO(<, +1), FO(<, +1), and MTL are all decidable, with the same complexities as the corresponding time-bounded satisfiability problems (cf. Theorem 1): non-elementary for MSO(<, +1) and FO(<, +1), and EXPSPACE-Complete for MTL.
The language inclusion problem takes as inputs two timed automata, A and B, sharing a common alphabet, together with a time domain T (of the form [0, N ), for some N ∈ N, or R ≥0 ). The question is then whether every timed word accepted by A over T is also accepted by B.
As for model checking, language inclusion is unfortunately undecidable over R ≥0 [2] . The time-bounded language inclusion problem circumvents this by restricting to bounded time domains. This leads us to our final main result, as follows:
Theorem 4. The time-bounded language inclusion problem for timed automata is decidable and 2EXPSPACE-Complete.
A Proofs of Theorems
Theorem 1. The time-bounded satisfiability problems for MSO(<, +1) and FO(<, +1) are decidable and non-elementary, whereas the time-bounded satisfiability problem for MTL is EXPSPACE-Complete.
Proof. Throughout this proof, let N ∈ N be fixed.
An easy first observation is that any MTL formula can be translated into an equivalent FO(<, +1) formula over [0, N ). For decidability, it therefore suffices to handle the case of MSO(<, +1).
Let P ⊆ MP be a finite set of monadic predicates. With each P ∈ P, we associate a collection P 0 , . . . , P N −1 of N fresh monadic predicates. We then let P = {P i | P ∈ P, 0 ≤ i ≤ N − 1}.
Intuitively, each monadic predicate P i represents P over the subinterval [i, i+ 1). Indeed, there is an obvious bijection (indicated by overlining) between the set of flows {f : [0, N ) → 2 P } and the set of flows {f : [0, 1) → 2 P }.
Let ϕ be an MSO(<, +1) sentence with set of free monadic predicates P. We will define an MSO(<) sentence ϕ such that, for any flow
We can assume that ϕ does not contain any (first-or second-order) existential quantifiers, by replacing the latter with combinations of universal quantifiers and negations if need be. It is also convenient to rewrite ϕ into a formula that makes use of the integer constants 0, 1, . . . , N as well as a family of unary functions +k (for k ∈ N) instead of the +1 relation. To this end, replace every occurrence of +1(x, y) in ϕ by (x < N − 1 ∧ x + 1 = y).
Next, replace every instance of ∀x ψ in ϕ by the formula
where ψ[t/x] denotes the formula resulting from substituting every free occurrence of the variable x in ψ by the term t. Intuitively, this transformation is legitimate since first-order variables in our target formula will range over [0, 1) rather than [0, N ).
Having carried out these substitutions, rewrite every term in ϕ in the form x + k, where x is a variable and k ∈ N is a non-negative integer constant.
Every inequality occurring in ϕ is now of the form x + k 1 < y + k 2 . Replace every such inequality by (i) x < y, if k 1 = k 2 ; (ii) true, if k 1 < k 2 ; and (iii) ¬true otherwise.
Every occurrence of a monadic predicate in ϕ now has the form P (x + k). Replace every such predicate by (i) P k (x), if k ≤ N −1, and (ii) ¬true otherwise.
Finally, replace every occurrence of ∀P ψ in ϕ by ∀P 0 ∀P 1 . . . ∀P N −1 ψ. The resulting formula is the desired ϕ.
It is now straightforward to prove by induction that the set of [0, N )-flows satisfying the original ϕ are indeed in one-to-one correspondence with the set of [0, 1)-flows satisfying ϕ.
Note that ϕ does not use any +1 or +k functions or relations, and is therefore indeed a non-metric (i.e., purely order-theoretic) sentence in MSO(<). Moreover, the satisfiability problem for MSO(<) by finitely-variable flows over R ≥0 is decidable [36] . However, although R ≥0 and [0, 1) are order-isomorphic, finitely-variable flows over R ≥0 do not necessarily translate to finitely-variable flows over [0, 1). In fact, it is easily seen that the finitely-variable flows over R ≥0 whose counterparts in [0, 1) are finitely-variable are precisely those flows that are ultimately constant: every monadic predicate P is such that there is a time point beyond which P is either always true or always false.
For P a monadic predicate, let us therefore write σ P to denote the first-order sentence ∃x (∀y (x < y → P (y)) ∨ ∀y (x < y → ¬P (y))) .
We now perform one last transformation on ϕ, by replacing every instance of ∀P i ψ in ϕ by ∀P i (σ Pi → ψ), yielding a new sentence ϕ . Recall that P is the set of monadic predicates appearing freely in ϕ (and hence also ϕ ). We now have that our original sentence ϕ is satisfiable by finitely-variable flows over [0, N ) iff the MSO(<) sentence
is satisfiable by finitely-variable flows over R ≥0 , which is decidable.
We now tackle the complexity. Satisfiability of FO(<) over R ≥0 is known to be non-elementary [41, 27] . An examination of the proof shows that this result in fact also holds over (finitely-variable) flows that are ultimately constant. Since R ≥0 is order-isomorphic to [0, N ), FO(<), and a fortiori FO(<, +1) and MSO(<, +1), also have non-elementary time-bounded satisfiability problems.
Let θ now be an MTL formula. It would be possible to show, following an approach somewhat similar to the reduction above of MSO(<, +1) over [0, N ) to MSO(<), that one can manufacture an equi-satisfiable but exponentially larger formula of Linear Temporal Logic with past operators (LTL+Past). Since LTL+Past satisfiability is PSPACE-Complete, satisfiability for θ over [0, N ) can be decided in exponential space.
In the interest of brevity, we shall however proceed differently, and translate instead the satisfiability problem for θ over [0, N ) to that of a related Flat Metric Temporal Logic (Flat-MTL) formula over R ≥0 . The result will follow by the known EXPSPACE-Completeness of satisfiability for Flat-MTL [9] .
Note first that we can assume that all intervals I appearing as subscripts to temporal operators in θ are subsets of [0, N )-indeed, if this is not the case, replace any offending interval I by I ∩ [0, N ) to obtain a semantically equivalent formula over [0, N ). θ can therefore be taken to be a Bounded Metric Temporal Logic (Bounded-MTL) formula.
Next, let us postulate a fresh predicate T which will be required to hold precisely within the time domain [0, N ). We now modify θ by relativising all temporal operators to quantify over the 'absolute' time domain [0, N ), as follows: (i) replace every subformula in θ of the form ♦ I ρ by ♦ I (T ∧ ρ); (ii) replace every subformula in θ of the form I ρ by I (T → ρ); and (iii) replace every subformula in θ of the form ρ 1 U I ρ 2 by ρ 1 U I (T ∧ ρ 2 ). Let us call the resulting formula θ .
Consider now the formula
which belongs to Flat-MTL (cf. [9] ) since θ is in Bounded-MTL. This formula is clearly satisfiable by finitely-variable flows over R ≥0 iff θ is satisfiable by finitelyvariable flows over [0, N ). Since the former can be decided in EXPSPACE, then so can the latter.
Finally, the EXPSPACE-Hardness proof of Bounded-MTL satisfiability in [9] easily carries over to MTL satisfiability over [0, N ). This therefore establishes EXPSPACE-Completeness of time-bounded satisfiability for MTL.
Before proving Theorem 2, we first state a preliminary lemma, easily proven by induction. Lemma 1. Let ϕ be an FO(<) or LTL formula with set of monadic predicates P. Assume that ϕ is only satisfiable by ultimately-constant flows. Let β be any bijection from [0, 1) to R ≥0 . Then β extends to a bijection between [0, 1)-flows and R ≥0 -flows that are ultimately constant. Moreover, this bijection preserves and reflect the flows that satisfy ϕ; in other words, for any flow
Theorem 2. For any fixed bounded time domain of the form [0, N ), with N ∈ N, the metric logics FO(<, +1) and MTL are semantically equally expressive. Moreover, this equivalence is effective.
The reduction from MTL to FO(<, +1) is straightforward, and therefore omitted.
For the other direction, let ϕ be an FO(<, +1) sentence with set of free monadic predicates P ⊆ MP. As in the proof of Theorem 1, let P = {P i | P ∈ P, 0 ≤ i ≤ N − 1} be a set of fresh monadic predicates. The construction used in Theorem 1 yields an FO(<) sentence ϕ with set of free monadic predicates P, such that there is a bijection (indicated by overlining) from the set of [0, N )-flows over P satisfying ϕ to the set of [0, 1)-flows over P satisfying ϕ. Moreover, we can ensure that, when interpreted over R ≥0 , ϕ is only satisfied by flows that are ultimately constant.
According to [18] , one can now construct an LTL formula ψ, with set of monadic predicates P, that defines precisely the same set of finitely-variable R ≥0 -flows as ϕ. By Lemma 1, ϕ and ψ therefore also define precisely the same set of finitely-variable [0, 1)-flows over P.
It therefore suffices to exhibit an MTL formula θ, over set of monadic predicates P, such that, for any flow f : [0, N ) → 2 P , f |= θ iff f |= ψ. To this end, write ι to denote the MTL formula ♦ =(N −1) true. Note that, when interpreted within the time domain [0, N ), ι holds precisely over the time interval [0, 1). Perform the following substitutions on ψ to obtain the desired θ: (i) for each P ∈ P, replace every occurrence of P 0 in ψ by P , and every occurrence of P i in ψ (for i ≥ 1) by ♦ =i P ; (ii) replace every occurrence of ♦γ in ψ by ♦(ι ∧ γ); (iii) replace every occurrence of γ in ψ by (ι → γ); (iv) replace every occurrence of
Finally, show by induction on ψ that, for any flow f : [0, N ) → 2 P and any t ∈ [0, 1), one has (f, t) |= θ iff (f , t) |= ψ. The desired result follows by setting t = 0.
Theorem 3. The time-bounded model-checking problems for timed automata against the metric logics MSO(<, +1), FO(<, +1), and MTL are all decidable, with the same complexities as the corresponding time-bounded satisfiability problems: non-elementary for MSO(<, +1) and FO(<, +1), and EXPSPACE-Complete for MTL.
Proof. Fix N ∈ N, and let A be a timed automaton over alphabet Σ. In [16] , it is shown how to construct (in polynomial time) an MTL formula θ A , over a potentially larger set of monadic predicates P ⊇ Σ, such that, for any flow
Σ , f ∈ L [0,N ) (A) iff there exists a flow g : [0, N ) → 2 P such that g |= θ A and g Σ = f . Intuitively, the extra monadic predicates of θ A keep track of the (otherwise invisible) identity of transitions and clock resets that occur during runs of A.
Of course, θ A can clearly instead be taken to be an FO(<, +1) or MSO(<, +1) formula, if desired. In all cases, given a metric formula ϕ, the model-checking problem for A and ϕ over [0, N ) boils down to whether θ A ∧ ¬ϕ is unsatisfiable over [0, N ) or not.
This shows that time-bounded model checking reduces to time-bounded satisfiability. For the converse, simply pick an automaton A that accepts every flow.
Proof. Fix N ∈ N, and let A and B be timed automata over alphabet Σ. We give a procedure for deciding whether L [0,N ) (A) ⊆ L [0,N ) (B).
As in the proof of Theorem 3, let θ A be an MTL formula over set of monadic predicates P = Σ ∪ U, with the property that each [0, N )-timed word over Σ accepted by A can be extended to a [0, N )-flow over P satisfying θ A , and viceversa. Likewise, let θ B be a similar MTL formula over set of monadic predicates Q = Σ ∪ V for the timed automaton B. We assume that Σ, U, and V are all pairwise disjoint.
Abusing notation, we see that L 
Observe, as argued in the proof of Theorem 1, that θ A and θ B can in fact be taken to be Bounded-MTL formulas. We can therefore invoke a result of [9] and transform ¬θ A ∨ θ B into an equivalent but exponentially larger formula ψ of LTL+Past. More precisely, ψ has a different (and exponentially larger) set of monadic predicates R = Σ ∪U∪V∪W, yet there is a one-to-one correspondence between the flows satisfying ¬θ A ∨ θ B and those satisfying ψ. We also adjust the outside quantifiers accordingly to transform Formula (1) into the equivalent formula ∀Σ ∀U ∃V ∃Wψ(Σ, U, V, W) .
Next, following [25, 38] , we transform ψ into an equivalent untimed finitestate automaton C whose transitions are labelled by subsets of Σ ∪ U ∪ V ∪ W. This incurs a second exponential blowup.
Note that the existential quantifications ∃W and ∃V simply correspond to relabelling all W-and V-labelled transitions in C; this can be carried out in polynomial time. We are therefore asking whether the resulting automaton is universal over Σ∪U, i.e., accepts any string over this alphabet. Since universality is decidable in PSPACE, the overall procedure can be carried out in doublyexponential space.
The proof of 2EXPSPACE-Hardness is fairly intricate and will appear in the full version of this paper [29] .
