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Quantization of deformed cluster Poisson varieties
Man-Wai Mandy Cheung, Juan Bosco Fr´ıas-Medina, and Timothy Magee
Abstract
Fock and Goncharov described a quantization of cluster X -varieties (also known as cluster Pois-
son varieties) in [FG09]. Meanwhile, families of deformations of cluster X -varieties were introduced in
[BFMN18]. In this paper we show that the two constructions are compatible– we extend the Fock-
Goncharov quantization of X -varieties to the families of [BFMN18]. As a corollary, we obtain that these
families and each of their fibers have Poisson structures. We relate this construction to the Berenstein-
Zelevinsky quantization of A-varieties ([BZ05]). Finally, inspired by the counter-example to quantum
positivity of the quantum greedy basis in [LLRZ14], we compute a counter-example to quantum positivity
of the quantum theta basis.
1 Introduction
Cluster varieties come in two flavors, A and X . Both types are a union of tori glued via a special class of
birational maps, known as mutation maps. The input of this construction is a collection of combinatorial
data Γ, which we review in Section 2.1. The output is a pair of schemes (AΓ,XΓ), together with maps
p : AΓ → XΓ. Up to a certain rescaling of character lattices, the tori in the atlas of AΓ and the tori in the
atlas of XΓ are dual to one another. Replacing Γ with Langlands dual data Γ∨ (reviewed in Section 2.1)
gives a new pair (AΓ∨ ,XΓ∨) where this duality is precise– the tori in the atlas of AΓ are dual to the tori in
the atlas of XΓ∨ , and the tori in the atlas of XΓ are dual to the tori in the atlas of AΓ∨ .
While closely related, A- and X -varieties differ in some important ways. A-varieties exhibit the Laurent
phenomenon ([FZ02]) and as a result come with a natural collection of linearly independent global regular
functions (theta functions). A consequence of this fact is that A-varieties naturally (partially) compactify
with projective geometry constructions. These constructions are reminiscent of the construction of (relative)
projective toric varieties via convex polyhedra. On the other hand, X -varieties are generally non-separated
and so cannot possibly be compactified in this way. Instead, they come with an atlas naturally described in
terms of a fan, and partially compactify in much the same way that a fan defines a toric variety partially
compactifying a torus. In fact, a single object (a scattering diagram) encodes both the theta functions on
AΓ and this partial compactification (known as the special completion) X̂Γ∨ of XΓ∨ . The special completion
was initially explored by Fock and Goncharov in [FG16].
In both cases, the partial compactifications can be put into families by introducing coefficients to the mu-
tations. For A, these coefficients already appeared in the first work on cluster algebras [FZ02], and the
resulting toric degenerations were explored in [GHKK18]. For X , the coefficients and corresponding toric
degenerations were given in [BFMN18].
Next, Fock and Goncharov describe in [FG09] a quantization Xq of the X -variety. In fact, they show that
X -varieties have a Poisson structure– one of their fundamental features– by taking a semi-classical limit of
Xq. Meanwhile, Berenstein and Zelevinsky address the quantization of A varieties in [BZ05]. The Berenstein-
Zelevinsky A-quantization admits coefficients, and thus admits families of quantum A-varieties.
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In this paper we show that the quantization of cluster Poisson varieties due to Fock and Goncharov ([FG09])
extends to the family of cluster Poisson varieties with coefficients of [BFMN18]. To do so, we introduce
coefficients to the quantum mutation formulas given by Fock and Goncharov in [FG09, Section 3.3.1] and
obtain
Proposition 1.1 (Proposition 3.7). The quantum X -mutation with coefficients
µqk,t;G : K
(
A
|I|
M ;G′,q (R)
)
→ K
(
A
|I|
M ;G,q (R)
)
is given in cluster coordinates by
µqk,t;G
(
X˜i;G′
)
=

X˜−1i;G if i = k,
X˜i;G
|ǫik|∏
ℓ=1
(
t[sgn (ǫik)ck;G ]+ + t[− sgn (ǫik)ck;G ]+q2ℓ−1k X˜
− sgn (ǫik)
k;G
)− sgn (ǫik) if i 6= k. .
Setting the coefficients ti to 1, we recover the usual Fock-Goncharov quantum X -mutation. Meanwhile, taking
the quantum parameter q to 1, we recover the classical X -mutation formula with coefficients of [BFMN18].
We further obtain a Poisson structure on the family X̂ of [BFMN18] and its fibers through a semi-classical
limit:
Proposition 1.2 (Proposition 5.3, Corollary 5.4). X̂ is a Poisson scheme over C [ti : i ∈ I], and its fibers
over closed points are Poisson schemes over C.
Finally, we show that this quantization of X -varieties with coefficients is compatible with the Berenstein-
Zelevinsky quantization of A-varieties with coefficients.
Proposition 1.3 (Proposition 4.1). With the identification qFG = q
− 1
2
lcm(di:i∈Iuf)
BZ , a p
∗-map on the level
of character lattices of cluster tori induces a ∗-algebra homomorphism from the quantum X -torus algebra
with coefficients to the quantum A-torus algebra with coefficients which commutes with mutation. That is,
it induces a map from the Berenstein-Zelevinsky quantum A-variety with coefficients to the Fock-Goncharov
X -variety with coefficients.
To complete the story, we highlight a key difference between the classical and quantum settings. Specifically,
inspired by an example of [LLRZ14] for the quantum greedy basis, we illustrate a wall in a rank two quantum
scattering diagram whose scattering function is non-positive. This leads to the failure of “quantum positivity”
for the quantum theta basis, which is expected from the corresponding result for the quantum greedy basis
in [LLRZ14].
Structure of the paper
Section 2 is an extended background section, split into several parts. First, we recall basic notions for
(classical) cluster varieties and cluster varieties with principal coefficients in Section 2.1. This is followed by
a review of the formulation of scattering diagrams in Section 2.2. We then move on to the quantum setting
for both X and A cluster algebras in Section 2.3. We conclude the background section with a sketch of the
construction of quantum scattering diagrams in Section 2.4, where we also provide an example of a quantum
scattering diagram which has wall function with a non-positive coefficient– a key difference from the classical
case. The detail computation used in this example is provided in Appendix B.
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In Section 3, we construct the quantization of the family X̂ . For the convenience of the reader, we review
some properties of the quantum affine algebra in Section 3.1. The quantum mutation of the X̂ family is
introduced in Section 3.2.
Section 4 is devoted to relating quantum X -mutation with coefficients (Section 3) with Berenstein-Zelevinsky’s
quantum A-mutation and Fomin-Zelevinsky’s A-mutation with coefficients. We focus on the case of principal
coefficients.
Using the quantum family X̂q and taking the classical limit q → 1, we prove in Section 5 that the family X̂
has a Poisson structure, as do its fibers. Finally, for the reader who wishes to see a more elementary proof
of this result, in Appendix A we provide a direct proof of the Poisson structure of the X̂ family without
passing through quantization.
2 Background
2.1 Cluster varieties
Before going into the quantum setting, we recall the definition of cluster algebras and cluster varieties
following [GHK15] and [GHKK18]. We start with the fixed data Γ:
• a finite set I of directions with a subset of unfrozen directions Iuf;
• a lattice N of rank |I|;
• a saturated sublattice Nuf ⊆ N of rank |Iuf|;
• a skew-symmetric bilinear form {·, ·} : N ×N → Q;
• a sublattice N◦ ⊆ N of finite index satisfying {Nuf, N◦} ⊂ Z and {N,Nuf ∩N◦} ⊂ Z;
• a tuple of positive integers (di : i ∈ I) with greatest common divisor 1;
• M = Hom(N,Z) and M◦ = Hom(N◦,Z).
Then a seed is a tuple s = (ei;s ∈ N : i ∈ I) such that {ei;s : i ∈ I} is a basis of N , {ei;s : i ∈ Iuf} is a basis
of Nuf, and {diei;s : i ∈ I} is a basis N◦. Define the matrix ǫˆij = {ei;s, ej;s}. The exchange matrix is defined
as
ǫ = (ǫij), where ǫ := {ei;s, ej;s}dj.
We denote the dual basis to s by
{
e∗i;s : i ∈ I
}
, and we set fi;s = d
−1
i e
∗
i;s. Observe that {fi;s : i ∈ I} is a
basis for M◦. For r ∈ R, define [r]+ = max(0, r). Given seed data s and k ∈ Iuf, the mutation s′ of s is a
new basis
ei;s′ :=
{
ei;s + [ǫik]+ek;s for i 6= k,
−ek;s for i = k.
(1)
Note that {ei;s′ : i ∈ Iuf} is still a basis for Nuf and {diei;s′ : i ∈ I} is still a basis for N◦. The new basis
{fi;s′ : i ∈ I} of M◦ is obtained as the dual of {diei;s′ : i ∈ I}. We can now associate two tori
Xs = TM = SpecC[N ] and As = TN◦ = SpecC[M
◦]. (2)
Write {Xi : i ∈ I} for the coordinates on Xs corresponding to the basis vectors {ei;s : i ∈ I}, i.e. Xi = Xei;s ,
and similarly write {Ai : i ∈ I} for the coordinates on As corresponding to the basis vectors {fi;s : i ∈ I},
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i.e. Ai = A
fi;s . The coordinates Xi, Ai are called cluster variables. These coordinates give identifications
Xs → (C
∗)
|I|
, As → (C
∗)
|I|
.
We define the birational maps (“mutation maps”)
µk : Xs 99K Xs′ , µk : As 99K As′ .
via pull-back of functions
µ∗k (X
n) = Xn(1 +Xek;s)−{n,ek;s}dk for n ∈ N,
µ∗k (A
m) = Am(1 + Avk;s)−〈dkek;s,m〉 for m ∈M◦.
In terms of cluster variables, these mutation maps may be rewritten as
µ∗k (Xi;s′) =
X
−1
k;s for i = k
Xi;s
(
1 +X
− sgn(ǫik)
k;s
)−ǫik
for i 6= k
(3)
and
µ∗k (Ai;s′) =
{
A−1k;s
(∏
j:ǫkj>0
A
ǫkj
j;s +
∏
j:ǫkj<0
A
−ǫkj
j;s
)
for i = k
Ai;s for i 6= k
. (4)
The A and X cluster varieties associated to Γ are the schemes
AΓ :=
⋃
s
As/ ∼
where tori are glued via the birational maps (4), and
XΓ :=
⋃
s
Xs/ ∼
where tori are glued via the birational maps (3). See [GHK15, Proposition 2.4] and the discussion following
it for further details.
Remark 2.1. When there is no risk of confusion, we will generally drop the subscript Γ and simply write A
and X .
The A- and X -cluster algebras are the spaces of regular functions Γ(A,OA) and Γ(X ,OX ) on these cluster
varieties.
Remark 2.2. There is a notion of duality for the fixed data Γ and seed s. The Langlands dual fixed data Γ∨
is defined by setting
I∨ := I, I∨uf := Iuf, N
∨ = N◦, { · , · }∨ :=
1
lcm (di : i ∈ I)
{ · , · } ,
(N∨)
◦
:= lcm (di : i ∈ I) ·N, and d
∨
j :=
lcm (di : i ∈ I)
dj
.
The Langlands dual seed is s∨ := (diei;s : i ∈ I). Naturally, this Langlands dual data determines a new
pair of cluster varieties: XΓ∨ and AΓ∨ are said to be the Fock-Goncharov duals of AΓ and XΓ. See [FG09,
Section 1.2.10].
For both A and X , the mutation relations may be generalized to allow coefficients in a semi-field. This
was treated for A in [FZ02] and for X in [BFMN18]. Importantly, the A and X mutations with coefficients
remain dual to one another in a precise sense: see [BFMN18, Section 3.3]. An instance of this construction
of particular interest– and the setting of the article– is the case of principal coefficients. We review cluster
varieties with principal coefficients in the following subsection.
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2.1.1 Cluster varieties with principal coefficients
We first treat principal coefficients for A-varieties following [GHK15]. Let Γ be the fixed data and s the seed
data of a (coefficient-free1) pair of cluster varieties (A,X ). Now consider the lattice and skew-symmetric
bilinear form
N˜ := N ⊕M◦, {(n1,m1) , (n2,m2)}prin := {n1, n2}+ 〈n1,m2〉 − 〈n2,m1〉.
Take I˜ = I ⊔ I with I˜uf the inclusion of Iuf into the first copy of I, N˜uf = Nuf ⊂ N˜ , N˜◦ = N◦ ⊕M , and
d˜i = di for i in either copy of I. This defines new fixed data Γ˜. Meanwhile, from the seed s we obtain a seed
s˜ as ((ei;s, 0) : i ∈ I) ∪ ((0, fi;s) : i ∈ I). This data defines an A-variety denoted Aprin closely related to the
original A-variety. In fact, denoting A˜(0,fi;s) by ti, Aprin may be viewed as a family of deformations of A
over Spec
(
C
[
t±1i : i ∈ I
])
. Moreover a choice of seed s determines an extension of Aprin to a family Aprin,s
over Spec (C [ti : i ∈ I]). Explicitly, mutation of A-variables takes the form
µ∗k
(
A˜i;s′
)
=
{
A˜−1k;s
(
t[ck;s]+
∏
j:ǫkj>0
A˜
ǫkj
j;s + t
[−ck;s]+
∏
j:ǫkj<0
A˜
−ǫkj
j;s
)
if i = k
A˜i;s if i 6= k
. (5)
Here ck;s is a c-vector. If I1 and I2 are the first and second copies of I in I˜, then ck;s is the k
th row of the
submatrix ǫ˜I1×I2 of the exchange matrix ǫ˜.
Next, the X -mutation with principal coefficients defining the corresponding family of deformations X of X
from [BFMN18] is given by
µ∗k
(
X˜i;s′
)
=
X˜
−1
i;s for i = k
X˜i;s
(
t[sgn(ǫik)ck;s]+ + t[− sgn(ǫik)ck;s]+X˜
− sgn(ǫik)
k;s
)−ǫik
for i 6= k
. (6)
Note that X is not the scheme Xprin of [GHKK18]. The difference stems from treatment of coefficients and
frozen variables. In the skew-symmetric case,2 X is dual to Aprin as cluster varieties over SpecC
[
t±1i : i ∈ I
]
,
while Xprin is dual to Aprin as cluster varieties over C.
Remark 2.3. As mentioned previously, the mutation relations with principal coefficients (5) and (6) are
both special case of more general mutation relations with coefficients in an arbitrary semifield P. The A
mutation with coefficients in P was described by Fomin and Zelevinsky in [FZ02], while the X -mutations
with coefficients in P was given in [BFMN18]. For reference, these more general relations take the form:
µ∗k
(
A˜i;s′
)
=
{
A˜−1k;s
(
p+k
∏
j:ǫkj>0
A˜
ǫkj
j;s + p
−
k
∏
j:ǫkj<0
A˜
−ǫkj
j;s
)
if i = k
A˜i;s if i 6= k
(7)
and
µ∗k
(
X˜i;s′
)
=
X˜
−1
i;s for i = k
X˜i;s
(
p
JǫikK
k + p
J−ǫikK
k X˜
− sgn(ǫik)
k;s
)−ǫik
for i 6= k
, (8)
where
p+ :=
p
p⊕ 1
, p− :=
1
p⊕ 1
, and pJxK :=

p− if x < 0,
1 if x = 0,
p+ if x > 0.
1We distinguish frozen variables and coefficients, so I may have frozen directions. The distinction is not so important for A,
but it is significant for X and affects the notion of cluster duality.
2When the exchange matrix is only skew-symmetrizable, we also need to take the Langlands dual data to obtain the dual
cluster variety with principal coefficients.
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2.2 Scattering diagrams
The geometry and combinatorics of cluster varieties and their associated cluster algebras can be encoded
using scattering diagrams, as formulated in [GHKK18]. In this section, we review the definition of scattering
diagrams over skew-symmetric Lie algebras as in [KS14], [GHKK18], [CM19], [DM19]. We then use this
machinery to discuss quantum scattering diagrams in Section 2.4.
Consider a finite rank lattice L with a skew-symmetric form {·, ·}. Let L∨ be the dual lattice. Choose a
strictly convex rational polyhedral cone C in LR = L ⊗ R. Let L⊕ = C ∩ L and L+ = L⊕ \ {0}. Now let g
be an L+-graded Lie algebra:
g =
⊕
n∈L+
gn, [gn1 , gn2 ] ⊂ gn1+n2 . (9)
Assume g is skew-symmetric with respect to {·, ·}, meaning [gn1 , gn2 ] = 0 whenever {n1, n2} = 0. Choose a
linear function d : L → Z such that d(n) > 0 for all n ∈ L+. Then define g>k :=
⊕
d(n)>k
gn, which is a Lie
subalgebra of g, and let g≤k = g/g>k. For each n ∈ L+, define g‖n :=
⊕
k≥1
gkn. We have corresponding Lie
groups Gk := exp g
≤k, G := exp g = lim←−Gk, and G
‖
n := exp(g
‖
n) ⊂ G.
Definition 2.4. A wall in L∨
R
over g is a pair (d, gd) such that
• gd ∈ G
‖
nd for some primitive nd ∈ L
+.
• d ⊂ L∨
R
is a closed, convex (but not necessarily strictly convex), rational-polyhedral, codimension-one
affine cone in L∨
R
, parallel to n⊥d . We call d the support of the wall.
A scattering diagram D over g is a set of walls in L∨
R
over g such that for each k > 0, there are only finitely
many (d, gd) ∈ d with gd not 1 in Gk. If (d1, gd1) and (d2, gd2) are two walls of d, and if codimL∨R (d1∩d2) = 1,
then we require that [gd1 , gd2] = 0. The singular locus of the scattering diagram is defined as
Sing(D) =
⋃
d∈D
∂d ∪
⋃
d1,d2∈D
dim d1∩d2=n−2
d1 ∩ d2,
Now consider a smooth immersion γ : [0, 1]→ L∨
R
\ Sing(D), with endpoints not contained in the support of
D, that only crosses walls transversely. For each k > 0, γ will cross only a finite number sk of walls, and we
label them by (di, gdi), i = 1, . . . , sk. Let ti be the time at which γ crosses the wall di For this k, we define
pkγ = g
sgn(〈nds ,−γ
′(ts)〉)
ds
◦ · · · ◦ g
sgn(〈nd1 ,−γ
′(t1)〉)
d1
,
and taking the limit k →∞ we define the path-ordered product pγ = lim
k→∞
pkγ ∈ G.
Two scattering diagram D and D′ are said to be equivalent if pγ,D = pγ,D′ for all paths γ for which both
are defined. A scattering diagram is consistent if pγ,D only depends on the endpoints of γ for any path γ
for which pγ,D is defined.
Versions of the following fundamental result have been proved in various contexts and degrees generality by
various authors.
Proposition 2.5 ([KS06], [GS11], [KS14], [GHKK18], [Bri17]). Let g be a skew-symmetric L+-graded Lie
algebra, and let Din be a finite scattering diagram whose walls are of the form (n
⊥
i , gi) for primitive ni ∈ L
+.
Then there is a unique-up-to-equivalence scattering diagram D such that D is consistent, D ⊃ Din.
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Briefly, [KS06] treats the two dimensional case, [GS11] deals with scattering diagrams of arbitrary dimension
in a logarithmic geometry context, [KS14] elaborates the construction of general scattering diagrams over
skew-symmetric Lie algebras and is the source for the formulation of Proposition 2.5 we have provided,
[GHKK18] develops scattering diagrams for cluster varieties, and [Bri17] considers scattering diagrams over
skew-symmetric Lie algebras as well and takes Hall algebras to obtain stability scattering diagrams.
2.2.1 Cluster scattering diagrams
Restricting to the cluster setting and following [GHKK18, Section 1], consider the fixed data Γ reviewed in
Section 2.1. We need to use Γ and a choice of seed s = (ei : i ∈ I) to construct a graded Lie algebra as in
(9).
Naturally, the lattice N , which comes equipped with the skew-form {·, ·}, replaces the lattice L from the
general discussion. Now define
N+s :=
{∑
i∈Iuf
aiei : ai ≥ 0,
∑
i∈Iuf
ai > 0
}
. (10)
This plays the role of L+ from the general discussion.
Define the map
p∗1 : Nuf →M
◦
n 7→ {n, · }.
In order to construct the cluster scattering diagram, [GHKK18] require p∗1 to be injective.
3 Using the
injectivity assumption, we can choose a strictly convex top-dimensional cone σ ⊆M◦
R
with associated monoid
P := σ ∩M◦ such that p∗1(ei) ∈ P \ {0} for all i ∈ Iuf. Denote by Ĉ[P ] the completion of C[P ] with respect
to the monomial ideal generated by P \ {0}. Now consider the Lie algebra C[P ] ⊗Z N◦, with Lie bracket
given by
[Am1 ⊗ n1, A
m2 ⊗ n2] = A
m1+m2 ⊗ (〈n1,m2〉n2 − 〈n2,m1〉n1) .
Let it act on C[P ] as follows: (f ⊗ n)(Am) = 〈n,m〉fAm. Define gn to be the one-dimensional subspace of
C[P ]⊗Z N◦ spanned by Ap
∗
1(n) ⊗ n. Then the Lie subalgebra g ⊂ C[P ]⊗Z N◦ is defined to be
g :=
⊕
n∈N+
s
gn.
Observe that g is skew-symmetric with respect to {·, ·}. We can again choose a linear function d : N → Z
such that d(n) > 0 for all n ∈ N+s . We then define g
>k, g≤k, g
‖
n, and the corresponding Lie groups Gk, G,
and G
‖
n precisely as before.
All that remains is to give an initial scattering diagram. For n ∈ N+s and f ∈ Ĉ[P ] of the form
f = 1 +
∞∑
k=1
ckA
kp∗1(n),
define pf ∈ G
‖
n by
pf (A
m) = f 〈n
′,m〉Am
3 This is known as the injectivity assumption. While it may seem limiting at first glance, this always holds after introducing
principal coefficients, which we reviewed in Section 2.1.1. [GHKK18] use Aprin to draw conclusions about A (which is a fiber
of Aprin) and X (which is a quotient of Aprin by a torus action).
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where n′ is the generator of R≥0 ·n∩N◦. Assuming the injectivity assumption is satisfied (so the scattering
diagram may be defined), the initial walls of the cluster scattering diagram are{(
e⊥i , pfdi
)
: i ∈ Iuf, fdi = 1 +A
p∗1(ei)
}
.
As the injectivity assumption is always satisfied after introducing principal coefficients, we can always work
on the level of Aprin to write:
D
Aprin
in,s :=
{(
(ei, 0)
⊥, pfdi
)
: i ∈ Iuf, fdi = 1 + A˜
p∗1((ei,0))
}
.
By Proposition 2.5, there exists a scattering diagram DAprin containing D
Aprin
in,s . This is the cluster scattering
diagram for Aprin. [GHKK18, Construction 7.11] gives precisely how this is related to A and X , allowing the
recovery of a scattering diagram for X as a slice of the Aprin scattering diagram and a similar combinatorial
structure4 for A whose support is a quotient of the support of the Aprin scattering diagram. An overview
appears in [CMN19, Section 2.2.1 and 2.2.2].
The follow result about cluster scattering diagrams plays an important role in this paper.
Theorem 2.6 ([GHKK18, Lemma 2.10]). Let Γ be fixed data for which the injectivity assumption is satisfied,
let D be the associated cluster scattering diagram, and let M◦
R
be the ambient space of the support of D. Then
D induces a chamber decomposition of a full dimensional subset of M◦
R
, yielding a (usually infinite) simplicial
generalized5 fan ∆+ whose maximal cones are in 1-1 correspondence with clusters.
Fan structure and cluster varieties
The fan ∆+ is known as the cluster complex. If there are no frozen directions, the rays of ∆+ correspond
precisely to cluster variables. Each ray is generated by the g-vector of a cluster variable, a notion which we
will now review. Let p∗2 : N →M
◦/N⊥uf be the lattice map defined by
p∗2(n) = {n, · }|Nuf∩N◦ ,
and denote the projection M◦ →M◦/N⊥uf by π. Now let p
∗ : N →M◦ be any lattice map satisfying
• p∗|Nuf = p
∗
1;
• π ◦ p∗ = p∗2.
The inclusion
N◦ →֒ N◦ ⊕M
n 7→ (n, p∗(n))
induces a TN◦ action on Aprin. After fixing an initial seed s0, every cluster variable Ai;s on A has a canonical
extension A˜i;s to Aprin, and A˜i;s is an eigenfunction of this TN◦ action. The g-vector of A˜i;s at s0 is the
weight of A˜i;s under this TN◦ action. See [GHKK18, Section 5] for further details.
Even if the injectivity assumption is not satisfied for Γ, it is for Γ˜ and projecting from M˜◦
R
to M◦
R
once again
yields a simplicial generalized fan ∆+ ([GHKK18, Theorem 2.13]). This is still called the cluster complex.
4In general the “scattering functions” of this structure may not have the same form as scattering functions of a scattering
diagram.
5The cones are convex, but not strictly convex if there are frozen directions.
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We obtain an honest simplicial fan (as opposed to generalized fan) by defining the maximal cone associated
to a cluster to be the R≥0-span of the g-vectors of the variables (both frozen and unfrozen) of that cluster.
In this way each cone is contained in a chamber of ∆+, and the integral points of maximal cones correspond
the monomials in the variables of the corresponding cluster. We call the resulting fan Σ the g-vector fan.
We can avoid certain redundancies in the atlas of A by indexing torus charts by maximal cones of Σ rather
than seeds, as multiple seeds may yield the same unordered cluster coordinates. In this language, we have
AΓ =
⋃
G∈Σ(max)
Spec (C [(G ∩M◦)gp]) / ∼,
where (G ∩M◦)gp is the group completion of the monoid G ∩M◦.
While Σ is clearly closely related to AΓ, it also has a strong connection to XΓ∨ . Observe that Σ is a fan inM◦R,
andM◦ is the cocharacter lattice of cluster tori in XΓ∨ . In fact, X -cluster variables on XΓ∨ can be associated
to c-vectors (Section 2.1.1) in much the same way that A-variables on AΓ are associated to g-vectors.
(See [BFMN18, Definition 5.10].) These c-vectors {ci;s : i ∈ I} associated to a cluster {Xi;s∨ : i ∈ I∨ = I}
generate the dual cone to G := span
R≥0
{gi;s : i ∈ I}. (See [NZ12, Theorem 1.2].) We can once again index
by maximal cones of Σ rather than seeds to avoid redundancies in the atlas of XΓ∨ . In these terms, XΓ∨ is
the scheme
XΓ∨ =
⋃
G∈Σ(max)
Spec
(
C
[
(G∨ ∩N◦)
gp])
/ ∼,
where G∨ is the dual cone of G and (G∨ ∩N◦)gp is the group completion of the monoid G∨ ∩N◦. Observe
that this description is highly reminiscent of the construction of toric varieties in terms of a fan. There are
two key differences: the gluing maps and the group completion. The gluing maps are what put us in the
cluster world to begin with, and if we were to replace the mutation maps with toric gluing maps the end
result would simply be a torus. This suggests a very natural partial compactification of XΓ∨ , analogous to
a toric variety partially compactifying a torus:
X̂Γ∨ =
⋃
G∈Σ(max)
Spec (C [G∨ ∩N◦]) / ∼ .
The scheme X̂Γ∨ is known as the special completion of XΓ∨ , and it was introduced by Fock and Goncharov
in [FG16].
Remark 2.7. Note that Langlands duality is an involution, so if we were to start with Γ∨ we would obtain
the special completion X̂Γ. We will generally make use of this fact to avoid continually writing “Langlands
dual” and ∨.
Remark 2.8. From Section 3 on we will make use of the discussion in this section to index by maximal cones
G of Σ rather than by seeds s. For instance, we will denote an X -cluster on X by
{
X˜i;G : i ∈ I
}
.
2.3 Quantum cluster algebras
Here we review the quantization of X by Fock and Goncharov ([FG09]), and the quantization of A by Beren-
stein and Zelevinsky ([BZ05]). Xq (respectively Aq) is a noncommutative q-deformation of X (respectively
Aq), where tori are replaced by quantum tori (which are ∗-algebras) and the mutation maps are ∗-algebra
isomorphisms of the noncommuative fraction fields of the quantum tori.
2.3.1 Quantum X -varieties
We again begin with fixed data Γ and a seed s (Section 2.1). Consider the noncommutative torus
TN := C[q
± 1d ]〈Xn : n ∈ N, Xn ·Xn
′
= q{n,n
′}Xn+n
′
〉.
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Thus, we have
q{n
′,n}Xn ·Xn
′
= q{n,n
′}Xn
′
·Xn. (11)
In particular, if we denote Xi := X
ei , then TN is a ∗-algebra over C[q±
1
d ], with the involutive antiautomor-
phism ∗ : TN → TN defined by
∗ (Xn) = Xn, ∗(q) = q−1. (12)
Quantum dilogarithm
To construct a non-commutative deformation of the space X , the quantum space Xq, Fock and Goncharov
[FG09] consider the quantum dilogarithm defined by
Ψq(x) =
∞∏
ℓ=1
(
1 + q2ℓ−1x
)−1
.
Write
Li2 (x; q) :=
∑
ℓ≥1
xℓ
ℓ(qℓ − q−ℓ)
. (13)
One can check that
Ψq (x) = exp (−Li2 (−x; q)) . (14)
See [FG09, Section 3.2] for further details.
For each seed s we will have a copy of TN , which we denote TN ;s. Since TN ;s is an Ore domain6, we can
take its noncommutative fraction field TN ;s. The quantum mutation map µ
q
k, k ∈ Iuf, is the isomorphism
µqk : TN ;s′ → TN ;s given by conjugation by Ψq1/dk (Xk;s),
µqk := AdΨq1/dk (Xk;s)
.
Fock and Goncharov [FG09] showed that µqk is a ∗-algebras homomorphism, which follows from the fact
that the equality Ψq−1 (x) = Ψq (x)
−1
holds. They then decompose µqk and express it in terms of cluster
variables. That is, they write
µqk = µ
♯
k ◦ µ
′
k,
where µ♯k := AdΨq1/dk (Xk)
: TN ;s → TN ;s, and µ′k : TN ;s′ → TN ;s relates the coordinates associated to the
basis s′ of N with the coordinates associated to the basis s. Explicitly,
µ′k : Xi;s′ = X
ei;s′ 7→ Xei;s′ = Xei;s+[ǫik]+ek;s = q−ǫˆik[ǫik]+Xei;sX [ǫik]+ek;s = q−ǫˆik[ǫik]+Xi;sX
[ǫik]+
k;s .
One can compute µ♯k more explicitly as
Xi 7→
{
Xi(1 + q
1/dkXk)(1 + q
3/dkXk) · · · (1 + q(2|ǫik|−1)/dkXk) ǫik ≤ 0,
Xi(1 + q
−1/dkXk)
−1(1 + q−3/dkXk)
−1 · · · (1 + q(1−2|ǫik|)/dkXk)−1 ǫik ≥ 0.
(15)
Finally, in terms of cluster coordinates, we have
µqk (Xi;s′) =
X
−1
i;s if i = k
Xi;s
(∏|ǫik|
ℓ=1
(
1 + q(2ℓ−1)/dkX− sgn ǫikk;s
))− sgn(ǫik)
if i 6= k.
(16)
6A domain A is a right Ore domain if for each nonzero elements x, y ∈ A, there exist r, s ∈ A such that xr = ys 6= 0.
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2.3.2 Quantum A-cluster algebras
Now we recall Berenstein and Zelevinsky’s treatment of quantum A-cluster algebras from [BZ05]. We
illustrate how one can translate between the two frameworks in Section 4.
Let Λ be an |I| × |I| skew-symmetric integer matrix, and let B˜ be an |I| × |Iuf| integer matrix. The pair(
Λ, B˜
)
is called compatible if B˜TΛ =
(
D 0
)
, for a diagonal matrix D. Berenstein and Zelevinsky show
([BZ05, Proposition 3.3]) that the pair (Λ, B˜) being compatible implies B˜ is of full rank and the principal
|Iuf| × |Iuf| submatrix B is skew-symmetrizable by noting DB = B˜TΛB˜. A compatible pair is the input for
the Berenstein-Zelevinsky quantum A-cluster algebra construction.7
We again consider a quantum torus ∗-algebra. In Section 2.3.1, the cluster coordinates on TN ;s were expo-
nentials of the elements of the basis s = {ei;s : i ∈ I} of N , and the q-commutation relations were defined
in terms of the skew form {·, ·} on N . In this case the cluster variables are exponentials of {fi;s : i ∈ I}, a
basis for M◦. We view Λ as a skew form on M◦ and define TM◦ as
TM◦ := C[q
± 1
2 ]〈Am : m ∈M◦, Am ·Am
′
= q
1
2
Λ(m,m′)Am+m
′
〉.
This is a ∗-algebra over C[q±
1
2 ], with ∗(Am) = Am and ∗(q) = q−1. Again, we have a copy TM◦;s for each
seed s, and we denote the noncommutative fraction field of TM◦;s by TM◦;s. We denote Afi;s ∈ TM◦;s by
Ai;s. The quantum A-mutation defining Aq is the ∗-algebra isomorphism TM◦;s′ → TM◦;s given by
µqk (Ai;s′) =
{
A
−fk;s+
∑
j:ǫkj>0
ǫkjfj;s
+A
−fk;s−
∑
j:ǫkj<0
ǫkjfj;s
for i = k
Ai;s for i 6= k
.
See [BZ05, Proposition 4.9].
2.4 Quantum scattering diagrams
In this section, we will outline how to construct the quantum version of scattering diagrams for X as in
[GHKK18, arXiv version 1, Construction 1.31] and [Man15]. We have outlined how to obtain consistent
scattering diagrams from skew-symmetric Lie algebras in Section 2.2. Thus we only need to merge the
quantum algebras into the formulation. Gross-Hacking-Keel-Kontsevich define the following Lie bracket on
TN :
[X,Y ] = Y X −XY.
It is straightforward to check that this indeed satisfies the properties of a Lie bracket using (11). gˆ will
be a Lie subalgebra of TN with this Lie bracket. To define it, Gross-Hacking-Keel-Kontsevich first take a
multiplicative subset S of C[q±1/d], defined as the complement of the union of the two prime ideals (q1/d−1)
and (q1/d + 1). They then take Cq to be the localization of C[q±1/d] by S: Cq := S−1C[q±1/d]. Then ĝ is
defined to be the free Cq-submodule of TN with basis
{
X̂n := X
n
q−q−1
∣∣∣ n ∈ N+s }. (See (10) for the definition
of N+s .) This is in fact a Lie subalgebra as
[X̂n, X̂n
′
] =
q{n
′,n} − q{n,n
′}
q − q−1
X̂n+n
′
, (17)
and q
{n′,n}−q{n,n
′}
q−q−1 ∈ Cq. Observe that ĝ is a skew-symmetric (with respect to [·, ·]) N
+
s -graded Lie algebra,
and in order to apply Proposition 2.5 all that remains is to provide the initial scattering diagram.
7Note in particular that while we can always quantize an X -variety, if the exchange matrix B˜ (which is ǫt
Iuf×I
in the
Fock-Goncharov formalism) is not full rank, then A does not admit a quantization by this procedure.
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Choose the monoid P ⊂ N as in the classical cluster scattering diagrams construction. Then elements of
Ĝ = exp(ĝ) act on ̂C[q±1/d][P ] by conjugation, i.e. exp(g) : Xn 7→ exp(−g)Xn exp(g). Recall the function
Li2(x; q) defined as in (13). Note that in particular Li2(−Xei ; q1/di) ∈ lim←− ĝ/ĝ
>k. Indeed the conjugation by
Ψq1/di can be expressed as
Ψq1/di (X
ei)−1XejΨq1/di (X
ei)
=
{
(1 + q1/diXei)(1 + q3/diXei) · · · (1 + q(2{ej ,ei}di−1)/diXei)Xej {ej, ei} > 0
(1 + q−1/diXei)−1(1 + q−3/diXei)−1 · · · (1 + q(2{ej ,ei}di+1)/diXei)−1Xej {ej, ei} ≤ 0
In fact, by comparing with (15), one can see this corresponds to the inverse of the automorphism µ♯k in Fock
and Goncharov’s setting.
Now consider the scattering diagram
D̂in,s :=
{(
v⊥i ,Ψq1/di (X
ei)
)
| i ∈ Iuf
}
where vi = p
∗
1(ei). Then by Proposition 2.5, there is a unique (up to equivalence) consistent scattering
diagram D̂s containing D̂in,s.
For the A-cluster algebra, if the compatible pair exists, one can put Λ as the skew-symmetric form in the
construction. Then one can similarly define the quantum A scattering diagram. Instead of repeating the
whole construction, we will demonstrate the quantum A scattering diagram as an example in the next
subsection.
We will show in Section 4 that the Berenstein-Zelevinsky quantization and the Fock-Goncharov quantization
are compatible via a p∗ map. Then one can deduce the A and X scattering diagrams from the Aprin scattering
diagram as in the classical case. However, unlike the classical case, if a compatible pair does not exist for
the A-algebra, one cannot restrict the quantum Aprin theta functions to obtain quantum A theta functions–
which do not exist. The issue is that in this case the new “principal coefficient” variables that have been
introduced8 will not commute with the original cluster variables. To recover the A-algebra, we would have
to specialize the principal coefficient variables to 1, at which point their failure to commute with the original
cluster variables would yield relations of the form Ai = q
cAi for some c 6= 0.
2.4.1 Non-positivity for theta functions
While the construction of quantum scattering diagrams is very similar to the classical construction, there
is an important difference between the classical and quantum settings which we would like to highlight
here. In [Dav18], Davison proved the positivity conjecture for skew-symmetric quantum A-cluster algebras:
every cluster variable is a Laurent polynomial in the monomials of any other cluster, with coefficients in
Z≥0[q±
1
2 ]. He has since taken this further with Mandel. In [DM19] they show the strong positivity conjecture
for quantum theta bases for skew-symmetric type quantum cluster algebras, meaning that the structure
constants for decomposing products of quantum theta functions in this setting are also Laurent polynomials
in the quantum parameter with positive integer coefficients.
Here we give an example illustrating the failure of the quantum positivity conjecture for quantum theta
functions outside of the skew-symmetric case. That is, we show a quantum theta function for a quantum
cluster algebra of skew-symmetrizable type which, when expressed in terms of initial quantum cluster vari-
ables, has a coefficient which is in Z[q±
1
2 ] but not Z≥0[q±
1
2 ]. [CGM+17] indicates that the rank 2 (classical)
8They must be treated as variables rather than coefficients if the Aprin algebra is to have a compatible pair when A does
not.
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theta basis is the same as the greedy basis. At the same time, Lee-Li-Rupel-Zelevinsky develop rank 2
quantum greedy bases in [LLRZ16] and give an example of a skew-symmetrizable quantum cluster algebra
where quantum positivity fails for the quantum greedy basis in [LLRZ14]. We repeat this example, but use
scattering diagram machinery.
Consider the quantization of the rank two cluster algebra A(2, 3). In the Fock-Goncharov formulation, this
is defined by the exchange matrix ǫ =
(
0 −3
2 0
)
, i.e. D =
(
2 0
0 3
)
and ǫˆ =
(
0 −1
1 0
)
. In the formulation of
Berenstein-Zelevinsky, it corresponds to the compatible pair (Λ, B), where Λ =
(
0 1
−1 0
)
andB =
(
0 2
−3 0
)
,
and hence D′ =
(
3 0
0 2
)
.
Consider the seed {e1 = (1, 0), e2 = (0, 1)}, and the corresponding basis {f1 =
1
2e
∗
1, f2 =
1
3e
∗
2} of M
◦.
For ease of comparison, we will adopt the notation of [LLRZ14] here, set qBZ = v
−2, and so consider the
quantum torus with relation A2A1 = v
2A1A2. [GHKK18, arXiv version 1] tells how to write down the initial
scattering diagram for Xq. To obtain the initial scattering diagram for Aq, we can9 simply apply p∗1:
D̂Ain =
{(
e⊥1 ,Ψv3
(
A−32
))
,
(
e⊥2 ,Ψv2
(
A21
))}
.
Observe that, for u = u1f1 + u2f2,
Ψv3
(
A−32
)−1
AuΨv3
(
A−32
)
=
|u1|∏
ℓ=1
(
1 + vsgn(u1)3(2ℓ−1)A−32
)sgn(u1)Au (18)
and
Ψv2
(
A21
)−1
AuΨv2
(
A21
)
=
|u2|∏
ℓ=1
(
1 + vsgn(u2)2(2ℓ−1)A21
)sgn(u2)Au. (19)
It is straightforward to check that the initial wall functions reproduce the quantum mutation formulae for
the initial seed of this quantum cluster algebra.
Now set L := p∗1(N), set L
+ := p∗1 (N
+
s ) \ {0}, and let d : L→ Z be given by 〈e1 − e2, · 〉. Then d (p
∗
1(e1)) =
d (p∗1(e2)) = 1. Now set P :=
(
span
R≥0
{p∗1(e1), p
∗
1(e2)}
)⋂
M◦ = span
Z≥0
{f1,−f2}, and let J be the
monomial ideal in C[P ] generated by L+. Observe that D̂Ain is consistent for G1. To see the failure of
quantum positivity in this example, we only need to compute the consistent scattering diagram for G2,
denoted D̂A2 .
Consider the following loop γ:
9We could also work on the level of Aprin, which is isomorphic to Xprin. The injectivity assumption is satisfied in this
example and we can obtain the scattering diagram for Aq from the scattering diagram for Aprin,q by projection.
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g1 := Ad
−1
Ψv2 (A
2
1)
g2 := Ad
−1
Ψv3 (A
−3
2 )
γ
.
For D̂Ain, the wall crossing automorphism associated to γ is p
1
γ = g2 ◦ g
−1
1 ◦ g
−1
2 ◦ g1. To obtain D̂
A
2 , we add
walls such that p2γ is the identity in G2. But for u = u1f1 + u2f2,
(
p1γ
)−1
= g−11 ◦ g2 ◦ g1 ◦ g
−1
2 is given by
10
(
p1γ
)−1
(Au) =
(
1 +
(
sgn(u1)
(
v−4 + 1 + v4
) |u1|∑
ℓ=1
vsgn(u1)3(2ℓ−1) + sgn(u2)
(
v−3 + v3
) |u2|∑
ℓ=1
vsgn(u2)2(2ℓ−1)
+ sgn(u1) sgn(u2)
(
v6 − v−6
) |u1|∑
ℓ1=1
|u2|∑
ℓ2=1
vsgn(u1)3(2ℓ1−1)+sgn(u2)2(2ℓ2−1)
)
A2f1−3f2 + · · ·
)
Au.
(20)
Note that there is only one term whose exponent vector m satisfies d(m) = 2. All terms encompassed by
the ellipses are higher order, i.e. have exponent vectors m′ with d(m′) > 2. As a result, D̂A2 has only one
new wall. Let g3 ∈ G2 denote the map
Au 7→
(
1 +
(
sgn(u1)
(
v−4 + 1 + v4
) |u1|∑
ℓ=1
vsgn(u1)3(2ℓ−1) + sgn(u2)
(
v−3 + v3
) |u2|∑
ℓ=1
vsgn(u2)2(2ℓ−1)
+ sgn(u1) sgn(u2)
(
v6 − v−6
) |u1|∑
ℓ1=1
|u2|∑
ℓ2=1
vsgn(u1)3(2ℓ1−1)+sgn(u2)2(2ℓ2−1)
)
A2f1−3f2 + · · ·
)
Au.
The new wall is (d3, g3), where d3 := R≥0 · (−2f1 + 3f2). The failure of quantum positivity in this example
stems from this wall function having coefficients in Z[v±1] rather than Z≥0[v±1].
10See Appendix B for this computation.
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g1 := Ad
−1
Ψv3 (A
2
1)
g2 := Ad
−1
Ψv2 (A
−3
2 )
g3
.
Figure 1: The scattering diagram D̂A2 .
While the theta basis is indexed by g-vectors, the greedy basis is indexed by d-vectors. A piecewise linear
map sending the g-vector of a classical theta function to its d-vector (the theta function now being viewed
as a greedy basis element) is given in [CGM+17]. Due to a convention difference (amounting to a transpose
of the exchange matrix) we need a slightly modified version of the map from [CGM+17]. For the rank two
cluster algebra A(b, c), define
T :M◦
R
→M◦
R
m 7→
{
m if m1 ≥ 0
m+ (0, cm1) if m1 ≤ 0
.
Then T (g(ϑm)) = −d(ϑm) by a similar argument as in [CGM+17, Remark 4.5].
In [LLRZ14], they considered the greedy basis element corresponding to the d-vector (3, 4):
X [3, 4] =
∑
p,q≥0
e(p, q)X(2p−3,3q−4).
In particular, e(2, 1) = v2− 1+ v−2. This term e(2, 1) is the coefficient of X(1,−1), or in the Fock-Goncharov
notation we have adopted Af1−f2 .
Note that T (−3, 5) = (−3,−4). Then the d-vector (3, 4) corresponds to the g-vector (−3, 5) in our setting.
Now we compute the coefficient of Af1−f2 in ϑ(−3,5), expressed in terms of the initial cluster. We pick a
basepoint Q in the positive quadrant and consider all possible broken lines whose initial decorating monomial
is A−3f1+5f2 , final decorating monomial is a scalar multiple of Af1−f2 , and endpoint is Q. There is in fact
only one:
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g1
g2
g3
(
v −
2
−
1
+
v 2 )
A
−
f
1 +
2
f
2
A
−
3f
1 +
5f
2
(
v−2 − 1 + v2
)
A−f1−f2
(
v−2 − 1 + v2
)
Af1−f2
Q
.
Figure 2: The broken line giving the Af1−f2 summand of ϑ−3f1+5f2 . While we have drawn this atop D̂
A
2 , it
is not difficult to see that this is the only broken line contributing to any order.
We obtain precisely the same non-positive coefficient
(
v−2 − 1 + v2
)
ofAf1−f2 for the quantum theta function
ϑ−3f1+5f2 as Lee-Li-Rupel-Zelevinsky do for the quantum greedy basis element X [3, 4].
3 The quantum space X̂q
In Section 2.3.1, we recall the quantization of a cluster Poisson variety X , which directly extends to the
quantization for its special completion X̂ , by describing the quantum mutation map µqk as a composition
µ♯k ◦ µ
′
k.
To establish the quantum version of the X̂ family deforming X̂ , we introduce coefficients to both µ♯k
and µ′k. Consider the ring R := C [ti : i ∈ I]. We are going to work over the ∗-ring R[q
± 1d ], where
d := lcm {di : i ∈ Iuf} and the involution map ∗ is defined as in (12).
Geometrically, we want to associate a noncommutative affine scheme to each maximal cone G of the g-vector
fan and glue them via a quantum version of (6), or a version of (16) with coefficients. Algebraically, each
chamber G determines a ∗-algebra AG over R[q±
1
d ], a noncommutative polynomial ring given by
AG := R
[
q±
1
d
]
〈X˜i;G : i ∈ I, q
−ǫ̂ij X˜i;GX˜j;G = q
−ǫ̂jiX˜j;GX˜i;G〉.
The quantum mutation with coefficients will be a ∗-algebra isomorphism of the noncommutative fraction
fields of these ∗-algebras.11 Thinking of the geometric interpretation, we will express the noncommutative
fraction field of AG by K
(
A
|I|
M ;G,q (R)
)
.
11We review the notion of a noncommutative fraction field in the following Subsection 3.1 and show that it can be applied
here.
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3.1 Quantum affine algebra
We begin by reviewing some properties of the spectrum of a not-necessarily-commutative ring. For further
details about noncommutative Noetherian rings, we refer the reader to [GW04] and [MR01].
Definition 3.1. Let A be a ring.
• A proper ideal P of A is prime if whenever I and J are two-sided ideals of R with IJ ⊆ P , either
I ⊆ P or J ⊆ P . 12
• The prime spectrum Spec(A) is the set of all prime ideals of A.
The prime spectrum Spec(A) is a topological space with the patch topology: the closed sets are the subsets
X of Spec(A) such that any prime ideal of A which is the intersection of some primes in X belongs to X
(see [MR01, 4.6.14]).
It is convenient think of AG as an iterated skew polynomial ring. We illustrate this concept in the case
of adjoining three noncommuting variables. The general case is simply an iteration of this process. See
[GW04, Chapter 1] for a more complete treatment of iterated skew polynomial rings. Consider the R[q±
1
d ]-
automorphism α2 of R[q
± 1d ][X˜1;G ] given by
α2
(
X˜1;G
)
= q−2ǫ̂12X˜1;G .
The ring R[q±
1
d ][X˜1;G ][X˜2;G ;α2] is the noncommutative polynomial ring where X˜2;GX˜1;G = α2
(
X˜1;G
)
X˜2;G .
Now consider the R[q±
1
d ]-automorphism α3 of R[q
± 1d ][X˜1;G ][X˜2;G ;α2] given by
α3
(
X˜1;G
)
= q−2ǫ̂13X˜1;G , and α3
(
X˜2;G
)
= q−2ǫ̂23X˜2;G .
Then the ring R[q±
1
d ][X˜1;G ][X˜2;G ;α2][X˜3;G ;α3] is the noncommutative polynomial ring satisfying
X˜2;GX˜1;G = α2
(
X˜1;G
)
X˜2;G , X˜3;GX˜1;G = α3
(
X˜1;G
)
X˜3;G , and X˜3;GX˜2;G = α3
(
X˜2;G
)
X˜3;G .
With this description, we can assert that AG is a Noetherian domain.
Proposition 3.2. The ring AG is a Noetherian noncommutative ring.
Proof. By induction on |I|. Note that R[q±
1
d ] is a (commutative) Noetherian ring, so R[q±
1
d ][X˜1;G ] also is a
(commutative) Noetherian ring. The skew Hilbert basis theorem (see [GW04, Theorem 1.14]) implies that
R[q±
1
d ][X˜1;G ][X˜2;G ;α2] is a Noetherian ring. Assume the claim holds for all i < |I|.
Now, since R[q±
1
d ]〈X˜1;G , . . . , X˜|I|;G〉/ ∼ is equal to R[q
± 1d ][X˜1;G ][X˜2;G ;α2] · · · [X˜|I|−1;G ;α|I|−1][X˜|I|;G ;α|I|],
by the induction hypothesis R[q±
1
d ][X˜1;G ][X˜2;G ;α2] · · · [X˜|I|−1;G ;α|I|−1] is a Noetherian ring, then by the
skew Hilbert basis theorem we concluded that R[q±
1
d ][X˜1;G ][X˜2;G ;α2] · · · [X˜|I|−1;G ;α|I|−1][X˜|I|;G ;α|I|] is a
Noetherian ring.
By [Gol58, Theorem 1], a ring without zero divisors which satisfies the ascending chain condition for right
ideals has a right noncommutative fraction field. Combining with Proposition 3.2, an immediate corollary
is that we can take the noncommutative fraction field of AG . We denote the right noncommutative fraction
field of AG by K
(
A
|I|
M ;G,q (R)
)
.
12This definition is equivalent to the usual one in the commutative case, see [GW04, Proposition 3.1].
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Remark 3.3. By the universal property of right rings of fractions, the right noncommutative fraction field of
AG is canonically isomorphic to the right noncommutative fraction field of any localization of AG . This will
allow us to glue quantum affine schemes by noncommutative “birational” maps µqk,t;G in Section 3.2.
We can consider the multiplicatively closed set S consisting of the powers of the cluster variables
{
X˜i;G : i ∈ I
}
of AG . Observe that the cluster variables are all normal elements of AG , meaning X˜i;GAG = AGX˜i;G . Then,
we construct the noncommutative localization of AG by S as TG = R[q±
1
d ]〈X˜±1i;G : i ∈ I〉/ ∼ with the same
relation as before:
q−ǫ̂ij X˜i;GX˜j;G = q
−ǫ̂jiX˜j;GX˜i;G .
The ring TG is the quantum torus algebra over R[q±
1
d ].
Proposition 3.4. There is a 1-1 correspondence between the elements in Spec (AG) that do not contain the
element X˜i;G for all i = 1, . . . , |I| and the elements of Spec (TG).
Proof. Since AG is a Noetherian ring, the results follows by [MR01, Proposition 2.1.16].
Following the arguments given in [BZ05], we describe the elements of Spec (TG) in terms of the prime ideals
of a commutative ring.
Proposition 3.5. Let Z be the center of the quantum torus algebra TG . There is a 1-1 correspondence
between the ideals of Z and the two-sided ideals of TG given by extension from Z to TG , with inverse given
by contraction. In particular, this gives a bijection between the sets Spec (Z) and Spec (TG).
Proof. Recall the fixed data Γ and let s be any seed associated to the maximal cone G. (See the discussion
preceding Remark 2.8. We fix s here as we will use an ordered basis of N in the proof.) Define the lattice
map
p∗ : N →M◦
n 7→ {n, · } .13
Now for any m ∈ p∗(N) consider the set
TG,m =
{
X˜ ∈ TG : X˜i;sX˜X˜
−1
i;s = q
2〈ei;s,m〉X˜ for i ∈ I
}
.
(Note that the pairing 〈ei;s,m〉 takes values in
1
dZ.) For n =
∑
i niei;s ∈ N , denote the monomial
∏
i X˜
ni
i;s
by X˜n;s. Note that TG,m is an R[q±
1
d ]-module with generating set
{
X˜n;s : −p∗(n) = m
}
. Indeed, if X˜n;s is
such that −p∗(n) = m, then
X˜i;sX˜n;sX˜
−1
i;G = q
−2
∑
j∈I nj ǫ̂jiX˜n;sX˜i;sX˜
−1
i;s
= q−2〈ei;s,p
∗(n)〉X˜n;s
= q2〈ei;s,m〉X˜n;s.
Now, let X˜ ∈ TG,m. Since X˜ =
∑
n λnX˜n;s and by hypothesis
q2〈ei;s,m〉X˜ = X˜i;s
(∑
λnX˜n;s
)
X˜−1i;s
=
∑
λnX˜i;sX˜n;sX˜
−1
i;s
=
∑
λnq
2〈ei;s,−p
∗(n)〉X˜n;s,
13A more general p∗ map was defined in Section 2.2.1.
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then it must hold that 〈ei;s,−p∗(n)〉 = 〈ei;s,m〉 for each index in the sum.
Consequently, TG is graded by p∗(N): TG =
⊕
m∈p∗(N)
TG,m. In addition, multiplication by X˜n;s gives an
isomorphism between TG,m and TG,m−p∗(n). The inverse is given by multiplication by X˜
−1
n;s.
Using this grading, it is immediate that Z = TG,0 and also that, if I is an ideal of Z, then the contraction
in Z of the extension ITG = TGI is equal to I. That is, extension followed by contraction is the identity on
ideals of Z.
Now, let J be a two-sided ideal of TG . Clearly, (J ∩ Z) TG ⊆ J . Next, since J is two-sided, J is p∗(N)-graded
also, namely
J =
⊕
m∈p∗(N)
Jm
where Jm = J ∩ TG,m. The isomorphism given by multiplication by X˜n;s restricts to an isomorphism
Jm
∼
→ Jm−p∗(n). In particular, when m = 0 it gives an isomorphism J ∩Z = J0
∼
→ J−p∗(n). Since X˜n;s ∈ TG
for all n ∈ N , this establishes that
J =
⊕
m∈p∗(N)
Jm ⊆ (J ∩ Z) TG .
So, J = (J ∩ Z) TG and contraction followed by extension is the identity on two-sided ideals of TG .
For the next claim, using the fact that the contraction and extension give the bijection between the sets of
two-sided prime ideals of TG and the prime ideals of Z, it is enough to prove the following statements:
• If P ∈ Spec (TG), then P ∩ Z ∈ Spec (Z), and
• If Q ∈ Spec (Z), then QTG ∈ Spec (TG).
For the first, let P ∈ Spec (TG). Consider ideals I1 and I2 of Z such that I1I2 ⊆ P ∩Z. Then, using the fact
that contraction followed by extension is the identity,
(I1TG) (I2TG) = (I1I2) TG ⊆ (P ∩ Z) TG = P.
The hypothesis P prime implies that I1TG ⊆ P or I2TG ⊆ P . Hence,
(I1TG) ∩ Z ⊆ P ∩ Z or (I2TG) ∩ Z ⊆ P ∩ Z
and since extension followed by contraction is the identity, we conclude that I1 ⊆ P ∩ Z or I2 ⊆ P ∩ Z. So,
P ∩ Z is a prime ideal of Z.
For the second one, let Q ∈ Spec (Z). Consider two-sided ideals J1 and J2 of TG such that J1J2 ⊆ QTG .
Since extension followed by contraction is the identity,
(J1 ∩ Z) (J2 ∩ Z) ⊆ (J1J2) ∩ Z ⊆ (QTG) ∩ Z = Q.
From the hypothesis Q prime it follows that
(J1 ∩ Z) ⊆ Q or (J2 ∩ Z) ⊆ Q.
Finally, since contraction followed by extension is the identity, we conclude that J1 ⊆ QTG or J2 ⊆ QTG .
Hence, QTG is a prime ideal of TG .
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3.2 Quantum mutation of the X̂ family
We now describe explicitly the quantum mutation map with coefficients µqk,t;G . It would be analogous to
[FG09, Section 3.3] but including coefficients. For simplicity, we denote qk := q
1/dk . First, we consider the
quantum dilogarithm with coefficients t.
Ψqk,t
(
X˜k;G
)
:= Ψqk
(
t[ck;G ]+
t[−ck;G ]+
X˜k;G
)
(21)
We then define µ♯k,t;G to be the automorphism of K
(
A
|I|
M ;G,q (R)
)
given by conjugation by Ψqk,t
(
X˜k;G
)
:
µ♯k,t;G (x) := Ψqk
(
t[ck;G ]+
t[−ck;G ]+
X˜k;G
)
xΨqk
(
t[ck;G ]+
t[−ck;G ]+
X˜k;G
)−1
. (22)
Next, up to a certain scale factor, µ′k,t;G : K
(
A
|I|
M ;G′,q (R)
)
→ K
(
A
|I|
M ;G,q (R)
)
just re-expresses the coordi-
nates
{
X˜i;G′ = X˜
ei;G′ : i ∈ I
}
obtained by exponentiating the basis elements of s′ in terms of the coordinates{
X˜i;G = X˜
ei;G : i ∈ I
}
obtained by exponentiating the basis elements of s. Explicitly, we define
µ′k,t;G
(
X˜vG′
)
= t−{v,ek;G}dk[−ck;G ]+X˜vG ,
which in terms of the two sets of cluster coordinates has form:
µ′k,t;G
(
X˜i;G′
)
=
X˜
−1
i;G if i = k,
t−ǫik[−ck;G ]+q−ǫ̂ik[ǫik]+X˜i;GX˜
[ǫik]+
k;G if i 6= k.
(23)
Lemma 3.6. The automorphism µ♯k is given in cluster coordinates by
µ♯k,t;G
(
X˜i;G
)
=

X˜i;G
|ǫik|∏
ℓ=1
(
1 +
t[ck;G ]+
t[−ck;G ]+
q2ℓ−1k X˜k;G
)
if ǫik ≤ 0,
X˜i;G
(
ǫik∏
ℓ=1
(
1 +
t[ck;G ]+
t[−ck;G ]+
q1−2ℓk X˜k;G
))−1
if ǫik ≥ 0.
(24)
Proof. This is [FG09, Lemma 3.4] with Xk replaced by
t[ck;G ]+
t[−ck;G ]+
X˜k;G . We reproduce the argument here for
the reader’s convenience. Recall that q−ǫ̂kiX˜k;GX˜i;G = q
−ǫ̂ikX˜i;GX˜k;G , so
X˜k;GX˜i;G = q
−2ǫ̂ikX˜i;GX˜k;G
= q−2ǫikk X˜i;GX˜k;G .
Then writing Ψqk(x) as
∞∑
ℓ=0
cℓx
ℓ, we have
Ψqk
(
t[ck;G ]+
t[−ck;G ]+
X˜k;G
)
X˜i;G =
∞∑
ℓ=0
cℓ
(
t[ck;G ]+
t[−ck;G ]+
X˜k;G
)ℓ
X˜i;G
=
∞∑
ℓ=0
cℓX˜i;G
(
q−2ǫikk
t[ck;G ]+
t[−ck;G ]+
X˜k;G
)ℓ
= X˜i;GΨqk
(
q−2ǫikk
t[ck;G ]+
t[−ck;G ]+
X˜k;G
)
.
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So,
µ♯k,t;G
(
X˜i;G
)
= Ψqk
(
t[ck;G ]+
t[−ck;G ]+
X˜k;G
)
X˜i;GΨqk
(
t[ck;G ]+
t[−ck;G ]+
X˜k;G
)−1
= X˜i;GΨqk
(
q−2ǫikk
t[ck;G ]+
t[−ck;G ]+
X˜k;G
)
Ψqk
(
t[ck;G ]+
t[−ck;G ]+
X˜k;G
)−1
.
(25)
Next, we use the quantum dilogarithm difference relation [FG09, Equation 52]:
Ψq
(
q2x
)
= (1 + qx)Ψq(x), Ψq
(
q−2x
)
=
(
1 + q−1x
)−1
Ψq(x). (26)
Combining (26) and (25) yields the claim.
We now define the quantum X -mutation with coefficients µqk,t;G : K
(
A
|I|
M ;G′,q (R)
)
→ K
(
A
|I|
M ;G,q (R)
)
to be
the composition µqk,t;G := µ
♯
k,t;G ◦ µ
′
k,t;G .
Proposition 3.7. The quantum X -mutation with coefficients µqk,t;G : K
(
A
|I|
M ;G′,q (R)
)
→ K
(
A
|I|
M ;G,q (R)
)
is
given in cluster coordinates by
µqk,t;G
(
X˜i;G′
)
=

X˜−1i;G if i = k,
X˜i;G
|ǫik|∏
ℓ=1
(
t[sgn (ǫik)ck;G ]+ + t[− sgn (ǫik)ck;G ]+q2ℓ−1k X˜
− sgn (ǫik)
k;G
)− sgn (ǫik) if i 6= k.
(27)
Proof. We use Lemma 3.6 to explicitly compute the composition µqk,t;G := µ
♯
k,t;G ◦ µ
′
k,t;G . First, if i = k the
result is immediate. Next, if i 6= k but ǫik = 0, (23) reduces to µ
′
k,t;G
(
X˜i;G′
)
= X˜i;G and the product in (24)
is empty. So in this case µqk,t;G
(
X˜i;G′
)
= X˜i;G as claimed. Two cases remain:
Case 1: ǫik < 0.
µ♯k,t;G
(
t−ǫik[−ck;G ]+q−ǫ̂ik[ǫik]+X˜i;GX˜
[ǫik]+
k;G
)
=t−ǫik[−ck;G ]+µ♯k,t;G
(
X˜i;G
)
=t|ǫik|[−ck;G ]+X˜i;G
|ǫik|∏
ℓ=1
(
1 +
t[ck;G ]+
t[−ck;G ]+
q2ℓ−1k X˜k;G
)
=X˜i;G
|ǫik|∏
ℓ=1
(
t[−ck;G ]+ + t[ck;G ]+q2ℓ−1k X˜k;G
)
.
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Case 2: ǫik > 0. Recall that by definition ǫik = {ei, ek}dk, qk = q1/dk and ǫ̂ik = {ei, ek}.
µ♯k,t;G
(
t−ǫik[−ck;G ]+q−ǫ̂ik[ǫik]+X˜i;GX˜
[ǫik]+
k;G
)
=t−ǫik[−ck;G ]+q−ǫ̂ik ǫikµ♯k,t;G
(
X˜i;GX˜
ǫik
k;G
)
=t−ǫik[−ck;G ]+q−ǫ̂ik ǫikX˜i;GX˜
ǫik
k;G
(
ǫik∏
ℓ=1
(
1 +
t[ck;G ]+
t[−ck;G ]+
q1−2ℓk X˜k;G
))−1
=X˜i;G
(
ǫik∏
ℓ=1
qǫ̂ikX˜−1k;G
(
t[−ck;G ]+ + t[ck;G ]+q1−2ℓk X˜k;G
))−1
=X˜i;G
(
ǫik∏
ℓ=1
qǫikk q
1−2ℓ
k
(
t[−ck;G ]+q2ℓ−1k X˜
−1
k;G + t
[ck;G ]+
))−1
=X˜i;G
(
q
ǫ2ik
k q
−ǫ2ik
k
ǫik∏
ℓ=1
(
t[−ck;G ]+q2ℓ−1k X˜
−1
k;G + t
[ck;G ]+
))−1
=X˜i;G
(
ǫik∏
ℓ=1
(
t[ck;G ]+ + t[−ck;G ]+q2ℓ−1k X˜
−1
k;G
))−1
.
This proves the claim.
Corollary 3.8. Setting t = 1 we recover the coefficient free quantum mutation formula (16). Setting q = 1,
we recover the degeneration formula (6).
Proposition 3.9. The quantum X -mutation with coefficients µqk;t;G is a ∗-homomorphism.
Proof. Since by construction µqk;t;G = µ
♯
k;t;G ◦ µ
′
k;t;G , it is enough to prove that the homomorphisms µ
♯
k;t;G
and µ′k;t;G are ∗-homomorphisms.
Using the fact that the quantum dilogarithm satisfies the equality Ψq−1k
(x) = Ψqk(x)
−1 [FG09, Equation 53],
it follows that
∗
(
µ♯k;t;G
(
X˜i;G
))
= Ψq−1k
(
t[ck;G ]+
t[−ck;G ]+
X˜k;G
)−1
X˜i;GΨq−1k
(
t[ck;G ]+
t[−ck;G ]+
X˜k;G
)
= Ψqk
(
t[ck;G ]+
t[−ck;G ]+
X˜k;G
)
X˜i;GΨqk
(
t[ck;G ]+
t[−ck;G ]+
X˜k;G
)−1
= µ♯k;t;G
(
X˜i;G
)
.
For µ′k;t;G , the statement it is clear if i = k or i 6= k and ǫik = 0. Now, assume that i 6= k and ǫik 6= 0. We
consider two cases:
Case 1: ǫik < 0.
∗
(
µ′k;t;G
(
X˜i;G
))
= ∗
(
t−ǫik[−ck;G ]+X˜i;G
)
= t−ǫik[−ck;G ]+X˜i;G = µ
′
k;t;G
(
X˜i;G
)
.
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Case 2: ǫik > 0. Recall that X˜k;GXi;G = q
−2ǫ̂ikX˜i;GX˜k;G .
∗
(
µ′k;t;G
(
X˜i;G
))
= ∗
(
t−ǫik[−ck;G ]+q−ǫ̂ikǫikX˜i;GX˜
ǫik
k;G
)
= t−ǫik[−ck;G ]+qǫ̂ikǫikX˜ǫikk;GX˜i;G
= t−ǫik[−ck;G ]+qǫ̂ikǫikq−2ǫ̂ikǫikX˜i;GX˜
ǫik
k;G
= t−ǫik[−ck;G ]+q−ǫ̂ikǫikX˜i;GX˜
ǫik
k;G
= µ′k;t;G
(
X˜i;G
)
.
This completes the proof.
Definition 3.10. The scheme X̂G0,q over R is obtained by gluing the affine patches
A
|I|
M ;G,q (R) := Spec
(
R
[
q±
1
d , X˜1;G , . . . , X˜|I|;G
])
via the mutations given in (27), where G0 is the maximal cone of ∆+ associated to a choice of initial seed
s0 and G is any maximal cone of ∆+. Similarly, we obtained the scheme XG0,q by gluing the affine patches
Spec
(
R
[
q±
1
d , X˜±1;G , . . . , X˜
±
|I|;G
])
. Once we have fixed an initial seed s0 or cone G0 and there is no risk of
confusion, we will often drop the subscript from our notation, writing simply X̂q or Xq.
Remark 3.11. In [BFMN18], the family X̂ is viewed as a toric degeneration of the special completion X̂
of X to the toric variety defined by the underlying fan of the cluster complex in the A scattering diagram.
Note that here we obtain a quantum version of this toric degeneration, where characters only q-commute.
Example 3.12. In this example, we compare the different cluster varieties associated to the A2 quiver. This
may be compared to [BFMN18, Table 2] and [FZ07, Tables 1-4], where to make the comparison set εs = B
T
s .
In Table 1, we compare the usual X -variety with the corresponding quantum variety Xq obtained using the
quantum mutation formula in [FG09] and in Table 2, we compare the family X̂ with the quantum family
X̂q using the mutation formula (27).
X Xq
s εs X1;s X2;s X1;s X2;s
0
(
0 −1
1 0
)
X1 X2 X1 X2
l µ2
1
(
0 1
−1 0
)
X1 (1 +X2)
1
X2
X1 (1 + qX2) X
−1
2
l µ1
2
(
0 −1
1 0
)
1
X1(1+X2)
X1X2+X1+1
X2
(1 + qX2)
−1
X−11
(
X−11 X2
)−1 (
X−11 + q (1 + qX2)
)
l µ2
3
(
0 1
−1 0
)
X1+1
X1X2
X2
X1X2+X1+1
X−12
(
1 + q−1X−11
) (
X−11 + q (1 + qX2)
)−1 (
X−11 X2
)
l µ1
4
(
0 −1
1 0
)
X1X2
X1+1
1
X1
(
1 + q−1X−11
)−1
X2 X
−1
1
l µ2
5
(
0 1
−1 0
)
X2 X1 X2 X1
Table 1: Comparison between the usual cluster variety X and the quantum cluster variety Xq in type A2.
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X̂ X̂q
s εs Cs X˜1;s X˜2;s X˜1;s X˜2;s
0
(
0 −1
1 0
)
( 1 00 1 ) X1 X2 X1 X2
l µ2
1
(
0 1
−1 0
) (
1 0
0 −1
)
X1 (1 + t2X2)
1
X2
X1 (1 + t2qX2) X
−1
2
l µ1
2
(
0 −1
1 0
) (
−1 0
0 −1
)
1
X1(1+t2X2)
t1t2X1X2+t1X1+1
X2
(1 + t2qX2)
−1
X−11
(
X−11 X2
)−1 (
X−11 + t1q (1 + t2qX2)
)
l µ2
3
(
0 1
−1 0
) (
−1 0
−1 −1
)
t1X1+1
X1X2
X2
t1t2X1X2+t1X1+1
X−12
(
t1 + q
−1X−11
)
(X−11 + t1q(1 + t2qX2))
−1(X−11 X2)
l µ1
4
(
0 −1
1 0
) (
1 −1
1 0
)
X1X2
t1X1+1
1
X1
(
t1 + q
−1X−11
)−1
X2 X
−1
1
l µ2
5
(
0 1
−1 0
)
( 0 11 0 ) X2 X1 X2 X1
Table 2: Comparison between the family X̂ and the quantum family X̂q in type A2.
Here Cs is the matrix of c-vectors for the cluster.
2
4
4 Relation to Berenstein-Zelevinsky quantization of Aprin
In this section we relate quantum X -mutation with coefficients (Equation (27)) with Berenstein-Zelevinsky’s
quantum A-mutation and Fomin-Zelevinsky’s A-mutation with coefficients. We are particularly interested
in the case of principal coefficients, so this will be our focus.14
The first task is simply to translate between the Berenstein-Zelevinsky framework and the Fock-Goncharov
framework (employed in this paper). Let us recap the necessary notions in Section 2.3.2. Let
(
Λ, B˜
)
be
a compatible pair, i.e. B˜TΛ =
(
D′ 0
)
, where D′ is the skew-symmetrizing matrix. Then D′B is skew-
symmetric. Note that all matrices in this setup are integral.
First note that ǫIuf×I = B˜
T when comparing [FG09] to [BZ05]. Rather than multiplying ǫ by a diagonal
matrix to obtain an integral skew symmetric matrix, Fock and Goncharov multiply a rational skew symmetric
matrix ǫ̂ by a diagonal integral matrix D to obtain ǫ:
ǫ = ǫ̂D.
Then
ǫIuf×Iuf = ǫ̂Iuf×IufDIuf×Iuf .
We have that
(D′B)
T
=ǫIuf×IufD
′
=ǫ̂Iuf×IufDIuf×IufD
′
is skew symmetric, and we can relate the two setups by taking D′ to be αD−1Iuf×Iuf for some α ∈ Z with
αǫ̂Iuf×Iuf integral. Since ǫIuf×Iuf is integral and ǫIuf×Iuf = ǫ̂Iuf×IufDIuf×Iuf , it follows that dǫ̂Iuf×Iuf is integral
as well, where d = lcm (di : i ∈ Iuf). We can take D′ = dD
−1
Iuf×Iuf
– i.e. we can take D′ to be the Langlands
dual of the unfrozen part of D to give a dictionary between the Berenstein-Zelevinsky and Fock-Goncharov
prescriptions.15
Before relating quantum X -mutation with coefficients to quantum A-mutation with coefficients, we need to
clarify a potential point of confusion. As in [BFMN18]:
We distinguish between frozen variables and coefficients.
Geometrically, a coefficient is a parameter on the base of a family while a frozen variable is a coordinate on
the fibers of the family. Coefficients are in the base ring while frozen variables are in an algebra over the
base ring. Classically, A-mutation treats frozen variables and coefficients in exactly the same way, so these
concepts are generally identified in the literature. However, X -mutation is genuinely affected the distinction,
and in turn so is the notion of a dual cluster variety. For example, if we have a cluster variety A of dimension
n over C, then Aprin can be viewed as either a 2n-dimensional A-cluster variety over C or an n-dimensional
A-cluster variety over C [t1, . . . , tn]. In the former case, the dual is a 2n-dimensional X -cluster variety over C
(Xprin in [GHKK18]), while in the latter case the dual is an n-dimensional X -cluster variety over C [t1, . . . , tn]
(X in [BFMN18]). The mutation formulas for Xprin and X differ.
14We will however allow arbitrary frozen variables. We discuss the distinction we make between coefficients and frozen
variables later in this section.
15Note that this particular appearance of Langlands duality is simply to translate between differing conventions. The A- and
X -varieties discussed in this section are associated to the same fixed data Γ, rather than Langlands dual fixed data Γ and Γ∨.
It is important to keep this in mind in Proposition 4.1.
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In the quantum setting, the distinction can also affect A-mutation. The reason deals with the relation
between lattices and cluster variables. Classically, it is convenient to describe mutation with coefficients by
extending the lattice and skew form to incorporate the coefficients. On the other hand, we could just as well
keep the original lattice and skew form when adding coefficients and still obtain the same mutation formula
without referencing any extended lattice, which is essentially how mutation with coefficients in a semifield
was originally framed in [FZ02], [FZ07]. By contrast, in the quantum setting existence of a compatible pair
implies that ǫIuf×I is full-rank. If the submatrix ǫIuf×Iuf is not full-rank, then there will be some frozen
A-variable that does not commute with a mutable A-variable– Λ(fi, fj) 6= 0 for some mutable index i and
frozen index j. So, if we extend the lattice to incorporate coefficients as frozen variables , we can obtain
coefficients that do not commute with variables. If, on the other hand, we keep the original lattice and
distinguish between frozen variables and coefficients, by construction the coefficients will always commute
with cluster variables while frozen variables may not. The rank of the lattice here is the number of variables
(both mutable and frozen) in each cluster.
With this in mind, we modify the quantum mutation formula of [BZ05] to include coefficients in a semifield
P as in [FZ02], [FZ07], without altering the lattice and skew form of the coefficient-free case. As usual, if
i 6= k, µqk,t;G
(
A˜i;G′
)
= A˜i;G . For i = k, we combine [BZ05, Proposition 4.9] and [FZ07, Equation 2.8] to set
µqk,p;G
(
A˜i;G′
)
= p+k A˜
−fk;G+
∑
j:ǫkj>0
ǫkjfj;G + p−k A˜
−fk;G−
∑
j:ǫkj<0
ǫkjfj;G . (28)
In the special case of principal coefficients at G, p+k = t
[ck;G ]+ , p−k = t
[−ck;G ]+ , and (28) becomes
µqk,t;G
(
A˜i;G′
)
= t[ck;G ]+A˜
−fk;G+
∑
j:ǫkj>0
ǫkjfj;G
+ t[−ck;G ]+A˜
−fk;G−
∑
j:ǫkj<0
ǫkjfj;G
. (29)
Next, recall the lattice maps p∗ : N → M◦ reviewed in Section 2.2.1. We show that the two quantizations
with coefficients are compatible in the following sense:
Proposition 4.1. After making the identification16 q
1
d
FG = q
− 1
2
BZ , a p
∗-map on the level of lattices induces a
∗-algebra homomorphism from the quantum X -torus algebra over RqFG := C [ti : i ∈ I]
[
q
± 1d
FG
]
to the quantum
A-torus algebra over RqBZ := C [ti : i ∈ I]
[
q
± 1
2
BZ
]
that commutes with mutation:
p∗
(
µqk,t;G
(
X˜i;G′
))
= µqk,t;G
(
p∗
(
X˜i;G′
))
.
That is, there is map of quantum cluster varieties p : Aprin,q → Xq from the Berenstein-Zelevinsky quantum
A-variety with principal coefficients to the Fock-Goncharov quantum X -variety with principal coefficients in
the sense of [BFMN18].
Proof. First, the identification of quantum parameters q
1
d
FG = q
− 1
2
BZ comes from the following computation.
In the quantum X -torus algebra
X˜ei;G X˜ej;G = q
ǫijd
−1
j
FG X˜
ei;G+ej;G ,
and in the quantum A-torus algebra
A˜p
∗(ei;G)A˜p
∗(ej;G) = q
1
2
Λ(p∗(ei;G),p
∗(ek;G))
BZ A˜
p∗(ei;G+ej;G)
= q
− 1
2
ǫijd
∨
j
BZ A˜
p∗(ei;G+ej;G).
In light of this, we want to identify q
1
dj
FG with q
− 1
2
d∨j
BZ for all j, which is accomplished by setting q
1
d
FG = q
− 1
2
BZ .
16 This identification can be incorporated into the definition of the ∗-algebra homomorphism, writing p∗
(
q
1
d
)
= q−
1
2 .
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Now if i = k,
p∗
(
µqk,t;G
(
X˜i;G′
))
= p∗
(
X˜−1k;G
)
= A˜p
∗(−ek;G).
Similarly,
µqk,t;G
(
p∗
(
X˜i;G′
))
= µqk,t;G
(
A˜p
∗(ek;G′ )
)
= A˜p
∗(−ek;G).
So it holds for i = k.
Assume i 6= k. Then
p∗
(
µqk,t;G
(
X˜i;G′
))
= A˜p
∗(ei;G)
|ǫik|∏
ℓ=1
(
t[sgn (ǫik)ck;G ]+ + t[− sgn (ǫik)ck;G ]+q
2ℓ−1
dk
FG A˜
p∗(− sgn (ǫik)ek;G)
)− sgn (ǫik)
(30)
and
µqk,t;G
(
p∗
(
X˜i;G′
))
=µqk,t;G
(
A˜p
∗(ei;G′)
)
=µqk,t;G
(
A˜
∑
j ǫ
′
ijfj;G′
)
=µqk,t;G
(
A˜ǫ
′
ikfk;G′+
∑
j 6=k ǫ
′
ijfj;G′
)
=q
−ǫ′ik
1
2
Λ(p∗(ei;G′),fk;G′ )
BZ A˜
∑
j 6=k ǫ
′
ijfj;G′(
t[ck;G ]+A˜
−fk;G+
∑
j:ǫkj>0
ǫkjfj;G + t[−ck;G ]+A˜
−fk;G−
∑
j:ǫkj<0
ǫkjfj;G
)ǫ′ik
=A˜p
∗(ei;G′ )A˜−ǫ
′
ikfk;G′
(
t[ck;G ]+A˜p
∗(ek;G)+fk;G′ + t[−ck;G ]+A˜fk;G′
)ǫ′ik
.
(31)
The statement follows immediately if ǫik = 0. Now take ǫik < 0. Then (31) becomes
µqk,t;G
(
p∗
(
X˜i;G′
))
=A˜p
∗(ei;G)
|ǫik|∏
ℓ=1
(
t[ck;G ]+q
(|ǫik|−ℓ)Λ(−fk;G′ ,p∗(ek;G))
BZ A˜
−fk;G′ A˜p
∗(ek;G)+fk;G′ + t[−ck;G ]+
)
=A˜p
∗(ei;G)
|ǫik|∏
ℓ=1
(
t[ck;G ]+q
−(|ǫik|−ℓ)d
∨
k
BZ A˜
−fk;G′ A˜p
∗(ek;G)+fk;G′ + t[−ck;G ]+
)
=A˜p
∗(ei;G)
|ǫik|∏
ℓ=1
(
t[ck;G ]+q
−(|ǫik|−ℓ+ 12 )d
∨
k
BZ A˜
p∗(ek;G) + t[−ck;G ]+
)
=A˜p
∗(ei;G)
|ǫik|∏
ℓ=1
(
t[ck;G ]+q
− 2ℓ−1
2
d∨k
BZ A˜
p∗(ek;G) + t[−ck;G ]+
)
.
(32)
In the final equality, we have used the fact that all term to the right of the product symbol commute with
one another to reorder the product.
Meanwhile, (30) becomes
p∗
(
µqk,t;G
(
X˜i;G′
))
= A˜p
∗(ei;G)
|ǫik|∏
ℓ=1
(
t[−ck;G ]+ + t[ck;G ]+q
2ℓ−1
dk
FG A˜
p∗(ek;G)
)
. (33)
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After making the substitution q
1
d
FG = q
− 1
2
BZ , we find
p∗
(
µqk,t;G
(
X˜i;G′
))
= A˜p
∗(ei;G)
|ǫik|∏
ℓ=1
(
t[−ck;G ]+ + t[ck;G ]+q
− 2ℓ−1
2
d∨k
BZ A˜
p∗(ek;G)
)
,
in agreement with (32).
Next, take ǫik > 0. Then (31) becomes
µqk,t;G
(
p∗
(
X˜i;G′
))
=A˜p
∗(ei;G′ )
(
A˜−ǫikfk;G′
)−1 ǫik∏
ℓ=1
(
t[ck;G ]+A˜p
∗(ek;G)+fk;G′ + t[−ck;G ]+A˜fk;G′
)−1
=A˜p
∗(ei;G′ )
((
t[ck;G ]+A˜p
∗(ek;G)+fk;G′ + t[−ck;G ]+A˜fk;G′
)
A˜−ǫikfk;G′
)−1
ǫik−1∏
ℓ=1
(
t[ck;G ]+A˜p
∗(ek;G)+fk;G′ + t[−ck;G ]+A˜fk;G′
)−1
=A˜p
∗(ei;G′ )
(
A˜−(ǫik−1)fk;G′
(
t[ck;G ]+q
Λ(p∗(ek;G),−(ǫik− 12 )fk;G′)
BZ A˜
p∗(ek;G) + t[−ck;G ]+
))−1
ǫik−1∏
ℓ=1
(
t[ck;G ]+A˜p
∗(ek;G)+fk;G′ + t[−ck;G ]+A˜fk;G′
)−1
=A˜p
∗(ei;G′ )
(
t[ck;G ]+q
(ǫik− 12 )d
∨
k
BZ A˜
p∗(ek;G) + t[−ck;G ]+
)−1 (
A˜−(ǫik−1)fk;G′
)−1
ǫik−1∏
ℓ=1
(
t[ck;G ]+A˜p
∗(ek;G)+fk;G′ + t[−ck;G ]+A˜fk;G′
)−1
=A˜p
∗(ei;G+ǫikek;G)
ǫik∏
ℓ=1
(
t[ck;G ]+q
(ǫik−(ℓ− 12 ))d
∨
k
BZ A˜
p∗(ek;G) + t[−ck;G ]+
)−1
=q
1
2
ǫ2ikd
∨
k
BZ A˜
p∗(ei;G)A˜ǫikp
∗(ek;G)
ǫik∏
ℓ=1
(
t[ck;G ]+q
2ℓ−1
2
d∨k
BZ A˜
p∗(ek;G) + t[−ck;G ]+
)−1
=A˜p
∗(ei;G)
ǫik∏
ℓ=1
(
t[ck;G ]+ + t[−ck;G ]+q
− 2ℓ−1
2
d∨k
BZ A˜
p∗(−ek;G)
)−1
.
(34)
To write the final equality, we use the identity
r∑
ℓ=1
(2ℓ− 1) = r2.
Meanwhile, (30) becomes
p∗
(
µqk,t;G
(
X˜i;G′
))
= A˜p
∗(ei;G)
(
ǫik∏
ℓ=1
(
t[ck;G ]+ + t[−ck;G ]+q
2ℓ−1
dk
FG A˜
p∗(−ek;G)
))−1
= A˜p
∗(ei;G)
ǫik∏
ℓ=1
(
t[ck;G ]+ + t[−ck;G ]+q
2ℓ−1
dk
FG A˜
p∗(−ek;G)
)−1
.
(35)
After making the substitution q
1
d
FG = q
− 1
2
BZ , we find
p∗
(
µqk,t;G
(
X˜i;G′
))
= A˜p
∗(ei;G)
ǫik∏
ℓ=1
(
t[ck;G ]+ + t[−ck;G ]+q
− 2ℓ−1
2
d∨k
BZ A˜
p∗(−ek;G)
)−1
,
in agreement with (34). This completes the proof.
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Remark 4.2. To compare the Berenstein-Zelevinsky and Fock-Goncharov quantizations in the coefficient-free
case rather than the principal coefficient case, we can simply take the coefficients ti to 1 in Proposition 4.1.
5 Recovering the Poisson structure from the quantum structure
The Poisson structure on X can be realized as the semi-classical limit of Xq’s quantum structure, as described
in [FG09]. Let us summarize as follows:
Recall from Section 2.3.1 that Xq is a union of non-commutative tori TN ;s, glued via birational quantum
mutation maps µqk : TN ;s′ → TN ;s, where TN ;s is the noncommutative fraction field of TN ;s (Equation (16)).
On each TN ;s we have the relation
q−{v1,v2}Xv1Xv2 = Xv1+v2 .
This induces a Poisson structure on the corresponding X -torus TN ;s by taking the semi-classical limit shown
below.
{Xv1 , Xv2} := lim
q→1
Xv1Xv2 −Xv2Xv1
q − 1
= lim
q→1
q{v1,v2} − q{v2,v1}
q − 1
Xv1+v2
=2{v1, v2}X
v1+v2 .
Since µqk : TN ;s′ → TN ;s is a ∗-algebra homomorphism that restricts to the identity on C
[
q±
1
d
]
, we have
µqk
(
Xv1Xv2 −Xv2Xv1
q − 1
)
=
µqk (X
v1)µqk
∗
(Xv2)− µqk (X
v2)µqk
∗
(Xv1)
q − 1
.
Since the usual mutation formula can be recovered by taking q → 1, we have
µk ({X
v1 , Xv2}s′) :=µk
(
lim
q→1
Xv1Xv2 −Xv2Xv1
q − 1
)
= lim
q→1
µqk
∗
(
Xv1Xv2 −Xv2Xv1
q − 1
)
= lim
q→1
µqk (X
v1)µqk (X
v2)− µqk (X
v2)µqk (X
v1)
q − 1
= : {µk (X
v1) , µk (X
v2)}s .
Thus, the Poisson structures on tori TN ;s patch together giving a global Poisson structure on X .
In this section we extend the above argument to X̂ and its fibers X̂t. We start by giving the key definitions.
In the following definitions, A is a commutative ring with 1.
Definition 5.1. Let F be a sheaf of A-algebras on X . We say that F is an A-Poisson sheaf if for each
open set U ⊂ X , we can endow F (U) with an A-bilinear Poisson bracket {·, ·}U , with the Poisson brackets
satisfying the following compatibility property:
If V ⊂ U and f, g ∈ F (U), then {f |V , g|V }V = {f, g}U .
Definition 5.2. Let X be a scheme over A. We say X is a Poisson scheme over A if OX is an A-Poisson
sheaf.
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Proposition 5.3. X̂ is a Poisson scheme over R, with the Poisson structure inherited from the Poisson
structure on affine patches A
|I|
M ;G,q (R) := Spec
(
R
[
X˜i;G : i ∈ I
])
:{
X˜v1G , X˜
v2
G
}
G
:= 2 {v1, v2} X˜
v1+v2
G .
Proof. By definition, X̂q is a union of non-commutative affine R-schemes A
|I|
M ;G,q, each corresponding to a
ring AG = R
[
q±
1
d , X˜1;G , . . . , X˜|I|;G
]
where the variables satisfy the q-commutation relations
q−ǫˆijX˜i;GX˜i;G = q
−ǫˆjiX˜j;GX˜i;G .
These patches are glued via the mutations given in (27). By Proposition 3.9, these mutation maps are
∗-algebra homomorphisms, and by construction they restrict to the identity on R
[
q±
1
d
]
. We have precisely
the same semi-classical limit as the coefficient free case:
lim
q→1
X˜v1G X˜
v2
G − X˜
v2
G X˜
v1
G
q − 1
= lim
q→1
q{v1,v2} − q{v2,v1}
q − 1
X˜v1+v2;G
=2 {v1, v2} X˜v1+v2;G .
Next, by Corollary 3.8 the classical mutation formula with coefficients is recovered as the q → 1 limit of
the quantum mutation formula with coefficients. The argument of the quantum coefficient-free case directly
applies to establish that
µk,t
({
X˜v1G′ , X˜
v2
G′
}
G′
)
=
{
µk,t
(
X˜v1G′
)
, µk,t
(
X˜v2G′
)}
G
.
The R-Poisson structures on affine patches glue together giving a global R-Poisson structure on X̂ .
An immediate corollary of Proposition 5.3 is that the fibers are also Poisson:
Corollary 5.4. Let t be a closed point of Spec (R). Then X̂t is a Poisson scheme over C.
Appendices
A Direct calculation of the Poisson structure
It can of course be shown that X̂ is an R-Poisson scheme without passing through its quantization. As some
readers may appreciate having a low-tech, direct proof of Proposition 5.3 for reference, even if said proof is
inefficient, we provide one here.
Proof. Let µk : A
|I|
M ;G (R) 99K A
|I|
M ;G′ (R) be a mutation gluing neighboring affine patches in X̂ . To rephrase
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the statement of the proposition, we have the following commutative diagram:
K
(
A
|I|
M ;G (R)
)
×K
(
A
|I|
M ;G (R)
)
K
(
A
|I|
M ;G′ (R)
)
×K
(
A
|I|
M ;G′ (R)
)
K
(
A
|I|
M ;G (R)
)
K
(
A
|I|
M ;G′ (R)
){·,·}G
(µ∗k,µ
∗
k)
{·,·}G′
µ∗k
. (36)
We claim first that this diagram commutes when we restrict to cluster variables X˜i;G′ . Assuming this claim,
we would have{
µ∗k
(
X˜i;G′
)
, µ∗k
(
X˜j1;G′ · · · X˜jr ;G′
)}
G
=
{
µ∗k
(
X˜i;G′
)
, µ∗k
(
X˜j1;G′
)}
G
µ∗k
(
X˜j2;G′
)
· · ·µ∗k
(
X˜jr ;G′
)
+ · · ·
+
{
µ∗k
(
X˜i;G′
)
, µ∗k
(
X˜jr ;G′
)}
G
µ∗k
(
X˜j1;G′
)
· · ·µ∗k
(
X˜jr−1;G′
)
=µ∗k
({
X˜i;G′ , X˜j1;G′
}
G′
)
µ∗k
(
X˜j2;G′
)
· · ·µ∗k
(
X˜jr ;G′
)
+ · · ·
+ µ∗k
({
X˜i;G′ , X˜jr;G′
}
G′
)
µ∗k
(
X˜j1;G′
)
· · ·µ∗k
(
X˜jr−1;G′
)
=µ∗k
({
X˜i;G′ , X˜j1;G′ · · · X˜jr ;G′
}
G′
)
.
We extend to monomials in both arguments similarly, and use linearity of µ∗k and bilinearity of Poisson
brackets to extend to polynomials in each argument. Now suppose we have a pair of rational functions.{
µ∗k
(
f1
g1
)
, µ∗k
(
f2
g2
)}
G
=µ∗k
(
1
g1g2
)
{µ∗k (f1) , µ
∗
k (f2)}G + µ
∗
k
(
f2
g1
){
µ∗k (f1) , µ
∗
k
(
1
g2
)}
G
+ µ∗k
(
f1
g2
){
µ∗k
(
1
g1
)
, µ∗k (f2)
}
G
+ µ∗k (f1f2)
{
µ∗k
(
1
g1
)
, µ∗k
(
1
g2
)}
G
To simplify we note that {f, 1} = 0, so
0 =
{
f,
g
g
}
=
1
g
{f, g}+ g
{
f,
1
g
}
and {
f,
1
g
}
= −
1
g2
{f, g} .
So, {
µ∗k
(
f1
g1
)
, µ∗k
(
f2
g2
)}
G
=µ∗k
(
1
g1g2
)
{µ∗k (f1) , µ
∗
k (f2)}G + µ
∗
k
(
f2
g1g22
)
{µ∗k (f1) , µ
∗
k (g2)}G
+ µ∗k
(
f1
g21g2
)
{µ∗k (g1) , µ
∗
k (f2)}G + µ
∗
k
(
f1f2
g21g
2
2
)
{µ∗k (g1) , µ
∗
k (g2)}G
=µ∗k
(
1
g1g2
)
µ∗k
(
{f1, f2}G′
)
+ µ∗k
(
f2
g1g22
)
µ∗k
(
{f1, g2}G′
)
+ µ∗k
(
f1
g21g2
)
µ∗k
(
{g1, f2}G′
)
+ µ∗k
(
f1f2
g21g
2
2
)
µ∗k
(
{g1, g2}G′
)
=µ∗k
({
f1
g1
,
f2
g2
}
G′
)
.
This shows that the claim that the diagram commutes for cluster variables implies the proposition. We now
tackle this claim.
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Denote the top path {·, ·}G ◦ (µ
∗
k, µ
∗
k) by p and the bottom path µ
∗
k ◦ {·, ·}G′ by y. Both p (f, f) and
y (f, f) are clearly 0, so assume from now on that the arguments are distinct.
Note that {·, ·}G induces the Poisson bivector field
πG =
∑
i,j
{ei;G , ej;G} X˜i;GX˜j;G ∂X˜i;G ∧ ∂X˜j;G
and {f, g}G = πG (df ∧ dg).
Case 1: Check p
(
X˜i;G′ , X˜k;G′
)
=y
(
X˜i;G′ , X˜k;G′
)
p
(
X˜i;G′ , X˜k;G′
)
=πG
∑
l,m
∂µ∗k
(
X˜i;G′
)
∂X˜l;G
∂µ∗k
(
X˜k;G′
)
∂X˜m;G
dX˜l;G ∧ dX˜m;G

We compute the partial derivatives. If ǫik 6= 0,
∂µ∗k(X˜i;G′ )
∂X˜l;G
is given by
∂
∂X˜l;G
(
X˜i;G
(
t[sgn(ǫik)ck;G ]+ + t[− sgn(ǫik)ck;G ]+X˜
− sgn(ǫik)
k;G
)−ǫik)
= δil
(
t[sgn(ǫik)ck;G ]+ + t[− sgn(ǫik)ck;G ]+X˜
− sgn(ǫik)
k;G
)−ǫik
+ δkl sgn (ǫik) ǫikt
[− sgn(ǫik)ck;G ]+X˜i;GX˜
− sgn(ǫik)−1
k;G
(
t[sgn(ǫik)ck;G ]+ + t[− sgn(ǫik)ck;G ]+X˜
− sgn(ǫik)
k;G
)−ǫik−1
.
If ǫik = 0, instead we simply get
∂µ∗k
(
X˜i;G′
)
∂X˜l;G
= δil.
Meanwhile
∂µ∗k
(
X˜k;G′
)
∂X˜m;G
=
∂X˜−1k;G
∂X˜m;G
= −δkmX˜
−2
k;G .
Subcase 1.a: ǫik 6= 0
Using dX˜k;G ∧ dX˜k;G = 0 we have
p
(
X˜i;G′ , X˜k;G′
)
=πG
(
−X˜−2k;G
(
t[sgn(ǫik)ck;G ]+ + t[− sgn(ǫik)ck;G ]+X˜
− sgn(ǫik)
k;G
)−ǫik
dX˜i;G ∧ dX˜k;G
)
=− {ei;G , ek;G} X˜i;GX˜k;GX˜
−2
k;G
(
t[sgn(ǫik)ck;G ]+ + t[− sgn(ǫik)ck;G ]+X˜
− sgn(ǫik)
k;G
)−ǫik
= {ei;G′ , ek;G′} X˜i;G
(
t[sgn(ǫik)ck;G ]+ + t[− sgn(ǫik)ck;G ]+X˜
− sgn(ǫik)
k;G
)−ǫik
X˜−1k;G
=y
(
X˜i;G′ , X˜k;G′
)
Subcase 1.b: ǫik = 0
Then {ei;G , ek;G} = {ei;G′ , ek;G′} = 0, and p
(
X˜i;G′ , X˜k;G′
)
=y
(
X˜i;G′ , X˜k;G′
)
= 0.
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Case 2: Check p
(
X˜i;G′ , X˜j;G′
)
=y
(
X˜i;G′ , X˜j;G′
)
, i, j 6= k
p
(
X˜i;G′ , X˜j;G′
)
=πG
∑
l,m
∂µ∗k
(
X˜i;G′
)
∂X˜l;G
∂µ∗k
(
X˜j;G′
)
∂X˜m;G
dX˜l;G ∧ dX˜m;G

We computed the necessary partial derivatives while addressing the previous case.
Subcase 2.a: ǫik, ǫjk 6= 0
Then p
(
X˜i;G′ , X˜j;G′
)
is given by
{ei;G , ej;G} X˜i;GX˜j;G
(
t[sgn(ǫik)ck;G ]+ + t[− sgn(ǫik)ck;G ]+X˜
− sgn(ǫik)
k;G
)−ǫik
×
(
t[sgn(ǫjk)ck;G ]+ + t[− sgn(ǫjk)ck;G ]+X˜
− sgn(ǫjk)
k;G
)−ǫjk
+ {ei;G , ek;G} X˜i;GX˜j;GX˜
− sgn(ǫjk)
k;G
(
t[sgn(ǫik)ck;G ]+ + t[− sgn(ǫik)ck;G ]+X˜
− sgn(ǫik)
k;G
)−ǫik
× |ǫjk| t
[− sgn(ǫjk)ck;G ]+
(
t[sgn(ǫjk)ck;G ]+ + t[− sgn(ǫjk)ck;G ]+X˜
− sgn(ǫjk)
k;G
)−ǫjk−1
+ {ek;G , ej;G} X˜i;GX˜j;GX˜
− sgn(ǫik)
k;G |ǫik| t
[− sgn(ǫik)ck;G ]+
(
t[sgn(ǫik)ck;G ]+ + t[− sgn(ǫik)ck;G ]+X˜
− sgn(ǫik)
k;G
)−ǫik−1
×
(
t[sgn(ǫjk)ck;G ]+ + t[− sgn(ǫjk)ck;G ]+X˜
− sgn(ǫjk)
k;G
)−ǫjk
This simplifies as follows.
X˜i;G
(
t[sgn(ǫik)ck;G ]+ + t[− sgn(ǫik)ck;G ]+X˜
− sgn(ǫik)
k;G
)−ǫik
X˜j;G
(
t[sgn(ǫjk)ck;G ]+ + t[− sgn(ǫjk)ck;G ]+X˜
− sgn(ǫjk)
k;G
)−ǫjk
×
(
{ei;G , ej;G}
+ {ei;G , ek;G} |ǫjk| X˜
− sgn(ǫjk)
k;G t
[− sgn(ǫjk)ck;G ]+
(
t[sgn(ǫjk)ck;G ]+ + t[− sgn(ǫjk)ck;G ]+X˜
− sgn(ǫjk)
k;G
)−1
+ {ek;G , ej;G} |ǫik| X˜
− sgn(ǫik)
k;G t
[− sgn(ǫik)ck;G ]+
(
t[sgn(ǫik)ck;G ]+ + t[− sgn(ǫik)ck;G ]+X˜
− sgn(ǫik)
k;G
)−1)
The top line of this expression is just µ∗k
(
X˜i;G′
)
µ∗k
(
X˜j;G′
)
. So, we would like to show that the three-line
expression in parenthesis reduces to
{ei;G′ , ej;G′} =
{
ei;G + [ǫik]+ ek;G , ej;G + [ǫjk]+ ek;G
}
= {ei;G , ej;G}+ {ei;G , ek;G} [ǫjk]+ + {ek;G , ej;G} [ǫik]+ .
That is, we would like to see that
{ei;G , ek;G} |ǫjk| X˜
− sgn(ǫjk)
k;G t
[− sgn(ǫjk)ck;G ]+
(
t[sgn(ǫjk)ck;G ]+ + t[− sgn(ǫjk)ck;G ]+X˜
− sgn(ǫjk)
k;G
)−1
+ {ek;G , ej;G} |ǫik| X˜
− sgn(ǫik)
k;G t
[− sgn(ǫik)ck;G ]+
(
t[sgn(ǫik)ck;G ]+ + t[− sgn(ǫik)ck;G ]+X˜
− sgn(ǫik)
k;G
)−1
is just an overly complicated way to write {ei;G , ek;G} [ǫjk]+ + {ek;G , ej;G} [ǫik]+.
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If sgn (ǫik) = sgn (ǫjk) =: σ, we have the following simplification.
X˜−σk;Gt
[−σck;G ]+
(
t[σck;G ]+ + t[−σck;G ]+X˜−σk;G
)−1
({ei;G , ek;G} |ǫjk|+ {ek;G , ej;G} |ǫik|)
=X˜−σk;Gt
[−σck;G ]+
(
t[σck;G ]+ + t[−σck;G ]+X˜−σk;G
)−1
({ei;G , ek;G} |{ej;G , ek;G} dk|+ {ek;G , ej;G} |{ei;G , ek;G} dk|)
=σdkX˜
−σ
k;Gt
[−σck;G ]+
(
t[σck;G ]+ + t[−σck;G ]+X˜−σk;G
)−1
({ei;G , ek;G} {ej;G , ek;G} − {ej;G , ek;G} {ei;G , ek;G})
=0
Likewise,
{ei;G , ek;G} [ǫjk]+ + {ek;G , ej;G} [ǫik]+ = {ei;G , ek;G} [{ej;G , ek;G} dk]+ + {ek;G , ej;G} [{ei;G , ek;G} dk]+
= dk {ei;G , ek;G} {ej;G , ek;G}
(
[σ]+ − [σ]+
)
= 0.
On the other hand, if sgn (ǫik) = − sgn (ǫjk) =: σ, we have
{ei;G , ek;G} |ǫjk| X˜
σ
k;Gt
[σck;G ]+
(
t[−σck;G ]+ + t[σck;G ]+X˜σk;G
)−1
+ {ek;G , ej;G} |ǫik| X˜
−σ
k;Gt
[−σck;G ]+
(
t[σck;G ]+ + t[−σck;G ]+X˜−σk;G
)−1
=
(
− σdk {ei;G , ek;G} {ej;G , ek;G} X˜
σ
k;Gt
[σck;G ]+
(
t[σck;G ]+ + t[−σck;G ]+X˜−σk;G
)
+ σdk {ek;G , ej;G} {ei;G , ek;G} X˜
−σ
k;Gt
[−σck;G ]+
(
t[−σck;G ]+ + t[σck;G ]+X˜σk;G
))
×
(
t[σck;G ]+ + t[−σck;G ]+X˜−σk;G
)−1 (
t[−σck;G ]+ + t[σck;G ]+X˜σk;G
)−1
=− σdk {ei;G , ek;G} {ej;G , ek;G}
2t[−σck;G ]+t[−σck;G ]+ + t2[−σck;G ]+X˜−σk;G + t
2[σck;G ]+X˜σk;G
2t[−σck;G ]+t[−σck;G ]+ + t2[−σck;G ]+X˜−σk;G + t
2[σck;G ]+X˜σk;G
=− σdk {ei;G , ek;G} {ej;G , ek;G}
Similarly,
{ei;G , ek;G} [ǫjk]+ + {ek;G , ej;G} [ǫik]+ = {ei;G , ek;G} [{ej;G , ek;G} dk]+ + {ek;G , ej;G} [{ei;G , ek;G} dk]+
= dk {ei;G , ek;G} {ej;G , ek;G}
(
[−σ]+ − [σ]+
)
= −σdk {ei;G , ek;G} {ej;G , ek;G} .
Subcase 2.b: ǫik = 0 or ǫjk = 0
If both are 0, the result is immediate. Assume one is non-zero, say ǫjk 6= 0.
p
(
X˜i;G′ , X˜j;G′
)
= {ei;G , ej;G} X˜i;GX˜j;G
(
t[sgn(ǫjk)ck;G ]+ + t[− sgn(ǫjk)ck;G ]+X˜
− sgn(ǫjk)
k;G
)−ǫjk
+ {ei;G , ek;G} X˜i;GX˜k;G (· · · )
= {ei;G , ej;G}µ
∗
k
(
X˜i;G′
)
µ∗k
(
X˜j;G′
)
(since ǫik = 0)
= {ei;G′ , ej;G′}µ
∗
k
(
X˜i;G′
)
µ∗k
(
X˜j;G′
)
=y
(
X˜i;G′ , X˜j;G′
)
This establishes the proposition.
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B Computation of
(
p1γ
)−1
Here we compute
(
p1γ
)−1
= g−11 ◦ g2 ◦ g1 ◦ g
−1
2 to order 2, meaning we keep terms whose exponent vectors m
satisfy d(m) ≤ 2. We used this in Section 2.4.1 to compute D̂A2 .
First note that for u = u1f1 + u2f2,
g1(A
u) =
|u2|∏
ℓ=1
(
1 + vsgn(u2)2(2ℓ−1)A21
)sgn(u2)Au
=
|u2|∏
ℓ=1
(
1 + sgn(u2)v
sgn(u2)2(2ℓ−1)A21 + [− sgn(u2)]+ v
sgn(u2)4(2ℓ−1)A41 + · · ·
)Au
=
(
1 + sgn(u2)
|u2|∑
ℓ=1
vsgn(u2)2(2ℓ−1)A21
+
( ∑
1≤a<b≤|u2|
vsgn(u2)4(a+b−1) + [− sgn(u2)]+
|u2|∑
ℓ=1
vsgn(u2)4(2ℓ−1)
)
A41 + · · ·
)
Au
(37)
and
g2(A
u) =
|u1|∏
ℓ=1
(
1 + vsgn(u1)3(2ℓ−1)A−32
)sgn(u1)Au
=
|u1|∏
ℓ=1
(
1 + sgn(u1)v
sgn(u1)3(2ℓ−1)A−32 + [− sgn(u1)]+ v
sgn(u1)3(2ℓ−1)A−62 + · · ·
)Au
=
(
1 + sgn(u1)
|u1|∑
ℓ=1
vsgn(u1)3(2ℓ−1)A−32
+
( ∑
1≤a<b≤|u1|
vsgn(u1)6(a+b−1) + [− sgn(u1)]+
|u1|∑
ℓ=1
vsgn(u1)6(2ℓ−1)
)
A−62 + · · ·
)
Au.
(38)
Then
g−11 (A
u) =
(
1− sgn(u2)
|u2|∑
ℓ=1
vsgn(u2)2(2ℓ−1)A21
+
( ∑
1≤a<b≤|u2|
vsgn(u2)4(a+b−1) + [sgn(u2)]+
|u2|∑
ℓ=1
vsgn(u2)4(2ℓ−1)
)
A41 + · · ·
)
Au
(39)
and
g−12 (A
u) =
(
1− sgn(u1)
|u1|∑
ℓ=1
vsgn(u1)3(2ℓ−1)A−32
+
( ∑
1≤a<b≤|u1|
vsgn(u1)6(a+b−1) + [sgn(u1)]+
|u1|∑
ℓ=1
vsgn(u1)6(2ℓ−1)
)
A−62 + · · ·
)
Au.
(40)
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Using (40) and (37), we compute:
g1 ◦ g
−1
2 (A
u) =
(
1− sgn(u1)
|u1|∑
ℓ=1
vsgn(u1)3(2ℓ−1)
(
A−32 −
(
v−4 + 1 + v4
)
A2f1−3f2 + · · ·
)
+
( ∑
1≤a<b≤|u1|
vsgn(u1)6(a+b−1) + [sgn(u1)]+
|u1|∑
ℓ=1
vsgn(u1)6(2ℓ−1)
)
A−62 + · · ·
)
(
1 + sgn(u2)
|u2|∑
ℓ=1
vsgn(u2)2(2ℓ−1)A21
+
( ∑
1≤a<b≤|u2|
vsgn(u2)4(a+b−1) + [− sgn(u2)]+
|u2|∑
ℓ=1
vsgn(u2)4(2ℓ−1)
)
A41 + · · ·
)
Au
=
(
1− sgn(u1)
|u1|∑
ℓ=1
vsgn(u1)3(2ℓ−1)A−32 + sgn(u2)
|u2|∑
ℓ=1
vsgn(u2)2(2ℓ−1)A21
+
( ∑
1≤a<b≤|u1|
vsgn(u1)6(a+b−1) + [sgn(u1)]+
|u1|∑
ℓ=1
vsgn(u1)6(2ℓ−1)
)
A−62
+
( ∑
1≤a<b≤|u2|
vsgn(u2)4(a+b−1) + [− sgn(u2)]+
|u2|∑
ℓ=1
vsgn(u2)4(2ℓ−1)
)
A41
+
(
sgn(u1)
(
v−4 + 1 + v4
) |u1|∑
ℓ=1
vsgn(u1)3(2ℓ−1)
− sgn(u1) sgn(u2)v
−6
|u1|∑
ℓ1=1
|u2|∑
ℓ2=1
vsgn(u1)3(2ℓ1−1)+sgn(u2)2(2ℓ2−1)
)
A2f1−3f2 + · · ·
)
Au.
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Next, using (38) we compute:
g2 ◦ g1 ◦ g
−1
2 (A
u) =
(
1− sgn(u1)
|u1|∑
ℓ=1
vsgn(u1)3(2ℓ−1)A−32
+ sgn(u2)
|u2|∑
ℓ=1
vsgn(u2)2(2ℓ−1)
(
A21 +
(
v−3 + v3
)
A2f1−3f2 + · · ·
)
+
( ∑
1≤a<b≤|u1|
vsgn(u1)6(a+b−1) + [sgn(u1)]+
|u1|∑
ℓ=1
vsgn(u1)6(2ℓ−1)
)
A−62
+
( ∑
1≤a<b≤|u2|
vsgn(u2)4(a+b−1) + [− sgn(u2)]+
|u2|∑
ℓ=1
vsgn(u2)4(2ℓ−1)
)
A41
+
(
sgn(u1)
(
v−4 + 1 + v4
) |u1|∑
ℓ=1
vsgn(u1)3(2ℓ−1)
− sgn(u1) sgn(u2)v
−6
|u1|∑
ℓ1=1
|u2|∑
ℓ2=1
vsgn(u1)3(2ℓ1−1)+sgn(u2)2(2ℓ2−1)
)
A2f1−3f2 + · · ·
)
(
1 + sgn(u1)
|u1|∑
ℓ=1
vsgn(u1)3(2ℓ−1)A−32
+
( ∑
1≤a<b≤|u1|
vsgn(u1)6(a+b−1) + [− sgn(u1)]+
|u1|∑
ℓ=1
vsgn(u1)6(2ℓ−1)
)
A−62 + · · ·
)
Au
=
(
1 + sgn(u2)
|u2|∑
ℓ=1
vsgn(u2)2(2ℓ−1)A21
+
(
2
∑
1≤a<b≤|u1|
vsgn(u1)6(a+b−1) +
|u1|∑
ℓ=1
vsgn(u1)6(2ℓ−1) −
∑
1≤a≤|u1|
1≤b≤|u1|
vsgn(u1)6(a+b−1)
)
A−62
+
( ∑
1≤a<b≤|u2|
vsgn(u2)4(a+b−1) + [− sgn(u2)]+
|u2|∑
ℓ=1
vsgn(u2)4(2ℓ−1)
)
A41
+
(
sgn(u1)
(
v−4 + 1 + v4
) |u1|∑
ℓ=1
vsgn(u1)3(2ℓ−1) + sgn(u2)
(
v−3 + v3
) |u2|∑
ℓ=1
vsgn(u2)2(2ℓ−1)
+ sgn(u1) sgn(u2)
(
v6 − v−6
) |u1|∑
ℓ1=1
|u2|∑
ℓ2=1
vsgn(u1)3(2ℓ1−1)+sgn(u2)2(2ℓ2−1)
)
A2f1−3f2
+ · · ·
)
Au.
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Observe that the red portion cancels.
g2 ◦ g1 ◦ g
−1
2 (A
u) =
(
1 + sgn(u2)
|u2|∑
ℓ=1
vsgn(u2)2(2ℓ−1)A21
+
( ∑
1≤a<b≤|u2|
vsgn(u2)4(a+b−1) + [− sgn(u2)]+
|u2|∑
ℓ=1
vsgn(u2)4(2ℓ−1)
)
A41
+
(
sgn(u1)
(
v−4 + 1 + v4
) |u1|∑
ℓ=1
vsgn(u1)3(2ℓ−1) + sgn(u2)
(
v−3 + v3
) |u2|∑
ℓ=1
vsgn(u2)2(2ℓ−1)
+ sgn(u1) sgn(u2)
(
v6 − v−6
) |u1|∑
ℓ1=1
|u2|∑
ℓ2=1
vsgn(u1)3(2ℓ1−1)+sgn(u2)2(2ℓ2−1)
)
A2f1−3f2
+ · · ·
)
Au.
Finally, we use (39) and compute:
(
p1γ
)−1
(Au) =
(
1 + sgn(u2)
|u2|∑
ℓ=1
vsgn(u2)2(2ℓ−1)A21
+
( ∑
1≤a<b≤|u2|
vsgn(u2)4(a+b−1) + [− sgn(u2)]+
|u2|∑
ℓ=1
vsgn(u2)4(2ℓ−1)
)
A41
+
(
sgn(u1)
(
v−4 + 1 + v4
) |u1|∑
ℓ=1
vsgn(u1)3(2ℓ−1) + sgn(u2)
(
v−3 + v3
) |u2|∑
ℓ=1
vsgn(u2)2(2ℓ−1)
+ sgn(u1) sgn(u2)
(
v6 − v−6
) |u1|∑
ℓ1=1
|u2|∑
ℓ2=1
vsgn(u1)3(2ℓ1−1)+sgn(u2)2(2ℓ2−1)
)
A2f1−3f2
+ · · ·
)
(
1− sgn(u2)
|u2|∑
ℓ=1
vsgn(u2)2(2ℓ−1)A21
+
( ∑
1≤a<b≤|u2|
vsgn(u2)4(a+b−1) + [sgn(u2)]+
|u2|∑
ℓ=1
vsgn(u2)4(2ℓ−1)
)
A41 + · · ·
)
Au
=
(
1 +
(
2
∑
1≤a<b≤|u2|
vsgn(u2)4(a+b−1) +
|u2|∑
ℓ=1
vsgn(u2)4(2ℓ−1) −
∑
1≤a≤|u2|
1≤b≤|u2|
vsgn(u2)4(a+b−1)
)
A41
+
(
sgn(u1)
(
v−4 + 1 + v4
) |u1|∑
ℓ=1
vsgn(u1)3(2ℓ−1) + sgn(u2)
(
v−3 + v3
) |u2|∑
ℓ=1
vsgn(u2)2(2ℓ−1)
+ sgn(u1) sgn(u2)
(
v6 − v−6
) |u1|∑
ℓ1=1
|u2|∑
ℓ2=1
vsgn(u1)3(2ℓ1−1)+sgn(u2)2(2ℓ2−1)
)
A2f1−3f2
+ · · ·
)
Au.
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Once again the red portion cancels and we arrive at
(
p1γ
)−1
(Au) =
(
1 +
(
sgn(u1)
(
v−4 + 1 + v4
) |u1|∑
ℓ=1
vsgn(u1)3(2ℓ−1) + sgn(u2)
(
v−3 + v3
) |u2|∑
ℓ=1
vsgn(u2)2(2ℓ−1)
+ sgn(u1) sgn(u2)
(
v6 − v−6
) |u1|∑
ℓ1=1
|u2|∑
ℓ2=1
vsgn(u1)3(2ℓ1−1)+sgn(u2)2(2ℓ2−1)
)
A2f1−3f2 + · · ·
)
Au.
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