Digital Inline Holography (DIH) is an imaging technique capable of capturing the 3D information of the objects using a single camera (for an in-depth review of DIH refer to 1 ). DIH obtains 3D information by recording both the amplitude and phase of the light through interference. As shown in Supplementary Fig. 1a , the light incident on the object scatters, forming the object wave, and interferes with the remaining unscattered portion, called the reference wave. The interference produces modulation of intensity, shown as concentric rings around the object that encode the size (low frequency) and depth information (high frequency). The information in these patterns (fringes), can be decoded through numerical reconstruction to obtain sharply focused images of objects that are out of focus in the recorded holograms.
1
). DIH obtains 3D information by recording both the amplitude and phase of the light through interference. As shown in Supplementary Fig. 1a , the light incident on the object scatters, forming the object wave, and interferes with the remaining unscattered portion, called the reference wave. The interference produces modulation of intensity, shown as concentric rings around the object that encode the size (low frequency) and depth information (high frequency). The information in these patterns (fringes), can be decoded through numerical reconstruction to obtain sharply focused images of objects that are out of focus in the recorded holograms. Fig. 1b) consists of a coherent light source to generate the interference between the object and reference beams. The light passes through a spatial filter, with an objective lens to focus the beam through a pinhole, performing an optical low pass filter. After the spatial filter, a convex lens collimates the beam to create a planar wave front which is then incident on the object of interest. The use of planar waves allows us to extend the length of the test section without loss of laser intensity, at any size of beam diameter used. To increase the computational speed, the reconstruction is often performed using the images at different z locations. Note that the object is in focus at z = 180 mm, which is identified by the sharp features of the legs and wings (marked by arrows).
A typical DIH system (Supplementary
Note that due to the characteristics of diffraction kernel (e.g., , being symmetric), objects located at the same distance |z| from the recorded hologram plane will be reconstructed in the same manner. The feature induces ambiguity in determining the actual location of the object (i.e. z>0 or z<0). This ambiguity is usually rectified by ensuring that all the objects being studied are located on the same side of the hologram during recording.
Similar to DIH, the 3D imaging technique based on Time-of-Flight (TOF) range cameras (e.g. Hansard et al. 2012 ) can also achieve depth measurements at sub centimeter resolutions from a single camera 2 . The approach uses a laser (typically infrared) to illuminate the object of interest and captures the reflected beam along with the time difference between the two. The difference in time provides us the time-of-flight between the beams, which is used to calculate the distance of the object from the camera.
However, compared with DIH, TOF techniques suffer from limited depth of field and poor temporal resolution. As TOF utilizes backward scattered light, weaker in intensity than forward scattered light, there is a constrain on the depth of the imaging volume.
Furthermore, the weak backward scattered light requires an integration of the signal over a finite time duration, for a reliable measurement, lowering the temporal resolution of the system.
Focus Metrics using l 1 norm
The identification of the in-focus image from the image stack often involves the use of intensity based metrics such as Laplacian, gradient, variation of intensities etc. The process involves two Fourier transforms in the reconstruction process and further steps on the intensity of the slices. Given a large dataset, the computational time for this approach would quickly become exorbitant, with multiple objects per image. To overcome this limitation, we employ a frequency-based focusing method, referred to as l1 norm Focus Metrics, introduced by Li et al. (2009) 3 . Specifically, the algorithm identifies the z value corresponding to the maximum of the l1 norm, the absolute value of the hologram's propagation frequency spectrum, i.e. ℱ{ ( , )} × , , , as the in-focus location of the object. The physical basis behind this approach can be understood as follows.
Essentially,
, , represents a 2D chirp function which is used to modulate the frequencies captured in the hologram. The peak locations of this chirp function varies based on the value of z used in the kernel. When these peaks coincide with those of ℱ{ ( , )}, the l1 norm reaches a maximum, which is identified as the location of maximum focus for the hologram. In other words, the sharp edges of the in-focus image represent a step function, in contrast to the smoothly varying intensity of an out-of-focus image (e.g. Bessel function). The spectrum of a step function consists of non-zero amplitudes at all frequencies, while a Bessel function has an associated bandwidth of frequencies. Due to the finite bandwidth, the Bessel function has a lower value of the l1 norm compared to a step function at the same location, helping us differentiate between the two. Focus metric require only a single Fourier transform, whereas image-intensitybased methods require two. Therefore, focus metrics involve a significant reduction in the computational cost for longitudinal localization of objects, making it suitable for longterm tracking of fly behaviors.
Fly Arena
The fly arena consists of a custom made 70×35×50 mm 
Estimation of Single Trajectories
The trajectories obtained after the planar tracking process contain several candidates consisting of multiple overlapped objects. To ensure long term statistics are calculated for single object, the algorithm automatically eliminates tracks with multiple objects overlapped. To identify the effectiveness of the algorithm, we compare the number of tracks remaining after elimination to the minimum possible number of single tracks. This count of possible single trajectories is estimated based on the number of objects detected at each time step after automatic thresholding. Using the number of flies in the arena we can specify the minimum number of the detected objects which can be single (Supplementary Table 1 ). For example, if the number of detections is 8, we know that we have one object that is merged with another, providing us 7 single objects at a minimum. 
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Numerical Validation
The focus metric based on the maximization of the l1 norm was validated, both through Fig. 4) . A detailed analysis of this phenomenon of minimum z limit is provided in the following section.
To validate the algorithm, we translate a hypodermic needle (460 µm diameter) on a linear stage (Supplementary Fig. 5a ) and calibrate the displacement measured by holographic processing to the one set by the stage. The micrometer offers a precision of up to 10 µm which is much higher than the imaging resolution of our system. Fig. 6 ). It can be seen from this figure that due to inaccuracies in perfect alignment of the needle to be perpendicular to the camera, we see a few pixels of lateral motion. This motion corresponds to about ~300 µm for a 5 mm travel, which should also be included in the measurement uncertainty, though would have a negligible effect.
Supplementary Figure 6: Enhanced and refocused holograms (inverted grayscale to
show better contrast) of all the positions of the stage with a scale bar of 1 mm.
In order to show that the focus metrics are independent of size, we repeated the experiment with a needle of 900 µm diameter and compared the errors and measurements with the previous case (Supplementary Fig. 7 ). The focus metric curves for both images are of similar SNR, with small variations in the curve for the larger diameter (Case 2).
The comparison of the measured displacements for both needles match within the measurement uncertainty obtained above (~300 µm). This shows that the accuracy and error in the technique doesn't vary with the size of the object and can be an effective calibration for our experiment involving flies with a body length of about 3 mm. 
Automatic Thresholding
The histogram of the enhanced holograms ( Supplementary Fig. 8a ) shows a distribution with a peak at the background intensity and high frequencies at both ends corresponding to the interior of the flies and saturations spots in the background. Most automatic thresholding algorithms expect a smoothly varying bi-modal or multi-modal distribution to be able to pick an accurate threshold to segment effectively (Otsu 1975 Fig. 8b ). Such a threshold corresponds to pixels in the interior of the flies as well as some background pixels. Applying a mean filter before the segmentation and a morphological opening operation both with a disk of 10 pixels eliminates the segmented background pixels (Supplementary Fig. 8c ). The 
Uncertainty Analysis
This section provides estimates of uncertainties in the measurements of position and velocity of Drosophila using the presented DIH approach.
Position Uncertainty
The uncertainty in position is provided for lateral and longitudinal directions respectively as follows: The lateral uncertainty involves the contribution from the automatic thresholding, causing variations in the area segmented, and as a result of it the extracted centroids. The change in area over 500 time steps for stationary flies are plotted as a cumulative distribution and the 95% value is used to calculate the distance, modelling the area as a circle. We measured a value of 10 pixels which corresponds to 0.3 mm in each direction on the plane. The calibration with the needles provided the uncertainty in the measurement of z position for an object to be close to 0.8 mm (average difference between measurement and expected vales) and this value is independent of the object size. Thus the total uncertainty in position measurement would be ~ 0.9 mm, which is about 30% of the body length of the fly.
Speed Calibration
Similar to position, the error in estimation of the velocity consists of lateral and Note that the uncertainty scales with the temporal resolution of the measurement, and a lower value of uncertainty can be obtained by reducing on temporal resolution.
The velocity measurement in the longitudinal direction is calibrated by translating a needle, 0.9 mm in diameter, at a constant speed along the optical axis, using a motorized linear stage (Supplementary Fig. 9a) . A camera records holograms of this motion, at a resolution of 30 µm/ pixel at 100 fps, which are processed using the DIH algorithm to extract the z positions. The speed of the pump is measured through image based tracking, by recording the motion with a DSLR camera at 60 fps at a resolution of 125 µm/ pixel.
By thresholding the captured video, we can segment a circle and identify its centroid, and use the position to extract the speed of motion (Supplementary Fig. 9b ). We obtain a speed of 0.7424 ± 0.0036 mm/s where the uncertainty is from the thresholding operation calculated to be ±0.3 mm. The uncertainty in the measured position is converted into a velocity using the same equation (Supplementary Equation 3) as that in the lateral case.
Similarly, the speed of the needle is also extracted from holographic processing by fitting a least squares line through the calculated positions (Supplementary Fig. 9c 
Multi-Pass Peak Selection and position correction
To eliminate small motions of flies, which are below the precision of our measurement (± 0.3 mm in xy and ± 0.8 mm in z) we perform a velocity based correction of position. For the lateral motion, we use a sparse sampled first order finite difference that ensures the displacement is greater than the uncertainty of the measurement. Using the lateral velocities, we correct the position of the object at the next time step and this process is repeated over the entire track length in both x and y directions independently. To obtain the z position, we start with the values from the first pass of peak detection, which selects candidates based on the quality of the peak. During the first pass, a spline interpolation is applied on the focus metric functions and peaks with high quality are selectively sampled through the ratio of 1 
Poor Peak Quality
A systematic analysis is performed using holograms of the hypodermic needle, to identify the source of noise peaks in the Focus metric curves. Two specific cases are selected by changing the location of the region of interest (ROI) in the captured hologram, one with the tip of the needle and one without. The focus metric curves for both cases are created ( Supplementary Fig. 11 ) in which we clearly observe a large noise peak near 100 mm, for case 2 alone. Due to the absence of fringes in the horizontal direction, the needle from case 2 loses some longitudinal information that is contained in the horizontal fringes.
This bias of fringe alignment leads to additional peaks in the focus metric curve of Case 2 compared with that of Case 1. Fig. 12a ).
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Case A, where the fringe pattern associated with the fly are not contaminated by the wall generated fringes, show the most distinctive peak corresponding to the in-focus location of the fly (Supplementary Fig. 12b ). Case B and C are samples with flies on the side and bottom walls, respectively (Supplementary Fig. 12c and d) . Fig 13a) . However, when we start the z scan at 90 mm (three times z limit) and end at 275 mm, the large peak at the origin is completely suppressed and the individual peaks become appreciable (Supplementary Fig. 13b ). In order to avoid the effects of the delta function at the origin, during the fly experiments, we set the location of the arena to be 140 mm, which is 1.5 times of the minimal recorded distance for implementing the focus metric method in the present study. The same legend is used for both figures.
Ethograms
The ethograms of motion are created for the three selected trajectories with three specific levels of motion defined as resting, walking and flying. These are identified by a threshold of speeds computed for each trajectory and can be seen in the Supplementary The calculated speeds are filtered with a median filter of size 5 to eliminate large fluctuations in speed that arise at locations of large acceleration (quick turns). Along with the speed, position of objects in proximity to the side walls can also be used to define walking motions.
Identification of complex motions
The complex behaviors we identify in this study are landing responses, consisting of high 
