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THE MINIMAL MODEL PROGRAM REVISITED
PAOLO CASCINI AND VLADIMIR LAZIC´
Abstract. We give a light introduction to some recent developments in Mori
theory, and to our recent direct proof of the finite generation of the canonical
ring.
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1. Introduction
The purpose of Mori theory is to give a meaningful birational classification of a
large class of algebraic varieties. This means several things: that varieties have mild
singularities (in the sense explained below), that we do some surgery operations on
varieties which do not make singularities worse, and that objects which are end-
products of surgery have some favourable properties. Smooth projective varieties
belong to this class, and even though the end-product of doing Mori surgery on a
smooth variety might not be – and usually is not – smooth, it is nevertheless good
enough for all practical purposes.
One of the main properties of these surgeries is that they do not change the
canonical ring. Recall that given a smooth projective variety X , the canonical ring
is
R(X,KX) =
⊕
m≥0
H0(X,OX(mKX)).
The first author was partially supported by an EPSRC grant. We would like to thank the referee
for many useful comments.
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More generally, for any Q-divisors D1, . . . , Dk on X , we can consider the divisorial
ring
R(X ;D1, . . . , Dk) =
⊕
(m1,...,mk)∈Nk
H0
(
X,OX
(
⌊
∑
miDi⌋
))
.
Rings of this type were extensively studied in Zariski’s seminal paper [Zar62]. In
particular, the following is implicit in [Zar62]:
Question 1.1. Let X be a smooth projective variety. Is the canonical ring R(X,KX)
finitely generated?
The answer is trivially affirmative for curves, and in the appendix of [Zar62],
Mumford confirmed it when X is a surface. Since it is invariant under operations
of Mori theory, this question largely motivated conjectures of Mori theory, which
postulate that Mori program should terminate with a variety with KX semiample.
This was confirmed in the case of threefolds in the 1980s by Mori et al. Very
recently, the question was answered affirmatively in any dimension in [BCHM10] by
extending many of the results of Mori theory from threefolds to higher dimensions.
An analytic proof in the case of varieties of general type was announced in [Siu06].
One of the main inputs of Mori theory is that instead of considering varieties, we
should consider pairs (X,∆), where X is a normal projective variety and ∆ ≥ 0 is a
Q-divisor on X such that the adjoint divisor KX +∆ is Q-Cartier. In order to get
a good theory one has to impose a further technical condition on KX +∆, namely
how its ramification formula behaves under birational maps. For our purposes, the
condition means that X is a smooth variety, the support of ∆ has simple normal
crossings, and the coefficients of ∆ are strictly smaller than 1, that is ⌊∆⌋ = 0.
Therefore, we might pose the following:
Conjecture 1.2. Let X be a smooth projective variety. Let B1, . . . , Bk be Q-divisors
on X such that ⌊Bi⌋ = 0 for all i, and such that the support of
∑k
i=1Bi has simple
normal crossings. Denote Di = KX +Bi for every i.
Then the ring R(X ;D1, . . . , Dk) is finitely generated.
Divisorial rings of this form are called adjoint rings. This conjecture obviously
generalises the affirmative answer to Question 1.1, by choosing k = 1 and B1 = 0.
Here we survey a different approach to the finite generation problem, recently
obtained in [CL10a], which avoids all the standard difficult operations of Mori theory.
In that paper, we give a new proof of the following result, only using the Kawamata-
Viehweg vanishing and induction on the dimension.
Theorem A. Let X be a smooth projective variety. Let B1, . . . , Bk be Q-divisors
on X such that ⌊Bi⌋ = 0 for all i, and such that the support of
∑k
i=1Bi has simple
normal crossings. Let A be an ample Q-divisor on X, and denote Di = KX+A+Bi
for every i.
Then the ring R(X ;D1, . . . , Dk) is finitely generated.
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Theorem A, in fact, also gives the affirmative answer to Question 1.1 – details
can be found in [CL10a]. This theorem was originally proved in [BCHM10] as a
consequence of Mori theory, and later in [Laz09] by induction on the dimension
and without Mori theory; for an easy introduction to the latter circle of ideas, see
[Cor11]. In [CL10a], we build on and significantly simplify arguments from [Laz09].
The aim of this survey is to show that, in spite of its length and modulo some
standard technical difficulties, our paper [CL10a] is based on simple ideas. We hope
here to make these ideas more transparent and the general flow of the proof more
accessible.
Moreover, by the results of [CL10b], Theorem A implies all currently known re-
sults of Mori theory, so in effect this approach inverts the conventional order of the
program on its head, where earlier finite generation came at the end of the process,
and not at the beginning. Further, it is shown that Conjecture 1.2 implies the most
of outstanding conjectures of the theory, in particular the Abundance conjecture.
Finally, one might ask whether the rings R(X ;D1, . . . , Dk) are finitely generated
when the divisors Di are not adjoint, or whether the assumption on singularities
can be relaxed. However, Example 5.1 shows that this ring might not be finitely
generated in similar situations.
Notation and Conventions. We work with algebraic varieties defined over C. We
denote by R+ and Q+ the sets of non-negative real and rational numbers, and by C
the topological closure of a set C ⊂ RN .
Let X be a smooth projective variety and R ∈ {Z,Q,R}. We denote by DivR(X)
the group of R-divisors on X , and ∼R and ≡ denote the R-linear and numerical
equivalence of R-divisors. If A =
∑
aiCi and B =
∑
biCi are two R-divisors on X ,
then ⌊A⌋ is the round-down of A, ⌈A⌉ is the round-up of A, and
A ∧ B =
∑
min{ai, bi}Ci.
Further, if S is a prime divisor on X , multS A is the order of vanishing of A at the
generic point of S.
In this paper, a log pair (X,∆) consist of a smooth variety X and an R-divisor
∆ ≥ 0. A projective birational morphism f : Y −→ X is a log resolution of the pair
(X,∆) if Y is smooth, Exc f is a divisor and the support of f−1∗ ∆+Exc f has simple
normal crossings. A log pair (X,∆) with ⌊∆⌋ = 0 has canonical singularities if for
every log resolution f : Y −→ X , we have
KY + f
−1
∗ ∆ = f
∗(KX +∆) + E
for some f -exceptional divisor E ≥ 0.
If X is a smooth projective variety and D is an integral divisor, Bs |D| denotes
the base locus of D, and Fix |D| and Mob(D) denote the fixed and mobile parts of
D. Hence |D| = |Mob(D)| + Fix |D|, and the base locus of |Mob(D)| contains no
divisors. More generally, if V is any linear system on X , Fix(V ) is the fixed divisor
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of V . If S is a prime divisor on X such that S * Fix |D|, then |D|S denotes the
image of the linear system |D| under restriction to S.
If D is an R-divisor on X , we denote by B(D) the intersection of the sets SuppD′
for all D′ ≥ 0 such that D′ ∼R D, and we call B(D) the stable base locus of D; we
set B(D) = X if no such D′ exists.
Definition 1.3. Let X be a smooth variety, and let S, S1, . . . , Sp be distinct prime
divisors such that S +
∑p
i=1 Si has simple normal crossings. Let V =
∑p
i=1RSi ⊆
DivR(X), and let A be a Q-divisor on X . We define
L(V ) = {B =
∑
biSi ∈ V | 0 ≤ bi ≤ 1 for all i},
EA(V ) = {B ∈ L(V ) | there exists 0 ≤ D ∼R KX + A+B},
BSA(V ) = {B ∈ L(V ) | S * B(KX + S + A+B)}.
Now, let X be a smooth projective variety, let V ⊆ DivR(X) be a finite dimen-
sional vector space, and let C ⊆ V be a rational polyhedral cone, i.e. a convex cone
spanned by finitely many rational vectors. Then the divisorial ring associated to C
is
R(X, C) =
⊕
D∈C∩DivZ(X)
H0(X,OX(D)).
Note that C ∩DivZ(X) is a finitely generated monoid by Gordan’s lemma, and if all
elements in it are multiples of adjoint divisors, the corresponding ring is an adjoint
ring . This generalises divisorial and adjoint rings introduced earlier.
If S is a prime divisor on X , the restriction of R(X, C) to S is defined as
resS R(X, C) =
⊕
D∈C∩DivZ(X)
resS H
0
(
X,OX(D)
)
,
where resS H
0
(
X,OX(D)
)
is the image of the restriction map
H0(X,OX(D)) −→ H
0(S,OS(D)).
Similarly, we denote by resS R(X ;D1, . . . , Dk) the restricted divisorial ring for Q-
divisors D1, . . . , Dk in X .
We finish this section with some basic definitions from convex geometry. Let
C ⊆ RN be a convex set. A subset F ⊆ C is a face of C if F is convex, and whenever
u+ v ∈ F for u, v ∈ C, then u, v ∈ F . Note that C is itself a face of C. We say that
x ∈ C is an extreme point of C if {x} is a face of C. It is a well known fact that any
compact convex set C ⊆ RN is the convex hull of its extreme points.
A polytope in RN is a compact set which is the intersection of finitely many half
spaces; equivalently, it is the convex hull of finitely many points in RN . A polytope
is rational if it is an intersection of rational half spaces; equivalently, it is the convex
hull of finitely many rational points in RN .
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2. Zariski decomposition on surfaces
Zariski decomposition, introduced by Zariski in [Zar62] in the case of surfaces, has
proven to be a powerful tool in birational geometry. In this section, after reviewing
some basic notions about the Zariski decomposition and its generalization in higher
dimension, we show that the finite generation of the canonical ring on surfaces is
an easy consequence of this decomposition, combined with the Kawamata-Viehweg
vanishing theorem. It is worth noting that while the vanishing theorem holds in
any dimension, and it is the most important ingredient for the proof of the lifting
theorem described in the next section, the Zariski decomposition a priori only holds
on surfaces, see [Laz04, §2.3.E].
Definition 2.1. Let X be a smooth projective variety and let D be a pseudo-
effective Q-divisor. Then D admits a Zariski decomposition if there exist a nef
Q-divisor P (positive part) and a Q-divisor N ≥ 0 (negative part) such that
(1) D = P +N ,
(2) for any positive integer m, the natural homomorphism
H0(X,OX(⌊mP ⌋)) −→ H
0(X,OX(⌊mD⌋))
is an isomorphism.
In particular, we have R(X,D) ≃ R(X,P ).
In the case of surfaces, Zariski showed
Theorem 2.2. Let X be a smooth projective surface and let D be a pseudo-effective
Q-divisor. Then there exist unique Q-divisors P and N =
∑r
i=1 νiNi ≥ 0 such that:
(1) D = P +N ,
(2) P is nef,
(3) P ·Ni = 0 for every i,
(4) the intersection matrix (Ni ·Nj)i,j is negative definite.
In particular, this defines a Zariski decomposition of D.
Unfortunately, in higher dimensions it is easy to find examples of divisors which
do not admit a Zariski decomposition, even after taking their pull-back to a suitable
modification, see [Nak04]. This birational version of the decomposition is usually
called Cutkosky-Kawamata-Moriwaki decomposition.
However, if D is a big Q-divisor on a smooth surface X and if N =
∑
νiNi is the
negative part of D as in Theorem 2.2, it can be shown that
νi = lim sup
m→∞
1
m
multNi |mD|,
see [Laz04, Corollary 2.3.25]. This motivates the following definition of the positive
and negative parts of a pseudo-effective divisor over a smooth projective variety.
These were introduced by Nakayama in [Nak04] (see also [Bou04] for an analytic
construction).
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Definition 2.3. Let X be a smooth projective variety, let A be an ample R-divisor,
and let Γ be a prime divisor. If D ∈ DivR(X) is a big divisor, define
σ′Γ(D) = inf{multΓD
′ | 0 ≤ D′ ∼R D}.
If D ∈ DivR(X) is pseudo-effective, set
σΓ(D) = lim
ε→0
σ′Γ(D + εA).
Then the negative part of D is defined as
Nσ(D) =
∑
Γ σΓ(D) · Γ,
where the sum runs over all prime divisors Γ on X . The positive part of D is given
by Pσ(D) = D −Nσ(D).
Then one easily shows that σ′Γ(D) = σΓ(D) when D is big. Note that, unlike
in the case of surfaces, Pσ(D) is in general not nef. The main reason for this
is that on surfaces, every mobile divisor is nef since curves and divisors coincide.
Nevertheless, this decomposition turned out to be very useful in the recent advances
of the Minimal Model Program, e.g. see [BCHM10]. The following result summarises
its main properties, see [Nak04].
Lemma 2.4. Let X be a smooth projective variety, and let D be a pseudo-effective
R-divisor.
Then Nσ(D) depends only on the numerical class of D. Moreover, if Γ is a prime
divisor, then the function σΓ is homogeneous of degree one, convex and lower semi-
continuous on the cone of pseudo-effective divisors on X, and continuous on the
cone of big divisors.
We now describe the role of Zariski decompositions in the study of the canonical
ring of a smooth projective variety. By the Basepoint free theorem [KM98, Theorem
3.3], it follows immediately that if X is a smooth minimal projective variety of
general type, i.e. ifKX is big and nef, thenKX is semi-ample, and thus the canonical
ring R(X,KX) is finitely generated. In [Kaw85], Kawamata generalized this result
by showing that if X is a smooth projective variety of general type, the existence
of a Zariski decomposition for KX implies the finite generation of the canonical
ring. Using the same techniques, we next show how Theorem 2.2 implies the finite
generation of the canonical ring on surfaces.
We first recall the following important result of Zariski [Zar62] on the structure
of base loci of linear systems.
Theorem 2.5. Let X be a projective variety, and let D be a Cartier divisor on X
such that the base locus of D is a finite set.
Then D is semiample.
Corollary 2.6. Let X be a smooth projective surface and let D be a Q-divisor on
X such that κ(X,D) ≥ 0.
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Then, for every sufficiently divisible positive integer k, there exist a semiample
Q-divisor Mk whose coefficients are at most 1/k, and a divisor Fk ≥ 0 such that
SuppFk ⊆ B(D) and D ∼Q Mk + Fk. Furthermore, if the support of D has simple
normal crossings, then the support of Mk + Fk has simple normal crossings.
Proof. Let m be a positive integer such that B(D) = Bs |mD|. If we write
mD =M + F,
where M is the mobile part of |mD| and F is its fixed part, then M is semiample
by Theorem 2.5 and SuppF ⊆ B(D). Thus, for every sufficiently divisible positive
integer k, the linear system |kM | is basepoint free. Bertini’s theorem implies that a
general section Nk of |kM | is reduced and irreducible. Thus, it is enough to define
Mk = Nk/km and Fk = F/m. The last claim follows from the construction. 
Our goal is to show that for any smooth projective surface X and for any divisor
∆ on X such that the support of ∆ has simple normal crossings and ⌊∆⌋ = 0,
the ring R(X,KX + ∆) is finitely generated. As in the higher dimensional case,
see [BCHM10] and [CL10a], by the existence of log resolutions and by a result of
Fujino and Mori [FM00], we may and will assume, without loss of generality, that
the divisor ∆ can be written as ∆ = A + B, where A is an ample Q-divisor and B
is a Q-divisor such that the support of B has simple normal crossings and ⌊B⌋ = 0.
First we need an easy result about adjoint divisors on curves.
Lemma 2.7. Let X be a smooth projective curve of genus g ≥ 1, let D be an integral
divisor, and let Θ be a Q-divisor such that such that degΘ > 0 and D ∼Q KX +Θ.
Then H0(X,OX(D)) 6= 0.
Proof. By Riemann-Roch theorem we have
h0(X,OX(D)) ≥ degD − g + 1 = 2g − 2 + degΘ− g + 1 > g − 1 ≥ 0,
which proves the lemma. 
We recall the following particular version of the Kawamata-Viehweg vanishing
theorem which we need in this paper.
Theorem 2.8. Let X be a smooth variety and let B =
∑
bjBj be a Q-divisor whose
support has simple normal crossings and such that 0 ≤ bj ≤ 1 for each j. Let A be
an ample Q-divisor and assume D is an integral divisor such that D ∼Q KX+B+A.
Then H i(X,OX(D)) = 0 for every i > 0.
Finally, we have:
Theorem 2.9. Let X be a smooth projective surface, and let B be a Q-divisor such
that the support of B has simple normal crossings and ⌊B⌋ = 0. Let A be an ample
Q-divisor and let ∆ = A+B.
Then the ring R(X,KX +∆) is finitely generated.
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Proof. We may assume that κ(X,KX + ∆) ≥ 0, since otherwise R(X,KX + ∆) is
trivial. LetKX+∆ = P+N be the Zariski decomposition ofKX+∆, whose existence
is guaranteed by Theorem 2.2. Since R(X,KX + ∆) ≃ R(X,P ), we may assume
that P is not semiample, and in particular, B(P ) contains a curve by Theorem 2.5.
Furthermore, we can assume that P ≥ 0.
Replacing X by a log resolution, we may assume that the support of B + P +N
has simple normal crossings. For every positive integer k, let P ∼Q Mk + Fk = Pk
be the decomposition as in Corollary 2.6. Note that ⌊B −N⌋ ≤ 0, and let
λk = sup{t ≥ 0 | ⌊B + tPk −N⌋ ≤ 0}.
Then λk > 0, and if Σk is the sum of all the prime divisors in B + λkPk − N with
coefficient equal to 1, then the support of Σk is contained in the support of Pk.
Furthermore, by choosing k large enough, we can assume that the support of Σk
is contained in B(P ), and hence without loss of generality, we may assume that
P = Pk. Denote Σ = Σk and λ = λk.
Let
R =
∑
T
(multT ⌈N −B − λP ⌉) T,
where the sum is over all prime divisors T such that multT (N − B − λP ) > 0, and
denote B′ = B + λP − N +R. Then R is an integral divisor, the coefficients of B′
lie in the interval (0, 1], and we have
0 ≤ R ≤ ⌈N⌉, and ⌊B′⌋ = Σ.
Fix a prime divisor S in SuppΣ ⊆ B(P ). Let m > λ + 1 be a sufficiently
large positive integer such that mA, mB, mP and mN are integral divisors and
B(P ) = Bs |mP |. Let A′ = A+ (m− 1− λ)P , and note that A′ is ample since P is
nef and m− 1− λ > 0. Then
mP +R ∼Q KX + A +B −N + (m− 1)P +R = KX + A
′ +B′,
and the Kawamata-Viehweg vanishing theorem implies H1(X,OX(mP+R−S)) = 0.
We claim that
H0(S,OS(mP +R)) 6= 0.
We first show that the claim implies the Theorem. The long cohomology sequence
associated to the exact sequence
0 −→ OX(mP +R− S) −→ OX(mP +R) −→ OS(mP +R) −→ 0
yields that the map H0(X,OX(mP + R)) −→ H
0(S,OS(mP + R)) 6= 0 is surjec-
tive, and therefore S * Bs |mP + R|. Since 0 ≤ R ≤ ⌈N⌉ ≤ ⌈mN⌉ = mN , the
composition of injective maps
H0(X,OX(mP )) −→ H
0(X,OX(mP +R)) −→ H
0(X,OX(mP +mN))
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is an isomorphism by the property of Zariski decompositions, hence so is the first
map. But this implies Bs |mP + R| = Bs |mP | ∪ SuppR, and thus S * Bs |mP | =
B(P ), a contradiction.
Finally, to prove the claim, let g be the genus of S. Note that S * SuppR by
construction, and therefore deg(mP + R)|S ≥ 0 since P is nef. In particular, this
implies the claim for g = 0. If g ≥ 1, note that
(mP +R)|S ∼Q KS + A
′
|S + (B
′ − S)|S
and deg(A′|S + (B
′ − S)|S) > 0, hence the claim follows by Lemma 2.7. 
3. Diophantine approximation and a lifting theorem
Both Diophantine approximation and the Kawamata-Viehweg vanishing theorem
play crucial roles in recent developments in Mori theory. Diophantine approxima-
tion was first introduced in birational geometry, as an essential tool, by Shokurov
in [Sho03], in order to give a conceptual proof of the existence of certain surgery
operations called flips .
The aim of this section is to sketch how these two tools can be naturally combined
to obtain many of the results in [CL10a].
Diophantine approximation. We first recall Diophantine approximation, see for
instance [BCHM10, Lemma 3.7.7].
Lemma 3.1. Let ‖ · ‖ be a norm on RN and let x ∈ RN . Fix a positive integer k
and a positive real number ε.
Then there are finitely many points xi ∈ RN and positive integers ki divisible by k,
such that kixi/k are integral, ‖x− xi‖ < ε/ki, and x is a convex linear combination
of xi.
The previous Lemma implies the following characterization of rational polytopes
in RN (similar techniques were used to prove [CL10a, Theorem 4.4]).
Proposition 3.2. Let ‖ · ‖ be a norm on RN and let P ⊆ RN be a bounded convex
subset.
Then P is a rational polytope if and only if there is a constant ε > 0 and a positive
integer k with the following property: for every rational v ∈ RN , if there exist w ∈ P
and a positive integer l such that lv is integral and ‖v − w‖ < ε/lk, then v ∈ P.
Proof. Since any two norms on RN are equivalent, we can assume that ‖ · ‖ is the
standard Euclidean norm. Let 〈· , ·〉 be the standard scalar product.
Suppose that P is a rational polytope. Then there exist finitely many ci ∈ Z and
ψi ∈ ZN such that w ∈ P if and only if 〈ψi, w〉 ≥ ci for every i. Pick ε > 0 such
that ‖ψi‖ < 1/ε for all i and let k be any positive integer.
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Assume that for v ∈ RN there exist w ∈ P and a positive integer l such that lv is
integral and ‖v − w‖ < ε/lk. Then by the Cauchy-Schwarz inequality we have
ci − 〈ψi, v〉 ≤ 〈ψi, w〉 − 〈ψi, v〉 = 〈ψi, w − v〉 ≤ ‖ψi‖‖w − v‖ < ‖ψi‖ε/lk < 1/lk
for any i. But lk(ci − 〈ψi, v〉) = lkci − 〈ψi, klv〉 is an integer, and so 〈ψi, v〉 ≥ ci.
Therefore v ∈ P.
Assume now that there exists ε and k as in the statement of the proposition, and
let w ∈ P . By Lemma 3.1, there exist points wi ∈ RN and positive integers mi
divisible by k, such that w is a convex linear combination of wi and
‖w − wi‖ < ε/mi and miwi/k is integral
for every i. In particular, there exists w′ ∈ P such that ‖w′ − wi‖ < ε/mi. By the
assumption, it follows that wi ∈ P for all i, and in particular w ∈ P. Therefore, P
is a closed set, and moreover, every extreme point of P is rational.
If P is not a rational polytope then there exist infinitely many extreme points vi
of P, with i ∈ N. Since P is compact, by passing to a subsequence we obtain that
there exist v∞ ∈ P such that
v∞ = lim
i→∞
vi.
By Lemma 3.1, there exists a positive integer m divisible by k and v′∞ ∈ R
N such
that mv′∞/k is integral and ‖v∞ − v
′
∞‖ < ε/m. By assumption, it follows that
v′∞ ∈ P. Pick j ≫ 0 so that
‖vj − v
′
∞‖ ≤ ‖vj − v∞‖+ ‖v∞ − v
′
∞‖ <
ε
m
.
Therefore, there exists a positive integerm′ ≫ 0 divisible by k such that (m+m′)vj/k
is integral, and such that if we define
v0 =
m+m′
m′
vj −
m
m′
v′∞ ∈ v
′
∞ + R+(vj − v
′
∞),
then m′v0/k is integral and
‖v0 − vj‖ =
m
m′
‖vj − v
′
∞‖ <
ε
m′
.
By assumption, this implies that v0 ∈ P, and since vj =
m′
m+m′
v0+
m
m+m′
v′∞, it follows
that vj is not an extreme point of P, a contradiction.
Thus, P is a rational polytope. 
Lifting property. Let X be a smooth projective variety, let S be a prime divisor,
let A be an ample Q-divisor, and let B ≥ 0 be a Q-divisor such that S * SuppB,
⌊B⌋ = 0, and Supp(S + B) has simple normal crossings. Let C ≥ 0 be a Q-divisor
on S such that C ≤ B|S, and let m be a positive integer such that mA, mB and
mC are integral.
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We say that (B,C) satisfies the lifting property Lm if the image of the restriction
morphism
H0
(
X,OX(m(KX + S + A+B))
)
−→ H0
(
S,OS(m(KS + A|S +B|S))
)
contains H0
(
S,OS(m(KS+A|S+C))
)
·σ, where σ is a global section of OS(m(B|S−
C)) vanishing along m(B|S − C).
The following theorem is [CL10a, Theorem 3.4], and it is a slight generalization
of the lifting theorem by Hacon-McKernan [HM10], which is itself a generalization
of results by Siu [Siu98, Siu02] and Kawamata [Kaw99]. Similar results were also
obtained in [Tak06], [Pa˘u07] and [EP10].
Theorem 3.3. Let X be a smooth projective variety, let S be a prime divisor, let
A be an ample Q-divisor, and let B ≥ 0 be a Q-divisor such that S * SuppB,
⌊B⌋ = 0, and Supp(S + B) has simple normal crossings. Let C ≥ 0 be a Q-divisor
on S such that (S, C) is canonical, and let m be a positive integer such that mA,
mB and mC are integral.
Assume that there exists a positive integer q ≫ 0 such that qA is very ample,
S 6⊆ Bs |qm(KX + S + A+B +
1
m
A)| and
C ≤ B|S − B|S ∧
1
qm
Fix |qm(KX + S + A+B +
1
m
A)|S.
Then (B,C) satisfies Lm.
We omit the proof of the Theorem, but we emphasise that it is a direct consequence
of the Kawamata-Viehweg vanishing plus some elementary arithmetic.
Before we show how the lifting theorem and Diophantine approximation are re-
lated to each other, it is useful to spend a few words on the assumptions of the
theorem. It is well known that, in general, the lifting theorem does not hold if we
just take C = B|S. A simple counterexample is given by considering the blow-up
of P2 at one point, see [Hac05, CKL11] for more details. On the other hand, the
condition that (S, C) is canonical is a bit more subtle and it might look artificial,
but Example 5.2 shows that it is essential. Clearly if X is a surface, this condition is
guaranteed by the fact that X is smooth, Supp(S +B) has simple normal crossings
and ⌊B⌋ = 0.
We now proceed with
Theorem 3.4. Let X be a smooth projective variety, and let S, S1, . . . , Sp be distinct
prime divisors such that S+
∑p
i=1 Si has simple normal crossings. Let V ⊆ DivR(X)
be the subspace spanned by S1, . . . , Sp, and let W ⊆ DivR(S) be the subspace spanned
by all the components of Si|S. Let A be an ample Q-divisor on X. Let Q′ be the set
of pairs of rational divisors
(B,C) ∈ BSA(V )× EA|S(W )
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such that
C ≤ B and (B,C) satisfies Lm for infinitely many m,
and let Q be the intersection of the closure of Q′ and the convex hull of Q′.
Then Q is a finite union of rational polytopes.
Note that, since the aim is to provide a proof of Theorem A by induction on the
dimension of X , in this context we are assuming that Theorem A holds in dimension
dimX − 1. In particular, we may assume that EA|S(W ) is a rational polytope, see
[CL10a, Theorem 5.5].
We now explain briefly how Proposition 3.2 can be applied to get Theorem 3.4.
First note that the property Lm for the pair (B,C) immediately implies that
Fix |m(KS + (A + C)|S)|+m(B|S − C) ≥ Fix |m(KX + S + A+B)|S.
Thus, after doing some simple algebra of divisors, the lifting result in Theorem
3.3 can be rephrased by saying that if the property Lm holds for a pair (B
′, C ′)
sufficiently “close” to (B,C), then also the pair (B,C) will satisfy the property Lm.
Here the distance between (B,C) and (B′, C ′) is bounded in terms of a positive
integer q such that qB and qC are integral. Thus, we can apply Proposition 3.2 to
get the desired result.
Theorem 3.4 implies two crucial results which are related to Theorem A.
Theorem 3.5. Under the assumption of Theorem 3.4, the set BSA(V ) is a rational
polytope and, for any B1, . . . , Bk ∈ L(V ), the ring
resS R(X ;KX + S + A+B1, . . . , KX + S + A+Bk)
is finitely generated.
To prove the first statement, it is sufficient to show that BSA(V ) is the image of
the set defined in Theorem 3.4 through the first projection, and the result follows
immediately by the convexity of BSA(V ). Note that, in particular, B
S
A(V ) is compact,
which is one of the main ingredients in our proofs of several results in [CL10a].
The second statement is more delicate. Theorem 3.4 implies that the restricted
algebra is spanned by a finite union of adjoint rings on S. Thus, the result follows
by induction on the dimension.
4. Finite generation
In this section we present the proof of a special case of the finite generation
theorem which already contains almost all fundamental problems of the general
case, and it is particularly easy to picture what is going on. We prove the following:
Theorem 4.1. Let X be a smooth projective variety, and let S1 and S2 be distinct
prime divisors such that S1 + S2 has simple normal crossings. Let B = b1S1 + b2S2
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be a Q-divisor such that 0 ≤ b1, b2 < 1, and let A be an ample Q-divisor. Assume
that KX + A +B ∼Q D for some D ∈ Q+S1 +Q+S2.
Then the ring R(X,KX + A +B) is finitely generated.
It will become clear from the scheme of the proof that it is necessary to work with
higher rank algebras even in this simple situation. The proof will mostly be ”by
picture”, and for that reason we restrict ourselves to the case of two components.
The proof in the general case follows the same line of thought, the only difference
is that it is more difficult to visualise.
The following result will be used often without explicit mention in this section;
the proof can be found in [ADHL10].
Lemma 4.2. Let S ⊆ Zr be a finitely generated monoid and let R =
⊕
s∈S Rs be
an S-graded algebra. Let S ′ ⊆ S be a finitely generated submonoid and let R′ =⊕
s∈S′ Rs.
(1) If R is finitely generated over R0, then R
′ is finitely generated over R0.
(2) If R0 is Noetherian, R
′ is a Veronese subring of finite index of R, and R′ is
finitely generated over R0, then R is finitely generated over R0.
Sketch of the proof of Theorem 4.1. Let V = RS1+RS2 ⊆ DivR(X) be the subspace
spanned by S1 and S2, let B ⊆ V be the rectangle with vertices D,D+(1−b1)S1, D+
(1− b2)S2 and D + (1− b1)S1 + (1− b2)S2, and denote C = R+B.
For i ∈ {1, 2}, consider the segments
Bi = [D + (1− bi)Si, D + (1− b1)S1 + (1− b2)S2] ⊆ V
and the cones Ci = R+Bi. It is clear from the picture (see Figure 1) that C = C1∪C2,
and that there exists M > 0 such that the “width” of the cones Ci in the half-plane
{xS1 + yS2 | x+ y ≥ M} is bigger than 1. More precisely,
(1) if xS1 + yS2 ∈ Ci for i ∈ {1, 2} and for some x, y ∈ N with x+ y ≥ M , then
xS1 + yS2 − Si ∈ C.
We further claim that:
(2) for i ∈ {1, 2}, the ring resSi R(X, Ci) is finitely generated.
To show (2), without loss of generality we assume that i = 1. Let {D1, . . . , Dℓ} be
a set of generators of C1 ∩ Div(X). Then for every j = 1, . . . , ℓ, the line through
0 and Dj intersects the segment B1, and therefore, there exist rational numbers
0 ≤ tj ≤ 1− b2 and kj > 0 such that
Dj = kj(D + (1− b1)S1 + tjS2).
Since there is the natural projection
resS1 R(X ;D1, . . . , Dℓ) −→ resS1 R(X, C1),
it suffices to show that the first ring is finitely generated, and hence that the ring
R1 = resS1 R(X ;D + (1− b1)S1 + t1S2, . . . , D + (1− b1)S1 + tℓS2)
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is finitely generated. But this follows from Theorem 3.5, as
D + (1− b1)S1 + tjS2 ∼Q KX + A+ S1 + (b2 + tj)S2.
Note that, in order to prove the theorem, it is enough to show that R(X, C) is
finitely generated. Let σi ∈ H
0(X,OX(Si)) be sections such that div σi = Si, and
let R ⊆ R(X ;S1, S2) be the ring spanned by R(X, C), σ1 and σ2. Then it suffices to
show that R is finitely generated.
By (2), for i ∈ {1, 2} there are finite sets Hi of sections in the rings R(X, Ci)
such that resSi R(X, Ci) are generated by the sets {η|Si | η ∈ Hi}, and denote
H = {σ1, σ2}∪H1∪H2. LetM be the intersection of the cone C with the half-plane
{xS1+yS2 | x+y ≤M}. Possibly by enlarging H, we may assume that the elements
of H generate H0(X,G) for every integral G ∈M.
We claim that H generates the whole ring R. Indeed, let χ ∈ R. By definition
of R, we may write χ =
∑
i σ
λi
1 σ
µi
2 χi, where χi ∈ H
0(X,OX(Gi)) for some integral
Gi ∈ C and some λi, µi ∈ N. Thus, it is enough to show that χi are generated by
the elements in H, and therefore we may assume from the start that χ ∈ H0(X,G)
for some integral G ∈ C. If χ ∈M, we conclude by the definition of H. Otherwise,
assume that G ∈ C1, the case G ∈ C2 being analogous. Then there are θ1, . . . , θz ∈ H
and a polynomial ϕ ∈ C[X1, . . . , Xz] such that χ|S1 = ϕ(θ1|S1 , . . . , θz|S1), so the exact
sequence
0 −→ H0(X,OX(G− S1))
·σ1−→ H0(X,OX(G)) −→ H
0(S1,OS1(G))
gives
χ− ϕ(θ1, . . . , θz) = σ1 · χ
′
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for some χ′ ∈ H0(X,OX(G − S1)). Note that G − S1 ∈ C by (1) above, and we
continue with χ′ instead of χ. This “zig-zag” process terminates after finitely many
steps, once we reach M (see Figure 2). We are done. 
Remark 4.3. In the case of surfaces, the ring R(X, C) which appears in the proof
above, can be seen as the ring associated to the positive parts P (D), for any divisor
D ∈ C. By [ELM+06], the finite generation of this ring implies that the function
P (D) is piecewise linear on C and P (D) is semiample for any Q-divisor D ∈ C. This
implies finiteness of ample models on the rational polytope B, see [BCHM10].
5. Examples
In this final section, we give examples which show that the results presented above
are optimal.
Example 5.1. This example is similar to [Laz04, Example 2.3.3]. Here we show
that in Theorem A, even for curves, the assumption of ampleness for the divisor A
cannot be replaced by nefness.
Let X be an elliptic curve and let A be a non-torsion integral divisor on X of
degree 0. Let B1 = 0 and B2 ≥ 0 be a non-zero Q-divisor such that ⌊B2⌋ = 0. Note
that A is nef and (X,Bi) is canonical, for i ∈ {1, 2}. We want to show that the ring
R = R(X ;KX + A+B1, KX + A+B2) is not finitely generated.
To that end, let k be a positive integer such that kB2 is integral. We have that
R =
⊕
(m1,m2)∈N2
Rm1,m2,
where Rm1,m2 = H
0(X,OX(⌊(m1 +m2)A+m2B2⌋)). If R were finitely generated,
then the set S = R+{(m1, m2) ∈ N2 | Rm1,m2 6= 0} would be a rational polyhedral
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cone, and in particular a closed subset of R2. However, we have Rm1,0 = 0 for all
m1 > 0, and Rm1,k 6= 0 for every k > 0 by Riemann-Roch, since (m1 + k)A + kB2
has positive degree. Therefore S = R2+\{(r, 0) | r > 0}, hence R is not finitely
generated.
Example 5.2. In this example, we show that in Theorem 3.3, the assumption that
(S, C) is canonical cannot be replaced by the weaker assumption that only ⌊C⌋ = 0.
Below, we are allowed to take C = B. The construction is similar to Mukai’s flop,
see [Tot09] and [Deb01, 1.36].
Let E = OP1⊕OP1(1)
⊕3 and letX = P(E) with the projection map π : P(E) −→ P1.
Thus, X is a smooth projective 4-fold. Let S ≃ P3 be a fibre of π and denote
ξ = c1(OX(1)). Then ξ is basepoint free by [Laz04, Lemma 2.3.2], and
KX = π
∗(KP1 + det E)− 4ξ = S − 4ξ.
The linear system |ξ − S| contains smooth divisors S1, S2, S3 corresponding to the
quotients E −→ OP1 ⊕OP1(1)
⊕2, and it is obvious that S + S1 + S2 + S3 has simple
normal crossings. If we denote
B =
8
9
(S1 + S2 + S3) and A =
7
3
ξ +
1
6
S,
then A is ample and B ∼Q
8
3
(ξ − S). Note that ⌊B⌋ = 0, and it is easy to check
that (S,B|S) is not canonical. Setting ∆ = S + A+B, we have
KX +∆ ∼Q ξ −
1
2
S.
Let P be the curve in X corresponding to the trivial quotient of E . Then P =
S1 ∩ S2 ∩ S3, and we have the relations S · P = 1 and S · ξ = 0. In particular, for
any sufficiently divisible positive integer m, we have P = Bs |m(ξ − S)| and
P ⊆ Bs |m(2ξ − S)| ⊆ Bs |mξ| ∪ Bs |m(ξ − S)| = P.
Therefore, the base locus of the linear system |2m(KX + ∆)| is the curve P , and
hence
Fix |2m(KX +∆)| = 0.
We want to show that for m sufficiently divisible, the restriction map
H0(X,OX(2m(KX +∆)))→ H
0(S,OS(2m(KS + (A+B)|S)))
is not surjective, thus demonstrating that the assumption of canonicity cannot be
removed from Theorem 3.3. Assume the contrary. Then the sequence
0 −→ H0(X,OX(2m(KX +∆)− S)) −→ H
0(X,OX(2m(KX +∆)))
−→ H0(S,OS(2m(KS + (A +B)|S))) −→ 0
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is exact. After some calculations, we have
h0(X,OX(2m(KX +∆)− S)) = h
0(P1, S2mE(−m− 1)) =
2m∑
j=m+1
(
j + 2
2
)
(j −m)
and
h0(X,OX(2m(KX +∆))) = h
0(P1, S2mE(−m)) =
2m∑
j=m
(
j + 2
2
)
(j −m+ 1).
Furthermore, one sees that KS + (A+B)|S represents a hyperplane in S, and thus
h0(S,OS(m(KS + (A+B)|S))) = h
0(P3,OP3(m)) =
(
m+ 3
m
)
.
It is now straightforward to derive a contradiction.
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