Abstract-Heating, Ventilating and Air Conditioning units (HVAC) are a major electrical energy consumer in buildings. Monitoring of the operation and energy consumption of HVAC would increase the awareness of building owners and maintenance service providers of the condition and quality of performance of these units, enabling conditioned-based maintenance which would help achieving high efficiency in energy consumption. In this paper, a novel non-intrusive method based on constrained non-negative matrix factorization is proposed for monitoring the different components of HVAC unit by only having access to the whole building aggregated power signal. At the first level of this hierarchical approach, power consumption of the building is decomposed to energy consumption of the HVAC unit and all the other electrical devices operating in the building such as lighting and plug loads. Then, the estimated power signal of the HVAC is used to estimate the power consumption profile of the HVAC major electrical loads such as compressors, condenser fans and indoor blower. Experiments conducted on real data collected from a building testbed maintained at the Oak Ridge National Laboratory (ORNL) demonstrate high accuracy on disaggregation task.
I. INTRODUCTION
According to the U.S. Department of Energy, buildings use 72% of the nation's electricity, and 38.9% of the nation's total energy consumption, valued at $392 billion [12] . Currently, heating, ventilating, and air conditioning (HVAC) systems account for 57% of the energy used in U.S. commercial and residential buildings [12] . HVAC systems commonly operate in a degraded or faulted condition. These faults lead to reduced energy efficiency, reduced comfort, and potential equipment damage [15] . Continuous monitoring of the building equipment is therefore crucial to identify the faults at the early stage and making decisions for repair. This requires a method This manuscript has been authored by UT-Battelle, LLC under Contract No. DE-AC05-00OR22725 with the U.S. Department of Energy. The United States Government retains and the publisher, by accepting the article for publication, acknowledges that the United States Government retains a non-exclusive, paidup, irrevocable, world-wide license to publish or reproduce the published form of this manuscript, or allow others to do so, for United States Government purposes. The Department of Energy will provide public access to these results of federally sponsored research in accordance with the DOE Public Access Plan (http://energy.gov/downloads/doe-public-access-plan).
of monitoring that is accurate and reliable and can be installed economically with minimal intrusion. From this perspective, installing additional sensors directly on the HVAC equipment would not be a viable option as it introduces too much interruption to the system's normal operation associated with costly sensor installation [13] .
On the other hand, non-intrusive load monitoring (NILM) techniques offer fault detection capability with potential for lower costs and a low intrusion installation. NILM is the task of separating aggregate energy data into the energy data for individual components. As we propose in this paper, by exploiting NILM techniques we are able to extract information about the electricity use and efficiency of individual components of the HVAC unit (i.e., compressors, fans, condenser, etc.) from measurement of power supplied to the whole building. Thus, by using fewer sensors, the major cost and time required for installation will be minimized.
The literature on NILM can be divided into two main approaches, namely, supervised and unsupervised. Supervised disaggregation methods require a disaggregated data set for training. This data set could be obtained by monitoring typical appliances using plug sensors. In supervised methods, we usually consider a signature for a device to be any characteristics of the power consumption signal which can identify that specific device. The existing supervised methods for NILM include using sparse coding [8] , change detection [3] and dynamic modeling approaches [2] . Unsupervised methods, on the other hand, do not require a disaggregated data set to be collected. They do, however, require hand tuning of parameters, which can make it challenging for the methods to be generalized in practice [5] , [14] . The existing unsupervised methods include different use of hidden Markov models (e.g., Factorial HMM, Difference HMM, etc.) [7] , [9] , [11] . Most unsupervised methods model the on/off sequences of appliances using some variation of HMMs. These methods do not explicitly make use of the signature of a device and usually assume that the power consumption is piecewise constant [2] .
In this paper a novel framework for decomposition of aggregated power signal of whole building to the power consumption profile of different parts of the HVAC unit is proposed. The proposed decomposition technique exploits a supervised approach based on constrained matrix factorization for energy disaggregation task. This method is an effective approach for extracting perceptually meaningful sources from complex mixtures due to its part-based data representation. One of the most important advantages of our proposed algorithm is that it can estimate an unforeseen event based on linear combination of the bases in the dictionary. In order to validating our approach we perform experiments on our collected data from real buildings and compare the results with state-of-the-art approach based on sparse coding [8] .
II. METHODOLOGY

A. Problem Formulation
Our proposed energy disaggregation framework has a hierarchical structure and contains two major levels. Figure 1 illustrates the hierarchical structure. The first step is disaggregation of power signal of the whole building to the power signals of all the circuits and devices existing in the building. In fact, the aim of this step is extracting the power consumption profile of the HVAC from the entire building power signal. The second step consists of decomposition of the obtained HVAC power signal from the last step and estimating the power consumption profile of its components, including two compressors, two condenser fans and one indoor blower. In this section, we first formulate the problem and analyze the type of proposed constraints imposed on the matrix factorization problem and then we discuss how to solve the optimization problem. Since the two layers of decomposition follow the same formulation, in the following, we elaborate on the proposed method using only the second layer decomposition (i.e., HVAC energy decomposition).
ConsiderX ∈ R m×d as the HVAC's aggregated power signal. This aggregated signal has been obtained from the first disaggregation step, for which the whole building power is decomposed to the HVAC power signal and power consumption of all the other devices in the building. Ψ i ∈ R m×n is the power signal of the ith component of HVAC (i.e., compressor, fan, etc.). Each column of Ψ i andX includes one day of power signal, and n and d represent different numbers of days of data used for training and testing, respectively. Thus, the jth column of Ψ i which we denote by Ψ j i shows the power signal for the ith (i = 1, . . . , k) component for the jth day. For example, Ψ 3 2 presents energy consumption of the second component (e.g., condenser fan) on Day 3. The data set which has been used in this research has sampling rate of two samples per minute. Hence, columns of Ψ i and X contain 2880 samples for one day. Assume, there exist k different components inside the HVAC unit and the value of k is known as a prior information. Now, the goal is to build a model which can be used to decompose the aggregated signal to each individual component's signal. Thus, we put all the Ψ i matrices as base functions within the dictionary
. By this concatenation in the model, we also take into account the dependence between internal parts of the HVAC unit. Exploiting matrix factorization, we calculate the activation coefficients A i ∈ R n×d for each component. The following equation illustrates the linear model and corresponding optimization problem before imposing any constraints:
(1) whereX is the aggregated signal and A i (i = 1, . . . , k) is the activation matrix for the ith component's base matrix (Ψ i ). After calculating the activation coefficient for each component, the estimated signal for the ith component would be:
It is important to note the meaning of the dimensions in Eq. 2. In this
is the number of days in testing set, m is the number of samples in one day and n is the number of days in the training set. In testing stage we put n days of power signal of each device in the dictionary and the goal is to estimate the power consumption of each device in some different d days by having the aggregated power signal at these days as the observation. However, in the training stage, the goal is to decompose n days of aggregated signal to the power consumption of each device at the same n days as the dictionary bases. Matrix Factorization (MF) approximates the aggregated data through linear combinations of bases [4] . Although, standard MF algorithms do not impose any constraint on these bases, to solve real-world application problems and find well-posed formulations, certain kinds of constraints need to be added.
B. Imposing the Constraints
There are two constraints in our proposed load disaggregation algorithm that need to be added to Eq.1. Considering the non-negativity nature of energy signal, one apparent constraint is the non-negative constraint for activation coefficients. Another important constraint we propose is the sumto-k constraint for activation coefficients which induces the grouping effect. In other words, summation of elements of A i for each column should be equal to one. Thus, summation of elements of each column of matrix A is equal to k (number of devices at the HVAC unit). We can impose this constraint for A i (i = 1, . . . , k) matrices by adding the second term in the following equation:
k×d is a matrix with all its entries equal to 1, and β is a small weight. Q is the matrix including 1 and 0 elements that we would define in some way that it forces the summation of activation coefficients for each device in matrix A to be equal to one (i.e., Q has n 1's in each row). This sum to one constraint imposes grouping effect such that the activation coefficients of one group (i.e., one device) are chosen in a way that the group members would satisfy the sum to one constraint. This constraint highly increases the disaggregation accuracy. We refer to Eq. 3 as Group Constrained Non-negative Matrix Factorization (GCNMF) problem. The idea of using such a constraint can be exploited for other different applications by changing the matrix Q for the intended application. For solving the optimization problem in Eq. 3 we use matrix augmentation which leads to solving the optimization problem in Eq. 4. In this equation all the matrices are defined the same as Eq. 3. By employing this matrix augmentation we can easily incorporate the constraints into the regular matrix factorization problem.
(4) For solving the optimization problem in Eq. 3 we adopt an algorithm based on active set [1] . Active-set methods are based on the observation that only a small subset of constraints are usually active (i.e., satisfied exactly) at the solution. The NNLS algorithm of Lawson and Hanson [10] is an active set method for solving NNLS. A modification of NNLS is called Fast NNLS (FNNLS), which speeds up the Lawson algorithm, especially in large scale problems. This algorithm is specifically designed for use in multi way decomposition methods for tensor arrays such as PARAFAC and N-mode PCA. In our approach, we have adopted the FNNLS algorithm. All the details of this algorithm can be found in [1] .
III. EXPERIMENTS AND RESULTS
A. Dataset
The data was collected on the ORNL Flexible Research Platform (FRP1). FRP1 was constructed to enable research into building envelope materials, construction methods, building equipment, and building instrumentation, control, and fault detection [6] . FRP1 is a 40 x 60 foot sheet metal building that was developed as a partnership with the Metal Building Manufacturers Association. FRP1 is heavily instrumented with measurements of outdoor weather, indoor temperature, humidity, air flow, HVAC refrigerant, and power consumption. FRP1 consists of one large HVAC conditioning zone with the ability to operate a Nordyne gas-heat and electric air conditioning system. The Nordyne system has two compressor stages and their associated condenser fans, gas heat, and a standard circulation blower motor. This results in five large electrical loads in the Nordyne unit that can be examined for this research. The sampling rate of the data is 2 samples per minute which is a descent sampling rate for the intended application (unlike the other disaggregation works we have not used the high sampling rate data).
B. Experiments
In order to demonstrate the ability of the proposed algorithm to work well with small amount of training data, in our experiments we use only one week of data for training and one different random day for testing (Although, we can use any other combination of days for training and testing and performance does not depend on that). In all the experiments (unlike all other disaggregation works) we use the real aggregated signal instead of summation of power signals of devices as aggregated signal. In fact, the summation of the signals as aggregated signal is not an accurate approximation due to noise and other electrical network effects. Our experiments consist of two major parts: 1-Disaggregation of power signal of whole building to power signals of all the circuits and devices existing in the building. There are 16 different devices, circuits and plugs in the building: HVAC unit, 480/208 Transformer, lighting circuits: 1, 3, 5, 7, Plug circuits: 1, 3, 5, 7, cord reel circuit, lighting control box, exhaust fan, piping heat trace, exterior lighting (lighting and emergency) and building control circuit.
2-Decomposition of obtained HVAC power signal from the previous step and estimating the power consumption profile of its components including: two compressor, two condenser fan and one indoor blower. It is worth mentioning that we do not need to extract all the other devices signals in the first level, in order to obtain the HVAC power estimation and we have done that just for demonstration purpose. Another point is that because our dataset is not complete yet, (for several buildings) current results are for one building. However, we have done the experiments based on training on several buildings and test on other buildings for the first level of disaggregation and result show that our proposed method still outperforms the other existing disaggregation methods. To the best of our knowledge, currently there is no similar dataset available for power signal of HVAC components in several different buildings.
For performance evaluation purpose, we adopt two metrics, Root Mean Square Error (RMSE) and Disaggregation Error. RMSE is a frequently used measure of the differences between values estimated by a model or an estimator and the values actually observed. For d days of testing and m samples for each day we have the following formula for RMSE.
RM SE(X,X)
The other evaluation metric is the Disaggregation error which can be formulated as follow:
where k is the number of components (devices) and X i and X i are the ground truth and the estimated signal for the ith [8] and compare the results. Table I shows the results of first stage of disaggregation which is disaggregation of whole building power signal to power consumption of all the devices at the building. Results indicate that the GCNMF method significantly outperforms the DDSC method based on sparse coding. One important reason is that non-negative matrix factorization by itself imposes some levels of sparsity on activation coefficient which is thoroughly sufficient and works well for the disaggregation task. As a result, it is no use to construct an over-complete dictionary and impose sparsity constraint. Another advantage of our proposed algorithm is that our proposed method has less computational complexity compare to DDSC method, since we have eliminated the need for doing the matrix factorization for each device in order to construct the basis columns in the dictionary. Table I illustrates that in training stage we have about 100% accuracy in detection which is far better than the DDSC method as well. Figure 2 demonstrates the estimated power consumption profiles (as well as ground truth) of HVAC and the lighting control box at the building during one day. It is clear that the power estimation using GCNMF (top plots) is more accurate than the results of the DDSC (bottom plots). Table II illustrates the RMSE for power disaggregation of the HVAC to its component (C1 compressor, C1 condenser fan, C2 compressor, C2 condenser fan and Indoor blower) using the GCNMF algorithm. It demonstrates the highly accurate estimation of the power consumption of each part of the HVAC. Also, we notice that there is no error in detection of parts of the HVAC while they are not working (C2 condenser fan and blower). One essential application example of using this monitoring property is for fault detection, when an internal component of HVAC suddenly stops working we can detect that event with 100% accuracy. This is just one simple example of fault detection using NILM. Moreover, Figure 3 shows the estimated power consumption profile of one of the compressors and condenser fans of the HVAC unit using the GCNMF approach.
C. Results and Discussion
We can assume that changes in electric power use, length of run time, and degree of cycling under similar outdoor weather conditions can be used to infer degradation in the actual efficiency and capacity of the HVAC, when evaluated over appropriate time periods. As a result, these changes can be used for detection of performance degradation of this equipment and therefore, as input to guiding maintenance decisions. 
IV. FUTURE WORK
A novel approach based on constrained matrix factorization method for monitoring the power signal of internal components of HVAC unit was proposed in this paper. Several faults can occur during the operation of an HVAC (e.g., fan motor degradation, compressor motor degradation, decreasing in heating/cooling efficiency, etc.). Future work is developing a comprehensive HVAC fault diagnostic system which can detect the specific faults in the HVAC units by using the changes in the estimated power consumption profile of these internal units, which we would obtain from the accurate disaggregation and monitoring algorithm introduced in this paper.
