Abstract-The amount of data is exploding with the development of Internet and multimedia technology. Rapid retrieval of mass data is becoming more and more important. To meet the demand of the rapid retrieval, many approximate nearest neighobor methods have been proposed to accelerate the exhaustive search process. Hashing is such an example with great balance of time and accuracy. Hashing methods achieve quick retrieval by converting the high-dimensional raw data into a binary hash code, keeping the similarity of original data in mapped hash codes. Many hashing approaches use the Euclidean distance as similarity measurement. However, data in many datasets are distributed on a non-linear manifold, such that geodesic distance on manifold can represents the semantic similarity of original data points more accurately than the Euclidean distance. This enables better preservation of the sematic similarity in the hash code when mapping the original dataset to low-dimensional space. In this paper, we propose to use Isometric Mapping for dimensional reduction and utilize iterative quantization to reduce quantization loss during hashing process. The experiments show that our manifold learning method outperforms several alternative hashing methods. The retrieval performance is further boosted after iterative quantization process is added to the Diffusion Hashing and Spectral Hashing.
I. INTRODUCTION
Production and communication of data become easier with the development of mobile Internet and multimedia technology. This leaves mass data to be dealt with in daily information retrieval tasks. Nearest Neighbor (NN) search is an important solution to find the most similar data point of a query in the database. Unfortunately, for mass data, particularly in highdimensional image sets, the cost of linear scan is too high and makes retrieval process very slow. This leads to the wide adoption of sublinear Approximate Nearest Neighbor (ANN) methods. Hashing is an important class of ANN methods, which tries to map the raw dataset into binary hash codes and makes the hamming distance between the hash codes be positive correlated to the degree of similarity between raw data in the dataset. With hash codes, rapid ANN retrieval can be realized by comparing the hamming distances of binary hash codes. Many hashing schemes have been proposed, and can be divided into unsupervised hashing methods [1] , [2] , [3] , [4] , [5] , [6] , [7] , [8] , [9] , [10] , [11] and supervised hashing methods [12] , [13] , [14] , [15] , [16] depending on whether supervised information is involved.
The aim of hashing is to find a mapping from data points to binary codes, preserving the similarity relation of orignal data points in mapped hashing codes. Thus the essence of hashing is to construct a mapping from Euclidean space to hamming space. Generally, the dimension of data points is more than the length of hash codes. The process of hashing can be separated into dimensionality reduction and 0-1 quantization. To get better hash codes, the dimensionality reduction process should preserve the similarity relationship of the dataset and the 0-1 quantization process should bring information loss as less as possible. To reduce quantization loss, [17] proposed an iterative quantization approach (ITQ). ITQ tries to rotate the data after dimensionality reduction. It calculates an rotation matrix that makes the quantization loss least. Lots of experiments show that ITQ works well in most situations.
Unsupervised datasets have no information about true classes, so many unsupervised methods directly adopt Euclidean distance as similarity measure. For many image datasets, data points may distribute on a manifold. In these cases, geodesic distance on the manifold represents the semantic similarity of original data points more accurately than the Euclidean distance. In other words, the most similar data pairs may not be the nearest neighbor in Euclidean space, but they are the nearest neighbor on the same manifold. When mapping the dataset into a low-dimensional space, to achieve similar hash codes with high sematic similarity, the manifold structures of datasets shall be considered.
For linear manifold, linear methods such as LSH [18] and PCA-ITQ [17] , [19] are applicable. But for non-linear manifold such as Swiss Roll, further exploration is needed to catch the manifold structure in hash codes. Many nonlinear manifold learning methods are motivated by graph method which realizes low-dimension embedding of data with manifold distribution in the Euclidean space. These methods can be divided into two categories, global preserving manifold learning method and local preserving manifold learning method. Isometric Mapping (ISOMAP) [20] and Maximum Variance Unfolding (MVU) [21] are global preserving manifold learning methods. Laplace Eigenmaps (LE) [22] , Locally Linear Embedding (LLE) [23] , Hessian Locally Linear Embedding (HLLE) [24] and Diffusion Map (DFM) [25] , [26] are local preserving manifold learning methods. Many hashing methods utilize those manifold learning methods in their dimension reduction process. Works in this direction include Spectral Hashing (SH) [27] , Anchor Graph Hashing (AGH) [2] , Diffusion Hashing (DH) [28] , Inductive Manifold Hashing (IMH) [29] and Locally Linear Hashing (LLH) [30] .
Our paper aims at improving the ability of maintaining semantic similarity of data after hashing. We improve the accuracy of retrieval by utilizing manifold learning method for dimensionality reduction and using iterative quantization to reduce the quantization loss during binarization. In this paper, we concentrate our attention on the quantization process of manifold-based hashing schemes. For some of the existing manifold-based hashing schemes [27] , [28] , their quantization process is very simple only with a sign function, so we minimize the quantization loss with iterative quantization (ITQ) [17] , [19] to raise the performance. And we do more experiments to find how ITQ affects these manifold-based hashing schemes.
The remaining content of this paper is arranged as follows. Section II reviews some related work of manifold-based hashing methods. Secion III describes the proposed hashing methods in details. First, we introduce a dimensionality reduction process (Section III-A) which is implemented via three methods, i.e., ISOMAP (Section III-A1), Laplace Eigenmaps (Section III-A2) and Diffusion Maps (Section III-A3). Then we describe the quantization process in Section III-B and out-of-sample extension in Section III-C. The experiments to evaluate our method are given in Section IV, followed by conclusions in Section V.
II. RELATED WORK
In high dimensional space, data normally lies on a manifold. Linear dimensionality reduction methods perform well on simple linear manifold, but is not capable of dealing with nonlinear manifold with complex structure. In order to preserve the semantic relevance of original data, manifold learning are introduced into hashing methods. Spectral Hashing(SH) [27] and Diffusion Hashing (DH) [28] are representative frameworks.
Laplace Eigenmaps (LE) [22] is an manifold learning method early-used in hashing. If we regard the dataset as a graph, whose nodes are datapoints and whose edges are the distance between datapoints. And the object formulation of LE is equivalent to balanced graph partition problem: minimizing ( , ) with the requirement | | = | |. A classical work is Spectral Hashing (SH) [27] . The object formulation of SH is the same as that of LE, and SH adds additional constraints of hash codes' efficiency. But SH assumes that the dataset has uniform distribution, and the accuracy of SH is affected. Anchor Graph Hashing (AGH) [2] is another LE based hashing scheme. AGH no longer needs the uniform distribution assumption and uses anchor points to reduce the time complexity of the algorithm.
Diffusion Hashing (DH) [28] is based on Diffusion Maps (DFM) [25] , [26] . DM has the same objective formulation of LE, but the kernel matrix is no longer Gaussian Kernel but the anisotropic diffusion kernel, better dealing with nonlinear behavior of dataset in higer dimension. And DH gives an linear transformation to original data before the dimension reduction process, thus DH can easily get binary code without considering out-of-sample extension problem.
III. HASHING METHODS WITH NON-LINEAR MANIFOLD LEARNING
Given a set of data points
, we want to get a mapping from to a binary hash code set ∈ {−1, 1}
× that the hamming distance in best approximates the data similarity in . We explore the geodesic distance on manifold rather than the Euclidean distance as the quantitative measurement of data similarity. Therefore, in the mapping process, we choose to preserve geodesic distance between data points in and then use a non-linear dimensionality reduction method. After dimensionality reduction with the manifold learning method, we get the low-dimensional embedding ∈ ℝ × , and we quantize into a binary hash code . Here is a list of mathematical symbols appearing in the following sections:
: number of bits of the final hash code. : eigenvectors of the kernel matrix. : eigenvalue of the kernel matrix y : embedding vector of original data vector x . : embedded data matrix, = (y 1 , y 2 , ..., y ) ⊤ .
: binary code matrix.
A. Dimensionality Reduction 1) Isometric Mapping Hashing with ISOMAP:
Isomap is a non-linear dimensionality reduction method which aims at preserving the geodesic distance of the manifold structure. Real geodesic distance is difficult to compute, so Isomap takes the shortest path distance to approximate the geodesic distance in large dataset.
We can construct a neighborhood graph with the dataset , whose edges connect only neighboring nodes with the Euclidean distance of neighboring nodes as the weights. To properly define the neighborhood, we set a threshold . Only node pairs whose Euclidean distances are below the threshold are considered as neighboring nodes. Alternatively, we can choose a number . Only node pairs being k-nearest-neighbor to each other are regarded as neighboring. With this neighborhood graph , we compute the shortest path distance between all node pairs in to approximate the geodesic distance of those node pairs. We denote the approximate geodesic distance matrix as .
For ISOMAP, we should apply Multidimensional Scaling (MDS) [31] first to the landmark points. We can construct matrix
( is a column vector). We can get the eigenvectors (1 ⩽ ⩽ ) of the top eigenvalues (1 ⩽ ⩽ ) of . Then the low-dimensional embedding can be calculated as
2) Spectral Hashing with Laplace Eigenmap: The basic idea of Laplace Eigenmaps (LE) is making the points close to each other in the dataset still close to each other in lowdimension space. LE reconstructs the local structure of the Manifold by constructing the similar diagram. The objective function of Laplace Eigenmaps is as follows
is a Gaussian kernel. After linear algebraic transformation, the optimization problem above can be expressed in the form of a matrix vector:
is a Laplacian matrix = − , is a Gaussian kernel matrix and is a diagonal matrix = ∑ . Calculate the eigenvectors and eigenvalues of :
We use the eigenvectors corresponding to smallest nonzero eigenvalues as the output of dimensionality reduction. That is
3) Diffusion Hashing with Diffusion Maps: Diffusion Map aims at representing manifold efficiently. It utilizes an anisotropic diffusion kernel to better represent manifold structure in high dimensional space.
With the training data
Then compute Gaussian kernel W between each data
We utilize an anisotropic diffusion kernel to normalize with the diagonal matrix whose elements are the sum of each column
The diagonal matrix has a characteristic by which the element becomes smaller when the data distribution is sparse, whereas it becomes larger when the distribution is dense. By normalizing the data with the reciprocal of these elements in , we expect to cope with a variety of data distributions. It is also possible to obtain the transition probability matrix from matrix , if we normalize it such that the sum of each column becomes
With transition probability matrix , we get the objective formulation arg min ∑
And it can be transformed into a generalized eigenvalue problem
from which we get eigenvectors computed. Because ⊤ is not always non-singular, we first do singular value decomposition on : = Σ ⊤ . Denote as the rank of matrix , then Σ is an × diagonal matrix, and and are orthogonal × and × matrices . Let
then the generalized eigenvalue problem in Equation (12) is equivalent to˜⊤˜˜=˜⊤˜˜,
with =˜.
After the generalized eigen decomposition process of Equation (14), we choose eigenvectors˜(1 ≤ ≤ ) of the top eigenvalues and transfer˜to by Equation (15) . And we get a projection matrix by the training process
Then the low-dimensional embedding can be calculated as
where¯is defined onx in a column-wise style
B. Quantize Low-dimension Embedding with ITQ
After getting the low-dimension embedding , we are able to quantize it into binary code. In order to get the binary code, we need to quantize each dimension in the low-dimension embedding into 0 and 1 according to the formula
Direct quantization may cause great loss as explained in [17] , [19] . Therefore, we try to calculate an optimized rotation matrix to minimize the quantization loss .
To solve this optimization problem, an iterative method was proposed to solve and one after the other [17] , [19] . When solving , we fix and calculate with sign function = ( ). When solving , we fix and the problem becomes the classic Orthogonal Procrustes Problem. It can be solved by computing the Singular Value Decomposition (SVD) of ⊤ as Ωˆ, and we get =ˆ⊤. Finally, we get a local minimum of the quantization loss and its corresponding optimal rotation matrix . Then binary hash code of training set can be represented as = ( ).
C. Out-of-sample Extension
By applying the described method above on the training set, we can get the binary codes of the whole training set. If we get another single testing data, how can we get its binary code? For Diffusion Hashing (DH), there is an projection matrix training process and an out-of-sample can easily be dealt with by Equation (17) . For methods like SH and IsoMH, we directly get the hash code from the training process and there is no specific equation for an out-of-sample. We can add the outof-sample to the training set and run the training algorithm again for the new hash code. We also can directly do 2 scan because it is quicker than the out-of-sample training process. To solve this problem, we adopt an out-of-sample extension methods to calculate the approximate ISOMAP embedding.
1) Out-of-sample Extension of IsoMH:
There is a solution of out-of-sample extension of ISOMAP solved by [32] . We utilize this solution in our IsoMH.
Given a query q, we first need to calculate its approximate geodesic distance, in other words, its shotrtest path distance to all other training set points. There is no need to run Dijkstra one more time. If the neighborhood of q is x 1 , x 2 , ..., x (1 ⩽ ⩽ ), then the shortest path distance of q to all other point in can be calculated by the shortest path distance of its neighbors. If we denote the shortest path distance from x to x by (x , x ), it is intuitive that
With the newly calculated (x, q), we can calculate the embedding y of an out-of-sample x according to the expression
given in [32] . And it can be represented in matrix as
where
2) Out-of-sample Extension of SH:
The out-of-sample extension has been given in Spectral Hashing [27] . And the author assumes that the data is in multidimensional uniform distribution. Then we get the eigenfunction Φ (x)(1 ≤ ≤ ):
where the range of this multidimensional distribution in the th dimension is [ , ] . So the hash code of an out-of-sample q is
We summarize the whole algorithms of IsoMH, SH-ITQ and DH-ITQ by pseudocodes in Algorithm 1, Algorithm 2 and algorithm 3. 
IV. EXPERIMENTS
To test the effectiveness of our method, we conduct experiments on 2 datasets: MNIST [33] and CIFAR-10 [34] . For comparison, we also run several state-of-the-art methods which include Locality-Sensitive Hashing(LSH) [18] , Spectral Hashing(SH) [27] , Diffusion Hashing(DH) [28] , Iterative Quantization(PCA-ITQ) [17] , [19] . SH and DH are manifoldbased hashing schemes while LSH and PCA-ITQ are linear hashing scheme. LSH, PCA-ITQ and DH learn a linear projection matrix while IsoMH and SH learn only hash codes and get out-of-sample by other methods. For each method, we test with hash codes of 12, 16, 32, 48 and 64 bits.
In our experiment, we first randomly choose data points from the dataset in an appropriate amount, then separate them into a training set and a testing set. The training set is used to learn parameters in the hash functions and build the hash code table. The testing set is used to calculate hash codes and retrieve in the hash code table. Training set need to be large enough to describe the distribution of the whole dataset. In this paper, we randomly choose 10000 points from each database, allocating 9000 points to the training set and 1000 to the testing set.
We evaluate each method using four criteria which are precision, recall, mean average precision, training and test time. Precision is denoted as and is defined by
Recall is denoted as and is defined by
Mean average precision is denoted by and is defined by the equation
We use the hamming distances between hash codes as the threshold to judge whether the query in the testing set is in the same class as a specific point in the training set. We choose different values of threshold and make the precision curve, recall curve and P-R curve.
Since we want to test to what extent our method preserves the semantic similarity, we just use the class labels as groundtruth, rather than the general Euclidean distances in most unsupervised hashing schemes.
We ran experiments to test our proposed method on two frequently-used image datasets: MNIST [33] and CIFAR-10 [34] .
A. MNIST
The MNIST [33] dataset has 70000 28*28 small greyscale images of handwritten digits from '0' to '9'. Each small image is represented by a 784-dimensional vector and a single digit label. Each 784-dimensional vector is stretched from a corresponding 28*28 greyscale image. We used 9000 random images as the training set, and 1000 random images as the query samples.
The MAP of each method with code lengths from 12 to 64 bits is reported in Fig. 1 . We see that the proposed IsoMH performs best in all cases. We can infer from this experiment result that the global manifold learning method is much more comparative in this dataset. For other comparative methods, we see that ITQ can both improve the performance of hash code of SH and DH, but it improves SH much more than DH. With the code length increasing, the MAP of DFM and DFM-ITQ appear an decreasing trend while LSH and PCA-ITQ perform an increasing trend. And in shorter code, DH performs a little better than SH, while in longer codes, SH exceeds DH. However, as linear hashing scheme, PCA-ITQ performs better than SH and DH on this dataset, but is still inferior to IsoMH. And LSH is with the lowest MAP because it has no learning process on the training data.
The MAP figure is consistent with the P-R curves shown in Fig. 2 . Fig. 2 also shows the precision and recall curves of hamming ranking. We see that linear methods especially PCA-ITQ achieve higher recall than manifold methods which have lower precision. And our IsoMH achieves higher recall than other methods while keeping competitive precision with SH and DH. Table I shows the training and indexing time of these test methods. Indexing time is the time of indexing all the 1000 points in the testing set. Because our IsoMH concludes shortest path algorithm, the time complexity is very high, and the training and indexing time is higher than others. From the training time of SH and SH-ITQ, or DH and DH-ITQ, we find the ITQ training doesn't take too much time. And the training and indexing time tend to increase as the code length increases.
B. CIFAR-10
CIFAR-10 [34] has 60000 32*32 subnail RGB images. These images are classified into 10 categories: airplane, automobile, bird, cat, deer, dog, frog, horse, ship, and truck. Each class has 6000 images. To retrieve more conveniently, every image in CIFAR-10 is represented by a 320-dimensional GIST vector and a label from '1' to '10'. We also randomly pick 10000 images from the dataset and separate them into 9000-sample training set and 1000-sample test set.
The MAP on CIFAR-10 dataset is represented in the right part of Fig. 1 . We can see that PCA-ITQ has huge advantage over other methods in low bits code while our IsoMH exceeded it in higher bits. We can see that the MAP in CIFAR-10 do not vary too much and is much lower than that MNIST, because the images of written digit are simple greyscale image without too much variation, so the data points of the same class in MNIST do not vary too much. But for images in CIFAR-10, the images are more complicated. The background of two images in the same class may vary a lot. What's more, a deer and a horse, or an automobile and a car may look the same, so it is hard to distinguish them.
The three kinds of curves are represented in Fig. 3 . We can see that PCA-ITQ still is the top recall method, and LSH's recall is apparently better than other methods. The recall of SH is better than others manifold based hashing schemes, including SH-ITQ. The precision of DH and DH-ITQ is the highest among all the methods. Except for PCA-ITQ, the P-R curves of other methods are almost the same, and we can distinguish them better in MAP (Fig. 1) .
Finally, the time consumption is represented in Table II . CIFAR-10 and MNIST don't vary too much on training time. All our experiments were run on a 64-bit PC with 3.50 GHz Intel i7-4770K CPU and 16.0GB RAM.
V. CONCLUSION
We have proposed a hashing framework with global nonlinear manifold learning method ISOMAP. By preserving the global geodesic distance into hash code, our IsoMH achieves higher performance than other state-of-the-art linear or nonlinear hashing schemes. However, IsoMH consumes more time in the training and indexing process than the other methods.
We also try to add iterative quantization process in other traditional manifold learning based hashing schemes, and it improves the performance of those traditional methods to a large extent. Our work proves that non-linear manifold learning is significant in raising the retrieval performance. In the future, we will try to reduce the time complexity of our IsoMH while keeping competitive performance.
