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1. Introduction
Weyl [15] examined the spectra of all compact perturbations of a hermitian operator on Hilbert
space and found in 1909 that their intersection consisted precisely of those points of the spectrum
which were not isolated eigenvalues of finite multiplicity. This “Weyl’s theorem” has been considered
by many authors. Variants have been discussed by Harte and Lee [7], Rakoc˘evic´ [13] and Aiena et al.
[1–3]. In this note, using a subset of the spectrum derived from “generalized Kato type”, we show how
property (ω) follows from properties of this spectrum. In addition, the perturbation of property (ω)
is discussed.
Throughout this note H denotes an infinite dimensional complex Hilbert space, B(H) the algebra
of all bounded linear operators on H. For bounded linear T ∈ B(H) on Hilbert space the spectrum
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σ(T) collects the complex numbers λ for which T − λI fails to be invertible, equivalently is either not
one or not onto, let ρ(T) = C\σ(T). We shall denote by n(T) the dimension of the kernel N(T) of
T ∈ B(H) and by d(T) the codimension of the range R(T). We recall that an operator T ∈ B(H) is called
upper semi-Fredholm if n(T) < ∞ and R(T) is closed, while T ∈ B(H) is called lower semi-Fredholm
if d(T) < ∞. If both the deficiency indices n(T) and d(T) are finite, T is a Fredholm operator. If T is
upper (lower) semi-Fredholm, the index of T is denoted by ind(T) = n(T) − d(T). The operator T is
Weyl if it is Fredholm of index zero. The upper semi-Fredholm spectrum σSF+(T) is defined by
σSF+(T) = {λ ∈ C : T − λI is not upper semi-Fredholm}.
Recall that a bounded operator T is said bounded below if it is injective and has closed range. Define
SF−+ (H) = {T ∈ B(H) : T is an upper semi-Fredholm with ind(T)  0}.
The classes of operators defined above generate the following spectra. The essential approximate point
spectrum σea(T) and the approximate point spectrum σa(T) are defined by
σea(T) = {λ ∈ C : T − λI /∈ SF−+ (H)},
σa(T) = {λ ∈ C : T − λI is not bounded below}.
For an operator T the ascent is defined as asc(T) = inf {n ∈ N : N(Tn) = N(Tn+1)}, while the
descent is defined as des(T) = inf {n ∈ N : R(Tn) = R(Tn+1)}, the infimum over the empty set
is taken ∞. It is well known that if asc(T) and des(T) are finite, then asc(T) = des(T). Moreover,
0 < asc(T −λI) = des(T −λI) < ∞ precisely when λ is a pole of the resolvent of T . We call T Drazin
invertible if T has finite ascent and descent. And operator T ∈ B(H) is called Browder if it is Fredholm
“of finite ascent and descent”: equivalently if T is Fredholm and T − λI is invertible for sufficiently
small λ = 0 inC. The Browder spectrum of T is defined by σb(T) = {λ ∈ C : T −λI is not Browder}.
An operator T ∈ B(H) is called left (or right) invertible if there is an operator S ∈ B(H) with ST = I
(or TS = I), where I is an identity operator. The left invertible spectrumσ left(T) and the right invertible
spectrum σ right(T) are defined by σ left(T) = {λ ∈ C : T − λI is not left invertible}, σ right(T) = {λ ∈
C : T − λI is not right invertible}.
We shall describe a Hilbert space operator T ∈ B(H) as consistently invertible (CI) provided there
is implication, for arbitrary S ∈ B(H), ST ∈ B(H)−1 ⇔ TS ∈ B(H)−1. Curiously this notion is already
in the Weyl paper [15]; it was discussed comprehensively on Hilbert spaces by Gong and Han [6], and
on Banach spaces and in Calkin algebras by Djordjevic´ [5]. We shall write
σCI(T) = {λ ∈ C : T − λI is not CI}.
The CI spectrum need be neither closed nor nonempty and has the property [4]:
Theorem 1.1. If T ∈ B(H) then there is equality
σCI(T) = σ(T)\(σ left(T) ∩ σ right(T)),
and inclusion
σCI(T) ⊆ intσ(T).
In Section 2, using a new spectrum set induced by generalized Kato property, we give the necessary
and sufficient conditions for T which holds property (ω). As a consequence of the main result, the
stability of property (ω) and the property (ω) for the class of hypercyclic operators are discussed.
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2. Property (ω)
A bounded operator T ∈ B(H) is said to satisfy property (ω) if
σa(T)\σea(T) = π00(T),
where π00(T) = π0(T) ∩ isoσ(T); π0(T) = {λ ∈ C : 0 < n(T − λI) < ∞}.
T ∈ B(H) is said to be Kato operator if it has closed range and N(T) ⊆ ⋂∞n=1 R(Tn).
Definition 2.1. A Kato operator T ∈ B(H) is said to be generalized regular if T ∈ SF−+ (H). T ∈ B(H)
is said to admit a generalized Kato regular decomposition , abbreviated GKRD, if there exists a pair
of T-invariant closed subspaces (M,N) such that X = M ⊕ N, the restriction T|M is generalized
regular and T|N is quasi-nilpotent. We say that T is of generalized Kato type if T|N is nilpotent in
the GKRD.
Clearly, if T is generalized Kato type, there exists  > 0 such that T − λI is generalized regular if
0 < |λ| < . Clearly, T −λI is generalized Kato type for all λ ∈ π00(T) if and only ifπ00(T) = P00(T),
where P00(T) = σ(T)\σb(T).
Now, we turn to a variant of the essential approximate point spectrum. Let
ρ1(T) = {λ ∈ C : n(T − λI) < ∞ and there exists  > 0 such that T − μI
is generalized Kato type if 0 < |μ − λ| < }
and let σ1(T) = C\ρ1(T). Then σ1(T) ⊆ σea(T) ⊆ σa(T).
Theorem2.1. T ∈ B(H) satisfies property (ω) if andonly ifσb(T) = σ1(T)∪σCI(T)∪acc[isoσ(T)]∪{λ ∈
σ(T) : n(T − λI) = 0} and [σa(T)\σea(T)] ∩ σCI(T) = ∅.
Proof. Suppose that T satisfies property (ω). The inclusion σ1(T) ∪ σCI(T) ∪ acc[isoσ(T)] ∪ {λ ∈
σ(T) : n(T − λI) = 0} ⊆ σb(T) is clear. For the converse inclusion, let λ0 /∈ σ1(T) ∪ σCI(T) ∪
acc[isoσ(T)] ∪ {λ ∈ σ(T) : n(T − λI) = 0}. Without loss of generality, we may suppose λ0 ∈ σ(T).
Then 0 < n(T − λ0I) < ∞ and there exists  > 0 such that T − λI is generalized Kato type
if 0 < |λ − λ0| < . For this λ, there exists 1 > 0 such that T − μI is generalized regular if
0 < |μ − λ| < 1. Since property (ω) holds for T , we know that T − μI is bounded from below if
0 < |μ−λ| < 1 [9]. Using the fact that λ0 /∈ σCI(T), we get T −μI is invertible if 0 < |μ−λ| < 1.
Thismeans that λ ∈ isoσ(T)∪ρ(T). But since λ0 /∈ acc[isoσ(T)] and 0 < n(T −λ0I) < ∞, it follows
that λ0 ∈ isoσ(T), which means λ0 ∈ π00(T). Then T − λ0I is Browder since T satisfies property (ω),
that is λ0 /∈ σb(T). Therefore σb(T) = σ1(T) ∪ σCI(T) ∪ acc[isoσ(T)] ∪ {λ ∈ σ(T) : n(T − λI) = 0}.
Since σa(T)\σea(T) ⊆ P00(T) and P00(T) ∩ σCI(T) = ∅, where P00(T) = σ(T)\σb(T), we have
[σ(T)\σea(T)] ∩ σCI(T) = ∅.
Conversely, suppose that σb(T) = σ1(T) ∪ σCI(T) ∪ acc[isoσ(T)] ∪ {λ ∈ σ(T) : n(T − λI) = 0}
and [σa(T)\σea(T)]∩σCI(T) = ∅. Letλ0 ∈ σa(T)\σea(T), then T−λ0I ∈ SF−+ (H) and n(T−λ0I) > 0.
We can prove that λ0 /∈ σ1(T) ∪ acc[isoσ(T)] ∪ {λ ∈ σ(T) : n(T − λI) = 0}. Since [σa(T)\σea(T)] ∩
σCI(T) = ∅, we know that λ0 /∈ σCI(T). Thus λ0 /∈ σ1(T) ∪ σCI(T) ∪ acc[isoσ(T)] ∪ {λ ∈ σ(T) :
n(T − λI) = 0}, which means that T − λ0I is Browder and hence λ0 ∈ π00(T). For the converse, let
λ0 ∈ π00(T), it is easy to see that λ0 /∈ σ1(T)∪ σCI(T)∪ acc[isoσ(T)] ∪ {λ ∈ σ(T) : n(T − λI) = 0}.
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Then λ0 /∈ σb(T), that is λ0 ∈ σa(T)\σea(T). This shows that σa(T)\σea(T) = π00(T), which means
that T satisfies property (ω). 
We recall that an “isoloid” operator is one the isolated points of the spectrum are all eigenvalues.
Similar to the proof of Theorem 2.1, we get that T ∈ B(H) is isoloid and satisfies property (ω) if and
only if σb(T) = σ1(T) ∪ σCI(T) ∪ acc[isoσ(T)] and [σa(T)\σea(T)] ∩ σCI(T) = ∅.
T is called a-polaroid if λ ∈ isoσa(T) ⇒ T − λI is Drazin invertible.
Corollary 2.1. Suppose T ∈ B(H) is a-polaroid, then property (ω) holds for T if and only if σb(T) =
σ1(T) ∪ σCI(T) ∪ acc[isoσ(T)] ∪ {λ ∈ σ(T) : n(T − λI) = 0}.
Proof. By Theorem 2.1, we only need to prove that if T is a-polaroid, [σa(T)\σea(T)] ∩ σCI(T) = ∅. If
λ0 ∈ [σa(T)\σea(T)] ∩ σCI(T), then λ0 /∈ σCI(T) and T − λI is generalized regular if 0 < |λ − λ0|
is sufficiently small. Thus there exists λn ∈ σCI(T) such that λn → λ0 (n → ∞) and T − λnI is
generalized regular. We must have that T − λnI is bounded from below but not invertible because
λn ∈ σCI(T). This shows that λ0 ∈ isoσa(T). Since T is a-polaroid, we know that T − λ0I is Drazin
invertible. Then T − λI is invertible if 0 < |λ − λ0| is small enough. This induces that λ0 /∈ σCI(T). It
is a contradiction, we have [σa(T)\σea(T)] ∩ σCI(T) = ∅. 
In Corollary 2.1. “T is a-polaroid” is essential. For example, A, B ∈ B(2) are defined by:
A(x1, x2, x3, . . .) = (x1, 0, x3, x4, x5, . . .),
B(x1, x2, x3, . . .) = (0, x1, x2, x3, x4, x5, . . .),
let T = A ⊕ B ∈ B(2 ⊕ 2). Then σb(T) = σ1(T) ∪ σCI(T) ∪ acc[isoσ(T)] ∪ {λ ∈ σ(T) : n(T −
λI) = 0} = {λ ∈ C : |λ|  1}, T is not a-polaroid since 0 ∈ isoσa(T) is not a pole point. Since
σa(T) = {0} ∪ {λ ∈ C : |λ| = 1}, σea(T) = {λ ∈ C : |λ| = 1} and π00(T) = ∅, we know that
property (ω) fails for T .
Example 2.1. Let T ∈ B(2) be defined by:
T(x1, x2, x3, . . .) = (0, x1, x2, x3, . . .),
then σb(T) = σ1(T) ∪ σCI(T) ∪ acc[isoσ(T)] ∪ {λ ∈ σ(T) : n(T − λI) = 0} = {λ ∈ C : |λ|  1}
and [σa(T)\σea(T)] ∩ σCI(T) = ∅. Using Theorem 2.1, T satisfies property (ω).
Corollary 2.2. Property (ω) holds for T and P00(T) = πa00(T) if and only if σb(T) = σ1(T) ∪ [σCI(T) ∩
accσa(T)] ∪ acc[isoσ(T)] ∪ {λ ∈ σ(T) : n(T − λI) = 0}, where πa00(T) = π0(T) ∩ isoσa(T).
Proof. Suppose that property (ω) holds for T and P00(T) = πa00(T). The inclusion σ1(T) ∪ [σCI(T) ∩
accσa(T)] ∪ acc[isoσ(T)] ∪ {λ ∈ σ(T) : n(T − λI) = 0} ⊆ σb(T) is clear. For the converse inclusion,
by Theorem 2.1, we only need to prove σb(T) ⊆ σ1(T) ∪ accσa(T) ∪ acc[isoσ(T)] ∪ {λ ∈ σ(T) :
n(T − λI) = 0}. Let λ0 /∈ σ1(T) ∪ accσa(T) ∪ acc[isoσ(T)] ∪ {λ ∈ σ(T) : n(T − λI) = 0}. Then
0 < n(T − λ0I) < ∞ and λ0 ∈ isoσa(T). Since P00(T) = πa00(T), T − λ0I is Browder. Then we prove
that λ0 /∈ σb(T).
Conversely, suppose that σb(T) = σ1(T) ∪ [σCI(T) ∩ accσa(T)] ∪ acc[isoσ(T)] ∪ {λ ∈ σ(T) :
n(T − λI) = 0}. Then σb(T) = σ1(T) ∪ σCI(T) ∪ acc[isoσ(T)] ∪ {λ ∈ σ(T) : n(T − λI) = 0}.
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Using Theorem 2.1, for property (ω), we need to prove that [σa(T)\σea(T)] ∩ σCI(T) = ∅. If not,
let λ0 ∈ [σa(T)\σea(T)] ∩ σCI(T). Then λ0 /∈ σCI(T) and there exists  > 0 such that T − λI is
generalized regular and n(T − λI) is constant if 0 < |λ − λ0| < . Also there exists λn → λ0
(n → ∞) satisfying λn ∈ σCI(T) and 0 < |λ − λ0| < . We know that T − λnI is bounded
from below but not invertible. This induces that λ0 ∈ isoσa(T). Now we have that λ0 /∈ σ1(T) ∪
[σCI(T) ∩ accσa(T)] ∪ acc[isoσ(T)] ∪ {λ ∈ σ(T) : n(T − λI) = 0}. Thus T − λ0I is Browder. It
follows that λ0 /∈ σCI(T). It is a contradiction. Then we prove that property (ω) holds for T . Since
πa00(T) ⊆ C\{σ1(T) ∪ [σCI(T) ∩ accσa(T)] ∪ acc[isoσ(T)] ∪ {λ ∈ σ(T) : n(T − λI) = 0}}, it follows
that πa00(T) ⊆ [σ(T)\σb(T)], which means that πa00(T) = P00(T). 
In Corollary 2.2. “P00(T) = πa00(T)” is essential. For example, A, B ∈ B(2) are defined by:
A(x1, x2, x3, . . .) =
(
0, 0,
x2
2
,
x3
3
, . . .
)
,
B(x1, x2, x3, . . .) = (0, x1, x2, x3, x4, x5, . . .),
let T = A ⊕ B ∈ B(2 ⊕ 2). Then property (ω) holds for T and P00(T) = πa00(T). But σb(T) = {λ ∈
C : |λ|  1} while σ1(T) ∪ [σCI(T) ∩ accσa(T)] ∪ acc[isoσ(T)] ∪ {λ ∈ σ(T) : n(T − λI) = 0} =
{λ ∈ C : 0 < |λ|  1}.
If T has property (ω), we can prove that σa(T) ∩ σb(T) = σea(T). In the following, let H(T) be
the class of all complex-valued functions which are analytic on a neighborhood of σ(T) and are not
constant on any component of σ(T).
Theorem 2.2. Suppose T ∈ B(H) is isoloid and property (ω) holds for T, then the following statements
are equivalent:
(1) For any f ∈ H(T), property (ω) holds for f (T).
(2) For any f ∈ H(T), σea(f (T)) = f (σea(T)), and if σa(T) = σea(T), then σ(T) = σa(T).
(3) For each pair λ, μ ∈ C\σSF+(T), ind(T − λI)ind(T − μI)  0, and if σa(T) = σea(T), then
σ(T) = σa(T).
Proof. (1) ⇒ (2). For any f ∈ H(T), since property (ω) holds for f (T) and spectrum mapping
theorem holds for approximate point spectrum and Browder spectrum, it follows that σea(f (T)) =
σa(f (T)) ∩ σb(f (T)) = f (σa(T) ∩ σb(T)) = f (σea(T)).
Followingwewill prove ifσa(T) = σea(T), thenσ(T) = σa(T). Letλ0 ∈ σa(T)\σea(T). ThenT−λ0I
is Browder because property (ω) holds for T . For any μ0 /∈ σa(T), let f (T) = (T − μ0I)(T − λ0I),
then 0 ∈ σa(f (T))\σea(f (T)). Since f (T) has property (ω), we know that f (T) is Browder. This implies
that T − μ0I is Browder. Using the fact that T − μ0I is bounded from below, we know that T − μ0I is
invertible, which means that μ0 /∈ σ(T). Hence σ(T) = σa(T).
(2) ⇒ (1). If σa(T) = σea(T), then π00(T) = ∅ since property (ω) holds for T . For any f ∈
H(T), σa(f (T)) = f (σa(T)) = f (σea(T)) = σea(f (T)). By π00(f (T)) ⊆ f (π00(T)), we know that
π00(f (T)) = ∅. In this case, we know that σa(f (T))\σea(f (T)) = π00(f (T)) = ∅, which means that
property (ω) holds for f (T). In the following, we suppose that σa(T) = σea(T), then σ(T) = σa(T).
Suppose μ0 ∈ σa(f (T))\σea(f (T)). Let
f (T) − μ0I = (T − λ1I)n1(T − λ2I)n2 · · · (T − λkI)nkg(T),
where λi = λj and g(T) is invertible. Since σea(f (T)) = f (σea(T)) and μ0 /∈ σea(f (T)), it follows
that λi /∈ σea(T). Then T − λiI ∈ SF−+ (H). We may suppose that n(T − λiI) = 0 if 1  i  j and
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n(T − λiI) > 0 if j < i  k. Then T − λiI is bounded from below if 1  i  j. Using the fact
σ(T) = σa(T), we know that T − λiI is invertible. If j < i  k then λi ∈ σa(T)\σea(T). Since T has
property (ω), T − λiI is Browder. Thus f (T) − μ0I is Browder and μ0 ∈ π00(f (T)).
Conversely, let μ0 ∈ π00(f (T)) and let
f (T) − μ0I = (T − λ1I)n1(T − λ2I)n2 · · · (T − λkI)nkg(T),
where λi = λj and g(T) is invertible. Without loss of generality, we may suppose λi ∈ σ(T). Then
λi ∈ isoσ(T). Thus λi ∈ π00(T) because T is isoloid. Since T has property (ω), T −λiI is Browder. Thus
f (T)−μ0I is Browder andμ0 ∈ σa(f (T))\σea(f (T)). Now, we prove that property (ω) holds for f (T).
(1) ⇒ (3). Suppose that there exists λ0, μ0 ∈ C\σSF+(T), such that ind(T − λ0I) = n > 0, ind
(T−μ0I) = −m < 0. Let f (T) = (T−λ0I)m(T−μ0I)n ifm isfiniteorelse let f (T) = (T−λ0I)(T−μ0I),
then 0 ∈ σa(f (T))\σea(f (T)). Since f (T) has property (ω), we know that f (T) is Browder. Thus T−λ0I
and T − μ0I are Browder. It is contradiction to the fact that ind(T − λ0I) = n > 0. Hence, for each
pair λ, μ ∈ C\σSF+(T), ind(T − λI)ind(T − μI)  0.
(3) ⇒ (1). Let μ0 ∈ σa(f (T))\σea(f (T)), and let f (T) − μ0I = (T − λ1I)n1(T − λ2I)n2 · · · (T −
λkI)
nkg(T),where λi = λj and g(T) is invertible. Then for any λi, T −λiI is upper semi-Fredholm and∑k
i=1ind[(T − λiI)ni ]  0. By condition ind(T − λiI)  0, we get that T − λiI ∈ SF−+ (H). Using the
same way of (2) ⇒ (1), we can prove property (ω) holds for f (T). 
If σb(T) = σ1(T), then T is isoloid and property (ω) holds for T . In this case, for any f ∈ H(T),
f (σ1(T)) = f (σb(T)) = σb(f (T)) ⊇ σ1(f (T)). In addition, if σb(T) = σ1(T), then for any λ ∈
C\σSF+(T), ind(T − λI)  0.
Corollary 2.3. If σb(T) = σ1(T), then
(1) For any f ∈ H(T), property (ω) holds for f (T).
(2) For any f ∈ H(T), σ1(f (T)) ⊆ f (σ1(T)).
Recall that T is f-isoloid if isoσ(T) ⊆ {λ ∈ C : 0 < n(T − λI) < ∞}.
Corollary 2.4. Suppose that T is f-isoloid and σb(T) = σ1(T), then for any f ∈ H(T), f (σ1(T)) =
σ1(f (T)).
Proof. We need to prove for any f ∈ H(T), f (σ1(T)) ⊆ σ1(f (T)). Suppose μ0 /∈ σ1(f (T)), then
n(f (T) − μ0I) < ∞ and there exists δ > 0 such that f (T) − μI is generalized Kato type if
0 < |μ−μ0| < δ. For anyμ, there exists δ′ > 0 such that f (T)−μ′I ∈ SF−+ (H) andN(f (T)−μ′I) ⊆⋂∞
n=1 R[(f (T) − μ′I)n] if 0 < |μ′ − μ| < δ′. Let
f (T) − μ′I = (T − λ′1I)n1(T − λ′2I)n2 · · · (T − λ′kI)nkg(T),
where λ′i = λ′j and g(T) is invertible. Then for any λ′i, T − λ′i I is upper semi-Fredholm and hence
λ′i /∈ σ1(T), it follows that T − λ′i I is Browder. Thus f (T) − μ′I is Browder. Since N(f (T) − μ′I) =
N(f (T) − μ′I) ∩ ⋂∞n=1 R[(f (T) − μ′I)n] = {0}, we know that f (T) − μ′I is invertible. Then μ ∈
isoσ(f (T))∪ρ(f (T)). Let f (T)−μ0I = a(T−λ0I)h(T). SinceN(T−λ0I) ⊆ N(f (T)−μ0I), it follows that
n(T−λ0I) < ∞. By continuity of f , there exists  > 0 such that 0 < |f (λ)−f (λ0)| = |f (λ)−μ0| < δ
if 0 < |λ − λ0| < . Then f (λ) ∈ isoσ(f (T)) ∪ ρ(f (T)), it implies that λ ∈ isoσ(T) ∪ ρ(T). If
λ ∈ isoσ(T), since T is f-isoloid and σb(T) = σ1(T), we know that T − λI ∈ SF−+(H). So we get
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that T − λI is generalized Kato type. Now we have proved that n(T − λ0I) < ∞ and there ex-
ists  such that T − λI is generalized Kato type if 0 < |λ − λ0| < . Then λ0 /∈ σ1(T), that is
μ0 /∈ f (σ1(T)). 
Aiena and Biondi [3] has examples which show that the property (ω) holds for T is not sufficient
for the property (ω) for T + F with finite rank F .
For an operator T ∈ B(H), the analytic core of T is the subspace
K(T) = {x ∈ H : Txn+1 = xn, Tx1 = x, ‖xn‖  cn‖x‖(n = 1, 2, . . .) for some c > 0, xn ∈ H},
and the quasi-nilpotent part of T is the subspace
H0(T) =
{
x ∈ H : lim
n→∞ ‖Tnx‖
1
n = 0
}
.
The spaces K(T) and H0(T) are hyperinvariant under T and satisfy N(T
n) ⊆ H0(T), K(T) ⊆ R(Tn) for
all n ∈ N and TK(T) = K(T), see the recent book of Aiena [2] and [11,12] for more information about
these subspaces.
Property (ω) is fulfilled by a relevant number of Hilbert space operators, see [1], for example,
property (ω) is satisfied by scalar operators, or if the Hilbert adjoint T∗ has property H(p). For the
stability of property (ω), let’s begin by a lemma.
Lemma 2.1. Let T ∈ B(H). If F ∈ B(H) is a finite rank operator that commutes with T, then
isoσ(T + F) ⊆ isoσ(T) ∪ ρ(T).
Proof. Assume that λ0 ∈ isoσ(T + F)∩ σ(T). Then we have H = H0(T + F −λ0I)⊕ K(T + F −λ0I).
WriteT = T1⊕T2 and F = F1⊕F2 with respect to thisdecomposition. Firstweclaimthatσ(T1) is finite.
Suppose to the contrary that there exists a sequence {λn} of distinct numbers in σ(T1)\{λ0}. If Q =
T1+F1−λ0I, thenQ is quasi-nilpotent. Therefore, for everyn,Q+(λ0−λn)I is invertible, and since F1 is
a finite rank operator commutingwith T1, we get that T1−λnI isWeyl, henceN(T1−λnI) is a non-zero
subspace of finite dimension, because T1 −λnI is not invertible. We claim that F1|N(T1−λnI) is injective.
In fact, let F1x = 0, where x ∈ N(T1 − λnI). Then (T1 + F1 − λnI)x = 0. This induces that x = 0 since
T1+F1−λnI is invertible.We get that F1|N(T1−λnI) is surjective,whichmeans thatN(T1−λnI) ⊆ R(F1).
Since the numbers λn are mutually distinct, we can easily check that the eigenvectors of T associated
toλn are linearly independent. This leads that R(F1) is infinite-dimensional. It is in contradiction to the
fact that R(F1) ⊆ R(F) is finite dimensional. Therefore σ(T1) is finite, and hence there exists a deleted
neighbourhood V1 of λ0 such that V1 ∩σ(T1) = ∅. On the other hand, since T2 + F2 −λ0I is invertible,
T2 − λ0I is Browder, and so there exists a deleted neighbourhood V2 of λ0 such that V2 ∩ σ(T2) = ∅.
Now if we let V = V1 ∩ V2, we get that V ∩ σ(T) = ∅, and since λ0 ∈ σ(T), we conclude that λ0 is
an isolated point of σ(T). 
It is well known that σb(T) = σb(T + K) for compact operator K commuting with T [14].
Theorem 2.3. Suppose T ∈ B(H) is isoloid and property (ω) holds for T. If F is a finite rank operator
commuting with T, then property (ω) holds for T + F if and only if σb(T) ∩ σa(T + F) = σ1(T) ∪
acc[isoσ(T)] ∪ [σCI(T) ∩ σa(T)].
Proof. Suppose property (ω) holds for T + F . Let λ0 /∈ σ1(T) ∪ acc[isoσ(T)] ∪ [σCI(T) ∩ σa(T)],
then λ0 /∈ σ1(T) ∪ acc[isoσ(T)] ∪ σCI(T) or λ0 /∈ σa(T). If λ0 /∈ σ1(T) ∪ acc[isoσ(T)] ∪ σCI(T), then
λ0 /∈ σb(T) (Theorem 2.1). If λ0 /∈ σa(T), then λ0 /∈ σa(T + F) or λ0 ∈ σa(T + F)\σea(T + F). Since
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property (ω) holds for T + F , we know that T + F − λ0I is bounded from below or T + F − λ0I is
Browder. Then λ0 /∈ σb(T) ∩ σa(T + F).
For the converse inclusion, let λ0 /∈ σb(T) ∩ σa(T + F). If λ0 /∈ σb(T), then it is easy to see that
λ0 /∈ σ1(T)∪acc[isoσ(T)]∪[σCI(T)∩σa(T)]. Ifλ0 /∈ σa(T+F), thenλ0 /∈ σa(T)orλ0 ∈ σa(T)\σea(T).
We may suppose that λ0 ∈ σa(T)\σea(T). Since property (ω) holds for T , T − λ0I is Browder. Again
we prove that λ0 /∈ σ1(T) ∪ acc[isoσ(T)] ∪ [σCI(T) ∩ σa(T)].
Suppose σb(T) ∩ σa(T + F) = σ1(T) ∪ acc[isoσ(T)] ∪ [σCI(T) ∩ σa(T)]. Using Theorem 2.1,
we need to prove σb(T + F) = σ1(T + F) ∪ σCI(T + F) ∪ acc[isoσ(T + F)] ∪ {λ ∈ σ(T + F) :
n(T + F − λI) = 0} and [σa(T + F)\σea(T + F)] ∩ σCI(T + F) = ∅. Let λ0 /∈ σb(T + F), it is easy to
see that λ0 /∈ σ1(T + F) ∪ σCI(T + F) ∪ acc[isoσ(T + F)] ∪ {λ ∈ σ(T + F) : n(T + F − λI) = 0}.
Let λ0 /∈ σ1(T + F) ∪ σCI(T + F) ∪ acc[isoσ(T + F)] ∪ {λ ∈ σ(T + F) : n(T + F − λI) = 0},
then 0 < n(T + F − λ0I) < ∞ and there exists  > 0 such that T + F − λI is generalized Kato
type if 0 < |λ − λ0| < . For this λ, there exists 1 > 0 such that T + F − μI ∈ SF−+ (H) and
N(T + F − μI) ⊆ ⋂∞n=1 R[(T + F − μI)n] if 0 < |μ − λ| < 1. This means T − μI ∈ SF−+ (H). Since
property (ω) holds for T , it follows that T − μI is bounded from below or Browder. Then T + F − μI
is bounded from below. But since λ0 /∈ σCI(T + F), T + F − μI is invertible if 0 < |μ − λ| is small
enough. Now we have that λ ∈ isoσ(T + F) ∪ ρ(T + F). Using the fact that λ0 /∈ acc[isoσ(T + F)],
we get that λ ∈ ρ(T + F), which means that λ0 ∈ isoσ(T + F). Then λ0 ∈ isoσ(T) ∪ ρ(T). We may
suppose λ0 ∈ isoσ(T), since T is isoloid, n(T − λ0I) < ∞ and property (ω) holds for T , it follows
T − λ0I is Browder. It implies that T + F − λ0I is Browder, that is λ0 /∈ σb(T + F).
Next wewill prove [σa(T + F)\σea(T + F)]∩σCI(T + F) = ∅. Suppose λ0 ∈ σa(T + F)\σea(T + F),
then T − λ0I ∈ SF−+ (H). If T − λ0I is bounded from below, then it is easy to see that λ0 /∈ σ1(T) ∪
acc[isoσ(T)]∪[σCI(T)∩σa(T)], that is λ0 /∈ σb(T)∩σa(T + F). But since λ0 ∈ σa(T + F), λ0 /∈ σb(T),
which induces that T + F − λ0I is Browder. Therefore λ0 /∈ σCI(T + F). If λ0 ∈ σa(T)\σea(T), we
know that T −λ0I is Browder since property (ω) holds for T . We get that T + F −λ0I is Browder again.
Therefore λ0 /∈ σCI(T + F). 
Corollary 2.5. Suppose that T is f-isoloid and satisfies property (ω). If K is a compact operator commuting
with T, then T + K satisfies property (ω) if and only if σb(T) ∩ σa(T + K) = σ1(T) ∪ acc[isoσ(T)] ∪
[σCI(T) ∩ σa(T)].
As an application, we shall consider hypercyclic operators. For x ∈ H, the orbit of x under T is the
set of images of x under successive iterates of T: orb(T, x) = {x, Tx, Tx2, . . .}. A hypercyclic operator
is one that has a hypercyclic vector. We denote by HC(H) the set of all hypercyclic operators in B(H)
and HC(H) the norm-closure of class HC(H). Many fundamental results of the theory of hypercyclic
operatorswere established by Kitai in her thesis [10]. The essential facts for hypercyclic operatorswere
described by Herrero [8].
We know that if T ∈ HC(H), then σ(T) = σb(T) = σa(T), σea(T) = σw(T), where σw(T) = {λ ∈
C : T − λI is not Weyl}. so we have the following conclusions.
Theorem2.4. Suppose T ∈ B(H) has property (ω), then T ∈ HC(H)⇔σb(T) = σ1(T)∪acc[isoσ(T)]∪
isoσ(T) and σ(T) ∪ ∂D is connected.
Proof. Suppose T ∈ HC(H). Since σ(T) = σb(T), it follows that σ1(T) ∪ acc[isoσ(T)] ∪ isoσ(T) ⊆
σb(T). Next we will prove the converse inclusion, let λ0 /∈ σ1(T) ∪ acc[isoσ(T)] ∪ isoσ(T). Then
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n(T −λ0I) < ∞ and there exists  > 0 such that T −λI is generalized Kato type if 0 < |λ−λ0| < .
Using the fact that property (ω)holds for T ,we canprove thatλ ∈ isoσa(T)∪ρa(T) if 0 < |λ−λ0| < .
Therefore λ0 ∈ acc[isoσa(T)] ∪ isoσa(T) ∪ ρa(T). T ∈ HC(H) implies that σ(T) = σa(T). Then
λ0 ∈ acc[isoσ(T)] ∪ isoσ(T) ∪ ρ(T). Since λ0 /∈ σ1(T) ∪ acc[isoσ(T)] ∪ isoσ(T), it follows that
λ0 ∈ ρ(T). Thus λ0 /∈ σb(T) and hence σb(T) = σ1(T) ∪ acc[isoσ(T)] ∪ isoσ(T). Since T ∈ HC(H)
and property (ω) holds for T , then σw(T) ∪ ∂D = σb(T) ∪ ∂D = σ(T) ∪ ∂D is connected.
Conversely, we prove σw(T) = σ(T) first. Let λ0 /∈ σw(T), then T − λ0I is Weyl. Since T has
property (ω), it implies that Browder’s theorem holds for T , we know that T − λ0I is Browder and
λ0 /∈ σb(T). Since σb(T) = σ1(T)∪ acc[isoσ(T)]∪ isoσ(T), it follows that λ0 /∈ isoσ(T). Then T −λ0I
is invertible. Therefore σw(T) = σ(T) = σb(T) and σ(T)\σb(T) = ∅. Since σ(T) ∪ ∂D is connected,
we know that σw(T) ∪ ∂D is connected. If there exists λ0 ∈ ρSF(T) such that ind(T − λ0I) < 0,
then λ0 /∈ σ1(T) ∪ acc[isoσ(T)], where ρSF(T) = {λ ∈ C : T − λI is semi − Fredholm}. If λ0 ∈
isoσ(T), then T − λ0I is Browder. It is in contradiction to the fact that ind(T − λ0I) < 0. Thus
λ0 /∈ σ1(T) ∪ acc[isoσ(T)] ∪ isoσ(T) and hence T − λ0I is Browder, it is a contradiction again. Hence
for any λ ∈ ρSF(T), ind(T − λI)  0. Then T ∈ HC(H). 
Corollary 2.6. Suppose T ∈ B(H) is f-isoloid and property (ω) holds for T, then T ∈ HC(H) ⇔ σ(T) =
σ1(T) and σ(T) ∪ ∂D is connected.
If T ∈ HC(H), then by Theorem 2.3 we have:
Theorem 2.5. Suppose T ∈ HC(H). If T is isoloid and property (ω) holds for T, then for any finite rank
operator F commuting with T, T + F satisfies property (ω).
Proof. Since T ∈ HC(H), it follows thatσ(T) = σa(T). Thenσ1(T)∪acc[isoσ(T)]∪[σCI(T)∩σa(T)] =
σ1(T) ∪ acc[isoσ(T)] ∪ σCI(T). Using the fact that property (ω) holds for T , we get that σa(T + F) ⊇
σa(T) ∩ σb(T) = σb(T) and σb(T) = σ1(T) ∪ acc[isoσ(T)] ∪ σCI(T). Thus σb(T) ∩ σa(T + F) =
σb(T) = σ1(T) ∪ acc[isoσ(T)] ∪ σCI(T) = σ1(T) ∪ acc[isoσ(T)] ∪ [σCI(T) ∩ σa(T)]. By Theorem 2.3,
T + F satisfies property (ω). 
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