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Chapter 1
Introduction
The art of doing mathematics consists in finding that
special case which contains all the germs of generality.
— David Hilbert (1862–1943)
Between 1979 and 1981, the Voyager spacecrafts from NASA were travelling close to
Jupiter and Saturn. They transmitted detailed images of both planets and their moons
back to Earth. When a spacecraft sends a message over such a considerable distance,
information gets lost or damaged easily. In other words, the information channel which
is used is noisy. Coding theory is the branch of mathematics that deals with reliable
transmission of information over noisy channels.
Claude Shannon initiated the study of coding theory in his seminal paper A Math-
ematical Theory of Communication from 1948 [85]. Shortly thereafter, Golay [40] and
Hamming [44] discovered important codes with good error-correction properties. More-
over, Hamming [44] and Lee [49] introduced two distance functions, now central to coding
theory and known as the Hamming and Lee distances. One of Golay’s codes, the binary
extended Golay code, was later used in the Voyager missions to facilitate the correction
of transmission errors.
This thesis contributes to the field of coding theory, focussing in particular on upper
bounds on the cardinality of error-correcting codes with certain parameters, on symme-
try reductions of semidefinite programs in coding theory using representation theory, on
uniqueness of certain codes —mostly related to the binary Golay code— and on the Shan-
non capacity, a graph parameter introduced by and named after the founding father of
coding theory.
In the following sections we introduce the main topics studied in this thesis and
we give historical background and motivation. We conclude this introduction with a
description of the organization of the thesis into chapters, which includes a summary of
our contributions per chapter.
1.1 Error-correcting codes
Suppose that Q is a finite set of q ≥ 2 elements and fix a positive integer n. The set Q
is our alphabet. A word is an element of Qn and a (q-ary) code is a subset C of Qn. For
two words u, v ∈ Qn, their Hamming distance dH(u, v) is the number of i with ui 6= vi.
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For a code C ⊆ Qn, its minimum distance dmin(C) is the minimum of dH(u, v) over all
distinct u, v ∈ C. If |C| ≤ 1, we set dmin(C) =∞. Define, for any integer d,
Aq(n, d) := max{|C| | C ⊆ Qn, dmin(C) ≥ d}. (1.1)
Without loss of generality we usually take Q := [q], where [q] denotes the set {0, . . . , q−1}.
Moreover, if q = 2 we often write A(n, d) instead of Aq(n, d).
J.H. van Lint characterized the study of the numbers Aq(n, d) as the central problem
in (combinatorial) coding theory [50]. The main motivation for studying Aq(n, d) is error-
correction. Assume that transmitter T aims to send a message to receiver R, but their
communication channel is noisy. Every time T sends a word to R at most e symbols
change, for some positive integer e. Suppose that T only transmits words from a code C
with dmin(C) ≥ 2e + 1 to R, where C is known to both T and R. Then R can recover
any transmitted word, since it is the word from C that is closest to the received word in
Hamming distance. So in order to maximize the number of distinct words that can be
sent over this channel, we should maximize |C| provided that dmin(C) ≥ 2e + 1. So we
should find Aq(n, 2e+ 1).
The numbers Aq(n, d) are hard to compute in general. For many triples (q, n, d),
only upper and lower bounds are known. Note that Aq(n, d) can be interpreted as the
independent set number of a graph, as follows. (Here the independent set number α(G)
of a graph G is the maximum cardinality of a set of vertices of G, no two of which are
adjacent.) Consider the graph G(q, n, d) with vertex set Qn, the set of all words, and edges
between distinct words if their Hamming distance is strictly less than d. Then Aq(n, d) is
the independent set number α(G(q, n, d)) of this graph.
Explicit codes yield lower bounds onAq(n, d) and they can be used for error-correction
as explained. In this thesis we will study the problem of finding upper bounds on Aq(n, d),
which has received considerable research attention — see for example [12, 15, 16, 31, 67].
A classical upper bound on Aq(n, d) is the Delsarte bound (in the Hamming scheme) [31].
The Delsarte bound is equal to a special case of the following general upper bound on
the independent set number α(G) of a graph G = (V,E) in the spirit of Lova´sz [53],
introduced by McEliece, Rodemich and Rumsey [59] and Schrijver [79]:
ϑ′(G) := max
{∑
u,v∈V Xu,v
∣∣X ∈ RV×V≥0 , tr(X) = 1, Xu,v = 0 if uv ∈ E, X  0} . (1.2)
Here X  0 denotes the condition that X is positive semidefinite, i.e., symmetric with
all eigenvalues nonnegative. This optimization problem is an example of a semidefinite
programming (SDP) problem.
The upper bound in (1.2) can be computed in time polynomial in the number of
vertices of the graph. For some graphs (graphs whose edge set is a union of classes of a
symmetric association scheme) it can be reformulated as a linear program, using symmetry
reductions. An example of such a graph is the graph G(q, n, d) defined above. In this
case, Dq(n, d) := ϑ
′(G(q, n, d)) is called the Delsarte bound (in the Hamming scheme),
and the linear program can be formulated as follows. Let Kt(x) be the t-th Krawtchouk
polynomial :
Kt(x) :=
t∑
j=0
(−1)j
(
x
j
)(
n− x
t− j
)
(q − 1)t−j, for 0 ≤ t ≤ n. (1.3)
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Then Aq(n, d) ≤ Dq(n, d), where
Dq(n, d) = max
{∑n
i=0 ai
∣∣ a0 = 1, a1 = . . . = ad−1 = 0, ai ≥ 0 if d ≤ i ≤ n,∑n
i=0 Kt(i)ai ≥ 0 for all 0 ≤ t ≤ n
}
. (1.4)
The optimization problem (1.4) contains only n+1 variables, which number is linear in n.
By contrast, the number of variables in (1.2), which is the number of edges of G(q, n, d),
is exponential in n. So (1.4) gives a considerable reduction. It can be used to compute
upper bounds on Aq(n, d) for several triples (q, n, d), cf. [12, 15, 16, 31, 92].
The Delsarte bound is an SDP bound based on pairs of codewords (edges in the
underlying graph), as can be seen from (1.2). For binary codes, the Delsarte bound was
generalized to an SDP bound based on triples of codewords by Schrijver [81], and later
to a quadruple bound by Gijswijt, Mittelmann and Schrijver [37]. Also, a bound for
nonbinary codes based on triples of codewords has been studied by Gijswijt, Schrijver
and Tanaka [38] — see also Gijswijt’s thesis [36].
In this thesis, we consider the following SDP bound based on quadruples of code-
words. For any k, let Ck be the collection of codes of cardinality at most k. For
each x : C4 → R define the C2 × C2 matrix M(x) by
M(x)C,C′ := x(C ∪ C ′).
Then Aq(n, d) ≤ Bq(n, d), with
Bq(n, d) := max
{∑
v∈[q]n x({v}) | x : C4 → R≥0, x(∅) = 1, x(S) = 0 if dmin(S) < d,
M(x)  0}. (1.5)
Indeed, let C be a code with dmin(C) ≥ d and |C| = Aq(n, d). Define x : C4 → R
by x(S) = 1 if S ⊆ C and x(S) = 0 otherwise, for S ∈ C4. Then x satisfies the
conditions in (1.5): the condition M(x)  0 follows from the fact that for this x one
has M(x)S,S′ = x(S)x(S
′) for all S, S ′ ∈ C2. Moreover, we have
∑
v∈[q]n x({v}) = |C| =
Aq(n, d), yielding Aq(n, d) ≤ Bq(n, d).
We will apply representation theory to reduce the size of the above optimization
problem from exponential in n to polynomial in n, with entries (i.e., coefficients) being
polynomials in q. We calculate the bound for some values of q, n, d, yielding new upper
bounds for five instances of Aq(n, d). In the reduction, we use a general method used in
all symmetry reductions throughout this thesis. We outline this method in Section 1.2.
We also explore other methods of finding upper bounds on Aq(n, d), based on com-
binatorial divisibility arguments. Our most prominent result in this direction gives in
certain cases a strengthening of a bound implied by the Plotkin bound (cf. [54, 68, 67]).
We prove the following.
Theorem (Theorem 5.2.5). Suppose that q, n, d,m are positive integers with q ≥ 2, such
that d = m(qd − (q − 1)(n − 1)), and such that n − d does not divide m(n − 1). If r ∈
{1, . . . , q − 1} satisfies
n(n− 1− d)(r − 1)r < (q − r + 1)(qm(q + r − 2)− 2r),
then Aq(n, d) < q
2m− r.
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The theorem yields new bounds for the cases A5(8, 6) and A4(11, 8). We also find a
number of other new bounds on Aq(n, d) using divisibility arguments.
Before we explain the general method of symmetry reductions to reduce semidefinite
programs as in (1.5) in more detail, we first introduce two other types of error-correcting
codes: binary constant weight codes and q-ary Lee codes. For these codes we will formulate
SDP bounds in this thesis as well, and show that they can be computed in time polynomi-
ally bounded in n (for fixed q in the case of Lee codes). We calculate the bound for some
values of q, n, d, yielding explicit new upper bounds for several instances of ALq (n, d).
Constant weight codes. Let Q := F2 = {0, 1} be the binary alphabet, where F2
denotes the field of two elements. For v ∈ Fn2 , the weight of v is wt(v) := dH(v,0),
where 0 := 0 . . . 0 denotes the all-zeros word. So wt(v) is the number of 1’s in v. Fix a
positive integer w. Instead of considering all (unrestricted) words in Qn, we now restrict
to words with a constant weight w. A (binary) constant weight code is a code C ⊆ Fn2 in
which all words have a fixed weight w. Define
A(n, d, w) := max{|C| | C ⊆ Fn2 , dmin(C) ≥ d, wt(v) = w ∀ v ∈ C}. (1.6)
Similar to Aq(n, d), the numbers A(n, d, w) are subject to a wide range of research (see for
example [1, 12, 31, 81]), and they are also hard to compute in general. Note that A(n, d, w)
is the maximum cardinality of a collection A of subsets of size w of a set X of n elements
such that any two subsets in the collection have at most w − d/2 elements in common.
Constant weight codes are used in GSM mobile telephone networks to generate ‘fre-
quency hopping lists’ for cell towers [87]. Suppose that we assign to each cell tower a
list of w out of n possible frequencies. Each tower hops between frequencies from its
list according to a given rule. Less overlap between the lists from any two cell towers
(i.e., larger Hamming distance between the corresponding constant weight w codewords),
contributes to less interference, i.e., fewer collisions on one frequency. Larger constant
weight codes with a specified minimum distance then permit larger spaces between two
towers with the same list in the GSM network, which also leads to less interference.
Delsarte [31] formulated a linear programming upper bound onA(n, d, w), now known
as the Delsarte bound in the Johnson scheme, which can be interpreted as an SDP bound
based on pairs of codewords (as in (1.2)), which again is a linear programming bound.
The Delsarte bound was generalized to an SDP bound based on triples of codewords by
Schrijver [81]. Schrijver’s bound was strengthened by Kim and Toan with extra linear
inequalities [47]. In this thesis we consider two SDP upper bounds on A(n, d, w) based
on quadruples of codewords, which admit definitions similar to but different from (1.5).
Using symmetry reductions, we can compute both bounds in time polynomially bounded
in n, resulting in several new upper bounds on A(n, d, w).
The new upper bounds imply the exact values A(22, 8, 10) = 616 and A(22, 8, 11) =
672. Lower bounds on these two instances are obtained from the shortened binary Golay
code, which is the unique (unrestricted) binary optimal code achieving A2(22, 7) = 2
11
containing 0, up to a permutation of the coordinate positions [20]. From these new values
in combination with previously known values of A(n, d, w), it can be concluded that the
shortened binary Golay code is a union of constant weight w codes of sizes A(n, d, w).
The Lee distance and Lee codes. The Hamming distance measures how many sym-
bols are different, but not to what extent they are different. To give more importance to
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symbols which are far apart in two words and less importance to symbols which differ
only slightly, C.Y. Lee introduced a different distance function [49].
Let Q := Zq, the cyclic group of order q, which has a natural distance function
δ : Zq × Zq → Z given by
δ(x, y) := min{|x− y|, q − |x− y|}, (1.7)
where we consider x and y as integers in {0, . . . , q − 1}. So δ(x, y) is the length of a
shortest path from x to y in the circuit graph Cq on q points. Fix n ∈ N. The Lee
distance of two words u, v ∈ Znq is
dL(u, v) :=
∑n
i=1 δ(ui, vi). (1.8)
The Lee distance is used in so called ‘phase modulated systems’ — see [11, Chapter 8].
These are examples of noisy information channels in which a symbol is more likely to
change upon transmission into a symbol which is close to it, than into a symbol which is
far from it.
The minimum Lee distance dLmin(C) of a code C ⊆ Znq is the minimum of dL(u, v)
taken over distinct u, v ∈ C. If |C| ≤ 1, we set dLmin(C) =∞. For any natural number d,
define analogously to (1.1) and (1.6),
ALq (n, d) := max{|C| | C ⊆ Znq , dLmin(C) ≥ d}. (1.9)
As is the case with Aq(n, d) and A(n, d, w), it generally is an interesting and nontrivial
problem to determine the numbers ALq (n, d). The classical Delsarte linear programming
bound (in the Lee association scheme) based on pairs of codewords provides upper bounds
on ALq (n, d) [4, 5, 31]. In [7], the possibility of applying semidefinite programming to Lee
codes is mentioned and it is stated that to the best knowledge of the authors, such bounds
for Lee codes using triples have not yet been studied. In this thesis we study an SDP
bound based on triples of codewords and show that it can be reduced to size bounded by
a polynomial in n (for fixed q). The method yields several new upper bounds on ALq (n, d)
for q ∈ {5, 6, 7}. We only consider q ≥ 5, since for q = 4, it holds that AL4 (n, d) = A2(2n, d)
— this follows by applying the Gray map [28]. Moreover, if q = 2 or q = 3, the Lee distance
coincides with the Hamming distance.
1.2 Symmetry reductions with representation theory
For the sake of exposition, we first sketch how to reduce the optimization problem (1.5).
After that, we describe the general method that is used in all symmetry reductions
throughout this thesis.
To explain the reduction of (1.5), let H be the wreath product Snq o Sn, where Sq
and Sn denote the symmetric groups on q and n elements, respectively. For each k, the
group H acts naturally on Qn, hence on the collection Ck of all codes C ⊆ Qn with |C| ≤ k,
maintaining minimum distances and cardinalities of elements of Ck (being codes). Then
we can assume that x is invariant under the H-action on C4. That is, we can assume that
x(C) = x(D) whenever C,D ∈ C2 and D = g · C for some g ∈ H. Indeed, the conditions
in (1.5) are maintained under replacing x by g · x. (Note that M(g · x) is obtained from
M(x) by simultaneously permuting rows and columns.) Moreover, the objective function
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does not change by this action. Hence the optimum x can be replaced by the average of
all g · x (over all g ∈ H), by the convexity of the set of positive semidefinite matrices.
This makes the optimum solution H-invariant.
Let Ω4 be the set of H-orbits on C4. Note that Ω4 is bounded by a polynomial in
n (independently of q). As (1.5) has an H-invariant optimum solution, we can replace,
for each ω ∈ Ω4 and C ∈ ω, each variable x(C) by a variable z(ω). In this way we
obtain M(z). Note that M(z) depends only on |Ω4| variables z(ω), which is polynomially
bounded in n. Furthermore, M(z) is invariant under the simultaneous action of H on its
rows and columns. However, its size is still exponential in n. To reduce the matrix M(z)
further, we use a general method for symmetry reductions, which we will give in detail in
Chapter 3 and which we sketch now.
The main symmetry reduction. Let G be a finite group acting on a finite set Z.
Let (CZ×Z)G denote the set of (complex) Z×Z matrices invariant under the simultaneous
action of G on its rows and columns. This means that (CZ×Z)G can be identified with
the centralizer algebra of the action of G on CZ , i.e., the collection of G-equivariant
endomorphisms CZ → CZ . Then it is a standard fact from representation theory that
there exists a block diagonalization of (CZ×Z)G. For our purposes, this is a linear bijection
Φ : (CZ×Z)G →
k⊕
i=1
Cmi×mi
(for some k,m1, . . . ,mk ∈ N), such that M is positive semidefinite if and only if Φ(M) is
positive semidefinite, for each M ∈ (CZ×Z)G. The map Φ can be given by M 7→ U∗MU
for a matrix U depending on G but independent of M . Here U∗ denotes the conjugate
transpose of the matrix U .
Now, let Z be a finite set and let n ∈ N. Then the wreath product H := Gn o Sn
acts on Zn, by permuting the n coordinates and by acting with G on the elements of Z in
each coordinate separately. Then we can apply the previous considerations to the finite
group H acting on the finite set Zn. So there exists a block diagonalization M 7→ U∗MU
of M ∈ (CZn×Zn)H , for a matrix U depending on H but independent of M . In this case
the order of U∗MU is polynomial in n.
The matrices M we consider in this thesis are real matrices. Moreover, it turns out
that in our applications the matrices U can be taken to be real matrices; so UT = U∗.
The issue which is crucial to us is that M is positive semidefinite if and only if each of
the smaller matrix blocks in the image UTMU is positive semidefinite. This will allow us
to reduce our semidefinite programs to size polynomially bounded in n.
In this thesis we show how to compute the matrix entries of the image UTMU of
the block diagonalization of (CZn×Zn)H explicitly, from a known block diagonalization
of (CZ×Z)G (with corresponding matrix U). This is the main symmetry reduction. An
algorithm appeared in a manuscript of Gijswijt [35], but our method is an adaptation of
the —more direct— method of [52]. In particular, we consider the following cases.
(i) For q-ary codes with the Hamming distance we take G := Sq and Z := [q] or Z :=
[q]2. We use the set Z = [q] in the reductions for the Delsarte bound, to illustrate
the method (see Section 3.4.2). The set Z = [q]2 is used in the reductions for our
quadruple bound Bq(n, d) in Chapter 4.
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Note that the matrices M(z) described above are C2×C2 matrices, i.e., the rows and
columns of the matrices are indexed by unordered pairs of codewords. However, the
method gives a reduction of Zn × Zn = ([q]2)n × ([q]2)n ∼= ([q]n)2 × ([q]n)2 matrices,
i.e., matrices whose rows and columns are indexed by ordered pairs of codewords.
This is not a problem; we could have defined M(z) to be indexed by ordered pairs
of codewords in the definition of Bq(n, d). But in the present case we can further
reduce the program by a factor 2, since there is an S2-action on the ordered pairs.
See Chapter 4.
(ii) For binary constant weight codes we take G := {1}, the trivial group and Z := F2
or Z := F22. So the group acts trivially on the alphabet, as the weight of each word
must remain fixed. See Chapter 6.
(iii) For q-ary codes with the Lee distance we take Z := Zq and G := Dq, the dihedral
group of order 2q, or G := S2. We take the latter group in case the symbol 0 ∈ Zq
is fixed, which is the case in a matrix occurring in the semidefinite programming
bound based on triples of codewords. Here the action of S2 on Zq is the reflection
action, i.e., we consider 0, . . . , q− 1 ∈ Zq as vertices of a regular q-gon, and the non-
identity element of S2 switches the vertices i and q − i (for i = 1, . . . , b(q − 1)/2c).
See Chapter 8.
We also give a generalization of the method to groups of the form (Gj11 o Sj1) ×
. . . × (Gjss o Sjs) acting on sets of the form Zj11 × . . . × Zjss , where Z1, . . . , Zs are finite
sets and G1, . . . , Gs are finite groups. In coding theory, this can be used in semidefinite
programs to reduce matrices depending on a fixed code D. We use this in the reductions
for constant weight codes and in certain reductions for Lee codes — see Sections 6.2.1
and 8.5.2. Other applications of the generalization, which we do not discuss here, in-
clude reductions of matrices in semidefinite programs for codes with mixed alphabets [51],
ternary (or q-ary) constant weight codes [76], or doubly constant weight codes [1, 90].
1.3 Uniqueness of codes
Until now we have discussed bounds on Aq(n, d), A(n, d, w) and A
L
q (n, d). If we know the
value of a certain case of one of these parameters, it is natural to ask if we can classify
the corresponding optimal codes up to equivalence (see below). An analysis of a complete
catalogue of certain objects often provides knowledge regarding the common structure of
the objects, and may help in proving theorems. See the book by Kaski and O¨sterg˚ard [46].
Two q-ary codes C,D ⊆ [q]n are equivalent if D can be obtained from C by first
permuting the n coordinates and by subsequently permuting the alphabet [q] in each
coordinate separately, i.e., if there is a g ∈ Snq o Sn such that g · C = D. Similarly,
two binary constant weight codes C,D are equivalent if D can be obtained from C by
permuting the n coordinates. Finally, two codes C,D ⊆ Znq are Lee equivalent if there is
a g ∈ Dnq o Sn such that g · C = D.
As mentioned before, a famous code is the binary Golay code, discovered by Marcel
J.E. Golay [40]. It is the unique binary code achievingA(23, 7) = 212, up to the equivalence
relation described above. The uniqueness was proved by Snover [88] and later with a
simpler proof by Delsarte and Goethals [32]. The Golay code is perfect, which means that
the balls with radius 3 (in Hamming distance) around the codewords form a partition
of F232 . It can be extended with a 24th parity bit, which equals the weight (mod 2)
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of the codeword, to obtain the extended binary Golay code. This is the unique (up to
equivalence) optimal code achieving A(24, 8) = 212 [31, 40]. If it contains 0, the zero
word, then the extended binary Golay code is linear, i.e., it is a subspace of F242 . A basis
is given by the rows of the ‘generator’ matrix in Figure 1.1.
1 0 0 0 0 0 0 0 0 0 0 0 1 1 0 1 1 1 0 0 0 1 0 1
0 1 0 0 0 0 0 0 0 0 0 0 1 0 1 1 1 0 0 0 1 0 1 1
0 0 1 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 1 0 1 1 1
0 0 0 1 0 0 0 0 0 0 0 0 1 1 1 0 0 0 1 0 1 1 0 1
0 0 0 0 1 0 0 0 0 0 0 0 1 1 0 0 0 1 0 1 1 0 1 1
0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 1 0 1 1 0 1 1 1
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 1 1 0 1 1 1 1
0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 1 1 0 1 1 1 0 1
0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 1 1 0 1 1 1 0 0 1
0 0 0 0 0 0 0 0 0 1 0 0 1 0 1 1 0 1 1 1 0 0 0 1
0 0 0 0 0 0 0 0 0 0 1 0 0 1 1 0 1 1 1 0 0 0 1 1
0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 0
Figure 1.1: A generator matrix of the extended binary Golay code (i.e., the 212 codewords
are sums mod 2 of the rows of this matrix). The extended binary Golay code was used in the
Voyager missions to Jupiter and Saturn [94].
The binary Golay code, assuming it contains 0, contains 1288 words of weight 11.
So A(23, 8, 11) ≥ 1288. With semidefinite programming based on triples of codewords,
A. Schrijver proved an upper bound matching the lower bound [81]. So A(23, 8, 11) =
1288. Of these 1288 words in the binary Golay code, exactly 616 words have a 1 at any
fixed position, and exactly 672 words have a 0 at any position. So A(22, 8, 10) ≥ 616
and A(22, 8, 11) ≥ 672. As mentioned in Section 1.1, in this thesis we show SDP upper
bounds matching these lower bounds.
Using information obtained from the SDP output, we prove that the optimal codes
achieving A(23, 8, 11) = 1288, A(22, 8, 10) = 616 and A(22, 8, 11) = 672 are the unique
codes achieving these values, up to a permutation of the coordinate positions.
Uniqueness of codes related to the binary Golay code has been studied by Brouwer
(cf. [20]). He explains that there exist unique codes up to equivalence achieving A(24 −
i, 8) = 212−i for i = 0, . . . , 3. The unique code for the case i = 0 is the extended
binary Golay code, and the unique codes for the cases i = 1, . . . , 3 are obtained by
taking subcodes and throwing away coordinates of this code (also called shortening). The
question whether the statement also holds for the case i = 4 was still open. In this
thesis, we prove that there exist several nonequivalent codes achieving A(20, 8) = 210.
So the quadruply shortened binary extended Golay code is not the unique optimal code
attaining A(20, 8) = 210. We show that there exist precisely 15 equivalence classes of such
codes with all distances divisible by 4. We also show that there exist such codes with not
all distances divisible by 4.
Kirkman systems and Lee codes. A classic combinatorial problem is Kirkman’s
schoolgirl problem, posed by Thomas P. Kirkman in 1850 in the Lady’s and Gentleman’s
Diary.
“Fifteen young ladies in a school walk out three abreast for seven days in
succession: it is required to arrange them daily, so that no two walk twice
abreast.”
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There exist 7 nonequivalent solutions to Kirkman’s problem (up to a permutation of
the girls and a permutation of the days of the week) [29]. It is known that there is a
1-1-correspondence between equivalence classes of solutions to Kirkman’s problem and
equivalence classes of optimal codes achieving A5(7, 6) = 15 [83] (see also Chapter 5).
In Chapter 5, we exploit the classification of solutions to Kirkman’s problem and the
described 1-1-correspondence to prove that A5(8, 6) ≤ 65, using a divisibility argument
(the best previously known upper bound was A5(8, 6) ≤ 75).
We also explore a connection with Lee codes in Chapter 8. Previously, the upper
bound AL5 (7, 9) ≤ 15 was known [5, 74], but it was not known whether a code attaining
this value exists. Any code achieving this upper bound is equivalent to an arrangement
of 15 girls 7 days in succession into triples, where the triples are placed at the corners of
a pentagon, such that the total Lee distance between any two girls over the 7 days is 9
— see Section 8.3. This problem connects to, but is different from, the above-mentioned
Kirkman’s schoolgirl problem.
Consider the following Z7 × Z7 matrix with entries in Z5:
M˜ :=

0 1 1 3 1 3 3
1 1 3 1 3 3 0
1 3 1 3 3 0 1
3 1 3 3 0 1 1
1 3 3 0 1 1 3
3 3 0 1 1 3 1
3 0 1 1 3 1 3

, so M˜i,j =

0, if i+ j ≡ 0 (mod 7),
1, if i+ j is a nonzero square mod 7,
3, if i+ j is not a square mod 7.
(1.10)
We show that AL5 (7, 9) = 15, and an optimal code proving this is M˜ ∪ −M˜ ∪ {0}, where
the matrix M˜ is interpreted as a 5-ary code of size 7 (i.e., the rows are the codewords).
We also obtain, using the SDP output and computer experiments, that this is the unique
code achieving this value, up to Lee equivalence. As the mentioned code has minimum
Hamming distance 5, there is no arrangement of 15 girls 7 days in succession into triples
which is a solution simultaneously to both problems given above.
1.4 The Shannon capacity
Now we introduce the Shannon capacity, the final topic of study in this thesis. For
any graph G = (V,E) and n ∈ N, let Gn denote the graph with vertex set V n and
edges between two distinct vertices (u1, . . . , un) and (v1, . . . , vn) if and only if for all i ∈
{1, . . . , n} one has either ui = vi or uivi ∈ E. The graph Gn is known as the n-th strong
product power of G. The Shannon capacity of G is defined as
Θ(G) := sup
n∈N
n
√
α(Gn), (1.11)
where α(Gn) denotes the maximum cardinality of an independent set in Gn. Since
α(G(n1+n2)) ≥ α(Gn1)α(Gn2) for any two positive integers n1 and n2, Fekete’s lemma
(cf. [34], see also [80, Corollary 2.2a]) implies that Θ(G) = limn→∞ n
√
α(Gn).
The Shannon capacity was introduced by Shannon [86] and is an important and
widely studied parameter in information theory (see e.g., [3, 18, 43, 53, 98]). It is the
effective size of an alphabet in an information channel represented by the graph G. The
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input is a set of letters V (G) = Q := {0, . . . , q− 1} and two letters are ‘confusable’ when
transmitted over the channel if and only if there is an edge between them in G. Then α(G)
is the maximum size of a set of pairwise non-confusable single letters. Moreover, α(Gn)
is the maximum size of a set of pairwise non-confusable n-letter words. (Here two n-
letter words u, v are confusable if and only if ui and vi are confusable for all 1 ≤ i ≤ n.)
Taking n-th roots and letting n go to infinity, we find the effective size of the alphabet in
the information channel: Θ(G).
A classical upper bound on Θ is Lova´sz’s ϑ-function [53]. For any graph G, the
number ϑ(G) is equal to the maximum (1.2) over all X ∈ RV×V instead of over nonneg-
ative X. The Shannon capacity of C5, the cycle on 5 vertices, was already discussed by
Shannon in 1956 [86], who showed
√
5 ≤ Θ(C5) ≤ 5/2. The easy lower bound of
√
5 is
obtained from the independent set {(0, 0), (1, 2), (2, 4), (3, 1), (4, 3)} in C25 . More than
twenty years later, Lova´sz [53] determined that Θ(C5) =
√
5 by proving an upper bound
matching this lower bound: he showed Θ(C5) ≤ ϑ(C5) =
√
5. More generally, for odd q,
Θ(Cq) ≤ ϑ(Cq) = q cos(pi/q)
1 + cos(pi/q)
. (1.12)
Here Cq denotes the cycle on q vertices. For q even it is not hard to see that Θ(Cq) = q/2.
The Shannon capacity of C7 is still unknown and its determination is a notorious
open problem in extremal combinatorics [18, 39]. Many lower bounds have been given
by explicit independent sets in some fixed power of C7 [10, 56, 93], while the best known
upper bound is Θ(C7) ≤ ϑ(C7) < 3.3177. In this thesis we give an independent set of
size 367 in C57 , which yields Θ(C7) ≥ 3671/5 > 3.2578. The best previously known lower
bound on Θ(C7) is Θ(C7) ≥ 3501/5 > 3.2271, found by Mathew and O¨sterg˚ard [56]. They
proved that α(C57 ) ≥ 350 using stochastic search methods that utilize the symmetry of
the problem. We obtained our new lower bound on α(C57 ) and on Θ(C7) by considering
so-called circular graphs — see Chapter 9 for details.
Figure 1.2: The graphs C5 (left) and C7 (right).
Next we will define circular graphs, explain the connection of independent sets in
strong product powers of these graphs to Lee codes, and we explain which other results
about circular graphs are proved in this thesis.
The Shannon capacity of circular graphs. For positive integers q, d with q ≥ 2d,
the circular graph Cd,q is the graph with vertex set Zq (the cyclic group of order q) in
which two distinct vertices are adjacent if and only if their distance (mod q) is strictly
less than d. So C2,q = Cq. A closed formula for ϑ(Cd,q), Lova´sz’s upper bound on Θ(Cd,q),
is given in [8], see (1.16) below.
To study the Shannon capacity of circular graphs, we are interested in the indepen-
dent set numbers α(Cnd,q ). Independent sets in C
n
d,q are strongly related to Lee codes, as
we will now explain.
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If (X, d) is a metric space, then (Xn, dp) is also a metric space. Here dp denotes the
distance function given by
dp((x1, . . . , xn), (x
′
1, . . . , x
′
n)) := ‖(d(x1, x′1), . . . , d(xn, x′n))‖p , (1.13)
where p either is a real number at least 1, or p = ∞. Now fix X := Zq and d := δ
from (1.7). If we take p = 1 in (1.13), we obtain the Lee distance as in (1.8). However,
if we take p =∞ in (1.13) we obtain the so-called Lee∞ distance. So for u, v ∈ Znq , their
Lee∞ distance is defined as
dL∞(u, v) = max
i∈{1,...,n}
δ(ui, vi). (1.14)
The minimum Lee∞ distance dL∞min(C) of a set C ⊆ Znq is the minimum Lee∞ distance be-
tween any pair of distinct elements of C. If |C| ≤ 1, we set dL∞min(C) =∞. Then dL∞min(C) ≥
d if and only if C is independent in Cnd,q . Define
AL∞q (n, d) := α(C
n
d,q ) = max{|C| | C ⊆ Znq , dL∞min(C) ≥ d}. (1.15)
Compare with the definition of ALq (n, d) in (1.9). The SDP upper bound on A
L
q (n, d)
based on triples of codewords is easily adapted to a new SDP upper bound on AL∞q (n, d) =
α(Cnd,q ), sharpening ϑ (cf. [53]) and ϑ
′ (cf. [59, 79]), using the same symmetry reductions
as for Lee codes — see Section 9.5.
The circular graphs have the property that α(Cnd,q ) (for fixed n), ϑ(Cd,q) and Θ(Cd,q)
only depend on the fraction q/d. Moreover, the three mentioned quantities are nonde-
creasing functions in q/d (see Chapter 9 for details). Let us consider the graph of the
function
q/d 7→ ϑ(Cd,q) = q
d
d−1∑
i=0
d−1∏
j=1
cos
(
2ipi
d
)− cos(b qj
d
c2pi
q
)
1− cos
(
b qj
d
c2pi
q
) , (1.16)
where the closed form formula for ϑ(Cd,q) is proved by Bachoc, Peˆcher and Thie´ry [8].
See Figure 1.3.
Lova´sz’s sandwich theorem [53] (see also [48]) implies that
Θ(Cd,q) ≤ ϑ(Cd,q) ≤ q/d for all q, d ∈ N with q ≥ 2d. (1.17)
Here q/d equals the fractional clique cover number of Cd,q, which is an upper bound
on ϑ(Cd,q) cf. [53]. Currently, the only known values of Θ(Cd,q) for q ≥ 2d are for q/d
integer and q/d = 5/2, which corresponds with C5.
For understanding the Shannon capacity of Cd,q it may be useful to determine
whether ϑ(Cd,q) and Θ(Cd,q) are continuous functions of q/d. In this thesis, we prove
that this is indeed the case at q/d ≥ 3 integer. Fix an integer r ≥ 3. Right-continuity
of q/d 7→ ϑ(Cd,q) and q/d 7→ Θ(Cd,q) at q/d = r follows immediately from (1.17) in com-
bination with the fact that Θ(Cd,q) = r if q/d = r and the fact that q/d 7→ Θ(Cd,q) is
a nondecreasing function in q/d. To prove left-continuity, we prove the following result
(using an explicit construction).
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Figure 1.3: A graph of the function q/d 7→ ϑ(Cd,q).
Theorem (Theorem 9.3.1). For each r, n ∈ N with r ≥ 3,
max
q
d
<r
α(Cnd,q ) =
1 + rn(r − 2)
r − 1 . (1.18)
This theorem can be shown to imply that lim q
d
↑r Θ(Cd,q) = r. As Θ(Cd,q) = r if q/d =
r, it follows that q/d 7→ Θ(Cd,q) is left-continuous at q/d = r (and hence q/d 7→ ϑ(Cd,q),
also by (1.17)). Continuity of q/d 7→ Θ(Cd,q) at non-integer points q/d seems hard to
prove and even continuity of q/d 7→ ϑ(Cd,q) at these points is not yet known, although
the latter function looks continuous (cf. Figure 1.3).
We also prove that the independent set achieving α(C35,14) = 14, one of the indepen-
dent sets used in our proof of Theorem 9.3.1, is unique up to Lee equivalence. Finally,
we give the mentioned independent set of size 367 in C57 , demonstrating the new lower
bound on Θ(C7). It is obtained by adapting an independent set of size 382 in C
5
108,382
which we found by computer, inspired by the construction used to prove “ ≥ ” in (1.18).
1.5 An overarching theme: independent sets in graph
products
We describe a framework which encompasses the main objects studied in this thesis. First
we describe two graph products. Let G = (V,E) and H = (V ′, E ′) be graphs.
The Cartesian product G  H is the graph with vertex set V × V ′ in which two
distinct vertices (u, u′) and (v, v′) are adjacent if either uv ∈ E and u′ = v′, or u = v
and u′v′ ∈ E ′. For n ∈ N, write
Gn := GG . . . G︸ ︷︷ ︸
n times
.
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So two distinct vertices (u1, . . . , un) and (v1, . . . , vn) of G
n are adjacent if and only if
there is an i ∈ {1, . . . , n} such that uivi ∈ E, and uj = vj for all j 6= i.
The strong product GH is the graph with vertex set V × V ′ in which two distinct
vertices (u, u′) and (v, v′) are adjacent if (u = v or uv ∈ E) and (u′ = v′ or u′v′ ∈ E ′).
For n ∈ N, write
Gn := GG . . .G︸ ︷︷ ︸
n times
.
Note that this definition coincides with the definition of Gn given in Section 1.4, since
two distinct vertices (u1, . . . , un) and (v1, . . . , vn) of G
n are adjacent if and only if for
each i ∈ {1, . . . , n} one has either ui = vi or uivi ∈ E.
For any connected graph G = (V,E) and u, v ∈ V , let dG(u, v) denote the smallest
length (in edges) of a path between u and v in G. So dG : V × V → R≥0 is a metric,
and (V, dG) is a metric space. Then, cf. (1.13),
dGn = (dG)1 and dGn = (dG)∞. (1.19)
Define the number
αd(G) := max{|U | | U ⊆ V, dG(u, v) ≥ d for all distinct u, v ∈ U}. (1.20)
So α2(G) = α(G). Let Kq denote the complete graph on q vertices, and let Cq denote the
circuit on q vertices. Then
Aq(n, d) = αd(K
n
q ),
ALq (n, d) = αd(C
n
q ),
AL∞q (n, d) = α(C
n
d,q ) = αd(C
n
q ).
So the main objects studied in this thesis are all of the form αd(G
n), where G ∈ {Cq, Kq},
and where Gn denotes either Gn or Gn. Only the parameter A(n, d, w) does not fit
directly into this framework. We have A(n, d, w) = αd(H), where H is the subgraph
of Kn2 induced by the vertices (u1, . . . , un) with ui = 1 for exactly w indices i ∈ {1, . . . , n}
(where the vertices of K2 are labeled with 0 and 1).
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1.7 Organization of the thesis
Here we give a description of the organization of the thesis into chapters, which includes
a summary of our contributions per chapter.
Chapter 2. Preliminaries. We give basic definitions and notation used throughout
the thesis. We will also introduce semidefinite programming, one of our main tools. The
last section is devoted to the definitions and results from representation theory used in
the symmetry reductions in this thesis.
Chapter 3. The main symmetry reduction. We give the main symmetry reduction
used in the semidefinite programs throughout the thesis. Suppose that G is a finite
group acting on a finite set Z and let n ∈ N. We consider the natural action of H :=
Gn o Sn on Zn. We show how to obtain a reduction Φ(M) of matrices M ∈ (CZn×Zn)H
to size polynomially bounded in n. The reduction can be derived from a manuscript of
Gijswijt [35], but we give a more direct method. Chapter 3 is a generalization of the
method of [52], which is joint work with Bart Litjens and Lex Schrijver.
Chapter 4. Semidefinite programming bounds for unrestricted codes. For
nonnegative integers q, n, d, let Aq(n, d) denote the maximum size of a code C ⊆ [q]n
with minimum (Hamming) distance at least d. In this chapter we give an SDP upper
bound on Aq(n, d) based on quadruples of codewords and we give a reduction of the size
of the matrices involved with the method of Chapter 3, so that the upper bound can
be computed in time bounded by a polynomial in n. We provide new upper bounds
on Aq(n, d) for five triples (q, n, d), that were obtained with this SDP. Chapter 4 is based
on joint work with Bart Litjens and Lex Schrijver [52].
Chapter 5. New nonbinary code bounds based on divisibility arguments.
We give a divisibility argument that results in new upper bounds on Aq(n, d): we find
that A5(8, 6) ≤ 65, A4(11, 8) ≤ 60 and A3(16, 11) ≤ 29. The divisibility argument builds
upon the work of Plotkin [67]. Our main result in this chapter is the following. Suppose
that q, n, d,m are positive integers with q ≥ 2, such that d = m(qd− (q− 1)(n− 1)), and
such that n− d does not divide m(n− 1). If r ∈ {1, . . . , q − 1} satisfies
n(n− 1− d)(r − 1)r < (q − r + 1)(qm(q + r − 2)− 2r),
then Aq(n, d) < q
2m− r.
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In the last part of Chapter 5, we prove that for µ, q ∈ N, there is a 1-1-correspondence
between symmetric (µ, q)-nets (which are certain designs) and codes C ⊆ [q]µq of size µq2
with minimum distance at least µq − µ. We derive the new upper bounds A4(9, 6) ≤ 120
and A4(10, 6) ≤ 480 from these ‘symmetric net’ codes.
Chapter 5 is self-contained and does not use SDP or representation theory, but
entirely relies on basic combinatorics. Chapter 5 is based on [69].
Chapter 6. Semidefinite programming bounds for constant weight codes. For
nonnegative integers n, d, w, let A(n, d, w) be the maximum size of a code C ⊆ {0, 1}n
with constant weight w and minimum distance at least d. We consider two SDP up-
per bounds based on quadruples of code words that yield several new upper bounds
on A(n, d, w) and we show that they can be computed in polynomial time by applying
symmetry reductions with the method of Chapter 3. The new upper bounds imply the
exact values A(22, 8, 10) = 616 and A(22, 8, 11) = 672. Lower bounds on A(22, 8, 10)
and A(22, 8, 11) are obtained from the (n, d) = (22, 7) shortened binary Golay code of
size 2048. It can be concluded that the shortened binary Golay code is a union of con-
stant weight w codes of sizes A(22, 8, w). Chapter 6 is based on [70].
Chapter 7. Uniqueness of codes using semidefinite programming. With semidef-
inite programming, some upper bounds on A(n, d, w) have recently been obtained that are
equal to the best known lower bounds: it has been established that A(23, 8, 11) = 1288
(see [81]), and that A(22, 8, 11) = 672 and A(22, 8, 10) = 616 (see Chapter 6). We show
using the output of the corresponding semidefinite programs that the corresponding codes
of maximum size are unique up to coordinate permutations for these n, d, w.
For unrestricted (non-constant weight) binary codes, the bound A(n, d) = A(20, 8) ≤
256 was obtained by Gijswijt, Schrijver and Mittelmann in [37], implying that the quadru-
ply shortened extended binary Golay code of size 256 is optimal. Up to equivalence the
optimal binary codes attaining A(24 − i, 8) = 212−i for i = 0, 1, 2, 3 are unique, namely
they are the i times shortened extended binary Golay codes [20]. We show that there ex-
ist several nonequivalent optimal codes achieving A(20, 8) = 256. We classify such codes
under the additional condition that all distances are divisible by 4, and find 15 such codes.
Chapter 7 is based on joint work with Andries Brouwer [25].
Chapter 8. Semidefinite programming bounds for Lee codes. For q, n, d ∈ N,
let ALq (n, d) denote the maximum cardinality of a code C ⊆ Znq with minimum Lee
distance at least d, where Zq denotes the cyclic group of order q. We consider an SDP
upper bound based on triples of codewords, which bound can be computed efficiently using
symmetry reductions with the method of Chapter 3, resulting in several new upper bounds
on ALq (n, d). We also give constructions for obtaining lower bounds and derive uniqueness
of two instances: AL5 (7, 9) = 15 and A
L
6 (4, 6) = 18, using the SDP output. The code
achieving AL5 (7, 9) = 15 is obtained by arranging 15 girls 7 days in succession into triples
in a special way, which is different from but connects to Kirkman’s schoolgirl problem.
Chapter 8 is based on [71], except for the constructions and uniqueness of AL5 (7, 9) = 15
and AL6 (4, 6) = 18, which are new.
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Chapter 9. The Shannon capacity of circular graphs. We consider the Shannon
capacity Θ(Cd,q) of circular graphs Cd,q. The circular graph Cd,q is the graph with vertex
set Zq (the cyclic group of order q) in which two distinct vertices are adjacent if and only
if their distance (mod q) is strictly less than d. The value of Θ(Cd,q) can be seen to only
depend on the quotient q/d. We show that the function q/d 7→ Θ(Cd,q) is continuous at
integer points q/d ≥ 3. We also prove that the independent set achieving α(C35,14) = 14,
one of the independent sets used in our proof, is unique up to Lee equivalence. Further-
more, we adapt the SDP bound of Chapter 8 to an upper bound on α(Cnd,q ) (see (1.15))
based on triples of codewords. The SDP bound does not seem to improve significantly
over the bound obtained from Lova´sz’s theta-function, except for very small n. Finally,
we give a new lower bound of 3671/5 on the Shannon capacity of the 7-cycle. Chapter 9
is based on joint work with Lex Schrijver, part of which can be found in [72].
Chapter 2
Preliminaries
Mathematics is the supreme judge;
from its decisions there is no appeal.
— Tobias Dantzig (1884–1956)
In this chapter we give the preliminaries on coding theory, semidefinite programming
and representation theory which are used in the other chapters. We start by introducing
notation and giving some basic definitions.
2.1 Notation and basic definitions
Sets and graphs. We denote the sets of nonnegative integers and nonnegative real
numbers by Z≥0 and R≥0, respectively. Moreover, we use the notation N := Z≥0 \ {0}.
For m ∈ Z≥0 we define [m] := {1, . . . ,m}. So [0] = ∅. If q ∈ N and Q := [q] denotes
an alphabet in coding theory, we follow the convention that [q] := {0, 1 . . . , q − 1} in this
context. We write Zq for the group of integers modulo q. Furthermore, we write |Z| for
the cardinality of a set Z.
A graph is a pair (V,E), where V is a finite set and E is a collection of unordered
pairs from V . The elements of V are called vertices and the elements of E are called
edges. Sometimes we will denote an edge {u, v} by uv. If G is a graph, we sometimes
write V (G) and E(G) for the vertex and edge sets of G, respectively. For q ∈ N, the
complete graph on q vertices is denoted by Kq, and the circuit on q vertices is denoted
by Cq. Finally, for q, d ∈ N with q ≥ 2d, we define the circular graph Cd,q to be the
graph with vertex set V (Cq) = Zq in which two distinct vertices are adjacent if and only
if their distance (mod q) is strictly less than d. We refer to Section 1.5 for definitions of
two often used graph products. Finally, we recall that U ⊆ V is called an independent
set in a graph G = (V,E) if for all e ∈ E, we have e * U . The maximum cardinality of
an independent set in G is the independent set number of G, denoted by α(G).
Free vector space and group algebra. If Z is a finite set and K is a field, we denote
by KZ the free vector space of Z over K. It consists of all K-linear combinations of
elements in Z, i.e., of all formal sums
∑
z∈Z λzz with λz ∈ K for all z ∈ Z. If
∑
z∈Z λzz
and
∑
z∈Z γzz are elements of KZ and α ∈ K, then(∑
z∈Z λzz
)
+
(∑
z∈Z γzz
)
=
∑
z∈Z(λz + γz)z and α
(∑
z∈Z λzz
)
=
∑
z∈Z(αλz)z.
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If V is a vector space, we denote by V ∗ its dual vector space. If KZ is the free vector
space of Z over K, the dual space (KZ)∗ = KZ is the vector space consisting of all
functions Z → K. If G is a finite (multiplicative) group, we write KG for the group
algebra of G over K. It is the free vector space KG equipped with the product from G,
extended bilinearly.
Matrices. For two finite sets Y, Z and a set R, we write RY×Z for the set of matrices
with entries in R whose rows and columns are indexed by the elements of Y and Z
respectively. We call an element of RY×Z an Y × Z matrix. It is a function Y × Z → R,
and if R = K is a field, it is an element of the function space KY×Z defined above.
Moreover, Rm×n = R[m]×[n] for nonnegative integers m,n, and we write RZ := RZ×1 =
RZ×[1].
For a matrix A ∈ CY×Z , the conjugate transpose of A is the Z × Y matrix A∗
with A∗i,j = Aj,i for i ∈ Z and j ∈ Y , where for any complex number z its complex
conjugate is denoted by z. If A ∈ CZ×Z with A = A∗, then A is called Hermitian. For
two matrices A,B ∈ CY×Z , their (trace) inner product 〈 , 〉 is defined as
〈A,B〉 = tr(B∗A) =
∑
i∈Y,j∈Z
Bi,jAi,j.
If A ∈ RY×Z , the transpose of A is the Z × Y matrix AT with ATi,j = Aj,i for i ∈ Z
and j ∈ Y . Finally, for n ∈ N we denote by In and Jn the n × n identity and all-ones
matrices, respectively.
Polynomials on a vector space. For a C-vector space V , we write O(V ) for the
coordinate ring of V . It is the algebra of functions p : V → C generated by elements
of the dual vector space V ∗ of V , i.e., the algebra consisting of all C-linear combinations
of products of elements from V ∗. An element of O(V ) is called a polynomial on V .
If p ∈ O(V ) is a C-linear combination in which each term is a constant times a product
of n elements of V ∗ (for a fixed integer n ∈ Z≥0), we call p homogeneous of degree n.
Moreover we write On(V ) := {p ∈ O(v) | p homogeneous of degree n}.
2.2 Coding theory
In this section we give the main definitions from coding theory used throughout the thesis.
Many definitions have already passed in Chapter 1, but for convenience of the reader we
restate them here.
The parameters Aq(n, d), A(n, d, w) and A
L
q (n, d). Suppose that Q is a finite set
of q ≥ 2 elements and fix a positive integer n. A word is an element of Qn and a (q-
ary) code is a subset C of Qn. So Q is our alphabet. We call elements of Q symbols
or letters. For two words u, v ∈ Qn, their (Hamming) distance dH(u, v) is the number
of i with ui 6= vi. For a code C ⊆ Qn, its minimum distance dmin(C) is the minimum
of dH(u, v) over all u, v ∈ C with u 6= v. If |C| ≤ 1, we set dmin(C) = ∞. Without loss
of generality we usually take Q := [q], where [q] denotes the set {0, . . . , q − 1} (in this
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context). Define, for any integer d,
Aq(n, d) := max{|C| | C ⊆ [q]n, dmin(C) ≥ d}. (2.1)
If q = 2 we often write A(n, d) instead of Aq(n, d). If C ⊆ [q]n with dmin(C) ≥ d, we
call C an (n, d)q-code, and if d = 2 simply an (n, d)-code. The weight of a word v ∈ [q]n
is wt(v) := dH(v,0), where 0 = 0 . . . 0 denotes the all-zeros word. A classical upper bound
on Aq(n, d) is the Delsarte bound in the Hamming scheme, which is given in (1.4).
Now, let Q := F2 = [2] = {0, 1} denote the binary alphabet. Here F2 denotes the
field of two elements. A (binary) constant weight code is a code C ⊆ Fn2 in which all words
have a fixed weight w. Define, for n, d, w ∈ N,
A(n, d, w) := max{|C| | C ⊆ Fn2 dmin(C) ≥ d, wt(v) = w for all v ∈ C}. (2.2)
If C ⊆ Fn2 is a constant weight w code with dmin(C) ≥ d, we call C an (n, d, w)-code. A clas-
sical upper bound on A(n, d, w) is the Delsarte bound in the Johnson scheme D(n, d, w).
It is defined as follows. We assume without loss of generality that d is even (as any two
weight w words have even distance) and that w ≤ n/2 (as A(n, d, w) = A(n, d, n − w)).
Define Ei to be the i-th Eberlein polynomial :
Ei(x) :=
i∑
j=0
(−1)j
(
x
j
)(
w − x
i− j
)(
n− w − x
i− j
)
, for 0 ≤ i ≤ w. (2.3)
Then A(n, d, w) ≤ D(n, d, w), where
D(n, d, w) := max
{∑w
i=0 a2i
∣∣ a0 = 1, a2 = a4 = . . . = ad−2 = 0, a2i ≥ 0 if d/2 ≤ i ≤ w,∑w
i=0
(
w
i
)−1(n−w
i
)−1
Ei(k)a2i ≥ 0 for all 0 ≤ k ≤ w
}
.
(2.4)
Finally, let Q := Zq. For two words u, v ∈ Znq , their Lee distance is dL(u, v) :=∑n
i=1 min{|ui− vi|, q−|ui− vi|}, where we consider ui and vi as integers in {0, . . . , q− 1}.
The minimum Lee distance dLmin(C) of a code C ⊆ Znq is the minimum of dL(u, v) taken
over all distinct u, v ∈ C. If |C| ≤ 1, we set dLmin(C) =∞. Define, for q, n, d ∈ N,
ALq (n, d) := max{|C| | C ⊆ Znq , dLmin(C) ≥ d}. (2.5)
If C ⊆ Znq with dLmin(C) ≥ d, we call C an (n, d)Lq -code. The Delsarte bound can be adapted
to the Lee scheme to obtain a linear programming upper bound on ALq (n, d) [4, 31].
Linear codes. Assume that Q is a field (often, Q = F2). A code C ⊆ Qn is called linear
if it is a linear subspace of Qn. So |C| = |Q|k, with k the dimension of C as a Q-vector
space. Any k × n matrix with a basis of C as rows is called a generator matrix of C.
If C ⊆ Fn2 is a linear code, the minimum distance of C is the minimum of the
nonzero weights of the words in C: if u, v ∈ C also u − v ∈ C and dH(u, v) = wt(u − v)
for all u, v ∈ C.
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Distance distribution. The distance distribution (ai)
n
i=0 of a nonempty code C ⊆ Qn
is the sequence (ai)
n
i=0 given by
ai := |C|−1 · |{(u, v) ∈ C × C | dH(u, v) = i}|, for i = 0, . . . , n.
The inequalities on the ai in the Delsarte bound (1.4) are satisfied by the distance distri-
bution (ai)
n
i=0 of any code C ⊆ Qn with dmin(C) ≥ d. Similarly, if C ⊆ Fn2 is a constant
weight w code with dmin(C) ≥ d, its distance distribution (a2i)wi=0 satisfies the inequalities
in the Delsarte bound in the Johnson scheme (2.4).
Equivalence of codes. Two q-ary codes C,D ⊆ [q]n are equivalent if D can be obtained
from C by first permuting the n coordinates and by subsequently permuting the alpha-
bet [q] in each coordinate separately, i.e., if there is a g ∈ Snq o Sn such that g · C = D.
Similarly, two binary constant weight codes C,D are equivalent if D can be obtained
from C by permuting the n coordinates. Two codes C,D ⊆ Znq are Lee equivalent if there
is a g ∈ Dnq o Sn such that g · C = D. Here Dq denotes the dihedral group of order 2q
(acting on Zq).
The binary (extended) Golay code. In Chapters 6 and 7, we will encounter the
(extended) binary Golay code. There exists a unique optimal code attaining A(23, 7) = 212
up to equivalence [32, 88]. This code is called the binary Golay code, discovered by Marcel
J.E. Golay [40]. It is perfect, i.e., the balls B(u) := {v ∈ F232 | dH(u, v) ≤ 3)} around
the codewords u ∈ C partition the vector space F232 . (This follows by counting, as for
any u ∈ C we have |B(u)| = 1+(23
1
)
+
(
23
2
)
+
(
23
3
)
= 211. Since |C| = 212 andB(u)∩B(v) = ∅
if u, v ∈ C with u 6= v, we conclude ∑u∈C |B(u)| = 212 · 211 = |F232 |.)
We will also need the extended binary Golay code. This is the code obtained from the
binary Golay code by adding a 24th parity check bit to every codeword, which is equal to
the sum (mod 2) of the original 23 bits of the respective codeword. So each codeword of
the extended binary Golay code has even weight. As two binary words with even weight
have even Hamming distance, and the binary Golay code has minimum distance 7 (which
is odd), the extended binary Golay code has minimum distance 8. The extended binary
Golay code is the unique binary code achieving A(24, 8) = 212, up to equivalence.
Usually, we assume that the (extended) binary Golay code has been chosen such as
to contain 0 = 0 . . . 0, the all-zeros word. Then both codes are linear. A generator matrix
of the extended binary Golay code is given in Figure 1.1 on page 8.
Also, we will encounter the i-times shortened (extended) binary Golay code (for i =
1, . . . , 4). Shortening of a code C means fixing a coordinate position (in {1, . . . , n}) of C,
taking the subcode of C consisting of all codewords having symbol 0 in this coordinate
position, and then deleting this fixed coordinate position of this subcode, resulting in a
code D. Note that D has word length n− 1 and that dmin(D) ≥ dmin(C). The code D is
obtained by shortening C.
Since the automorphism groups of the binary Golay and extended binary Golay codes,
the Mathieu groups M23 and M24, act 4- and 5-transitively on the coordinate positions
respectively (see [55]), the i-times shortened (extended) binary Golay code is well-defined
for i = 1, . . . , 4 (i.e., these codes do not depend on which coordinate position we chose as
‘fixed’ coordinate position in each shortening step).
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2.3 Semidefinite programming
Recall that a matrix A ∈ Cn×n is called Hermitian if A∗ = A. The eigenvalues of an
Hermitian matrix are real. Let A ∈ Cn×n. Then A is called positive semidefinite if A is
Hermitian and all eigenvalues of A are nonnegative. We use the notation A  0 to denote
that A is positive semidefinite. It is known that the following are equivalent:
(i) A  0,
(ii) A∗ = A and v∗Av ≥ 0 for all v ∈ Cn,
(iii) A = L∗L for some L ∈ Cn×n.
In case A is real, we may restrict v to real vectors in (ii) and L to real matrices in (iii).
Note that if A = L∗1L1 and B = L
∗
2L2 are positive semidefinite matrices, then
〈A,B〉 = tr(B∗A) = tr(L∗2L2L∗1L1) = tr(L1L∗2L2L∗1) = tr((L2L∗1)∗(L2L∗1)) ≥ 0, (2.6)
as (L2L
∗
1)
∗(L2L∗1) is positive semidefinite by (iii).
We now describe semidefinite programming. Let m,n ∈ Z≥0, b1, . . . , bm ∈ R and
let C,F1, . . . , Fm ∈ Rn×n be symmetric real matrices. A semidefinite program is an
optimization problem of the form
Maximize: b1z1 + . . .+ bmzm
subject to: M := C − (F1z1 + . . .+ Fmzm)  0. (2.7)
Here z1, . . . , zm are called the variables. Any (M, z) satisfying the constraints in (2.7) is
called a feasible solution to (2.7), with objective value b1z1+. . .+bmzm. The program (2.7)
has an associated dual program which reads
Minimize: 〈C,X〉
subject to: 〈Fi, X〉 = bi for all i = 1, . . . ,m,
X  0. (2.8)
Any X ∈ Rn×n satisfying the constraints in (2.8) is called a feasible solution to (2.8) with
objective value 〈C,X〉. Note that if (M, y) and X are feasible solutions to (2.7) and (2.8)
respectively, then
〈C,X〉 = 〈M +∑mi=1 Fizi, X〉 = 〈M,X〉+∑mi=1〈Fi, X〉zi = 〈M,X〉+∑mi=1 bizi
≥∑mi=1 bizi, (2.9)
where the inequality follows from (2.6). So the maximum in (2.7) is at most the minimum
in (2.8). This is called weak duality. Under a certain condition (called Slater’s condition),
which is satisfied in the cases when we apply SDP, even strong duality holds, that is, the
optimal values in (2.8) and (2.7) are equal. To exhibit upper bounds in coding theory
using semidefinite programs, we only need weak duality, i.e., the fact that a given feasible
dual solution has an objective value greater than or equal to the objective value of any
primal feasible solution.
Semidefinite programs can be solved approximately —up to any fixed precision— in
polynomial time by the ellipsoid method [41]. In practice more recent interior point meth-
ods [62] are preferred, which also run in polynomial time. See [91] for more information
about semidefinite programming.
22 Chapter 2. Preliminaries
2.4 Preliminaries on representation theory
In this section we give the definitions and notation from representation theory used
throughout the thesis. For more information, the reader can consult Sagan [77].
A group action of a group G on a set Z is a group homomorphism φ : G → SZ ,
where SZ is the group of bijections of Z to itself. If φ is a group action of a group G on
a set Z, we say that G acts on Z, and we write g · x := φ(g)(x) for all g ∈ G and x ∈ Z.
Moreover, we write ZG for the set of elements of Z invariant under the action of G. If Z
is a linear space, we restrict SZ to the linear bijections Z → Z. The action of G on a
finite set Z induces an action of G on the linear space CZ by linear extension. It also
induces an action on the linear space CZ , by (g · f)(z) := f(g−1 · z), for g ∈ G, f ∈ CZ
and z ∈ Z.
If G is a group acting on a finite dimensional complex vector space V , then V
is called a G-module. If V is a G-module and U ⊆ V is a G-invariant subspace, the
space U is called a submodule of V . If V and W are G-modules, then a G-homomorphism
(or: G-equivariant map) ψ : V → W is a linear map such that g · ψ(v) = ψ(g · v) for
all g ∈ G, v ∈ V . Two G-modules V and W are (G-)isomorphic or equivalent if there
exists a bijective G-homomorphism from V to W , which is also called a G-isomorphism.
A G-module V is called irreducible if V 6= {0} and the only submodules of V are {0}
and V itself. We write EndG(V ) for the centralizer algebra of the action of G on V , i.e.,
the algebra of G-equivariant maps V → V . We recall the well-known Schur’s Lemma,
which characterizes all G-equivariant maps between irreducible G-modules.
Lemma 2.4.1 (Schur’s Lemma). Let V and W be irreducible G-modules, and let f : V →
W be a G-equivariant map.
(i) If V and W are nonisomorphic, then f = 0.
(ii) If there exists a G-isomorphism φ : V → W , then f = λφ for some λ ∈ C.
LetG be a finite group acting on a finite dimensional complex vector space V . Then V
can be decomposed as V = V1⊕ . . .⊕Vk such that each Vi is a direct sum Vi,1⊕ . . .⊕Vi,mi
of irreducible G-modules with the property that Vi,j and Vi′,j′ are isomorphic if and only
if i = i′. The number k and the Vi are unique up to permuting indices. The G-modules
V1, . . . , Vk are called the G-isotypical components.
Now choose, for each i ≤ k and j ≤ mi, a nonzero vector ui,j ∈ Vi,j so that for each i
and all j, j′ ≤ mi there exists a G-isomorphism Vi,j → Vi,j′ mapping ui,j to ui,j′ . For
each i ≤ k, define Ui to be the mi-tuple (ui,1, . . . , ui,mi) of elements ui,j (j = 1, . . . ,mi).
(We order the elements of Ui for later purposes.)
Definition 2.4.2 (Representative set). Any set {U1, . . . , Uk} obtained in this way is called
a representative set for the action of G on V .
It is convenient to note that, since Vi,j is the linear space spanned by G · ui,j (for
each i, j), we have
V =
k⊕
i=1
mi⊕
j=1
CG · ui,j, (2.10)
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where CG denotes the complex group algebra of G. Moreover, note that
dim EndG(V ) = dim EndG
(
k⊕
i=1
mi⊕
j=1
Vi,j
)
=
k∑
i=1
m2i , (2.11)
by Schur’s lemma.
Proposition 2.4.3. Let G be a finite group acting on a finite dimensional complex vector
space V . Let k, m1, . . . ,mk ∈ N, and ui,j ∈ V for i = 1, . . . , k, j = 1, . . . ,mi. Then the
set
{ (ui,1, . . . , ui,mi) | i = 1, . . . , k} (2.12)
is representative for the action of G on V if and only if:
(i) V =
⊕k
i=1
⊕mi
j=1CG · ui,j,
(ii) ∀ i = 1, . . . , k and j, j′ = 1, . . . ,mi, there exists a G-isomorphism CG·ui,j → CG·ui,j′
mapping ui,j to ui,j′,
(iii)
∑k
i=1m
2
i ≥ dim(EndG(V )).
Proof. The implication “=⇒” follows from the definition and the above observations.
To prove “⇐=”, suppose that k,m1, . . . ,mk ∈ N, and that ui,j ∈ V for i = 1, . . . , k, j =
1, . . . ,mi, satisfy the three conditions from the lemma. Set Vi,j := CG·ui,j, for i = 1, . . . , k,
j = 1, . . . ,mi. Then by (i) and (ii) the Vi,j form a decomposition of V into G-modules
and Vi,j and Vi′,j′ are equivalent representations if i = i
′. In fact, by (iii) the Vi,j form
a decomposition of V into irreducible representations and Vi,j and Vi′,j′ are equivalent
representations if and only if i = i′, as any further representation, or decomposition, or
equivalence would yield that the sum of the squares of the multiplicities of the irreducible
representations is strictly larger than
∑k
i=1 m
2
i ≥ dim(EndG(V )), which is not possible.
So the set in (2.12) is representative for the action of G on V .
Let G be a finite group acting on a finite dimensional complex vector space V . Let 〈 , 〉
be a G-invariant inner product on V . (Note that any inner product 〈 , 〉 on V gives rise
to a G-invariant inner product 〈 , 〉G on V via the rule 〈x, y〉G :=
∑
g∈G〈g · x, g · y〉.)
If {U1, . . . , Uk} is a representative set for the action of G on V , define the map
Φ : EndG(V )→
k⊕
i=1
Cmi×mi with A 7→
k⊕
i=1
(〈Aui,j′ , ui,j〉)mij,j′=1 . (2.13)
Note that Φ is linear. An element A ∈ End(V ) is called positive semidefinite if 〈Av,w〉 =
〈v, Aw〉 for all v, w ∈ V and 〈Av, v〉 ≥ 0 for all v ∈ V .
Proposition 2.4.4. The map Φ is bijective. Moreover, for any A ∈ EndG(V ):
A is positive semidefinite ⇐⇒ Φ(A) is positive semidefinite. (2.14)
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Proof. It is a standard fact from representation theory that the G-isotypical components
V1, . . . , Vk are orthogonal with respect to 〈 , 〉. For each i = 1, . . . , k, the decomposi-
tion Vi = Vi,1⊕ . . .⊕Vi,mi of Vi into irreducible and mutually isomorphic G-modules is not
necessarily orthogonal, but there exists an orthogonal decomposition Vi = Wi,1⊕. . .⊕Wi,mi
of Vi into irreducible and mutually isomorphic G-modules (and Vi,j is isomorphic to Wi,j
for each i ∈ [k], j ∈ [mi]).
By Schur’s lemma, span{ui,1, . . . , ui,mi} = {Bui,1 | B ∈ EndG(V )}. For each i ∈ [k],
j ∈ [mi], take a wi,j ∈ ({Bui,1 | B ∈ EndG(V )} ∩Wi,j) such that 〈wi,j, wi,j〉 = 1. Then
there exists a G-invariant map Wi,j → Wi,j′ mapping wi,j to wi,j′ (for each i ∈ [k],
j, j′ ∈ [mi]). Moreover, for each i ∈ [k], the set {wi,1, . . . , wi,mi} is an orthonormal
basis for span{ui,1, . . . , ui,mi}. If P ∈ Cmi×mi is the invertible change-of-basis matrix
from {ui,1, . . . , ui,mi} to {wi,1, . . . , wi,mi}, then
(〈Aui,j′ , ui,j〉)mij,j′=1 = P ∗ (〈Awi,j′ , wi,j〉)mij,j′=1 P.
Hence, it suffices to prove the statements of the theorem for the linear map
Φ′ : EndG(V )→
k⊕
i=1
Cmi×mi with A 7→ Φ′(A) :=
k⊕
i=1
(〈Awi,j′ , wi,j〉)mij,j′=1
instead of Φ.
For each i ∈ [k], we write di := dimWi,1. Furthermore, for each i ∈ [k], j ∈ [mi],
let {wi,j,l | l ∈ [di]} be an orthonormal basis of Wi,j such that for each j, j′ there exists
a G-equivariant map Wi,j → Wi,j′ mapping wi,j,l to wi,j′,l for each l ∈ [di], and such
that wi,j,1 = wi,j. (The bases can be chosen in this way since any irreducible G-module
has a unique G-invariant inner product, up to scalar multiplication. This, in turn, is a
consequence of Schur’s Lemma.)
Then a direct computation (with Schur’s lemma) gives that, for i, i′ ∈ [k], j ∈ [mi],
j′ ∈ [mi′ ], l ∈ [di], l′ ∈ [di′ ]:
〈Awi′,j′,l′ , wi,j,l〉 =
{
〈Awi,j′ , wi,j〉 if i = i′ and l = l′,
0 otherwise.
(2.15)
Since {wi,j,l | i ∈ [k], j ∈ [mi], l ∈ [di]} is a basis of V , the linear map A is positive
semidefinite if and only if the matrix
M := (〈Awi′,j′,l′ , wi,j,l〉)i∈[k],l∈[di],j∈[mi],i′∈[k],l′∈[di′ ],j′∈[mi′ ]
is positive semidefinite, and A = 0 if and only if M = 0. By (2.15), the matrix M is the
direct sum
M =
k⊕
i=1
di⊕
l=1
(〈Awi,j′ , wi,j〉)mij,j′=1,
and M contains di identical blocks (for i = 1, . . . , k). So A is positive semidefinite if and
only if Φ′(A) is positive semidefinite. Moreover, A = 0 if and only if Φ′(A) = 0, so Φ′
is injective. Bijectivity of Φ′ now follows from the fact that dim EndG(V ) =
∑k
i=1m
2
i =
dim(⊕ki=1Cmi×mi).
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This result is basic in our symmetry reductions. Firstly, dim(EndG(V )) =
∑k
i=1m
2
i ,
which can be considerably smaller than dimV . Secondly, any A ∈ EndG(V ) is positive
semidefinite if and only if the image Φ(A) is positive semidefinite, i.e., if and only if each
of the matrices (〈Aui,j′ , ui,j〉)mij,j′=1 is positive semidefinite.
We will often apply the previous theory to the following situation. Suppose that G
is a finite group acting on a finite set Z, hence on V := CZ . Consider the standard
inner product 〈x, y〉 := y∗x for x, y ∈ CZ , where y∗ denotes the conjugate transpose
of y ∈ CZ . This inner product is G-invariant, since for each g ∈ G the Z × Z matrix Lg
with g · x = Lgx for all x ∈ V is unitary, since in this case Lg is a permutation matrix.
Definition 2.4.5 (Representative set for the action of G on Z). We call any representative
set {U1, . . . , Uk} for the action of G on V = CZ induced by the action of G on Z a
representative set for the action of G on Z.
Let {U1, . . . , Uk} be a representative set for the action of G on Z. Then each Ui is an
ordered set of mi elements from CZ (for i = 1, . . . , k), hence it is a Z×mi matrix. We will
often call {U1, . . . , Uk} a representative matrix set for the action of G on Z (or on CZ).
Moreover, we will regularly write Ui = [ui,1, . . . , ui,mi ] instead of Ui = (ui,1, . . . , ui,mi), to
emphasize the fact that Ui is a matrix (here i = 1, . . . , k).
The action of G on Z induces an action of G on Z×Z, hence on CZ×Z . So (CZ×Z)G
is the algebra of complex Z × Z-matrices invariant under the action of G on Z × Z.
Since for each g ∈ G there is a permutation Z × Z matrix Lg such that g · x = Lgx
for all x ∈ CZ , the algebra (CZ×Z)G can be identified with the algebra EndG(CZ) of G-
equivariant maps CZ → CZ . Since {U1, . . . , Uk} is a representative matrix set for the
action of G on CZ , (2.13) implies that
Φ : (CZ×Z)G →
k⊕
i=1
Cmi×mi with A 7→
k⊕
i=1
U∗i AUi (2.16)
is bijective.
It turns out that all representative sets determined in this thesis consist of real
matrices. Then
Φ(A) =
k⊕
i=1
UTi AUi for A ∈ (RZ×Z)G, and Φ
(
(RZ×Z)G
)
=
k⊕
i=1
Rmi×mi . (2.17)
Also, A ∈ (RZ×Z)G is positive semidefinite if and only if each of the matrices UTi AUi
is positive semidefinite (i = 1, . . . , k). As mentioned, this is very useful for checking
whether A is positive semidefinite.
Finally, we note that if G1 and G2 are finite groups and if {U (1)1 , . . . , U (1)k1 } and
{U (2)1 , . . . , U (2)k2 } are representative matrix sets for the actions of G1 and G2 on finite
sets Z1 and Z2 respectively, then{
U
(1)
i ⊗ U (2)j | i = 1, . . . , k1, j = 1, . . . , k2
}
(2.18)
is representative for the action of G1 × G2 on Z1 × Z2. Moreover, if M1 ∈ (CZ1×Z1)G1 ,
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M2 ∈ (CZ2×Z2)G2 , and i ∈ [k1], j ∈ [k2], then((
U
(1)
i ⊗ U (2)j
)T
(M1 ⊗M2)
(
U
(1)
i ⊗ U (2)j
))
(a,b),(a′,b′)
=
(
U
(1)
i (a)⊗ U (2)j (b)
)T
(M1 ⊗M2)
(
U
(1)
i (a
′)⊗ U (2)j (b′)
)
=
(
U
(1)
i (a)
TM1U
(1)
i (a
′)
)(
U
(2)
j (b)
TM2U
(2)
j (b
′)
)
. (2.19)
So the entries in the matrix blocks of Φ(M1 ⊗M2) are products of entries in the matrix
blocks of Φ(M1) and Φ(M2). This will be useful in explicitly calculating the blocks.
2.4.1 A representative set for the action of Sn on V
⊗n
Fix n ∈ N and a finite-dimensional vector space V . We consider the natural action of the
symmetric group Sn on V
⊗n by permuting the indices. Based on classical representation
theory of the symmetric group, we describe a representative set for the action of Sn
on V ⊗n. It will be used repeatedly in the reductions throughout this thesis.
A partition λ of n is a sequence (λ1, . . . , λh) of natural numbers with λ1 ≥ . . . ≥
λh > 0 and λ1 + . . . + λh = n. The number h is called the height of λ. We write λ ` n
if λ is a partition of n. The Young shape (or Ferrers diagram) Y (λ) of λ is the set
Y (λ) := {(i, j) ∈ N2 | 1 ≤ j ≤ h, 1 ≤ i ≤ λj}. (2.20)
(Here French notation is used, cf. [73].) Fixing an index j0 ≤ h, the set of elements (i, j0)
(for 1 ≤ i ≤ λj0) in Y (λ) is called the j0-th row of Y (λ). Similarly, fixing an element i0 ≤
λ1, the set of elements (i0, j) (where j varies) in Y (λ) is called the i0-th column of Y (λ).
Then the row stabilizer Rλ of λ is the group of permutations P of Y (λ) with P (L) = L for
each row L of Y (λ). Similarly, the column stabilizer Cλ of λ is the group of permutations P
of Y (λ) with P (L) = L for each column L of Y (λ).
A Young tableau with shape λ (also called a λ-tableau) is a function τ : Y (λ) → N.
A Young tableau with shape λ is semistandard if the entries are nondecreasing in each
row and strictly increasing in each column. Let Tλ,m be the collection of semistandard
λ-tableaux with entries in [m]. Then Tλ,m 6= ∅ if and only if m is at least the height of λ.
We write τ ∼ τ ′ for λ-tableaux τ, τ ′ if τ ′ = τr for some r ∈ Rλ.
Let B = (B(1), . . . , B(m)) be an ordered basis of V . For any τ ∈ Tλ,m, define
uτ,B :=
∑
τ ′∼τ
∑
c∈Cλ
sgn(c)
⊗
y∈Y (λ)
B (τ ′(c(y))) ∈ V ⊗n. (2.21)
Here the Young shape Y (λ) is ordered by concatenating its rows. Then (cf. [77] and [52])
the set
{ (uτ,B | τ ∈ Tλ,m) | λ ` n} , (2.22)
is a representative set for the natural action of Sn on V
⊗n, for any ordering of the elements
of Tλ,m. So if Z is a finite set and V = CZ , then (2.22) gives a representative set for the
natural action of Sn on Z
n via the natural isomorphism CZn ∼= (CZ)⊗n.
Chapter 3
Main symmetry reduction
Beauty is bound up with symmetry.
— Hermann Weyl (1885–1955)
Suppose that G is a finite group acting on a finite set Z and let n ∈ N. We consider
the natural action of H := Gn o Sn on Zn. If U1, . . . , Uk form a representative set of
matrices for the action of H on Zn, then with (2.13) we obtain a reduction Φ(M) of
matrices M ∈ (CZn×Zn)H to size polynomially bounded in n.
First, we give in Section 3.1 a representative set for the action of H = GnoSn on V ⊗n
(for any finite dimensional complex vector space V ), with the help of the representative
set for the natural action of Sn on V
⊗n from Section 2.4.1. Here we assume that a
representative set B = {B1, . . . , Bk} for the action of G on V is given. If the given
representative set is real, also the representative set for the action of H on V ⊗n turns out
to be real. So if V = CZ , then our method yields a representative set for the action of H
on Zn via the natural isomorphism CZn ∼= (CZ)⊗n = V ⊗n.
Subsequently, we show in Section 3.2 how to compute Φ(M) in polynomial time. In
Section 3.3 we give a generalization to groups of the form (Gj11 o Sj1)× . . .× (Gjss o Sjs)
acting on sets of the form Zj11 × . . .×Zjss . The chapter is concluded with two appendices.
The first appendix gives two subroutines to compute a polynomial used in the computation
of Φ(M). In the second appendix we show as an illustration how to apply the symmetry
reduction of this chapter to the matrix occurring in the analytical definition of the Delsarte
bound for error-correcting codes with the Hamming distance.
The reduction explained in this chapter can also be derived from a manuscript of
Gijswijt [35], but we give a more direct approach. Our method is a generalization of the
method of [52], which is joint work with Bart Litjens and Lex Schrijver.
3.1 A representative set for the action of Gn o Sn
on V ⊗n
Let G be a finite group acting on a finite dimensional vector space V . Suppose that a
representative set B = {B1, . . . , Bk} for the action of G on V is given. Here each Bi is
an ordered mi-tuple of elements from V , for some integers m1, . . . ,mk.
Let n ∈ N and let N be the collection of all k-tuples (n1, . . . , nk) of nonnegative
integers adding up to n. For n = (n1, . . . , nk) ∈N , let λ ` n mean that λ = (λ1, . . . , λk)
with λi ` ni for i = 1, . . . , k. (So each λi is equal to a partition (λi,1, . . . , λi,hi) of ni, for
some hi.) Define m := (m1, . . . ,mk).
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For λ ` n define
Tλ,m := Tλ1,m1 × · · · × Tλk,mk , (3.1)
and for τ = (τ1, . . . , τk) ∈ Tλ,m define
uτ,B :=
k⊗
i=1
uτi,Bi =
k⊗
i=1
∑
τ ′i∼τi
∑
ci∈Cλi
sgn(ci)
⊗
y∈Y (λi)
Bi (τ
′
i(ci(y))) ∈ V ⊗n. (3.2)
Proposition 3.1.1. The set
{ (uτ,B | τ ∈ Tλ,m) | n ∈N ,λ ` n} (3.3)
is representative for the action of H := GnoSn on V ⊗n (for any ordering of the elements
of Tλ,m).
Proof. For i = 1, . . . , k, let Li denote the C-linear space spanned by Bi(1), . . . , Bi(mi).
Then
V ⊗n
(2.10)
=
(
k⊕
i=1
mi⊕
j=1
CG ·Bi(j)
)⊗n
= CSn ·
⊕
n∈N
k⊗
i=1
(
mi⊕
j=1
CG ·Bi(j)
)⊗ni
= CSn · (CG)⊗n ·
⊕
n∈N
k⊗
i=1
L⊗nii
(2.10), (2.22)
= CH ·
⊕
n∈N
k⊗
i=1
⊕
λi`ni
⊕
τi∈Tλi,mi
CSni · uτi,Bi
=
⊕
n∈N
⊕
λ`n
⊕
τ∈Tλ,m
CH · uτ,B. (3.4)
Now for each n,λ and τ ,σ ∈ Tλ,m, there is an H-isomorphism CH · uτ,B → CH · uσ,B
bringing uτ,B to uσ,B, since for each i = 1, . . . , k, setting Hi := G
ni o Sni , there is
an Hi-isomorphism CHi · uτi,Bi → CHi · uσi,Bi , since for each j, j′ ∈ [mi] there is a G-
isomorphism CG ·Bi(j)→ CG ·Bi(j′) and by the results in Section 2.4.1, there is an Sni-
isomorphism CSni · uτi,Bi → CSni · uσi,Bi . Hence (where Symt(X) := (X⊗t)St for any
t ∈ Z≥0 and any linear space X, with the natural action of St on X⊗t)
dim
(
(V ⊗n ⊗ V ⊗n)H) ≥∑
n∈N
∑
λ`n
|Tλ,m|2 =
∑
n∈N
∑
λ`n
k∏
i=1
|Tλi,mi |2
=
∑
n∈N
k∏
i=1
∑
λi`ni
|Tλi,mi |2 =
∑
n∈N
k∏
i=1
dim Symni(C
mi ⊗ Cmi),
where the last equality follows from the fact that the set in (2.22) is representative for
the action of Sni on (Cmi)⊗ni . So
dim
(
(V ⊗n ⊗ V ⊗n)H) ≥∑
n∈N
k∏
i=1
dim Symni(C
mi ⊗ Cmi)
=
∑
n∈N
k∏
i=1
(
m2i + ni − 1
ni − 1
)
=
(∑k
i=1m
2
i + n− 1
n− 1
)
= dim Symn((V ⊗ V )G)
= dim
(
(V ⊗n ⊗ V ⊗n)H) , (3.5)
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as
∑k
i=1m
2
i = dim((V ⊗ V )G). So we have equality throughout in (3.5), and hence each
CH ·uτ,B is irreducible, and if λ 6= λ′, then for each τ ∈ Tλ,m and τ ′ ∈ Tλ′,m, the spaces
CH · uτ,B and CH · uτ ′,B are not H-isomorphic.
Note that the representative set in (3.3) is real if we start with a real representative set
B = {B1, . . . , Bk}. Moreover, if G is a finite group acting on a finite set Z and V = CZ ,
then (3.3) gives a representative set for the action of Gn o Sn on Zn via the natural
isomorphism CZn ∼= (CZ)⊗n = V ⊗n.
3.2 Computation
If G is a finite group acting on a finite set Z, we often tacitly identify CZ and CZ = (CZ)∗
via the standard inner product.1 It will turn out that we only need this identification for
real vectors.
Let G be a finite group acting on a finite set Z, hence on Z×Z. Set Λ := (Z×Z)/G
and W := (CZ ⊗ CZ)G. For each P ∈ Λ, define
aP :=
∑
(x,y)∈P
x⊗ y ∈ W. (3.6)
Then the set A := {aP |P ∈ Λ} is a basis of W .
Let n ∈ N and set again H := Gn o Sn. There is a natural bijection Λn/Sn →
(Z × Z)n/H given by
ω 7→ {P1 × · · · × Pn | (P1, . . . , Pn) ∈ ω}, (3.7)
for ω ∈ Λn/Sn. For each ω ∈ Λn/Sn, let Kω be the adjacency matrix of ω, i.e., the Zn×Zn
matrix with
(Kω)(α,β) :=
{
1 if (α, β) ∈ ω,
0 otherwise,
(3.8)
for α, β ∈ Zn. Using the natural identification of Zn × Zn and (Z × Z)n, we have
Kω =
∑
(P1,...,Pn)∈ω
aP1 ⊗ · · · ⊗ aPn ∈ W⊗n. (3.9)
Then any matrix in (CZn×Zn)H can be written as
M(z) :=
∑
ω∈Λn/Sn
z(ω)Kω, for z : Λ
n/Sn → C.
A representative matrix set for the action of H on Zn is given by (3.3) (with V := CZ).
Given n ∈N , for each λ ` n we write Uλ for the matrix in (3.3) that corresponds with λ.
For any z : Λn/Sn → C we obtain with (2.16) that
Φ(M(z)) = Φ
 ∑
ω∈Λn/Sn
z(ω)Kω
 = ⊕
n∈N
⊕
λ`n
∑
ω∈Λn/Sn
z(ω)U∗λKωUλ. (3.10)
1The standard inner product on the free vector space CZ is the unique inner product (linear in the first
coordinate, conjugate-linear in the second coordinate) on CZ with respect to which Z is an orthonormal
basis.
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The matrices M(z) we consider in this thesis are all real. Moreover, in all our
applications the representative sets turn out to be real, i.e., all Uλ are real matrices. So
we can write UTλ instead of U
∗
λ. In the remainder of this chapter, we assume that M(z)
and all Uλ are real matrices. We leave the adaptations for the case that Uλ is not real to
the reader.
So in our case, for any z : Λn/Sn → R we obtain with (2.17) that
Φ(M(z)) = Φ
 ∑
ω∈Λn/Sn
z(ω)Kω
 = ⊕
n∈N
⊕
λ`n
∑
ω∈Λn/Sn
z(ω)UTλKωUλ. (3.11)
Fixing G and Z, the number of n ∈N , λ ` n, and the numbers |Tλ,m| and |Λn/Sn|
are all bounded by a polynomial in n. This implies that the number of blocks in (3.11),
the size of each block and the number of variables occurring in all blocks are polynomially
bounded in n.
We still need to show how to compute the entries in the blocks
∑
ω∈Λn/Snz(ω)U
T
λKωUλ
for n ∈N , λ ` n in (3.11) in polynomial time, since the orders of uτ,B, uσ,B and Kω are
exponential in n. That is, we must compute
∑
ω∈Λn/Sn z(ω)u
T
τ,BKωuσ,B, for τ ,σ ∈ Tλ,m,
λ ` n and n ∈N .
How to compute uTτ,BKωuσ,B
First we examine a relation between Sn-orbits on Λ
n and monomials of degree n expressed
in the dual basis A∗ of A, which will be used in the computations.
For each ω ∈ Λn/Sn, the monomial µ(ω) is defined as
µ(ω) := a∗P1 · · · a∗Pn ∈ On(W ), (3.12)
where (P1, . . . , Pn) is an arbitrary element of ω (this does not depend on the choice of
(P1, . . . , Pn)). Note that this gives a bijection between Λ
n/Sn and the set of degree n
monomials expressed in the basis A∗.
Let w 7→ ŵ be the linear function (W ∗)⊗n → On(W ) satisfying
(w∗1 ⊗ · · · ⊗ w∗n) 7→ w∗1 · · ·w∗n
for all w∗1, . . . , w
∗
n ∈ W ∗.
Define for i = 1, . . . , k, the mi ×mi matrix Fi ∈ (W ∗)mi×mi by
(Fi)j,h := (Bi(j)⊗Bi(h))|W =
∑
P∈Λ
(Bi(j)⊗Bi(h))(aP )a∗P . (3.13)
For any n′,m′ ∈ Z≥0, λ ` n′, and τ, σ ∈ Tλ,m′ , define the polynomial pτ,σ ∈ C[xj,h | j, h =
1, . . . ,m′] by
pτ,σ(X) :=
∑
τ ′∼τ
σ′∼σ
∑
c,c′∈Cλ
sgn(cc′)
∏
y∈Y (λ)
xτ ′c(y),σ′c′(y), (3.14)
for X = (xj,h)
m′
j,h=1 ∈ Cm′×m′ . This polynomial can be computed (expressed as a lin-
ear combination of monomials in xj,h) in polynomial time, as proven in [35, 52] — see
Section 3.4.1.
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Proposition 3.2.1. We have∑
ω∈Λn/Sn
(
uTτ,BKωuσ,B
)
µ(ω) =
k∏
i=1
pτi,σi(Fi). (3.15)
Proof. For each ω ∈ Λn/Sn we can write uTτ,BKωuσ,B = (uτ,B ⊗ uσ,B)(Kω), using the
fact that uτ,B,uσ,B ∈ ((CZ)⊗n)∗ and Kω ∈ (CZ)⊗n ⊗ (CZ)⊗n. Set
f := (uτ,B ⊗ uσ,B)|W⊗n =
k⊗
i=1
∑
τ ′i∼τi
σ′i∼σi
∑
ci,c′i∈Cλi
sgn(cic
′
i)
⊗
y∈Y (λi)
(Fi)τ ′iciy, σ′ic′iy.
Then, as Kω ∈ W⊗n,∑
ω∈Λn/Sn
(uτ,B ⊗ uσ,B)(Kω)µ(ω) =
∑
ω∈Λn/Sn
f(Kω)µ(ω)
(3.9), (3.12)
=
∑
(P1,...,Pn)∈Λn
f(aP1 ⊗ · · · ⊗ aPn) a∗P1 · · · a∗Pn
=
∑
(P1,...,Pn)∈Λn
f(aP1 ⊗ · · · ⊗ aPn) a∗P1 ⊗ . . .⊗ a∗Pn
∧
= f̂
=
k∏
i=1
∑
τ ′i∼τi
σ′i∼σi
∑
ci,c′i∈Cλi
sgn(cic
′
i)
∏
y∈Y (λi)
(Fi)τ ′iciy, σ′ic′iy
=
k∏
i=1
pτi,σi(Fi),
which gives the desired equality.
So it remains to compute the entries of the matrices Fi, i.e., to express each (Bi(j)⊗
Bi(h))|W as a linear function into the basis A∗. So we must calculate the numbers (Bi(j)⊗
Bi(h))(aP ) for all i = 1, . . . , k and j, h = 1, . . . ,mi, and P ∈ Λ.
Now one computes the entry
∑
ω∈Λn/Sn z(ω)u
T
τ,BKωuσ,B by replacing each monomial
µ(ω) in
∏k
i=1 pτi,σi(Fi) with the variable z(ω).
3.3 Generalization: multiple Zi and Gi
Let s ∈ N be fixed. For i = 1, . . . , s, let Gi be a finite group acting on a finite set Zi and
let ji ∈ N be such that j1 + . . .+ js = n. Set
H := (Gj11 o Sj1)× . . .× (Gjss o Sjs) and R := Zj11 × . . .× Zjss . (3.16)
For i = 1, . . . , s, let Λi := (Zi × Zi)/Gi and Wi := (CZi ⊗ CZi)Gi . By (3.7), there is
a natural bijection Λjii /Sji → (Zi×Zi)ji/(Gjii o Sji) for each i = 1, . . . , s. Also, there is a
bijection
s∏
i=1
(
(Zi × Zi)ji/(Gjii o Sji)
)→ R2/H,
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obtained by identifying (Z1 × Z1)j1 × . . . × (Zs × Zs)js and R2 in the natural way. So
this gives is a bijection between the set (Λj11 /Sj1)× . . .× (Λjss /Sjs) and the set of H-orbits
on R2. So we can write each ω ∈ R2/H as
ω = ω1 × . . .× ωs, where ωi ∈ Λjii /Sji for each 1 ≤ i ≤ s. (3.17)
For each P ∈ Λi, define aP :=
∑
(x,y)∈P x⊗ y ∈ Wi. Then the set Ai := {aP | P ∈ Λi} is
a basis of Wi. As before, let for each orbit ωi ∈ Λjii /Sji the matrix K(i)ωi be the adjacency
matrix of ωi, i.e., the Z
ji
i × Zjii matrix with
(K(i)ωi )α,β :=
{
1 if (α, β) ∈ ωi,
0 otherwise,
(3.18)
for α, β ∈ Zji . Using the natural identification of Zjii × Zjii and (Zi × Zi)ji , we have
K(i)ωi =
∑
(P1,...,Pji )∈ωi
aP1 ⊗ · · · ⊗ aPji ∈ W
⊗ji
i . (3.19)
Next, we define for each ω ∈ R2/H the R×R adjacency matrix Kω of ω by
(Kω)α,β :=
{
1 if (α, β) ∈ ω,
0 otherwise,
(3.20)
for α, β ∈ R. So
Kω = K
(1)
ω1
⊗ . . .⊗K(s)ωs , (3.21)
if ω = ω1 × . . .× ωs. The matrix M(z) :=
∑
ω∈R2/H z(ω)Kω (for any z : R
2/H → R) can
be reduced to size polynomially bounded in n. We sketch the reduction.
With Proposition 3.1.1, we obtain representative sets for the separate actions of of
Gjii o Sji on Z
ji
i , for each i = 1, . . . , s. Subsequently, with (2.18) we find a representative
set for the action of (Gj11 o Sj1) × . . . × (Gjss o Sjs) on (CZ
j1
1 ) ⊗ . . . ⊗ (CZjss ) ∼= CR. The
computation of Φ(M(z)) now entirely follows from (2.19) in combination with the results
described in Section 3.2, as
(u1 ⊗ . . .⊗ us)T
(
K(1)ω1 ⊗ . . .⊗K(s)ωs
)
(v1 ⊗ . . .⊗ vs) =
s∏
i=1
(
uTi K
(i)
ωi
vi
)
, (3.22)
for all vectors ui, vi ∈ CZ
ji
i ∼= (CZi)⊗ji .
3.4 Appendices
3.4.1 Appendix 1: Two algorithms to compute pτ,σ
For any n,m ∈ Z≥0, λ ` n, and τ, σ ∈ Tλ,m, recall that the polynomial pτ,σ ∈ C[xj,h |
j, h = 1, . . . ,m] is defined by
pτ,σ(X) :=
∑
τ ′∼τ
σ′∼σ
∑
c,c′∈Cλ
sgn(cc′)
∏
y∈Y (λ)
xτ ′c(y),σ′c′(y) (as in (3.14)),
forX = (xj,h)
m
j,h=1 ∈ Cm×m. Note that in this way pτ,σ(X) is described with an exponential
number of terms. However:
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Proposition 3.4.1. Expressing pτ,σ(X) as a linear combination of monomials can be
done in time polynomial in n, for fixed m.
Proof. First observe that
pτ,σ(X) = |Cλ|
∑
τ ′∼τ
σ′∼σ
∑
c∈Cλ
sgn(c)
∏
y∈Y (λ)
xτ ′(y),σ′c(y)
= |Cλ|
∑
τ ′∼τ
σ′∼σ
λ1∏
i=1
det((xτ ′(i,j),σ′(i,j′))
λ∗i
j,j′=1).
(λ∗ is the dual partition of λ; that is, λ∗i is the height of column i.)
For fixed m, when n grows, there will be several columns of Y (λ) that are the same
both in τ ′ and in σ′. More precisely, for given τ ′, σ′ let the ‘count function’ κ be defined
as follows: for t ∈ Z≥0 and v, w ∈ [m]t, κ(v, w) is the number of columns i of height t
such that τ ′(i, j) = vj and σ′(i, j) = wj for all j = 1, . . . , t. Furthermore, write for each
j ≤ h := height(λ) and each s ∈ [m]:
r(s, j) := # symbols s in row j of τ ,
u(s, j) := # symbols s in row j of σ. (3.23)
Then for each j ≤ h and each s ∈ [m]:
h∑
t=j
∑
v,w∈[m]t
vj=s
κ(v, w) = r(s, j), and
h∑
t=j
∑
v,w∈[m]t
wj=s
κ(v, w) = u(s, j). (3.24)
For any given function κ :
⋃h
j=1[m]
j × [m]j → Z≥0 satisfying (3.24), there are precisely
h∏
t=1
(λt − λt+1)!∏
v,w∈[m]t κ(v, w)!
(3.25)
pairs τ ′ ∼ τ and σ′ ∼ σ having count function κ (setting λh+1 := 0). (Note that (3.24)
implies λt − λt+1 =
∑
v,w∈[m]t κ(v, w), for each t, so that for each t, the factor in (3.25) is
a Newton multinomial coefficient.) Hence
pτ,σ(X) = |Cλ|
∑
κ
h∏
t=1
(λt − λt+1)!
∏
v,w∈[m]t
det((xvj ,wj′ )
t
j,j′=1)
κ(v,w)
κ(v, w)!
,
where κ ranges over functions κ :
⋃h
t=1([m]
t × [m]t)→ Z≥0 satisfying (3.24).
This is the algorithm we gave in [52]. We now also state a different method (due to
Gijswijt [35]) which is easy to implement. Define the operators
ds→j :=
m∑
i=1
xs,i
∂
∂xj,i
, and d∗j→s :=
m∑
i=1
xi,s
∂
∂xi,j
. (3.26)
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Also define the polynomial (here λm+1 := 0)
Pλ(X) :=
m∏
k=1
(
k! det
(
(xi,j)
k
i,j=1
))λk−λk+1 , (3.27)
which is a polynomial in the variables xi,j, where i, j = 1, . . . ,m. Then Pλ(X) can be
computed in time polynomially bounded in n (for fixed m, note that det((xi,j)
m
i,j=1) has m!
terms).
Recall that r(s, j) and u(s, j) are defined in (3.23) for each 1 ≤ j ≤ h and each
s ∈ [m]. We set r(s, j) := 0 and u(s, j) := 0 if h < j ≤ m and s ∈ [m], so that r(s, j)
and u(s, j) are defined for each j ∈ [m] and s ∈ [m]. Now it holds, as is proved in [35,
Theorem 7], that
pτ,σ(X) =
(
m−1∏
j=1
m∏
s=j+1
1
r(s, j)!u(s, j)!
(ds→j)r(s,j)(d∗j→s)
u(s,j)
)
· Pλ(X). (3.28)
Expression (3.28) gives a method to compute pτ,σ(X) in polynomial time (for fixed m),
using only methods for polynomial addition, multiplication and differentiation.
3.4.2 Appendix 2: The Delsarte bound
To illustrate the method of this chapter, we consider the Delsarte bound (cf. McEliece,
Rodemich and Rumsey [59] and Schrijver [79]). The analytic definition can be given
as a semidefinite programming problem of large size, as a matrix of order qn × qn is
involved. We show how the matrix occurring in the semidefinite program can be reduced.
A semidefinite programming description of the Delsarte bound Dq(n, d) is the following:
Dq(n, d) = max
{∑
u,v∈[q]n Xu,v
∣∣ X ∈ R[q]n×[q]n≥0 , tr(X) = 1,
Xu,v = 0 if 0 < dH(u, v) < d, X  0
}
. (3.29)
If C ⊆ [q]n is a code with |C| = Aq(n, d) and dmin(C) ≥ d, then the matrix X with Xu,v =
|C|−1 if u, v ∈ C and Xu,v = 0 otherwise is a feasible solution (positive semidefiniteness of
this X follows from X = |C|−1χCχTC , with χC ∈ RV the 0, 1-vector with (χC)v = 1 ⇐⇒
v ∈ C) with objective value |C|. This shows that Aq(n, d) ≤ Dq(n, d).
The group H := Snq o Sn acts on [q]n and preserves distances, which means that
dH(u, v) = dH(pi(u), pi(v)) for all pi ∈ H and u, v ∈ [q]n. If X is an optimum solution,
also pi·X is an optimum solution (where pi·X denotes the matrix with (pi·X)u,v = Xpi(u),pi(v))
as pi ·X is feasible with the same objective value as X. Since the set of feasible solutions
is convex, we may replace any optimum solution X by (1/|H|)∑pi∈H pi ·X, which is an H-
invariant optimum solution. So we may assume that the optimum in (3.29) is H-invariant.
In that case, the value Xu,v only depends on the distance i between u and v, so we
can write z(ωi) for the common value of Xu,v for all u, v ∈ [q]n with dH(u, v) = i. With
notation as in the previous subsections, set Z := [q] andG := Sq, so that Λ := ([q]×[q])/Sq.
As explained in (3.7), there is a natural bijection between Λn/Sn and (Z×Z)n/H ∼=
(Zn×Zn)/H. In the present case, an H-orbit of Zn×Zn is determined by the distance i
between two elements of Zn. So we can write ωi for the element in Λ
n/Sn that corresponds
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with the H-orbit of two words at distance i. Then the bound Dq(n, d) from (3.29) is equal
to
max
{∑n
i=0
(
n
i
)
(q − 1)iqnz(ωi)
∣∣ z : Λn/Sn → R, z(ω0) = q−n, z(ω1) = . . . = z(ωd−1) = 0,
z(ωi) ≥ 0 for all d ≤ i ≤ n, M(z)  0
}
, (3.30)
where M(z) :=
∑n
i=0 z(ωi)Kωi .
Now we compute Φ(M(z)) with the method from this chapter. First we find a
representative set for the natural action of G = Sq on Z = [q]. It is well known that V :=
CZ = C[q] decomposes into pairwise orthogonal irreducible representations as V1,1 ⊕ V2,1
where V1,1 = {λ1 | λ ∈ C} is the trivial representation (here 1 denotes the all-ones
vector in C[q]) and V2,1 = V ⊥1,1 is the (q−1)-dimensional standard representation [77]. So a
representative set for the action of G on V isB = {B1, B2}, where B1 ∈ V1,1 and B2 ∈ V2,1
arbitrary. We take
B1 :=
1√
q
1, B2 :=
1√
2
(e0 − e1), (3.31)
where ei denotes the ith standard basis vector in C[q], for i ∈ [q].
Now Proposition 3.1.1 gives a representative set (3.3) for the action of H = Snq o Sn
on Zn = [q]n. For convenience of the reader, we restate the main definitions of Chapter 3
and the main facts about representative sets applied to the context of this section in a
separate frame — see Figure 3.1.
FACTS.
G := Sq.
Z := [q].
k := 2, m = (m1,m2) = (1, 1).
A representative set for the action of G on Z is B = {B1, B2} from (3.31).
A representative set for the action of H on Zn follows from Proposition 3.1.1.
Λ = ([q]× [q])/Sq.
aP =
∑
(x,y)∈P x⊗ y for P ∈ Λ.
A := {aP |P ∈ Λ}, a basis of W := (C[q]⊗ C[q])Sq .
Kω =
∑
(P1,...,Pn)∈ω aP1 ⊗ · · · ⊗ aPn for ω ∈ Λn/Sn.
Figure 3.1: The main definitions of Chapter 3 and the main facts about representative sets
applied to the context of Section 3.4.2.
With the notation as in Section 3.1, we have in this case that m = (m1,m2) = (1, 1),
and that N = {(n − t, t) | t = 0, . . . , n}. For each (n − t, t) ∈ N , there is only one λ `
(n − t, t) with height(λ1) ≤ m1 = 1 and height(λ2) ≤ m2 = 1, namely λ = (λ1, λ2)
with λ1 = (n− t) and λ2 = (t). Moreover, for this λ, the set Tλ,m = Tλ1,1×Tλ2,1 has only
one element τ , namely τ = (τ1, τ2) with
τ1 = 1 . . . 1︸ ︷︷ ︸
n−t
, τ2 = 1 . . . 1︸ ︷︷ ︸
t
,
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i.e., both τ1 and τ2 are Young tableaux of height 1 which only contain ones. So the
blocks UTλM(z)Uλ all have size 1, and U
T
λM(z)Uλ = u
T
τ,BM(z)uτ,B for the unique ele-
ment τ ∈ Tλ,m with λ ` (n− t, t). By Proposition 3.2.1 we have for this τ that
n∑
i=0
(uTτ,BK(ωi)uτ,B)µ(ωi) =
2∏
i=1
pτi,τi(Fi) = ((F1)1,1)
n−t((F2)1,1)t.
Recall that each Bi ∈ C[q] is a linear function on C[q], and that each aP is an element
of C[q] ⊗ C[q], where P ∈ Λ. We express each (Fi)1,1 = (Bi ⊗ Bi)|W in the dual basis
A∗ := {a∗P | P ∈ Λ} of A. The coefficient of a∗P is obtained by evaluating (Bi ⊗ Bi)(aP ).
We denote an equivalence class in Λ = [q]2/Sq by its lexicographically smallest element,
representing vectors in [q]2 as words, i.e., a vector in [q]2 is represented as a string of
symbols in [q] of length 2. We find
(F1)1,1 = (B1(1)⊗B1(1))|W = a∗00 + (q − 1)a∗01,
(F2)1,1 = (B2(1)⊗B2(1))|W = a∗00 − a∗01, (3.32)
as (B1(1)⊗ B1(1))(a00) = 1, (B1(1)⊗ B1(1))(a01) = q − 1, (B2(1)⊗ B2(1))(a00) = 1 and
(B2(1)⊗B2(1))(a01) = −1. So we obtain
((F1)1,1)
n−t((F2)1,1)t = (a∗00 + (q − 1)a∗01)n−t(a∗00 − a∗01)t
=
n−t∑
l=0
(
n− t
l
)
(a∗00)
n−t−l(q − 1)l(a∗01)l
t∑
j=0
(
t
j
)
(a∗00)
t−j(−1)j(a∗01)j
=
n−t∑
l=0
t∑
j=0
(
t
j
)(
n− t
l
)
(−1)j(q − 1)l(a∗00)n−j−l(a∗01)j+l.
Now we replace each monomial µ(ω) by the variable z(ω), so (a∗00)
n−i(a∗01)
i gets replaced
by z(ωi) for each 0 ≤ i ≤ n. We obtain:
UTλM(z)Uλ =
n−t∑
l=0
t∑
j=0
(
t
j
)(
n− t
l
)
(−1)j(q − 1)lz(ωj+l). (3.33)
Put ai :=
(
n
i
)
(q − 1)iqnz(ωi) for 0 ≤ i ≤ n. Here we note that |ωi| =
(
n
i
)
(q − 1)iqn,
so ai = |ωi|z(ωi). Moreover, note that
(
n
t
)(
t
j
)(
n−t
l
)
=
(
n
j+l
)(
n−j−l
t−j
)(
j+l
j
)
for nonnegative
integers n, t, j, l satisfying j ≤ t ≤ n and l ≤ n− t. So we obtain from (3.33) that
UTλM(z)Uλ =
1(
n
t
)
qn
n−t∑
l=0
t∑
j=0
(
n− j − l
t− j
)(
j + l
j
)
(−1)j(q − 1)−jaj+l
=
1(
n
t
)
(q − 1)tqn
n∑
i=0
t∑
j=0
(
n− i
t− j
)(
i
j
)
(−1)j(q − 1)t−jai
=
1
|ωt|
n∑
i=0
Kt(i)ai, (3.34)
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where Kt is the t-th Krawtchouk polynomial defined in (1.3). So M(z)  0 if and only
if
∑n
i=0Kt(i)ai ≥ 0 for each t = 0, . . . , n. This allows us to rewrite (3.30) as a linear
program as follows:
Dq(n, d) = max
{∑n
i=0 ai
∣∣ a0 = 1, a1 = . . . = ad−1 = 0, ai ≥ 0 if d ≤ i ≤ n,∑n
i=0Kt(i)ai ≥ 0 for all 0 ≤ t ≤ n
}
, (3.35)
which coincides with the definition given in the introduction. Hence we obtain the Delsarte
bound as an application of the method of this chapter.
Note that the fact that we obtain a linear program stems from the fact that the
G-module CZ decomposes into irreducible modules each of multiplicity ≤ 1. In this case
the matrices UTλM(z)Uλ are of order 1× 1.

Chapter 4
Semidefinite programming bounds
for unrestricted codes
The purpose of computation is insight, not numbers.
— Richard Hamming (1915–1998)
For q, n, d ∈ N, let Aq(n, d) denote the maximum cardinality of a q-ary code of word
length n and minimum distance at least d. We will consider a semidefinite programming
upper bound on Aq(n, d) based on quadruples of codewords. By the symmetry of the
problem, we can apply representation theory to reduce the problem to a semidefinite
programming problem with order bounded by a polynomial in n. The method yields
the new upper bounds A4(6, 4) ≤ 176, A4(7, 3) ≤ 596, A4(7, 4) ≤ 155, A5(7, 4) ≤ 489
and A5(7, 5) ≤ 87. This chapter is based on joint work with Bart Litjens and Lex
Schrijver [52] and relies on the method explained in Chapter 3.
4.1 Introduction
We will assume throughout that q ≥ 2. For q = 2, semidefinite programming bounds based
on quadruples of codewords have been studied by Gijswijt, Mittelmann and Schrijver [37].
While this chapter is mainly meant to handle the case q ≥ 3, the results also hold for q = 2.
We will study the following upper bound on Aq(n, d), sharpening Delsarte’s classical linear
programming bound [31].
For k ∈ Z≥0, let Ck be the collection of subsets C of [q]n with |C| ≤ k. For each
x : C4 → R define the C2 × C2 matrix M(x) by
M(x)C,C′ := x(C ∪ C ′) (4.1)
for C,C ′ ∈ C2. Then define
Bq(n, d) := max
{∑
v∈[q]n x({v}) | x : C4 → R≥0, x(∅) = 1, x(S) = 0 if dmin(S) < d,
M(x)  0}. (4.2)
Proposition 4.1.1. Aq(n, d) ≤ Bq(n, d).
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Proof. Let C ⊆ [q]n have minimum distance at least d and satisfy |C| = Aq(n, d). Define
x : C4 → R by x(S) = 1 if S ⊆ C and x(S) = 0 otherwise, for S ∈ C4. Then x satisfies
the conditions in (4.2): the condition that M(x)  0 follows from the fact that for this
x one has M(x)S,S′ = x(S)x(S
′) for all S, S ′ ∈ C2. Moreover,
∑
v∈[q]n x({v}) = |C| =
Aq(n, d).
The optimization problem (4.2) is huge, but, with the representation theory of Chap-
ters 2 and 3, it can be reduced to a size bounded by a polynomial in n, with entries (i.e.,
coefficients) being polynomials in q.
To explain the reduction, let H be the wreath product Snq oSn. For each k, the group
H acts naturally on Ck, maintaining minimum distances and cardinalities of elements of
Ck (being codes). Then we can assume that x in (4.2) is invariant under the H-action on
C4. That is, we can assume that x(C) = x(D) whenever C,D ∈ C2 and D = g ·C for some
g ∈ H. Indeed, the conditions in (4.2) are maintained under replacing x by g · x. (Note
that M(g · x) is obtained from M(x) by simultaneously permuting rows and columns.)
Moreover, the objective function does not change by this action. Hence the optimum x
can be replaced by the average of all g · x (over all g ∈ H), by the convexity of the set of
positive semidefinite matrices. This makes the optimum solution H-invariant.
Let Ω4 be the set of H-orbits on C4. Note that Ω4 is bounded by a polynomial in n
(independently of q). As there exists an H-invariant optimum solution, we can replace,
for each ω ∈ Ω4 and C ∈ ω, each variable x(C) by a variable z(ω). In this way we obtain
M(z).
Then M(z) is invariant under the simultaneous action of H on the set C2 of its
rows and columns. Hence M(z) can be block-diagonalized (as explained in Sect. 1.2)
by M(z) 7→ UTM(z)U , where U is a matrix independent of z, such that the order of
UTM(z)U is polynomial in n and such that the original matrix M(z) is positive semidef-
inite if and only if each of the blocks is positive semidefinite. The entries in each block
are linear functions of the variables z(ω).
In this chapter we will describe the blocks that reduce the problem. We make use
of the framework developed in Chapter 3. With the reduced semidefinite program, we
found the following improvements on the known bounds for Aq(n, d) (see Table 4.1), with
thanks to Hans D. Mittelmann for his help in solving the larger-sized programs.
q n d
best
lower
bound
known
new
upper
bound
best
upper
bound
previously
known
Delsarte
bound
4 6 3 164 176 179 179
4 7 3 512 596 614 614
4 7 4 128 155 169 179
5 7 4 250 489 545 625
5 7 5 53 87 108 125
Table 4.1: The new upper bounds on Aq(n, d).
The best upper bounds previously known for A4(6, 3) and A4(7, 3) are Delsarte’s
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linear programming bound [31]; the other three best upper bounds previously known
were given by Gijswijt, Schrijver, and Tanaka [38] (semidefinite programming bounds
based on triples). We refer to the most invaluable tables maintained by Andries Brouwer
[23] with the best known lower and upper bounds for the size of error-correcting codes (see
also Bogdanova, Brouwer, Kapralov, and O¨sterg˚ard [15] and Bogdanova and O¨sterg˚ard
[16] for studies of bounds for codes over alphabets of size q = 4 and q = 5, respectively).
4.1.1 Comparison with earlier bounds
The bound Bq(n, d) described above is a sharpening of Delsarte’s classical linear program-
ming bound [31]. The value of the Delsarte bound is equal to our bound after replacing
C4 and C2 by C2 and C1, respectively, which generally yields a less strict bound.
We can add to (4.2) the condition that, for each D ∈ C4, the C4(D)× C4(D) matrix
(x(C ∪ C ′))C,C′∈C4(D) is positive semidefinite, (4.3)
where C4(D) := {C ∈ C4 | C ⊇ D, |D| + 2|C \ D| ≤ 4}. (So M(x) in (4.2) is the case
D = ∅.) Also the addition of (4.3) allows a reduction of the optimization problem to
polynomial size as above. (It can be seen that adding (4.3) for |D| = 2 suffices.) For
q = 2 we obtain in this way the bound given by Gijswijt, Mittelmann and Schrijver [37].
A bound intermediate to the Delsarte bound and the currently investigated bound
is based on considering functions x : C3 → R≥0 and the related matrices — see Schrijver
[81] for binary codes and Gijswijt, Schrijver, and Tanaka [38] for nonbinary codes.
4.2 Reduction of the optimization problem
In this section we describe reducing the optimization problem (4.2) conceptually. In
Section 4.3 we consider this reduction computationally. For the remainder of this chapter
we fix n and q.
We consider the natural action of H = Snq oSn on C2. If U1, . . . , Uk form a represen-
tative set of matrices for this action, then with (2.16) we obtain a reduction of the size
of the optimization problem to polynomial size. To make this reduction explicit in order
to apply semidefinite programming, we need to express each mi ×mi matrix UTi M(z)Ui
as an explicit matrix in which each entry is a linear combination of the variables z(ω) for
ω ∈ Ω4 (the set of H-orbits of C4).
For ω ∈ Ω4, let N ′ω be the C2 × C2 matrix with 0, 1 entries satisfying
(N ′ω){α,β},{γ,δ} = 1 if and only if {α, β, γ, δ} ∈ ω (4.4)
for α, β, γ, δ ∈ [q]n. Then
UTi M(z)Ui =
∑
ω
z(ω)UTi N
′
ωUi.
So to get the reduction, we need to obtain the matrices UTi N
′
ωUi explicitly, for each ω ∈ Ω4
and for each i = 1, . . . , k. We do this in a number of steps, using the main symmetry
reduction in Chapter 3.
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We first describe in Section 4.2.1 a representative set for the natural action of Sq
on [q]× [q]. Proposition 3.1.1 (with V := CZ , where Z := [q] × [q], and G := Sq) then
yields a representative set for the action of the wreath product H = Snq o Sn on the set
([q]n)2 of ordered pairs of words in [q]n, in other words, on C([q]n)2 ∼= (C[q]×[q])⊗n. From
this we derive in Section 4.2.3 a representative set for the action of H on the set C2 \ {∅}
of unordered pairs {v, w} (including singleton) of words v, w in [q]n. Then in Section 4.2.4
we derive a representative set for the action of H on the set Cd2 \ {∅}, where Cd2 is the set
of codes in C2 of minimum distance at least d. (So each singleton word belongs to Cd2 .)
Finally, in Section 4.2.4 we include the empty set ∅, by an easy representation-theoretic
argument.
4.2.1 A representative set for the action of of Sq on [q]× [q]
We now consider the natural action of Sq on C[q]×[q]. Let ej be the j-th unit basis vector in
Cq, Iq be the q× q identity matrix, Jq be the all-one q× q matrix, 1 be the all-one column
vector in Cq, N := (e0 − e1)1T, and Ei,j := eieTj . We furthermore define the following
matrices, where we consider matrices in Cq×q as columns of the matrices Bi:
B1 := [Iq, Jq − Iq],
B2 := [E0,0 − E1,1, N −NT, N +NT − 2(E0,0 − E1,1)],
B3 := [E0,1 + E1,2 + E2,0 − E1,0 − E2,1 − E0,2],
B4 := [E0,2 − E2,1 + E1,3 − E3,0 + E2,0 − E1,2 + E3,1 − E0,3]. (4.5)
The matrices in Cq×q are elements of the dual space (C([q]× [q]))∗, so they are elements
of the algebra O(C([q]× [q])) of polynomials on the linear space C([q]× [q]).
Proposition 4.2.1. The matrix set B := {B1, . . . , B4} is representative for the natural
action of Sq on C[q]×[q], if q ≥ 4. If q ≤ 3, we delete B4, and if q = 2 we moreover delete
B3 and the last column of B2 (as this column is 0 if q = 2).
Proof. For a ∈ Cq, let ∆a be the q × q diagonal matrix with diagonal a. Define
V1,1 := {λIq | λ ∈ C},
V1,2 := {λ(Jq − Iq) | λ ∈ C},
V2,1 := {∆a | a ∈ Cq, aT1 = 0},
V2,2 := {a1T − 1aT | a ∈ Cq, aT1 = 0},
V2,3 := {a1T + 1aT − 2∆a | a ∈ Cq, aT1 = 0},
V3,1 := {X ∈ Cq×q | X skew-symmetric, X1 = 0},
V4,1 := {X ∈ Cq×q | X symmetric, X1 = 0, Xi,i = 0 for all i ∈ [q]}.
Observe that each Vi,j is Sq-stable, and that Vi,j and Vi′,j′ are orthogonal whenever
(i, j) 6= (i′, j′) (with respect to the inner product X, Y 7→ tr(Y ∗X)). Moreover λIq 7→
λ(Jq− Iq) gives an Sq-isomorphism V1,1 → V1,2, ∆a 7→ a1T−1aT gives an Sq-isomorphism
V2,1 → V2,2, and ∆a 7→ a1T + 1aT − 2∆a gives an Sq-isomorphism V2,1 → V2,3.
Let q ≥ 4. Then dim(Vi,j) > 0 for all i, j. Set, as before, m1 = 2, m2 = 3,
m3 = m4 = 1. Then
∑4
i=1 m
2
i = 15, which is equal to the number of partitions of
{1, 2, 3, 4}, hence to the dimension of (C[q]×[q] ⊗ C[q]×[q])Sq . This implies that the Vi,j
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in fact form an orthogonal decomposition of C[q]×[q] into irreducible representations and
that Vi,j and Vi′,j′ are equivalent representations if and only if i = i
′ (as any further
representation, or decomposition, or equivalence would yield that the sum of the squares of
the multiplicities of the irreducible representations is strictly larger than 15, contradicting
the fact that Φ in (2.16) is bijective).
Now B1,1 and B1,2 are the elements of V1,1 and V1,2 with λ = 1. Moreover, B2,1,
B2,2, and B2,3 are the elements of V2,1, V2,2, and V2,3 with a = e0 − e1. Finally, B3,1 and
B4,1 are (arbitrary) nonzero elements of V3,1 and V4,1. This implies that {B1, . . . , B4} is a
representative matrix set.
If q = 3, then dim(V4,1) = 0, while the dimension of (C[3]×[3]⊗C[3]×[3])S3 is equal to the
number of partitions of {1, 2, 3, 4} into at most 3 classes, which is 22+32+12 = 14. If q = 2,
then moreover dim(V2,3) = dim(V3,1) = 0, while the dimension of (C[2]×[2] ⊗ C[2]×[2])S2 is
equal to the number of partitions of {1, 2, 3, 4} into at most 2 classes, which is 22 +22 = 8.
Similarly as above, this implies that also for q ≤ 3, B1, . . . , Bk form a representative
matrix set.
Note that the above representative set is real.
If q ≥ 4, set k := 4 and m := (m1, . . . ,mk) := (2, 3, 1, 1). If q = 3, set k := 3 and
m := (m1, . . . ,mk) := (2, 3, 1). If q = 2, set k := 2 and m := (m1,m2) := (2, 2). For the
remainder of this chapter we fix k, m = (m1, . . . ,mk), and B = {B1, . . . , Bk}.
4.2.2 A representative set for the action of H on ([q]× [q])n
Recall that H = Snq o Sn and that we have fixed k, m = (m1, . . . ,mk), and B =
{B1, . . . , Bk} in Section 4.2.1. We use the notation and definitions of Chapter 3. So N
denotes the collection of all k-tuples (n1, . . . , nk) of nonnegative integers adding up to n.
Moreover, for n = (n1, . . . , nk) ∈ N , by λ ` n it is meant that λ = (λ1, . . . , λk) with
λi ` ni for i = 1, . . . , k. (So each λi is equal to a partition (λi,1, . . . , λi,hi) of ni, for some
hi.)
Now Proposition 3.1.1 (with V := CZ , where Z := [q] × [q], and G := Sq) gives a
representative set for the action of H on ([q]× [q])n: it is the set
{ [uτ,B | τ ∈ Tλ,m] | n ∈N ,λ ` n}
where Tλ,m and uτ,B are defined in (3.1) and (3.2) respectively.
For convenience of the reader, we restate the main definitions of Chapter 3 and
the main facts about representative sets applied to the context of this chapter — see
Figure 4.1.
4.2.3 Unordered pairs
We now go over from the set ([q]n)2 of ordered pairs of code words to the set C2 \ {∅} of
unordered pairs (including singletons) of code words. For this we consider the action of
the group S2 on C[q]
n×[q]n ∼= C([q]n)2 ∼= (C[q]×[q])⊗n, where the nonidentity element σ in S2
acts as taking the transpose. The actions of S2 and H commute.
Let L be the (C2 \ {∅})× ([q]n)2 matrix with 0, 1 entries satisfying
L{α,β},(γ,δ) = 1 if and only if {γ, δ} = {α, β},
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FACTS.
G := Sq.
Z := [q]× [q].
If q ≥ 4, set k := 4 and m := (m1, . . . ,mk) := (2, 3, 1, 1).
If q = 3, set k := 3 and m := (m1, . . . ,mk) := (2, 3, 1).
If q = 2, set k := 2 and m := (m1,m2) := (2, 2).
A representative set for the action of G on Z is B = {B1, . . . ,Bk} from Prop. 4.2.1.
A representative set for the action of H on Zn follows from Proposition 3.1.1.
Λ = ([q]2 × [q]2)/Sq ∼= [q]4/Sq.
aP =
∑
(x,y)∈P x⊗ y for P ∈ Λ.
A := {aP |P ∈ Λ}, a basis of W := (C[q]2 ⊗ C[q]2)Sq .
Kω′ =
∑
(P1,...,Pn)∈ω′ aP1 ⊗ · · · ⊗ aPn for ω′ ∈ Λn/Sn.
Figure 4.1: The main definitions of Chapter 3 and the main facts about representative sets
applied to the context of Chapter 4.
for α, β, γ, δ ∈ [q]n. Then the function x 7→ Lx is an H-isomorphism (C([q]n)2)S2 → CC2\{∅}.
Now note that each Bi(j), as matrix in Cq×q, is S2-invariant (i.e., symmetric) except
for B2(2) and B3(1), while σ · B2(2) = −B2(2) and σ · B3(1) = −B3(1) (as B2(2) and
B3(1) are skew-symmetric). So for any n ∈N , λ ` n, and τ ∈ Tλ,m, we have
σ · uτ,B = (−1)|τ−12 (2)|+|τ−13 (1)|uτ,B.
Therefore, let T ′λ,m be the set of those τ ∈ Tλ,m with |τ−12 (2)|+ |τ−13 (1)| even. Then the
matrix set
{ [uτ,B | τ ∈ T ′λ,m] | n ∈N ,λ ` n} (4.6)
is representative for the action of H on (C([q]n)2)S2 . Hence the matrix set
{ [Luτ,B | τ ∈ T ′λ,m] | n ∈N ,λ ` n} (4.7)
is representative for the action of H on C2 \ {∅}.
4.2.4 Restriction to pairs of words at distance at least d
Let d ∈ Z≥0, and let Cd2 be the collection of elements of C2 of minimum distance at least
d. Note that each singleton code word belongs to Cd2 , and that H acts on Cd2 . From (4.7)
we derive a representative set for the action of H on Cd2 \ {∅}.
To see this, let for each t ∈ Z≥0, Lt be the subspace of CC2 spanned by the elements
e{α,β} with α, β ∈ [q]n and dH(α, β) = t. (For any C ∈ C2, eC denotes the unit base vector
in CCd2 for coordinate C.)
Then for any n ∈N , λ ` n, and τ ∈ T ′λ,m, the irreducible representation H ·Luτ,B
is contained in Lt, where
t := n− |τ−11 (1)| − |τ−12 (1)|,
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since B1(1) = Iq and B2(1) = E0,0 − E1,1 are the only two entries Bi(j) in the Bi that
have nonzeros on the diagonal of the matrix Bi(j). Let T
′′
λ,m be the set of those τ in T
′
λ,m
with
n− |τ−11 (1)| − |τ−12 (1)| ∈ {0, d, d+ 1, . . . , n}.
Then a representative set for the action of H on Cd2 \ {∅} is{
[Luτ,B | τ ∈ T ′′λ,m] | n ∈N ,λ ` n
}
. (4.8)
4.2.5 Adding ∅
To obtain a representative set for the action of H on Cd2 , note that H acts trivially on ∅.
So ∅ belongs to the H-isotypical component of CC2 that consists of H-invariant elements.
Now the H-isotypical component of CC2\{∅} that consists of the H-invariant elements
corresponds to the matrix in the representative set indexed by indexed by n = (n, 0, 0, 0)
and λ = ((n), (), (), ()), where () ` 0. So to obtain a representative set for CC2 , we just
add the vector e∅ as column to this matrix.
4.3 How to compute (Luτ,B)
TN ′ωLuσ,B
We currently have a reduction of the original problem to matrix blocks with coefficients
(Luτ,B)
TN ′ωLuσ,B (where N
′
ω is as in (4.4)), for n ∈N , λ ` n, τ ,σ ∈ Tλ,m, and ω ∈ Ω4.
The number and orders of these blocks are bounded by a polynomial in n, but computing
these coefficients still must be reduced in time, since the orders of L, uτ,B, uσ,B, and N
′
ω
are exponential in n.
Fix n ∈ N , λ ` n, and τ ,σ ∈ Tλ,m. For any ω ∈ Ω4, let Nω := LTN ′ωL. So Nω is
a ([q]n × [q]n)× ([q]n × [q]n) matrix with 0,1 entries satisfying
(Nω)(α,β),(γ,δ) = 1 if and only if {α, β, γ, δ} ∈ ω,
for all α, β, γ, δ ∈ [q]n. By definition of Nω,
(Luτ,B)
TN ′ωLuσ,B = u
T
τ,BNωuσ,B.
So it suffices to evaluate the latter value.
Recall that Λ = ([q]4)/Sq. By (3.7), there is a natural bijection between Λ
n/Sn and
the set of H-orbits on ([q]n)4 ∼= ([q]4)n. The function ([q]n)4 → C4 with (α1, . . . , α4) 7→
{α1, . . . , α4} then gives a surjective function r : Λn/Sn → Ω4 \ {{∅}}.
Lemma 4.3.1. For each ω ∈ Ω4:
Nω =
∑
ω′∈Λn/Sn
r(ω′)=ω
Kω′ .
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Proof. Choose α, β, γ, δ ∈ [q]n. Then
∑
ω′∈Λn/Sn
r(ω′)=ω
(Kω′)(α,β),(γ,δ) =
∑
ω′∈Λn/Sn
r(ω′)=ω
∑
P1,...,Pn∈Λ
(P1,...,Pn)∈ω′
(
n⊗
i=1
aPi
)
α,β,γ,δ
=
∑
ω′∈Λn/Sn
r(ω′)=ω
∑
P1,...,Pn∈Λ
(P1,...,Pn)∈ω′
n∏
i=1
(aPi)αi,βi,γi,δi .
The latter value is 1 if r(ω′) = ω where ω′ is the Sn-orbit of (pi(α1β1γ1δ1), . . . , pi(αnβnγnδn))
(here pi(αiβiγiδi) denotes the equivalence class in Λ containing (αi, βi, γi, δi)), and is 0
otherwise. So it is equal to (Nω)(α,β),(γ,δ).
By this lemma, it suffices to compute uTτ,BKω′uσ,B for each ω
′ ∈ Λn/Sn. By Propo-
sition 3.2.1, we have
∑
ω′∈Λn/Sn
(
uTτ,BKω′uσ,B
)
µ(ω′) =
∏k
i=1 pτi,σi(Fi), where the matri-
ces Fi ∈ (W ∗)mi×mi are defined in (3.13) and the polynomial pτi,σi is defined in (3.14). So
it suffices to calculate the matrices Fi, that is, to express each (Bi(j)⊗Bi(h))|W as linear
function into the dual basis A∗ of A. So we must calculate the numbers (Bi(j)⊗Bi(h))(aP )
for all i = 1, . . . , k, j, h = 1, . . . ,mi, and P ∈ Λ — see Appendix 1 (Section 4.4.1 below).
Now one computes the entry
∑
ω∈Ω4z(ω)u
T
τ,BNωuσ,B by first expressing
∏k
i=1pτi,σi(Fi)
as a linear combination of degree n monomials expressed in the dual basis A∗ of A and
subsequently replacing each monomial µ(ω′) in
∏k
i=1 pτi,σi(Fi) with the variable z(r(ω
′)).
We finally consider the entries in the row and column indexed by ∅ in the matrix
associated with λ = ((n), (), (), ()) (cf. Section 4.2.5). Trivially, eT∅M(x)e∅ = (M(x))∅,∅ =
x(∅), which is set to 1 in the optimization problem. Any τ ∈ Tλ,m is determined by the
number t of 2’s in the row of the Young shape Y ((n)). Then
uτ,B =
∑
v,w∈[q]n
dH(v,w)=t
e(v,w) and hence Luτ,B =
∑
v,w∈[q]n
dH(v,w)=t
e{v,w}.
Hence, as ∅ ∪ {v, w} = {v, w},
eT∅M(x)Luτ,B =
∑
v,w∈[q]n
dH(v,w)=t
x({v, w}) =
(
n
t
)
qn(q − 1)tz(ω), (4.9)
where ω is the H-orbit of C4 consisting of all pairs {α, β} with dH(α, β) = t.
4.4 Appendices
4.4.1 Appendix 1: The formulas (Fi)j,h
Recall that each Bi(j) ∈ C[q]×[q] is a linear function on C([q]× [q]), and that each aP is
an element of C([q]× [q])⊗ C([q]× [q]), where P ∈ Λ. We compute
(Fi)j,h := (Bi(j)⊗Bi(h))|W =
∑
P∈Λ
(Bi(j)⊗Bi(h))(aP )a∗P ∈ W ∗
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for each i = 1, . . . , 4 and j, h = 1, . . . ,mi. The coefficient of a
∗
P is obtained by evaluating
(Bi(j) ⊗ Bi(h))(aP ). This is routine, but we display the expressions. We denote an
equivalence class in Λ = [q]4/Sq by its lexicographically smallest element, representing
vectors in [q]4 as words, i.e., a vector in [q]4 is represented as a string of symbols in [q] of
length 4.
(F1)1,1 = qa
∗
0000 + q(q − 1)a∗0011,
(F1)1,2 = q(q − 1)(a∗0001 + a∗0010 + (q − 2)a∗0012),
(F1)2,1 = q(q − 1)(a∗0111 + a∗0100 + (q − 2)a∗0122),
(F1)2,2 = q(q − 1)(a∗0101 + a∗0110 + (q − 2)(a∗0102 + a∗0120 + a∗0112 + a∗0121 + (q − 3)a∗0123)).
(F2)1,1 = 2a
∗
0000 − 2a∗0011,
(F2)1,2 = 2q(a
∗
0001 − a∗0010),
(F2)1,3 = 2(q − 2)(a∗0010 + a∗0001 − 2a∗0012),
(F2)2,1 = 2q(a
∗
0100 − a∗0111),
(F2)2,2 = 2q(2a
∗
0101 − 2a∗0110 + (q − 2)(a∗0102 − a∗0120 − a∗0112 + a∗0121)),
(F2)2,3 = 2q(q − 2)(a∗0102 + a∗0120 − a∗0112 − a∗0121),
(F2)3,1 = 2(q − 2)(a∗0111 + a∗0100 − 2a∗0122),
(F2)3,2 = 2q(q − 2)(a∗0102 − a∗0120 + a∗0112 − a∗0120),
(F2)3,3 = 2(q − 2)(2a∗0101 + 2a∗0110 + (q − 4)(a∗0102 + a∗0120 + a∗0112 + a∗0121)− 4(q − 3)a∗0123).
(F3)1,1 = 6(a
∗
0101 − a∗0110 − a∗0102 + a∗0120 + a∗0112 − a∗0121).
(F4)1,1 = 8(a
∗
0101 + a
∗
0110 − a∗0102 − a∗0120 − a∗0112 − a∗0121) + 16a∗0123.
4.4.2 Appendix 2: An overview of the program
In this section we give a high-level overview of the program, to help the reader with
implementing the method. See Figure 4.2 for an outline of the method. We write ωt ∈ Ω4
for the (unique) Snq oSn-orbit of a pair of code words of distance t, and ω∅ for the orbit {∅}.
Also, we write Ωd4 ⊆ Ω4 for the set of Snq oSn-orbits on Cd4 , where Cd4 denotes the collection
of elements of C4 of minimum distance at least d.
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Input: Natural numbers q, n, d
Output: Semidefinite program to compute Bq(n, d)
print Maximize qnz(ω0)
print Subject to:
foreach n = (n1, . . . , nk) ∈N
foreach λ = (λ1, . . . , λk) ` n with height(λi) ≤ mi ∀ i = 1, . . . , k
start a new block Mλ
foreach τ ∈ T ′′λ,m from Section 4.2.4
foreach σ ∈ T ′′λ,m from Section 4.2.4
compute
∏k
i=1 pτi,σi(Fi) (cf. the definitions in (3.14) and (3.13))
replace each degree n monomial µ(ω′) in variables a∗P
by a variable z(r(ω′)) if r(ω′) ∈ Ωd4 and by 0 otherwise
(Mλ)τ ,σ := the resulting linear expression in z(ω)
end
end
if n = (n, 0, 0, 0) and λ = ((n), (), (), ()) //Add ∅.
add a row and column to Mλ indexed by ∅
put (Mλ)∅,∅ := 1 and the entries (Mλ)∅,τ and (Mλ)τ ,∅ as in (4.9)
end
print Mλ  0
end
end
foreach ω ∈ Ωd4 //Now nonnegativity of all variables.
print z(ω) ≥ 0
end
Figure 4.2: Algorithm to generate semidefinite programs for computing Bq(n, d).
Chapter 5
Nonbinary code bounds based on
divisibility arguments
We all believe that mathematics is an art.
— Emil Artin (1898–1962)
For q, n, d ∈ N, let again Aq(n, d) denote the maximum size of a code C ⊆ [q]n with
minimum distance at least d. We give a divisibility argument resulting in the new upper
bounds A5(8, 6) ≤ 65, A4(11, 8) ≤ 60 and A3(16, 11) ≤ 29. These in turn imply the new
upper bounds A5(9, 6) ≤ 325, A5(10, 6) ≤ 1625, A5(11, 6) ≤ 8125 and A4(12, 8) ≤ 240.
Furthermore, we prove that for µ, q ∈ N, there is a 1-1-correspondence between so-
called symmetric (µ, q)-nets (which are certain designs) and codes C ⊆ [q]µq of size µq2
with minimum distance at least µq − µ. From this, we derive the new upper bounds
A4(9, 6) ≤ 120 and A4(10, 6) ≤ 480.
This chapter is based on [69].
5.1 Introduction
Recall that for q, n, d ∈ N, an (n, d)q-code is a set C ⊆ [q]n that satisfies dmin(C) ≥ d. As
before, define
Aq(n, d) := max{|C| | C is an (n, d)q-code}. (5.1)
In this chapter we find new upper bounds on Aq(n, d) (for some q, n, d), based on a
divisibility-argument. In some cases, it will sharpen a combination of the following two
well-known upper bounds on Aq(n, d). Fix q, n, d ∈ N. Then
qd > (q − 1)n =⇒ Aq(n, d) ≤ qd
qd− (q − 1)n. (5.2)
This is the q-ary Plotkin bound. Moreover,
Aq(n, d) ≤ q · Aq(n− 1, d). (5.3)
A proof of these statements can be found in [55]. The Plotkin bound can be proved by
comparing the leftmost and rightmost terms in (5.4) below. The second bound follows
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from the observation that in a (n, d)q-code any symbol can occur at most Aq(n − 1, d)
times at the first position.
We view an (n, d)q-code C of size M as an M × n matrix with the words as rows.
Two codes C,D ⊆ [q]n are equivalent (or isomorphic) if D can be obtained from C by first
permuting the n columns of C and subsequently applying to each column a permutation
of the q symbols in [q] (we will write ‘renumbering a column’ instead of ‘applying a
permutation to the symbols in a column’).
q n d
best lower
bound
known [15,
16, 54, 92]
new upper
bound
best upper
bound
previously
known [15,
16, 38, 92]
Delsarte
bound
5 8 6 50 65 75 75
5 9 6 135 325 375 375
5 10 6 625 1625 1855 1875
5 11 6 3125 8125 8840 9375
4 9 6 64 120 128 128
4 10 6 256 480 496 512
4 11 8 48 60 64 64
4 12 8 128 240 242 242
3 16 11 18 29 30 33
Table 5.1: An overview of the new upper bounds on Aq(n, d). The previous lower and upper
bounds are taken from references [15, 16, 92], except for the upper bounds A5(10, 6) ≤ 1855,
A5(11, 6) ≤ 8840 and A4(10, 6) ≤ 496 (cf. [38]), and the lower bounds A5(8, 6) ≥ 50
and A4(11, 8) ≥ 48.1 These lower bounds follow from the exact values A5(10, 8) = 50
and A4(12, 9) = 48 ([54]). For updated tables with all most recent code bounds, we refer
to [23].
If an (n, d)q-code C is given, then for j = 1, . . . , n, let cα,j denote the number
of times symbol α ∈ [q] appears in column j of C. For any two words u, v ∈ [q]n, we
define g(u, v) := n−dH(u, v). So g(u, v) is the number of i with ui = vi. In our divisibility
arguments, we will use the following observations (which are well known and often used
in coding theory and combinatorics).
Proposition 5.1.1. If C is an (n, d)q-code of size M , then(
M
2
)
(n− d) ≥
∑
{u,v}⊆C
u6=v
g(u, v) =
n∑
j=1
∑
α∈[q]
(
cα,j
2
)
≥ n ·
(
(q − r)
(
m
2
)
+ r
(
m− 1
2
))
,
(5.4)
where m := dM/qe and r := qm −M , so that M = qm − r and 0 ≤ r < q. Moreover,
writing L and R for the leftmost term and the rightmost term in (5.4), respectively, we
have
|{{u, v} ⊆ C | u 6= v, dH(u, v) 6= d}| ≤ L−R, (5.5)
1In [15, 16], the lower bounds A5(8, 6) ≥ 45 and A4(11, 8) ≥ 34 are given.
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i.e., the number of pairs of distinct words {u, v} ⊆ C with distance unequal to d is at
most the leftmost term minus the rightmost term in (5.4).
Proof. The first inequality in (5.4) holds because n − d ≥ g(u, v) for all u, v ∈ C. The
equality is obtained by counting the number of equal pairs of entries in the same columns
of C in two ways. The second inequality follows from the (strict) convexity of the binomial
coefficient F (x) := x(x− 1)/2. Fixing a column j, the quantity ∑α∈[q] F (cα,j), under the
condition that
∑
α∈[q] cα,j = M , is minimal if the cα,j are as equally divided as possible,
i.e., if cα,j ∈ {dM/qe, bM/qc} for all α ∈ [q]. The desired inequality follows.
To prove the second assertion, note that (5.4) implies that
∑
{u,v}⊆C, u6=v g(u, v) ≥ R,
so
|{{u, v} ⊆ C | u 6= v, dH(u, v) 6= d}| ≤
∑
{u,v}⊆C
u6=v
(n− d− g(u, v)) (5.6)
≤
(
M
2
)
(n− d)−R = L−R.
A code C ⊆ [q]n is equidistant with distance d if the distance between any two distinct
codewords in C is equal to d. A code is equidistant if there exists a d ∈ N such that C is
equidistant with distance d. Define, for q, n, d,M ∈ N,
h(q, n, d,M) := L−R, (5.7)
where L and R denote the leftmost and rightmost terms in (5.4), respectively. So if C is
an (n, d)q-code of size M , then (5.5) states that
|{{u, v} ⊆ C | u 6= v, dH(u, v) 6= d}| ≤ h(q, n, d,M). (5.8)
Corollary 5.1.2. If h(q, n, d,M) = 0 for some q, n, d and M (so the leftmost term equals
the rightmost term in (5.4)), then for any (n, d)q-code C of size M ,
(i) dH(u, v) = d for all u, v ∈ C with u 6= v, i.e., C is equidistant with distance d, and
(ii) for each column Cj of C, there are q − r symbols in [q] that occur m times in Cj
and r symbols in [q] that occur m− 1 times in Cj.
In the next sections we will use (i), (ii) and the bound in (5.8) to give (for some q, n, d) new
upper bounds on Aq(n, d), based on divisibility arguments. Furthermore, in Section 5.5,
we will prove that, for µ, q ∈ N, there is a 1-1-correspondence between symmetric (µ, q)-
nets (which are certain designs) and (n, d)q = (µq, µq − µ)q-codes C with |C| = µq2. We
derive some new upper bounds from these ‘symmetric net’ codes.
5.2 The divisibility argument
In this section, we describe the divisibility argument and illustrate it by an example. Next,
we show how the divisibility argument can be applied to obtain upper bounds on Aq(n, d)
for certain q, n, d. In subsequent sections, we will see how we can improve upon these
bounds for certain fixed q, n, d. We will use the following notation.
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Definition 5.2.1 (k-block). Let C be an (n, d)q-code in which a symbol α ∈ [q] is
contained exactly k times in column j. The k × n matrix B formed by the k rows
of C that have symbol α in column j is called a (k-)block (for column j). In that case,
columns {1, . . . , n} \ {j} of B form an (n− 1, d)q-code of size k.
At the heart of the divisibility arguments that will be used throughout this chapter
lies the following observation.
Proposition 5.2.2 (Divisibility argument). Suppose that C is an (n, d)q-code and that B
is a block in C (for some column j) containing every symbol exactly m times in every
column except for column j. If n− d does not divide m(n− 1), then for each u ∈ C \ B
there is a word v ∈ B with dH(u, v) /∈ {d, n}.
Proof. Let u ∈ C\B. We renumber the symbols in each column such that u is 0 := 0 . . . 0,
the all-zeros word. The total number of 0’s in B is m(n − 1) (as the block B does not
contain 0’s in column j since u /∈ B and since B consists of all words in C that have
the same symbol in column j). Since n − d does not divide m(n − 1), there must be a
word v ∈ B that contains a number of 0’s not divisible by n−d. In particular, the number
of 0’s in v is different from 0 and n− d. So dH(u, v) /∈ {d, n}.
Example 5.2.3. We apply Proposition 5.2.2 to the case (n, d)q = (8, 6)5. The best known
upper bound2 is A5(8, 6) ≤ 75, which can be derived from (5.2) and (5.3), as the Plotkin
bound yields A5(7, 6) ≤ 15 and hence A5(8, 6) ≤ 5 · 15 = 75. Since h(5, 7, 6, 15) = 0
(where h is defined in (5.7)), any (7, 6)5-code D of size 15 is equidistant with distance 6
and each symbol appears exactly m = 3 times in every column of D.
Suppose there exists a (8, 6)5-code C of size 75. As A5(7, 6) ≤ 15, each column
of C yields a division of C into five 15-blocks. Let B be a 15-block for the jth column
and let u ∈ C \ B. By the above, the other columns of B contain each symbol 3 times,
and 3(n − 1) = 3 · 7 = 21 is not divisible by n − d = 2. So by Proposition 5.2.2, there
must be a word v ∈ B with dH(u, v) /∈ {6, 8}.
However, since all (7, 6)5-codes of size 15 are equidistant with distance 6, all distances
in C belong to {6, 8}: either two words are contained together in some 15-block (hence
their distance is 6) or there is no column for which the two words are contained in
a 15-block (hence their distance is 8). This implies that an (8, 6)5-code C of size 75
cannot exist. Hence A5(8, 6) ≤ 74. Theorem 5.2.5 and Corollary 5.2.6 below will imply
that A5(8, 6) ≤ 70 and in Section 5.3 we will show that, with some computer assistance,
the bound can be pushed down to A5(8, 6) ≤ 65.
To exploit the idea of Proposition 5.2.2, we will count the number of so-called irreg-
ular pairs of words occurring in a code.
Definition 5.2.4 (Irregular pair). Let C be an (n, d)q-code and u, v ∈ C with u 6= v.
If dH(u, v) /∈ {d, n}, we call {u, v} an irregular pair.
For any code C ⊆ [q]n, we write
X := the set of irregular pairs {u, v} for u, v ∈ C. (5.9)
2The Delsarte bound [31] on A5(8, 6), the bound based on (5.2), and the semidefinite programming
bound B5(8, 6) based on quadruples of codewords from (4.2) all are equal to 75.
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Using Proposition 5.2.2, we can for some cases derive a lower bound on |X|. If we
can also compute an upper bound on |X| that is smaller than the lower bound, we derive
that the code C cannot exist. The proof of the next theorem uses this idea.
Theorem 5.2.5. Suppose that q, n, d,m are positive integers with q ≥ 2, such that d =
m(qd− (q−1)(n−1)), and such that n−d does not divide m(n−1). If r ∈ {1, . . . , q−1}
satisfies
n(n− 1− d)(r − 1)r < (q − r + 1)(qm(q + r − 2)− 2r), (5.10)
then Aq(n, d) < q
2m− r.
Proof. By the Plotkin bound (5.2) we have
Aq(n− 1, d) ≤ qm. (5.11)
Let D be an (n− 1, d)q-code of size qm− t with 0 ≤ t < q. Note that d = (q − 1)m(n−
1)/(qm− 1), so
n− 1− d = (qm− 1)n− (qm− 1)− (q − 1)m(n− 1)
qm− 1 =
(m− 1)(n− 1)
qm− 1 .
Then we have (where h is defined cf. (5.7))
h(q, n− 1, d, qm− t) =
(
qm− t
2
)
(n− 1− d)− (n− 1)
(
(q − t)
(
m
2
)
+ t
(
m− 1
2
))
=
(
qm− t
2
)
(n− 1− d)
− 1
2
(n− 1− d)(qm− 1) ((q − t)m+ t(m− 2))
= 1
2
(n− 1− d)((qm− t)(qm− t− 1)− (qm− 1)(qm− 2t))
= (n− 1− d)
(
t
2
)
.
Hence
D contains at most (n− 1− d)
(
t
2
)
pairs of words with distance 6= d. (5.12)
Therefore, all (n− 1, d)q-codes D of size qm are equidistant with distance d (then t = 0)
and each symbol occurs m times in every column of D.
Now let C be an (n, d)q-code of size M := q
2m − r with r ∈ {1, . . . , q − 1} and
suppose that (5.10) holds. Consider a qm-block B for some column of C. As n− d does
not divide m(n− 1), by Proposition 5.2.2 we know
if u ∈ C \B, then there exists v ∈ B with dH(u, v) /∈ {d, n}. (5.13)
Let B1, . . . , Bs be qm-blocks in C for some fixed column. Since |C| = q2m−r, the number
of qm-blocks for any fixed column is at least q − r (so we can take s = q − r). Then,
with (5.13), one obtains a lower bound on the number |X| of irregular pairs in C. Every
pair {Bi, Bk} of qm-blocks gives rise to qm irregular pairs: for each word u ∈ Bi, there
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is a word v ∈ Bk such that {u, v} ∈ X. This implies that in ∪si=1Bi ⊆ C there are at
least
(
s
2
)
qm irregular pairs. Moreover, for each word u in C \∪si=1Bi (there are M − qm · s
of such words) there is, for each i = 1, . . . , s, a word vi ∈ Bi with {u, vi} ∈ X. This gives
an additional number of at least (M − qms)s irregular pairs in C. Hence:
|X| ≥
(
s
2
)
qm+ (M − qms)s
= 1
2
s(qm(2q − s− 1)− 2r) =: ψ(s). (5.14)
On the other hand, note that the ith block for the jth column has size qm− ri,j for
some integer ri,j ≥ 0 by (5.11), where
∑q
i=1 ri,j = r ≤ q − 1 (hence each ri,j < q). So
by (5.12), the number of irregular pairs in C that have the same entry in column j is at
most
(n− 1− d)
q∑
i=1
(
ri,j
2
)
. (5.15)
As each irregular pair {u, v} has uj = vj for at least one column j, we conclude
|X| ≤ (n− 1− d)
n∑
j=1
q∑
i=1
(
ri,j
2
)
≤ n(n− 1− d)
(
r
2
)
. (5.16)
Here the last inequality follows by convexity of the binomial function, since (for fixed j)
the sum
∑q
i=1
(
ri,j
2
)
under the condition that
∑q
i=1 ri,j = r is maximal if one of the ri,j is
equal to r and the others are equal to 0.
Suppose each ri,j ∈ {0, 1}, then |X| = 0 by (5.16). However, as q − r ≥ 1, there is
at least one qm-block for any fixed column, so |X| ≥ 1 by (5.13), which is not possible.
Hence we can assume that ri,j ≥ 2 for some i, j (this also implies Aq(n, d) ≤ q2m − 2).
Then the number s of qm-blocks for column j satisfies s ≥ q− r+ 1. This gives by (5.14)
and (5.16) that
ψ(q − r + 1) ≤ |X| ≤ n(n− 1− d)
(
r
2
)
, (5.17)
where the function ψ is defined in (5.14). Multiplying (5.17) by 2 yields
n(n− 1− d)(r − 1)r ≥ (q − r + 1)(qm(q + r − 2)− 2r),
contradicting (5.10).
So if (5.10) holds, then Aq(n, d) < q
2m− r, as was needed to prove.
We give two interesting applications of Theorem 5.2.5.
Corollary 5.2.6. If q ≡ 1 (mod 4) and q 6= 1, then
Aq(q + 3, q + 1) ≤ 12q2(q + 1)− q = 12(q − 1)q(q + 2). (5.18)
Proof. Apply Theorem 5.2.5 to n = q+3, d = q+1, m = d/(qd−(q−1)(n−1)) = (q+1)/2 ∈
N and r = q − 1. Then n− d = 2 does not divide m(n− 1) = (q + 1)(q + 2)/2, as q ≡ 1
(mod 4). Furthermore, the left hand side minus the right hand side in (5.10) is equal to
−(q3−q2−2) < 0, so (5.10) is satisfied. Hence Aq(q+3, q+1) < q2(q+1)/2− (q−1).
5.3. Kirkman triple systems and A5(8, 6) 55
Applying Corollary 5.2.6 to q = 5 gives A5(8, 6) ≤ 70. In Section 5.3 we will improve
this to A5(8, 6) ≤ 65.
Remark 5.2.7. Note that for bound (5.18) to hold it is necessary that q ≡ 1 (mod 4).
If q ≡ 3 (mod 4) the statement does not hold in general. For example, A3(6, 4) = 18
(see [23]), which is larger than bound (5.18).
Theorem 5.2.5 also gives an upper bound on Aq(n, d) = Aq(kq+k+1, kq), where q ≥ 2
and k+ 1 does not divide q(q+ 1) (which is useful for k < q− 1; for k ≥ q+ 1 the Plotkin
bound gives a better bound). One new upper bound for such q, n, d is obtained:
Proposition 5.2.8. A4(11, 8) ≤ 60.
Proof. This follows from Theorem 5.2.5 with q = 4, n = 11, d = 8, m = d/(qd−(q−1)(n−
1)) = 4 ∈ N and r = 3. Then n − d = 3 does not divide m(n − 1) = 40. Furthermore,
the left hand side minus the right hand side in (5.10) is equal to −16 < 0, so (5.10) is
satisfied. Therefore A4(11, 8) < 61.
This implies the following bound, which is also new:
Corollary 5.2.9. A4(12, 8) ≤ 240.
Proof. By Proposition 5.2.8 and (5.3).
5.3 Kirkman triple systems and A5(8, 6)
In this section we consider the case (n, d)q = (8, 6)5 from Example 5.2.3. Corollary 5.2.6
implies that A5(8, 6) ≤ 70. Using small computer checks, we will obtain A5(8, 6) ≤ 65.
As in the proof of Theorem 5.2.5, we will compare upper and lower bounds on |X|.
But since an (8, 6)5-code C of size at most 70 does not necessarily contain a 15-block
(as 70 = 5 · 14), we need information about 14-blocks. To this end we show, using
an analogous approach as in [17] (based on occurrences of symbols in columns of an
equidistant code):
Proposition 5.3.1. Any (7, 6)5-code C of size 14 can be extended to a (7, 6)5-code of
size 15.
Proof. Let C be a (7, 6)5-code of size 14. Since h(5, 7, 6, 14) = 0 (where h is defined
cf. (5.7)), Corollary 5.1.2 yields that C is equidistant with distance 6 and that for each j ∈
{1, . . . , 7} there exists a unique βj ∈ [q] with cβj ,j = 2 and cα,j = 3 for all α ∈ [q] \ {βj}.
Define a 15-th codeword u by putting uj := βj for all j = 1, . . . , 7. We claim that C ∪{u}
is a (7, 6)5-code of size 15.
To establish the claim we must prove that dH(u,w) ≥ 6 for all w ∈ C. Suppose that
there is a word w ∈ C with dH(u,w) < 6. We can renumber the symbols in each column
of C such that w = 0. Since C is equidistant with distance 6, each word in C \ {w}
contains precisely one 0. On the other hand, there are two column indices j1 and j2
with uj1 = 0 and uj2 = 0. Then C \ {w} contains at most 1 + 1 + 5 · 2 = 12 occurrences
of the symbol 0 (since in columns j1 and j2 there is precisely one 0 in C \ {w}). But in
that case, since |C \ {w}| = 13 > 12, there is a row in C that contains zero occurrences
of the symbol 0, contradicting the fact that C is equidistant with distance 6.
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Note that a code of size more than 65 must have at least one 15- or 14-block, and
therefore it must have a subcode of size 65 containing at least one 14-block. We shall now
prove that this is impossible because
each (8, 6)5-code of size 65 only admits 13-blocks. (5.19)
It follows that A5(8, 6) ≤ 65. In order to prove (5.19), let C be a (8, 6)5-code of size 65. We
first compute a lower bound on the number of irregular pairs in C. Define, for x, y ∈ Z≥0,
f(x, y) := (3x+ y)(65− 15x− 14y) + 3 · 15
(
x
2
)
+ 14
(
y
2
)
+ 3 · 14xy (5.20)
− 2 · 21x− 8y + 1{y>0 and x=0}(65− 14− 39).
Proposition 5.3.2 (Lower bound on |X|). Let C be an (n, d)q = (8, 6)5-code of size 65
and let j ∈ {1, . . . , n}. Let x and y be the number of symbols that appear 15 and 14 times
(respectively) in column j. Then the number |X| of irregular pairs in C is at least f(x, y).
Proof. First consider a (7, 6)5-code D of size 15 or size 14 and define
S := {u ∈ [5]7 | dH(u,w) ≥ 5 ∀w ∈ D}. (5.21)
For any u ∈ S, define
α(u) := |{w ∈ D | dH(u,w) = 6}|. (5.22)
Then
if |D| = 15, then if |D| = 14, then
|{u ∈ S | α(u) = 0}| = 0, |{u ∈ S | α(u) = 0}| ≤ 8,
|{u ∈ S | α(u) = 1}| ≤ 21, |{u ∈ S | α(u) ≤ 1}| ≤ 39. (5.23)
|{u ∈ S | α(u) = 2}| = 0,
This can be checked efficiently with a computer3 by checking all possible (7, 6)5-codes of
size 15 and 14 up to equivalence. Here we note that a (7, 6)5-code D of size 15 (which
is equidistant with distance 6, see Example 5.2.3) corresponds to a solution to Kirkman’s
school girl problem [83].4 So to establish (5.23), it suffices to check5 all (7, 6)5-codes of
size 15, that is, Kirkman systems (there are 7 nonisomorphic Kirkman systems [29]), and
all (7, 6)5-codes of size 14, of which there are at most 7 · 15 by Proposition 5.3.1.
Recall that C is an (8, 6)5-code of size 65. Let G = (C,X) be the graph with vertex
set V (G) := C and edge set E(G) := X. Consider a 15-block B determined by column j.
By (5.23), each u ∈ C \B has ≥ 1 neighbor in B.
3All computer tests in this chapter are small and can be executed within a minute on modern personal
computers.
4Kirkman’s school girl problem asks to arrange 15 girls 7 days in a row in groups of 3 such that no
two girls appear in the same group twice. The 1-1-correspondence between (7, 6)5-codes D of size 15 and
solutions to Kirkman’s school girl problem is given by the rule: girls i1 and i2 walk in the same triple on
day j ⇐⇒ Di1,j = Di2,j .
5By ‘check’ we mean that given a (7, 6)5-code D of size 14 or 15, we first compute S, then α(u) for
all u ∈ S, and subsequently verify (5.23).
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Furthermore, (5.23) gives that all but ≤ 21 elements u ∈ C \ B have ≥ 3 neighbors
in B. So by adding ≤ 2 · 21 new edges, we obtain that each u ∈ C \B has ≥ 3 neighbors
in B.
Similarly, for any 14-block B determined by column j, by adding ≤ 8 new edges we
achieve that each u ∈ C \B has ≥ 1 neighbor in B. Hence, by adding ≤ (2 · 21 · x+ 8 · y)
edges to G, we obtain a graph G′ with
|E(G′)| ≥ (3x+ y)(65− 15x− 14y) + 3 · 15
(
x
2
)
+ 14
(
y
2
)
+ 3 · 14xy. (5.24)
This results in the required bound, except for the term with the indicator function. That
term can be added because |{u ∈ S | α(u) ≤ 1}| ≤ 39 if |D| = 14, by (5.23).
Theorem 5.3.3 (A5(8, 6) ≤ 65). Suppose that C is an (n, d)q = (8, 6)5-code with |C| =
65. Then each symbol appears exactly 13 times in each column of C. Hence, A5(8, 6) ≤ 65.
Proof. If D is any (7, 6)5-code of size k, then h(5, 7, 6, k) (where h is defined cf. (5.7))
is an upper bound on the number of pairs {u, v} ⊆ D with u 6= v and dH(u, v) 6= 6
(hence dH(u, v) = 7), cf. (5.8). The values h(5, 7, 6, k) are given in Table 5.2.
k 15 14 13 12 11 10 9 8 7 6 5
h(5, 7, 6, k) 0 0 1 3 6 10 8 7 7 8 10
Table 5.2: Upper bound h(5, 7, 6, k) on the number of pairs {u, v} ⊆ D with dH(u, v) = 7 for
a (7, 6)5-code D with |D| = k.
Recall that C is an (n, d)q = (8, 6)5-code with |C| = 65. We now give an upper
bound on |X|. Let a(j)k be the number of symbols that appear exactly k times in column j
of C. Then the number of irregular pairs that have the same entry in column j is at most∑15
k=5 a
(j)
k h(5, 7, 6, k). It follows that
|X| ≤ U :=
8∑
j=1
15∑
k=5
a
(j)
k h(5, 7, 6, k). (5.25)
One may check that if a,b ∈ Z15≥0 are 15-tuples of nonnegative integers, with
∑
k akk = 65,∑
k bkk = 65,
∑
k ak = 5,
∑
k bk = 5, and f(a15, a14) ≤ f(b15, b14) 6= 0, then
15∑
k=5
(7ak + bk)h(5, 7, 6, k) < f(b15, b14). (5.26)
(There are 30 a ∈ Z15≥0 with
∑
k akk = 65 and
∑
k ak = 5. So there are 900 possible
pairs a,b. A computer now quickly verifies (5.26).)
By permuting the columns of C we may assume that maxj f(a
(j)
15 , a
(j)
14 ) = f(a
(1)
15 , a
(1)
14 ).
Hence if f(a
(1)
15 , a
(1)
14 ) > 0, then
U =
8∑
j=1
15∑
k=5
a
(j)
k h(5, 7, 6, k) =
1
7
8∑
j=2
(
15∑
k=5
(
7a
(j)
k + a
(1)
k
)
h(5, 7, 6, k)
)
(5.27)
< f(a
(1)
15 , a
(1)
14 ) ≤ |X|
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(where we used Prop. 5.3.2 in the last inequality), contradicting (5.25). So f(a
(j)
15 , a
(j)
14 ) = 0
for all j, which implies (for a(j) ∈ Z15≥0 with
∑
k a
(j)
k k = 65,
∑
k a
(j)
k = 5) that a
(j)
15 = a
(j)
14 = 0
for all j, hence each symbol appears exactly 13 times in each column of C.
Corollary 5.3.4. A5(9, 6) ≤ 325, A5(10, 6) ≤ 1625 and A5(11, 6) ≤ 8125.
Proof. By Theorem 5.3.3 and (5.3).
5.4 Improved bound on A3(16, 11)
We show that A3(16, 11) ≤ 29 using a surprisingly simple argument.
Proposition 5.4.1. A3(16, 11) ≤ 29.
Proof. Suppose that C is an (n, d)q = (16, 11)3-code of size 30. We can assume that 0 ∈ C.
It is known that A3(15, 11) = 10, so the symbol 0 is contained at most 10 times in every
column of C. Since |C| = 30, the symbol 0 appears exactly 10 times in every column
of C, so the number of 0’s in C is divisible by 5. On the other hand, Corollary 5.1.2 yields
that any (15, 11)3-code of size 10 is equidistant with distance 10, since h(3, 15, 11, 10) = 0.
This implies that all distances in a (16, 11)3-code of size 30 belong to {11, 16}. So the
number of 0’s in any code word 6= 0 is 0 or 5. As 0 contains 16 0’s, it follows that the
total number of 0’s is not divisible by 5, a contradiction.
5.5 Codes from symmetric nets
In this section we will show that there is a 1-1-correspondence between symmetric (µ, q)-
nets and (n, d)q = (µq, µq− µ)q-codes of size µq2. From this, we derive in Section 5.6 the
new upper bound A4(9, 6) ≤ 120, implying A4(10, 6) ≤ 480.
Definition 5.5.1 (Symmetric net). Let µ, q ∈ N. A symmetric (µ, q)-net (also called
symmetric transversal design [13]) is a set X of µq2 elements, called points, together with
a collection B of subsets of X of size µq, called blocks, such that:
(s1) B can be partitioned into µq partitions (block parallel classes) of X.
(s2) Any two blocks that belong to different parallel classes intersect in exactly µ points.
(s3) X can be partitioned into µq sets of q points (point parallel classes), such that any
two points from different classes occur together in exactly µ blocks, while any two
points from the same class do not occur together in any block.6
Remark 5.5.2. From the 1-1-correspondence between symmetric (µ, q)-nets and (n, d)q =
(µq, µq− µ)q-codes C of size µq2 in Theorem 5.5.6 below it follows that (s2) and (s3) can
be replaced by the single condition:
(s’) Each pair of points is contained in at most µ blocks,
since the only condition posed on such a code is that g(u, v) ≤ µ for all distinct u, v ∈ C.
6That is, a symmetric (µ, q)-net is a 1 − (µq2, µq, µq) design D, which is resolvable (s1), affine (s2),
and the dual design D∗ of D is affine resolvable (s3).
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Example 5.5.3. Let X = {1, 2, 3, 4} and B = {{1, 3}, {2, 4}, {1, 4}, {2, 3}}. Then
(X,B) is a symmetric (1, 2)-net. The block parallel classes are {{1, 3}, {2, 4}} and
{{1, 4}, {2, 3}}. The point parallel classes are {1, 2} and {3, 4}.
By labeling the points as x1, . . . , xµq2 and the blocks as B1, . . . , Bµq2 , the µq
2 × µq2-
incidence matrix N of a symmetric (µ, q)-net is defined by
Ni,j :=
{
1 if xi ∈ Bj,
0 otherwise.
(5.28)
If (X,B) and (X ′,B′) are symmetric nets, an isomorphism of (X,B) and (X ′,B′) is
a bijection φ : X → X ′ with the property that {{φ(x) |x ∈ B} |B ∈ B} = B′. That is,
two symmetric nets are isomorphic if and only if their incidence matrices are the same
up to row and column permutations. Symmetric nets are a generalization of generalized
Hadamard matrices.
Definition 5.5.4 (Generalized Hadamard matrix). Let M be an n × n matrix with
entries from a finite group G. Then M is called a generalized Hadamard matrix GH(n,G)
(or GH(n, |G|)) if for any two different rows i and k, the n-tuple (MijM−1kj )nj=1 contains
each element of G exactly n/|G| times.

e e e e e e e e
e e a a b b c c
e b e b c a c a
e c c e a b b a
e a b c e a b c
e c b a c e a b
e b a c a c e b
e a c b b c a e

Figure 5.1: An incidence matrix of the unique (up to isomorphism) symmetric (2, 4)-net is
obtained by writing the elements e, a, b, c as 4 × 4-permutation matrices in the generalized
Hadamard matrix GH(8, V4) (with V4 the Klein 4-group). See Al-Kenani [2].
Each generalized Hadamard matrix GH(n,G) gives rise to a symmetric (n/|G|, |G|)-
net: by replacing each element g of G by the G × G (permutation) matrix of the linear
map CG → CG determined by h 7→ gh (∀h ∈ G), one obtains the incidence matrix of a
symmetric net. Not every symmetric (n/q, q)-net gives rise to a generalized Hadamard ma-
trix GH(n, q), see [57]. But if the group of automorphisms (bitranslations) of a symmetric
(n/q, q)-net has order q, then one can construct a generalized Hadamard matrix GH(n, q)
from it. See [13] for details.
Assumption 5.5.5. In this section we consider triples (n, d)q of natural numbers for
which
qd = (q − 1)n, (5.29)
hence n− d = n/q =: µ and µ ∈ N. So (n, d)q = (µq, µq − µ)q.
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The fact that a generalized Hadamard matrix GH(n, q) gives rise to an (n, d)q-code
of size qn, was proved in [54] and for some parameters it can also be deduced from [84].
Using a result by Bassalygo, Dodunekov, Zinoviev and Helleseth [9] about the structure
of (n, d)q-codes of size qn,
7 we prove that such codes are in 1-1-relation with symmet-
ric (n/q, q)-nets.
Theorem 5.5.6. Let µ, q ∈ N. There is a 1-1-relation between symmetric (µ, q)-nets (up
to isomorphism) and (n, d)q = (µq, µq − µ)q-codes C of size µq2 (up to equivalence).
Proof. Given an (n, d)q = (µq, µq−µ)q-code C of size µq2, we construct a {0, 1}-matrix M
of order µq2 × µq2 with the following properties:
(I) M is a µq2×µq2 matrix that consists of q× q blocks σi,j (so M is a µq×µq matrix
of blocks σi,j), where each σi,j is a permutation matrix.
(II) MMT = MTM = A, where A is the µq2 × µq2 matrix that consists of q × q
blocks Ai,j (so A is an µq × µq matrix of blocks Ai,j), with
Ai,j =
{
µq · Iq if i = j,
µ · Jq if i 6= j.
(5.30)
Here Jq denotes the q × q all-ones matrix.
By Proposition 4 of [9], since d = n(q − 1)/q and |C| = qn, C can be partitioned as
C = V1 ∪ V2 ∪ . . . ∪ Vn, (5.31)
where the union is disjoint, |Vi| = q for all i = 1, . . . , n, and where dH(u, v) = n if u, v ∈ C
are together in one of the Vi, and dH(u, v) = d if u ∈ Vi and v ∈ Vj with i 6= j.
Now we write each word w ∈ [q]n as a {0, 1}-row vector of size qn = µq2 by putting
a 1 on positions (i, wi) ∈ {1, . . . , n}× [q] (for i = 1, . . . , n) and 0’s elsewhere. The q words
in any of the Vi then form a q × qn matrix consisting of n permutation matrices σi,j of
size q × q.
By placing the matrices obtained in this way from all n tuples V1, . . . , Vn underneath
each other, we obtain a qn × qn matrix M consisting of n2 permutation matrices of
order q × q, so (I) is satisfied. Property (II) also holds, since for any u, v ∈ C written as
row vectors of size qn, with the Vi as in (5.31), it holds that
∑
k∈{1,...,n}×[q]
ukvk = g(u, v) =

n = µq if u = v,
0 if u 6= v and u, v ∈ Vi,
n− d = µ if u 6= v and u ∈ Vi, v ∈ Vj with i 6= j.
(5.32)
So MMT = A. Moreover, for any j1 := (j
′
1, a1) ∈ {1, . . . , n} × [q] and j2 := (j′2, a2) ∈
{1, . . . , n} × [q], ∑
k∈{1,...,qn}
Mk,j1Mk,j2 = |{w ∈ C |wj′1 = a1, wj′2 = a2}|
=

n = µq if j′1 = j
′
2 and a1 = a2,
0 if j′1 = j
′
2 and a1 6= a2,
n/q = µ if j′1 6= j′2,
(5.33)
7Note that Aq(n, d) ≤ qn, since by the Plotkin bound (5.2), Aq(n− 1, d) ≤ n, hence Aq(n, d) ≤ qn =
µq2 by (5.3).
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where the statement that |{w ∈ C |wj′1 = a1, wj′2 = a2}| = n/q if j′1 6= j′2 follows by
considering the words in C that have a1 at the j
′
1-th position. (The remaining columns
form an n-block for the j′1-th column. In this n-block, each symbol occurs exactly n/q
times at each position, since h(q, n − 1, d, n) = 0 (where h is defined in (5.7)).) We see
that also MTM = A. Hence, M is the incidence matrix of a symmetric (µ, q)-net (see [13],
Proposition I.7.6 for the net and its dual).
Note that one can do the reverse construction as well: given a symmetric (µ, q)-net,
the incidence matrix of M can be written (after possible row and column permutations)
as a matrix of permutation matrices such that MMT = MTM = A, with A as defined
in (5.30). From M we obtain a code C of size µq2 of the required minimum distance by
mapping the rows (i, wi) ∈ {1, . . . , µq} × [q] to w ∈ [q]µq. Observe that equivalent codes
yield isomorphic incidence matrices M and vice versa.
w0 0 0 0
w1 1 1 1
w2 2 2 2
w4 0 2 1
w5 1 0 2
w6 2 1 0
w7 0 1 2
w8 1 2 0
w9 2 0 1
←→
0 1 2 0 1 2 0 1 2
w1 1 0 0 1 0 0 1 0 0
w2 0 1 0 0 1 0 0 1 0
w3 0 0 1 0 0 1 0 0 1
w4 1 0 0 0 0 1 0 1 0
w5 0 1 0 1 0 0 0 0 1
w6 0 0 1 0 1 0 1 0 0
w7 1 0 0 0 1 0 0 0 1
w8 0 1 0 0 0 1 1 0 0
w9 0 0 1 1 0 0 0 1 0
Figure 5.2: An (n, d)q = (3, 2)3-code C = {w1, . . . , w9} of size 9 (left table) gives rise to an
incidence matrix of a symmetric (1, 3)-net (right table) and vice versa.
5.6 New upper bound on A4(9, 6)
In this section we use the 1-1-correspondence between symmetric (µ, q)-nets and (n, d)q =
(µq, µq−µ)q-codes of size µq2 in combination with a known result about symmetric (2, 4)-
nets [2] to derive that A4(9, 6) ≤ 120.
As A4(8, 6) = 32, any (9, 6)4-code of size more than 120 must contain at least one 31-
or 32-block, and therefore it contains a subcode of size 120 containing at least one 31-block.
We will show (using a small computer check) that this is impossible because
each (9, 6)4-code of size 120 only admits 30-blocks. (5.34)
Therefore A4(9, 6) ≤ 120. To prove (5.34), we need information about (8, 6)4-codes of
size 31.
Proposition 5.6.1. Let q, n, d ∈ N satisfy qd = (q−1)n. Any (n, d)q-code C of size qn−1
can be extended to an (n, d)q-code of size qn.
Proof. Let C be an (n, d)q-code of size qn − 1. Recall that cα,j denotes the number of
times symbol α ∈ [q] appears in column j ∈ {1, . . . , n} of C. By the Plotkin bound,
Aq(n−1, d) ≤ n, so each symbol occurs at most n times in each column of C, hence there
62 Chapter 5. Nonbinary code bounds based on divisibility arguments
exists for each j ∈ {1, . . . , n} a unique βj ∈ [q] with cβj ,j = n − 1, implying cα,j = n for
all α ∈ [q]\{βj}. We can define a qn-th codeword u by putting uj := βj for all j = 1, . . . , n.
We claim that C ∪ {u} is an (n, d)q-code of size qn.
To establish the claim we must prove that dH(u,w) ≥ d for all w ∈ C. Let w ∈ C
with dH(u,w) < n. We can renumber the symbols in each column of C such that w = 0.
Then w is contained in an (n−1)-block B for some column in C (otherwise dH(u,w) = n).
The number of 0’s in B is n+ (n− 2)(n− d) = n+ (n− 2)n/q (since any (n− 1, d)q-code
of size n− 1 is equidistant with distance d by Corollary 5.1.2, as h(q, n− 1, d, n− 1) = 0).
Moreover, the number of 0’s in C \ B is (q − 1)(n− 1)n/q (since in any (n− 1, d)q-
code of size n, each symbol appears exactly n/q times in each column by Corollary 5.1.2,
as h(q, n − 1, d, n) = 0). Adding these two numbers we see that the total number of 0’s
in C is n2−n/q. Since C∪{u} contains each symbol n2 times by construction, u contains
symbol 0 exactly n/q times, hence dH(u,w) = n − n/q = d, which gives the desired
result.
Proposition 5.6.2. A4(9, 6) ≤ 120.
Proof. The (n, d)q = (8, 6)4-code of size 32 is unique up to equivalence, since the sym-
metric (2, 4)-net is unique up to equivalence (see Al-Kenani [2]). By checking all (8, 6)4-
codes D of size 31 (of which there are at most 32 up to equivalence since each (8, 6)4-code
of size 31 arises by removing one word from an (8, 6)4-code of size 32 by Proposition 5.6.1)
we find that for each (8, 6)4-code D of size 31:
|{u ∈ [4]8 | dH(u,w) ≥ 5 ∀w ∈ D}| ≤ 25. (5.35)
So any (9, 6)4 code with a 31- or 32-block contains at most 31 + 25 = 56 words. Hence a
(9, 6)4-code of size 120 cannot contain a 31- or 32-block. So (5.34) holds, hence A4(9, 6) ≤
120.
Corollary 5.6.3. A4(10, 6) ≤ 480.
Proof. By Proposition 5.6.2 and (5.3).
Chapter 6
Semidefinite programming bounds
for constant weight codes
Further study of this function is being pursued.
— Selmer Martin Johnson (1916–1996)
For nonnegative integers n, d, w, let A(n, d, w) be the maximum size of a code C ⊆ Fn2
with constant weight w and minimum distance at least d. We consider two semidefi-
nite programs based on quadruples of code words that yield several new upper bounds
on A(n, d, w). The new upper bounds imply the exact values A(22, 8, 10) = 616 and
A(22, 8, 11) = 672. Lower bounds on A(22, 8, 10) and A(22, 8, 11) are obtained from
the (n, d)2 = (22, 7)2 shortened binary Golay code of size 2048. It can be concluded that
the shortened binary Golay code is a union of constant weight w codes of sizes A(22, 8, w).
This chapter is based on [70].
6.1 Introduction
In this chapter we consider two semidefinite programming upper bounds on A(n, d, w).
Both upper bounds sharpen the classical Delsarte linear programming bound [31], as well
as Schrijver’s semidefinite programming bound based on a block diagonalization of the
Terwilliger algebra [81].
The chapter serves the following purposes. Firstly, the quadruple bound for un-
restricted binary codes from [37], which is a slight sharpening of the bound B2(n, d)
from (4.2), is adapted to a bound Ak(n, d, w) for binary constant weight codes. Subse-
quently, a relaxation Bk(n, d, w) is formulated, which might also be of interest for un-
restricted binary codes. By studying A4(n, d, w) and B4(n, d, w), a sharpening of the
Schrijver bound [81] for constant weight codes is obtained that is in most cases sharper
than the bound from [47] (in which linear inequalities were added to the Schrijver bound).
The constructed semidefinite programs are very large, but a symmetry reduction (using
representation theory of the symmetric group) based on the method of Section 2.4 and
Chapter 3 is given to reduce them to polynomial size. This finally leads to many new upper
bounds on A(n, d, w), including the exact values A(22, 8, 10) = 616 and A(22, 8, 11) = 672
— see Table 6.2.
The once shortened binary Golay code (see Section 2.2) which is an (n, d) = (22, 7)-
code of size 2048, contains the numbers of words of a given weight w (and no words of
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other weights) which are given in Table 6.1.
weight w 0 7 8 11 12 15 16
# words 1 176 330 672 616 176 77
Table 6.1: Number of words of a given weight w contained in the once shortened binary Golay
code.
While it was already known that A(22, 8, 6) = 77, A(22, 8, 7) = 176, and A(22, 8, 8) =
330 (here note that A(n, d, w) = A(n, d, n − w)), the results of this chapter imply that
A(22, 8, 10) = 616 and A(22, 8, 11) = 672. So if one collects all words of a given weight w
in the (once) shortened binary Golay code, the resulting code (if nonempty) is a constant
weight code of maximum size. In other words, the shortened binary Golay code is a
union of constant weight w codes of sizes A(22, 8, w). The value A(22, 8, 10) = 616
together with the already known values implies that also the twice shortened extended
binary Golay code (which is an (n, d) = (22, 8)-code of size 1024) has this property, since
it contains 1, 330, 616, and 77 words of weight 0, 8, 12, and 16, respectively. It was
already known that the binary Golay code, the extended binary Golay code and the once
shortened extended binary Golay code have this property, i.e., that they are unions of
constant weight codes of sizes A(n, d, w).
Several tables with bounds on A(n, d, w) have been given in the literature [1, 12, 26].
Tables with best currently known upper and lower bounds can be found on the website
of Andries Brouwer [22].
6.1.1 The upper bounds Ak(n, d, w) and Bk(n, d, w)
We describe two upper bounds on A(n, d, w) based on quadruples of code words. Fix
n, d, w ∈ N and let N ⊆ Fn2 be the set of all words of constant weight w. For k ∈ Z≥0,
let Ck be the collection of codes C ⊆ N with |C| ≤ k. For any D ∈ Ck, we define
Ck(D) := {C ∈ Ck | C ⊇ D, |D|+ 2|C \D| ≤ k}. (6.1)
Note that then |C ∪ C ′| = |C| + |C ′| − |C ∩ C ′| ≤ 2|D| + |C \ D| + |C ′ \ D| − |D| ≤ k
for all C,C ′ ⊆ Ck(D). Furthermore, for any function x : Ck → R and D ∈ Ck, we define
the Ck(D)× Ck(D) matrix Mk,D(x) by
Mk,D(x)C,C′ := x(C ∪ C ′),
for C,C ′ ∈ Ck(D). Define the following number, which is an adaptation to constant weight
codes of the upper bound for unrestricted codes based on quadruples of codewords from
Gijswijt, Mittelmann and Schrijver [37]:
Ak(n, d, w) := max
{∑
v∈N x({v}) | x : Ck → R, x(∅) = 1, x(S) = 0 if dmin(S) < d,
Mk,D(x)  0 for each D in Ck
}
. (6.2)
In this chapter, we first consider A4(n, d, w). Even after reductions (see the next sub-
section), the semidefinite program for computing A4(n, d, w) is large in practice, al-
though Ak(n, d, w) can be computed in polynomial time for fixed k. In computing
Ak(n, d, w), the matrix blocks coming from the matrices Mk,D(x) for D = ∅ if k is even,
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and for |D| = 1 if k is odd, are often larger (in size and importantly, more variables
occur in each matrix entry, yielding large semidefinite programs) than the blocks coming
from Mk,D(x) for D with |D| ≥ 2. This observation has suggested the following relaxation
of Ak(n, d, w), which is sharper than Ak−1(n, d, w) for k ≥ 4 (while it equals Ak−1(n, d, w)
for k = 3, so assume k ≥ 3 in the following definition).
Bk(n, d, w) := max
{∑
v∈N x({v}) | x : Ck → R, x(∅) = 1, x(S) = 0 if dmin(S) < d,
Mk−1,D(x|Ck−1)  0 for each D ∈ Ck−1 with |D| < 2,
Mk,D(x)  0 for each D ∈ Ck with |D| ≥ 2
}
. (6.3)
Proposition 6.1.1. For all k, n, d, w ∈ N with k ≥ 3, we have that Ak−1(n, d, w) ≥
Bk(n, d, w) ≥ Ak(n, d, w) ≥ A(n, d, w).
Proof. It is not hard to see that Bk(n, d, w) ≥ Ak(n, d, w), as all constraints in (6.3) follow
from (6.2). Similarly, it follows that Ak−1(n, d, w) ≥ Bk(n, d, w).
To see Ak(n, d, w) ≥ A(n, d, w), let C ⊆ Fn2 be a constant weight w code with
dmin(C) ≥ d and |C| = A(n, d, w). Define x : Ck → R by x(S) = 1 if S ⊆ C and x(S) = 0
else, for S ∈ Ck. Then x satisfies the conditions in (6.2), where the condition that
Mk,D(x)  0 is satisfied since Mk,D(x)C,C′ = x(C)x(C ′) for all C,C ′ ∈ Ck(D). Moreover,
the objective value equals
∑
v∈N x({v}) = |C| = A(n, d, w), which gives Ak(n, d, w) ≥
A(n, d, w).
This chapter considers A4(n, d, w) and B4(n, d, w), that is, k = 4. By symmetry we assume
throughout that w ≤ n/2 (otherwise, add the all-ones word to each word in Fn2 , where the
addition is in the vector space Fn2 , and replace w by n−w). For computing A4(n, d, w), it
suffices to require that the matrices M4,D(x) with |D| even are positive semidefinite. To see
this, note that if D ⊆ C with |D| even and |C| = |D|+1, then C4(C) ⊆ C4(D), i.e., M4,C(x)
is a principal submatrix of M4,D(x) and hence positive semidefiniteness of M4,D(x) implies
positive semidefiniteness of M4,C(x). For computing B4(n, d, w), it suffices to require that
the matrices M3,D(x|C3) for each D ∈ C3 with |D| ≤ 1 and the matrices M4,D(x) for
each D ∈ C4 with |D| ∈ {2, 4} are positive semidefinite.
If |D| = 4, then M4,D(x) is a matrix of order 1 × 1, so positive semidefiniteness
ofM4,D(x) is equivalent to x(D) ≥ 0. We can assume in (6.2) and (6.3) that x : C4 → R≥0,
since if |D| ≤ 4 then x(D) occurs on the diagonal of M4,D(x) and if |D| ≤ 1 then x(D)
occurs on the diagonal of M3,D(x|C3).
6.1.2 Exploiting the symmetry of the problem
Fix k ∈ N with k ≥ 2. The group H := Sn acts naturally on Ck by simultaneously
permuting the indices 1, . . . , n of each code word in C ∈ Ck (since the weight of each
codeword is invariant under this action), and this action maintains minimum distances
and cardinalities of codes C ∈ Ck. We can assume that the optimum x in (6.2) (or (6.3)) is
H-invariant. To see this, let x be an optimum solution for (6.2) (or (6.3)). For each g ∈ H,
the function g · x is again an optimum solution, since the objective value of g · x equals
the objective value of x and g · x still satisfies all constraints in (6.2) (or (6.3)). Since
the feasible region is convex, the optimum x can be replaced by the average of g · x over
all g ∈ H. This yields an H-invariant optimum solution.
66 Chapter 6. Semidefinite programming bounds for constant weight codes
n d w
best
lower
bound
known
new upper
bound
best upper
bound
previously
known bA3(n, d, w)c
Delsarte
bound
17 6 7 166 206* 207 228 249
18 6 7 243 312* 318 353 408
19 6 7 338 463* 503 526 553
19 6 8 408 693 718 718 751
20 6 8 588 1084 1106 1136 1199
21 6 8 775 1665 1695 1772 1938
21 6 9 1186 2328 2359 2359 2364
25 8 8 759 850 856 926 948
21 8 9 280 294 302 314 358
22 8 9 280 440 473 473 597
23 8 9 400 662 703 707 830
24 8 9 640 968 1041 1041 1160
25 8 9 829 1366 1486 1486 1626
26 8 9 887 1901 2104 2108 2282
27 8 9 1023 2616 2882 2918 3203
22 8 10 616 616 630 634 758
22 8 11 672 672 680 680 805
27 10 9 118 291 293 299 299
22 10 10 46 71 72 72 82
23 10 10 54 116 117 117 117
26 10 10 130 397 406 406 412
27 10 10 162 555 571 571 579
22 10 11 46 79 80 80 88
Table 6.2: An overview of the new upper bounds for constant weight codes. The best
previously known bounds are taken from Brouwer’s table [22]. The unmarked new upper
bounds are instances of B4(n, d, w) (rounded down), and the new upper bounds marked
with ∗ are instances of A4(n, d, w) (rounded down). For comparison: bB4(17, 6, 7)c = 213,
bB4(18, 6, 7)c = 323 and bB4(19, 6, 7)c = 486. The best previously known upper bounds
on A(22, 8, 10) and A(22, 8, 11) are from [47] and [81], respectively. The new upper bounds
imply that A(22, 8, 10) = 616 and A(22, 8, 11) = 672 (marked in red).
Let Ωk be the set of H-orbits on Ck. Then |Ωk| is bounded by a polynomial in n.
Since there exists an H-invariant optimum solution, we can replace, for each ω ∈ Ωk
and C ∈ ω, each variable x(C) by a variable z(ω). Hence, the matrices Mk,D(x) become
matrices Mk,D(z) and we have considerably reduced the number of variables in (6.2)
and (6.3).
It is only required that we check positive semidefiniteness of Mk,D(z) for one code D
in each H-orbit of Ck, as for each g ∈ H, the matrix Mk,g(D)(z) can be obtained by
simultaneously permuting rows and columns of Mk,D(z).
We sketch how to reduce these matrices in size. For D ∈ Ck, let H ′D be the sub-
group of H consisting of all g ∈ H that leaves each element of D invariant. Then the
action of H on Ck gives an action of H ′D on Ck(D). The simultaneous action of H ′D
on the rows and columns of Mk,D(z) leaves Mk,D(z) invariant. Therefore, there exists
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a block-diagonalization (as explained in Section 1.2) given by Mk,D(z) 7→ U∗Mk,D(z)U
of Mk,D(z), for a matrix U depending on H
′
D but not depending on z, such that the order
of U∗Mk,D(z)U is polynomial in n and such that Mk,D(z) is positive semidefinite if and
only if each of the blocks of U∗Mk,D(z)U is positive semidefinite. In our case the matrix U
can be taken to be real; so U∗ = UT. The entries in each block of UTMk,D(z)U are linear
functions in the variables z(ω) (with coefficients bounded polynomially in n). Hence, we
have reduced the size of the matrices involved in our semidefinite program to polynomial
size.
Note that, after reductions, the number of variables involved in the semidefinite pro-
grams for computing Ak(n, d, w) and Bk(n, d, w) are the same. However, the program for
computing Bk(n, d, w) contains fewer blocks than the program for computing Ak(n, d, w),
and the blocks are smaller and contain fewer variables per matrix entry. This is impor-
tant, as the semidefinite programs for computing A4(n, d, w) for moderate values of n, d, w
—for example for the cases given in Table 6.2 below— even after reductions turn out to
be very large in practice (although they are of polynomial size).
For particular weights w (in the case of constant weight codes), the group of distance-
preserving permutations of Ck can be larger than Sn. If w = n/2 there is a further action
of S2 on Ck by adding the all-ones word 1 to each word in each code S in Ck. (This
operation is called ‘taking complements’; if S ∈ Ck, we write Sc := {u+ 1 |u ∈ S}.) Since
the corresponding reduction of the semidefinite program can only be used for specific
weights w, we do not consider the reduction in this chapter, although it was used for
reducing the number of variables in computing B4(22, 8, 11) (as we can assume x(S) =
x(Sc) in (6.3)).
The reductions of the optimization problem will be described in detail in Section 6.2.
Table 6.2 contains new upper bounds for n ≤ 28, which is the range of n usually consid-
ered. We did not compute bounds for all cases of n, d, w with n ≤ 28. Only cases for which
finding B4(n, d, w) did not require excessive computing time or memory are considered in
the present work. Since some tables on Brouwer’s website [22] also consider n in the range
29 ≤ n ≤ 32, we give some new bounds for these cases (many of which are computed
with the smaller program A3(n, d, w)) in Section 6.3 in Table 6.3. All improvements have
been found using multiple precision versions of SDPA [96], where the largest program
(for computing B4(22, 8, 10)) took approximately three weeks to compute on a modern
desktop pc.
6.1.3 Comparison with earlier bounds
In this chapter we will consider B4(n, d, w) and A4(n, d, w), that is, k = 4. It can be
proved that A2(n, d, w) is equal to the Delsarte bound [31]. The bound A4(n, d, w) is an
adaptation of the bound for unrestricted binary codes based on quadruples considered
in [37]. (In [37], this quadruple bound on A(n, d) is called A4(n, d), which must not
be confused with the parameter Aq(n, d) from (2.1).) The semidefinite programming
bound for constant weight codes introduced by Schrijver in [81] is a slight sharpening
of A3(n, d, w) (in almost all cases it is equal to A3(n, d, w)). The bound B4(n, d, w), which
is based on quadruples of code words, is a bound ‘in between’ A3(n, d, w) and A4(n, d, w):
it is the bound A3(n, d, w) with constraints for matrices M4,D(x) with |D| = 2 (based on
quadruples of code words) added. Or it can be seen as a bound obtained from A4(n, d, w)
by removing the positive semidefiniteness of the (large) matrix M4,∅(x) and replacing it
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by the positive semidefiniteness of M3,∅(x|C3) = M2,∅(x|C2).
Recently, Kim and Toan [47] added linear inequalities to the Schrijver bound [81]. As
it restricts to triples of codewords, their method has the advantage that the semidefinite
programs are small and can be solved fast. The bound B4(n, d, w) is often sharper than
their bound, but it takes much more time to compute.
6.2 Reduction of the optimization problem
In this section we give the reduction of optimization problem (6.3) for computing the
bound B4(n, d, w), using the representation theory from Chapters 2 and 3. Also, we give
a reduction for computing A4(n, d, w). First we consider block diagonalizing M4,D(z) for
D ∈ C4 with |D| = 1 or |D| = 2, applied in computing both B4(n, d, w) and A4(n, d, w).1
Subsequently we consider the cases M3,∅(z|Ω3) = M2,∅(z|Ω2) or M4,∅(z), applied in com-
puting B4(n, d, w) or A4(n, d, w), respectively. Note that for the cases |D| = 3 and |D| = 4
the matrix M4,D(z) = (z(D)) is its own block diagonalization, so then M4,D(z) is positive
semidefinite if and only if z(D) ≥ 0.
Remark 6.2.1. If z : Ωk → R, j ≤ k and D ∈ Cj, we will from now on omit the restriction
sign in Mj,D(z|Ωj). That is, we will write Mj,D(z) to denote the matrix Mj,D(z|Ωj).
6.2.1 The cases |D| = 1 and |D| = 2
In this section we consider one code D ∈ C4 with |D| = 1 or |D| = 2. We can assume
that D = {v1, v2} with
v1 =
w︷ ︸︸ ︷
1 . . . 1 1 . . . 1
n−w︷ ︸︸ ︷
0 . . . 0 0 . . . 0 (6.4)
v2 = 0 . . . 0︸ ︷︷ ︸
t
1 . . . 1 1 . . . 1︸ ︷︷ ︸
w
0 . . . 0︸ ︷︷ ︸
n−t−w
,
where t ∈ Z≥0 with t = 0 or d/2 ≤ t ≤ w. For the remainder of this section, fix t ∈
{0} ∪ {t | d/2 ≤ t ≤ w} (recall that w ≤ n/2, so t ≤ n− w). If t = 0, then |D| = 1 and
if d/2 ≤ t ≤ w, then |D| = 2. The rows and the columns of M4,D(z) are parametrized by
codes C ⊇ D of size at most 3 (if |D| = 2) or size at most 2 (if |D| = 1).
Let H ′D be the group of distance-preserving permutations of C4 that fix v1 and v2.
So
H ′D ∼= St × Sw−t × St × Sn−t−w. (6.5)
We first describe a representative set for the action ofH ′D on (CF2)⊗j1⊗. . .⊗(CF2)⊗j4 ∼= CFn2
and then restrict to words of weight w and distance at least d to both words in D. Let ej
denote the j-th standard basis vector of CF2 , for j = 0, 1.
We use the notation of Section 2.4 and Chapter 3, most importantly of Section 3.3.
Let
(j1, j2, j3, j4) := (t, w − t, t, n− t− w).
1Note that if |D| = 1 then M4,D(z) = M3,D(z|Ω3). For computing A4(n, d, w), it is not necessary to
consider the case |D| = 1 separately, as M4,D(z) for |D| = 1 is a principal submatrix of M4,∅(z).
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For i = 1, . . . , 4, set Zi := F2, Gi := {1} (the trivial group) and B(i)1 := [e0, e1]. For
convenience of the reader, we restate the main definitions of Section 3.3 and the main
facts about representative sets applied to the context of this section — see Figure 6.1.
FACTS.
s = 4, (j1, j2, j3, j4) := (t, w − t, t, n− t− w).
for i = 1, . . . , 4:
Gi := {1}, the trivial group.
Zi := F2.
mi := 2, so m := (m1, . . . ,m4) = (2, 2, 2, 2).
A representative set for the action of Gi on Zi is {B(i)1 } = {[e0, e1]}.
A representative set for the action of H ′D on (CZ1)⊗j1 ⊗ . . .⊗ (CZ4)⊗j4 follows
from (2.22) and (2.18).
Λi := (Zi × Zi)/Gi = F2 × F2.
aP := x⊗ y for P = (x, y) ∈ Λi.
Ai := {aP |P ∈ Λi}, a basis of Wi := CF2 ⊗ CF2.
K
(i)
ωi :=
∑
(P1,...,Pji )∈ωi aP1 ⊗ · · · ⊗ aPji for ωi ∈ Λ
ji
i /Sji .
Figure 6.1: The main definitions of Section 3.3 and the main facts about representative sets
applied to the context of Section 6.2.1.
A representative set for the action of H ′D on (CF2)⊗j1 ⊗ . . . ⊗ (CF2)⊗j4 ∼= CFn2 is,
cf. (2.22) and (2.18), given by{ [
4⊗
i=1
u
τi,B
(i)
1
| ∀ i = 1, . . . , 4 : τi ∈ Tλi,2
] ∣∣ ∀ i = 1, . . . , 4 : λi ` ji } . (6.6)
We restrict to words of weight w and distance contained in {0, d, d+1, . . . , n} to both words
in D. For d1, d2 ∈ {0, 1, . . . , n}, let Lw,d1,d2 denote the linear subspace of CFn2 spanned
by the unit vectors ev, with v a word of weight w and distances d1 and d2 to v1 and v2,
respectively. Note that Lw,d1,d2 is H
′
D-invariant. If for all i = 1, . . . , 4 we have λi ` ji and
τi ∈ Tλi,2, then the irreducible representation CH ′D ·
⊗4
i=1 uτi,B(i)1
is contained in Lw,d1,d2 ,
where
w = |τ−11 (2)|+ |τ−12 (2)|+ |τ−13 (2)|+ |τ−14 (2)|,
d1 = |τ−11 (1)|+ |τ−12 (1)|+ |τ−13 (2)|+ |τ−14 (2)|,
d2 = |τ−11 (2)|+ |τ−12 (1)|+ |τ−13 (1)|+ |τ−14 (2)|. (6.7)
Let for λ := (λ1, . . . , λ4) ` (j1, . . . , j4),
T ′λ,m :=
{
(τ1, . . . , τ4)
∣∣ for all i = 1, . . . , 4 : τi ∈ Tλi,2,
|τ−11 (2)|+ |τ−12 (2)|+ |τ−13 (2)|+ |τ−14 (2)| = w,
|τ−11 (1)|+ |τ−12 (1)|+ |τ−13 (2)|+ |τ−14 (2)| ∈ {0, d, d+ 1, . . . ,n},
|τ−11 (2)|+ |τ−12 (1)|+ |τ−13 (1)|+ |τ−14 (2)| ∈ {0, d, d+ 1, . . . ,n}
}
. (6.8)
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(Note that T ′λ,m is a subset of Tλ,m from (3.1).) Then{[⊗4
i=1 uτi,B(i)1
| (τ1, . . . , τ4) ∈ T ′λ,m
] ∣∣ λ = (λ1, . . . , λ4) ` (j1, . . . , j4)} (6.9)
is a representative set for the action of H ′D on N
′, where N ′ denotes the set of words v ∈ N
such that C := {v1, v2, v} ∈ C4(D) with dmin(C) ≥ d.
Computations for |D| = 1 or |D| = 2
Fix D = {v1, v2} ∈ C4. Let Ω4(D) denote the set of all Sn-orbits of codes in C4 contain-
ing D = {v1, v2}. For each ω ∈ Ω4(D), we define the Fn2 × Fn2 matrix Nω by
(Nω)α,β :=
{
1 if {v1, v2, α, β} ∈ ω,
0 otherwise,
(6.10)
for α, β ∈ Fn2 . Then, for each z : Ω4(D) → R, one has M4,D(z)  0 if and only if∑
ω∈Ω4(D) z(ω)Nω  0. (The implication“⇐=” is trivial, as M4,D(z) is a principal subma-
trix of
∑
ω∈Ω4(D) z(ω)Nω. The implication“=⇒” follows from the fact that LTM4,D(z)L =∑
ω∈Ω4(D) z(ω)Nω, where L is the C4(D) × Fn2 matrix with 0, 1 entries satisfying LC,α =
1 if and only if C = {v1, v2, α}, for C ∈ C4(D) and α ∈ Fn2 .)
Then we obtain with (2.17) and (6.9) that, for each z : Ω4(D)→ R,
Φ
 ∑
ω∈Ω4(D)
z(ω)Nω
 = ⊕
λ=(λ1,...,λ4)
λi`ji ∀ 1≤i≤4
∑
ω∈Ω4(D)
z(ω)UTλNωUλ, (6.11)
where Uλ is the matrix in (6.9) that corresponds with λ := (λ1, . . . , λ4). For each i =
1, . . . , 4, the number of λi ` ji, and the numbers |T ′λ,m| and |Ω4(D)| are all bounded by a
polynomial in n. This implies that the number of blocks in (6.11), the size of each block
and the number of variables occurring in all blocks are polynomially bounded in n. Next
we will show how to compute each entry (
⊗4
i=1 uτi,B(i)1
)TNω(
⊗4
i=1 uσi,B(i)1
) in polynomial
time, for (τ1, . . . , τ4) and (σ1, . . . , σ4) in T
′
λ,m.
As in Section 3.3, let R := Zj11 × . . .×Zj44 , so R = Ft2×Fw−t2 ×Ft2×Fn−w−t2 . Write C ′4
for the collection of codes C ⊆ Fn2 of size ≤ 4 (so not necessarily of constant weight w).
Then the function
R2 =
(
Ft2 × Fw−t2 × Ft2 × Fn−w−t2
)2 → C ′4, (6.12)
((α1, α2, α3, α4), (β1, β2, β3, β4)) 7→ {v1, v2, α1α2α3α4, β1β2β3β4},
induces a surjective function r : R2/H ′D → Ω′4(D), where Ω′4(D) ⊇ Ω4(D) denotes the
set of all H ′D-orbits of codes in C ′4 that contain D = {v1, v2}.
For any ω′ ∈ R2/H ′D, the matrix Kω′ is defined in (3.20). If ω ∈ Ω4(D), then a basic
calculation as in Lemma 4.3.1 gives
Nω =
∑
ω′∈R2/H′D
r(ω′)=ω
Kω′ . (6.13)
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So it suffices to compute
(⊗4
i=1 uτi,B(i)1
)T
Kω′
(⊗4
i=1 uσi,B(i)1
)
. Note thatKω′ = K
(1)
ω1 ⊗. . .⊗
K
(4)
ω4 , cf. (3.21), where for each ω
′ ∈ R2/H ′D we write ω′ = ω1× . . .×ω4, with ωi ∈ Λjii /Sji
for 1 ≤ i ≤ 4. Then, as in (2.19),(⊗4
i=1uτi,B(i)1
)T (⊗4
i=1K
(i)
ωi
) (⊗4
i=1uσi,B(i)1
)
=
4∏
i=1
(
uT
τi,B
(i)
1
K(i)ωi uσi,B(i)1
)
. (6.14)
Hence ∑
ω′∈R2/H′D
((⊗4
i=1uτi,B(i)1
)T (⊗4
i=1K
(i)
ωi
) (⊗4
i=1uσi,B(i)1
))
µ(ω1) · · ·µ(ω4)
=
4∏
i=1
∑
ωi∈Λji/Sji
(
uT
τi,B
(i)
1
K(i)ωi uσi,B(i)1
)
µ(ωi).
Moreover, by Proposition 3.1.1 , for 1 ≤ i ≤ 4, one has∑
ωi∈Λjii /Sji
(
u
τi,B
(i)
1
K(i)ωi uσi,B(i)1
)
µ(ωi) = pτi,σi(F
(i)
1 ),
where pτi,σi is defined in (3.14) and where F
(i)
1 is the F2 × F2 matrix with
(F
(i)
1 ) :=
(
B
(i)
1 (j)⊗B(i)1 (h)
) ∣∣
Wi
= a∗(j,h), for j, h ∈ F2 (so that (j, h) ∈ Λi). (6.15)
So one computes the entry
∑
ω∈Ω4(D) z(ω)
(⊗4
i=1 uτi,B(i)1
)T
Nω
(⊗4
i=1 uσi,B(i)1
)
by first ex-
pressing each polynomial pτi,σi(F
(i)
1 ) as a linear combination of µ(ωi) and subsequently
replacing each µ(ω1) · · ·µ(ω4) in the product
∏4
i=1 pτi,σi(F
(i)
1 ) with the variable z(r(ω1 ×
. . .×ω4)) if r(ω1× . . .×ω4) ∈ Ω4 and with zero otherwise. (Here ω1× . . .×ω4 ∈ R2/H ′D,
cf. (3.17).)
6.2.2 The case D = ∅
Next, we consider how to block diagonalize M3,∅(z) = M2,∅(z) for computing B4(n, d, w).
We also give a reduction of the matrix M4,∅(z) for computing A4(n, d, w). So we will reduce
the matrices M2ξ,∅(z) for ξ ∈ {1, 2}, where we consider ξ = 1 for computing B4(n, d, w)
and ξ = 2 for computing A4(n, d, w). We start by giving a representative set for the
natural action of Sn on (CF
ξ
2)⊗n ∼= C(Fn2 )ξ , using the results described in Section 2.4. For
the computations, we will use the framwork from Chapter 3.
Let B1 := [ej | j ∈ Fξ2] be an Fξ2× Fξ2 matrix containing the unit basis vectors of CF
ξ
2
as columns, in lexicographic order (from left to right). So if ξ = 1 then B1 = [e0, e1]
and if ξ = 2 then B1 = [e(0,0), e(0,1), e(1,0), e(1,1)]. Then B1 is an ordered basis of CF
ξ
2 . For
convenience of the reader, we restate the main definitions of Chapter 3 and the main facts
about representative sets applied to the context of this section — see Figure 6.2.
Proposition 2.22 gives a representative set for the action of Sn on (CF
ξ
2)⊗n: it is the
set
{ [uτ,B1 | τ ∈ Tλ,2ξ ] | λ ` n}. (6.16)
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FACTS.
G := {1}, the trivial group.
Z := Fξ2.
k := 1, m1 := 2
ξ and m := 2ξ.
A representative set for the action of G on Z is {B1} := {[ej | j ∈ Fξ2]}.
A representative set for the action of Sn on Z
n is given by (2.22).
Λ := (Z × Z)/G = Fξ2 × Fξ2.
aP := x⊗ y for P = (x, y) ∈ Λ.
A := {aP |P ∈ Λ}, a basis of W := CFξ2 ⊗ CFξ2.
Kω′ :=
∑
(P1,...,Pn)∈ω′ aP1 ⊗ · · · ⊗ aPn for ω′ ∈ Λn/Sn.
Figure 6.2: The main definitions of Chapter 3 and the main facts about representative sets
applied to the context of Section 6.2.2.
For computingB4(n, d, w), we consider ξ = 1. We restrict the representative set (6.16)
for the action of Sn on (CF2)⊗n ∼= CFn2 to CN (recall: N ⊆ Fn2 is the set of all words of
constant weight w). Note that for any τ ∈ Tλ,2, the number of times B1(2) = e1 appears in
the tensor in each summand of uτ,B1 (cf. (2.21)) is equal to |τ−1(2)|. Similarly, |τ−1(1)| is
equal to the number of times B1(1) = e0 appears in the tensor in each summand of uτ,B1 .
Let
T
(1)
λ,2 := {τ ∈ Tλ,2 | |τ−1(2)| = w}, for λ ` n. (6.17)
Then { [
uτ,B1 | τ ∈ T (1)λ,2
]
| λ ` n
}
(6.18)
is representative for the action of Sn on N = C1 \ {∅} ⊆ Fn2 .
For computing A4(n, d, w), we consider ξ = 2. We proceed by restricting the repre-
sentative set (6.16) of the action of Sn on C(F
n
2 )
2
to pairs of words in N2 with distance
contained in {0, d, d + 1, . . . , n}. Given w1, w2, d1 ∈ {0, 1, . . . , n}, let L(2)w1,w2,d1 denote
the linear subspace of C(Fn2 )2 spanned all the unit vectors eα,β, with α and β words of
weight w1 and w2 respectively, and dH(α, β) = d1. Then L
(2)
w1,w2,d1
is Sn-invariant. More-
over, for any λ ` n and τ ∈ Tλ,4, the irreducible representation CSn · uτ,B1 is contained
in L
(2)
w1,w2,d1
, with
w1 = |τ−1(3)|+ |τ−1(4)|,
w2 = |τ−1(2)|+ |τ−1(4)|,
d1 = |τ−1(2)|+ |τ−1(3)|. (6.19)
So let
T
(2)
λ,4 := {τ ∈ Tλ,4 | |τ−1(2)|+ |τ−1(4)| = w, |τ−1(3)|+ |τ−1(4)| = w,
|τ−1(2)|+ |τ−1(3)| ∈ {0, d, d+ 1, . . . , n}}, for λ ` n. (6.20)
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Then { [
uτ,B1 | τ ∈ T (2)λ,4
]
| λ ` n
}
(6.21)
is representative for the action of Sn on (N
2)d ⊆ Fn2 × Fn2 , where (N2)d denotes the set of
all pairs of words in N ×N with distance contained in {0, d, d+ 1, . . . , n}.
It is possible to further reduce the program (by a factor 2) by giving a reduction
from ordered pairs to unordered pairs of words. We will not consider this reduction in
the present chapter. Regardless of a further reduction by a factor 2, the programs for
computing A4(n, d, w) are considerably larger (although they have polynomial size) than
the ones for computing B4(n, d, w).
Note that Sn acts trivially on ∅. The Sn-isotypical component of CNξ that consists
of the Sn-invariant elements corresponds to the matrix in the representative set (6.18)
or (6.21) indexed by λ = (n). So to obtain a representative set for the action of Sn
on (N ξ)d ∪ {∅} (here (N1)d := N), we add a new unit base vector e∅ to this matrix (as a
column).
Computations for D = ∅
We consider ξ = 1 and ξ = 2 for computing B4(n, d, w) and A4(n, d, w), respectively.
If ξ = 1, then for all ω ∈ Ω2 ⊆ Ω4, we define the Fn2 × Fn2 matrix N (1)ω by
(N (1)ω )α,β :=
{
1 if {α, β} ∈ ω,
0 otherwise,
(6.22)
for α, β ∈ Fn2 . Similarly, if ξ = 2, then for all all ω ∈ Ω4, we define the (Fn2×Fn2 )×(Fn2×Fn2 )
matrix N
(2)
ω by
(N (2)ω )(α,β),(γ,δ) :=
{
1 if {α, β, γ, δ} ∈ ω,
0 otherwise,
(6.23)
for α, β, γ, δ ∈ Fn2 . Let M ′2ξ,∅(z) denote the matrix M2ξ,∅(z) with the row and column
indexed by ∅ removed. Then, for each z : Ω2ξ → R, one has M ′2ξ,∅(z)  0 if and only
if
∑
ω∈Ω2ξ\{{∅}} z(ω)N
(ξ)
ω  0. With (2.17) and (6.18) or (6.21) we obtain that, for any
z : Ω2ξ \ {{∅}} → R,
Φ
 ∑
ω∈Ω2ξ\{{∅}}
z(ω)N (ξ)ω
 = ⊕
λ`n
∑
ω∈Ω2ξ\{{∅}}
z(ω)UTλN
(ξ)
ω Uλ, (6.24)
where Uλ is the matrix in (6.18) or (6.21) that corresponds with λ. The number of λ ` n
with height(λ1) ≤ 2ξ, and the numbers |T (ξ)λ,2ξ |, |Ω2ξ|, for ξ = 1 and ξ = 2, respectively,
are all polynomially bounded in n. Hence the number of blocks in (6.24), as well as the
size of each block and the number of variables occurring in all blocks are bounded by
a polynomial in n. We now explain how to compute the coefficients uTτ,B1N
(ξ)
ω uσ,B1 in
polynomial time, for τ, σ ∈ T (ξ)
λ,2ξ
and ξ ∈ {1, 2}.
Recall that Λ = Fξ2 × Fξ2. Since naturally (Fn2 )2ξ ∼= (Fξ2 × Fξ2)n, there is a natural
bijection between Λn/Sn and the set of Sn-orbits on (Fn2 )2ξ. The function (Fn2 )2ξ → C2ξ
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with (x1, . . . , x2ξ) 7→ {x1, . . . , x2ξ} then induces a surjective function r′ : Λn/Sn → Ω′2ξ \
{{∅}}, where Ω′2ξ ⊇ Ω2ξ denotes the set of all Sn-orbits of codes in C ′2ξ (so not necessarily
of constant weight w) and ξ ∈ {1, 2}.
In view of Lemma 4.3.1, we have for each ω ∈ Ω2ξ \ {{∅}} that
N (ξ)ω =
∑
ω′∈Λn/Sn
r′(ω′)=ω
Kω′ . (6.25)
So it suffices to compute
(
uTτ,B1Kω′uσ,B1
)
for each ω′ ∈ Λn/Sn and τ, σ ∈ T (ξ)λ,2ξ . By
Proposition 3.2.1, it holds that
∑
ω′∈Λn/Sn
(
uTτ,B1Kω′uσ,B1
)
µ(ω′) = pτ,σ(F1), where the
polynomial pτ,σ is defined in (3.14) and where F1 is an Fξ2 × Fξ2 matrix with
(F1)j,h = (B1(j)⊗B1(h))|W = a∗(j,h), for j, h ∈ Fξ2 (so that (j, h) ∈ Λ). (6.26)
Hence one computes the entry
∑
ω∈Ω2ξ\{{∅}} z(ω)u
T
τ,B1
N
(ξ)
ω uσ,B1 by first expressing pτ,σ(F1)
as a linear combination of degree n monomials expressed in the dual basis A∗ of A
and subsequently replacing each monomial µ(ω′) in pτ,σ(F1) with the variable z(r′(ω′))
if r′(ω′) ∈ Ω2ξ and with zero otherwise.
At last, we compute the entries in the row and column indexed by ∅ in the matrix
for λ = (n). Then eT∅M2ξ,∅(z)e∅ = M2ξ,∅(z)∅,∅ = x(∅) = 1 by definition, see (6.2) and (6.3).
For computing the other entries we distinguish between the cases ξ = 1 and ξ = 2. If ξ = 1,
then for λ = (n), we have |T (1)λ,2 | = 1, so there is only one coefficient to compute. If τ is
the unique element in T
(1)
λ,2 (note that the tableau τ contains w times symbol 2 and n−w
times symbol 1), then uτ,B1 =
∑
v∈Fn2 ,wt(v)=w ev, so
eT∅M2,∅(z)uτ,B1 =
(
n
w
)
z(ω0), (6.27)
where ω0 ∈ Ω2 is the (unique) Sn-orbit of a code of size 1.
If ξ = 2, then for λ = (n), any τ ∈ T (2)λ,4 is determined by the number t of 2’s in the
row of the Young shape Y ((n)) of tableau τ (this determines also the number of 1’s, 3’s
and 4’s, by (6.19)). Then
uτ,B1 =
∑
v1,v2∈Fn2 ,
wt(v1)=wt(v2)=w
dH(v1,v2)=2t
e(v1,v2). (6.28)
Hence
eT∅M4,∅(z)uτ,B1 =
∑
v1,v2∈Fn2 ,
wt(v1)=wt(v2)=w
dH(v1,v2)=2t
x({v1, v2}) =
(
n
w
)(
w
t
)(
n− w
t
)
z(ωt), (6.29)
where ωt ∈ Ω4 is the (unique) Sn-orbit of a pair of constant weight code words at dis-
tance 2t.
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6.3 Concluding remarks
Recently, also new upper bounds for constant weight codes for some values of n larger
than 28 have been given, see [87] and [22]. We therefore also provide a table with improved
upper bounds for n in the range 29 ≤ n ≤ 32 and d ≥ 10 (cf. Brouwer’s table [22]) —
see Table 6.3. Most of our new upper bounds for these cases are instances of A3(n, d, w),
which can computed by using the block diagonalization of M2,∅(z) from Section 6.2.2 and
from M3,D(z) = M4,D(z) for |D| = 1 from Section 6.2.1 (use only the blocks for t = 0
from this section). The bound A3(n, d, w) is in almost all cases equal to the Schrijver
bound [81].
n d w
best
lower
bound
known
new
upper
bound
best
upper
bound
previ-
ously
known
Del-
sarte
bound
31 10 8 124 322B 329 344
32 10 8 145 402B 436 442
29 10 9 168 523B 551 565
30 10 9 203 657B 676 725
31 10 9 232 822B 850 936
30 10 10 322 1591 1653 1696
31 10 10 465 2074 2095 2247
32 10 10 500 2669 2720 2996
29 10 11 406 2036 2055 2055
30 10 11 504 2924 2945 2945
31 10 11 651 4141 4328 4328
32 10 11 992 5696 6094 6538
29 10 12 539 3091 3097 3097
30 10 12 768 5008 5139 5139
31 10 12 930 7259 7610 7610
32 10 12 1395 10446 11541 11541
29 10 13 756 4282 4420 4420
30 10 13 935 6724 7149 7149
31 10 13 1395 10530 12254 12254
32 10 13 1984 16755 18608 18608
29 10 14 1458 4927 5051 5051
30 10 14 1458 8146 9471 9471
31 10 14 1538 13519 15409 15409
32 10 14 2325 22213 24679 24679
30 10 15 1458 8948 10053 10053
31 10 15 1922 15031 17337 17337
32 10 15 2635 26361 29770 29770
32 10 16 3038 27429 30316 30316
n d w
best
lower
bound
known
new
upper
bound
best
upper
bound
previ-
ously
known
Del-
sarte
bound
29 12 9 42 59B 66 67
30 12 9 42 74B 94 96
31 12 9 50 94 103 112
29 12 10 66 126 129 129
32 12 11 186 573 574 574
30 12 12 190 492 493 493
31 12 12 310 679 692 692
32 12 12 496 952 1014 1014
30 12 13 236 642 689 689
31 12 13 400 958 1177 1177
32 12 13 434 1497 1669 1669
29 12 14 173 492 507 507
30 12 14 288 801 952 952
31 12 14 510 1238 1455 1455
32 12 14 900 2140 2143 2143
30 12 15 302 894 1008 1008
31 12 15 572 1435 1605 1605
32 14 11 39 68 89 90
29 14 12 29 47 50 52
30 14 12 36 62 72 80
31 14 12 45 80 103 104
32 14 12 55 118 134 134
29 14 13 35 58 66 74
30 14 13 45 78 101 101
31 14 13 60 129 137 137
29 14 14 58 63 82 82
30 14 14 58 95 116 116
30 14 15 62 104 122 122
Table 6.3: An overview of the new upper bounds for constant weight codes for 29 ≤ n ≤ 32
and d ≥ 10. The unmarked new upper bounds are instances of A3(n, d, w) (rounded down), the
ones marked with B are instances of B4(n, d, w) (rounded down). The best previously known
bounds are taken from Brouwer’s table [22].
Upper bound (6.3) could also be useful for unrestricted binary codes: one can de-
fine Bk(n, d) just as Bk(n, d, w) in (6.3), where Ck now is defined to be the collection of all
codes C ⊆ Fn2 of size ≤ k and N := Fn2 . Note that Bk(n, d) in this context has a different
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meaning than Bq(n, d) from (4.2). To compute Bk(n, d) in case k = 5, one must block
diagonalize M4,∅(x|C4) (the block diagonalization can be found explicitly in [37] or more
conceptually in Chapter 4) and the matrices M5,D(x) with |D| = 3 and |D| = 2. One can
assume that D = {v1, v2, v3} with
v1 =
w︷ ︸︸ ︷
0 . . . 0 0 . . . 0
n−w︷ ︸︸ ︷
0 . . . 0 0 . . . 0 (6.30)
v2 = 1 . . . 1 1 . . . 1 0 . . . 0 0 . . . 0
v3 = 0 . . . 0︸ ︷︷ ︸
t1
1 . . . 1︸ ︷︷ ︸
w−t1
1 . . . 1︸ ︷︷ ︸
t2
0 . . . 0︸ ︷︷ ︸
n−w−t2
,
for 0 ≤ w ≤ n, t1 ≤ w, t2 ≤ n − w and such that the weight of v3 is at least the
weight of v2, so t2 ≥ t1. Then St1 × Sw−t1 × St2 × Sn−w−t2 acts on C5 fixing D, and
a block diagonalization of M5,D(x) for |D| = 3 and |D| = 2 for non-constant weight
codes is obtained by a straightforward adaptation of the block diagonalization of M4,D(x)
for |D| = 2 and |D| = 1 for constant weight codes given in Section 6.2.1.2 However, for
small cases in which A(n, d) is unsettled (with n around 20), the program B5(n, d) is large
in practice, even after reductions. The program to compute the bound from [37] (which
is defined analogously to Ak(n, d, w) in (6.2)) for k = 5 is still larger after reductions
(although of size polynomial in n). Using a lot of computing time, one may be able
to compute B5(n, d) for some small unknown cases of n, d, possibly sharpening recent
semidefinite programming bounds for binary codes [37, 47]. This is material for further
research.
6.4 Appendix: An overview of the program
See Figure 6.3 for an outline of the method. Here we write ω0 ∈ Ω4 for the (unique)
Sn-orbit of a constant weight w code of size 1, and ω∅ for the orbit {∅}. Also, we write Ωd4
for the set orbits in Ω4 that correspond to a code with minimum distance at least d.
2To compute the bound from [37] for k = 5, we additionally must compute a block diagonalization of
the (large) matrix M5,D(x) for |D| = 1 (so we can assume D = {0 . . . 0}, the singleton zero word). This
block diagonalization can be obtained by adapting the block diagonalization of M4,∅ for constant weight
codes given in Section 6.2.2.
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Input: Natural numbers n, d, w and ξ ∈ {1, 2}
Output: Semidefinite program to compute B4(n, d, w) (ξ = 1) or A4(n, d, w) (ξ = 2)
print Maximize
(
n
w
)
z(ω0)
print Subject to:
//Start with |D| = 1 and |D| = 2.
foreach t ∈ Z≥0 with t = 0 or d/2 ≤ t ≤ w //Recall: (j1, . . . , j4) = (t, w − t, t, n− w − t).
foreach λ = (λ1, . . . , λ4) ` (j1, . . . , j4) with height(λi) ≤ 2 for all i
start a new block Mλ
foreach (τ1, . . . , τ4) ∈ T ′λ,m from (6.8)
foreach (σ1, . . . , σ4) ∈ T ′λ,m from (6.8)
compute pτi,σi(F
(i)
1 ) for i = 1, . . . , 4 (with pτi,σi cf. (3.14), F
(i)
1 cf. (6.15))
replace each µ1(ω1) · · ·µ(ω4) in
∏4
i=1 pτi,σi(F
(i)
1 ) by a variable
z(r(ω1 × . . .× ω4)) if r(ω1 × . . .× ω4) ∈ Ωd4 and by 0 otherwise
(Mλ)(τ1,...,τ4),(σ1,...,σ4) := the resulting linear expression in z(ω)
end
end
print Mλ  0
end
end
//Now D = ∅.
foreach λ ` n with height(λ) ≤ 2ξ
start a new block Mλ
foreach τ ∈ T (ξ)
λ,2ξ
from (6.17) or (6.20)
foreach σ ∈ T (ξ)
λ,2ξ
from (6.17) or (6.20)
compute pτ,σ(F1) in variables a
∗
P (with pτ,σ cf. (3.14) and F1 cf. (6.26))
replace each monomial µ(ω′) by a variable z(r′(ω)) if r′(ω′) ∈ Ωd4
and by 0 otherwise
(Mλ)τ,σ := the resulting linear expression in z(ω)
end
end
if λ = (n) //Add a row and a column corresponding to ∅.
add a row and column to Mλ indexed by ∅
put (Mλ)∅,∅ := 1 and the entries (Mλ)∅,τ and (Mλ)τ,∅ as in (6.27) or (6.29)
end
print Mλ  0
end
//Now nonnegativity of all variables (this includes the cases |D| = 3 and |D| = 4).
foreach ω ∈ Ωd4
print z(ω) ≥ 0
end
Figure 6.3: Algorithm to generate semidefinite programs for computing A4(n, d, w) and
B4(n, d, w).

Chapter 7
Uniqueness of codes using
semidefinite programming
Writing briefly takes far more
time than writing at length.
— Carl Friedrich Gauss (1777–1855)
For n, d, w ∈ N, let A(n, d, w) again denote the maximum size of a binary code of word
length n, minimum distance d and constant weight w. Schrijver recently showed, us-
ing semidefinite programming, that A(23, 8, 11) = 1288, and we obtained in Chapter 6
that A(22, 8, 11) = 672 and A(22, 8, 10) = 616. In this chapter we show uniqueness of the
codes achieving these bounds.
Let A(n, d) again denote the maximum size of a binary code of word length n and
minimum distance d. Gijswijt, Mittelmann and Schrijver showed that A(20, 8) = 256,
implying that the quadruply shortened extended binary Golay code is optimal. We show
that there are several nonisomorphic codes achieving this bound, and classify all such
codes under the additional condition that all distances are divisible by 4.
This chapter is based on joint work with Andries Brouwer [25].
7.1 Introduction
Recall that a binary constant weight w code C ⊆ Fn2 with dmin(C) ≥ d is called an (n, d, w)-
code. Moreover, a binary code C ⊆ Fn2 and dmin(C) ≥ d is called an (n, d)-code.
Using semidefinite programming, some upper bounds on A(n, d, w) have recently
been obtained that are equal to the best known lower bounds: it has been established
that A(23, 8, 11) = 1288 (see [81]), and that A(22, 8, 11) = 672 and A(22, 8, 10) = 616
(see Chapter 6, which is based on [70]). We show using the output of the corresponding
semidefinite programs that the constant weight codes codes of maximum size are unique
(up to coordinate permutations) for these n, d, w.
For unrestricted (non-constant weight) binary codes, the bound A(n, d) = A(20, 8) ≤
256 was obtained by Gijswijt, Mittelmann and Schrijver in [37], implying that the quadru-
ply shortened extended binary Golay code is optimal. The quadruply shortened extended
binary Golay code is a linear (n, d) = (20, 8)-code of size 256 and has all distances divisible
by 4.
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Up to equivalence, there is a unique optimum (24 − i, 8)-code of size 212−i, for i =
0, 1, 2, 3, namely the i times shortened extended binary Golay code [20]. We show that
the 4 times shortened extended binary Golay code is not the only (20, 8)-code of size 256.
We classify such codes under the additional condition that all distances are divisible by 4,
and find that there exist 15 such codes.
7.2 The semidefinite programming upper bound
Following [37, 81] and Chapter 6, we recall semidefinite programming upper bounds on
A(n, d) and A(n, d, w). Fix n, d, w ∈ N and let N be either Fn2 or the set of words in Fn2
of weight w. For k ∈ Z≥0, let Ck be the collection of codes C ⊆ N with |C| ≤ k. For
any D ∈ Ck, we define
Ck(D) := {C ∈ Ck | C ⊇ D, |D|+ 2|C \D| ≤ k}. (7.1)
Note that then |C ∪ C ′| = |C| + |C ′| − |C ∩ C ′| ≤ 2|D| + |C \ D| + |C ′ \ D| − |D| ≤ k
for all C,C ′ ⊆ Ck(D). Furthermore, for any function x : Ck → R and D ∈ Ck, we define
the Ck(D)×Ck(D) matrix Mk,D(x) by Mk,D(x)C,C′ := x(C∪C ′), for C,C ′ ∈ Ck(D). Recall
the parameter Ak(n, d, w) from (6.2):
Ak(n, d, w) := max
{∑
v∈N x({v}) | x : Ck → R≥0, x(∅) = 1, x(S) = 0 if dmin(S) < d,
Mk,D(x)  0 for each D in Ck
}
, (7.2)
where N is the set of words in Fn2 of weight w. (Here X  0 means: X positive semidefi-
nite.) Then Ak(n, d, w) is an upper bound on A(n, d, w). Similarly, one obtains an upper
bound Ak(n, d) on A(n, d) by setting N := Fn2 in (7.2), so that Ck is the collection of
unrestricted (not necessarily constant weight) codes of size at most k. It can be proved
that A2(n, d) and A2(n, d, w) are equal to the classical Delsarte linear programming bound
in the Hamming and Johnson schemes respectively [31].
Remark 7.2.1. In this chapter, we use Ak(n, d) to denote the described bound on A(n, d).
It must not be confused with the parameter Aq(n, d) from (2.1).
Let H be the group of distance-preserving permutations of N . In case of constant
weight-codes, H = Sn, except if n = 2w; in this case the group H is twice as large,
since then taking complements is also a distance-preserving permutation of N . (Here the
complement of a word v ∈ N is the word v + 1, where the addition is in Fn2 and where 1
denotes the all-ones word.) In case of non-constant weight codes, H = Sn2 oSn, where Sn2
denotes the direct product of n copies of S2.
Let Ωk be the set of H-orbits of codes in Ck and let Ωdk ⊆ Ωk be those orbits that
correspond to codes with minimum distance at least d. By averaging an optimum x over
all g · x for g ∈ H, one obtains the existence of a H-invariant optimum solution to (7.2).
The original problem (7.2) is equivalent to the much smaller problem in which the
constraint is added that x is H-invariant. We will write z(ω) for the common value of
a H-invariant function x on codes C in orbit ω. Hence, the matrices Mk,D(x) become
matrices Mk,D(z) and we have considerably reduced the number of variables in (7.2).
Moreover, a block diagonalization Mk,D(z) 7→ UTk,DMk,D(z)Uk,D can be obtained reduc-
ing the sizes of the matrices involved to make the computations in (7.2) tractable (see
Chapter 6 and [37, 81] for the reductions).
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It can be seen (cf. [37, 70]) that the nonnegativity condition on x, and hence on z,
is already implied by the positive semidefiniteness of all matrices Mk,D(x). When solving
the semidefinite program with a computer, we add separate 1 × 1 blocks (z(ω)) which
are required to be positive semidefinite as constraints (although nonnegativeness of z is
already implied by positive semidefiniteness of the matrices Mk,D(x)). As explained in the
next section, this will allow us to easily determine which variables z(ω) will be necessarily
zero in any optimum solution. This may yield necessary conditions on all optimal codes,
which may classify the optimal codes, in some cases implying uniqueness.
7.2.1 Information about maximum size codes
Suppose that we have an instance of n, d, w or n, d for which Ak(n, d, w) = A(n, d, w) or
Ak(n, d) = A(n, d). We want to obtain information about codes attaining these bounds
from the semidefinite programming output. The semidefinite program (7.2) can be written
as follows:
Ak(n, d, w) = max
 ∑
ω∈Ωdk\{{∅}}
bωz(ω)
∣∣ M = F∅ − ∑
ω∈Ωdk\{{∅}}
Fωz(ω)  0
 . (7.3)
Here bω0 = |N |, where ω0 ∈ Ωdk corresponds to the orbit of a code of size 1 in Ck, and bω = 0
for all other ω ∈ Ωdk \{{∅}}. Moreover, M is a (large) block diagonal matrix that consists
of blocks UTk,DMk,D(z)Uk,D (which are reduced versions of the blocks Mk,D(z) that are
required to be positive semidefinite in (7.2)) and blocks (z(ω)). For each orbit ω ∈
Ωdk \ {{∅}}, the matrix Fω is a matrix of the same size as M with entries the coefficients
of −z(ω) in the corresponding entries of M . The matrix F∅ is a matrix of the same size
as M with entries the constant coefficients in the corresponding entries of M . Recall that
for two real-valued square matrices A,B of the same size, we write 〈A,B〉 := tr(BTA).
The dual program of (7.3) then reads
min
{〈F∅, X〉 ∣∣ 〈Fω, X〉 = bω for all ω ∈ Ωdk \ {{∅}}, X  0} . (7.4)
If (M, z) is any optimum solution for (7.3) and X is an optimum solution for (7.4) with
the same values, then 〈M,X〉 = 0. This is called complementary slackness. As M  0
and X  0, we have in particular z(ω)Xω = 0 for the separate 1× 1 blocks (z(ω)) in M
and (Xω) in X, where (Xω) denotes the 1 × 1 block in X corresponding to the 1 × 1
block (z(ω)) in M . Thus
Xω > 0 in some optimum solution to (7.3)
=⇒
z(ω) = 0 in each optimum solution to (7.4).
If z(ω) = 0 for all solutions to (7.2) with objective value Ak(n, d, w) = A(n, d, w), then
for any code C of maximum size there is no subcode D ⊂ C with D ∈ ω. (Suppose
otherwise; then one constructs a feasible solution to (7.2) by putting x(S) = 1 for S ∈ Ck
with S ⊆ C and x(S) = 0 else, and hence by averaging over H there exists a feasible
H-invariant solution with z(ω) > 0, a contradiction.) So orbit ω does not appear in any
code of maximum size. Hence we can identify some orbits ω ∈ Ωdk that cannot occur in
any code of maximum size. We will call these orbits forbidden orbits.
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We used the solver SDPA-GMP [61, 96] to conclude which orbits are forbidden. The
semidefinite programming solver does not produce exact solutions, but approximations
up to a certain precision. In our case the approximations are precise enough to verify
(with certainty) that certain orbits are forbidden. See the appendix for details.
7.3 Self-orthogonal codes
If u, v ∈ Fn2 , we define (u ∩ v) ∈ Fn2 to be the word that has 1 at position i if and only
if ui = vi = 1. The following easy equality is well-known and will be used often throughout
this chapter:
dH(u, v) = wt(u) + wt(v)− 2 wt(u ∩ v), for all u, v ∈ Fn2 . (7.5)
The function (u, v) 7→ wt(u∩ v) (mod 2) is a non-degenerate symmetric F2-bilinear form
on Fn2 . If (u, v) = 0, then u and v are called orthogonal. A code C is self-orthogonal
if (u, v) = 0 for all u, v ∈ C. Given a code C ⊆ Fn2 , the dual code C⊥ is the set of
all v ∈ Fn2 that are orthogonal to all u ∈ C. A code C is called self-dual if C = C⊥. For
small n, self-dual codes are classified by Pless and Sloane [66].
7.4 Constant weight codes
With semidefinite programming three exact values of A(n, d, w) have been obtained.
In [81], it is found that A3(23, 8, 11) ≤ 1288, matching the known lower bound and
thereby proving that A(23, 8, 11) = 1288. Similarly, in Chapter 6 (which is based on [70]),
the upper bounds A(22, 8, 10) ≤ 616 and A(22, 8, 11) ≤ 672 are obtained, which im-
ply A(22, 8, 10) = 616 and A(22, 8, 11) = 672. The latter two upper bounds are in fact
instances of the bound B4(n, d, w) defined in (6.3), which is a bound (not necessarily
strictly) in between A3(n, d, w) and A4(n, d, w).
Definition 7.4.1 (B4(n, d, w)). The bound B4(n, d, w) from (6.3) is defined by replac-
ing in the definition of A4(n, d, w) from (7.2) the matrix M4,∅(x) by (the much smaller
matrix) M2,∅(x|C2).
In this section we show that the codes attaining these bounds are unique up to coordinate
permutations, using the information about forbidden orbits obtained from the semidefinite
programming output. In order to prove uniqueness of the (23, 8, 11)-code of maximum size,
we start by proving uniqueness of the (24, 8, 12)-code of maximum size. The uniqueness
of this code can already be obtained from the classical linear programming bound by
complementary slackness. Recall that the distance distribution (ai)
n
i=0 of a code C ⊆ Fn2
is the sequence given by
ai := |C|−1 · |{(u, v) ∈ C × C | dH(u, v) = i}|, for i = 0, . . . , n.
The complementary slackness based on computational results that we used to conclude
uniqueness of the mentioned codes, is displayed (in (7.6), (7.7), (7.8) and (7.9) below) at
the beginning of each proof.
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7.4.1 A(24, 8, 12)
Proposition 7.4.2. Up to coordinate permutations there is a unique (24, 8, 12)-code of
size 2576. It is given by the set of words of weight 12 in the extended binary Golay code.
Proof. Let C be a (24, 8, 12)-code of size 2576. The classical Delsarte linear program-
ming bound in the Johnson scheme (which is equal to A2(n, d, w)) gives maximum 2576.
Moreover, one has by complementary slackness,1
ai = 0 for i /∈ {0, 8, 12, 16, 24}. (7.6)
To derive uniqueness, consider the F2-linear span F := 〈C〉 of C. Note that C
(by (7.6)), hence F , is self-orthogonal. So |F | ≤ 224/2 = 212. Since |F | ≥ |C| > 211 and
since F is linear, we must have |F | = 212. So F is self-dual. Let u ∈ F , u 6= 0. The
sets {u+x |x ∈ C} ⊆ F and C ⊆ F have non-empty intersection, because both sets have
size 2576 > |F |/2. So u+ x = y for some x, y ∈ C. But then wt(u) = dH(x, y) ≥ 8, as C
has minimum distance 8. It follows that F has minimum distance 8, and we conclude
that F is the extended binary Golay code. So C is the set of weight 12 words in the
extended binary Golay code.
7.4.2 A(23, 8, 11)
Proposition 7.4.3. Up to coordinate permutations there is a unique (23, 8, 11)-code of
size 1288. It is given by the set of words of weight 11 in the binary Golay code.
Proof. Let C be a (23, 8, 11)-code of size 1288. With the solution of the semidefinite
program A3(23, 8, 11) (which is 1288) from [81] one obtains, by considering the forbidden
orbits from the semidefinite programming output:2
if x, y ∈ C then dH(x, y) ≤ 16. (7.7)
Construct a code D of length 24, weight 12 and size 2576 as follows: add a symbol 1 to
every codeword of C, put it in D and put also the complement of the resulting word in D.
Then D has minimum distance 8 by (7.7). Hence D is the set of weight 12 words in the
extended Golay code F , by Proposition 7.4.2. The automorphism group of the extended
binary Golay code acts transitively on the coordinate positions [55]. Hence, C is the set
of weight 11 words in the binary Golay code.
7.4.3 A(22, 8, 11)
Proposition 7.4.4. Up to coordinate permutations there is a unique (22, 8, 11)-code of
size 672.
1We used SDPA-GMP to solve this LP. The approximate dual solution allows us, with a computation
similar to the computation in the Appendix in (7.14)-(7.18) below, to give a very small ε > 0 such that
in any optimum solution, ai < ε for i /∈ {0, 8, 12, 16, 24}. But if ai > 0 for some (n, d, w) = (24, 8, 12)-
code C with |C| = 2576, then for this code ai ≥ 2/2576, by definition of the distance distribution of C.
Since ε < 10−90 < 2/2576 for i /∈ {0, 8, 12, 16, 24} it follows that ai = 0 for any (24, 8, 12)-code C of
size 2576.
2Note that the LP does not give this information: the Delsarte bound is 1417, which is not optimal.
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Proof. Let C be a (22, 8, 11)-code of size 672. First one concludes that a14 = 0 using
the semidefinite program B4(22, 8, 11) from [70]. This is explained in more detail in
the appendix: if a14 > 0, then a14 ≥ 2/672 and a10 + a14 + a18 + a22 ≥ 318/672 (by
Proposition 7.6.2 below). We add these two constraints to the program B4(22, 8, 11). The
resulting bound is strictly smaller than 672, so a14 = 0 in any (22, 8, 11)-code of size 672.
Subsequently, by considering the forbidden orbits in the solution of the semidefinite
program A3(22, 8, 11) from [81] with the added constraint that a14 = 0 (the solution of
A3(22, 8, 11) with this added constraint is 672) one obtains:
if x, y, z ∈ C then dH(x, y) ∈ {0, 8, 12, 16} and wt(x+ y + z) ∈ {7, 11, 15}. (7.8)
Let D be the collection of 672 + 672 = 1344 codewords of length 24 of the form 10x
with x ∈ C together with their complements, and let F := 〈D〉 be the F2-linear span
of D. All distances in D belong to {8, 12, 16} by (7.8), so D, and hence also F , is self-
orthogonal, which implies |F | ≤ 224/2 = 212. Since all words in D have weight divisible
by 4 and F is self-orthogonal, all words in F also have weight divisible by 4.
The code F contains words of forms 01x, 10y, 11z and 00u. Each form occurs at
least 672 times, so |F | ≥ 4 · 672 > 211, hence |F | = 212 and F is self-dual.
To show that F is the extended binary Golay code, it suffices to prove that all words
in F have weight ≥ 8, i.e., that no word in F has weight 4. Words of F are sums of
words 10x with x ∈ C, possibly together with the all-ones word. So we must prove that
sums of words 10x do not have weight 4 or 20. A sum of words 10x starts with 00 or 10
and is the sum of an even or odd number of words 10x, respectively.
Words in F starting with 00 form a subcode F00 of F of size 2
10 = 1024. If u ∈ F00,
then {u + 10y | y ∈ C} ∩ {10x |x ∈ C} 6= ∅, as there are 1024 words in F starting
with 10 but |C| = 672 > 1024/2. So u = 10x + 10y for some x, y ∈ C, hence F00 =
{10x + 10y |x, y ∈ C}. However, distances 4 and 20 do not occur in C, so words in F00
do not have weight 4 or 20.
The 1024 words in F starting with 10 are formed by the coset 10x+F00 (with x ∈ C
arbitrary but fixed) and hence are a sum of three elements of the form 10x with x ∈ C.
But such a sum has weight 8, 12 or 16 by (7.8), implying that words in F starting with 10
do not have weight 4 or 20.
Therefore weights 4 and 20 do not appear in F , so F is indeed the extended binary
Golay code. As the automorphism group of the extended binary Golay code F acts
2-transitively on the coordinate positions [55], this implies that C is unique.
7.4.4 A(22, 8, 10)
Proposition 7.4.5. Up to coordinate permutations there is a unique (22, 8, 10)-code of
size 616.
Proof. Let C be a (22, 8, 10)-code of size 616. First one concludes that a14 = 0 using
the semidefinite program B4(22, 8, 10) from [70]. This is explained in more detail in the
appendix: if a14 > 0, then a14 ≥ 2/616 and a10 +a14 +a18 ≥ 208/616 (by Proposition 7.6.1
below). We add these two constraints to the program B4(22, 8, 10). The resulting bound
is strictly smaller than 616, so a14 = 0 in any (22, 8, 10)-code of size 616.
Subsequently, by considering the forbidden orbits in the solution of the semidefinite
program A3(22, 8, 10) from [81] with the added constraint that a14 = 0 (the solution of
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A3(22, 8, 10) with this added constraint is 616) one obtains:
if x, y, z ∈ C then dH(x, y) ∈ {0, 8, 12, 16} and wt(x+ y + z) ∈ {6, 10, 14, 22}. (7.9)
Let F := 〈C〉. Since C is self-orthogonal and has words of weights divisible by 2 but
not by 4, F is self-orthogonal and has half of the weights divisible by 4 and half of the
weights divisible by 2 but not by 4. Both halves of F have size ≥ |C| = 616, but F has
size ≤ 2048 as it is self-orthogonal. So |F | = 2048 and F is self-dual.
Let E ⊆ F be the subcode of F consisting of all words with weight divisible by 4.
For each u ∈ E, we have C ∩ {u + y | y ∈ C} 6= ∅ (as |C| = 616 > 1024/2), so u = x + y
for some x, y ∈ C. Hence E = {x + y |x, y ∈ C}. By (7.9), no word in E has weight 4.
So weight 4 does not occur in F .
If any word u in F has weight 2 then it is in F \E = x+E (with x ∈ C arbitrary).
So it is the sum of three words in C. But such sums do not have weight 2 by (7.9), hence
no word in F has weight 2. So F is a self-dual code of minimum distance 6. As the
self-dual (n, d) = (22, 6)-code is unique (cf. [66]), F is unique. Hence also C is unique, as
it is the collection of weight 10 words of F . (Note that two weight 10 words in F have
distance 0 (mod 4), so distance at least 8, since dH(u, v) = wt(u) + wt(v) − 2 wt(u ∩ v)
for any two words u, v ∈ F .)
7.5 The quadruply shortened binary Golay code
Recently, Gijswijt, Mittelmann and Schrijver [37] proved that A(20, 8) = 256, with the
semidefinite program A4(n, d) from (7.2). An example of a code attaining this bound is
the four times shortened extended binary Golay code, which has distance distribution
a0 = 1, a8 = 130, a12 = 120, a16 = 5, ai = 0 for all other i. (7.10)
This code is formed by the words starting with 0000 in the extended binary Golay code
with these first four coordinate positions removed.
Recall that two binary codes C,D ⊆ Fn2 are equivalent if D can be obtained from C
by first permuting the n coordinates and by subsequently permuting the alphabet {0, 1}
in each coordinate separately.
Up to equivalence there are unique (24 − i, 8)-codes of size 212−i for i = 0, 1, 2, 3,
namely the i times shortened extended binary Golay codes [20]. In this section we show
that there exist several nonisomorphic (20, 8)-codes of size 256. First we show that there
exist such codes with different distance distributions. Subsequently we classify such codes
under the additional condition that all distances are divisible by 4.
We start by recovering information about possible distance distributions from the
semidefinite program A4(20, 8). Write ωt ∈ Ω4 for the orbit of two words at Hamming
distance t. From a code C with distance distribution (ai), one constructs a feasible
solution to (7.2) by putting x(S) = 1 for S ∈ Ck with S ⊆ C and x(S) = 0 else, and hence
by averaging over H one obtains a feasible H-invariant solution with variables z(ω). This
solution has
z(ωt) =
1
|H|
∑
g∈H
g · x({y1, y2}) = t!(20− t)!|H| |{(u, v) ∈ C
2 : dH(u, v) = t}|
=
|{(u, v) ∈ C2 : dH(u, v) = t}|
220
(
20
t
) = |C|at
220
(
20
t
) ,
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where {y1, y2} is any pair of words with distance t and H = S202 o S20. So we can add
linear constraints on the ai as linear constraints on the variables z(ωt) to our semidefinite
program.
The distance distribution (ai) is not determined uniquely by the requirement that
the sequence (z(ω))ω∈Ω4 is an optimal solution of the semidefinite program A4(20, 8)
(from (7.2) and (7.3)).3 We find minimum possible values for some of the ai for the
case where all distances are even as follows. For any code C, the ai (i 6= 0) are integer
multiples of 2/|C|. So for any (20, 8)-code of size 256,
if a16 < 1 then a16 ≤ 254/256.
With the constraint a16 ≤ 254/256 the semidefinite program returns an objective value
strictly smaller than 256. So a16 ≥ 1. Similarly, we find a8 ≥ 126 and a12 ≥ 96. If
we simultaneously add the constraints a8 ≤ 126, a12 ≤ 96 and a16 ≤ 1, the semidefinite
program returns 256 as objective value, and the values of z(ω10) and z(ω14) force a10 =
a14 = 16. Therefore, apart from the 4 times shortened extended binary Golay code, also
a code with
a1 = 1, a8 = 126, a10 = 16, a12 = 96, a14 = 16, a16 = 1, ai = 0 for all other i, (7.11)
is allowed by the program A4(20, 8). Such a code exists, as the following construction
demonstrates.
Start with the extended binary Golay code F containing the weight 8 word u with
all 1s in the first eight positions. As A(24− 8, 8) = A(16, 8) = 32 (see [21]), there can be
at most 32 words in F starting with 8 zeros. These form a linear subcode E of F . As any
word in F has an even number of 1s at the first eight positions, there are at most 27 = 128
distinct cosets E + v in F . As 32 · 128 = 212 = |F | it follows that |E| = 32 and there are
exactly 128 distinct cosets E + v.
So if we specify a string of 8 symbols with an even number of ones and take all words
in F having these 8 fixed symbols in the first 8 positions, we obtain a subcode D of F
of size 32 and minimum distance at least 8. Choose the following 8 specifications, each
giving a subcode D of size 32 and minimum distance 8.
00000000
11000000
10100000
10010000
10001000
10000100
10000010
10000001
and then replace the first 8 coordinates by
0000
1100
1010
1001
0110
0101
0011
1111
.
This yields a (20, 8)-code of size 8 · 32 = 256 in which distances 10 and 14 occur. Note
that this code indeed has minimum distance at least 8: first observe that each code D
has minimum distance at least 8. Then note that for two different specifications the first
3By contrast, in all constant weight cases considered in this chapter, the values of the z(ωt) give the
unique distance distribution of the (unique up to coordinate permutations) (n, d, w)-codes of maximum
size.
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part (the first 8 positions) had distance at most 2 before the replacement, so the second
part has distance at least 6. After the replacement of the first part, the first 4 positions
have distance at least 2, so two words obtained from different specifications have, after
the replacement, in total distance at least 2 + 6 = 8. One verifies by computer that its
distance distribution is given by (7.11). So, there exist (20, 8)-codes of maximum size
with distance distribution (7.10) as well as with (7.11).
7.5.1 Unrestricted (20, 8)-codes of maximum size with all dis-
tances divisible by 4
In this section we give a classification of the (20, 8)-codes of size 256 with all distances
divisible by 4. An example of such a code is the quadruply shortened extended binary
Golay code B, which is linear. There is, up to equivalence, only one such code, since
the automorphism group of the extended Golay code acts 5-transitively on the coordinate
positions [20]. (Moreover, Dodunekov and Encheva [33] have proved that there exists,
up to equivalence, only one linear (20, 8)-code of size 256.) The quadruply shortened
extended binary Golay code contains 5 words of weight 16, forming a subcode D. Since
the minimum distance is 8, each of those words must have the 0’s at different positions.
So we can assume that
D =
00001111111111111111
11110000111111111111
11111111000011111111
11111111111100001111
11111111111111110000
, (7.12)
with linear span 〈D〉 ⊆ B of dimension 4. So B is a union of 16 cosets u + 〈D〉. If we
replace a coset u+ 〈D〉 by its complement 1 + u+ 〈D〉, we obtain another (20, 8)-code of
maximum size that is not linear, so this is really a different code. Note that all distances
remain divisible by —but not equal to— 4, as dH(x, y) ∈ {8, 12} for any x ∈ u + 〈D〉
and y ∈ B \ (u+ 〈D〉), so dH(1+x, y) ∈ {8, 12}. By replacing any of the 16 cosets u+ 〈D〉
in B with 1 + u+ 〈D〉, we obtain 216 = 65536 codes with all distances divisible by 4.
In this section we will first prove that any maximum-size (20, 8)-code with all dis-
tances divisible by 4 is equivalent to one of the 216 thus obtained codes. Secondly, we will
obtain (by computer) that these 216 codes can be partitioned into 15 equivalence classes.
In order to prove the first result, we start by proving two auxiliary propositions.
Let C be any (20, 8)-code of size 256 with all distances divisible by 4 and containing 0,
the zero word. Define E := 〈C∪{1}〉 to be the linear span of C together with the all-ones
vector.
Proposition 7.5.1. Up to a permutation of the coordinate positions, the codes E and
〈B ∪ {1}〉 are the same.
Proof. After the constraints ai = 0 if 4 - i and a20 ≥ 2/256 are added to the Delsarte
bound for (n, d) = (20, 8), the linear program (LP) returns a solution strictly smaller
than 256. Therefore a20 = 0 in any (20, 8)-code of size 256 with all distances divisible
by 4. As A(20, 8, 8) = 130 (cf. [22]) and A(20, 8, 4) = b20/4c = 5, one has a8 ≤ 130
and a16 ≤ 5. Moreover, the LP-bound contains the inequalities a8 − a12 − 3a16 + 5 ≥ 0
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and −a8−a12 + 31a16 + 95 ≥ 0 (given that a20 = 0). We add those two equations and use
that a16 ≤ 5 to obtain that a12 ≤ 120. As 256 = 1+a8+a12+a16, the distance distribution
of any (20, 8)-code of size 256 with all distances divisible by 4 is given by (7.10). Moreover,
the values in (7.10) are not mere averages: as A(20, 8, 8) = 130 and A(20, 8, 4) = 5, the
number of words at distance i from any word u ∈ C is specified by (7.10).
Since C is self-orthogonal and has all distances divisible by 4, also E is self-orthogonal
and has all distances divisible by 4. Furthermore, E has dimension 9. To see this, note
that 1 /∈ C since a20 = 0, so |E| ≥ 257, so |E| ≥ 512. On the other hand, dimE < 10,
as E is self-orthogonal with all distances divisible by 4, but there does not exist a self-dual
code of length 20 with all distances divisible by 4 (cf. [65]). So dimE = 9 and |E| = 512,
implying that
for every word u ∈ E one has u ∈ C or 1 + u ∈ C. (7.13)
For any code we write Ai for the number of words of weight i. Since C has weights A0 = 1,
A8 = 130, A12 = 120, A16 = 5, we conclude that E has weights
A0 = 1, A4 = 5, A8 = 250, A12 = 250, A16 = 5, A20 = 1.
The orthogonal complement E⊥ of E has dimension 11, and is a union E ∪ (a+E)∪ (b+
E) ∪ (c + E). Here a, b, c have even weight (because 1 ∈ E), so each of 〈{a} ∪ E〉 and
〈{b}∪E〉 and 〈{c}∪E〉 is self-dual. This means that a, b, c are mutually non-orthogonal.
Look at Pless [65] to find the self-dual codes of length n = 20 and dimension 10.
There are 16 such codes, but we can forget about those with A8 < 250. There is a unique
self-dual code of length n = 20 and dimension 10 with A8 ≥ 250, namely M20 with weight
enumerator
A0 = 1, A4 = 5, A6 = 80, A8 = 250, A10 = 352, A12 = 250, A14 = 80, A16 = 5, A20 = 1,
and E is the subcode of M20 consisting of the words of weight divisible by 4, hence is
unique. This means that E does not depend on the particular choice of C (up to a
permutation of the coordinates), proving the desired result.
Proposition 7.5.2. Let C be any (20, 8)-code of size 256 with all distances divisible by 4
containing 0. Then C is invariant under translations by weight 16 words from C.
Proof. Clearly, if a, b, c ∈ F202 with wt(a) = 16 and a+ b+ c = 1, then dH(b, c) = 4. Now
let b ∈ C be arbitrary, and a ∈ C a weight 16 vector. Then we have a + b + c 6= 1 for
all c ∈ C. So 1 + a+ b /∈ C while 1 + a+ b ∈ 〈C ∪ {1}〉. Hence, a+ b ∈ C, by (7.13). So
indeed, C is invariant under translations by weight 16 words from C. (This in particular
implies that C contains the 4-dimensional linear span of the weight 16 vectors.)
Fix representatives u1, . . . , u16 for the cosets ui + 〈D〉 of the linear quadruply short-
ened binary extended Golay code B (see Table 7.1 for a possible choice). Using Proposi-
tions 7.5.1 and 7.5.2, we obtain the first main result of this section.
Proposition 7.5.3. Let C be any (20, 8)-code of size 256 with all distances divisible by 4.
Then C is equivalent to B with some of the cosets ui + 〈D〉 replaced by 1 + ui + 〈D〉.
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Proof. We may assume, by applying a distance-preserving permutation to C, that C
contains 0 and that 〈C ∪ {1}〉 = 〈B ∪ {1}〉 (by Proposition 7.5.1). Then C contains 5
weight 16 vectors of the form (7.12). By Proposition 7.5.2, the code C is a union of 16
cosets u + 〈D〉, for some vectors u. The code 〈B ∪ {1}〉 = 〈C ∪ {1}〉 is a union of
cosets ui + 〈D〉 together with their complements 1+ui + 〈D〉. This implies by (7.13) that
each coset of C has the form ui + 〈D〉 or 1 + ui + 〈D〉 (and C cannot contain both ui
and 1 + ui at the same time as a20 = 0), as required.
Coset representative C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 C14 C15
u1 = 00000000000000000000 1 1 1 1 1 1 1 1 1 1
u2 = 00000101010101011010 1 1 1 1 1 1 1 1 1 1 1 1
u3 = 00001001011001101100 1 1 1 1 1 1 1 1
u4 = 00001100001100110110 1 1 1
u5 = 10100000010101101001 1 1 1 1 1 1 1 1
u6 = 10100101000000110011 1 1 1 1
u7 = 10101001001100000101 1 1 1 1
u8 = 10101100011001011111
u9 = 11000000011000110101 1 1 1 1 1 1
u10 = 11000101001101101111 1 1 1
u11 = 11001001000001011001
u12 = 11001100010100000011
u13 = 01100000001101011100
u14 = 01100101011000000110
u15 = 01101001010100110000
u16 = 01101100000001101010
Table 7.1: The (20, 8)-codes of size 256 with all distances divisible by 4. The quadruply
shortened extended binary Golay code B = C1 is the union ∪16i=1(ui + 〈D〉). The other codes Cj
(j = 2, . . . , 15) are obtained from B by replacing the coset ui + 〈D〉 by 1 + ui + 〈D〉 if there is
a 1 in entry (ui, Cj) in the above table.
It remains to classify the 216 = 65536 codes obtained from B by replacing some of
the cosets ui + 〈D〉 by 1 + ui + 〈D〉. For this we use the graph isomorphism program
nauty [60]. For any code C of word length n containing m codewords, a graph with 2n+m
vertices is created: one vertex for each codeword u ∈ C and two vertices 0i and 1i for
each coordinate position. Each code word u has neighbor 0i if ui = 0 and 1i if ui = 1
(i = 1, . . . , n). Moreover, there are edges {0i, 1i} (i = 1, . . . , n).
All code words have degree n and the coordinate positions have (in this case) larger
degree. An automorphism of this graph permutes the codewords and permutes the co-
ordinate positions. In this way one finds a subgroup of Sn2 o Sn that fixes C and the
question of code equivalence is transformed into a question of graph isomorphism. With
the program nauty we compute a canonical representative for each of the 216 mentioned
codes. In this way we find that the 216 codes from Proposition 7.5.3 can be partitioned
into 15 equivalence classes. See Table 7.1 for the classification.
Proposition 7.5.4. There are 15 different (20, 8)-codes of size 256 with all distances
divisible by 4 up to equivalence.
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7.6 Appendix: Approximate solutions
The semidefinite programming solver does not produce exact solutions, but approxima-
tions up to a certain precision. Here we show that we have enough precision to con-
clude (7.7), (7.8) and (7.9).
Let (M, z) be feasible for (7.3) with optimum value at least A(n, d, w) and suppose
that X is an approximation of the dual program. That is, we have X  04 and for
all ω ∈ Ωdk \ {{∅}}:
〈X,Fω〉 = bω + ω, (7.14)
for small ω. Consider one particular ω ∈ Ωdk \ {{∅}}. There is a 1× 1 block (z(ω)) in M
and hence also a corresponding 1×1 block (Xω) in X. Remove these 1×1 blocks from M
and X and call the resulting matrices M ′ and X ′. Then
0 ≤ 〈M ′, X ′〉 = 〈M,X〉 − z(ω)Xω
= 〈F∅, X〉 −
∑
ω∈Ωdk\{{∅}}
z(ω)bω +
∑
ω∈Ωdk\{{∅}}
z(ω)ω −Xωz(ω), (7.15)
as M ′ and X ′ are positive semidefinite, where we used (7.14) and the definition of M
from (7.4) in the second equality. Note that
∑
ω∈Ωdk\{{∅}} z(ω)bω is bounded from below
by |C|, and each z(ω) is bounded from above by z(ω0) (this can be done since all 2 × 2
principal submatrices in the semidefinite program (7.3) are positive semidefinite), which
is bounded from above by 1. Hence
Xωz(ω) ≤ 〈F∅, X〉 − |C|+
∑
ω∈Ωdk\{{∅}}
ω. (7.16)
The numbers ω are easily calculated from the dual solution, just as the dual approximate
objective value 〈F∅, X〉. So we find a constant cω from the semidefinite programming dual
approximation X such that
Xωz(ω) ≤ cω. (7.17)
In the case of A(23, 8, 11) one can conclude with the semidefinite program A3(23, 8, 11),
which can be solved with SDPA-GMP [61, 96] within minutes, that
z(ω) ≤ 10−90 (7.18)
for all orbits corresponding to codes not satisfying (7.7). Let ω be an orbit for which (7.18)
holds. If there exists a code C of maximum size containing a subcode D ⊂ C with D ∈ ω,
then one constructs a feasible solution to (7.2) by putting x(S) = 1 for S ∈ Ck with S ⊆ C
and x(S) = 0 else, and hence by averaging over H there exists a feasible H-invariant so-
lution with z(ω) ≥ 1/|H| (this lower bound is not best possible, but sufficient). In our
case, H = S23, so z(ω) ≥ 1/23! > 10−23, which gives a contradiction with (7.18). In
this way, one verifies that all orbits not satisfying (7.7) are forbidden, thereby establish-
ing (7.7). We used a separate java program to check that X  0 (in fact, X  0) and to
compute the error terms as in (7.14) and (7.16).
4We used a separate java program to verify that X  0 (in fact, X  0) in the SDP-outputs used in
this chapter.
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Next, we consider the cases A(22, 8, 10) = 616 and A(22, 8, 11) = 672. First we
assume that a14 = 0 for all maximum-size (22, 8, 10) = 616 and (22, 8, 11)-codes C. We
write ωt for the orbit of two words at Hamming distance t. Adding the constraint z(ω14) =
0 to the programs A3(n, d, w) for these two cases of n, d, w gives A3(n, d, w) = A(n, d, w).
In this way one shows, in the same way as in the previous paragraph, that all orbits not
satisfying (7.8) and (7.9) are forbidden, provided that a14 = 0. So in order to estab-
lish (7.8) and (7.9), it remains to prove that
if C is a maximum-size (22, 8, 10)- or (22, 8, 11)-code, then a14 = 0. (7.19)
Suppose to the contrary that C is a code as in (7.19), yet a14 > 0. Then a14 ≥ 2/|C|. We
will show that this is not possible by adding constraints to the (large) program B4(n, d, w).
The semidefinite program will then give bB4(n, d, w)c < A(n, d, w) and we will arrive at a
contradiction, as B4(n, d, w) is an upper bound for A(n, d, w). To find a better lower bound
on some of the ai, we use the following two propositions. We use in both propositions
that for two words u, v in a constant weight w code C,
dH(u, v) ≡ 2 (mod 4) ⇐⇒ wt(u ∩ v) 6≡ w (mod 2), (7.20)
which follows from (7.5). In the next two propositions we will call wt(u ∩ v) the inner
product of u and v.
Proposition 7.6.1. Let C be a (22, 8, 10)-code of size 616 with a14 ≥ 2/616. Then a10 +
a14 + a18 ≥ 208/616.
Proof. Suppose that a10 + a14 + a18 < 208/616 (note that a22 = 0 as two weight 10 words
cannot have distance 22). Then, by (7.20), there are at most 206/2 = 103 pairs of words
in C with odd inner product. Let {b, b′} ⊆ C be such a pair of words. Starting with b ∈ C,
and greedily picking vectors d ∈ C such that the inner product of d with the already chosen
vectors is even, we end with a self-orthogonal subcode B of C of size ≥ 616− 103 = 513.
Starting with b′, we repeat the same process to end up with a self-orthogonal subcode B′
of C (containing b′) of size ≥ 513. Furthermore, D := B ∩B′ has |D| ≥ 512. (To see this,
note that b, b′ /∈ D with odd inner product. Every word v ∈ C \(D∪{b, b′}) has odd inner
product with some word in C so there are at most 103− 1 = 102 of such words v, as b, b′
is already a pair with odd inner product.) Write F := 〈D〉. Then F is self-orthogonal,
as D is self-orthogonal.
Since 〈B〉 and 〈B′〉 are self-orthogonal codes, they have dimension at most 11. Since
〈B〉 6= 〈B′〉, as b /∈ 〈B′〉, we have dimF = dim〈B ∩ B′〉 ≤ dim(〈B〉 ∩ 〈B′〉) ≤ 10. On
the other hand, we have |F | > 512 (as D ⊆ F and the zero word is contained in F ).
So dimF = 10. Moreover, F has minimum distance 8. To see this, let u be any nonzero
word in F \ D. Then D ∩ (u + D) 6= ∅, as both D and u + D have size 512 and are
contained in F \ {0}, a set of size 1023. So u is the sum of two words of D, and hence
has weight at least 8 (as D has minimum distance at least 8).
So F is a self-orthogonal code of word length 22, dimension 10 and minimum dis-
tance 8. Such a code is the twice shortened extended binary Golay code (see [20]), which
does not contain words of weight 10. But all words in D ⊆ F have weight 10, a contra-
diction.
Proposition 7.6.2. Let C be an (22, 8, 11)-code of size 672 with a14 ≥ 2/672. Then a10 +
a14 + a18 + a22 ≥ 318/672.
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Proof. Suppose that a10 + a14 + a18 + a22 < 318/616. Then, by (7.20), there are at
most 316/2 = 158 pairs of words in C with even inner product. Let {b, b′} ⊆ C be such
a pair of words. Starting with b ∈ C, and greedily picking vectors d ∈ C such that the
inner product of d with the already chosen vectors is odd, we end with a subcode B of C
of size ≥ 672−158 = 514. Now, add an extra symbol 1 to every codeword in B, to obtain
a self-orthogonal code D of length 23. As D is self-orthogonal, dim〈D〉 ≤ b23/2c = 11.
Starting with b′ ∈ C, we repeat the same process to end up with a subcode B′ of C
(containing b′) of size ≥ 514 such that all pairs of words in B′ have odd inner product.
Add an extra symbol 1 to every code word in B′ to obtain a self-orthogonal code D′ of
length 23, so dim〈D′〉 ≤ 11. Note that 〈D〉 6= 〈D′〉, as 1b′ /∈ 〈D〉.
Furthermore, E := D ∩ D′ has |E| ≥ 513 and all words start with 1. (To see this,
note that b, b′ /∈ B ∩B′ with even inner product. Every word v ∈ C \ ((B ∩B′) ∪ {b, b′})
has even inner product with some word in C so there are at most 157 of such words v.)
Hence |〈E〉| ≥ 2·513, so dim〈E〉 ≥ 11. But 〈D〉 and 〈D′〉 are distinct codes of dimension ≤
11, so their intersection has dimension < 11, hence
dim〈E〉 = dim〈D ∩D′〉 ≤ dim(〈D〉 ∩ 〈D′〉) < 11,
a contradiction.
From a code C with distance distribution (ai), one constructs a feasible solution
to (7.2) by putting x(S) = 1 for S ∈ Ck with S ⊆ C and x(S) = 0 else, and hence by
averaging over H there exists a feasible H-invariant solution. This solution has
z(ωt) =
1
|H|
∑
g∈H
x · g({x, y}) = (
t
2
)!(w − t
2
)!( t
2
)!(22− w − t
2
)!
|H| |{(u, v) ∈ C
2 : dH(u, v) = t}|
=
|{(u, v) ∈ C2 : dH(u, v) = t}|(
22
w
) · (22−w
t/2
)(
w
t/2
) = |C|at(22
w
)(
22−w
t/2
)(
w
t/2
) = z(ω0)at(22−w
t/2
)(
w
t/2
) ,
where {x, y} is any pair of constant weight w words with distance t and H = S22, the
symmetric group on 22 elements.
So we can add linear constraints on the ai as linear constraints on the variables z(ωt)
to our semidefinite program. To the program B4(22, 8, 10) we add the constraints a14 ≥
2/616 and a10 + a14 + a18 ≥ 208/616. To B4(22, 8, 11) we add the constraints a14 ≥ 2/672
and a10 +a14 +a18 +a22 ≥ 318/672. Write B∗4(n, d, w) for the resulting bound after adding
these constraints. We find B∗4(n, d, w) < A(n, d, w) in both cases (which we verified using
the dual solution), which is not possible.5 This establishes (7.19) and hence completes
the verification of (7.8) and (7.9).
The time needed to solve the semidefinite programs B∗4(22, 8, 11) and B
∗
4(22, 8, 10)
varied from one to three weeks with sufficient precision to conclude that B∗4(n, d, w) <
A(n, d, w) in these two cases (with SDPA-DD). By contrast, the semidefinite programs
for A3(22, 8, 10) and A3(22, 8, 11) can be solved withvery high precision within minutes
(with SDPA-GMP).
The computer programs we used to generate input for the SDP-solver can be found
in [24]. Also, the input and output files for the SDP solver can be found in this folder,
and a java program to inspect the outputs.
5The SDP-solutions show B∗4(22, 8, 11) < 671.885 < 672 and B
∗
4(22, 8, 10) < 615.935 < 616.
Chapter 8
Semidefinite programming bounds
for Lee codes
Nothing takes place in the universe in which some relation
of maximum and minimum does not appear.
— Leonhard Euler (1707–1783)
For nonnegative integers q, n, d, let ALq (n, d) denote the maximum cardinality of a code
C ⊆ Znq with minimum Lee distance at least d. We consider a semidefinite programming
upper bound on ALq (n, d) based on triples of codewords, which bound can be computed
efficiently using symmetry reductions, resulting in new upper bounds for several triples
(q, n, d). We also give constructions for obtaining lower bounds and prove uniqueness of
two instances for which upper bounds were already known: AL5 (7, 9) = 15 and A
L
6 (4, 6) =
18, using the semidefinite programming output. The code achieving the first value is
obtained by arranging 15 girls 7 days in succession into triples in a special way, which is
different from but connects to Kirkman’s schoolgirl problem.
This chapter is based on [71], except for the constructions and uniqueness for
AL5 (7, 9) = 15 and A
L
6 (4, 6) = 18, which are new.
8.1 Introduction
Fix q, n ∈ N. Recall that the Lee distance of two words u, v ∈ Znq is
dL(u, v) :=
∑n
i=1 min{|ui − vi|, q − |ui − vi|}, (8.1)
where we consider ui and vi as integers in {0, . . . , q − 1}. The minimum Lee distance
dLmin(C) of a code C ⊆ Znq is the minimum of dL(u, v) taken over distinct u, v ∈ C.
If |C| ≤ 1, we set dLmin(C) =∞. For d ∈ N, recall the definition of ALq (n, d) cf. (2.5):
ALq (n, d) := max{|C| | C ⊆ Znq , dLmin(C) ≥ d}. (8.2)
Generally, it is an interesting and nontrivial problem to determine ALq (n, d) for given
q, n, d. Quistorff made a table of upper bounds on ALq (n, d) based on analytic arguments
[74]. H. Astola and I. Tabus calculated several new upper bounds by linear programming
[5], using the classical Delsarte bound in the Lee scheme based on pairs of codewords [4,
31]. In [7], the possibility of applying semidefinite programming to Lee codes is mentioned
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and it is stated that to the best knowledge of the authors, such bounds for Lee codes using
triples have not yet been studied.
In this chapter, we describe how to efficiently compute a semidefinite programming
upper bound BL3 (q, n, d) on A
L
q (n, d) based on triples of codewords, using symmetry reduc-
tions, and we calculate this bound for several values of q, n, d. We find several new upper
bounds on ALq (n, d), see Table 8.1. We only consider q ≥ 5, since AL4 (n, d) = A2(2n, d) —
this follows by applying the Gray map [28].
q n d
new
upper
bound
best upper
bound
previously
known
5 4 3 62 64l
5 4 4 27 30l
5 4 5 10 11l
5 5 3 270 276l
5 5 5 36 39l
5 5 6 15 18l
5 6 3 1170 1176l
5 6 4 494 520b
5 6 5 149 155l
5 6 6 60 63l
5 6 7 25 28l
5 7 3 5180 5208bl
5 7 4 2183 2232b
5 7 5 590 608l
5 7 6 250 284l
5 7 7 79 81l
5 7 8 35 41l
6 3 3 27 29l
6 3 4 14 17l
6 4 4 78 79l
6 4 5 22 26l
6 5 3 693 699l
6 5 4 366 378l
6 5 5 107 114l
q n d
new
upper
bound
best upper
bound
previously
known
6 5 6 61 67l
6 5 7 22 24bl
6 6 6 273 293l
6 6 7 79 85l
6 6 8 48 52l
6 6 9 16 17l
7 3 4 21 24bl
7 3 5 10 11l
7 4 3 256 263l
7 4 4 121 128b
7 4 5 49∗ 50l
7 4 6 23 27l
7 4 7 11 13l
7 4 8 6 7bl
7 5 3 1499 1512l
7 5 4 686 720b
7 5 5 240 249l
7 5 6 116 130l
7 5 7 49 54l
7 5 8 25 28l
7 5 9 13 14l
7 6 10 26 31l
7 6 11 13 14b
Table 8.1: An overview of the new upper bounds for Lee codes. The new upper bounds
are instances of the bound BL3 (q, n, d) from (8.4) below. The superscript
l refers to a bound
obtained by Astola and Tabus using linear programming [5]. The superscript b refers to a bound
from Quistorff [74]. The superscript ∗ refers to an upper bound matching the known lower
bound: AL7 (4, 5) = 49 is achieved by a linear code [6]. No tables of lower bounds are given
in [5, 74].
Recall that two codes C,D ⊆ Znq are Lee equivalent if D can be obtained from C
by first permuting the n coordinates and by subsequently acting on the alphabet Zq with
an element of the dihedral group Dq in each coordinate separately. Here the dihedral
group Dq of order 2q is the group of symmetries of a regular q-gon with vertices 0, . . . , q−1.
It was already known that AL5 (7, 9) ≤ 15 and AL6 (4, 6) ≤ 18, cf. [74]. In Sections 8.3
and 8.4 we will give codes achieving those bounds, and we also show that in both cases
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there is only one code (up to Lee equivalence) of maximum size, using the semidefinite
programming output.
8.1.1 The semidefinite programming bound
We define a hierarchy of semidefinite programming upper bounds on ALq (n, d), which is an
adaptation of the semidefinite programming hierarchy for binary codes defined by Gijswijt,
Mittelmann and Schrijver in [37]. For k ∈ Z≥0, let Ck be the collection of codes C ⊆ Znq
with |C| ≤ k. For any D ∈ Ck, we define
Ck(D) := {C ∈ Ck | C ⊇ D, |D|+ 2|C \D| ≤ k}. (8.3)
Note that then |C ∪ C ′| = |C| + |C ′| − |C ∩ C ′| ≤ 2|D| + |C \ D| + |C ′ \ D| − |D| ≤ k
for all C,C ′ ⊆ Ck(D). Furthermore, for any function x : Ck → R and D ∈ Ck, we define
the Ck(D)× Ck(D) matrix Mk,D(x) by
Mk,D(x)C,C′ := x(C ∪ C ′),
for C,C ′ ∈ Ck(D). Now define the following number:
BLk (q, n, d) := max
{∑
v∈Znq x({v}) | x : Ck → R, x(∅) = 1, x(S) = 0 if d
L
min(S) < d,
Mk,D(x)  0 for each D in Ck
}
. (8.4)
Proposition 8.1.1. For all k, q, n, d ∈ N, we have ALq (n, d) ≤ BLk (q, n, d).
Proof. Let C ⊆ Znq be a code with dLmin(C) ≥ d and |C| = ALq (n, d). Define x : Ck → R
by x(S) = 1 if S ⊆ C and x(S) = 0 else, for S ∈ Ck. Then x satisfies the conditions
in (8.4), where the condition that Mk,D(x)  0 is satisfied since Mk,D(x)C,C′ = x(C)x(C ′)
for all C,C ′ ∈ Ck(D). Moreover, the objective value equals
∑
v∈Znq x({v}) = |C| =
ALq (n, d), which gives B
L
k (q, n, d) ≥ ALq (n, d).
It can be shown that the bound BL2 (q, n, d) is equal to the Delsarte bound in the Lee
scheme, which was calculated for several instances by Astola and Tabus in [5]. In this
chapter we consider the bound BL3 (q, n, d). The method for obtaining a symmetry reduc-
tion, using representation theory of the dihedral and symmetric groups, is an adaptation
of the method in Chapter 3.
8.1.2 Symmetry reductions
Fix k ∈ N. Let Dq be the dihedral group of order 2q and let Sn be the symmetric group
on n elements. The group H := Dnq o Sn acts naturally on Ck, and this action maintains
minimum distances and cardinalities of codes C ∈ Ck. We can assume that the optimum x
in (8.4) is H-invariant, i.e., g · x = x for all g ∈ H. Indeed, if x is any optimum solution
for (8.4), then for each g ∈ H, the function g · x is again an optimum solution, since the
objective value of g ·x equals the objective value of x and g ·x still satisfies all constraints
in (8.4). Since the feasible region is convex, the optimum x can be replaced by the average
of g · x over all g ∈ H. This gives an H-invariant optimum solution.
Let Ωk be the set of H-orbits on Ck. Then |Ωk| is bounded by a polynomial in n,
for fixed k and q. Since there exists an H-invariant optimum solution, we can replace,
96 Chapter 8. Semidefinite programming bounds for Lee codes
for each ω ∈ Ωk and C ∈ ω, each variable x(C) by a variable z(ω). Hence, the matri-
ces Mk,D(x) become matrices Mk,D(z) and we have considerably reduced the number of
variables in (8.4).
We only have to check positive semidefiniteness of Mk,D(z) for one code D in each H-
orbit of Ck, as for each g ∈ H, the matrix Mk,g(D)(z) can be obtained by simultaneously
permuting rows and columns of Mk,D(z).
We sketch how to reduce these matrices in size. For D ∈ Ck, let HD be the subgroup
of H consisting of all g ∈ H with g(D) = D. Then the action of H on Ck induces an action
of HD on Ck(D). The simultaneous action of HD on the rows and columns of Mk,D(z)
leaves Mk,D(z) invariant. Therefore, there exists a block-diagonalization (as explained
in Section 1.2) given by Mk,D(z) 7→ U∗Mk,D(z)U of Mk,D(z), for a matrix U depending
on HD but not depending on z, such that the order of U
∗Mk,D(z)U is polynomial in n and
such that Mk,D(z) is positive semidefinite if and only if each of the blocks of U
∗Mk,D(z)U
is positive semidefinite. In our case the matrix U can be taken to be real; so U∗ = UT.
The entries in each block of UTMk,D(z)U are linear functions in the variables z(ω) (with
coefficients bounded polynomially in n). Hence, we have reduced the size of the matrices
involved in our semidefinite program to polynomial size.
The reductions of the optimization problem will be described in detail in Section 8.2.
Table 8.1 contains the new upper bounds. All improvements have been found using
multiple precision versions of SDPA [61].
8.2 Reduction of the optimization problem
In this section we give the reduction of optimization problem (8.4) for computing the
bound BL3 (q, n, d), using the representation theory from Section 2.4 and Chapter 3. First
we consider block diagonalizing M3,D(z) for D ∈ C3 with |D| = 1. Subsequently we
consider the case D = ∅. Note that for the cases |D| = 2 and |D| = 3 the matrix
M3,D(z) = (z(D)) has order 1× 1, so it is its own block diagonalization. Hence, in those
cases, M3,D(z) is positive semidefinite if and only if z(D) ≥ 0.
8.2.1 The case |D| = 1
The Lee isometry group H = Dnq oSn acts transitively on Znq , so we may assume that D =
{0}, where 0 = 0 . . . 0 is the all-zero word. The rows and columns of M3,D(z) are indexed
by sets of the form {0, α} for α ∈ Znq . Then the subgroup HD of H that leaves D invariant
is equal to Sn2 oSn, as the zero word must remain fixed (so we cannot apply a rotation of
the alphabet in any coordinate position). Here the non-identity element of G := S2 acts
on Z := Zq, where we consider 0, . . . , q − 1 as vertices of a regular q-gon, as a reflection
switching vertices i and q − i (for i = 1, . . . , b q−1
2
c). So vertex 0 is fixed if q is odd, and
vertices 0 and q/2 are fixed if q is even. For i = 0, . . . , q − 1, let ei be the ith unit vector
of CZq (taken as column vector).
Proposition 8.2.1. A representative matrix set for the reflection action of G = S2
on CZ = CZq is
B := {B1, B2}, with B1 :=
[
e0, (ei + eq−i)
b q
2
c
i=1
]
, B2 :=
[
(ei − eq−i)b
q−1
2
c
i=1
]
. (8.5)
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Proof. For j = 1, . . . , bq/2c+ 1, define W1,j to be the 1-dimensional vector space spanned
by the jth column w1,j of B1. Moreover, for j = 1, . . . , b(q − 1)/2c, define W2,j to be
the 1-dimensional vector space spanned by the jth column w2,j of B2. Note that each Wi,j
is S2-stable and that Wi,j and Wi′,j′ are orthogonal whenever (i, j) 6= (i′, j′) (with respect
to the inner product u, v 7→ v∗u). Observe that, for j, j′ and l, l′ the maps W1,j → W1,j′
and W2,l → W2,l′ defined by w1,j 7→ w1,j′ and w2,l 7→ w2,l′ , respectively, are S2-equivariant.
Note that the number of W1,j we have defined is bq/2c+1, the number ofW2,j is b(q−1)/2c,
and
(bq/2c+ 1)2 + b(q − 1)/2c2 =
{
1
2
q2 + 2 if q is even,
(q2 + 1)/2 if q is odd,
which is equal to |(Zq × Zq)/S2| = dim(CZq ⊗ CZq)S2 . (If q is even, the points (0, 0),
(q/2, 0), (0, q/2) and (q/2, q/2) in Zq × Zq are fixed by the nonidentity element in S2.
If q is odd, only the point (0, 0) in Zq × Zq is fixed by the nonidentity element in S2.) It
follows that the W1,j and W2,j form a decomposition of CZq into irreducible representations
(as any further representation, or decomposition, or equivalence among the Wi,j would
yield that the sum of the squares of the multiplicities of the irreducible representations
is strictly larger than dim(CZq ⊗ CZq)S2 , which contradicts the fact that Φ in (2.16) is
bijective). So the matrix set B from (8.5) is indeed representative for the action of S2
on CZq .
Note that the representative set is real. Set k := 2, m =: (m1,m2) := (bq/2c +
1, b(q − 1)/2c). Now Proposition 3.1.1 (with V := CZ , where Z = Zq, and G = S2) gives
a representative set for the action of Sn2 o Sn on Znq : it is the set
{ [uτ,B | τ ∈ Tλ,m] | n ∈N ,λ ` n}
where Tλ,m and uτ,B are defined in (3.1) and (3.2) respectively. For convenience of the
reader, we restate the main definitions of Chapter 3 and the main facts about represen-
tative sets applied to the context of this section — see Figure 8.1.
Computations for |D| = 1
Let D = {0} ∈ C3 and let Ω3 denote the set of all Dnq o Sn-orbits of codes in C3. For
each ω ∈ Ω3, we define the C3(D)× C3(D) matrix Nω with entries in {0, 1} by
(Nω){0,α},{0,β} :=
{
1 if {0, α, β} ∈ ω,
0 otherwise,
(8.6)
for α, β ∈ Znq . Given n = (n1, n2) ∈N , for each λ ` n we write Uλ for the matrix in (3.3)
that corresponds with λ. For each z : Ω3 → R we obtain with (2.17) that
Φ(M3,D(z)) = Φ
(∑
ω∈Ω3
z(ω)Nω
)
=
⊕
n∈N
⊕
λ`n
∑
ω∈Ω3
z(ω)UTλNωUλ. (8.7)
The number of n ∈ N , λ ` n, and the numbers |Tλ,m| and |Ω3| are all bounded by a
polynomial in n. This implies that the number of blocks in (8.7), the size of each block
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FACTS.
G := S2.
Z := Zq.
The non-identity element of S2 switches i and q − i (for i = 1, . . . , b q−12 c).
k := 2, m =: (m1,m2) := (bq/2c+ 1, b(q − 1)/2c).
A representative set for the action of G on Z is B = {B1, B2} from (8.5).
A representative set for the action of Gn o Sn on Zn follows from Prop. 3.1.1.
Λ := (Zq × Zq)/S2.
aP :=
∑
(x,y)∈P x⊗ y for P ∈ Λ.
A := {aP |P ∈ Λ}, a basis of W := (CZq ⊗ CZq)S2 .
Kω′ :=
∑
(P1,...,Pn)∈ω′ aP1 ⊗ · · · ⊗ aPn for ω′ ∈ Λn/Sn.
Figure 8.1: The main definitions of Chapter 3 and the main facts about representative sets
applied to the context of Section 8.2.1.
and the number of variables occurring in all blocks are polynomially bounded in n. We
now show how to compute the entries of the matrix UTλNωUλ, for all ω ∈ Ω3, n ∈ N ,
λ ` n, in polynomial time. That is, we show how to compute the coefficients uTτ,BNωuσ,B,
for τ ,σ ∈ Tλ,m, in the blocks
∑
ω∈Ω3 z(ω)U
T
λNωUλ in polynomial time.
Recall that Λ = (Zq × Zq)/S2. By (3.7) there is a natural bijection between Λn/Sn
and the set of H-orbits on (Zq×Zq)n. Since naturally (Znq )2 ∼= (Zq×Zq)n, there is a natural
bijection between Λn/Sn and the set of H-orbits on (Znq )2. The function (Znq )2 → C3 with
(α, β) 7→ {0, α, β} then gives a surjective function r : Λn/Sn → Ω3 \ {{∅}}.
Then (cf. Lemma 4.3.1) for each ω ∈ Ω3,
Nω =
∑
ω′∈Λn/Sn
r(ω′)=ω
Kω′ .
Hence, it suffices to compute uTτ,BKω′uσ,B for each ω
′ ∈ Λn/Sn.
By Proposition 3.2.1, we have
∑
ω′∈Λn/Sn
(
uTτ,BKω′uσ,B
)
µ(ω′) =
∏2
i=1 pτi,σi(Fi),
where the matrices Fi ∈ (W ∗)mi×mi are defined in (3.13) and the polynomial pτi,σi is
defined in (3.14). So it suffices to calculate the matrices Fi, that is, to express each
(Fi)j,h = (Bi(j) ⊗ Bi(h))|W as linear function into the dual basis A∗ of A. So we must
calculate the numbers (Bi(j)⊗Bi(h))(aP ) for all i = 1, 2, j, h = 1, . . . ,mi, and P ∈ Λ —
see Appendix 1 (Section 8.5.1 below).
Now one computes the entry
∑
ω∈Ω3z(ω)u
T
τ,BNωuσ,B by first expressing
∏2
i=1pτi,σi(Fi)
as a linear combination of degree n monomials expressed in the dual basis A∗ of A and
subsequently replacing each monomial µ(ω′) in
∏2
i=1 pτi,σi(Fi) with the variable z(r(ω
′)).
8.2.2 The case D = ∅
Let D = ∅. The rows and columns of M3,∅(z) (which is equal to M2,∅(z)) are indexed by
words in Znq together with the empty set, and HD is equal to Dnq oSn. Here G := Dq acts
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on Z := Zq. To compute the block diagonalization of M2,∅(z), one can use the Delsarte
formulas in the Lee scheme [4, 5]. Here we give the reduction in terms of representative
sets.
Let ζ = e2pii/q be a primitive qth root of unity. For each j = 0, . . . , bq/2c, define
the vectors aj := (1, ζ
j, ζ2j, . . . , ζ(q−1)j)T, bj := (1, ζ−j, ζ−2j, . . . , ζ−(q−1)j)T ∈ CZq and
set Vj := span{aj, bj}. Furthermore, put
cj :=
√
dimVj
2
(aj + bj) =
√
dimVj(1, cos(2jpi/q), . . . , cos(2(q − 1)jpi/q))T ∈ RZq ⊆ CZq .
Proposition 8.2.2. A representative set for the action of G = Dq on CZ = CZq is given
by
B :=
{
B1, . . . , Bb q
2
c+1
}
, where Bj := cj−1, for j = 1, . . . , bq/2c+ 1. (8.8)
Proof. Observe that each Vj is Dq-stable and that cj ∈ Vj. Moreover, Vl and Vj are
orthogonal (with respect to the inner product u, v 7→ v∗u) if l 6= j. To see this, note
that x := ζ±j±l is a qth root of unity unequal to 1 if j 6= l ∈ {0, . . . , bq/2c}, so 1 +
x + x2 + . . . + xq−1 = 0. This implies that a∗jal = b
∗
jal = a
∗
jbl = b
∗
jbl = 0, so Vl and Vj
are orthogonal. Note that
∑bq/2c
j=0 1
2 = bq/2c + 1, which is the number of distinct Vj, is
equal to the dimension of (CZq ⊗ CZq)Dq . So the Vj form an orthogonal decomposition
of CZq into irreducible representations (as any further representation, or decomposition,
or equivalence among the Vj would yield that the sum of the squares of the multiplicities
of the irreducible representations is strictly larger than bq/2c + 1, which contradicts the
fact that Φ in (2.16) is bijective). As Bj+1 is an element of Vj for j = 0, . . . , bq/2c, this
implies that B from (8.8) is a representative matrix set.
Note that the representative set is real, and that each Bi is a q × 1 matrix. For
convenience of the reader, we restate the main definitions of Chapter 3 and the main facts
about representative sets applied to the context of this section — see Figure 8.2.
Let N be the collection of all k-tuples (n1, . . . , nk) of nonnegative integers adding
up to n (here k = bq/2c+ 1). For each n ∈N , there is only one λ ` n with height(λi) ≤
mi = 1 for all i = 1, . . . , k. Moreover, for this λ, the set Tλ,m = Tλ1,1 × . . . × Tλk,1
from (3.1) has only one element τ = (τ1, . . . , τk). Here each τi is a Young tableau of
height 1 which only contains ones (for i = 1, . . . , k). Write τn for this element τ . Then,
for each n ∈N , the element uτn,B from (3.2) is equal to
uτn,B = B
⊗n1
1 ⊗B⊗n22 ⊗ . . .⊗B⊗nkk . (8.9)
So a representative set for the action of Dnq o Sn on Zn is, cf. Proposition 3.1.1,
{uτn,B | n ∈N}. (8.10)
Observe that Dnq o Sn acts trivially on ∅. The Dnq o Sn-isotypical component of CZnq
consisting of the Dnq o Sn-invariant elements corresponds to the matrix in the represen-
tative set indexed by n = (n, 0, . . . , 0). Hence we add a new unit base vector e∅ to this
matrix (as a column) in order to obtain a representative set for the action of Dnq o Sn
on CZnq∪{∅} = CC3(∅).
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FACTS.
G := Dq.
Z := Zq.
k := b q
2
c+ 1, m := (m1, . . . ,mk) := (1, . . . , 1).
A representative set for the action of G on Z is B from Prop. 8.8.
A representative set for the action of Gn o Sn on Zn follows from Prop. 3.1.1.
Λ := (Zq × Zq)/Dq.
aP :=
∑
(x,y)∈P x⊗ y for P ∈ Λ.
A := {aP |P ∈ Λ}, a basis of W := (CZq ⊗ CZq)Dq .
Kω′ :=
∑
(P1,...,Pn)∈ω′ aP1 ⊗ · · · ⊗ aPn for ω′ ∈ Λn/Sn.
Figure 8.2: The main definitions of Chapter 3 and the main facts about representative sets
applied to the context of Section 8.2.2.
Computations for D = ∅
In this section we explain how to compute the coefficients in the block diagonalization
of M2,∅(z). First we give a reduction of M2,∅(z) without the row and column indexed the
empty code. Later we explain how the empty code is added.
For each ω ∈ Ω2, we define the Znq×Znq matrix N˜ω with entries in {0, 1} by (N˜ω)α,β = 1
if {α, β} ∈ ω and (N˜ω)α,β = 0 otherwise, for α, β ∈ Znq . For each z : Ω2 → R we obtain
with (3.3) and (2.17) that Φ
(∑
ω∈Ω2 z(ω)N˜ω
)
=
⊕
n∈N
∑
ω∈Ω2 z(ω)u
T
τn,B
N˜ωuτn,B. This
shows that Φ
(∑
ω∈Ω2 z(ω)N˜ω
)
is a diagonal matrix. Note that |Ω2| and |N | are poly-
nomially bounded in n. Now we show how to compute uTτn,BN˜ωuτn,B, for n ∈ N , in
polynomial time.
By (3.7), there is a natural bijection between Λn/Sn and the set of H-orbits on (Zq×
Zq)n. Since naturally (Znq )2 ∼= (Zq × Zq)n, there is a natural bijection between Λn/Sn
and (Znq )2/H. The function (Znq )2 → C2 that maps (α, β) to {α, β} then induces a surjec-
tive function r˜ : Λn/Sn → Ω2 \ {{∅}}. Then (cf. Lemma 4.3.1) for each ω ∈ Ω2,
N˜ω =
∑
ω′∈Λn/Sn
r˜(ω′)=ω
Kω′ .
So it remains to compute uTτn,BKω′uτn,B for each ω
′ ∈ Λn/Sn. By Proposition 3.2.1
we find that
∑
ω′∈Λn/Sn
(
uTτn,BKω′uτn,B
)
µ(ω′) =
∏k
i=1 p(τn)i,(τn)i(Fi), where p(τn)i,(τn)i is
defined in (3.14) and Fi is an 1 × 1 matrix in (W ∗)1×1 with (Fi)1,1 := (Bi ⊗ Bi)|W =∑
P∈Λ(Bi ⊗ Bi)(aP )a∗P ∈ W ∗, for i = 1, . . . , k. We compute the formulas (Fi)1,1 in
Appendix 1 (Section 8.5.1) below.
Now one computes the entry
∑
ω∈Ω2 z(ω)u
T
τn,B
N˜ωuτn,B by first expressing the poly-
nomial
∏k
i=1 p(τn)i,(τn)i(Fi) as a linear combination of degree n monomials expressed in
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the dual basis A∗ of A and subsequently replacing each monomial µ(ω′) in
∏k
i=1((Fi)1,1)
ni
with the variable z(r˜(ω′)).
To add the empty code, we add an extra row and column corresponding to the vector
e∅ to the matrix in the representative set indexed by n = (n, 0, . . . , 0), cf. Section 8.2.2.
We compute the remaining entries:
eT∅M2,∅(z)e∅ = M2,∅(z)∅,∅ = x(∅) = 1
by definition, see (8.4). Since uτn,B = B
⊗n
1 is the all-ones vector, we have e
T
∅M∅(z)uτn,B =
qnz(ω0), where ω0 ∈ Ω2 is the (unique) Dnq o Sn-orbit of a code of size 1.
8.3 The unique code achieving AL5 (7, 9) = 15
An interesting case is AL5 (7, 9). The SDP-bound B
L
3 (5, 7, 9), the linear programming
bound (cf. [5]) and the bound from [74] all give AL5 (7, 9) ≤ 15 as upper bound, but it was
not known whether a (7, 9)L5 -code of size 15 exists. Here any code C ⊆ Znq with dLmin(C) ≥ d
is called an (n, d)Lq -code and similarly, any code C ⊆ Znq with dHmin(C) ≥ d is an (n, d)Hq -
code. We first derive some conditions that any (7, 9)L5 -code of size 15 satisfies.
8.3.1 Conditions on an AL5 (7, 9) = 15-code and Kirkman school-
girls
Let C be an (n, d)Lq code of size M . By estimating
∑
{u,v}⊆C d
L(u, v) one obtains:(
M
2
)
d ≤
∑
{u,v}⊆C
dL(u, v) =
n∑
i=1
∑
{u,v}⊆C
dL(ui, vi) ≤ nPq(M), (8.11)
where
Pq(M) := max
 ∑{i,j}⊆{1,...,M} dL(ui, uj)
∣∣ (u1, . . . , uM) ∈ ZMq
 . (8.12)
Wyner and Graham [95] proved that if q is odd, then Pq(M) ≤ M2(q2 − 1)/(8q) and
moreover that if q divides M and the (q − 1) × (q − 1) matrix (dL(0, i) + dL(0, j) −
dL(i, j))i,j=1,...,q−1 is positive definite, then the maximum in (8.12) is achieved only by
vectors (u1, . . . , uM) in which each symbol in Zq appears exactly M/q times.
For the case (n, d)Lq = (7, 9)
L
5 and M = 15, we find that P5(15) = 135, that the max-
imum in (8.12) is only achieved by vectors in which each symbol in Z5 appears exactly 3
times (as the matrix from the previous paragraph is positive definite in this case), and
that the rightmost term in (8.11) is equal to the leftmost term in (8.11). This implies
that if C is a (7, 9)L5 code of size 15, then
(i) each symbol in Z5 appears exactly 3 times in each column of C (interpreting C as
a matrix with the words as rows), and
(ii) any two distinct words in C have Lee distance exactly d = 9, i.e., C is equidistant
with Lee distance 9.
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So a (7, 9)L5 -code C of size 15 is equivalent to an arrangement of 15 girls 7 days in succession
into triples, where the triples are placed at the corners of a pentagon, such that the total
Lee distance between any two girls over the 7 days is 9. This problem is similar to, but
different from, Kirkman’s school girl problem, which asks for an arrangement of 15 girls
7 days in a row into triples such that no two girls appear in the same triple twice. Such
an arrangement is equivalent to a (7, 6)H5 -code of size 15 (see [83] and Chapter 5 of this
thesis), and there are 7 nonisomorphic arrangements possible [29].
Consider the following Z7 × Z7 matrix with entries in Z5:
M˜ :=

0 1 1 3 1 3 3
1 1 3 1 3 3 0
1 3 1 3 3 0 1
3 1 3 3 0 1 1
1 3 3 0 1 1 3
3 3 0 1 1 3 1
3 0 1 1 3 1 3

, so M˜i,j =

0, if i+ j ≡ 0 (mod 7),
1, if i+ j is a nonzero square mod 7,
3, if i+ j is not a square mod 7.1
(8.13)
We will see that every (7, 9)L5 -code C of size 15 is equivalent to the code M˜ ∪−M˜ ∪ {0},
where the matrix M˜ is interpreted as a (7, 9)L5 -code of size 7 (i.e., the rows are the
codewords). Note that this code has minimum Hamming distance 5, so it follows that
there is no (7, 9)L5 -code of size 15 which is also a (7, 6)
H
5 -code, i.e., there is no arrangement
of 15 girls 7 days in succession into triples which is a solution simultaneously to both
problems given above.
8.3.2 Information from semidefinite programming
Since BL3 (5, 7, 9) ≈ 15.000.., we hoped to obtain information from the semidefinite pro-
gramming output about a (7, 9)L5 -code of size 15 in a way analogous to Chapter 7: we
hoped to find a list of orbits ω ∈ Ωd3 that are forbidden in a (7, 9)L5 -code of size 15. How-
ever, the output of BL3 (5, 7, 9) = 15 does not appear to give more information than we
already have. Only orbits that contain Lee distances 6= 9 are forbidden by this output in
a (7, 9)L5 -code of size 15. So the code is equidistant, but this follows already from the above
considerations with (8.11). In the next section, we give a larger semidefinite program that
yields more information about (7, 9)L5 codes of size 15. The new information is described
in Section 8.3.2, where we also briefly describe the procedure from Section 7.2.1.
A quadruple SDP-bound
We consider the following bound, which is a bound in between BLk−1(q, n, d) and B
L
k (q, n, d)
(cf. [70]):
bLk (q, n, d) := max{
∑
v∈Znq x({v}) | x : Ck → R, x(∅) = 1, x(S) = 0 if d
L
min(S) < d,
Mk−1,D(x|Ck−1)  0 for each D ∈ Ck−1 with |D| < 2,
Mk,D(x)  0 for each D ∈ Ck with |D| ≥ 2}. (8.14)
1Note that the {0, 1}-matrix of order 7× 7 which has 1’s precisely in the positions where M˜ is 1 and
the {0, 1}-matrix of order 7×7 which has 1’s precisely where M˜ is 3, both are incidence matrices of Fano
planes [13] (with disjoint support).
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We consider the bound bL4 (q, n, d). In the definition, it can be assumed that x : C4 →
R≥0. The reductions for the cases D = ∅ and |D| = 1 can be found in Section 8.2. In
Appendix 8.5.2 we describe in detail how to block diagonalize M4,D(z) if |D| = 2. The
matrices M4,D(z) for |D| ∈ {3, 4} are 1 × 1 matrices, hence they form their own block
diagonalization.
Six orbits
The semidefinite program for computing bL4 (5, 7, 9) is very large, even after symmetry
reductions. It contains 292, 483 variables after reductions, i.e., D75oS7-orbits of nonempty
codes in C4 with minimum Lee distance at least 9. Since any (7, 9)L5 -code of size 15
is equidistant with Lee distance 9, we add to bL4 (5, 7, 9) the constraint that y(ω) = 0
if ω is an orbit of a code in which some pair of words has Lee distance unequal to 9.
Write bL4 (5, 7, 9)eq for the resulting semidefinite program. It contains only 1, 632 variables.
The program for computing bL4 (5, 7, 9)eq contains constraints z(ω) ≥ 0 for every ω ∈
Ωd4\{{∅}} that corresponds to an equidistant code with Lee distance 9, and we write (Xω)
for the 1×1 block corresponding to (z(ω)) in the dual semidefinite program. Then Xω > 0
in any solution to the dual program implies that z(ω) = 0 in all primal solutions to the
semidefinite program, as explained in Chapter 7, which implies that no code of size 15
can contain a subcode D with D ∈ ω. (Suppose otherwise; then one constructs a feasible
solution to bL4 (5, 7, 9)eq by putting x(S) = 1 for S ∈ Ck with S ⊆ C and x(S) = 0
else, and hence by averaging over H = D75 o S7 we find a feasible H-invariant solution
with z(ω) ≥ 1/|H| > 0, a contradiction.) If Xω > 0 in any dual solution, we call ω a
forbidden orbit.
We used the solver SDPA-GMP [61, 96] to conclude which orbits are forbidden. The
semidefinite programming solver does not produce exact solutions, but approximations up
to a certain precision. All matrices in our approximate solution to the dual program were
verified to be positive semidefinite (even strictly positive definite). This allows us to use
equations (7.14)-(7.17) in Chapter 7 to verify with certainty which orbits are forbidden.
(To use (7.17), we need a specific lower bound on z(ω) for non-forbidden orbits ω; in this
case the lower bound of 1/|H| > 10−11 from the previous paragraph suffices.)
There are only six non-forbidden orbits in Ω4 of equidistant codes with Lee distance 9
of cardinality 4 for which there is one coordinate in which three of the codewords have
the same symbol, say α, and the last codeword has a symbol at Lee distance 1 from α.
Here we list one representative Ni from each of these six orbits:
N1 := {0000000, 0012222, 0230234, 1123414},
N2 := {0000000, 0012222, 0230234, 1124413},
N3 := {0000000, 0012222, 0230234, 1232002},
N4 := {0000000, 0012222, 0230234, 1303424},
N5 := {0000000, 0012222, 0230234, 1424341},
N6 := {0000000, 0111222, 0222444, 1033023}.
So any (7, 9)L5 -code of size 15 is equivalent to a (7, 9)
L
5 -code containing one of the Ni as a
subcode.
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8.3.3 Uniqueness of AL5 (7, 9) = 15
We now descibe how one can obtain all possible (7, 9)L5 -codes of size 15 that contain Ni,
for i = 1, . . . , 6. For each i = 1, . . . , 6, we do the following.
Let Ri be the set of all words in Z75 that have Lee distance 9 to all words in Ni.
Let Rj,i, for each j ∈ {2, 3, 4}, be the collection of all triples of codewords in Ri with the
property that each word starts with symbol j and that the triple is equidistant with Lee
distance 9. Also, let R1,i be the collection of all pairs of codewords in Ri that start with
symbol 1 and have Lee distance 9. Now observe that each (7, 9)L5 -code C of size 15 that
contains Ni is a union of Ni and exactly one element in Rj,i for each j = 1, . . . , 4 (here
note that each element in Rj,i is a set consisting of 3 words if j ∈ {2, 3, 4}, and consisting
of 2 words if j = 1), as C is equidistant with Lee distance 9 and each symbol occurs
exactly 3 times at the first (more generally: at any) position. The computer finds
max
i=1,...,6
{∏4
j=1 |Rj,i|
}
= 528, 384,
so a computer quickly enumerates all possible four-tuples (T1, T2, T3, T4) ∈ R1,i × R2,i ×
R3,i×R4,i and verifies whether Ni∪ (∪4j=1Tj) indeed has minimum Lee distance 9. In this
way one obtains all possible (7, 9)L5 -codes C of size 15 that contain Ni. It is found that for
each of N1, N4, N5 there is only one (7, 9)
L
5 -code of size 15 containing Ni (i = 1, 4, 5), while
for each of N2, N3 and N6, there are exactly two (7, 9)
L
5 -codes of size 15 containing Ni
(i = 2, 3, 6).
It remains to classify the 9 obtained codes. To do this, the graph isomorphism
program nauty [60] is used. For each (7, 9)L5 -code C of size 15, a graph with 5 · 7 + 15
vertices is created: one vertex for each codeword u ∈ C and five vertices 0k, 1k, 2k, 3k, 4k
for each coordinate position k = 1, . . . , 7. Each code word u has neighbor ak if ui = a
(i = 1, . . . , 15). Also, there are edges {0k, 1k}, {1k, 2k}, {2k, 3k}, {3k, 4k}, {4k, 0k} (k =
1, . . . , 7).
The codewords have degree 7 and the coordinate positions have degree 2 + 3 = 5 (as
each symbol occurs exactly 3 times at each coordinate position). An automorphism of
this graph permutes the codewords and permutes the coordinate positions. So two (7, 9)L5 -
codes C of size 15 are equivalent if and only if the corresponding graphs are equivalent.
In this way we find that all nine codes are equivalent, so the (7, 9)L5 -code of size 15 is
unique. One of the two extensions of N6 is for example
C := {0000000, 0111222, 0222444, 1033023, 1303302, 1330230, 2142141, 2214114,
2421411, 3013330, 3130303, 3301033, 4244421, 4424142, 4442214}.
The reader may check that it is equivalent to the code M˜∪−M˜∪{0}, with M˜ as in (8.13).
8.4 The unique code achieving AL6 (4, 6) = 18
Let C be any (4, 6)L6 -code of cardinality 18. The solution of B
L
2 (6, 4, 6) ≈ 18.000.. shows,
by considering the forbidden orbits from the semidefinite programming output in a similar
way as in the previous section, that any pair of codewords in C is contained in the same
D46 o S4-orbit as one of the following codes:
M1 := {0000, 0222}, M2 := {0000, 1113}, M3 := {0000, 3333} . (8.15)
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Assume that 0 ∈ C. By (8.15), each word in C contains only symbols in {0, 2, 4} or
only symbols in {1, 3, 5}. As AL3 (4, 3) = 9, there are at most 9 words containing only
symbols {0, 2, 4} in C and there are at most 9 words containing only symbols {1, 3, 5}
in C. As |C| = 18, the code C contains precisely 9 words with only symbols in {0, 2, 4} and
precisely 9 words with only symbols in {1, 3, 5}. It is well known that the (4, 3)H3 = (4, 3)L3 -
code of size 9 is unique up to equivalence [64]. It is (up to equivalence) the code
B := {0000, 0111, 0222, 1012, 1120, 1201, 2021, 2102, 2210}.
As D6 contains a subgroup that acts as D3 = S3 on {0, 2, 4}, we may assume that C ′ := 2B
(mod 6) is a subcode of C. Now we enumerate all 33 words v ∈ Z46 such that {0, v} is
in the same D46 o S4-orbit as M2 or M3. There are only 9 of those words with Lee
distance ≥ 6 to all words in C ′. So these are the only 9 words that could be contained in
a (4, 6)L6 -code of size 18 together with all words from C
′. Let us call the code formed by
these 9 words C ′′. So
C ′ = {0000, 0222, 0444, 2024, 2240, 2402, 4042, 4204, 4420},
C ′′ = {1153, 1315, 1531, 3111, 3555, 5135, 5351, 5513, 3333} = 3333 + C ′.
It is not hard to verify that C ′ ∪C ′′ has minimum Lee distance 6. So C ′ ∪C ′′ is a (4, 6)L6 -
code of cardinality 18, and it is the only such code (up to Lee equivalence).
8.5 Appendices
8.5.1 Appendix 1: The formulas (Fi)j,h
Formulas for Section 8.2.1. Let all notation be as in Section 8.2.1 and Figure 8.1.
For the computations in Section 8.2.1, we calculate the linear expressions
(Fi)j,h = (Bi(j)⊗Bi(h))|W =
∑
P∈Λ
(Bi(j)⊗Bi(h))(aP )a∗P ∈ W ∗,
for i = 1, 2 and j, h = 1, . . . ,mi. This is routine, but we display the expressions. We
denote an equivalence class P in Λ = (Zq × Zq)/S2 by its lexicographically smallest
element. We find
(F1)1,1 = 1a
∗
00,
(F1)1,j+1 = 2a
∗
0j, for j = 1, . . . , bq/2c
(F1)j+1,1 = 2a
∗
j0, for j = 1, . . . , bq/2c
(F1)j+1,h+1 = 2a
∗
jh + 2a
∗
j(q−h), for j, h ∈ {1, . . . , bq/2c},
(F2)j,h = 2a
∗
jh − 2a∗j(q−h), for j, h ∈ {1, . . . , b(q − 1)/2c}. (8.16)
Formulas for Section 8.2.2. Now, let all notation be as in Section 8.2.2 and Figure 8.2.
For the computations in Section 8.2.2, we calculate the linear expressions
(Fi)1,1 = (Bi ⊗Bi)|W =
∑
P∈Λ
(Bi ⊗Bi)(aP )a∗P ∈ W ∗,
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for i = 1, . . . , k, where k = bq/2c + 1. We denote an equivalence class P in Λ = (Zq ×
Zq)/Dq by its lexicographically smallest element. We find for even q, for i ∈ {1, . . . , k},
(Fi)1,1 = q
a∗00 + (−1)(i−1)a∗0(q/2) + 2 bq/2c−1∑
j=1
cos(2pij(i− 1)/q)a∗0j
 , (8.17)
and for odd q, for i ∈ {1, . . . , k},
(Fi)1,1 = q
a∗00 + 2 (q−1)/2∑
j=1
cos(2pij(i− 1)/q)a∗0j
 . (8.18)
Note that the formulas in (8.17) and (8.18) contain irrational numbers for q /∈
{2, 3, 4, 6}. In the symmetry reduction of M2,∅(z), it is possible to obtain matrix blocks
which only contain integers: one may use the representative set for the reflection ac-
tion S2 on CZq instead of the representative set of the action of Dq on CZq to reduce the
matrix M2,∅(z). This results in much larger matrix blocks, but they only contain integers.
We leave the details to the reader, see [71].
8.5.2 Appendix 2: Block diagonalizing M4,D(z) if |D| = 2
Here we sketch how to block diagonalize M4,D(z) if |D| = 2, for computing bL4 (q, n, d).
We only consider the case q = 5, but the reductions can be easily generalized to higher q.
(However, although the semidefinite programs are of polynomial size, they get very large
in practice.) We can assume that D = {0, v1} with
0 = 0 . . . 0 0 . . . 0 0 . . . 0 (8.19)
v1 = 0 . . . 0︸ ︷︷ ︸
j1
1 . . . 1︸ ︷︷ ︸
j2
2 . . . 2︸ ︷︷ ︸
j3
,
where j2+2j3 ≥ d. The rows and the columns ofM4,D(y) are parametrized by codes C ⊇ D
of size at most 3.
Let H ′D be the group of distance-preserving permutations of C4 that fix 0 and v1. So
H ′D ∼= (Sj12 o Sj1)× Sj2 × Sj3 . (8.20)
We first describe a representative set for the action of H ′D on CZ
n
5 . We use the notation
of Section 3.3. Fix s = 3. For i = 1, . . . , 3, set Zi := Z5. Set G1 = S2 and Gi := {1}
(the trivial group) for i ∈ {2, 3}. Furthermore, set k1 := 2, k2 := 1, k3 := 1. Set B(1)1 :=
B1 from (8.5) and B
(1)
2 := B2 from (8.5), and set B
(1) := {B(1)1 , B(1)2 }. Finally, let,
for i = 2, 3, B
(i)
1 := [e0, e1, e2, e3, e4] be the matrix with as columns the standard basis
vectors in CZ5 , i.e., the 5 × 5 identity matrix, and set B(i) := {B(i)1 }. For convenience
of the reader, we restate the main definitions of Section 3.3 and the main facts about
representative sets applied to the context of this section — see Figure 8.3.
With Proposition 3.1.1, we obtain representative sets for the separate actions of of
Gjii oSji on CZ
ji
5 , for each i = 1, 2, 3. Subsequently, with (2.18) we obtain a representative
set for the action of H ′D on (CZ
j1
5 )⊗ . . .⊗ (CZj35 ) ∼= CZn5 .
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FACTS.
s = 3, (j1, j2, j3) are fixed with j1 + j2 + j3 = n and j2 + 2j3 ≥ d.
G1 := S2, Gi := {1}, the trivial group, for i = 2, 3.
Zi := Z5, for i = 1, 2, 3.
k1 := 2, k2 := 1, k3 := 1.
m(1) := (3, 2), m(2) := (5), m(3) := (5).
A representative set for the action of Gi on Zi is B
(i) from Sect. 8.5.2.
A representative set for the action of H ′D on (CZ1)⊗j1 ⊗ . . .⊗ (CZ3)⊗j3 follows
from (3.3) and (2.18).
Λi := (Zi × Zi)/Gi.
aP :=
∑
(x,y)∈P x⊗ y for P ∈ Λi.
Ai := {aP |P ∈ Λi}, a basis of Wi := (CZi ⊗ CZi)Gi .
K
(i)
ωi :=
∑
(P1,...,Pji )∈ωi aP1 ⊗ · · · ⊗ aPji for ωi ∈ Λ
ji
i /Sji .
Figure 8.3: The main definitions of Section 3.3 and the main facts about representative sets
applied to the context of Section 8.5.2.
Sketch of the computations for |D| = 2
Fix D = {0, v1} ∈ C4. Let Ω4(D) denote the set of all Dn5 o Sn-orbits of codes in C4
containing D = {0, v1}. For each ω ∈ Ω4(D), we define the Zn5 × Zn5 matrix N ′ω with
entries in {0, 1} by
(N ′ω)α,β :=
{
1 if {0, v1, α, β} ∈ ω,
0 otherwise.
(8.21)
Then, for each z : Ω4(D) → R, one has M4,D(z)  0 if and only if
∑
ω∈Ω4(D) z(ω)N
′
ω 
0. (The implication“=⇒” follows from the fact that LTM4,D(z)L =
∑
ω∈Ω4(D) z(ω)N
′
ω,
where L is the C4(D)×Zn5 matrix with 0, 1 entries satisfying LC,α = 1 if and only if C =
{0, v1, α}, for C ∈ C4(D) and α ∈ Zn5 .)
As in Sect. 3.3, let R = Zj11 × . . . × Zj33 , so R = Zj15 × Zj25 × Zj35 ∼= Zn5 . Then the
function
R2 =
(
Zj15 × Zj25 × Zj35
)2 → C4, (8.22)
((α1, α2, α3), (β1, β2, β3)) 7→ {0, v1, α1α2α3, β1β2β3},
induces a surjective function r′ : R2/H ′D → Ω4(D). For any ω′ ∈ R2/H ′D, the matrix Kω′
is defined in (3.20). If ω ∈ Ω4(D), then in view of Lemma 4.3.1 we obtain
N ′ω =
∑
ω′∈R2/H′D
r′(ω′)=ω
Kω′ . (8.23)
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With the help of the representative set of the action of H ′D on CZ
n
5 , equation (2.17)
gives a symmetry reduction of
∑
ω∈Ω4(D) z(ω)N
′
ω to size polynomially bounded in n. The
computation of the matrix entries in the reduced matrix can also be done in polynomial
time, using (8.23), (3.21), (2.19) and Proposition 3.2.1. See also Section 6.2.1 about the
computations for the case |D| = 2 for constant weight codes, which is a highly similar
case.
8.5.3 Appendix 3: An overview of the program
In this section we give a high-level overview of the program for generating semidefinite
programs to compute BL3 (q, n, d) (or B
L∞
3 (q, n, d) from Section 9.5 below). See Figure 8.4
for an outline of the method. Here we write ω0 for the unique D
n
q oSn-orbit corresponding
to a code of size 1.2
2The programs we used to generate input for the SDP-solver can be found at https://drive.google.
com/open?id=1-XRbfc4TYhoySC33GRWfvNEMOZEltg6X. (also accessible via the author’s website).
8.5. Appendices 109
Input: Natural numbers q, n
Output: Semidefinite program to compute BL3 (q, n, 1)
print Maximize qnz(ω0)
print Subject to:
//Start with |D| = 1. The definitions are as in Sect. 8.2.1.
foreach n = (n1, n2) ∈N
//Recall: m = (m1,m2) = (bq/2c+ 1, b(q − 1)/2c).
foreach λ = (λ1, λ2) ` n with height(λ1) ≤ m1, height(λ2) ≤ m2
start a new block Mλ
foreach τ ∈ Tλ,m from (3.1)
foreach σ ∈ Tλ,m from (3.1)
compute
∏2
i=1 pτi,σi(Fi) (cf. the definitions in (3.14) and (3.13))
replace each degree n monomial µ in variables a∗P by a variable z(r(µ))
(Mλ)τ ,σ := the resulting linear polynomial in variables z(ω)
end
end
print Mλ  0
end
end
//Now D = ∅. The definitions are as in Sect. 8.2.2.
foreach n ∈N
start a new (1× 1) block Mn
compute
∏k
i=1 p(τn)i,(τn)i(Fi) (cf. the definitions in (3.14) and Sect. 8.2.2)
replace each degree n monomial µ in variables a∗P by a variable z(r˜(µ))
(Mn) := (the resulting linear polynomial in variables z(ω))
if n = (n, 0, . . . , 0) //Add a row and a column corresponding to ∅.
add a row and column to Mn indexed by ∅
put (Mn)∅,∅ := 1 and (Mn)τn,∅ = (Mn)∅,τn := q
nz(ω0)
end
print Mn  0
end
//Now nonnegativity of all variables.
foreach ω ∈ Ω3
print z(ω) ≥ 0
end
Figure 8.4: Algorithm to generate semidefinite programs for computing BL3 (q, n, 1). To
compute BL3 (q, n, d) (or B
L∞
3 (q, n, d) from Sect. 9.5 below), one must set all variables z(ω)
with ω ∈ Ω3 an orbit corresponding to a code of minimum Lee (respectively, Lee∞) distance < d
to zero. If rows and columns of matrix blocks consist solely of zeros after the replacement, one
can remove these rows and columns.

Chapter 9
The Shannon capacity of circular
graphs
We may have knowledge of the past but cannot control it;
we may control the future but have no knowledge of it.
— Claude Shannon (1916–2001)
In this chapter we consider the Shannon capacity Θ(Cd,q) of circular graphs Cd,q. The
circular graph Cd,q is the graph with vertex set Zq (the cyclic group of order q) in which
two distinct vertices are adjacent if and only if their distance (mod q) is strictly less
than d. The value of Θ(Cd,q) can be seen to only depend on the quotient q/d.
We show that the function q/d 7→ Θ(Cd,q) is continuous at integer points q/d ≥ 3.
We also prove that the independent set achieving α(C35,14) = 14, one of the independent
sets used in our proof, is unique up to Lee equivalence. Furthermore, we adapt the SDP
bound of Chapter 8 to an upper bound on α(Cnd,q ) based on triples of codewords. Finally,
we give a new lower bound of 3671/5 on the Shannon capacity of the 7-cycle. This chapter
is based on joint work with Lex Schrijver, part of which can be found in [72].
9.1 Introduction
Let G = (V,E) and H = (V ′, E ′) be graphs. Recall that the strong product GH is the
graph with vertex set V ×V ′ in which two distinct vertices (u, u′) and (v, v′) are adjacent
if (u = v or uv ∈ E) and (u′ = v′ or u′v′ ∈ E ′) (cf. Sect. 1.5). For n ∈ N, write
Gn := GG . . .G︸ ︷︷ ︸
n times
.
So two distinct vertices (u1, . . . , un) and (v1, . . . , vn) of G
n are adjacent if and only if for
each i ∈ {1, . . . , n} one has either ui = vi or uivi ∈ E. Recall that an independent set in G
is a subset U of V such that e * U for all e ∈ E, and that α(G) denotes the independent
set number of G: the maximum cardinality of an independent set in G. If U and U ′
are independent sets in G and H, respectively, then U × U ′ is independent in G  H.
So α(GH) ≥ α(G)α(H).
The Shannon capacity of G is defined as
Θ(G) := sup
n∈N
n
√
α(Gn). (9.1)
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As α(G(n1+n2)) ≥ α(Gn1)α(Gn2) for any two positive integers n1 and n2, Fekete’s
lemma (cf. [34], see also [80, Corollary 2.2a]) implies that Θ(G) = limn→∞ n
√
α(Gn).
The Shannon capacity was introduced by Shannon [86] and is an important and
widely studied parameter in information theory (see e.g., [3, 18, 43, 53, 98]). It is the
effective size of an alphabet in an information channel represented by the graph G. The
input is a set of letters V (G) = {0, . . . , q − 1} and two letters are ‘confusable’ when
transmitted over the channel if and only if there is an edge between them in G. Then α(G)
is the maximum size of a set of pairwise non-confusable single letters. Moreover, α(Gn)
is the maximum size of a set of pairwise non-confusable n-letter words. (Here two n-
letter words u, v are confusable if and only if ui and vi are confusable for all 1 ≤ i ≤ n.)
Taking n-th roots and letting n go to infinity, we find the effective size of the alphabet in
the information channel: Θ(G).
A classical upper bound on Θ is Lova´sz’s ϑ-function [53]. For any graph G, the
number ϑ(G) is defined as
ϑ(G) := max
{∑
u,v∈V Xu,v
∣∣ X ∈ RV×V , tr(X) = 1, Xu,v = 0 if uv ∈ E, X  0} .
(9.2)
The Shannon capacity of C5, the cycle on 5 vertices, was already discussed by Shannon
in 1956 [86], who showed
√
5 ≤ Θ(C5) ≤ 5/2. The easy lower bound of
√
5 is obtained
from the independent set {(0, 0), (1, 2), (2, 4), (3, 1), (4, 3)} in C25 . More than twenty years
later, Lova´sz [53] determined that Θ(C5) =
√
5 by proving an upper bound matching this
lower bound: he showed Θ(C5) ≤ ϑ(C5) =
√
5. More generally, for odd q,
Θ(Cq) ≤ ϑ(Cq) = q cos(pi/q)
1 + cos(pi/q)
. (9.3)
For q even it is not hard to see that Θ(Cq) = q/2.
The Shannon capacity of C7 is still unknown and its determination is a notorious
open problem in extremal combinatorics [18, 39]. Many lower bounds have been given
by explicit independent sets in some fixed power of C7 [10, 56, 93], while the best known
upper bound is Θ(C7) ≤ ϑ(C7) < 3.3177. We give an independent set of size 367 in C57 ,
which yields Θ(C7) ≥ 3671/5 > 3.2578. The best previously known lower bound on Θ(C7)
is Θ(C7) ≥ 3501/5 > 3.2271, found by Mathew and O¨sterg˚ard [56]. They proved that
α(C57 ) ≥ 350 using stochastic search methods that utilize the symmetry of the problem.
We obtain our new lower bound on α(C57 ) and on Θ(C7) by considering circular graphs.
For positive integers q, d with q ≥ 2d, recall that the circular graph Cd,q is the graph
with vertex set Zq (the cyclic group of order q) in which two distinct vertices are adjacent
if and only if their distance (mod q) is strictly less than d. So C2,q = Cq. The circular
graphs have the property that α(Cnd,q ) (for fixed n), ϑ(Cd,q) and Θ(Cd,q) only depend on
the fraction q/d. Moreover, the three mentioned quantities are nondecreasing functions
in q/d (see Section 9.2 for details). Lova´sz’s sandwich theorem [53] (see also [48]) implies
that
Θ(Cd,q) ≤ ϑ(Cd,q) ≤ q/d for all q, d ∈ N with q ≥ 2d. (9.4)
Here q/d is equal to the ‘fractional clique cover number’ of Cd,q, which is an upper bound
on ϑ(Cd,q) cf. [53] (see Section 9.2). Currently, the only known values of Θ(Cd,q) for q ≥ 2d
are for q/d integer and q/d = 5/2.
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Figure 9.1: A graph of the function q/d 7→ ϑ(Cd,q).
The main result of this chapter is that the function q/d 7→ Θ(Cd,q) is continuous
at integers q/d = r ≥ 3, which implies that also q/d 7→ ϑ(Cd,q) is continuous at these
points (by (9.4) and by the fact that Θ(Cd,q) = q/d if q/d is integer). Right-continuity
of the two mentioned functions at integers q/d = r ≥ 2 follows immediately from (9.4)
in combination with the fact that Θ(Cd,q) = r if q/d = r is an integer and the fact
that q/d 7→ Θ(Cd,q) is a nondecreasing function in q/d. In order to prove left-continuity
at integers q/d = r ≥ 3, we show the following.
Theorem (Theorem 9.3.1). For each r, n ∈ N with r ≥ 3,
max
q
d
<r
α(Cnd,q ) =
1 + rn(r − 2)
r − 1 .
The theorem will be used to prove that lim q
d
↑r Θ(Cd,q) = r. As Θ(Cd,q) = r if q/d = r,
it follows that q/d 7→ Θ(Cd,q) is left-continuous at r (and hence also q/d 7→ ϑ(Cd,q),
by (9.4)). Continuity of q/d 7→ Θ(Cd,q) at non-integer points q/d seems hard to prove
and even continuity of q/d 7→ ϑ(Cd,q) at these points is not yet known, although the
latter function looks continuous (cf. Figure 9.1). We also prove that the independent set
achieving α(C35,14) = 14, one of the independent sets used in our proof of Theorem 9.3.1,
is unique up to Lee equivalence.
In Section 9.5, we show how to adapt the bound BL3 (q, n, d) from Chapter 8 to
an upper bound BL∞3 (q, n, d) on α(C
n
d,q ). The new bound does not seem to improve
significantly over the bound obtained from Lova´sz theta-function, except for very small n.
Finally, we give the mentioned independent set of size 367 in C57 , demonstrating
the new lower bound on Θ(C7). It is obtained by adapting an independent set of size 382
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in C5108,382 which we found by computer, inspired by the construction used to prove The-
orem 9.3.1.
9.2 Preliminaries on the Shannon capacity and cir-
cular graphs
In this section we give the preliminaries on the Shannon capacity and on circular graphs
used throughout this chapter.
Graph homomorphisms and circular graphs. A homomorphism from a graph G1 =
(V1, E1) to a graph G2 = (V2, E2) is a function f : V1 → V2 such that if ij ∈ E1
then f(i)f(j) ∈ E2 (in particular, f(i) 6= f(j)). If there exists a homomorphism f :
G1 → G2 we write G1 → G2. For any graph G, we write G for the complement of G.
If G → H, then α(Gn) ≤ α(Hn) (for any n) and Θ(G) ≤ Θ(H). The circular graphs
have the property that Cd′,q′ → Cd,q if and only if q′/d′ ≤ q/d [19]. (The “if”-part follows
from the following three facts, which are not hard to prove. Let q, d ∈ N with q ≥ 2d,
and let t ∈ N. Then Ctd,tq → Cd,q, Cd,q → Ctd,tq and Cd,q → Cd,q+1.)
So if q′/d′ ≤ q/d, then α(Cnd′,q′) ≤ α(Cnd,q ) (for any n) and Θ(Cd′,q′) ≤ Θ(Cd,q).
Moreover, α(Cnd,q ) and Θ(Cd,q) only depend on the fraction q/d (fixing n).
Zuiddam’s dual characterization of Θ. Let G denote the set of all finite, simple1
graphs. Let ∆ be the set of all functions f : G → R≥0 satisfying for all G,H ∈ G:
(i) f(G unionsqH) = f(G) + f(H),
(ii) f(GH) = f(G)f(H),
(iii) If G→ H, then f(G) ≤ f(H),
(iv) f(K1) = 1.
Here GunionsqH is the graph with vertex set V (G)unionsqV (H) and edge set E(G)unionsqE(H), where unionsq
denotes disjoint union. Note that ∆ is compact in the Tychonoff product space RG,
since (i)− (iv) are closed conditions and 0 ≤ f(G) ≤ |V (G)| for all G ∈ G, f ∈ ∆.
If f ∈ ∆ and G ∈ G, then Θ(G) ≤ f(G). This is not hard to see, by (iv) and (i) we
have α(G) = f(Kα(G)), so (iii) gives α(G) = f(Kα(G)) ≤ f(G) (using that Kα(G) → G),
and (ii) then gives Θ(G) ≤ f(G). Jeroen Zuiddam [98] proved that for any graph G,
Θ(G) = min
f∈∆
f(G). (9.5)
Zuiddam derived his theorem from Strassen’s semiring theorem [89], using that (G,unionsq,)
is a commutative semiring with unit K1 and with the empty graph as zero element. It is
known that Θ /∈ ∆, see Haemers [43]: there exists a G ∈ G (the Schla¨fli graph) satisfying
Θ(GG) ≥ 27 > 3 · 7 ≥ Θ(G)Θ(G).
1A graph is simple if it has no loops or parallel edges.
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One function contained in ∆ is Lova´sz ϑ-function [53], which is defined in (9.2).
There is a closed form formula for ϑ(Cd,q), proved by Bachoc, Peˆcher and Thie´ry [8]:
ϑ(Cd,q) =
q
d
d−1∑
i=0
d−1∏
j=1
cos
(
2ipi
d
)− cos(b qj
d
c2pi
q
)
1− cos
(
b qj
d
c2pi
q
) , (9.6)
Another element of ∆ is the fractional clique cover number, which was already observed
to be an upper bound on Θ by Shannon [86]. Let G ∈ G, and write K(G) for the collection
of all cliques in G (a clique is a set of vertices, every two of which are adjacent). Then
the fractional clique cover number χ∗(G) admits the following definition:
χ∗(G) := min
{∑
K∈K(G) y(K)
∣∣ y : K(G)→ R≥0, ∀ v ∈ V : ∑K3v y(K) ≥ 1} . (9.7)
It is known that χ∗(G) ∈ ∆ (see [80]). It is also known (cf. [58], see also [80, Theorem
67.17]) that
χ∗(G) = inf
n∈N
n
√
χ(Gn) = lim
n→∞
n
√
χ(Gn). (9.8)
Here χ(G) denotes the minimum number of cliques in G needed to cover the vertex set
of G, the clique cover number of G. It is equal to min{r ∈ N : G → Kr}. If f ∈ ∆, we
have by (iv), (i), (iii) that f(G) ≤ χ(G), and (ii) and (9.8) then give f(G) ≤ χ∗(G). So
χ∗(G) = max
f∈∆
f(G). (9.9)
Since the circular graph Cd,q is vertex-transitive
2 and every vertex is contained in a clique
of size d (but no vertex is contained in a larger clique), one can see that χ∗(Cd,q) = q/d.
So if f ∈ ∆, then
Θ(Cd,q) ≤ f(Cd,q) ≤ χ∗(G) = q/d for all q, d ∈ N with q ≥ 2d,
with equality throughout if q/d is an integer. (9.10)
Note that (9.4) is a special case of (9.10).
Other known elements of ∆, which we do not discuss in detail here (see [98, 97]), are
the fractional orthogonal rank (also called projective rank) [30] and the fractional Haemers
bound [14, 27]. The latter parameter can be defined for any field F, and a separation
result of Bukh and Cox [27] shows that different fields F yield different parameters. So ∆
contains infinitely many elements.
The Lee∞ distance. By definition there is an edge between two distinct vertices x, y
of Cnd,q if and only if there is an 1 ≤ i ≤ n such that xi−yi (mod q) is either strictly smaller
than d or strictly larger than q − d. For distinct u, v in Znq , define their Lee∞ distance to
be the maximum over the distances of ui and vi (mod q), where i ranges from 1 to n. The
minimum Lee∞ distance dL∞min(D) of a set D ⊆ Znq is the minimum distance between any
2A graph G = (V,E) is vertex-transitive if for all u, v ∈ V there exists an automorphism g : V → V
of G such that g(u) = v.
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pair of distinct elements of D. If |D| ≤ 1, set dL∞min(D) = ∞. Then dL∞min ≥ k if and only
if D is independent in Cnd,q . So
AL∞q (n, d) := α(C
n
d,q ) = max{|C| | C ⊆ Znq , dL∞min(C) ≥ d}. (9.11)
It is well known that α(Cnd,q ) is equal to the number of n-dimensional hypercubes of side d
that can be packed in a discrete n-dimensional torus of width q [10].
9.3 Continuity of q/d 7→ Θ(Cd,q) at q/d ∈ N
Let C(∆,∞) denote the Banach algebra of continuous functions ∆ → R, equipped with
the ‖.‖∞-norm. Then the evaluation map
ev : G → C(∆,∞)
G 7→ (f 7→ f(G)) (9.12)
embeds G into C(∆,∞). A natural question to ask is whether the image of ev is closed.
Since if not, the closure contains new ‘graph like’ objects not being graphs.
Natural candidates to investigate this question are the circular graphs Cd,q. By
property (iii) of the functions in ∆, and by the fact that Cd′,q′ → Cd,q if and only if q′/d′ ≤
q/d, the image ev(Cd,q) only depends on the quotient q/d. The fractional clique cover
number χ∗(G) of any G ∈ G is a rational number, since it is the solution of a linear
program with all input data rational [82]. Suppose that q/d 7→ ev(Cd,q) is a continuous
function in each r ∈ Q with r ≥ 2. If 2 < s ∈ R \ Q with q/d → s, then the limit
of (ev(Cd,q)) is not the image ev(G) of any G ∈ G, as there is no G ∈ G with χ∗(G) = s.
So in this case the image of ev is not closed.
So we aimed at proving continuity of q/d 7→ ev(Cd,q) in each r ∈ Q with r ≥ 2.
However, we could not prove this. But for integer points r ≥ 3, the function q/d 7→
ev(Cd,q) is continuous at q/d = r. Right-continuity at integers q/d = r ≥ 2 follows
from (9.10) and the fact that q/d 7→ f(Cd,q) is a nondecreasing function in q/d for each f ∈
∆. To prove left-continuity of q/d 7→ ev(Cd,q) at integers q/d = r ≥ 3, it suffices (again
by (9.10)) to prove that q/d 7→ Θ(Cd,q) is left-continuous at these points.
Let r ≥ 3 be an integer. We prove that if q/d tends to r from below, then Θ(Cd,q)
tends to r by proving the following:
Theorem 9.3.1. For each r, n ∈ N with r ≥ 3,
max
q
d
<r
α(Cnd,q ) =
1 + rn(r − 2)
r − 1 . (9.13)
The theorem implies that
sup
q
d
<r
Θ(Cd,q) = sup
q
d
<r
sup
n∈N
n
√
α(Cnd,q ) = sup
n∈N
sup
q
d
<r
n
√
α(Cnd,q ) = limn→∞
(
1 + rn(r − 2)
r − 1
)1/n
= r,
so the function q/d 7→ Θ(Cd,q) is left-continuous at r (using the fact that the func-
tion q/d 7→ Θ(Cd,q) is nondecreasing). Right-continuity of this function at integers ≥ 2
follows immediately from (9.10) and the fact that q/d 7→ Θ(Cd,q) is a nondecreasing
function in q/d.
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9.3.1 Proof of Theorem 9.3.1
In this section we prove Theorem 9.3.1. Throughout this section, fix an integer r ≥ 3.
Furthermore, we define for n ∈ Z≥0, the number
qn :=
1 + rn(r − 2)
r − 1 . (9.14)
First we prove:
Proposition 9.3.2. For all n ∈ N: max q
d
<r α(C
n
d,q ) ≤ qn.
Proof. Choose q, d ∈ N with q ≥ 2d and q/d < r. For each n ∈ N, define αn := α(Cnd,q ),
and set α0 := 1. Let A ⊆ Znq such that A is independent in Cnd,q with |A| = αn. We
interprete A as an αn × n matrix with the words (elements of Znq ) as rows. For i ∈ Zq,
let ci be the number of times symbol i occurs in column 1. Then
∑t+d
i=t+1 ci ≤ αn−1 for
any t ∈ Zq, where we take indices of c mod q. So
dαn = d
q−1∑
i=0
ci =
q−1∑
t=0
t+d∑
i=t+1
ci ≤ qαn−1. (9.15)
This implies that αn ≤ bqαn−1/dc ≤ rαn−1 − 1. By induction we conclude
αn ≤ rαn−1 − 1 ≤ rqn−1 − 1 = qn.
To prove Theorem 9.3.1, it remains to show that for all n ∈ N,
max
q
d
<r
α(Cnd,q ) ≥ qn. (9.16)
Note that
qn
qn−1
=
1 + rn(r − 2)
1 + rn−1(r − 2) = r
(
1 + rn(r − 2)
r + rn(r − 2)
)
< r.
So in order to prove (9.16), it suffices to give an explicit independent set of size qn
in Cnqn−1,qn . In this chapter we use the notation [a, b] := {a, a + 1, . . . , b} for any two
integers a, b.
Theorem 9.3.3. The set S := {t · (1, r, . . . , rn−1) | t ∈ Zqn} ⊆ Znqn is independent
in Cnqn−1,qn.
Proof. Note that x, y ∈ S implies that also x− y ∈ S. So in order to prove the theorem,
it suffices to prove that for all nonzero x = t · (1, r, . . . , rn−1) ∈ S there exists i ∈ [1, n]
such that xi ∈ [qn−1, qn − qn−1] = [qn−1, (r − 1)qn−1 − 1]. So we must prove:
for all t ∈ [1, qn − 1] there exists i ∈ [0, n− 1] such that
tri (mod qn) ∈ [qn−1, (r − 1)qn−1 − 1]. (9.17)
In order to prove (9.17) we first prove:
Proposition 9.3.4. Let k ∈ [1, n], j ∈ [0, (qn−k−1)/(r−2)]. If t ∈ [qk−1 +j(r−2)rk, (r−
1)qk−1 − 1 + j(r − 2)rk], then
(r − 1)jqn ∈ [A(t), B(t)] := [trn−k − (r − 1)qn−1 + 1, trn−k − qn−1].
In particular, trn−k (mod qn) ∈ [qn−1, (r − 1)qn−1 − 1].
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Proof. Let t1 = qk−1 + j(r − 2)rk and t2 = (r − 1)qk−1 − 1 + j(r − 2)rk. So t1 ≤ t ≤ t2.
Note that
B(t) ≥ B(t1) = (qk−1 + j(r − 2)rk)rn−k − qn−1 = r
n−k − 1
r − 1 + j(r − 2)r
n
≥ j + j(r − 2)rn = (r − 1)jqn,
as j ≤ (qn−k − 1)/(r − 2) = (rn−k − 1)/(r − 1). Furthermore,
A(t) ≤ A(t2) = ((r − 1)qk−1 − 1 + j(r − 2)rk)rn−k − (r − 1)qn−1 + 1
= j(r − 2)rn ≤ j + j(r − 2)rn = (r − 1)jqn.
Hence (r − 1)jqn ∈ [A(t), B(t)].
We now continue the proof of (9.17), hence of Theorem 9.3.3. Let t ∈ [1, qn− 1]. To
finish the proof of (9.17), we show that
there exists k ∈ [1, n] and j ∈ [0, (qn−k − 1)/(r − 2)]
such that t ∈ [qk−1 + j(r − 2)rk, (r − 1)qk−1 − 1 + j(r − 2)rk]. (9.18)
Assuming (9.18), Proposition 9.3.4 implies that trn−k (mod qn) ∈ [qn−1, (r − 1)qn−1 − 1],
hence (9.17) is satisfied with i = n − k, as desired. So it remains to prove (9.18) for
each t ∈ [1, qn − 1]. To do that, we must show:⋃
k∈[1,n]
⋃
j∈[0,(qn−k−1)/(r−2)]
[qk−1 + j(r − 2)rk, (r − 1)qk−1 − 1 + j(r − 2)rk]
⊇ [1, qn − 1]. (9.19)
We use induction on n. If n = 0 then the assertion is clear. Assume that (9.19) holds
for n− 1 instead of n, i.e.,⋃
k∈[1,n−1]
⋃
j∈[0,(qn−1−k−1)/(r−2)]
[qk−1 + j(r − 2)rk, (r − 1)qk−1 − 1 + j(r − 2)rk]
⊇ [1, qn−1 − 1]. (9.20)
Then adding (r − 2)rn−1 to both sides in (9.20) gives⋃
k∈[1,n−1]
⋃
j∈[0,(qn−1−k−1)/(r−2)]
[qk−1 + j(r − 2)rk + (r − 2)rn−1,
(r − 1)qk−1 − 1 + j(r − 2)rk + (r − 2)rn−1]
⊇ [(r − 2)rn−1 + 1, (r − 2)rn−1 + qn−1 − 1] = [(r − 1)qn−1, qn − 1]. (9.21)
Note that j(r−2)rk + (r−2)rn−1 = (j+ rn−k−1)(r−2)rk. Moreover, for j ∈ [0, (qn−1−k−
1)/(r − 2)] one has
j + rn−k−1 ≤ (qn−1−k − 1)/(r − 2) + rn−k−1 = (qn−k − 1)/(r − 2).
So (9.21) becomes (by replacing j + rn−k−1 with j)⋃
k∈[1,n−1]
⋃
j∈[rn−k−1,(qn−k−1)/(r−2)]
[qk−1 + j(r − 2)rk, (r − 1)qk−1 − 1 + j(r − 2)rk]
⊇ [(r − 1)qn−1, qn − 1], (9.22)
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so [(r − 1)qn−1, qn − 1] is contained in the left hand side of (9.19).
Also, [qn−1, (r − 1)qn−1 − 1] is contained in the left hand side of (9.19) (for k = n
and j = 0). Hence
[1, qn−1 − 1] ∪ [qn−1, (r − 1)qn−1 − 1] ∪ [(r − 1)qn−1, qn − 1] = [1, qn − 1]
is contained in the left hand side of (9.19), which concludes the proof of (9.19), hence
of (9.18), hence of (9.17), hence of Theorem 9.3.3.
Theorem 9.3.3 implies the lower bound Θ(Cqn−1,qn) ≥ n√qn.
Theorem 9.3.1 is now proved, since it follows from Theorem 9.3.3 together with
Proposition 9.3.2.
9.3.2 Further remarks
The structure of the explicit independent set in Theorem 9.3.3 gives rise to the following
natural question.
Given q, n, r ∈ N, what is d(q, n, r) := dL∞min({t · (1, r, . . . , rn−1) | t ∈ Zq})? (9.23)
Here {t · (1, r, . . . , rn−1) | t ∈ Zq} is considered as subset of Znq . So
α(Cnd(q,n,r),q) ≥ q. (9.24)
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ϑ
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d
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)
Figure 9.2: A graph of the function q/d 7→ ϑ(Cd,q) for 2.4 ≤ q/d ≤ 3.1. The function seems
nondifferentiable at q/d = 5/2 and q/d = 3, and also at q/d = 8/3 (marked with a red circle).
The green points are points in the sequence (qn/qn−1, n
√
qn) where qn is defined as in (9.14)
with r = 3. Note that n
√
qn is our lower bound on Θ(Cqn−1,qn). The sequence of green points
converges to the orange point (3,3) as n→∞.
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Question (9.23) seems not easy to solve in general, although for concrete cases
of q, n, r the number d(q, n, r) is easy to compute by computer. Note that Theorem 9.3.3
is equivalent to the statement that d(qn, n, r) ≥ qn−1 for n ∈ N and r ≥ 3 the fixed integer
used to define qn. In Section 9.6 we will see, motivated by Question (9.23), that the set
{t · (1, 7, . . . , 74) | t ∈ Z382} ⊆ Z5382 is independent in C5108,382. So d(382, 5, 7) ≥ 108. We
will modify this independent set to obtain a new lower bound on Θ(C7).
Consider the graph of the function q/d 7→ ϑ(Cd,q) in Figure 9.1. It is continuous
at integers ≥ 3, as q/d 7→ ev(Cd,q) is continuous at these points. From the figure, the
function q/d 7→ ϑ(Cd,q) seems continuous at all rational numbers ≥ 2, but this is not
known. However, it seems not differentiable at some points, for example at points of the
form q/2 with q integer. If we zoom in further (as in Figure 9.2), we see new points
appear where the function seems nondifferentiable (see the point (8/3, ϑ(C8,3)) marked
with a red circle). In fact, we suspect (and numerical experiments seem to support this)
that the function q/d 7→ ϑ(Cd,q) has left derivative +∞ and right derivative 0 at every
point q/d ∈ Q with q/d > 2.
9.4 Uniqueness of α(C35,14) = 14
Fix an integer r ≥ 3 and let the integer qn be defined as in (9.14), for each n ∈ N.
By Proposition 9.3.2 and Theorem 9.3.3 we know that α(Cnqn−1,qn) = qn. The question
arises whether there is a unique independent set of cardinality qn in C
n
qn−1,qn up to Lee
equivalence. We do not have a general answer, but in this section we present some partial
results. First we note the following.
Proposition 9.4.1. If B ⊆ Znqn is independent in Cnqn−1,qn with |B| = qn, then each symbol
in Zqn appears exactly once in each column of B (interpreted as a qn × n matrix with the
words as rows).
Proof. Fix a column, and let cj denote the number of times symbol j ∈ Zqn occurs in this
column. Then
∑qn−1
j=0 cj = qn. Note that r > qn/qn−1, which implies with Proposition 9.3.2
that α(C
(n−1)
qn−1,qn) ≤ qn−1. This implies
∑t+qn−1
j=t+1 cj ≤ qn−1 for each t ∈ Zqn , where we take
indices of c mod qn. As
∑qn−1
t=0
∑t+qn−1
j=t+1 cj = qn · qn−1, we have
∑t+qn−1
j=t+1 cj = qn−1 for
each t ∈ Zqn . This implies, using the equations
∑t+qn−1
j=t+1 cj = qn−1 for t and t+ 1 that ct =
ct+qn−1 for any t ∈ Zqn . As qn−1 and qn are coprime, this means that c0 = c1 = . . . = cqn−1.
Together with
∑qn−1
j=0 cj = qn, this proves the proposition.
Let us now fix r := 3. Then qn = (3
n + 1)/2, cf. (9.14). For n = 1, 2 it is an easy
exercise to prove that there exists a unique independent set of size qn in C
n
qn−1,qn up to
Lee equivalence. We will prove that also the case n = 3 holds true.
Proposition 9.4.2. Up to Lee equivalence there is a unique independent set of size 14
in C35,14.
Proof. By Theorem 9.3.3, an independent set of size 14 in C35,14 is given by
A := {t · (1, 3, 9) | t ∈ Z14} ⊆ Z314. (9.25)
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Let B be any independent set of size 14 in C35,14. We prove that B is Lee equivalent to A.
Without loss of generality, we assume that B contains 0, the zero word. Proposition 9.4.1
implies the following.
Each symbol in Z14 appears in each column of B exactly once. (9.26)
For i ∈ Z14, and k ∈ {1, 2, 3} let fk(i) be the symbol in column k in the row containing i
in column 1, where by assumption fk(0) = 0. (So f1 is the identity function Z14 → Z14
and f2, f3 are bijective functions Z14 → Z14 by (9.26).) Define the graphs
Gk := (Z14, {{i, j} | |fk(i)− fk(j)|14 ≥ 5}), (k ∈ {1, 2, 3}).
Note that G1 = C5,14 and that G2 and G3 are isomorphic to C5,14, so each Gk contains
no triangles. The edge {0, 1} is not present in G1, so it is present in at least one of G2
and G3. Assume it is in G2. Then, for u 6= v ∈ Z14,
u− v ∈ {±1,±4} (mod 14) =⇒ {u, v} ∈ E(G2) and
u− v ∈ {±2,±3} (mod 14) =⇒ {u, v} ∈ E(G3). (9.27)
We now prove (9.27). Define, for t ∈ Z14, Vt := {t, t+ 1, . . . , t+ 4} ⊆ Z14 and set Ek,t :=
E(Gk[Vt]), the edge set of the subgraph of Gk induced by Vt (for k ∈ {2, 3}).3 Note that
for each t, the graph (Vt, E2,t∪E3,t) is the complete graph on Vt. As both G2[Vt] and G3[Vt]
contain no triangles, each of them cannot be bipartite (otherwise the complement, hence
the other from the two would contain a triangle). So each Gk[Vt] is a 5-cycle (any non-
bipartite graph on 5 vertices without triangles is a 5-cycle), and as (Vt, E2,t ∪ E3,t) is the
complete graph, G2[Vt] and G3[Vt] are complementary 5-cycles.
Moreover, if {t, t+ 1} ∈ E(G2), then also {t+ 1, t+ 5} ∈ E(G2) and {t+ 5, t+ 6} ∈
E(G2). To see this, assume that {t, t + 1} ∈ E(G2) and note that G2[Vt] and G2[Vt+1]
are five-cycles. So t+ 5 has the same neighbors as t in G2, hence {t+ 1, t+ 5} ∈ E(G2).
Also, G2[Vt+1] and G2[Vt+2] are five-cycles. Hence t + 6 has the same neighbors as t + 1
in G2, so {t+ 5, t+ 6} ∈ E(G2). As {0, 1} ∈ E(G2) we find by applying this observation
repeatedly, using that 5 and 14 are coprime, that G2 contains edges {t, t+1} and {t, t+4}
for all t ∈ Z14. This proves the first part of (9.27). The second part follows from the
observation that G2[Vt] and G3[Vt] are complementary 5-cycles for each t ∈ Z14. As
vertex t has neighbors t+ 1 and t+ 4 in G2[Vt], it has neighbors t+ 2 and t+ 3 in G3[Vt].
So G3 contains edges {t, t+ 2} and {t, t+ 3} for each t ∈ Z14. This proves (9.27).
Next, we prove that for u 6= v ∈ Z14,
{u, v} ∈ E(G2) ⇐⇒ u− v ∈ {±1,±4, 7} (mod 14) and
{u, v} ∈ E(G3) ⇐⇒ u− v ∈ {±2,±3, 7} (mod 14). (9.28)
Consider a vertex u in G2. Then u has neighbors u ± 1 and u ± 4. As G2 ∼= C5,14, a
5-regular graph, vertex u must have a fifth neighbor v. This neighbor cannot be u + 2,
for otherwise (u, u + 1, u + 2, u) would be a triangle. This neighbor cannot be u + 3, for
otherwise (u, u + 3, u + 4, u) would be a triangle. This neighbor cannot be u + 5, for
otherwise (u, u + 5, u + 1, u) would be a triangle. This neighbor cannot be u + 6, for
3If G = (V,E) is a graph and U ⊆ V , we write G[U ] := (U, {e ∈ E | e ⊆ U}) for the subgraph of G
induced by U .
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otherwise (u, u + 6, u + 10, u) would be a triangle. By symmetry, this neighbor also not
be u − 3, u − 4, u − 5 or u − 6. So the fifth neighbor must be u + 7. This proves (9.28)
for G2.
Similarly, consider a vertex u in G3. Then u has neighbors u± 2 and u± 3. As G3 ∼=
C5,14, a 5-regular graph, vertex u must have a fifth neighbor v. This neighbor cannot
be u + 1, for otherwise (u, u + 1, u − 2, u) would be a triangle. This neighbor cannot
be u + 4, for otherwise (u, u + 2, u + 4, u) would be a triangle. This neighbor cannot
be u + 5, for otherwise (u, u + 5, u + 3, u) would be a triangle. This neighbor cannot
be u+6, for otherwise (u, u+6, u+3, u) would be a triangle. By symmetry, this neighbor
also not be u − 1, u − 4, u − 5 or u − 6. So the fifth neighbor must be u + 7. This
proves (9.28) for G3.
G1 G2 G3
Figure 9.3: The graphs G1, G2, G3. They all have vertex set Z14, depicted in cyclic clockwise
order in this figure.
Note that
(0, 4, 8, 12, 2, 6, 10, 0) is an induced 7-cycle in G2 and
(0, 2, 4, 6, 8, 10, 12, 0) is an induced 7-cycle in G3. (9.29)
This follows from (9.28), as {0, 2, 4, 8, 10, 12, 14} contains no pairs {u, v} with u − v ∈
{±1,±3, 7} (mod 14), as all its elements are 0 (mod 2).
The only induced 7-cycle containing 0 in C5,14 is (0, 6, 12, 4, 10, 2, 8, 0). (9.30)
This is easily verified by computer, by checking
(
13
6
)
possibilities. (It is also not hard to
verify by hand. Vertex 0 has neighborsN := {5, 6, 7, 8, 9} in C5,14. SetR := Z14\(N∪{0}).
An induced 7-cycle containing 0 in C5,14, starting at 0, first traverses N , then four vertices
in R, then traverses N again and then returns to 0. The four vertices in R on the induced
7-cycle form an induced path of length 3 (in edges) in the induced subgraph C5,14[R], the
subgraph of C5,14 induced by R. This graph is bipartite with 8 vertices and 10 edges. By
hand the reader may verify that there are 15 induced paths of length 3 in this graph, but of
these paths only the path (2, 10, 4, 12) can be extended to an induced 7-cycle containing 0
in C5,14, and this extension is unique.)
It remains to determine the numbers fk(i), for k ∈ {2, 3} and i ∈ Z14. Note that fk
is a graph isomorphism Gk → C5,14. So induced 7-cycles must go to induced 7-cycles.
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Combining (9.29) and (9.30) we find (using that a 7-cycle can be traversed in two ways)
that f2 either satisfies f2(4t) = 6t for all t ∈ Z14, or f2(4t) = 8t for all t ∈ Z14. Substitut-
ing t by 4t we find mod 14 (as 4 · 4t = 2t) that either f2(2t) = 10t = −4t for all t ∈ Z14,
or f2(2t) = 4t for all t ∈ Z14. If we replace f2 by −f2 and change the symbols in the
second column of B accordingly, we obtain an independent set which is Lee equivalent
to B. So we may assume that f2(2t) = 4t (otherwise we replace f2 by −f2).
t 0 2 4 6 8 10 12
f2(t) 0 4 8 12 2 6 10
Table 9.1: The values of f2.
Note that {s, s + 1} ∈ E(G2) for each s ∈ Z14, so {f2(s), f2(s + 1)} ∈ E(C5,14).
So f2(2t) = 4t and f2(2t+2) = 4t+4 have f2(2t+1) as common neighbor in C5,14 (t ∈ Z14).
As the only common neighbor of 4t and 4t+4 in C5,14 is 4t+9, we have f2(2t+1) = 4t+9
for each t. Together with f2(2t) = 4t this gives f2(t) = 9t for all t ∈ Z14.
Now we determine f3. Combining (9.29) and (9.30) we find that f3 either satis-
fies f3(2t) = 6t for all t ∈ Z14, or f2(2t) = 8t = −6t for all t ∈ Z14. Without loss
of generality we may assume that f3(2t) = 6t for all t ∈ Z14 (otherwise we replace f3
by −f3). Note that {s, s+ 3} ∈ E(G3) for each s ∈ Z14, so {f3(s), f3(s+ 3)} ∈ E(C5,14).
So f3(2t) = 6t and f3(2t+6) = 6t+4 have f3(2t+3) as common neighbor in C5,14 (t ∈ Z14).
As the only common neighbor of 6t and 6t+4 in C5,14 is 6t+9, we have f3(2t+3) = 6t+9,
hence f3(2t + 1) = 6t + 3. Together with f3(2t) = 6t this gives f3(t) = 3t for all t ∈ Z14.
Hence we have determined f3.
So f1(t) = t, f2(t) = 9t and f3(t) = 3t for all t ∈ Z14. We conclude that B is Lee
equivalent to A.
9.5 Semidefinite programming bounds on α(Cnd,q )
We describe how the semidefinite programming bound BL3 (q, n, d) from (8.4) can be
adapted to an upper bound BL∞3 (q, n, d) on α(C
n
d,q ), which either improves or is equal to
the bound obtained from Lova´sz’s ϑ-function. Since ϑ ∈ ∆ (see Section 9.2), it satisfies
for all n ∈ N,
α(Cnd,q ) ≤ ϑ(Cnd,q ) = ϑ(Cd,q)n. (9.31)
This implies that Θ(Cd,q) ≤ ϑ(Cd,q).
However, the new bound BL3 (q, n, d) is not multiplicative over the strong product, so
it does not need to give an upper bound on Θ(Cd,q). Define, for k ≥ 2,
BL∞k (q, n, d) := max{
∑
v∈Znq x({v}) | x : Ck → R, x(∅) = 1, x(S) = 0 if d
L∞
min(S) < d,
Mk,D(x)  0 for each D in Ck}. (9.32)
Here Ck again is the collection of codes C ⊆ Znq with |C| ≤ k, and the matrix Mk,D(x) is
defined in Section 8.1.1, for x : Ck → R and D ∈ Ck.
So BL∞k (q, n, d) is obtained from the bound B
L
k (q, n, d) in (8.4) by replacing in the
definition dLmin(S) by d
L∞
min(S). It is not hard to see that α(C
n
d,q ) ≤ BL∞k (q, n, d), by a
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proof analogous to that of Proposition 8.1.1. For comparison, ϑ(Cnd,q ) is equal to the
bound obtained from BL∞2 (q, n, d) by removing the constraints that M2,D(x) is positive
semidefinite for subsets D ∈ C2 with D 6= ∅. Moreover, BL∞2 (q, n, d) is equal to the
Delsarte bound, which is equal to the bound ϑ′(Cnd,q ), with ϑ
′ as in [79].
n 1 2 3 4 5
BL∞2 (5, n, 2) 2.236 5.000 11.180 25.000 55.902
BL∞3 (5, n, 2) 2.000 5.000 10.915 25.000 55.902
BL∞2 (7, n, 2) 3.318 11.007 36.517 121.152 401.943
BL∞3 (7, n, 2) 3.000 10.260 35.128 119.537 401.908
BL∞2 (7, n, 3) 2.110 4.452 9.393 19.818 41.814
BL∞3 (7, n, 3) 2.000 4.139 8.957 19.494 41.782
#Vars in BL∞3 (5, n, 2) 2 9 48 214 799
#Vars in BL∞3 (7, n, 2) 3 43 423 3161 19023
#Vars in BL∞3 (7, n, 3) 2 12 137 1316 9745
Table 9.2: Bounds on α(Cn5 ), α(C
n
7 ) and α(C
n
3,7 ), rounded to three decimal places. It holds
that BL∞2 (5, n, 2) =
√
5
n
.
To compute BL∞3 (q, n, d), the reductions from Section 8.2 can be used — see also
Section 8.5.3 for an overview of the program. The new bound BL∞3 (q, n, d) does not
seem to improve significantly over the bound obtained from Lova´sz’s ϑ-function, ex-
cept for very small n. See Table 9.2 for some results for q ∈ {5, 7} and 1 ≤ n ≤ 5.
For these cases, BL∞3 (q, n, d) does not give new upper bounds on α(C
n
d,q ), as the val-
ues α(C35 ) = 10, α(C
2
7 ) = 10, α(C
3
7 ) = 33 (cf. [10]), α(C
3
3,7) = 8 (cf. [45]) are already
known and α(C47 ) ≤ b(7/2)α(C37 )c = 115. For the cases in Table 9.2, the bound
BL∞2 (q, n, d) is equal to ϑ(Cd,q)
n.
The number of variables “#Vars” in BL∞3 (q, n, d), which is the number of D
n
q o Sn-
orbits of nonempty codes of size ≤ 3 and minimum Lee∞ distance at least d, is also given
in Table 9.2 for the cases considered.
9.6 New lower bound on the Shannon capacity of C7
As noted in Section 9.1, the Shannon capacity of C7 is still unknown and its determination
is a notorious open problem in extremal combinatorics [18, 39]. Many lower bounds
have been given by explicit independent sets in some fixed strong product power of C7
[10, 56, 93], while the best known upper bound is Θ(C7) ≤ ϑ(C7) < 3.3177. Here we give
an independent set of size 367 in C57 , which yields Θ(C7) ≥ 3671/5 > 3.2578. The best
previously known lower bound on Θ(C7) is Θ(C7) ≥ 3501/5 > 3.2271, found by Mathew
and O¨sterg˚ard [56]. They proved that α(C57 ) ≥ 350 using stochastic search methods that
utilize the symmetry of the problem. In [10], a construction is given of an independent
set of size 73 = 343 in C57 . The best known lower bound on α(C
4
7 ) is 108, by Vesel and
Zˇerovnik [93]. See Table 9.3 for the currently best known bounds on α(Cn7 ) for small n.
For comparison, α(C37 )
1/3 = 331/3 ≈ 3.2075, α(C47 )1/4 ≥ 1081/4 ≈ 3.2237 and
the previously best known lower bound on α(C57 )
1/5 is 3501/5 ≈ 3.2271. Now we know
that α(C57 ) ≥ 367 > 3.25785.
9.6. New lower bound on the Shannon capacity of C7 125
d 1 2 3 4 5
α(Cn7 ) 3 10
a 33d 108e–115b 367f–401c
Table 9.3: Bounds on α(Cn7 ). Key:
a α(C2q ) = b(q2 − q)/4c [10, Theorem 2]
b α(Cnq ) ≤ α(C(n−1)q )q/2 [10, Lemma 2]
c α(Gn) ≤ ϑ(G)n by Lova´sz [53]
d Baumert et al. [10]
e Vesel and Zˇerovnik [93]
f this chapter, see the Appendix for the explicit independent set.
An independent set in Cnd,q gives an independent set in C
n
d2q/de, since Cd,q → C2,d2q/de.
Explicitly, consider the elements of Zq as integers between 0 and q − 1 and replace each
element i by b2i/dc, and consider the outcome as an element of Zd2q/de. This gives indeed
a homomorphism Cd,q → C2,d2q/de as the image of any two elements with distance at
least d has distance at least 2.
In Section 9.6.1 we give an explicit description of an independent set S of size 382 in
the graph C5108,382. It is of the form {t·(1, r, . . . , rn−1) | t ∈ Zq}, as in (9.23). As 382/108 >
7/2 this does not directly give an independent set in C52,7. However, in Section 9.6.2 we
describe how one can obtain an independent set of size 367 in C57 from S, by adapting S,
removing vertices and adding new ones. This independent set is given explicitly in the
Appendix.
9.6.1 Independent set of size 382 in C5108,382
Proposition 9.6.1. The set S := {t · (1, 7, 72, 73, 74) | t ∈ Z382} ⊆ Z5382 is independent in
C5108,382.
Proof. If x, y ∈ S then also x− y ∈ S. So it suffices to check that for all nonzero x ∈ S:4
∃ i ∈ [1, 5] such that xi ∈ [108, 274]. (9.33)
Let x = t · (1, 7, 72, 73, 74) ∈ S be arbitrary, with 0 6= t ∈ Z382. For t ∈ [108, 274]
clearly (9.33) holds with i = 1 (as then xi = t ∈ [108, 274]). Also we have [275, 381] =
−[1, 107], so it suffices to verify (9.33) for t ∈ [1, 107]. Note that for t ∈ [16, 39] one
has 108 ≤ 7t ≤ 274, so (9.33) is satisfied with i = 2. Also note that 69 · 7 ≡ 101
(mod 382). So for t ∈ [70, 93] one has 7t ≡ 101 + 7(t − 69) (mod 382) ∈ [108, 274],
i.e., (9.33) is satisfied with i = 2. For the remaining t ∈ [1, 107], please take a glance
at Table 9.4. In each row, in each of the three subtables, there is at least one entry
in [108, 274]. This completes the proof.
We found the above independent set by computer, when looking for answers to (9.23)
(with q ≥ 350 and n = 5 such that q/d(q, n, r) is close to 7/2).
4Recall that we write [a, b] := {a, a+ 1, . . . , b} for any two integers a, b.
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1 7 49 343 109
2 14 98 304 218
3 21 147 265 327
4 28 196 226 54
5 35 245 187 163
6 42 294 148 272
7 49 343 109 381
8 56 10 70 108
9 63 59 31 217
10 70 108 374 326
11 77 157 335 53
12 84 206 296 162
13 91 255 257 271
14 98 304 218 380
15 105 353 179 107
40 280 50 350 158
41 287 99 311 267
42 294 148 272 376
43 301 197 233 103
44 308 246 194 212
45 315 295 155 321
46 322 344 116 48
47 329 11 77 157
48 336 60 38 266
49 343 109 381 375
50 350 158 342 102
51 357 207 303 211
52 364 256 264 320
53 371 305 225 47
54 378 354 186 156
55 3 21 147 265
56 10 70 108 374
57 17 119 69 101
58 24 168 30 210
59 31 217 373 319
60 38 266 334 46
61 45 315 295 155
62 52 364 256 264
63 59 31 217 373
64 66 80 178 100
65 73 129 139 209
66 80 178 100 318
67 87 227 61 45
68 94 276 22 154
69 101 325 365 263
94 276 22 154 314
95 283 71 115 41
96 290 120 76 150
97 297 169 37 259
98 304 218 380 368
99 311 267 341 95
100 318 316 302 204
101 325 365 263 313
102 332 32 224 40
103 339 81 185 149
104 346 130 146 258
105 353 179 107 367
106 360 228 68 94
107 367 277 29 203
Table 9.4: Part of the verification that S is independent in C5108,382.
9.6.2 Description of the method
Here we describe how to use the independent set from Proposition 9.6.1 to find an inde-
pendent set of size 367 in C57 . The procedure is as follows.
(i) Start with the independent set S in C5108,382 from Proposition 9.6.1.
(ii) Add the word (40, 123, 40, 123, 40) mod 382 to each word in S.
(iii) Replace each letter i, which we now consider to be an integer between 0 and 381 and
not anymore an element in Z382, in each word from S by bi/54.5c. Now we have a
set of words S ′ with only symbols in [0, 6] in it, which we consider as elements of Z7.
(iv) Remove each word u ∈ S ′ for which there is a v ∈ S ′ such that uv ∈ E(C57 ) from S ′,
i.e., we remove u if there is a v ∈ S ′ with v 6= u such that ui − vi ∈ {0, 1, 6} for
all i ∈ [1, 5]. We denote the set of words which are not removed from S ′ by this
procedure by M . The computer finds |M | = 327. Note that M is independent
in C57 .
(v) Find the best possible extension of M to a larger independent set in C57 . To do
this, consider the subgraph G of C57 induced by the words x in Z57 with the property
that M ∪ {x} is independent in C57 . This graph is not large, in this case it has 71
vertices and 85 edges, so a computer finds a maximum size independent set I in G
quickly. The computer finds |I| = α(G) = 40, so we can add 40 words to M .
Write R := M ∪ I. Then |R| = 327 + 40 = 367 and R is independent in C57 .
The maximum size independent set I in the graph G in (v) was found using Gurobi [42]. In
steps (ii) and (iii), many possibilities for adding a constant word and for the division factor
were tried, but no independent set of size 368 or larger was found. Also, the independent
set R of size 367 did not seem to be easily extendable. A local search was performed,
showing that there exists no triple of words from R such that if one removes these three
words from R, four words can be added to obtain an independent set of size 368 in C57 .
Remark 9.6.2. One other new bound on α(Cnq ) was obtained (for q ≤ 15 and n ≤ 5)
using independent sets of the form from (9.23). With q = 4009, n = 5 and r = 27, we
found d(q, n, r) = 729. As q/(d(q, n, r)) = 4009/729 < 11/2, this directly yields the new
lower bound α(C511 ) ≥ 4009. The previously best known lower bound is α(C511 ) ≥ 3996
from [45, 56]. However, the new lower bound on α(C511 ) does not imply a new lower
bound on Θ(C11). It is known that Θ(C11) ≥ α(C311 )1/3 = 1481/3 > 5.2895 (cf. [10]),
which is larger than 40091/5.
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9.7 Appendix: Explicit code
The following 367 words form an independent set in C57 , which proves the new bound
Θ(C7) ≥ 3671/5 > 3.2578. It is the set R from Section 9.6.2.
02020, 02112, 02204, 02306, 02461, 02553, 03645, 03040, 03032, 03124, 03226, 03311, 03403, 14144, 14231, 14323, 14415, 14510, 15602, 15064, 15166, 15251,
15343, 15430, 15522, 16614, 16016, 16101, 16263, 16355, 16450, 16542, 10636, 10021, 10113, 10205, 10300, 10462, 10554, 11656, 11041, 11033, 11125, 11220,
11312, 11404, 11506, 12661, 12053, 12145, 12240, 12232, 12324, 12426, 12511, 13603, 13065, 13160, 13252, 13344, 13446, 13431, 24010, 24102, 24264, 24366,
24451, 24543, 25630, 25022, 25114, 25216, 25301, 25463, 25555, 26650, 26042, 26034, 26136, 26221, 26313, 26405, 26500, 20662, 20054, 20156, 20241, 20233,
20325, 20420, 20512, 21604, 21006, 21161, 21253, 21345, 21440, 21432, 22626, 22011, 22103, 22265, 22360, 22452, 22544, 23631, 23023, 23115, 23210, 23302,
23464, 23566, 34130, 34222, 34314, 34416, 34501, 35663, 35055, 35150, 35242, 35234, 35336, 35421, 35513, 36605, 36000, 36162, 36254, 36356, 36441, 36433,
30620, 30012, 30104, 30206, 30361, 30453, 30545, 31632, 31024, 31126, 31211, 31303, 31465, 31560, 32652, 32044, 32131, 32223, 32315, 32410, 32502, 33664,
33066, 33151, 33243, 33235, 33330, 33422, 44616, 44001, 44163, 44255, 44350, 44442, 44434, 44536, 45621, 45013, 45105, 45200, 45362, 45454, 45556, 46633,
46025, 46120, 46212, 46304, 46406, 46561, 40653, 40045, 40132, 40224, 40326, 40411, 40503, 41665, 41060, 41152, 41244, 41331, 41423, 41515, 42610, 42002,
42164, 42266, 42351, 42443, 42435, 43622, 43014, 43116, 43201, 43363, 43455, 43550, 54634, 54036, 54121, 54213, 54305, 54400, 54562, 55654, 55056, 55141,
55133, 55225, 55320, 55412, 55504, 56606, 56061, 56153, 56245, 56332, 56424, 56526, 50611, 50003, 50165, 50260, 50352, 50444, 51623, 51015, 51110, 51202,
51364, 51551, 52643, 52635, 52030, 52122, 52214, 53655, 53134, 64332, 64424, 64526, 65611, 65003, 65260, 65352, 65444, 65546, 66623, 66110, 66202, 66364,
66466, 66551, 60643, 60645, 60030, 60122, 60214, 60316, 60401, 60563, 61050, 61142, 61134, 61236, 61321, 61413, 62600, 62062, 62154, 62256, 62341, 62333,
62520, 63612, 63004, 63106, 63261, 63353, 63445, 63540, 64532, 04026, 04111, 04203, 04460, 04552, 05644, 05031, 05123, 05310, 05402, 05564, 06666, 06051,
06143, 06230, 06322, 06414, 06516, 00601, 00063, 00155, 00250, 00342, 00334, 00436, 01613, 01100, 01262, 01354, 01456, 01541, 02625, 00521, 01005, 02533,
03565, 04052, 04365, 04624, 04660, 05046, 05225, 10534, 14246, 15435, 22524, 24615, 24651, 32046, 34035, 34043, 36525, 40040, 41246, 42530, 43514, 45641,
50531, 51456, 52400, 52563, 53050, 53142, 53320, 53412, 56340, 61505, 62425, 64154, 64340, 65105, 66025.

Summary
New methods in coding theory: error-correcting codes and the Shannon
capacity
Error-correcting codes have been studied since 1948, when Claude Shannon published
his influential paper A Mathematical Theory of Communication [85]. Fix three positive
integers q, n, d and let Q := {0, . . . , q − 1} be our alphabet. We identify elements of Qn
with words of length n consisting of letters (elements) from Q. A code of length n is any
subset of Qn. For two words u, v, their Hamming distance is the number of i with ui 6= vi.
The minimum distance of a code C is the minimum Hamming distance between any two
distinct elements of C. The central question in coding theory is the following.
What is the maximum size of a code C ⊆ Qn with minimum distance at least d? (S.1)
The maximum size in (S.1) is denoted by Aq(n, d). A code C with minimum distance d :=
2e+ 1 (for some integer e) is called e-error-correcting. If a codeword from C is distorted
in at most e positions, we can recover the original codeword by taking the codeword
that is closest to the distorted codeword in Hamming distance. This principle is used in
communication systems for the correction of transmission errors.
The numbers Aq(n, d) are hard to compute in general. For many q, n, d, only upper
and lower bounds are known. Explicit codes yield lower bounds on Aq(n, d) and they can
be used for error-correction as explained. A classical upper bound on Aq(n, d) is Delsarte’s
linear programming upper bound [31], which bound can be interpreted as a semidefinite
programming (SDP) bound based on pairs of codewords.
In this thesis we try to improve upper bounds on Aq(n, d). We give an SDP bound
based on quadruples of codewords, which a priori has size exponential in n. The optimiza-
tion problem is highly symmetric: it can be assumed that the optimal solution is invariant
under the group of distance preserving permutations of Qn. This symmetry group is the
wreath product Snq o Sn. By the symmetry of the problem, the SDP can be reduced to a
size bounded by a polynomial in n.
In Chapter 3 we give a general method for symmetry reduction, based on repre-
sentation theory. If G is a finite group acting on a finite set Z and n ∈ N, we give a
reduction of Zn × Zn-matrices which are invariant under the simultaneous action of the
group Gn o Sn on their rows and columns. In the reduction, we assume that a reduction
is known of Z × Z-matrices which are invariant under the simultaneous action of G on
their rows and columns.
In Chapter 4 we apply this general method to reduce the mentioned SDP based on
quadruples of codewords for computing upper bounds on Aq(n, d). With the method, we
sharpen known upper bounds for five triples (q, n, d).
In Chapter 5, we explore other methods of finding upper bounds on Aq(n, d), based
on combinatorial divisibility arguments. The methods yield new upper bounds for four
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triples (q, n, d). Our most prominent result in this direction is the following bound, which
gives in certain cases a strengthening of a bound implied by the Plotkin bound [67].
Theorem. Suppose that q, n, d,m are positive integers with q ≥ 2, such that d = m(qd−
(q−1)(n−1)), and such that n−d does not divide m(n−1). If r ∈ {1, . . . , q−1} satisfies
n(n− 1− d)(r − 1)r < (q − r + 1)(qm(q + r − 2)− 2r),
then Aq(n, d) < q
2m− r.
In Chapter 6 we consider (binary) constant weight codes. Here the alphabet is {0, 1}.
The weight of a word is the number of 1’s it contains. For n, d, w ∈ N, the num-
ber A(n, d, w) denotes the maximum size of a code C ⊆ {0, 1}n with minimum distance
at least d and in which every codeword has weight w. (Such a code is called a ‘con-
stant weight code’ with weight w.) With SDP based on quadruples of codewords and a
symmetry reduction with the method of Chapter 3, we find several new upper bounds
on A(n, d, w). Two upper bounds matching the known lower bounds are obtained, so that
we know the value of A(n, d, w) exactly: A(22, 8, 10) = 616 and A(22, 8, 11) = 672.
In Chapter 7, we prove with the SDP-output, using ‘complementary slackness’, that
the optimal constant weight codes achieving A(23, 8, 11) = 1288, A(22, 8, 10) = 616 and
A(22, 8, 11) = 672 are unique up to coordinate permutations. The mentioned unique con-
stant weight codes can be obtained from the binary Golay code —a famous code with good
error-correcting properties— by taking subcodes and deleting coordinates (‘shortening’).
1 0 0 0 0 0 0 0 0 0 0 0 1 1 0 1 1 1 0 0 0 1 0 1
0 1 0 0 0 0 0 0 0 0 0 0 1 0 1 1 1 0 0 0 1 0 1 1
0 0 1 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 1 0 1 1 1
0 0 0 1 0 0 0 0 0 0 0 0 1 1 1 0 0 0 1 0 1 1 0 1
0 0 0 0 1 0 0 0 0 0 0 0 1 1 0 0 0 1 0 1 1 0 1 1
0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 1 0 1 1 0 1 1 1
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 1 1 0 1 1 1 1
0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 1 1 0 1 1 1 0 1
0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 1 1 0 1 1 1 0 0 1
0 0 0 0 0 0 0 0 0 1 0 0 1 0 1 1 0 1 1 1 0 0 0 1
0 0 0 0 0 0 0 0 0 0 1 0 0 1 1 0 1 1 1 0 0 0 1 1
0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 0
Figure S.1: A generator matrix of the extended binary Golay code (i.e., the 212 codewords
are sums mod 2 of the rows of this matrix). The extended binary Golay code was used for
error-correction in the Voyager missions to Jupiter and Saturn [94].
For unrestricted (non-constant weight) binary codes, the bound A2(20, 8) ≤ 256
was obtained by Gijswijt, Mittelmann and Schrijver [37], implying that the quadru-
ply shortened extended binary Golay code of size 256 is optimal. Two unrestricted
codes C,D ⊆ {0, 1}n are equivalent if there is a g ∈ Sn2 o Sn such that g · C = D.
Up to equivalence the optimal binary codes attaining A2(24− i, 8) = 212−i for i = 0, 1, 2, 3
are unique, namely they are the i times shortened extended binary Golay codes [20]. We
show that there exist several nonequivalent optimal codes achieving A2(20, 8) = 256. We
classify such codes under the additional condition that all distances are divisible by 4,
and find 15 such codes. We also show that there exist such codes with not all distances
divisible by 4.
In Chapter 8 we consider Lee codes. Fix three integers q, n, d ∈ N and define Q := Zq
(the cyclic group of order q). For two words u, v ∈ Qn, their Lee distance is∑ni=1 min{|ui−
vi|, q − |ui − vi|}. The minimum Lee distance of a code C ⊆ Qn is the minimum Lee
distance between any two distinct elements of C. Let ALq (n, d) denote the maximum
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size of a code C ⊆ Qn with minimum Lee distance at least d. We give an SDP upper
bound based on triples of codewords and show that it can be computed efficiently, using
the symmetry reduction method of Chapter 3. This finally yields new upper bounds
on ALq (n, d) for several triples (q, n, d).
Chapter 9 is about the Shannon capacity of circular graphs. For any graph G =
(V,E) and n ∈ N, the n-th strong product power Gn is the graph with vertex set V n in
which two distinct vertices (u1, . . . , un) and (v1, . . . , vn) of G
n are adjacent if and only if
for each i ∈ {1, . . . , n} one has either ui = vi or uivi ∈ E. The Shannon capacity of G is
defined as
Θ(G) := sup
n∈N
n
√
α(Gn),
where for any graph G, the maximum cardinality of an independent set in G (a set of
vertices, no two of which are adjacent) is denoted by α(G). The circular graph Cd,q is the
graph with vertex set Zq, in which two distinct vertices are adjacent if and only if their
distance (mod q) is strictly less than d. The value of α(Cnd,q ) (for fixed n) and Θ(Cd,q) can
be seen to only depend on the quotient q/d. We show that the function q/d 7→ Θ(Cd,q)
is continuous at integer points q/d ≥ 3. It implies that also the function q/d 7→ ϑ(Cd,q),
Lova´sz’s upper bound on Θ(Cd,q) [53], is continuous at these points — see Figure S.2.
2 2.5 3 3.5 4 4.5 5
2
2.5
3
3.5
4
4.5
5
q/d
ϑ
(C
d
,q
)
2.4 2.5 2.6 2.7 2.8 2.9 3 3.1
2.1
2.2
2.3
2.4
2.5
2.6
2.7
2.8
2.9
3
3.1
q/d
ϑ
(C
d
,q
)
Figure S.2: Two graphs of the function q/d 7→ ϑ(Cd,q). The green points (converging to the
orange point (3, 3)) are some of our lower bounds on Θ(Cd,q), which are used to prove left-
continuity of q/d 7→ Θ(Cd,q) at integers ≥ 3.
Left-continuity we derive from the following result (proved using an explicit con-
struction).
Theorem. For each r, n ∈ N with r ≥ 3, we have
max
q
d
<r
α(Cnd,q ) =
1 + rn(r − 2)
r − 1 .
We also prove that the independent set achieving α(C35,14) = 14, one of the indepen-
dent sets used in our proof, is unique up to Lee equivalence. Here two sets C,D ⊆ Znq are
Lee equivalent if there is a g ∈ Dnq o Sn with g · C = D, where Dq is the dihedral group
of order 2q. We adapt our SDP upper bound for Lee codes to compute upper bounds
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on α(Cnd,q ). Finally, we give a new lower bound of 367
1/5 > 3.2578 on the Shannon
capacity of the 7-cycle.
Figure S.3: Three graphs used in the proof to show that the independent set achiev-
ing α(C35,14) = 14 is unique up to Lee equivalence.
An overarching theme: independent sets in graph products.
For any graph G = (V,E), define the number
αd(G) := max{|U | | U ⊆ V, dG(u, v) ≥ d for all distinct u, v ∈ U}. (S.2)
Here dG(u, v) denotes the smallest length (in edges) of a path between u and v in G.
So α2(G) = α(G). Let Kq denote the complete graph on q vertices, and let Cq be the
circuit on q vertices. Then
Aq(n, d) = αd(K
n
q ),
ALq (n, d) = αd(C
n
q ),
AL∞q (n, d) := α(C
n
d,q ) = αd(C
n
q ).
Here Gn denotes the n-th Cartesian product power of G: the graph with vertex set V (G)n
in which two distinct vertices (u1, . . . , un) and (v1, . . . , vn) are adjacent if and only if there
is an i ∈ {1, . . . , n} such that uivi ∈ E, and uj = vj for all j 6= i.
So the main objects studied in this thesis are of the form αd(G
n), whereG ∈ {Cq, Kq},
and whereGn denotes eitherGn orGn. Moreover, we have A(n, d, w) = αd(H), whereH
is the subgraph of Kn2 induced by the vertices (u1, . . . , un) with ui = 1 for exactly w
indices i ∈ {1, . . . , n} (where the vertices of K2 are labeled with 0 and 1).
Samenvatting
Nieuwe methoden in coderingstheorie: foutencorrigerende codes en de
Shannoncapaciteit
Foutencorrigerende codes worden al bestudeerd sinds 1948, toen Claude Shannon zijn in-
vloedrijke artikel A Mathematical Theory of Communication publiceerde [85]. Laat q, n, d
positieve gehele getallen zijn. De verzameling Q := {0, . . . , q− 1} is ons alfabet. We iden-
tificeren elementen van Qn met woorden van lengte n die bestaan uit letters uit Q. Een
code van lengte n is een deelverzameling van Qn. De Hammingafstand tussen twee woor-
den u, v is het aantal i met ui 6= vi. De minimumafstand van een code C is de kleinste
Hammingafstand die voorkomt tussen twee verschillende elementen van C. We formuleren
nu de centrale vraag uit de coderingstheorie.
Wat is de maximale grootte van een code C met minimumafstand ten minste d? (S.3)
De maximale grootte in (S.3) wordt aangegeven met Aq(n, d). Een code C met minimum-
afstand d := 2e+ 1 (voor een geheel getal e) heet e-foutencorrigerend. Als —bijvoorbeeld
door storing— een codewoord uit C veranderd wordt in ten hoogste e posities, kunnen
we het originele codewoord terugvinden door het codewoord te nemen dat het dichtst
bij het veranderde woord in Hammingafstand zit. Dit principe wordt gebruikt voor het
corrigeren van transmissiefouten in communicatiesystemen.
De getallen Aq(n, d) zijn over het algemeen moeilijk te berekenen. Voor veel q, n, d
zijn er alleen boven- en ondergrenzen op Aq(n, d) bekend. Expliciete codes geven on-
dergrenzen op Aq(n, d) en kunnen gebruikt worden voor foutencorrectie. Een klassieke
bovengrens op Aq(n, d) is Delsartes lineairprogrammeergrens [31]. Deze grens kan beschre-
ven worden als een semidefiniet programma (SDP) gebaseerd op paren van codewoorden.
In dit proefschrift proberen we bovengrenzen op Aq(n, d) te verbeteren. We geven een
SDP gebaseerd op viertallen van codewoorden. Het optimalisatieprobleem is zeer symme-
trisch: we kunnen aannemen dat de optimale oplossing invariant is onder de groepswerking
van de groep van afstandsbewarende permutaties van Qn: het kransproduct Snq oSn. Van-
wege de symmetrie van het probleem, kan het SDP gereduceerd worden tot een grootte
polynomiaal begrensd door n.
In Hoofdstuk 3 geven we een algemene methode voor symmetriereductie, gebaseerd
op representatietheorie. Stel dat G een eindige groep is die werkt op een eindige verza-
meling Z en laat n ∈ N. We geven een reductie van Zn × Zn matrices die invariant zijn
onder de simultane werking van de groep GnoSn op de rijen en kolommen. In de reductie
gaan we uit van een reductie van Z × Z matrices die invariant zijn onder de simultane
werking van G op de rijen en kolommen.
In Hoofdstuk 4 passen we deze algemene methode toe om de grootte te reduceren
van het genoemde SDP gebaseerd op viertallen van codewoorden voor het berekenen van
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bovengrenzen op Aq(n, d). Met deze methode verbeteren we bekende bovengrenzen voor
vijf drietallen (q, n, d).
In Hoofdstuk 5 verkennen we andere methoden om bovengrenzen op Aq(n, d) te vin-
den, gebaseerd op combinatorische deelbaarheidsargumenten. De methoden geven nieuwe
bovengrenzen voor vier drietallen (q, n, d). Ons meest prominente resultaat in deze rich-
ting is de volgende grens, die in sommige gevalen een verscherping oplevert van een grens
die ge¨ımpliceerd wordt door de Plotkingrens [67].
Stelling. Stel dat q, n, d,m positieve gehele getallen zijn met q ≥ 2, dat d = m(qd− (q−
1)(n− 1)), en dat n− d geen deler is van m(n− 1). Als r ∈ {1, . . . , q − 1} voldoet aan
n(n− 1− d)(r − 1)r < (q − r + 1)(qm(q + r − 2)− 2r),
dan geldt Aq(n, d) < q
2m− r.
In Hoofdstuk 6 bekijken we (binaire) constant-gewicht-codes. Hier is het alfabet
{0, 1}. Het gewicht van een woord is het aantal 1’en dat het bevat. Voor n, d, w ∈ N,
noteren we met A(n, d, w) de maximale grootte van een code C ⊆ {0, 1}n met minimumaf-
stand ten minste d en waarin ieder codewoord gewicht w heeft. (Een dergelijke code heet
een ‘constant-gewicht-code’ met gewicht w.) Met een SDP gebaseerd op viertallen van
codewoorden en een symmetriereductie met de methode van Hoofdstuk 3, vinden we een
groot aantal nieuwe bovengrenzen op A(n, d, w). Twee van onze bovengrenzen zijn gelijk
aan de best bekende ondergrenzen zodat we A(n, d, w) precies kennen: A(22, 8, 10) = 616
en A(22, 8, 11) = 672.
In Hoofdstuk 7 bewijzen we met hulp van de duale oplossingen van de SDP-uitvoer
dat de optimale constant-gewicht-codes die de waarden A(23, 8, 11) = 1288, A(22, 8, 10) =
616 en A(22, 8, 11) = 672 aantonen uniek zijn, op coo¨rdinaatpermutaties na. De genoemde
unieke constant-gewicht-codes kunnen uit de binaire Golay-code —een beroemde code met
goede foutencorrigerende eigenschappen— gehaald worden, door deelcodes te nemen en
coo¨rdinaten weg te gooien.
1 0 0 0 0 0 0 0 0 0 0 0 1 1 0 1 1 1 0 0 0 1 0 1
0 1 0 0 0 0 0 0 0 0 0 0 1 0 1 1 1 0 0 0 1 0 1 1
0 0 1 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 1 0 1 1 1
0 0 0 1 0 0 0 0 0 0 0 0 1 1 1 0 0 0 1 0 1 1 0 1
0 0 0 0 1 0 0 0 0 0 0 0 1 1 0 0 0 1 0 1 1 0 1 1
0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 1 0 1 1 0 1 1 1
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 1 1 0 1 1 1 1
0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 1 1 0 1 1 1 0 1
0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 1 1 0 1 1 1 0 0 1
0 0 0 0 0 0 0 0 0 1 0 0 1 0 1 1 0 1 1 1 0 0 0 1
0 0 0 0 0 0 0 0 0 0 1 0 0 1 1 0 1 1 1 0 0 0 1 1
0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 0
Figuur S.4: Een voortbrengersmatrix van de uitgebreide binaire Golay-code (dit betekent dat
de 212 codewoorden sommen mod 2 van de rijen van deze matrix zijn). Deze code werd gebruikt
om transmissiefouten te corrigeren in de Voyager -missies naar Jupiter and Saturnus [94].
Voor ‘gewone’ (niet-constant-gewicht-) codes hebben Gijswijt, Mittelmann en Schrij-
ver met SDP aangetoond dat A2(20, 8) ≤ 256 [37]. Dit impliceert dat de vier keer verkorte
uitgebreide binaire Golay-code van grootte 256 optimaal is. Twee niet-constant-gewicht-
codes C,D ⊆ {0, 1} zijn equivalent als er een g ∈ Sn2oSn is met g ·C = D. Op equivalentie
na zijn de optimale codes die A2(24− i, 8) = 212−i bereiken, voor i = 0, 1, 2, 3, uniek [20].
Dit zijn de i-keer verkorte uitgebreide binaire Golay-codes. Wij bewijzen dat er verschil-
lene niet-equivalente codes zijn die A2(20, 8) = 256 bereiken. We classificeren zulke codes
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met de extra eis dat alle afstanden deelbaar zijn door 4: we vinden 15 verschillende codes.
We bewijzen ook dat er zulke codes bestaan met niet alle afstanden deelbaar door 4.
In Hoofdstuk 8 bekijken we Lee-codes. Laat q, n, d ∈ N en definieer Q := {0, . . . , q−
1}. De Lee-afstand tussen twee woorden u, v is ∑ni=1 min{|ui − vi|, q − |ui − vi|}. De
minimum-Lee-afstand van een code C is de kleinste Lee-afstand die voorkomt tussen twee
verschillende elementen van C. We schrijven ALq (n, d) voor de maximale grootte van een
code C ⊆ Qn met minimum-Lee-afstand ten minste d. We geven een SDP-bovengrens
gebaseerd op drietallen van codewoorden en laten zien dat deze efficie¨nt berekend kan
worden, door middel van symmetriereducties met de methode van Hoofdstuk 3. Dit geeft
nieuwe bovengrenzen op ALq (n, d) voor veel drietallen (q, n, d).
Hoofdstuk 9 gaat over de Shannoncapaciteit van circulaire grafen. Zij G = (V,E) een
graaf en n ∈ N. De n-de sterkproductmacht Gn is de graaf met puntenverzameling V n,
en twee verschillende punten (u1, . . . , un) en (v1, . . . , vn) van G
n zijn verbonden dan en
slechts dan als voor iedere i ∈ {1, . . . , n} geldt dat ofwel ui = vi ofwel uivi ∈ E. De
Shannoncapaciteit van G is gedefinieerd als
Θ(G) := sup
n∈N
n
√
α(Gn),
waar voor iedere graaf G de maximale grootte van een onafhankelijke verzameling in G
(een verzameling punten waarvan geen twee punten verbonden zijn door een lijn) geno-
teerd wordt met α(G). De circulaire graaf Cd,q is de graaf met puntenverzameling Zq
waarin twee verschillende punten verbonden zijn dan en slechts dan als hun afstand
(mod q) strikt kleiner is dan d. Het is in te zien dat de waarde van α(Cnd,q) (voor vaste n)
en Θ(Cd,q) alleen van de breuk q/d afhangt. We bewijzen dat de functie q/d 7→ Θ(Cd,q)
continu is in gehele getallen q/d ≥ 3. Dit impliceert dat ook de functie q/d 7→ ϑ(Cd,q),
Lova´sz’ bovengrens op Θ(Cd,q) [53], continu is in deze punten — zie Figuur S.5.
2 2.5 3 3.5 4 4.5 5
2
2.5
3
3.5
4
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q/d
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d
,q
)
2.4 2.5 2.6 2.7 2.8 2.9 3 3.1
2.1
2.2
2.3
2.4
2.5
2.6
2.7
2.8
2.9
3
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q/d
ϑ
(C
d
,q
)
Figuur S.5: Twee grafieken van de functie q/d 7→ ϑ(Cd,q). De groene punten (die naar het
oranje punt (3, 3) toebewegen) zijn een paar van onze ondergrenzen op Θ(Cd,q) uit het bewijs
van de linkscontinu¨ıteit van q/d 7→ Θ(Cd,q).
Linkscontinu¨ıteit van q/d 7→ Θ(Cd,q) leiden we af uit het volgende (bewezen met een
expliciete constructie).
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Stelling. Voor iedere r, n ∈ N met r ≥ 3 geldt dat
max
q
d
<r
α(Cnd,q ) =
1 + rn(r − 2)
r − 1 .
We bewijzen ook dat de onafhankelijke verzameling die α(C35,14) = 14 aantoont, een
van de onafhankelijke verzamelingen gebruikt in ons bewijs, uniek is op Lee-equivalentie
na. Hier zijn twee verzamelingen C,D ⊆ Znq Lee-equivalent als er een g ∈ Dnq o Sn
is met g · C = D, waar Dq de dihedrale groep van orde 2q is. We passen onze SDP-
bovengrens voor Lee-codes aan om bovengrenzen op α(Cnd,q ) te berekenen. Tot slot geven
we een nieuwe ondergrens van 3671/5 > 3.2578 op de Shannoncapaciteit van de 7-cykel.
Figuur S.6: Drie grafen die we gebruiken om te bewijzen dat de onafhankelijke verzameling
die α(C35,14) = 14 aantoont, uniek is (op Lee-equivalentie na).
Een overkoepelend thema: onafhankelijke verzamelingen in graafproducten.
Voor iedere graaf G = (V,E) en d ∈ N, definieren we het getal
αd(G) := max{|U | | U ⊆ V, dG(u, v) ≥ d voor alle u 6= v ∈ U}. (S.4)
Hier schrijven we dG(u, v) voor de kleinste lengte (in lijnen) van een pad tussen u en v
in G. Dus α2(G) = α(G). We schrijven Kq respectievelijk Cq voor de complete graaf
respectievelijk het circuit op q punten. Dan geldt
Aq(n, d) = αd(K
n
q ),
ALq (n, d) = αd(C
n
q ),
AL∞q (n, d) := α(C
n
d,q ) = αd(C
n
q ).
Hierin is Gn de n-de Cartesisch-product-macht van G: dit is de graaf met puntenver-
zameling V (G)n, waarin twee verschillende punten (u1, . . . , un) en (v1, . . . , vn) verbonden
zijn dan en slechts dan als er een i ∈ {1, . . . , n} is zo dat uivi ∈ E, en uj = vj voor
alle j 6= i.
De objecten die we in dit proefschrift bestuderen hebben dus de vorm αd(G
n),
waar G ∈ {Cq, Kq}, en waar Gn ofwel Gn of Gn betekent. Verder is A(n, d, w) = αd(H),
met H de deelgraaf van Kn2 ge¨ınduceerd door de punten (u1, . . . , un) met ui = 1 voor
precies w indices i ∈ {1, . . . , n} (hier zijn de punten van K2 genummerd met 0 and 1).
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Hamming distance, 1
minimum, 2
homomorphism, 114
independent set, 2
independent set number, 2
induced subgraph, 121
inner product, 18, 23, 25, 91
irreducible, 22
irregular pair, 52
Kirkman’s schoolgirl problem, 8
Krawtchouk polynomial, 2
Lee distance, 5
143
144 Index
minimum, 5
Lee equivalent, 7
Lee∞ distance, 11
minimum, 11
letter, 18
Lova´sz’s theta number, 10, 112
main symmetry reduction, 6
Mathieu groups, 20
matrix, 18
generalized Hadamard matrix, 59
generator, 19
Hermitian, 18
positive semidefinite, 21
minimum distance, 2
minimum Lee distance, 5
minimum Lee∞ distance, 11
objective value, 21
partition, 26
height, 26
Plotkin bound, 49
positive semidefinite, 21
reflection action, 7
renumbering a column, 50
representative set, 22
for the action of G on V , 22
for the action of G on Z, 25
representative matrix set, 25
row stabilizer, 26
Schur’s lemma, 22
SDP, 2
semidefinite program, 21
Shannon capacity, 9
shortening, 20
strong product, 13
submodule, 22
symbol, 18
symmetric net, 58
isomorphism of symmetric nets, 59
symmetric transversal design, 58
isomorphism of symmetric transversal
designs, 59
transpose, 18
weak duality, 21
weight, 19
word, 1
Young shape, 26
Young tableau, 26
semistandard, 26
List of symbols
0 all-zeros word, 4
1 all-ones word, 67
A basis {aP | P ∈ Λ} of W , 29
A∗ basis {a∗P | P ∈ Λ} of W ∗, i.e., dual basis of A, 30
A∗ conjugate transpose of matrix A, 18
A(n, d) maximum size of a code C ⊆ Fn2 with dmin(C) ≥ d, 2
A(n, d, w) maximum size of a constant weight w code C ⊆ Fn2 with dmin(C) ≥ d, 4
〈A,B〉 trace inner product of matrices A and B, 18
[a, b] the set {a, a+ 1, . . . , b}, 117
Ai basis {aP | P ∈ Λi} of Wi, 32
Ai number of words of weight i in code (only in Prop. 7.5.1), 88
(ai)
n
i=0 distance distribution, 20
Ak(n, d) upper bound on A(n, d) (only in Chapter 7), 80
Ak(n, d, w) upper bound on A(n, d, w), 64
α(G) independent set number of graph G, 2, 17
αd(G) max{|U | | U ⊆ V (G), dG(u, v) ≥ d for all distinct u, v ∈ U}, 13
αn number defined and used in the proof of Prop. 9.3.2, 117
aP basis element of W , 29
Aq(n, d) maximum size of a code C ⊆ [q]n with dmin(C) ≥ d, 2
ALq (n, d) maximum size of a code C ⊆ Znq with dLmin(C) ≥ d, 5
AL∞q (n, d) maximum size of a code C ⊆ Znq with dL∞min(C) ≥ d, i.e., α(Cnd,q ), 11
AT transpose of matrix A, 18
B representative set B = {B1, . . . , Bk} for the action of G on V , 27
B quadruply shortened extended binary Golay code (only in Sect. 7.5.1), 87
bω constant in semidefinite programs (7.3) and (7.4), 81
Bk(n, d) upper bound on A(n, d), 75
Bk(n, d, w) upper bound on A(n, d, w), 65
BL∞k (q, n, d) upper bound on α(C
n
d,q ) = A
L∞
q (n, d), 123
BLk (q, n, d) upper bound on A
L
q (n, d), 95
bLk (q, n, d) upper bound on A
L
q (n, d), 102
Bq(n, d) upper bound on Aq(n, d), 3, 39
B(u) ball around codeword u, 20
〈C〉 F2-linear span of code C ⊆ Fn2 , 83
cα,j number of times symbol α appears in column j of C, 50
C(∆,∞) Banach algebra of continuous functions ∆→ R with the ‖.‖∞-norm, 116
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146 List of symbols
Cd,q circular graph, 10
Ck collection of codes of cardinality at most k, 3, 39, 64, 80, 95
Ck(D) the set {C ∈ Ck | C ⊇ D, |D|+ 2|C \D| ≤ k}, 64, 80, 95
Cdk collection of elements of Ck of minimum distance ≥ d, 44
Cλ column stabilizer of λ, 26
cω constant obtained from the dual SDP approximation, 90
C⊥ dual code of code C, 82
Cq circuit graph on q vertices, 13
D the code defined in (7.12) (only in Sect. 7.5.1), 87
∆ set of all functions G → R≥0 satisfying certain properties, 114
δ(x, y) distance function Zq × Zq → Z, 5
∆a diagonal matrix with diagonal a, 42
dG(u, v) length of a shortest path (in edges) between u and v in graph G, 13
dH(u, v) Hamming distance of u and v, 1
d∗j→s operator, 34
dL(u, v) Lee distance of u and v, 5
dL∞(u, v) Lee∞ distance of u and v, 11
dLmin(C) minimum Lee distance of C, 5
dL∞min(C) minimum Lee∞ distance of C, 11
dmin(C) minimum Hamming distance of C, 2
D(n, d, w) Delsarte bound in the Johnson scheme, 19
dp distance function, 11
Dq dihedral group of order 2q, 7
d(q, n, r) number defined in (9.23), 119
Dq(n, d) Delsarte bound in the Hamming scheme, 3
ds→j operator, 34
E(G) edge set of graph G, 17
eC unit basis vector corresponding to code C, 44
ei ith standard basis vector, 35
Ei(x) Eberlein polynomial, 19
Ei,j eie
T
j , 42
EndG(V ) centralizer algebra for the action of G on V , 22
ω small number (error), 90
ev evaluation map, 116
F∅ matrix in semidefinite programs (7.3) and (7.4), 81
Fω matrix in semidefinite programs (7.3) and (7.4), 81
f(x, y) function defined in (5.20), 56
F2 field {0, 1} of two elements, 4
Fi matrix in (W
∗)mi×mi , 30
Φ block-diagonalizing map, 23
G set of all finite, simple graphs, 114
G complement graph of graph G, 114
g(u, v) number of i with ui = vi, 50
G1 → G2 there exists a graph homomorphism G1 → G2, 114
List of symbols 147
GH strong product of graphs G and H, 13
Gn n-th strong product power of graph G, 9
χ∗(G) fractional clique cover number of graph G, 115
Gn o Sn wreath product of group G and Sn, 6
G(q, n, d) graph with independent set number Aq(n, d), 2
GH Cartesian product of graphs G and H, 12
Gn n-th Cartesian product power of graph G, 12
G[U ] subgraph of graph G induced by U ⊆ V (G), 121
h(q, n, d,M) leftmost term minus rightmost term in (5.4), 51
HD subgroup of H that leaves D invariant, 96
H ′D subgroup of H that leaves each element of D invariant, 66
In n× n identity matrix, 18
Jn n× n all-ones matrix, 18
KZ vector space consisting of all functions Z → K, 18
K(G) the collection of all cliques in G, 115
κ count function, 33
KG group algebra of G over K, 18
Kω adjacency matrix of ω, 29, 32
K
(i)
ωi adjacency matrix of ωi, 32
Kq complete graph on q vertices, 13
Kt(x) Krawtchouk polynomial, 2
KZ free vector space of Z over K, 17
L (C2 \ {∅})× ([q]n)2 matrix, 43
Λ (Z × Z)/G, 29
Λi (Zi × Zi)/Gi, 31
λ∗ dual partition of λ, 33
λ ` n λ is a partition of n, 26
λ ` n k partitions λi ` ni, 27
Lt subspace of CC2 , 44
L
(2)
w1,w2,d1
subspace of C(Fn2 )2 , 72
Lw,d1,d2 subspace of CF
n
2 , 69
[m] set {1, . . . ,m}, 17
m k-tuple of integers (m1, . . . ,mk), 27
M˜ Z7 × Z7 matrix with entries in Z5, 9
M(x) variable matrix, 3, 39
M(z) matrix in in (CZn×Zn)H , 29
M(z) reduced variable matrix, 40
M23 Mathieu group, 20
M24 Mathieu group, 20
Mk,D(x) variable matrix, 64, 80, 95
Mk,D(z) reduced variable matrix, 66, 80, 96
µ(ω) monomial a∗P1 · · · a∗Pn ∈ On(W ), 30
(M, z) feasible (or optimum) solution to (7.3), 81
148 List of symbols
N matrix (e0 − e1)1T, 42
N subset of Fn2 , 64, 75, 80
N set of positive integers, 17
N collection of k-tuples (n1, . . . , nk) of nonnegative integers with sum n, 27
Nω ([q]
n × [q]n)× ([q]n × [q]n) matrix, 45
Nω Fn2 × Fn2 matrix, 70
Nω C3(D)× C3(D) matrix, 97
N˜ω Znq × Znq matrix, 100
N ′ω Zn5 × Zn5 matrix, 107
N ′ω C2 × C2 matrix, 41
N
(1)
ω Fn2 × Fn2 matrix, 73
N
(2)
ω (Fn2 × Fn2 )× (Fn2 × Fn2 ) matrix, 73
O(V ) coordinate ring of V , 18
On(V ) set of homogeneous polynomials of degree n on V , 18
ωi H-orbit of two words at distance i, 35
ω0 orbit of a code of size 1, 74, 108
ω∅ the orbit {∅}, 47
Ωk set of H-orbits on Ck, 6, 40, 66, 95
Ωdk collection of H-orbits of codes of minimum distance at least d, 47, 80
ωt Sn-orbit of a pair of constant weight code words at distance 2t, 74
ωt S
n
q o Sn-orbit of a pair of code words at distance t, 47
Pλ(X) polynomial defined in (3.27), 34
pτ,σ polynomial corresponding to semistandard Young tableaux, 30
Q alphabet, 1
[q] alphabet {0, . . . , q − 1}, 17
qn number defined in (9.14), 117
R The set Zj11 × . . .× Zjss (in Sect. 3.3), 31
r surjective function, 45, 70, 98
r˜ surjective function, 100
r′ surjective function, 74, 107
r(s, j) # symbols s in row j of τ , 33
R≥0 set of nonnegative real numbers, 17
Rλ row stabilizer of λ, 26
RY×Z set of Y × Z matrices with entries in R, 18
Sc the code S + 1, 67
σ nonidentity element in S2 (in Sect. 4.2.3), 43
Sn symmetric group on n elements, 5
Symt(X) vector space (X
⊗t)St , 28
SZ group of bijections of Z to itself, 22
τ ∼ τ ′ τ ′ = τr for some r ∈ Rλ, 26
τn unique element of Tλ,m with m = (1, . . . , 1), 99
ϑ′(G) upper bound on α(G), 2
Θ(G) Shannon capacity of graph G, 9
List of symbols 149
ϑ(G) Lova´sz’s theta number of graph G, 10, 112
T
(1)
λ,2 subset of Tλ,2, 72
T
(2)
λ,4 subset of Tλ,4, 72
Tλ,m collection of semistandard λ-tableaux with entries in [m], 26
Tλ,m product of Tλi,mi , 28
T ′λ,m subset of Tλ,m, 44, 69
T ′′λ,m subset of T
′
λ,m, 45
u ∩ v word in Fn2 that has 1 at position i if and only if ui = vi = 1, 82
u(s, j) # symbols s in row j of σ, 33
Uλ matrix in representative set that corresponds with λ, 29
uτ,B element of ordered |Tλ,m|-tuple in representative set in (2.21), 26
uτ,B element of ordered tuple in representative set in (3.3), 28
V (G) vertex set of graph G, 17
V ∗ dual vector space of V , 18
W (CZ ⊗ CZ)G, 29
ŵ element of On(W ) associated to w = (w∗1 ⊗ · · · ⊗ w∗n) ∈ (W ∗)⊗n, 30
Wi (CZi ⊗ CZi)Gi , 31
wt(v) weight of word v, 4, 19
X  0 matrix X is positive semidefinite, 2
X feasible (or optimum) solution to (7.4), 81
X the set of irregular pairs in C (only in Chapter 5), 52
(Xω) 1× 1 block in X corresponding to the 1× 1 block (z(ω)) in M , 81
Y (λ) Young shape of λ, 26
z(ω) variable of reduced program, 30, 40, 66, 96
z complex conjugate of z ∈ C, 18
ZG subset of Z of G-invariant elements, 22
Z≥0 set of nonnegative integers, 17
Zq group of integers modulo q, 17

