We examine inverse problems of recovering coefficients in a linear pseudoparabolic equation arising in the filtration theory. Boundary conditions of the Neumann type are supplemented with the overtermination conditions which are the values of the solution at some interior points of a domain. We expose existence and uniqueness theorems in the Sobolev spaces. The solution is regular, i. e., it possesses all generalized derivatives occurring in the equation containing in some Lebesgue space. The method of the proof is constructive. The problem is reduced to a nonlinear operator equation with a contraction operator whenever the time interval is sufficiently small. Involving the method of the proof, we construct a numerical algorithm, the corresponding software bundle, and describe the results of numerical experiments in the two-dimensional case in the space variables. The unknowns are a solution to the equation and the piezo-conductivity coefficient of a fissured rock. The main method of numerical solving the problem is the finite element method together with a difference scheme for solving of the corresponding system of ordinary differential equations. Finally, the problem is reduced to a system of nonlinear algebraic equations which solution is found by the iteration procedure. The results show a good convergence of the algorithms.
Introduction
In 1960, G.I. Barenblatt, Iu.P. Zheltov and I.N. Kochina (see [1] ) proposed the basic concept in the theory of seepage (filtration) of homogeneous liquids in fissured rocks. A fissured rock is considered as a material consisting of pores and permeable blocks which are generally separated from each other by a system of fissures. In contrast to to the conventional arguments of filtration in a porous medium, the significant feature lies in the fact that two liquid pressures, both in the pores and in the fissures, are introduced at any point in a space and the transfer of liquids between the fissures and the pores is taken into consideration. The corresponding model is written as
where u 1 (t, x), u 2 (t, x) are the pressures of the liquid in the fissures and pores, respectively; ∆ is the Laplacian, d 1 and d 2 are the coefficients of compressibility of the liquid and the blocks, m 0 stands for the magnitude of the porosity of the blocks at standard pressure; µ is the viscosity of the liquid, and ν represents the permeability of fissures. The dimensionless coefficient α characterizes the intensity of the liquid transfer between the blocks and fissures. More general models can include the nonlinearities arising from fluid type (liquid or gas), concentration (porosity, absorption or saturation) and the exchange rate [2] . Eliminating u 2 from (1) we obtain for the pressure of the liquid in the fissures the so-called fissured medium equation of pseudoparabolic type
The parameter k corresponds to the piezo-conductivity of fissured rock. The pressure of the liquid in the pores u 2 satisfies a similar equation. Since the natural stratum is involved, the parameters of fissured rock in (2) should be determined on the basis of the investigation of their behavior under the natural nonsteady-state conditions. This leads to the interest in studying the inverse problems for equation (2) and its analogues. More general equations can be written in form
where L, M are second order operators and G is a bounded domain in R n . The equation (3) is furnished with initial and boundary conditions of form
with
u (other boundary conditions are also possible).
Pseudoparabolic equations of form (3) with various differential operators L 1 and L 2 of the even order in spacial variables also arise in the mathematical models of the heat conduction, wave processes quasistationary processes in semiconductors and magnetics, in the models for filtration of the two-phase flow in porous media with the dynamic capillary pressure (see [3, 4 , Sect. 0.1.4] and the bibliography therein). Detailed bibliography and the results concerning the solvability of direct problems for pseudoparabolic equations can be found, for instance, in [5, 6] . The first results devoted to inverse problems for pseudoparabolic equations were obtained in [7] , where an inverse problems of recovering an unknown source f of a special form in (3) is considered. Large number of results is exposed in the monographs [8] [9] [10] . We mention also the article [11] devoted to some coefficients inverse problems with lower order coefficients depending on spatial variables being the unknowns. The problems of recovering coefficients, in particular, the coefficients k(t) and η are studied in [12, 13] , where integral overdetermination conditions are used. Closed results with pointwise overdetermination conditions are presented in [14] . Exposition of numerical methods for solving inverse problem can be found, for instance, in [15, 16] . We can refer also to articles [17] [18] [19] [20] [21] [22] [23] [24] devoted to different numerical methods of solving boundary value problems for pseudo-parabolic equations. At the same time, the number of articles devoted to a numerical solution of inverse problems for pseudo-parabolic equations is rather limited (see, for instance, [24, 25] ). Most of the articles are devoted to different model problems.
In the present article we generalize the results in [14] to the case of the oblique derivative problem, describe numerical methods applicable to a wide class of inverse problems with pointwise ovedetermination, and present the results of numerical experiments in the case of recovering the piezo-conductivity coefficient of fissured rock in equation (2) .
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Preliminaries
We consider a general inverse problem on recovering functions occurring into the righthand side and left-hand side of the equation. Let the right-hand in (3) be of form
where functions f i are given. We assume that
and operator M is representable as
where functions c i (t) are unknown. Our problem is stated as follows: find functions
and solution u to the problem (3) -(4) such that
where x i are arbitrary points lying in G and α i (t) are given functions.
We employ the Sobolev spaces W s p (G) and Hölder spaces C α (G) (see the definitions in [26] ). Symbol L p (0, T ; H) (H is a Banach space) stands for the space of strongly measurable functions defined on [0, T ] with values in H. Given an interval J = (0, T ) and domain
. Similarly, we can define the Hölder spaces C r,s (Q). Next, we describe the condition on the data of the problem. We assume that operator L is elliptic, i. e., there exists constant δ > 0 such that
Fix parameter p > n and assume that
We also suppose that We also assume that
Let s 0 = 2 − 1/p in the case of the Dirichlet boundary condtions and
, and RΦ| S = g. Construct matrix B with the rows
where j = 1, 2, ..., r and assume that the there exists constant δ 0 > 0 such that
Here
In this case, it is easy to justify that locally in time conditions (12) does not depend on the choice of function Φ.
The following theorem is proven in [14] for the case of the Dirichlet boundary conditions. Here we expose the claim in the general case. (7) - (12), (A) be fulfilled. Then there exists a constant
Theorem 1. Let the conditions
Proof. In the case of the oblique derivative problem the proof almost repeats that in the case of the Dirichlet boundary conditions. So we present the proof omitting some details.
) be a solution to the direct problem (see the existence theorem in [14] )
In this case function v = u − Φ is a solution to equation
satisfying homogeneous conditions (4). There exists γ 0 > 0 such that condition (12), with δ 0 /2 rather than δ 0 , holds on [0, γ 0 ]. In this case
Function [28] ). In particular, Φ(x i , t) ∈ W 1 p (0, T ), and thus
Inverting L in (13), we have
where v 0 (v) = 0 in the case of the Dirichlet boundary conditions and is a solution to problem
The overdetermination conditions yield
We can rewrite the last equations in form
As a result, we infer
The right-hand side can be viewed as an operator S( c) taking vector c(t) in solution v(x, t) to equation (13) satisfying homogeneous conditions (4) and then taking v(x, t) into the right-hand side of (18) . System (18) is the desired system. The properties of this operator S can be described as follows. Fix
where norm B −1 α Lp(0,T ) is just the sum of the norms of the coordinates of vector
We now can state that there exists constant c > 0 and γ 0 > 0 such that operator S : B R 0 ,γ → B R 0 ,γ , γ ≤ γ 0 takes ball B R 0 ,γ into itself and is a contraction. More exactly, we have the estimate
and thus this operator is a contraction for all γ ≤ γ 0 with cγ 1/q 0 = 1/2. The method of successive approximations c n = S( c n−1 ) (n = 1, 2, . . .), c 0 = 0 converges to a solution to equation (18) . The proof of these facts is in line with that in [14] . So we omit it. 
Description of the Algorithm
To simplify the presentation, we describe the idea of the algorithm in the model case which in particular includes the filtration problems described in the introduction. We rely on some integral identities. Consider problem
where
and a 0 , a 1 , c 0 , c 1 are scalar functions and b 0 , b 1 are vector-function of length n. Functions u and k(t) are unknown. We assume that all conditions of Theorem 1 for the data are fulfilled. Function Φ is a solution to problem (19) , (20) . Since the existence theorem is local in time, we can replace condition (12) with the following condition: there exists t 0 > 0
Let ϕ ∈ L q (0, T ; W 1 q (G)) (1/q + 1/p = 1) be a test function and let a function u be a solution to problem (19) , (20) from the class pointed out in Theorem 1. Integrating by parts in identity
we arrive at equality
Next, we look for solution ϕ 0 (x, t) to problem
where L * 0 is a formally adjoint to L 0 and δ is the Dirac delta-function. Inserting ϕ 0 in (24), we obtain that
Hence, we conclude that Note that definition of ϕ 0 implies that (27) allows us to construct the iteration procedure realized in the proof of Theorem 1. To avoid an excessive calculations, we can omit the determination of Φ in our case. Let
Given function k i , we can construct u i+1 as a solution to problem (19) , (20) with k(t) = k i (t) and to determine next iteration k i+1 from one of the equalities
The latter formula almost corresponds to the iteration procedure in the proof of the fixed point theorem for operator S constructed in Theorem 1. The peculiarity is that we have replaced function Φ with function u 0 . It can be easily clarified that all arguments remain valid in this case. Denominator in (29) is different from zero on some segment [0, t 0 ]. Former formula (28) corresponds an another operator S but the same arguments can be used to prove that the iteration procedure corresponding to formula (28) converges as well on some small time segment [0, t 0 ].
Numerical Algorithm
The algorithm is iterative and relies on the finite element method. We define triangulation of G, mesh nodes, x 1 , x 2 , ..., x N , and corresponding piecewise linear functions {ϕ i (x)} (thus, ϕ i (x j ) = δ ij , where δ ij is the Kronecker symbol. Without loss of generality, we can assume that observation point x 0 is mesh node x j 0 . Approximate solution to (19) ,
. To determine the functions c i we employ integral identity (24) . Vector-function C(t) = (c 1 (t), c 2 (t), ..., c N (t)) T is a solution to system of ordinary differential equations
where A, B are matrices with entries a ij = a(ϕ j , ϕ i ),
To solve (30), we involve the finite difference method (FDM) (the implicit scheme) and replace (30) with finite difference equation
where n = 1, 2, . . . , M, τ = T /M, and F 0n , F 1n , A n , B n are the values of the right-hand side in (30), and matrices A, B at nτ . We assume here that approximationk of k is a piecewise constant function taking value k n on ((n − 1)τ, nτ ]. Respectively, a piecewise constant approximation of solution C(t) to (30) is a piecewise constant function equal to vector C n on set ((n − 1)τ, nτ ]. An analog of the overdetermination condition is as follows:
Since our results are local in time, we employ the predictor-corrector arguments. Given vector C, denote its j-th coordinate by (C) j . Find quantity k 0 = ((A 
The next approximation is defined as
We repeat the arguments until |k 
Next, we calculate k
In this case we put k m+1 := k i+1 m+1 and C m+1 := C i+1 m+1 . The arguments are repeated until m = M. It is possible of course that the process stops at some iteration (for instance, if the denominator in (36) becomes equal to zero). It is possible due to the nonlinearity of the problem. Formula (36) corresponds to equality (28).
The Results of Numerical Experiments
In this section we analyze the results of numerical experiments. The characteristics of the computer are as follows: processor Intel(R) Core(TM) i7-3517U CPU @ 1.90GHz 2.40GHz, 10.00 GB RAM, 64-digit operating system Windows 7 Enterprise.
As a result of calculations, we obtain approximate values of solution (u(x, y, t), k(t)) of problem (19) - (20) at points (t 1 , t 2 , . . . t N ). Here point (x, y) belongs to the unit circle centered at (0, 0). We present the results of calculations only for function k.
To solve the problem numerically, we use three meshes for this domain with the number of nodes N 1 = 197, N 2 = 751 and N 3 = 2933 (Fig. 1) . Additional information (21) is given at observation point x j 0 = (x 0 , y 0 ) = (0, 3, −0, 3).
All numerical experiments are divided into two groups in dependence on unknown functions u, k, the boundary conditions, noise percentage δ, error between iterations ε, coefficients a 0 , a 1 , b 0,1 , b 0,2 , b 1,1 , b 1,2 , c 0 , c 1 , and right-hand sides f .
We will use the Neumann boundary conditions from (24) which are represented as
The data of the first group are as follows: -solution: u(x, y, t) = (x 2 + y 2 + 1) · (1 + t); -initial data: u| t=0 = x 2 + y 2 + 1; -Neumann boundary conditions: The obtained plots of original functions k(t) and their approximation for three different meshes are almost identical, so we present only one of them for the first mesh. For the following experiments, add 10, 20 and 40 percent random noise to the overdetermination data:ψ t (x 0 , t) = ψ t (x 0 , t)(1 + δ(2σ − 1)), where σ is random function normally distributed on interval [0, 1]. Due to the almost complete coincidence of the graphs of the original and the approximated function, we give only the graphics with noise 40 percent and ε = 10 3 shows that, the obtained plots of original functions k(t) and their approximation are almost identical and regardless of the level of input noise δ, the results of the calculations repeat the ones sought or are located next to them. Table 1 shows the results for different input data. Based on the results of numerical experiments for the first group of data, we can conclude that the increase in the number of nodes in 4 times leads to the increase in the calculation time by an average of ≈ 12 times for grids N 1 and N 2 and ≈ 42 times for grids N 2 and N 3 , but does not lead to a significant increase in accuracy and with the increase in the noise level.
Let us describe the data of the second group: -solution: u(x, y, t) = (x 2 + 1) · (y 2 + 1) · (1 + t); -initial data: u| t=0 = (x 2 + 1) · (y 2 + 1); -Neumann boundary conditions: g = 2(t + 1)(y( 0,0273 8,2
As we can see the decrease in variable ε does not lead to a significant increase in the accuracy and decreasing the time of calculations. In the next two experiments we reduce the time step in 5 times. of the number of nodes of the three grids. Decreasing the variable ε leads to an increase in the computation time τ , but does not lead to a significant increase in accuracy. We also see that the dependence of the time of a calculation on the time step is inversely proportional.
Conclusions
We establish the existence and uniqueness theorems in inverse problems of recovering the coefficients of a pseudoparabolic equation with pointwise overdetermination conditions. Actually, we have proven that the problems in questions are well-posed in the usual sense at least locally in time. The problem is reduced to an operator equation of Volterra type. This allows to construct a numerical algorithms based on the conventional methods (in our case FEM and difference schemes) with a sufficiently good convergence to a solution. The results of numerical experiments are presented.
