Information enters the cortex via modality-specific sensory regions, whereas actions are produced by modality-specific motor regions. Intervening central stages of information processing map sensation to behavior. Humans perform this central processing in a flexible, abstract manner such that sensory information in any modality can lead to response via any motor system. Cognitive theories account for such flexible behavior by positing amodal central information processing (e.g., "central executive," Baddeley and Hitch, 1974; "supervisory attentional system," Norman and Shallice, 1986; "response selection bottleneck," Pashler, 1994). However, the extent to which brain regions embodying central mechanisms of information processing are amodal remains unclear. Here we apply multivariate pattern analysis to functional magnetic resonance imaging (fMRI) data to compare response selection, a cognitive process widely believed to recruit an amodal central resource across sensory and motor modalities. We show that most frontal and parietal cortical areas known to activate across a wide variety of tasks code modality, casting doubt on the notion that these regions embody a central processor devoid of modality representation. Importantly, regions of anterior insula and dorsolateral prefrontal cortex consistently failed to code modality across four experiments. However, these areas code at least one other task dimension, process (instantiated as response selection vs response execution), ensuring that failure to find coding of modality is not driven by insensitivity of multivariate pattern analysis in these regions. We conclude that abstract encoding of information modality is primarily a property of subregions of the prefrontal cortex.
Introduction
Perception and performance rely upon modality-specific brain mechanisms at the input (sensory) and output (motor) stages of processing. In part because these peripheral stages can be flexibly mapped to one another-information in any sensory modality can drive output in any motor modality-cognitive theories posit intervening stage(s) of amodal central processing (e.g., Baddeley and Hitch, 1974; Norman and Shallice, 1986; Pashler, 1994; Baddeley, 2003) . The observation that tasks differing in both sensory and motor modalities can interfere with one another (e.g., Pashler et al., 1993; Pashler, 1994; Kamienkowski et al., 2011) supports this view. However, it is unclear how amodal central stages are instantiated in the brain. Recent fMRI studies have described broad "task-positive" (TP) network(s) (Fox et al., 2005; Vincent et al., 2008; Gao and Lin, 2012 ) that largely match "multiple demand" (MD) or "adaptive coding" networks (Duncan and Owen, 2000; , frontoparietal regions activated across a wide range of neuroimaging studies of cognition. Given that these regions are recruited across very diverse tasks, they may represent loci of amodal, abstract information processing. Regions of the lateral prefrontal cortex (LPFC), including TP/MD regions, appear to be particularly good candidates because existing theoretical frameworks posit that LPFC is organized along a continuum from less to more abstract representations of information along its posterioranterior axis (Fuster, 2001; Koechlin et al., 2003; Badre, 2008; Badre and D'Esposito, 2009 ). However, it remains an open question whether sensory or motor modalities are represented individually or in an amodal, integrated manner at each of these levels of abstraction.
Past searches for amodal brain regions assessed fMRI activation overlap across tasks in different modalities (Szameitat et al., 2002; Jiang and Kanwisher, 2003; Dux et al., 2006; Dux et al., 2009; Ivanoff et al., 2009; Schumacher et al., 2011; Tombu et al., 2011) , primarily using response selection (RS) paradigms because RS is often thought to rely on amodal operations (Pashler, 1994; Kamienkowski et al., 2011) . These previous studies revealed multiple cortical sites, many of which substantially overlap the TP/MD networks. However, the low spatial resolution of fMRI coupled with univariate analyses did not allow them to distinguish whether different modalities engage the same neural ensembles within a brain region or whether they instead recruit distinct but adjacent ensembles. Hence, mere overlap of activation does not guarantee that identical neural ensembles process information regardless of modality.
This resolution limitation can be largely alleviated by multivariate pattern analysis (MVPA). MVPA is sensitive to within-region spatial activation patterns that reflect differences at the supravoxel (Op de Beeck, 2010a,b) or subvoxel level (Kamitani and Tong, 2005; Kamitani and Sawahata, 2010) . Thus, MVPA has greater power than univariate fMRI for testing whether identical neural ensembles are recruited by distinct modalities. In the present study, we used MVPA to test whether brain regions involved in RS are insensitive to the joint modalities of sensory input and motor output, as predicted of amodal regions that use abstract information codes.
Materials and Methods
Participants. Experiments 1 (Dux et al., 2009 ), 2 (Tombu et al., 2011 , and 3 (Dux et al., 2006) relied upon previously published data; participant details are described in their respective publications. Briefly, these experiments contained 7, 12, and 9 participants, respectively. Experiment 4 contained data from 6 participants (5 male, 1 female, mean age 26.11 years, SEM 2.02 years); data were not examined from 3 additional participants (all female) because of eyetracker and audio presentation equipment failures and from 2 additional participants (both male) because of failure to follow task instructions. Experiment 5 used data from 10 participants (6 male, 4 female, mean age 29.20 years, SEM 1.67 years) from a previously unpublished section of a doctoral dissertation (Asplund, 2010) ; data from one additional subject were excluded because of failure to follow task instructions.
All participants gave informed consent as approved by the Vanderbilt University Institutional Review Board.
Tasks and stimuli. The paradigms used in Experiments 1-4 each consisted of two arbitrary stimulus-response mapping tasks (Fig. 1A , Experiment 4 task) that were distinct in their sensory input (either auditory or visual) and motor output (manual, vocal, or oculomotor) modalities. In each experiment, sensory and motor modality were confounded; thus, our conclusions can speak to coding of modality in general but are not specific to sensory input system or motor output system. Experiment 5 (Fig. 1B , the Experiment 5 task) used a different task that separated in time the task phases of perceptual selection, response selection, and motor execution. The key methodological features of Experiments 1-3 are described below, and greater methodological detail is presented in their respective original publications. Experiments 4 and 5 are described fully here because they have not appeared in previous papers. Details of fMRI acquisition and run number and duration for all experiments are presented in Table 1 .
In Experiment 1, there were two possible complex auditory stimuli (one complex tone and one edited natural sound) that each required a distinct speeded vocal response and two possible visual stimuli (faces) that each required a distinct speeded manual response. Vocal responses consisted of uttering the syllables "Tay" or "Koo"; manual responses consisted of pressing buttons with either the right index or middle finger. Trials began with a 200 ms visual cue (an enlarged fixation point); the cue was immediately followed by a 200 ms stimulus presentation. Twelve seconds elapsed before the onset of the next trial. Trial types in Experiment 1 were randomly ordered. Experiment 1 also included dual-task trials to allow comparison of dual-and single-task activations (Dux et al., 2009) ; data from these trials were not examined in the present analysis. Subjects performed Experiment 1 in three separate fMRI sessions so that training effects could be assessed; the present analysis pools data across the three sessions.
Experiment 2 used an identical paradigm to Experiment 1 with the following exceptions: there were three possible stimuli and responses in each modality, the intertrial interval was 14 s, and all data were collected in a single fMRI session.
The stimulus-response modality mappings from Experiments 1 and 2 were reversed in Experiment 3: the eight possible auditory stimuli each required a distinct manual response, and the eight possible color patch stimuli each required a distinct vocal response. The experiment used a rapid event-related design: trials occurred with an exponential distribution of trial onset asynchronies (8, 6.4, 4.8, or 3.2 s) . Trial types were randomly ordered, and there were no dual-task trials.
In Experiment 4, there were three possible auditory stimuli that each required distinct manual responses (right index, middle, or ring finger) and three possible face stimuli (squares with sides of 4.5 degrees; presented at central fixation) that each required location-specific saccades. Saccade destinations were equidistant locations on the perimeter of an imaginary circle centered on fixation (radius, 8.3 degrees) and were marked by red dots (diameter, 0.3 degrees) that remained on screen throughout the experiment, except during block instruction periods. These marked saccade destinations were to the upper left, upper right, or directly below fixation. The fixation point was identical to the saccade target dots. All stimuli were presented on a gray background. Trials consisted of a 200 ms visual cue (doubled diameter of fixation point) followed after 100 ms by stimulus presentation for 200 ms. Behavioral responses were collected during the first 3.5 s of the 13.5 s intertrial interval. Trials in Experiment 4 were organized into six blocks of six trials each per run; each block contained trials of only one stimulus and response modality. Blocks began with a 4.5 s instruction period consisting of either "SOUNDS" or "FACES" presented centrally, followed by 14 s of fixation before the first trial of the block. In one task, visually presented face stimuli were mapped to oculomotor saccade responses.Inanothertask,auditorycomplexsoundstimuliweremappedtomanualbutton-pressresponses.Anygiventrialcontainedone of the two tasks. Experiments 1-3 used similar paradigms with two arbitrary stimulus-response mapping tasks (for details, see Materials andMethods).B,Experiment5.Inaninitialperceptualselectionphase,subjectsselectedatargetletterfromanRSVPstreamofdigits.After a 14 s delay, the RS phase followed. In the RS phase, the color of a target-matching letter was mapped to a manual motor response to be executed later. After another 14 s delay, the RE phase was cued by enlargement of the fixation point.
Instead of comparing across modalities within the same task process (RS), Experiment 5 contrasted two cognitive processes (Fig. 1B ): RS and response execution (RE). All stimuli in Experiment 5 were presented on a gray background. In an initial perceptual selection phase, subjects viewed a 500 ms cue (fixation dot change from black to white) immediately followed by a 15 item, 1.5 s duration RSVP stream of digits presented at fixation (100 ms per item, no temporal gap, white Helvetica font, 0.8 degrees character size, including the numbers 2-9, randomly ordered with replacement, with the constraint that no digit could appear twice in any three-frame temporal window). A single letter (the target) replaced the digit in one of frames 5-13. This letter was to be remembered over a 14 s delay (fixation-only display) until the RS phase, in which a probe letter was presented centrally for 2 s. If this probe letter matched the memorized letter (termed "valid" trials; ϳ80% of trials overall), subjects then chose a manual response (one of six button presses using either index, middle, or ring finger) based upon the color of the probe (blue, purple, green, yellow, cyan, red) . If the probe did not match the target ("invalid trial"), subjects were to ignore its color, withhold all responses, and simply fixate through the remainder of the trial. After an additional 14 s fixation-only display, the RE phase began with a cue (slightly enlarged fixation with a change in shape from circular to square; 2 s duration); subjects executed their manual responses upon presentation of this cue or ignored the cue and made no response on invalid trials. Subjects completed six trials in each run of Experiment 5.
fMRI acquisition. All MRI data were acquired on 3T Philips Intera Achieva scanners at the Vanderbilt University Institute of Imaging Science. In all experiments, structural MRIs were acquired using conventional parameters, with 1 mm 3 resolution covering the entire brain. Functional scans in all experiments used echo-planar imaging and were acquired with an ascending-interleaved order of axial slices. The methodology for fMRI data acquisition for Experiments 1-3 is described in detail in their respective original reports, although key acquisition parameters for all experiments are summarized in Table 1 . Two runs of data from a single subject in Experiment 4 were not analyzed because of audio presentation equipment failure.
Stimulus presentation and response collection. With the exception of Experiment 4, all visual stimuli were presented using LCD projectors on a screen at the head of the bore of the magnet and viewed via a mirror mounted to the head coil. In Experiment 4, stimuli were viewed using Nordic NeuroLaboratory VisualSystem goggles with 800 ϫ 600 pixels of resolution. Auditory stimuli were presented via MRI-compatible headphones. All stimulus presentation and response collection were accomplished using MATLAB (MathWorks) and the Psychophysics Toolbox (Brainard, 1997; Pelli, 1997; Kleiner et al., 2007) .
Manual responses were collected using 5-key keypads (one per hand, where appropriate; Rowland Institute of Science, Cambridge, MA). Vocal responses were collected using a Commander XG MR-compatible headset (which also served for auditory presentation in Experiments 1-3). Oculomotor responses in Experiment 4 were collected via the Nordic NeuroLaboratory goggles add-on EyeTracking Camera system coupled to Arrington ViewPoint software. Custom software written in MATLAB was used to baseline eyetracking coordinates to trial onset, filter for blinks and other artifacts, find fixations (when 3 successive samples from the eyetracker were within ϳ1 degree of visual angle of one another), and match fixations to approximate saccade target destinations. To determine these matches, fixations were included within an ellipse such that the nominal saccade destination was one focus of the ellipse, the major axis of the ellipse was oriented along the line passing from central fixation through the nominal saccade destination, and the closest approach of the ellipse to fixation was ϳ4.2 degrees of eccentricity (i.e., halfway between fixation and the nominal saccade destination).
fMRI preprocessing. All data were processed using a combination of BrainVoyager QX version 2.2, BVQX Tools (J. Weber, Columbia University, New York; available at http://support.brainvoyager.com/ available-tools/52-matlab-tools-bvxqtools.html), LIBSVM (Chang and Lin, 2011) with the OSU-SVM MATLAB interface (J. Ma, Y. Zhao, S. Ahalt, D. Eads; available at http://svm.sourceforge.net/download.shtml), and custom MATLAB code. Data from Experiments 1-3 were additionally processed using ANTs (Avants et al., 2011) and Tools for NIfTI (J. Shen, Rotman Research Institute, Toronto, Ontario; available at http://www. rotman-baycrest.on.ca/ϳjimmy/).
For all experiments, data were subjected to slice acquisition time correction, rigid-body motion correction, and linear trend removal in BrainVoyager. Temporal high-pass filtering was conducted for Experiments 4 (4 cycles per run) and 5 (3 cycles per run) to correct for possible drift in baseline signal between blocks (Experiment 4) or trial phases (Experiment 5). Data were spatially smoothed with a Gaussian kernel of 6 mm FWHM before GLM analysis in BrainVoyager, but nonsmoothed data were used for MVPA analysis with LIBSVM. All data were warped to Talairach space (Talairach and Tournoux, 1988) in BrainVoyager because recent research has indicated that the minor spatial smoothing Beeck, 2010a,b; Etzel et al., 2011) . At the stage of Talairach warping, all data were resampled into BrainVoyager's default 3 mm isotropic functional voxel space. Data in Experiments 1-3 were additionally warped to a common functional template, using a method differing from but following the basic logic of Sabuncu et al. (2010) to maximize power to detect weak MVPA classification (see below). The goal of functional warping is to reduce the possibility that variability across subjects in the assignment of functional processes to fine-structure brain anatomy could contribute to null results. Thus, functional warping helps to rule out a trivial cause for our null findings. However, because functional warping is not a standard processing step, we ensured that our results were not contingent upon its use by excluding it from Experiments 4 and 5. Additionally, we directly compared the effect of functional warping within the same dataset by reanalyzing Experiment 2 (as it had the greatest number of participants) using identical ROIs (here, those derived from the functionally warped data; see below), but with nonfunctionally warped, nonspatially smoothed Talairach-warped data. This reanalysis left the results of Experiment 2 largely unchanged: when we compared MVPA performance with and without functional warping using a global paired t test on regional MVPA-versus-artifact t scores, omitting warping yielded a nonsignificant decrease in sensitivity (t (17) ϭ Ϫ0.439, p ϭ 0.793).
Functional warping was accomplished using ANTs for morph calculations and application. Tools for NIfTI were used for the transformation between ANTs' required NIfTI format and BrainVoyager's proprietary VTC format for 4-dimensional fMRI data. Functional warping began by calculating a morph between the unthresholded statistical t-map of the conjunction (Nichols et al., 2005) of each subject's open contrast of all RS events without regard for modality (see fMRI analysis: univariate GLM) to the map from a single subject from Experiment 1, which served as a template. This morph was then applied to each volume of preprocessed functional imaging data, which was finally reassembled into a BrainVoyager 4-dimensional fMRI data file (VTC format) for further analysis.
Univariate GLM. For Experiments 1-4, fMRI data were subjected to separate univariate GLM analyses (Friston et al., 1995) in which, in addition to nuisance regressors (e.g., dual-task trials for Experiments 1 and 2), separate regressors were modeled for correct trials in each perceptual and motor modality. Thus, each experiment yielded two regressors of interest (e.g., auditory/vocal and visual/manual trials in Experiment 1). We calculated the conjunction (Nichols et al., 2005) of the open contrasts of each of these regressors to identify all voxels sensitive to the performance of a RS task in both of the perceptual and motor modalities tested in each experiment .
Experiment 5 was subjected to an identical analysis, except that the regressors of interest were valid-trial RS and RE phases (with separate regressors for left-and right-handed RE); nuisance regressors included the perceptual selection phase, invalid trial RS phase, and errors/absent responses. We then calculated the conjunction of the open contrasts of valid trial RS and RE to identify voxels sensitive to both processes.
ROIs. To standardize the results, the same set of ROIs was probed across all five experiments. These ROIs were defined in Experiment 2 because it had the greatest number of participants (an initial analysis of Experiment 1 using Experiment 1-derived ROIs yielded qualitatively similar results to using the Experiment 2 ROIs). Although the multivariate comparison of interest is orthogonal to the open contrast used to identify these ROIs for the Experiment 2 analysis, the analysis of Experiments 1 and 3-5 is unquestionably independent of the ROI identification in Experiment 2 (Kriegeskorte et al., 2009) .
Using the univariate GLM maps, local maximum t-statistic voxels were identified for the group functional maps (Fig. 2 from Experiment 2). Local maxima were identified using a step-up procedure: from an Table 1 ). Distance reflects millimeters from the specified coordinates to the peak activation of the closest region from the present study (see Table 3 for the present study's coordinates). Because all fMRI activations have extensive spread around the peaks, there is likely substantial overlap between our ROIs and those of the task positive and multiple demand networks. The multiple demand network coordinates also served as the centers of ROI spheres for the follow-up analysis of canonical multiple demand peak coordinates.
initial threshold of p Ͻ 0.05, we gradually made the threshold more conservative to separate peaks within large contiguous regions. We thus identified local maxima corresponding to brain regions previously associated with RS (e.g., Dux et al., 2006 Dux et al., , 2009 Ivanoff et al., 2009; Tombu et al., 2011) and/or general cognition and task performance (e.g., Duncan and Owen, 2000; Fox et al., 2005) . At the same time, we avoided an arbitrary choice of a single threshold that would lead us to consider only one peak within a large contiguous activation containing several foci. Each local maximum served as the center of an ROI. ROIs were initially drawn as spheres with a radius of 3 (resampled) functional voxels (i.e., 9 mm). In the course of mapping between functional (3 mm isotropic) and anatomical (1 mm isotropic) coordinate spaces, the ROIs were expanded to include 232 functional voxels comprising a sphere centered on the local maximum (effective radius of ϳ11 mm). In the rare event that this spherical ROI extended outside the acquired fMRI images, the ROI used all acquired voxels, typically Ͼ180 in each case.
Local maxima for medial structures (e.g., SMA) were shifted to the midline (i.e., their x-coordinates took on the value 0). This avoided paired bilateral ROIs sampling largely overlapping voxels, and/or single ROIs sampling unequally across hemispheres.
Posterior lateral prefrontal cortex (pLPFC) ROIs for Experiments 1-3 were split such that two spheres were drawn, each centered on a point 9 mm anterior or posterior to the local maximum. Only the anterior portion of the pLPFC ROI is reported (as posterior lateral prefrontal cortex) to ensure that signal originating in Broca's area related to vocal production did not contaminate MVPA ). Because Experiment 4 did not use vocal responses, the original ROI centered on the local maximum was used. The anterior-shifted ROI did not produce qualitatively different results from the original ROI in Experiment 4.
In addition to the frontal and parietal brain regions analyzed here, local maxima included regions in extrastriate visual cortex, auditory cortex, and motor cortex. These regions are not included in the main results because of their known roles in modality-specific sensory perception or motor production, and because preliminary inspection of MVPA in these regions yielded far above-chance classification consistent with the shape of the BOLD HRF. It is unclear why they survived the conjunction of RS tasks across modalities, although it is possible that peripheral cor- . In this and the following figures, thick black lines represent the mean across subjects and thin colored lines plot single subjects. Red arrows indicate group-based peak TR based on brain regions that showed HRF-like MVPA in Experiments 3 and 4. There is a large initial vocal artifact in Experiment 3, which is most prominent in short-TR acquisitions. There is also lower but sustained time course in both experiments (after initial artifact spike for Experiment 3). tices were generally activated in both tasks in anticipation of the onset of a trial. This seems especially plausible given the structure of Experiment 2 (the experiment used for ROI definition) in which the trial types occurred with nonjittered timing in a random order and in which one-third of trials were dual-task and required both modalities of sensory input and motor output. In past work, these regions showed large BOLD amplitude differences across modalities .
Experiment 5 used a subset of the Experiment 2 ROIs that exhibited failure to decode between sensory and/or motor modalities in Experiments 1-4. These five a priori ROIs included bilateral anterior insula (AI), right dorsolateral prefrontal cortex (DLPFC), and two ROIs in left DLPFC. This subset was selected to evaluate whether failure to decode was the result of a general insensitivity of MVPA in these brain regions or whether it was specific to decoding of sensory/motor modality.
In addition to the ROIs defined with the response selection tasks, we defined MD ROIs (using canonical MD region peak coordinates; Table  2 ) for a follow-up analysis to ease comparison between the current work and other studies of the MD network. The MD coordinates were drawn from and reflect peaks of large regions isolated with a meta-analysis. We placed ROI spheres of identical size to those used in the main analysis at these coordinates. We did not define additional regions based explicitly on the TP network because: (1) the TP and MD networks have been suggested to be equivalent in the prior literature (e.g., ; (2) the TP network is defined based on resting state functional connectivity rather than task-related activation; and (3) the combination of the MD ROIs with our functionally defined ROIs already covers much of the TP network.
MVPA. For all experiments, the entire time course of each voxel in each ROI for each subject was extracted separately from the nonsmoothed 4-dimensional data and z-transformed with respect to its own run-level time course. Then, for each trial, the z-transformed data from each voxel were entered into an ROI-, subject-, and time point-(locked to the volume acquisition of event onset) specific table labeled with trial (or for Experiment 5, task phase within trial) type (e.g., visual/manual or auditory/vocal) and run number. Thus, MVPA compared auditory-vocal to visual-manual trials for Experiments 1 and 2, auditory-manual to visual-vocal for Experiment 3, auditory-manual to visual-oculomotor for Experiment 4, and manual response selection to manual response execution for Experiment 5. Data were extracted over the time range Ϫ6 to 18 s (Experiment 3: Ϫ6.4 to 18.4 s), locked to the event of interest. Data at each time point for each event type were averaged across voxels and then subtracted from each individual voxel's data to remove mean differences between event types that could reflect differences of difficulty or other differences of no interest (Esterman et al., 2009; Tamber-Rosenau et al., 2011) .
Independently for each ROI (including canonical MD ROIs; see ROIs), subject, and time point, we performed a leave-one-run-out procedure: all but one run of data were used to train a linear support vector machine that was then tested on the held-out run; this process was iterated until all runs had served as the test data once (3-to 24-fold crossvalidation, depending upon experiment and subject; Table 1 ). Classifier proportion correct was aggregated to determine an ROI-, subject-, and time point-specific MVPA result. Within an ROI, MVPA results across time points were concatenated to form an ROI-and subject-specific event-related MVPA (er-MVPA) time course (Esterman et al., 2009; Tamber-Rosenau et al., 2011) with chance performance at 0.5 (proportion correct classification) and perfect performance at 1.0.
The set of subject er-MVPA time courses was compared with chance at each time point via paired t test. Chance er-MVPA performance was empirically estimated to rule out artifactual above-chance performance (as a result of, for instance, imperfect balance of number of correct trials of each type per run) by performing 1000 iterations per classifier in which the trial labels were randomized (Esterman et al., 2009; Tamber-Rosenau et al., 2011) ; typical estimates of chance were well within 0.01 of the 0.5 expected chance level, confirming that nothing about the task design or analysis procedure per se biased chance away from 0.5. In each experiment, statistical significance was assessed after a Bonferroni correction for the number of ROIs evaluated. No correction was performed for the number of time points assessed within a region because: (1) BOLD-fMRI time points are not independent of adjacent time points, complicating such correction; and (2) when evaluating potential null findings (i.e., absence of modality coding), it is more conservative to adopt a liberal statistical threshold.
Artifact estimation and correction. Initial examination of er-MVPA time courses from Experiments 1-3 revealed in some brain regions an early-onset er-MVPA profile that did not conform to the expected shape of the er-MVPA response (i.e., a canonical BOLD HRF) (see, e.g., Boynton et al., 1996) . The unexpected profiles might be the result of artifacts induced by the vocal responses that are made in only one of the two trial types (Dux et al., 2006) in each experiment. Vocal responses are known to induce fMRI artifacts resulting from changes in head position and in the magnetic field (Birn et al., 2004; Huang et al., 2008) , and they may also trigger changes in fMRI signal resulting from respiratory fluctuations in chest cavity volume that generate artifacts that are not removable by standard rigid-body motion correction (for a discussion of such respiratory artifacts, see Raj et al., 2000 Raj et al., , 2001 . Such artifacts were less problematic for the original univariate analyses of Experiments 1-3 because those analyses relied on overlap of activation across modalities and the vocal artifacts were only present in a single modality. By contrast, the new multivariate analyses attempt to detect such differences across modality. To estimate any contribution to er-MVPA of the artifact induced by vocal responses and related motion, ROI spheres were placed identically to those for functionally defined ROIs but centered in the posterior portion of the lateral ventricles, away from any gray matter. Data from these ventricle ROIs were subjected to an identical er-MVPA analysis to the functionally defined ROIs; er-MVPA estimates from four lateral ventricle ROIs were then averaged within-subject to yield a final ventricle ROI er-MVPA time course for each subject in each experiment. Ventricle ROIs showed similar early-onset, non-HRF-like er-MVPA time courses (Fig. 3) to those from the cortical ROIs, suggesting that cortical MVPA results stemmed in part from vocal artifact and related motion. Thus, to correct er-MVPA in cortical ROIs for vocal-and motion-induced artifactual classification, we subtracted, on a subjectby-subject basis, the ventricle er-MVPA time course from each cortical er-MVPA time course, yielding a corrected time course with chance at 0 and perfect MVPA classification at a value of 0.5.
Even though Experiment 4 did not contain any vocal responses, preliminary results showed a similar er-MVPA pattern to those in Experiments 1-3, although without a prominent immediate spike that was presumably evoked by the initiating motion of the vocal response in Experiments 1-3. We reasoned that Experiment 4 could also lead to artifactual MVPA resulting from task-correlated motion, which cannot be fully removed by motioncorrection algorithms used in preprocessing (Power et al., 2012) . This was especially a concern in Experiment 4 given that it used a block design that lent itself to preparatory motion, which could have yielded slight head position differences across blocks of trials of different types. Because MVPA relies on stable localization of voxels over event types, preparatory motion could induce artifactual classification.
To estimate any possible artifactual MVPA, we repeated the artifact estimation procedure from Experiments 1-3 with Experiment 4. However, to be certain that our results were not in part driven by sampling subcortical gray matter adjacent to the ventricles, for Experiment 4 we traced the lateral ventricles by hand on the structural MRI images. Starting from the anterior end of the lateral ventricles, individual 1 mm voxels were marked as being in the lateral ventricle until each lateral ventricle ROI contained an identical volume to that in the spherical ROIs used for all other MVPAs. Thus, separate left-and right-lateral-ventricle ROIs were drawn for each participant. Ventricle voxels were tagged up to the edge of white matter but did not include white or gray matter to ensure that no parenchymal tissue was driving MVPA. In principle, resampling of the ventricle ROIs to the lower-resolution functional coordinate space could have led to the inclusion of functional data from adjacent white matter resulting from partial voluming. However, such white matter spillover would most likely be minimal, and, most importantly, its BOLD signal should not differentiate between modalities.
In all but a single subject in Experiment 4, separate ventricle ROIs were traced for each hemisphere and processed identically to those in Experiments 1-3 to determine er-MVPA time courses. Time courses were then averaged within-subject to attain a single artifact estimated time course for each participant. In the remaining subject, the procedure was identical, except that a single disjoint ventricular ROI was used (with half its constituent voxels from each hemisphere) because the lateral ventricles were too small to allow for separate ROIs in each hemisphere. Ventricle er-MVPA time courses matched sustained low-amplitude non-HRF-like time courses evident in some brain regions. This led us to suspect that a small non-neural contribution to MVPA was being measured in many regions throughout the brain.
To make comparisons between Experiment 5 and Experiments 1-4 on an equal footing, data from Experiment 5 were also subjected to artifact estimation and correction. The procedure was identical to that for Experi- ANOVA. Data from Experiments 1-3 consistently showed a pattern of results in which a subset of brain regions exhibited er-MVPA at chance or near-chance levels, whereas other functionally defined ROIs exhibited classification well above chance. To confirm that this pattern would hold in an independent dataset, the regions that consistently failed to classify above chance in Experiments 1-3 were chosen as a priori ROIs for Experiment 4. These regions included bilateral AI and bilateral DLPFC. Thus, we hypothesized that, in a new dataset (Experiment 4), these regions would exhibit significantly reduced MVPA classification compared with the remaining ROIs.
er-MVPA results from all 18 ROIs (based on the Experiment 2 group data, as described in ROIs) from Experiment 4 were entered into an ANOVA with the factors ROI, time point, and subject (treated as a random effect). An interaction contrast was then specified over the time point and ROI factors. Specifically, time points 6 and 8 s after event onset were contrasted with the remaining time points, and the five a priori regions were contrasted with the remaining 13 regions. To ensure that results were not driven by the selection of time points, additional contrastcontrast interactions were run in which the same or a broader range of time points (4 -10 s) were compared either with all remaining time points for which classifiers were calculated (full range, Ϫ6 to 18 s), or with a more restricted range (0 -14 s). Thus, four conceptually identical interaction contrasts were performed.
Meta-analytic Bayesian analysis of evidence for and against MVPA classification. The above analyses each consider a single experiment at a time. It is possible that combining Experiments 1-4 to increase power would change the pattern of results across ROIs, especially given the chronically low power of fMRI experiments of typical sample size (see, e.g., Yarkoni, 2009). Thus, results from Experiments 1-4 were pooled via a meta-analytic Bayesian t test approach (Rouder et al., 2009; Rouder and Morey, 2011) . To follow up on the results from the functionally defined ROIs and ease comparisons to other work examining the MD network, this analysis was also repeated for the canonical MD ROIs (see ROIs).
The Bayesian t test (Rouder et al., 2009 ) calculates, for a "default" noninformative prior, the Bayes factor: the ratio of evidence in favor of the null hypothesis (i.e., "the region classifies at chance levels") to that in favor of the alternative hypothesis (i.e., "the region does not classify at chance levels"). We take the inverse of this ratio so that large numbers indicate substantial evidence for decoding and small numbers indicate substantial evidence for failure to decode (i.e., evidence in favor of the null hypothesis) (Rouder and Morey, 2011) . A value of 1 would indicate equal evidence in favor of and against the null.
The meta-analytic extension of the Bayesian t test approach (Rouder and Morey, 2011) allows integration of multiple experiments into a single Bayesian t test. Evidence ratios from multiple ROIs (in either the single-experiment or meta-analytic tests) then are directly comparable to one another. Thus, to compare Experiment 5 with Experiments 1-4, we also calculated the single-experiment Bayesian t test (Rouder et al., 2009) for Experiment 5.
All Bayesian tests were performed using R code implementing the test of Rouder and Morey (2011) and kindly provided by Jeffrey N. Rouder (personal communication, January 16, 2012) .
Results

Univariate GLMs of sensorimotor activation overlap
Univariate GLM results for Experiments 1-3, described in detail in their respective original publications (Dux et al., 2006 (Dux et al., , 2009 Tombu et al., 2011) , included conjunction activations across task modalities in several lateral PFC regions, AI, medial frontal cortex, premotor cortex near the FEF, and intraparietal sulcus (IPS)/ superior parietal regions. Figure 2 illustrates the univariate GLM from Experiment 2 on which the ROIs for all experiments were based. Experiment 4 yielded univariate activations in several regions across the brain for the conjunction of open contrasts of auditory/manual and visual/oculomotor RS (Fig. 4A) , and Experiment 5 also yielded extensive activations for the conjunction of the open contrasts of RS and RE (Fig. 4B) . In each experiment, a large set of frontal and parietal brain regions broadly consistent with the TP/MD networks was activated by the conjunction contrasts (Table 2) . Thus, these experiments are suitable for comparing tasks across modalities within the TP/MD networks and other frontal and parietal regions.
Two aspects of the univariate analyses are worth noting. First, although the functionally defined regions of the main analysis substantially overlap the large MD and TP regions reported previously, the peaks of these functionally defined ROIs are displaced from canonical peak coordinates of MD regions derived from a meta-analysis (Tables 2 and 3 ). This displacement could be the result of random variability across different subject cohorts, but it also could reflect task differences (i.e., the regions we report could be specialized for RS tasks). Second, the lateral prefrontal (and parietal) activations evident in these univariate analyses obviate a potential concern about the present work: Because our paradigms placed little demand on working memory (WM), and because the parietal and prefrontal cortex are often linked to WM processes (e.g., Levy and GoldmanRakic, 2000; Sala et al., 2003; Courtney, 2004; Todd and Marois, 2004; Nee et al., 2012) , it could be argued that our RS tasks did not provide sufficient sensitivity to detect modality-specific effects that WM tasks would. However, the univariate results show that the DLPFC, pLPFC/IFJ (inferior frontal junction), and other frontoparietal regions were robustly activated with the RS tasks, even under limited WM demands. Furthermore, WM demand is not sufficient for LPFC coding of stimulus information when measured via MVPA (Christophel et al., 2012; Riggall and Postle, 2012) . Thus, there is little reason to believe that WM tasks would have been preferable to RS tasks for investigating the modality specificity of prefrontal and parietal regions.
MVPA of modality
In the experiments manipulating modalities across RS tasks (Experiments 1-4), DLPFC and AI consistently exhibited er-MVPA classification that was of very low magnitude and indistinguishable from chance. In contrast to these results, the remaining regions (e.g., FEF) all exhibited significantly above-chance er-MVPA classification in at least one, and generally in several, experiments (for full results of the MVPA, see Figs. 5 and 6; Table 3 ). In each experiment, AI and DLPFC yielded non-HRF-like, flat er-MVPA time courses that are inconsistent with these regions coding the modalities of task stimulus or response, whereas other brain regions, such as the FEF, yielded HRF-like er-MVPA time courses consistent with coding of modality. Finally, for at least one region that has been previously implicated in amodal RS mechanisms (e.g., Dux et al., 2009) , the left pLPFC/IFJ, the evidence for modality coding is somewhat equivocal, as we have found above-chance decoding in this region in only two of the four RS experiments (Experiments 1 and 2) . However, in this left pLPFC region (and unlike in AI and DLPFC), er-MVPA time courses in Experiments 1-4 appear to reflect an HRF-like time course with a peak at ϳ6 -8 s after trial onset (Fig. 7) . This finding suggests the possibility that failure to find statistically significant decoding in some experiments in left pLPFC may be the Figure 6 . Event-related MVPA time courses from selected brain regions in Experiment 4, after subtraction of artifact estimates from each subject's time course (Fig. 3B) .
result of low power; we address this possibility below using a meta-analytic technique. Nevertheless, the consistent results in AI and DLPFC across Experiments 1-4 provide the first two pillars (replication of the null and a demonstration of sensitivity to find significant coding in other brain regions) upon which we base our conclusion that null results in these brain regions reflect a correct rejection rather than a miss of true coding of modality.
ANOVA: do AI and DLPFC contain less information about modality than other regions of overlap?
To confirm our conclusion from Experiments 1-3 that AI and DLPFC were likely amodal (jointly with respect to sensory and motor modality, which are confounded in these experiments), we explicitly compared modality coding in AI and DLPFC versus the remaining ROIs in an independent dataset, Experiment 4, the auditory-manual/visual-oculomotor RS experiment. This experiment removes any possibility of false-positive decoding resulting from vocal artifact because no vocal responses were made. In addition, by using the a priori ROI localization and, furthermore, by testing the a priori categorization (based on Experiments 1-3) of our ROIs as amodal (AI, DLPFC) versus modality-sensitive (the remaining ROIs), we ensure that we do not "double-dip" by generating and testing hypotheses on the same dataset. ANOVA on MVPA results from Experiment 4 revealed main effects of ROI (F (17,85) ϭ 11.63, p ϭ 1.16 ϫ 10 Ϫ15 ) and time point (F (12,60) ϭ 5.48, p ϭ 3.38 ϫ 10 Ϫ6 ) as well as an ROI ϫ time point interaction (F (204,1020) ϭ 2.46, p ϭ 3.03 ϫ 10 Ϫ20 ). The main interaction contrast (interaction of time points 6 -8 vs all remaining time points, AI and DLPFC vs all remaining ROIs) was significant (F (1,1020) ϭ 115.28, p ϭ 1.49 ϫ 10 Ϫ25 ). This result indicates that the five a priori ROIs (bilateral AI and DLPFC) contained significantly less information about the sensory and/or motor modality than did the remaining 13 ROIs, as assessed by event-related MVPA.
Alternative interaction contrasts within the time point factor (time points 4 -10 vs all remaining, time points 6 -8 vs remaining of 0 -14, time points 4 -10 vs remaining of 0 -14) yielded similar results (F (1,1020) of 41.03, 117.63, and 43.16, yielding p values of 2.29 ϫ 10 Ϫ10 , 5.16 ϫ 10 Ϫ26 , and 8.02 ϫ 10 Ϫ11 , respectively), thereby ensuring that any significant results were not the result of selection of the exact time points chosen.
Bayesian t tests and meta-analysis of modality sensitivity
The MVPA results represent a null effect in AI and DLPFC. Although this null effect was consistent across four experiments and was obtained in the context of positive effects in other ROIs, we sought further evidence that DLPFC and AI do not code modality, especially in light of the equivocal results in left pLPFC. To assess evidence in favor of amodality, we turned to a Bayesian technique that can assess the degree of evidence in favor of the null hypothesis as well as against the null hypothesis (Wetzels et al., 2011). We conducted a Bayesian meta-analytic t test (Rouder and Morey, 2011) on data from Experiments 1-4, with a total of 34 subjects, to calculate the Bayes factor. We then inverted this Bayes factor such that it may be read as, "the data are [Bayes factor] times more likely to have occurred under the alternative hypothesis than under the null hypothesis" (Wetzels et al., 2011) , with more extreme Bayes factors interpretable as stronger evidence. Figure 8 plots log-transformed inverted Bayes factors such that numbers far Ͼ1 indicate strong evidence that the ROI can distinguish between perceptual and/or motor modalities and numbers far Ͻ1 indicate strong evidence that the ROI does not distinguish between perceptual and/or motor modalities.
As Figure 8 makes clear, evidence for successful classification of modality is extremely strong for the 13 ROIs we do not hypothesize to be amodal (plotted in blue). However, the five amodal ROIs, plotted in red, are weakly (left AI, inverted Bayes factor ϭ 5.05; right DLPFC, inverted Bayes factor ϭ 7.97) or negligibly (right AI, left DLPFC; inverted Bayes factors range 0.68 -2.10) sensitive to perceptual or motor modality of RS, except for left posterior DLPFC, which did encode modality (Fig. 8, inset , which plots non-logarithm-transformed inverted Bayes factors). Evidence for modality selectivity in the most modality-selective (highest inverted Bayes factor) of the four remaining amodal regions, right DLPFC, remains approximately three orders of magnitude weaker than in the next weakest region, right FEF. In left pLPFC, where single-experiment MVPA results were more equivocal ( Fig. 7; Table 3 ), the meta-analysis yielded an inverted Bayes factor of ϳ10 5 , suggesting that left pLPFC does encode modality. These meta-analytic results provide the third pillar in (Table 3) . support of our conclusion that null results in AI and DLPFC reflect a true absence of coding.
MVPA and Bayesian t test of cognitive process
Experiments 1-4 compared modalities and resulted in a consistent null effect of modality decoding in AI and DLPFC. Although these results suggest that these brain regions are not sensitive to task modalities, there are at least two other possible interpretations. First, it is conceivable that hemodynamic or anatomical properties of AI and DLPFC make MVPA methods relatively insensitive in these regions. Second, the method's sensitivity may be sufficient, but these brain regions may not encode any specific task dimensions at all, making a failure to decode modality in particular less surprising. To address these issues, Experiment 5 compared two tasks that differed in process (RS vs RE) but not in modality. Thus, this experiment allowed us to determine whether our failures of decoding in the previous experiments were specific to modality or whether these null results would generalize to other task dimensions.
Application of MVPA to the a priori ROIs in DLPFC and AI defined in Experiment 2 and determined to be amodal in Experiments 1-4 yielded above-chance er-MVPA decoding of task process (Fig. 9 ). This result is in stark contrast to decoding of task modality, which was consistently at chance across Experiments 1-4. Thus, failure to classify modality above chance in these regions in Experiments 1-4 is not driven by limitations in the sensitivity of our methodology, or of fMRI or MVPA in general, in AI or DLPFC. This result provides the fourth pillar supporting our conclusion that null results in AI and DLPFC reflect a true absence of coding: we have demonstrated coding of another task dimension in these regions. This result also constrains accounts of the functional roles of AI and DLPFC: they do not encode information that is abstracted of all task dimensions, as one might expect from a completely general-purpose resource (e.g., Norman and Bobrow, 1975) or unified executive process (e.g., Baddeley and Hitch, 1974) . Instead, the same regions that fail to code modality do code other task dimensions, namely, process.
The Bayes factors for AI and DLPFC were also calculated in Experiment 5 to assess, in a manner directly comparable with the Bayesian meta-analysis of Experiments 1-4, whether these regions classify RS from RE (Fig. 8) . In left posterior DLPFC, where modality is strongly coded, process is strongly coded as well. Experiment 5 Bayes factors for the four amodal regions (bilateral AI, bilateral DLPFC) ranged from slightly greater (in left AI) to approximately two orders of magnitude greater than the Experiment 1-4 meta-analytic Bayes factors for the other regions, despite drawing from a pool of subjects less than one-third the size of that used for Experiments 1-4. Thus, these regions are sensitive to task process (with the possible exception of left AI), providing additional evidence that, if AI and DLPFC were sensitive to modality, our analyses should have demonstrated that sensitivity.
Canonical MD network
To facilitate comparisons between the present findings and the broader MD literature, we repeated the MVPA and Bayesian test procedures on all five experiments for the set of peak MD regional coordinates reported by . This analysis supplements rather than replaces analysis of the functionally defined ROIs because neither these canonical MD coordinates nor the functional (RS-defined) ROIs represent the totality of the MD network, which includes large swaths of cortex (e.g., Duncan and Owen, 2000) ; these larger regions are not suitable for the present analyses comparing MVPA across ROIs because they vary substantially in size across regions, which would lead to potential differences in power across regions. The MD regions were defined based on a meta-analysis of neuroimaging studies of a wide range of behavioral tasks that did not specifically manipulate response selection (Duncan and Owen, 2000; . As a result, although the functionally defined RS ROIs are within or adjacent to the canonical MD regions, there are discrepancies between the center coordinates of these ROIs and the canonical MD ROIs (Table 2) .
In the canonical MD regions, we observed a pattern of results in which some regions strongly code modality whereas others do not (Fig. 10) . This is similar to the findings in the RS regions and suggests that, even among the canonical MD regions, there is heterogeneity of modality representation. However, the specific areas that appear to be amodal from this analysis are only partially consistent with those isolated with the functionally defined RS ROIs (compare Fig. 10 with Fig. 8) . Specifically, using the canonical MD regions (and following the naming convention of , but with the addition of the prefix "c," for "canonical," to avoid confusion with RS ROIs), right anterior insula/frontal operculum (right cAI/FO), left rostrolateral PFC (left cRPFC), anterior cingulate cortex, and presupplementary motor area (cPreSMA) do not appear to encode modality. Of these amodal regions, right cAI/FO weakly encodes cognitive process (Bayes factor of 4.3), whereas cPreSMA strongly encodes cognitive process (Bayes factor of 162.6). Thus, the clearest replication between the RS and canonical MD ROIs was in right AI and right cAI/FO ( Table 2 ). The correspondence of other ROIs is somewhat less clear (e.g., compare RS DLPFC with cRPFC and cIFS), although together the canonical MD and RS ROIs seem to tile the overall spatial regions reported in the original meta-analysis of MD regions (Duncan and Owen, 2000) . As a whole, these results indicate that most regions in both the response-selection-specific and broadly construed MD networks code modality, but a smaller subset of regions (all in prefrontal cortex and medial frontal cortex) is amodal.
Discussion
Our main conclusion (that AI and DLPFC are insensitive to modality) is meaningful because: (1) these regions exhibit amodality across four pooled experiments; (2) process coding in AI and DLPFC and modality coding in other regions suggest sufficient sensitivity to detect modalityspecific processing had it existed in AI and DLPFC; and (3) even if amodality is too strong a claim, these regions are significantly less modality-sensitive than other regions. Amodality in functionally defined AI and DLPFC and at canonical MD coordinates for additional regions bolsters our general view that the RS and MD networks do not function as monolithic units. Instead, subsets of these networks in prefrontal cortex are candidate loci for central amodal processing.
This study also has methodological ramifications: numerically low but significant decoding may be explained by nonneural phenomena. Because MVPA does not average across space, it may be particularly susceptible to motion and other artifacts, especially those correlated in time with task performance. Some artifacts persist past the volume of motion and cannot be removed through realignment or regression (Power et al., 2012) . Thus, we suggest future studies estimate and control for artifactual sources of decoding.
Prior studies posited that frontoparietal regions (depending on the study, DLPFC, pLPFC/IFJ, dorsal PM/FEF, IFG, AI, medial frontal structures, or IPS/SPL) have characteristics of an amodal bottleneck (Dux et al., 2006 (Dux et al., , 2009 Ivanoff et al., 2009; Tombu et al., 2011) , in part because of spatial overlap of RS-evoked fMRI activations across modalities. Other work demonstrated frontal or parietal overlap for attention shifts between sensory modalities (Shomstein and Yantis, 2004) or for visual and haptic spatial selectivity (Sathian et al., 2011) . Finally, resting state functional connectivity (Fox et al., 2005) and neuroimaging meta-analyses (Duncan and Owen, 2000; Niendam et al., 2012) indicated broad frontoparietal recruitment across tasks and modalities. However, these univariate studies were insensitive to finer-grained segregation of modality-sensitive neural ensembles within macroscopic brain regions. MVPA is sensitive to such patterns (Kamitani and Tong, 2005 ; Kamitani and Sawahata, 2010; Op de Beeck, 2010a,b). To our knowledge, we present the first MVPA of modality sensitivity throughout frontoparietal cortex (for application in a restricted region, see Dux et al., 2009 ). In contrast to univariate studies, we find that most frontoparietal regions code modality. Only two RS-defined structures (AI and DLPFC) consistently failed to code modality; a corresponding right AI region at canonical coordinates also failed to decode modality (as did a few additional canonical ROIs). These are strong candidates for further study as loci of central bottleneck processes that instantiate amodal capacity limits on information processing (Dux et al., 2006 (Dux et al., , 2009 Ivanoff et al., 2009; Tombu et al., 2011) , although other criteria for a central bottleneck than amodality need also be met by these regions. Such processes could be equivalent to a "router," linking information to re- sponses based on task guidelines without regard for modality (e.g., Zylberberg et al., 2010) . A bottleneck in AI is particularly supported by prior research: using a dual-task paradigm, Tombu et al. (2011) demonstrated delay of AI peak activation for highload trials at short stimulus onset asynchronies (load ϫ stimulus onset asynchrony interaction), matching predictions for a serial bottleneck. Our complementary finding that regions (e.g., FEF, IPS, RS-defined medial frontal regions) exhibiting overlap of activation across modalities nevertheless code modality when assessed with MVPA sounds a cautionary note for research concluding amodal processing from overlap alone (e.g., Cowan et al., 2011) : if MVPA can decode in these regions, then at least some neurons within them are likely sensitive to modality.
Primate electrophysiology demonstrates both modalityspecific and multimodal neurons within the same region of prefrontal cortex. Wollberg and Sela (1980), Watanabe (1992) , and Artchakov et al. (2007) described neurons sensitive to both vision and audition, whereas Keysers et al. (2003) found insensitivity to sensory modality and motor performance in ventral premotor cortex audiovisual mirror neurons. Interspersed with these multimodal cells, however, were modality-specific cells, casting doubt on the existence of brain regions exclusively populated by amodal cells (at least within the species and regions examined). However, even if some cells in AI and DLPFC are modalityspecific, inhibitory connections between such neurons could suppress simultaneous activity for multiple modalities, which would effectively lead to signaling one modality at a time (similar to biased competition between stimuli) (Desimone and , consistent with an amodal functional bottleneck. In any case, AI and DLPFC are significantly less modality-specific, at least in the context of RS tasks, than other activation-overlap ROIs (see Experiment 4 ANOVA). There is likely a gradient (Table 3; Fig. 8 ) across TP/MD regions, from very (e.g., FEF) to minimally (AI and DLPFC) modality-sensitive.
Both fMRI (Cole et al., 2011; Reverberi et al., 2011; Woolgar et al., 2011a,b) and electrophysiology (Rainer et al., 1998; Asaad et al., 2000; Warden and Miller, 2007; Meyers et al., 2008; Cromer et al., 2010; Warden and Miller, 2010) have demonstrated LPFC encoding of task properties other than modality, including stimulus identity, motor responses, and stimulus-response mapping rules, although others have found little or no LPFC stimulus encoding (Bode and Haynes, 2009, supplemental Analysis III; Christophel et al., 2012; Riggall and Postle, 2012) . One might suppose that regions encoding such task properties would also encode modality because modality may be essential to stimulus identity or motor response. This supposition requires reconciliation between our findings (that some LPFC regions do not code modality) and these previous findings. Setting aside the possibility that LPFC coding for task properties is spatially segregated from the amodal regions identified here, one possible reconciliation is that LPFC does not encode all features of stimulus, response, or rule but instead encodes only necessary task-relevant information to distinguish between contextually relevant categories of stimulus, response, or rule. Previous findings that LPFC encodes such information as stimulus identity might not reflect absolute coding of all features (e.g., "mediumdark roasted Sumatran coffee brewed in a French press, poured into a 20-ounce mug"), but instead reflect context-specific coding of one exemplar (e.g., "coffee") versus a few alternatives (e.g., "water," "tea," "juice") relevant for a specific decision (beverage choice). In this framework, if stimulus modality (hearing vs seeing "coffee") or response (uttering "coffee" vs pointing to the coffee) were unimportant in the task context, they would be abstracted in favor of task-relevant information. It is conceivable that, under some conditions, modality could be the task-critical information to be encoded, but because modality was confounded with specific stimulus identity in the present tasks, we would not expect LPFC to encode modality here. Future work will need to directly test this hypothesis and also clarify whether the observed modality coding in some LPFC regions is the result of stimulus, response, or mapping rules between them.
LPFC coding of only contextually relevant information dimensions is consistent with the adaptive coding model of in which PFC flexibly encodes only task-relevant information. Other empirical studies are also consistent with adaptive coding: LPFC activity for identical stimulus arrays varies with task context such that task-relevant information (target location) is preferentially encoded over task-irrelevant information (identities of all stimulus array items) (Rainer et al., 1998) . Similarly, LPFC neurons make the task-relevant distinction between targets and distractors, but not between distractor exemplars (Everling et al., 2002; Kusunoki et al., 2009 ). Finally, LPFC activity depends upon current task-relevant stimulus categorization instead of previous categorization rules for the identical stimulus (Freedman et al., 2001; . Such contextual encoding avoids LPFC duplication of posterior cortical representations. Given energy and space constraints on the brain, there may be evolutionary pressure to reduce duplication and increase sparseness and flexibility of neural coding (see, e.g., Attwell and Laughlin, 2001; Lennie, 2003; Olshausen and Field, 2004) .
Our results are consistent with a subset of LPFC comprising the neural basis of the RS bottleneck limiting dual-task performance (Pashler, 1994; Dux et al., 2006; Tombu et al., 2011) . The present findings provide a potential mechanism to account for such central bottlenecks: The inability of prefrontal regions to separately encode distinct arbitrary RS rules creates a serial bottleneck in which only one RS process can be coded and executed . The log (base 10) transformed inverted Bayes factor (i.e., larger numbers represent evidence for classification) is plotted for each brain region. Blue bars represent Bayesian metaanalysis of Experiments 1-4 (modality). Green bars represent Experiment 5 (process).
at a time. As such, these findings reveal the downside of a neural system endowed with adaptive coding: an inability to flexibly code more than one set of task-relevant information at a time.
Finally, the present study demonstrates that frontoparietal regions are heterogeneous in their ability to encode task-relevant information: different regions coded distinct task dimensions (e.g., modality vs process) to varying extents, hinting at separable roles for each region despite frequent coactivation. Furthermore, given that we found no RS region that was amodal and processinsensitive, there may be no wholly general-purpose executive region or network that uses completely abstract information codes. However, the finding that some MD regions may encode neither modality nor process (Fig. 10 ) does hint at possible general-purpose regions (e.g., Davelaar, 2011) . Determining whether any region uses an information code indifferent to all task dimensions is an important issue that is ripe for future experimentation.
