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Abstract
We discuss free probability theory and free harmonic analysis from a categorical perspective. In
order to do so, we extend first the set of analytic convolutions and operations and then show that
the comonadic structure governing free probability is isomorphic to several well-known categories
of algebras, such as, e.g., Witt vectors, differential algebras, etc. Within this framework moment-
cumulant formulae are shown to correspond to natural transformations and not to be exclusive to
probability theories. Finally, we start to discuss free probability and in particular free harmonic
analysis from the point of view of algebraic theories and operads.
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1 Introduction
If one is dealing with maps which are incompatible with a given algebraic structure such as, e.g.
linear vs. multiplicative, “a map” vs. a linear one or more general situations, there is, a priori, no
information how to express the value of these maps on combined quantities from the values on the
constituents themselves. In the simplest case this means, e.g.:
f(x+ y) = ?
f(x · y) = ?
However, it happens that some kind of “independence” is present which permits one to express the
value on combined quantities in terms of its base constituents and the values on them. This situation
is common in probability theory, both commutative and non-commutative, but it appears in other
contexts as-well. Let us consider Joyal’s δ-rings [21] as a prototypical example. Let p be a fixed prime
number and q := pn, n ∈ N∗.
Definition 1.1 ([21]). Let A ∈ cAlgk. A δ-ring is a pair (A, δ) where δ : A → A is a map which
satisfies the following identities:
δ(1) = 0,
δ(x+ y) = δ(x) + δ(y)−
q−1∑
i=1
1
p
(
q
i
)
xiyq−i,
δ(x · y) = xqδ(y) + δ(x)yq + pδ(x)δ(y).
Further, if q = p then the corresponding δ-ring is isomorphic to the ring of Witt vectors on A as has
been shown in [21].
In [8, 9] J. McKay and the author, established a surprising connection of free probability theory and
free harmonic analysis with the ring of Witt vectors and complex cobordism, motivated by the relations
J. McKay suggested Free Probability should have with Monstrous Moonshine [7].
Free harmonic analysis originates in the work of D.V. Voiculescu [29, 30, 32] and it develops a frame-
work which parallels the theory in classical probability, however with the notion of independence
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replaced by freeness. Subsequently, H. Berkovici and D.V. Voiculescu [5] further developed the un-
derlying complex analytic theory and then H. Berkovici and V. Pata [4] established with the so-called
Berkovici-Pata bijection [4] the connection, both at the algebraic and analytic level, with classically
infinitely divisible probability measures. R. Speicher and A. Nica [27] on the other hand treated in-
finitely divisible distributions and limit theorems with their methods based on free cumulants and
cumulants of operators on Fock spaces.
The link between the theory of Witt vectors and free probability theory [9] led to a formula, a log-
arithm, which linearises Voiculescu’s celebrated S-transform [31] but also to the introduction of an
additional convolution which is, a priori, neither given by the addition nor the multiplication of the
underlying algebra of random variables. Notably, in [10] it was shown that in higher dimensions the
free multiplicative convolution can not be linearised and the algebraic groups related to it determined,
as pro-unipotent or Borel groups.
Previously and independently, M. Mastnak and A. Nica [24] showed, by using Lie theoretic methods,
that the one-dimensional S-transform can be linearised. The connection between the additive and
multiplicative free convolution which was obtained at the algebraic level in [24, 9] was subsequently
studied with analytic methods by G. Ce´bron [6]. He investigated a homomorphism of exponential type
between freely infinitely divisible distributions and also related it to a matricial model he introduced.
M. Anshelevich and O. Arizmendi [1] then considered general exponential homomorphisms in non-
commutative probability and discussed the relation their map has with the versions in [24, 9, 6].
Here we continue the investigation Witt vectors have with free harmonic analysis both at the algebraic
and analytic level. In particular we considerably extend our first analytic results in [10] to the whole
set of freely infinitely divisible probability measure with compact support.
The content of the paper is summarised in the Table of Contents.
2 Algebraic Aspects of Free Probability
In this section we discuss the algebraic properties of the groups, which originally appeared in a series of
articles by Voiculescu [29, 30, 31] as convolution semi-groups for the addition and multiplication of free
random variables. Their analogs (and generalisations) have been obtained by combinatorial methods
by Nica and Speicher [27], based on the notion of free cumulants, as introduced by Speicher [28].
General background information on free probability can be obtained from the monographs [27, 32].
Let us point out, that here we focus on the one-dimensional case.
2.1 The category of algebraic probability spaces and freeness
Let k be a field of characteristic zero, and Algk the category of associative k-algebras, not necessarily
unital, and cAlgk the associative and commutative unital k-algebras. For A ∈ cAlgk, we denote by
A× its group of units, i.e. the set of invertible elements with respect to the multiplication. Next, we
introduce the category of algebraic k-probability spaces.
Definition 2.1. Let A ∈ Algk, with unit 1A, and let φ : A → k be a pointed k-linear functional with
φ(1A) = 1k. The pair (A, φ), is called a non-commutative k-probability space, and the elements
a ∈ A the random variables.
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The algebraic probability spaces over k form a category, which we denote by AlgkP. The subcategory
of commutative algebraic probability spaces is denoted by cAlgkP. The full subcategory of C
∗-
probability spaces C∗AlgCP, has a objects pairs (A,ϕ), where A is a C∗-algebra and φ a state.
Definition 2.2. The law or distribution of a random variable a ∈ A, is the k-linear functional
µa ∈ k[[x]], given by µa(xn) := φ(an), n ∈ N. The coefficients (mn(a))n∈N of the power series µa are
the moments of a.
Remark 1. Let us briefly discuss a kind of “Taylor approximation” for random variables. For m :=
A \ {k1A} consider the decreasing filtration
A ⊃ m ⊃ m2 ⊃ m3 ⊃ . . . .
of subsets (ideals). Then, by restricting φ onto mn, n ∈ N∗, and, in particular, to the purely diagonal
sets, we obtain higher order, localised information.
Definition 2.3 (Freeness). Let (A, φ) ∈ AlgkP and I an index set. A family of sub-algebras (Ai)i∈I ,
with 1A ∈ Ai ⊂ A, i ∈ I, is called freely independent if for all n ∈ N∗, and ak ∈ Aik ∩ ker(φ),
1 ≤ k ≤ n, also
a1 · · · an ∈ ker(φ),
holds, given that ik 6= ik+1, 1 ≤ k < n.
One should note that the requirement for freeness is that consecutive indices must be distinct, thus
ij = ij+2 is possible.
Let Iφ ⊂ ker(φ) be the largest two-sided ideal contained in the kernel of φ, which is a linear subspace
of A. Then all the elements of Iφ are free but have trivial moments. Hence, the relevant object for
free probability is the linear quotient space ker(φ)/Iφ.
The comparison with classical probability is illustrative.
Definition 2.4 (Independence). Let (A, φ) ∈ cAlgkP be a commutative algebraic probability space,
and I an index set. A family of sub-algebras (Ai)i∈I , with 1A ∈ Ai ⊂ A, i ∈ I, is called independent
if for all n ∈ N∗, and ak ∈ Aik , 1 ≤ k ≤ n, with Aik 6= Aik′ for k 6= k′ (i.e. for mutually different
sub-algebras )
φ(a1 · · · an) =
n∏
i=1
φ(ai),
holds.
In classical probability, independence of random variables corresponds to those elements for which the
expectation, a linear functional, behaves like a character. In free probability those elements of the
kernel are of importance which behave like elements of an algebra.
2.2 The affine group schemes related to free additive and multiplicative convolu-
tion
Voiculescu [29, 30, 31] proved that for a pair of free random variables {a, b} in a non-commutative
probability space, with distributions µa and µb, respectively, µa+b and µab depend only on µa and µb.
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• The distribution of µa+b is called the additively free convolution of µa and µb, and it is
denoted by µa  µb.
• The distribution of µab is called the multiplicatively free convolution of µa and µb, and it
is denoted by µa  µb.
In fact, the binary operations  and , as induced by the sum and the product of free random
variables, can be expressed by universal polynomials with integer coefficients, and therefore
these operations can be further investigated by algebraic methods.
Let us consider the following k-functors from cAlgk to Set,
AN
∗
(A) := {(a1, a2, a3, . . . ) | ai ∈ A, i ≥ 1},
G(A) := {(a1, a2, a3, . . . ) | a1 ∈ A×, ai ∈ A, i ≥ 2},
G+(A) := {(1A, a2, a3, . . . ) | ai ∈ A, i ≥ 2},
and their finite-dimensional projections for n ∈ N∗,
An(A) := {(a1, . . . , an) | ai ∈ A, 1 ≤ i ≤ n},
Gn(A) := {(a1, . . . , an) | a1 ∈ A×, ai ∈ A, 2 ≤ i ≤ n},
(G+)n(A) :=
{
(1A, a2, . . . , an) | ai ∈ A, 2 ≤ i ≤ n}.
We note, that AN∗(A), i.e. the affine N∗-space over k, G+(A) and (G)n(A) are affine varieties.
Let us restate the following results of Voiculescu in the language of formal groups.
Proposition 2.5 ([29, 30]). The additive free convolution , defines an infinite commutative formal
group law over Z which is homogeneous, i.e. there exists a countable sequence of polynomials P =
P = (P1, P2, P3, . . . ), Pi ∈ Z[x1, . . . , xn, y1, . . . , yn] such that
• P1(x1, y1) = x1 + y1,
• Pn(x, y) = Pn(y, x), for all n ∈ N∗, (commutative, symmetric)
• Pn(x1, . . . , xn, y1, . . . , yn) = xn + yn + P˜n(x1, . . . , xn−1, y1, . . . , yn−1), (homogeneous of degree n
if deg(xi) := deg(yi) := i)
• 0 = (0n)n∈N∗ is the neutral element.
Proposition 2.6 ([31]). The multiplicative free convolution , defines an infinite commutative
algebraic group law over Z, i.e. there exists a countable sequence of polynomials Q = Q =
(Q1, Q2, Q3, . . . ), Qn ∈ Z[x1, . . . , xn, y1, . . . , yn] such that:
• Q1(x1, y1) = x1 · y1
• Qn(x, y) = Qn(y, x) for all n ∈ N∗, (commutative, symmetric)
• Qn(x1, . . . , xn, y1, . . . , yn) = xnyn1 + xn1yn + Q˜n(x1, . . . , xn−1, y1, . . . , yn−1), (homogeneous of bi-
degree n, if deg(xi) := deg(yi) := i)
• 1 = (1)n∈N∗ is the neutral element
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For n = 2, we have Q2(x1, x2, y1, y2) = x2y
2
1 + x
2
1y2 − x21y21, which follows from the above conditions.
The inverse with respect to  can be calculated recursively. We have y1 = 1x1 , and
yn =
1
xn1
(1− xn
xn1
− Q˜n(x1, . . . , xn−1, y1(x1), . . . , yn−1(x1, . . . , xn−1))), (1)
where the notation yi(x1, . . . , xi−1) expresses that yi is a function of x1, . . . , xi, 1 ≤ i ≤ n− 1.
Let us make the following remarks:
• The homogeneity of the above group laws is due to the causality of the moments, i.e. in order
to calculate a moment of order n only information up to order n is needed.
• In [12] we generalised the group laws in Propositions 2.5 and 2.6 to the n-dimensional setting,
thereby extending the derivation in [11].
The next proposition casts [[31] Lemma 2.2] into a more general form.
Proposition 2.7. For all A ∈ cAlgk the following holds:
1. (AN∗(A),) is an abelian group with neutral element 0 = (0, 0, 0, . . . ).
2. (G(A),) and (G+(A),) are abelian groups with neutral element 1 = (1, 1, 1, . . . ).
3. For the operation , AN∗ is a projective limit of finite dimensional groups, i.e.
AN
∗
(A) = lim←−
n∈N∗
An(A).
4. For the operation , G(A) and G+(A) are projective limits of finite dimensional groups, i.e.
G(A) = lim←−
n∈N∗
Gn(A) and G+(A) = lim←−
n∈N∗
(G+)n(A) .
Proposition 2.8. For all A ∈ cAlgk the following holds:
1. (G(A),) is the direct product of the normal subgroup G+(A) and the 1-dimensional torus G1(A),
i.e.
G(A) = G1(A)×G+(A) ,
or equivalently, the sequence
0A // G1(A)
ι // G(A)
p // G+(A) // 1A .
with maps ι and p, given by ι(a) := (a, 1, 1, 1, . . . ) and p(a1, a2, a3 . . . ) := (1,
a2
a1
, a3a1 , . . . ), respec-
tively, is exact.
2. The groups G(A) and G+(A) are filtered by their respective subgroups Gn(A) and (G+)n(A) in
ascending order.
In the n-dimensional case, n ≥ 2, one has equivalent statements, but instead with the n-dimensional
torus and the semi-direct product replacing the direct product, cf. [11].
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2.3 The natural transformations R and S
Definition / Theorem 2.9 (Voiculescu’s R-transform). The R-transform is a natural isomorphism
R : (AN
∗
,)→ (AN∗ ,+),
i.e. for all A ∈ cAlgk and f, g ∈ AN∗(A), we have
RA(f  g) = RA(f) +RA(g).
For A ∈ cAlgk, the units of the ring of formal power series A[[z]] with coefficient in A, are given by
A[[z]]× = A×(1 + zA[[z]]).
Let •[[z]]× denote the functor A 7→ A[[z]]× and Λ(A) ⊂ A[[z]]× the subring Λ(A) := 1 + zA[[z]].
To every f ∈ G(A) corresponds a formal power series of the form
f(z) = a1z + a2z
2 + a3z
3 + . . . , a1 ∈ A×,
which is invertible with respect to composition of power series. We denote this inverse by f−1(z),
and in fact, we have a natural transformation inv : G→ G, which is an involution, i.e. inv2 = id and
hence f−1 = inv(f).
Definition / Theorem 2.10 (Voiculescu’s S-transform). The S-transform is the natural isomor-
phism (of set valued functors)
S : G→ •[[z]]×,
given by
SA(f) :=
1 + z
z
f−1(z), (2)
for A ∈ cAlgk and f ∈ G(A).
The following statements, originally deduced by Voiculescu in [31], cf. also [32], not only justify the
above definitions but further extend them.
Proposition 2.11. The S-transform is a natural isomorphism between the group-valued functors
G and •[[z]]×, i.e. for A ∈ cAlgk, and the abelian groups ((A[[z]])×, ·), (Λ(A), ·), (G(A),) and
(G+(A),), the diagram
(G+(A),)
SA
∼ //
incl.

(Λ(A), ·)
incl.

(G(A),)
SA
∼ // ((A[[z]])×, ·)
commutes. For f, g ∈ G(A), it implies: SA(f  g) = SA(f) · SA(g).
We close this subsection by putting the R− and S-transform into perspective by comparing them
to the integral transforms in classical probability theory. The Mellin transform, cf. e.g. [14], of a
positive real random variable X, i.e. X ≥ 0, is defined as
MX(t) := E[Xit] =
∫ ∞
0
xitdµX(x),
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where t ∈ R and with the convention 0it := 0, for all t. Then, for X,Y independent classical and a, b
free non-commutative random variables, respectively, the following relations hold:
X,Y independent convolution transform (Fourier / Mellin)
additive µX+Y = µX ∗ µY FX+Y (t) = FX(t) · FY (t)
multiplicative µX·Y = µX ∗m µY MX·Y (t) =MX(t) · MY (t)
a, b free convolution transform (R / S)
additive µa+b = µa  µb Ra+b(z) = Ra(z) +Rb(z)
multiplicative µa·b = µa  µb Sa·b(z) = Sa(z) · Sb(z)
where we used the notation Ra(z) := Rµa(z) and Sa(z) := Sµa(z), etc.
2.4 Free cumulants and the NS-convolution
The theory of free cumulants was originally created by R. Speicher [28], and then further developed
jointly with A. Nica, culminating in the monograph [27]. An essential role is played by non-crossing
partitions and their Kreweras complement, cf. [[27], Lectures 9., 17. and 18.].
For n ∈ N∗, let NC(n) denote the poset of non-crossing partitions of the set {1, . . . , n}. For A ∈ cAlgk,
f, g ∈ G(A), i.e. f = (a1, a2, a3, . . . ) and g = (b1, b2, b3, . . . ) with a1, b1 ∈ A×, and a non-crossing
partition pi = {V1, . . . , Vp} ∈ NC(n), with Kreweras complement K(pi) = {W1, . . . ,Wq}, one
introduces the operators Xw,pi and Xw,K(pi), which are defined as follows:
Xpi(f) := a|V1| · · · a|Vp| ,
XK(pi)(g) := b|W1| · · · b|Wq | ,
where |Vi| and |Wj | denote the cardinality of the set Vi and Wj , respectively.
Definition 2.12 (Nica & Speicher’s free boxed convolution). For A ∈ cAlgk and f, g ∈ G(A), the
one-dimensional free boxed convolution NS is defined as
Xn(f  g) :=
∑
pi∈NC(n)
Xpi(f)⊗XK(pi)(g) =
∑
pi∈NC(n)
pi={V1,...Vp}
K(pi)={W1,...Wq}
a|V1| · · · a|Vp|b|W1| · · · b|Wq |, (3)
with the product on the right hand-side taken in A.
The special vectors Zeta := (1, 1, 1, . . . ) and Moeb := (Catalann)n∈N∗ , where Catalann is the nth
Catalan number, define the following maps:
ϕm(•) := •NS Zeta
ϕfc(•) := •NS Moeb
which, by [27], satisfy
ϕm ◦ ϕfc = id, ϕfc ◦ ϕm = id .
Therefore the two maps ϕ : AN
∗ → AN∗ form a pair of isomorphisms, and give co-ordinate changes
from moments to free cumulants.
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Proposition 2.13. The one-dimensional free boxed convolution NS, defines an infinite commutative
algebraic group law over Z, i.e. there exists a countable sequence of universal polynomials KNS =
K = (K1,K2,K3, . . . ), Ki ∈ Z[x1, . . . , xn, y1, . . . , yn] such that
• K1(x1, y1) = x1 · y1,
• Kn(x1, . . . , xn, y1, . . . , yn) = Kn(y1, . . . , yn, x1, . . . , xn), (symmetric, commutative)
• Kn(x1, . . . , xn, y1, . . . , yn) = xnyn1 + xn1yn + K˜n(x1, . . . , xn−1, y1, . . . , yn+1) with
K˜n =
∑
pi∈NC(n),pi 6=1,0
pi={V1,...Vp}
K(pi)={W1,...Wq}
x|V1| · · ·x|Vp|y|W1| · · · y|Wq |,
where 0 and 1 denote the minimal and maximal element of the poset NC(n). It is homogeneous
of bi-degree if deg(xi) := deg(yi) := i, i ∈ N∗.
• (1, 0) = (1, 0, 0, 0, . . . ) is the neutral element.
For n = 2, with two non-crossing partitions, we have K2(x1, x2, y1, y2) = x2y
2
1 + x
2
1y2 and for n = 3,
where one has five non-crossing partitions, we have
K3(x1, x2, x3, y1, y2, y3) = x3y
3
1 + x
3
1y3 + x1x2y1y2 + x1x2y1y2 + x1x2y1y2
= x3y
3
1 + x
3
1y3 + 3x1x2y1y2.
The inverse with respect to NS can be calculated recursively. We have y1 = 1x1 and
yn = − xn
x2n1
− 1
xn1
K˜n(x1, . . . , xn−1, y1(x1), . . . , yn−1(x1, . . . , xn−1)),
where yi(x1, . . . , xi−1) expresses that yi is a function of x1, . . . , xi, 1 ≤ i ≤ n− 1.
Proof. From [[27] Proposition 17.5, 1)] it follows that the group law is well defined, in particular
associative. The existence and form of the unit from can be deduced from [[27] Proposition 17.5,
2)]. In oder to show the claim about the bi-degree, one has to use the the following property of the
Kreweras complement, i.e. for pi ∈ NC(n) one has
|pi|+ |K(pi)| = n+ 1,
and then one proceeds as in the equivalent proof in [11].
Definition / Theorem 2.14 (Nica and Speicher’s free F -transform). The free F -transform is the
natural isomorphism (of set valued functors)
F : G→ •[[z]]×,
given by
FA(f) :=
1
z
f−1(z), (4)
for all A ∈ cAlgk and f ∈ G(A).
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The following two statements can be deduced from [[27], Lecture 18.]
Proposition 2.15. The free F -transform is a natural isomorphism from G to •[[z]]×, i.e. every FA
is an isomorphism of abelian groups, such that the diagram
(G+(A),NS)
incl.

FA
∼ // (Λ(A), ·)
incl.

(G(A),NS)
FA
∼ // (A[[z]]×, ·)
commutes. For f, g ∈ G(A), it implies: FR(f NS g) = FA(f) · FA(g).
2.5 Hopf algebras related to free probability
Let G be a covariant and representable functor from cAlgk to the category of groups. Then G defines
an affine group scheme. This is equivalent to the existence, up to isomorphism, of a commutative but
not necessarily co-commutative Hopf algebra H, such that HomcAlgk(H,A) is naturally isomorphic
to G(A), for all A ∈ cAlgk. As usual, Gna denotes the n-dimensional additive group law and Gnm the
n-dimensional multiplicative group law.
Proposition 2.16. The formal group law F corresponding to Q, is given by
F,n(x1, . . . , xn, y1, . . . , yn) = Qn(x1 + 1, . . . , xn + 1, y1 + 1, . . . , yn + 1)− 1,
for n ∈ N∗.
The formal group law F+ , corresponding to x1 = y1 = 1 in Q, is homogeneous of degree n − 1, if
deg(xi) := deg(yi) := i− 1, for i ≥ 2.
Proof. The formal group law is obtained by a change of co-ordinates, which in our case is translation
by −1, i.e. x 7→ x− 1 for x ∈ G.
Then the claim follows from F(x, y) = ((x + 1)  (y + 1)) − 1, by projecting onto the individual
components.
Let us consider the following examples for F and F
+
 , where we set x1 = y1 = 0 in the latter case:
For n = 1, we have F,1(x1, y1) = x1 + y1 + x1y1, which is the multiplicative group law, and F
+
,1 ≡ 0.
For n = 2, we have
F,2(x1, x2, y1, y2) = x2 + y2 + x2y
2
1 + 2x2y1 + x
2
1y2 + 2x1y2 − x21y21 − 2x21y1 − 2x1y21 − 4x1y1.
and F+,2 = x2 + y2.
For n = 3, we have
F,3(x1, x2, x3, y1, y2, y3) = x3y
3
1 + x
3
1y3 + x2x1y2y1 − x2x1y31 + x2x1y1y2 − x31y1y2
−x1x2y31 − x31y2y1 − x2x1y31 + x1x2y2y1 − x31y2y1 + 2x31y31
= x3y
3
1 + x
3
1y3 + 3x1x2y1y2 − 3x1x2y31 − 3x31y1y2 + 2x31y31.
and F+,3 = x3 + y3 + 3x2y2.
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The free polynomial algebra k[x1, x2, x3, . . . ], in countably many commuting variables xi is an N-
graded algebra, with deg(xi) := i, i ∈ N∗, i.e. k[x1, x2, x3, . . . ] =
⊕∞
n=0Hn, where H0 = k · 1 and for
n ≥ 1, Hn is the k-linear span by all monomials xi1 · · ·xim of degree i1 + · · ·+ im = n. As an algebra
it is graded connected, since Hi ·Hj ( Hi+j . Further, we denote the ring of Laurent polynomials by
k[x−1, x] and we shall use the convention xi := x1 ⊗ 1 and yi := 1⊗ x1 in the following formulæ.
Theorem 2.17. The free additive and multiplicative convolution define pro-affine group schemes.
1. (AN∗ ,) is a pro-unipotent affine group scheme. It is represented by the graded connected Hopf
algebra H = k[x1, x2, x3, . . . ], with the co-product given by
∆(xi) := Pn(x1, . . . , xn, y1, . . . , yn),
and the co-unit ε(xi) = 0, i ∈ N∗. The antipode α is calculated recursively, starting with
α(x1) = −x1.
2. (G,) is a pro-affine group scheme, which is represented by the filtered Hopf algebra H =
k[x−11 , x1, x2, x3, . . . ], with the co-product given by
∆(xi) = Qn(x1, . . . , xn, y1 . . . , yn),
where x1 and x
−1
1 are group-like elements, i.e. ∆(x
(−1)
1 ) = x
(−1)
1 ⊗ x(−1)1 . The co-unit satisfies
ε(x1) = 1k and ε(xi) = 0, for i ≥ 2. The antipode is calculated recursively, starting with
α(x1) = x
−1
1 .
3. (G+,) is a pro-unipotent affine group scheme. It is representable by the graded connected Hopf
algebra H+ = k[x2, x2, x3, . . . ], deg(xi) := i− 1, for i ≥ 2, and with the co-product given by
∆+(xi) = F
+
n (x2, . . . , xn, y2, . . . , yn).
The co-unit satisfies ε(xi) = 0, i ≥ 2, and the antipode is calculated recursively, starting with
α(x2) = −x2.
Theorem 2.18 (Algebraic linearisation of ). There exists a natural isomorphism
log : (G+,)→ GN
∗
a ,
which is given by
log =
(
z
d
dz
ln
)
◦ S, (5)
where S is the S-transform (2). Hence, for all A ∈ cAlgk and f, g ∈ G+(A) the following holds:
logA(f  g) = logA(f) + logA(f).
Corollary 2.19 (Algebraic linearisation of NS). There exists a natural isomorphisms
logNS : (G+,NS)→ GN
∗
a ,
which is given by
logNS =
(
z
d
dz
ln
)
◦ F, (6)
where F is the free F -transform (4). Hence, for all A ∈ cAlgk and f, g ∈ G+(A) the following holds:
logNSA(f NS g) = logNSA(f) + logNSA(g).
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Remark 2. The version Mastnak and Nica have given in [24] is for NS.
In higher dimensions the free multiplicative convolution of cumulants, as originally introduced by Nica
and Speicher [27] is not abelian and therefore not linearisable, cf. [11, 12].
The situation is different for the free additive convolution, which is commutative in every dimension as
it is given by a commutative formal group law. Therefore, there exists always a natural isomorphism
log : (AN
∗
,)→ GN∗a which is, up to a linear transformation, given by a lower triangular matrix. In
the one-dimensional case it corresponds to Voiculescu’s R-transform [29, 30], i.e.
log ∼ R.
For an alternative Lie theoretic derivation in the general case, one should consider [12].
Corollary 2.20. There exists a natural isomorphism of pro-unipotent affine group schemes
EXP : (AN
∗
,)→ (G+,), (7)
which is given by
EXP := S−1 ◦ (z d
dz
ln)−1 ◦R, (8)
where R and S are the R− and S-transform, respectively. For A ∈ cAlg and f, g ∈ AN∗(A) the
following holds:
EXPA(f  g) = EXPA(f) EXPA(g).
3 Co-rings and comonads
3.1 Witt vectors
In this subsection, we use the following references [17, 19, 26, 33].
Proposition 3.1 (Witt ring). There exist universal polynomials SW = (SWn)n∈N∗ and PW = (PWn)n∈N∗
with SWn, PWn ∈ Z[x1, . . . , xn, y1, . . . , yn] which satisfy:
• S1(x1, y2) = x1 + y1
• Sn(x1, . . . , xn, y1, . . . , yn) = Sn(y1, . . . , yn, x1, . . . , xn) (commutative / symmetric)
• Sn(x, y) = xn + yn + S˜W(x1, . . . , xn−1, y1, . . . , yn−1) (formal group law)
• P1(x1, y1) = x1 · y1
• Pn(x1, . . . , xn, y1, . . . , yn) = Pn(y1, . . . , yn, x1, . . . , xn) (commutative)
Let W denote the functor W : cAlgk → cRingk, whose composition with the forgetful functor to Set,
is W(A) := AN∗ .
Proposition 3.2. (W(A),+W, ·W, (0, 0, 0, . . . ), (1, 0, 0, 0, . . . )) is a commutative unital ring with mul-
tiplicative unit (1, 0, . . . , 0, . . . ), and with the addition and multiplication defined by:
(x+W y)n := SWn(x, y), (9)
(x ·W y)n := PWn(x, y), (10)
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The polynomials SW and PW can be determined by the requirement that the ghost map
wA : W(A)→ AN∗ (11)
is a natural isomorphism of commutative rings. The map w is given by a vector of maps w = (wn)n∈N∗ ,
with components
wn : W(A)→ A,
x 7→ wn(x1, . . . , xn) :=
∑
d|n
dx
n/d
d , (12)
which are ring homomorphisms. The wn(x1, . . . , xn) ∈ Z[x1, . . . , xn] are the Witt polynomials.
From formula (12), one obtains for n = 1, . . . , 5:
w1 = x1,
w2 = x
2
1 + 2x2,
w3 = x
3
1 + 3x3,
w4 = x
4
1 + 2x
2
2 + 4x4,
w5 = x
5
1 + 3x5.
Proposition 3.3 ([26]). The Witt ring is represented by Z[w1, . . . , wn, . . . ], with the “co-addition”
and co-multiplication given by
∆+(wn) := wn ⊗ 1 + 1⊗ wn,
∆·(wn) := wn ⊗ wn.
The above Proposition states that the ring structure is not defined by a Hopf algebra, but by a co-ring,
which translates into component-wise addition and multiplication.
Proposition 3.4. For A ∈ cAlgk, the ghost map defines a natural isomorphism of ring valued
functors, i.e.
wA : (W(A),+W, ·W)→ (AN∗ ,+, ·H)
is a natural isomorphism of commutative unital rings.
3.2 The λ-ring of formal power series
References for this part are [9, 19, 33]. The functor Λ : cRingk → cRingk, when composed with the
forgetful functor to Ab, the category of abelian groups, has
Λ(A) := (1 + zA[[z]])× = {f(z) = 1 + a1z + a2z2 + . . . | ai ∈ A}
as the underlying abelian group, with the “addition” +Λ given by the usual multiplication of power
series, i.e. +Λ := · and the “zero” equal to 1.
In order to have a ring structure, the “multiplication” ·Λ, is defined as follows: for f, g ∈ Λ(A) consider
the formal factorisations f(z) =
∏∞
i=1(1− xiz)−1 and g(z) =
∏∞
j=1(1− yjz)−1, and define
(1− at)−1 ·Λ (1− bt)−1 := (1− abt)−1,
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which is then extended bilinearily, i.e. one uses
•1 ·Λ (•2 +Λ •3) = •1 ·Λ •2 +Λ •1 ·Λ •3.
For every A ∈ cAlgk, the ghost map
z
d
dz
ln : Λ(A)→ AN∗ , (13)
is an isomorphism of commutative rings, cf. e.g. [17, 19, 26]. It is well known that Λ, as a group-valued
functor, is representable by the Hopf algebra of complete symmetric functions Symm, cf [19].
Proposition 3.5 (e.g.[17, 19, 33]). There exists a natural isomorphism, the Artin-Hasse exponen-
tial map, E : W→ Λ, which for A ∈ cAlgk, is given by
EA : W(A)→ (A), (xn)n∈N∗ 7→
∞∏
n=1
1
1− xnzn .
Proposition 3.6 (Relation with multiplicative free convolution). There exists a natural isomorphism
of pro-affine group schemes ϕ : (W,+W)→ (G+,), which for A ∈ cAlgk, is given by
ϕA = inv
(
z
1 + z
∞∏
n=1
1
1− anzn
)
,
where inv denotes the compositional inverse of power series. Hence, we have
ϕA(a+W b) = ϕA(a) ϕA(b).
Proof. The isomorphism E : W→ Λ is given by, cf. e.g. [19, 33]
(an)n∈ 7→
∞∏
n=1
(1− anzn)−1
and then apply the inverse S−1 of the S-transform, in order to obtain the result.
3.3 Differential algebras
The references for this subsection are [15, 16, 34]. Further, we shall assume all algebras to be commu-
tative and unital.
Definition 3.7 ([16]). Let A ∈ cAlgk, λ ∈ k and d ∈ Homk(A,A), i.e. d is a k-linear endomorphism.
A differential k-algebra of weight λ is a pair (A, d) such that for all x, y ∈ A the following holds:
d(xy) = d(x)y + xd(y) + λd(x)d(y) and d(1) = 0. (14)
The operator d is called a derivation of weight λ.
Definition 3.8 ([16]). For A ∈ cAlgk, the λ-weighted Hurwitz product on AN is given by
(f ·λ g)n :=
n∑
k=0
n−k∑
j=0
(
n
k
)(
n− k
j
)
λkan−jbk+j . (15)
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Proposition 3.9 ([16], Section 2.3.). For every A ∈ cAlgk, (AN,+, ·λ, (1A, 0, 0, 0, . . . )) is an asso-
ciative and commutative k-algebra with (1A, 0, 0, 0, . . . ) as ·λ-multiplicative unit. In particular, for
a, b, c ∈ AN
(a+ b) ·λ c = (a ·λ c) + (b ·λ c), (16)
i.e. distributivity holds.
We have a natural transformation dA : A
N → AN which is defined as follows: for a ∈ AN set
(dA(a))n := an+1, (17)
i.e. dA acts by shifting a sequence by one position to the left (de´calage).
operator action on a sequence in AN name
idAN a0, a1, a2, a3, a4, . . . identity
dA a1, a2, a3, a4, a5, . . . λ-derivation (de´calage)
Proposition 3.10. (G+(A), ·λ, (1, 0, 0, 0, . . . )) is a commutative pro-unipotent affine group scheme,
which for λ ∈ Q∗ is isomorphic to (AN,+).
The above Proposition 3.10 shows the existence of a linearising isomorphism, which can be calculated
recursively.
In fact we have, summarising [[16], Propositions 2.7 and 2.10] and [15],
Proposition 3.11 ([15, 16]). For A ∈ cAlgk, we have:
1. The shift map dA is a λ-derivation for the Hurwitz product ·λ.
2. There exists a morphism of commutative rings
γ : (AN, ·λ)→ (AN, ·H),
which is given by
γ(a)n :=
n∑
j=0
(
n
j
)
λjaj .
If λ ∈ k×, i.e. λ is invertible then γ is an isomorphism of commutative rings.
For x, y ∈ A, let
Γλ(x, y) := d(xy)− d(x)y − xd(y) (18)
Proposition 3.12 (Carre´ du champ). For every differential k-algebra of weight λ, (A, d), Γλ : A⊗k
A → A, is symmetric and bilinear. The quantity Γλ(x, y) = λd(x)d(y) measures the deviation of d
being a derivation on xy.
3.4 Endomorphism algebras
Let us consider the category of algebras with a fixed endomorphism, cf. [3, 15, 21]. More precisely, we
consider pairs (A, σ) as objects with A ∈ cAlgk and σ ∈ HomcAlgk(A,A) and we denote the resulting
15
category by EndcAlgk. The initial object is (k, idk) and the forgetful functor U preserves the initial
object, as U(k, idk) = k.
The free algebra generated by one element t1 in EndcAlgk, is
k[t1]σ = k[t1, t2, t3, . . . ],
σ(tn) = tn+1, n ∈ N∗,
where tn, n ∈ N∗ are commuting variables. The right adjoint Fσ to U , is given by
Fσ(A) = (A
N∗ ,+, · point-wise, ∂),
where
∂(a1, a2, a3, a4, . . . ) := (a2, a3, a4, . . . ),
is the de´calage operator [3, 15] or Frobenius endomorphism, cf. [17].
The corresponding adjunction (U,Fσ, η
σ, εσ) is given by
ησ(A, σ) → FσU(A, σ) = (AN∗ ,+, · point-wise, ∂)
ησ(a) = (a, σ(a), σ2(a), σ3(a), . . . ), a ∈ A,
εσA : UFσ(A) = A
N∗ → A,
εσA(a) := a1, a ∈ AN
∗
.
The comonad C : cAlgk → cAlgk corresponding to the above adjunction C := (T, ε, δ) is given by
T := UFσ
δ := UησFσ (19)
δA : A
N∗ → (AN∗)N∗ ∼= AN∗×N∗
(δA(a))n = (a, ∂(a), ∂
2(a), ∂3(a), . . . ), a ∈ AN∗ ,
i.e. (δA(a))m,n = am+n−1, m,n ∈ N∗.
Proposition 3.13. The co-comparison functor K : EndcAlgk → cAlgkC , where cAlgkC is the
category of C-coalgebras, is an isomorphism. Therefore, EndcAlgk is comonadic over cAlgk.
Proof. This corresponds to [[15] Proposition 4.2].
3.5 Free convolution coalgebras
For a, b ∈ AN∗ , let
a  b := R−1(R(a) ·H R(b)),
where ·H is the point-wise multiplication, and for a, b ∈ G+(A), let
a∗ b := S−1(S(a) ·Λ S(b)).
Proposition 3.14. For every A ∈ cAlgk, (AN∗ ,, ) and (G+(A),,∗) are commutative unital
rings with neutral element 1 and S−1(1− t), respectively.
There exists a natural isomorphism LOG : (G+(A),,∗)→ (AN∗ ,, ), which is given by
LOG := R−1 ◦ (z d
dz
ln) ◦ S.
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Theorem 3.15. Let λ ∈ k× and A ∈ cAlgk. The following rings schemes, as depicted in the diagram
below, are all isomorphic :
(W(A),+W , ·W )
w
))
(Nr(A),+, ·Nr)
MR

(Λ(A),+Λ, ·Λ)
z d
dz
ln
uu
AH
tt
(AN,+, ·λ) GS // (AN∗ ,+, · point-wise) (AN∗ ,,∗)FMcKoo
S
OO
(AN
∗
,, )
R
55
(AN
∗NS ,∗NS)
logNS
ii F
cc
Here, (Nr(A),+, ·Nr) is the algebra of necklaces of Metropolis and Rota [25] and the labeled arrows
indicate the isomorphism which linearises the ring structure.
Let us introduce the functor V : cAlgk → cAlgk as V(A) := (AN∗ ,, ). Then the R-transform
induces on (AN
∗
,, ) a comonad structure, and similarly the S-transform.
Theorem 3.16. There is a comonad (V,∆, ε) on cAlgk, with the co-multiplication ∆ : V → V2
defined as shown in the commutative diagram below. For A ∈ cAlgk:
V(A)
RA

∆A // V2(A)
AN
∗
δA
// AN
∗×N∗ ∼
δ(R−1A )
// V(A)N
∗
R−1V(A)
OO
and ε := εσ ◦R, where δ is given in (19).
Analogously to Witt vectors, cf, [20], we have “Adams operations”. Let (A, f) be a co-algebra over
the comonad (AN∗ ,∆, ε). Then one can define operations ψn, n ∈ N∗, by
ψn : A
f // AN∗(A) Rn // A,
where Rn := ε(∂
n−1R(a)), i.e. Rn is the projection onto the nth component of the R-transform.
4 Analytic Aspects of Infinitely Divisible Probability Measures
Here we generalise and extend the analytic results originally stated in [9, 10].
4.1 The Borel functor and free harmonic analysis
Let Mc : ToplcH → Set denote the functor from the category of locally compact Hausdorff topological
spaces to the category of sets, which assigns to every T ∈ ToplcH the set of compactly supported Borel
probability measures on T . We note that ToplcH is dual to the category of commutative C
∗-algebras.
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So, Mc(C) corresponds to the set of all compactly supported Borel probability measures on C, and
similarly Mc(R),Mc(R∗+) and Mc(S1) to the subsets of compactly supported probability measures on
R, R∗+ := (0,∞) and the unit circle S1, respectively. Finally, let Measc denote the functor from ToplcH
to compactly supported finite Borel measures.
Let M∗(−) be the set of µ ∈Mc(−) with non-vanishing first moment. Finally, let M∞,•(−) ⊂Mc(−)
be the set of all •-infinitely divisible probability measures, where • is either  or .
If a is a self-adjoint element in a C∗-probability space, and hence satisfies a = a∗, then there exists a
unique, compactly supported probability measure µa ∈Mc(R) such that for all n ∈ N,∫
R
xndµa(x) = φ(a
n)
holds.
We recall the content of Theorems 3.7.2, 3.7.3 and 3.7.4. in [32], which have been originally derived
in [30] and [5]. Let H denote the upper half-plane, H the closed upper half-plane and −H the closed
lower half-plane, respectively. Further, <(z) and =(z) denote the real and imaginary part of a complex
number z.
Theorem 4.1 ([5, 30, 32]). The following analytic characterisations of freely infinitely divisible prob-
ability measures with compact support in terms of their R- and S-transforms, respectively, hold:
1. Let R := R∞,(R) denote the set of stalks of functions, R(z), which are analytic in a neighbour-
hood of (C \ R) ∪ {0} (direct limit), and satisfy for all z ∈ H:
R(z¯) = R(z) and =(R(z)) ≥ 0. (20)
Then there exists a µ ∈ M∞,(R) such that R = Rµ. Further, if µ ∈ M∞,(R) then the germ
Rµ(z) can be analytically continued to C \R and to a neighbourhood of 0 and the condition (20)
holds.
2. Let V := V∞,(R∗+) denote the set of stalks of functions, v(z), which are analytic in a neighbour-
hood of (C \ R) ∪ [−1, 0] (direct limit), and satisfy for all z ∈ H:
v(z¯) = v(z) and =(v(z)) ≤ 0.
Then there exists a -infinitely divisible probability measure µ ∈Mc(R∗+) such that the function
S(z) := exp(v(z)) satisfies S = Sµ.
3. Let U := U∞,(S1) denote the sheaf of functions, u(z), which are analytic in H− 1
2
:= {z ∈
C |<(z) > −12} and satisfy for all z ∈ H−1/2:
<(u(z)) ≥ 0.
Then there exists a -infinitely divisible measure µ ∈ M∗∞,(S1) := Mc(S1) ∩M∗c (C) such that
the function S(z) := exp(u(z)) satisfies S = Sµ.
Lemma 4.2. The following holds:
1. (R,+), (V,+) and (U ,+) are commutative monoids (semi-groups), with neutral element 0.
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2. The sets R, V and U are convex cones, i.e. if f, g ∈ R,V,U and α, β ∈ R+, then αf + βg ∈
R,V,U .
Proof. We only have to show the second statement, as the first one follows from α = β = 1 and α = 0
or β = 0, respectively.
Let us consider the situation forR. If f(z), g(z) ∈ R and α, β ≥ 0 then αf(z) = αf(z) and =(αf(z)) =
α=(f(z)) ≥ 0 for z ∈ H. Further, αf(z) +βg(z) = αf(z) +βg(z) and =(αf(z) +βg(z)) = α=(f(z)) +
β=(g(z)) ≥ 0.
The remaining cases are treated similarly.
Proposition 4.3. (M∞,(R),) is a commutative monoid with δ0 as neutral element. It is a sub-
monoid of (Mc(R),) and the R-transform, yields an isomorphism of commutative monoids:
R : (M∞,(R),)→ (R∞,(R),+).
Proof. The first statement follows from
µ ν = µnn  νnn = (µn  νn︸ ︷︷ ︸
∈Mc(R)
)n
for some µn, νn ∈Mc(R), n ∈ N∗.
Proposition 4.4 (Holomorphic linearisation of ). We have:
1. There exists an isomorphism of semi-groups,
EXP : (V,+)→ (M∞,(R∗+),),
given by v(z) 7→ S−1(ev(z)), which linearises |R∗+.
2. There exists an isomorphism of semi-groups,
EXP : (U ,+)→ (M∗∞,(S1),),
given by u(z) 7→ S−1(eu(z)), which linearises |S1∩M∗(C).
Proof.
Sµν(z) = Sµ · Sν = ev(z) · eu(z) = ev(z)+u(z).
Proposition 4.5. There exists a morphism of abelian semi-groups
EXP : (M∞,(R),)→ (M∗∞,(S1),),
given by µ 7→ S−1(e−iRµ(i(z+1/2))).
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Proof. Let ϕ : H− 1
2
→ H be the conformal map z 7→ ϕ(z) := i(z + 12). Now, for Rµ(z) ∈ R∞,(R),
the map
Rµ 7→ (−iRµ) ◦ ϕ, (21)
is an injective map R → U , with the transformed function being equal to z 7→ −iRµ(i(z + 1/2)).
For δ0 we have Rδ0(z) ≡ 0 which is mapped onto 1 and corresponds to δe0 . Next, for µ, ν ∈M∞,(R)
we have Rµ +Rν = Rµν , and further
(iRµ(i(z +
1
2
))) + (iRν(i(z +
1
2
))) = i(Rµ +Rν) ◦ ϕ(z) = i(Rµν) ◦ ϕ(z),
from which the claim follows.
Let us consider the following examples:
• For R(z) = bz, i.e. the semi-circular law of radius 2√b and centred at the origin, we get
z 7→ ebz+ b2 , i.e. the free Brownian motion.
• For R(z) = a, i.e. the Dirac measure δa at a, we get a 7→ e−ia.
The free Poisson distribution (fP) with rate λ ≥ 0 and jump size α ∈ R, cf. e.g. [[27], Prop.
12.11, or [32] p. 34], is the limit in distribution for N →∞ of
νN,λ,α :=
((
1− λ
N
)
δ0 +
λ
N
δα
)N
,
with N in the exponent denoting the N -fold free additive self-convolution.
The R-transform of the limit ν∞,λ,α := limN→∞ νN,λ,α is
Rν∞,λ,α(z) = λα
1
1− αz =
∞∑
n=0
λαn+1zn = λα+ λα2z + λα3z2 + · · · . (22)
Let R[−1,0](R) ⊂ R∞,(R) be the subset of stalks of R-transforms which are also analytic around
[−1, 0] (direct limit set). Then R[−1,0](R) is not empty, as it contains, e.g. the
• Dirac delta δa, a ∈ R,
• (Centred) semi-circular a+ bz, a ∈ R, b > 0,
• Free Poisson λα/(1− αz), λ ∈ R+ and |α| < 1.
Proposition 4.6. There exists a monomorphism of abelian semi-groups
EXP : (M∞,(R)|R[−1,0] ,)→ (M∞,(R∗+),),
given by µ 7→ S−1(e−Rµ(z)).
Proof. For δ0 we have Rδ0(z) ≡ 0 which maps to e0 = 1, corresponding to Sδe0 (z). Define a mapR[−1,0] → V by Rµ 7→ −Rµ, which is injective. Then, for v(z) := −Rµ(z), we have
v(z¯) = −Rµ(z¯) =︸︷︷︸
by 1.
−Rµ(z) = −Rµ(z) = v(z),
and for =(z) > 0 we have =(−R(z)) = −=(R(z)) ≤ 0. Further, exp(−(Rµ + Rν)) = exp(−Rµν) =
exp(−Rµ) · exp(−Rν) holds.
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4.2 Analytic Witt semi-ring
A complex sequence (s1, s2, s3, . . . ) is called conditionally positive definite if the shifted sequence
(s2, s3, . . . ) is positive definite, cf. [[27], Notation 13.10]. If (s0, s1, s2, . . . ) is a positive definite sequence
then the truncated sequence (s1, s2, s3, . . . ) is conditionally positive definite. Namely, for all n ∈ N,
and all a0, . . . , an ∈ C, we have, by assumption, that
n∑
i,j=0
aia¯jsi+j ≥ 0.
Let a0 ≡ 0. Then for n ≥ 1 and for all a1, . . . , an ∈ C, we have
0 ≤
n∑
i,j=0
aia¯jsi+j =
n∑
i,j=1
aia¯jsi+j ,
as we are restricting to the sub-matrix where one deletes the first row and first column. This is a
particular case of the general fact that any principal sub-matrix of a positive definite matrix is again
positive definite.
Proposition 4.7. Let (sn)n∈N∗, sn ∈ R, be a sequence of real numbers. Then the following statements
are equivalent.
1. The sequence (sn)n∈N∗ is conditionally positive definite and exponentially bounded, i.e. there
exists a C > 0 such that |sn| ≤ Cn for all n ∈ N∗.
2. There exists a µ ∈M∞,(R) such that κn(µ) = sn, n ∈ N∗, i.e. the real sequence is given by the
free cumulants of a freely, infinitely divisible and compactly supported probability measure.
3. There exists a unique pair (γ, ρ) with γ ∈ R and ρ ∈Mc(R) such that
∞∑
n=0
sn+1z
n = γ +
∫
R
z
1− xzdρ(x).
Lemma 4.8. Let µ ∈M∞,(R) and κ(µ) = (κn(µ))n∈N∗ its free cumulant sequence. Then there exists
a ν ∈M∞,(R) such that κn(ν) = κn+2(µ), for all n ∈ N∗.
Proof of Lemma 4.8. Define a sequence (sn)n∈N∗ with sn := κ(µ)n+2 for n ∈ N∗ which is conditionally
positive definite and exponentially bounded. Then the claim follows from Proposition 4.7.
Proof of Proposition 4.7. 2.⇒ 1. : This follows from [[27] Theorem 13.6 and Proposition 13.15].
1.⇒ 3. : This follows from [[27] Proposition 13.14].
3.⇒ 1. : This follows from [[27] Lemmas 13.13 and 13.14].
1.⇒ 2. : By [[27] Proposition 13.14], there exists a finite, compactly supported, Borel measure ρ on R
such that
R(z) :=
∞∑
n=0
sn+1z
n = s1 +
∫
R
z
1− xzdρ(x). (23)
We show that R(z) in (23) satisfies [Theorem 4.1, 1.].
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• By using a version of the “Differentiation Lemma”, cf. e.g. [[22] Theorem 6.28], it follows that
R(z) is analytic in H and −H and in a neighbourhood of 0. The statement for the first two
regions follows directly from the integral representation.
As the support of ρ is bounded, there exists an A > 0 such that supp(ρ) ⊂ [−A,A]. Let
|z| < Cρ := min(1, 1/A). Then |zx| < 1 for all x ∈ supp(ρ), and hence R(z) is analytic in a disc
of radius Cρ centred at the origin.
• Positive imaginary part. We split the integral into real and imaginary parts. For z := a+ ib, we
have
z
1− xz =
a− x(a2 + b2)
(1− ax)2 + x2b2︸ ︷︷ ︸
=:u(x)
+i
b
(1− ax)2 + x2b2︸ ︷︷ ︸
=:v(x)
= u(x) + iv(x).
Then
R(z) = s1 +
∫
R
u(x)dρ(x)− i
∫
R
v(x)dρ(x) = R(z)
• For all x ∈ R and b > 0, we have v(x) > 0, and so for z ∈ H,
=(R(z)) =
∫
R
v(x)dρ(x) ≥ 0.
Hence, there exists a µ ∈M∞,(R) with Rµ(z) = R(z).
Let us give a second proof, which uses a Fock space construction.
Second proof of Proposition 4.7. There exists a finite, compactly supported measure ρ on R, whose
moments satisfy mn(ρ) = sn+2, for all n ∈ N.
Let m be the unique maximal ideal of C[x]. Define an inner product 〈 , 〉 on m, first on basis vectors
by
〈xm, xn〉 := sm+n, m, n ∈ N∗,
and then extend it sesquilinearly to arbitrary polynomials. Let
N := {p(x) ∈ m|〈p(x), p(x)〉 = 0},
be the corresponding null space. The Hilbert space is then given by
H := m/N ,
where the completion is taken with respect to 〈 , 〉.
Let T (H) be the associated tensor algebra with B(H) and B(T (H)), the vector spaces of bounded
linear operators on H and T (H), respectively.
Consider the C∗-probability space (B(T (H)), τH) and the self-adjoint linear operator a ∈ B(T (H)),
given by
a :=
(
l(x) + l∗(x) + Λ(x) + s1 idT (H)
)
,
where l(x) and l∗(x) are the raising and lowering operators, respectively. Further, let Tx be the
multiplication operator on H, i.e. Tx(p(x)) := x · p(x) for all p(x) ∈ m, and define Λ(x) := Λ(Tx), as
the gauge operator corresponding to Tx.
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The operator a is bounded as ‖l(x)‖ = ‖l∗(x)‖ = ‖x‖ = √s2, ‖s1 · id ‖ = |s1| are so, and because Λ(x)
is also bounded as the support of ρ is compact.
By [[27] Proposition 13.8] the distribution of a is infinitely divisible, i.e. there exists a µa ∈M∞,(R)
such that
mn(a) = τH(an) =
∫
R
xndµa = mn(µa),
for all n ∈ N. From [[27] Proposition 13.5] and as in [[27] Theorem 13.16, p.233] we have
κ1(µa) = κ1(a) = s1
κ2(µa) = κ2(a) = κ2(l
∗(x)l(x)) = 〈x, x〉 = s2,
and for n ≥ 2,
κn(µa) = κn(a) = κn(l
∗(x),Λ(x), . . . ,Λ(x)︸ ︷︷ ︸
(n− 2)-times
, l(x)) = 〈x,Λ(x)n−2x〉 = 〈x, xn−1〉 = sn.
As all the free cumulants of µa agree with the sequence (sn)n∈N, µa is the wanted measure.
Let us show that Tx is bounded for ρ with compact support. For ξ(x), f(x) ∈ L2(R, ρ) with |f |
∣∣
supp(ρ)
≤
Cf , Cf > 0, we have
‖Λ(f)(ξ)‖ = ‖f · ξ‖ ≤ Cf‖ξ‖
as
‖fξ‖2 =
∫
R
|f(x)|2|ξ(x)|2dρ(x) ≤
∫
R
C2f |ξ(x)|2dρ ≤ C2f‖ξ‖2.
Then for m ∈ N∗, we have
‖Λ(x)(xm)‖2 = 〈Λ(x)(xm),Λ(x)(xm)〉 = 〈xm+1, xm+1〉 = s2m+2∫
R
x2mdρ(x) =
∫
R
x2 · x2m−2dρ(x) ≤ Cx · ‖xm−1‖ ≤ Cx · 〈xm, xm〉 = Cx‖xm‖2.
For two power series, the point-wise or Hadamard multiplication, ·H , is defined as:( ∞∑
n=0
anz
n
)
·H
( ∞∑
n=0
bnz
n
)
:=
∞∑
n=0
anbbz
n .
The R-transform is a monomorphism R : M(R) → R[[z]] which is given by µ 7→ Rµ(z). For µ, ν ∈
Mc(R), we define a binary operation  , as follows:
µ  ν := R−1(Rµ(z) ·H Rν(z)), (24)
where R−1 is the inverse of the R-transform. However, sometimes it is preferable to use R := zR.
Theorem 4.9. (M∞,(R),, , δ0, ν∞,1,1) is a commutative semi-ring with the free Poisson distribu-
tion ν∞,1,1 as multiplicative unit.
Proof. We have ν∞,1,1 ∈M∞,(R) which follows from, e.g. the characterisation in Theorem 4.1 1, and
further Rν∞,1,1 = (1, 1, 1, . . . ), which is clearly the unit for  .
We have to show that this product is well defined.
23
1. Let µ, ν ∈ M∞,(R) and consider the corresponding free cumulant sequences (kn(µ))n∈N and
(kn(ν))n∈N. Both sequences are conditionally positive definite and by [[27] Theorem 13.16, prop-
erties (1) and (2)], [[27] Theorem 13.16, property (3)] and [[27] Lemma 13.13] also exponentially
bounded, i.e. |κn(•)| ≤ Cn• , n ∈ N for some constant C• > 0, depending on the measures µ and
ν, respectively.
Hence, |κn(µ) ·κn(ν)| ≤ (Cµ ·Cν)n for all n ∈ N, i.e. the point-wise product of the free cumulants
does not grow faster than exponentially.
2. In order to show positivity, we consider the corresponding Hankel matrices. Let κ˜n(•) := κn+2(•)
for n ∈ N. Then, by the Schur Product Theorem,
(κ˜i+j(µ) · κ˜i+j(ν))0≤i,j≤n,
is positive definite.
Therefore the sequence (hn)n∈N∗ , with h1 := κ1(µ) · κ1(ν) and hn := κn(µ) · κn(ν), n ∈ N∗, is
conditionally positive definite and exponentially bounded.
By Proposition 4.7 there exists a probability measure ξ ∈M∞,(R) such that hn = κn(ξ),n ∈ N∗.
Finally, let µ  ν := ξ.
3. Associativity and distributivity follow from the fact that the operations are given component-
wise, which individually satisfy these properties. Apply R to (µ  ν)   η, which by definition,
yields, Rµν ·H Rη = (Rµ +Rν) ·H Rη from which the result µ  η  ν   η, after applying R−1,
follows.
We remark that the binary operation   can be lifted via the exponential map to M∗∞,(S1) and
M∗∞,(R∗+), respectively. However, in the analytic case some additional considerations are necessary.
4.3 Geometric properties
Proposition 4.10. There exists a surjection pi : M∞,(R)→ Measc(R), with fibre pi−1(ρ) ∼= R×{ρ} ∼=
R.
Proposition 4.11. The space M∞,(R) carries two actions: for µ ∈ M∞,(R), r ∈ R and c ∈ R∗+,
we have:
• the R-action,(shift along the fibre) is given by:
r.µ := δr  µ,
• the R∗+-action (scaling) is given by:
c.µ := ν∞,c,1   µ.
Proof. (r + r′).µ = δr+r′  µ = δr  (δr′  µ) and 0.µ = δ0  µ = µ.
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Example: for the Dirac, semi-circular and free Poisson distribution, with c, r, λ ≥ 0, and α ∈ R, we
have
c.δa = δc·a,
c.γa,r = γc·a,√c·r,
c.νλ,α = νc·λ,α,
which shows that these classes of measures are invariant under the action. In particular, the semi-
circular distributions form a convex sub-cone.
4.4 Endomorphisms
Proposition 4.12. The family of Dirac distributions is a two-sided ideal in M∞,(R). We have
δa  δb = δa+b,
δa   δb = δab.
Further for µ ∈M∞,(R) we have
δa   µ = δκ1(µ)·a
where κ1(µ) is the first free cumulant of µ.
For a, b ∈ R and r, s > 0, the semicircle law centred at a and of radius r, is defined as the distribution
γa,r : C[z]→ C, given by
γa,r(z
n) :=
2
pir2
∫ a+r
a−r
tn
√
r2 − (t− a)2 dt ∀n ∈ N,
and its R-transform is
Rγa,r(z) = a+
r2
4
z . (25)
Proposition 4.13. Let γa,0 := δa. The family of semicircular distributions is a two-sided ideal in
M∞,(R), which contains the Dirac distributions as sub-ideal. We have
γa,r  γb,s = γa+b,√r2+s2 ,
γa,r   γb,s = γab,rs/2. (26)
Proof. We have Rγa,r γb,s(z) = abz +
r2s2
4·4 z
2 by component-wise multiplication of the R-transforms
and the relation (25).
For any µ ∈M , κ(µ) = (κ1(µ), κ2(µ), . . . ) with κ1(µ) ∈ R and κ2(µ) ≥ 0 as, e.g. by [[27] Prop], κ2(µ) =
m0(ρ) = ρ(R) ≥ 0 for some compactly supported finite measure ρ. Therefore, the non-negativity of
the second free cumulant is always preserved under the commutative point-wise multiplication, and
therefore the property of being an ideal follows.
Proposition 4.14. The family of free Poisson distributions fP with rate λ ∈ R+ and jump size α ∈ R
is closed with respect to the  -convolution, i.e. for λ, λ′ ∈ R+ and α, β ∈ R we have
ν∞,λ,α   ν∞,λ′,β = ν∞,λλ′,αβ.
Therefore, fP is a  -monoid, and for (λ, α) ∈ R∗+ × R∗, an abelian group.
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Proof. The statement follows from the representation given in equation (22) by component-wise mul-
tiplication.
Let us remark that a more general statement should be valid which holds also for the compound
free Poisson distribution, cf. [[27] p.206].
We derived our analytic results for compactly supported probability measures, but it is natural to
assume that one can extend them to all freely infinitely divisible probability measures.
For a ∈ R, we define the Teichmu¨ller representative as τ : R→M∞,(R), a 7→ ν∞,1,a which gives
a group isomorphism τ : (R∗, ·)→ (ν∞,1,•, ).
Let us define the shift operator V. For µ ∈ M∞,(R), with free cumulants κ(µ) = (κn(µ))n∈N∗ , let
V(µ) ∈M∞,(R), such that for all n ∈ N∗, we have:
κn(V(µ)) := κn+2(µ),
which by Lemma 4.8 is well-defined.
Proposition 4.15. The operator V defines a semi-ring endomorphism of M∞,(R), i.e. for µ1, µ2 ∈
M∞,(R), we have:
V(µ1  µ2) = V(µ1)V(µ2),
V(µ1   µ2) = V(µ1) V(µ2).
In particular, it respects the additive and multiplicative unit, i.e. we have
V(δ0) = δ0,
V(ν∞,1,1) = ν∞,1,1.
Proof. From κn(µ1µ2) = κn(µ1)+κn(µ2) and, by definition κn(µ1 µ2) = κn(µ1) ·H κn(µ2), n ∈ N∗,
the claim follows.
For a ∈ AN∗ , n ∈ N, with 00 := 1, let fn : AN∗ → AN∗ be given by
(aj)j∈N∗ 7→ (anj )j∈N∗ . (27)
At the level of measures we have, by slight abuse of notation, fn(µ) := R
−1(fn(κ(µ))), which is in fact
well defined.
Proposition 4.16. For µ ∈M∞,(R), n ∈ N, we have that:
fn(µ) = µ
 n, (28)
and fn yields a  -endomorphisms, i.e. for µ, ν ∈M∞,(R):
fn(µ  ν) = fn(µ)  fn(ν),
(µ  ν) n = µ n   ν n.
Proof. fn(κ(µ)) = (κj(µ)
n)j∈N∗ = κ(µ) n from which the claim follows.
We remark that the set of free Poisson distributions is invariant with respect to V and fn, in particular
V(ν∞,λ,α) = ν∞,λα2,α.
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4.5 Relation with classical infinite divisibility
The main references for this section are [2, 4, 6]. Here, we denote by ID(R, ∗) and ID(R,) the sets
of ∗-infinitely (classically) divisible and -infinitely (freely) divisible probability measure on the real
line; i.e. there is no restriction on the support.
We have M∞,(R) ⊂ ID(R,) as a dense sub-monoid and that there is a bijection ϕ between charac-
teristic pairs (γ, σ) and •-infinitely divisible probability measures on R, where • = ∗,, i.e. we have
ϕcp : R×Meas(R)→ ID(R, •). (29)
Let µ ∈ ID(R,) with characteristic pair (γ, σ). Then from [[2] (4.3)] we obtain
Rµ(z) = γ +
∫
R
z + x
1− xzdσ(x). (30)
Proposition 4.17. Let pi∗ : ID(R, ∗) → Meas(R) and pi : ID(R,) → Meas(R) be the projections
onto the second factor of the characteristic pair, i.e. pii(µ) := pr2(γ, σ) = σ, i = ∗, where µ is
represented by (γ, σ). The fibre pi−1i (σ) is isomorphic to R, and the Berkovi-Pata bijection gives a
bundle map ϕBP : ID(R, ∗)→ ID(R,), i.e. the following diagram
ID(R, ∗)
pi∗ &&
ϕBP
// ID(R,)
pixx
Meas(R)
commutes.
For µ, ν ∈ ID(R, ∗) with classical cumulants (c(µ))n∈N∗ and (c(ν))n∈N∗ , we define, equivalently to (24),
a binary operation ? as follows:
c(µ ? ν)n := c(µ)n · c(ν)n, (31)
i.e. the two cumulant sequences are multiplied component-wise, and then the measure is obtained by
the inverse Fourier transform of the exponential of the resulting sequence.
We have:
distribution parameters classical cumulants
Dirac a ∈ R (a,0,0,0,. . . )
Normal m ∈ R, σ2 ∈ R∗+ (m,σ2, 0, 0, . . . )
Poisson λ ∈ R∗+ (λ, λ, λ, λ, . . . )
Proposition 4.18. The joint set of Dirac, normal and Poisson distributions form a commutative
monoid for the operation ?, with unit the Poisson distribution with parameter λ = 1.
Remark 3. Let us note that in equality (23), the pair (s1, ρ) also uniquely characterises µ ∈M∞,(R).
From expression (30) we obtain the relation κ1(µ) = γ, and for the measures σ and ρ∫
R
z + x
1− xzdσ(x) =
∫
R
z
1− xzdρ(x).
Proposition 4.19. The following statements hold:
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1. The sets ID(R, ∗) and ID(R,) are convex cones for the following operation: for α, β ≥ 0 and
µ, ν ∈ ID(R, •) with • = ∗,, let
αµ+ βν := ϕ−1(αγµ + βγν , αµ+ βν)
where ϕ−1cp is the inverse of the bijection (29) .
2. The normal and the semicircular distributions form isomorphic convex sub-cones of ID(R, •).
3. ID(R, •), • = ∗,, carries a fibre-wise R-action, which is given by
δa.µ := ϕ
−1
cp ((γ + a, ρ)),
where a ∈ R and ϕ−1cp is the compositional inverse of the bijection(29).
5 Algebraic theories related to convolution of probability measures
5.1 Convex sets
For µ, ν ∈ Mc(R) and q ∈ [0, 1] let qµ + (1 − q)ν be the usual q-convex linear combination of
measures. Then the moments satisfy:
mn(qµ+ (1− q)ν) = qmn(µ) + (1− q)mn(ν),
which follows from ∫
R
xnd(qµ+ (1− q)ν) = q
∫
R
xndµ+ (1− q)
∫
R
xndν.
Hence the moment map m is a morphism for convex linear combinations.
Let us briefly recall the notion of convex sets, cf. [13, 18].
Definition 5.1. For every p, q ∈ [0, 1] we have a binary operation +q which satisfies the following
rules:
1. +q(x, y) = +1−q(y, x),
2. +q(x, x) = x,
3. +0(x, y) = y,
4. +p(+q(x, y), z) = +p+(1−p)q(+ p
p+(1−p)q
(x, y), z), if p+ (1− p)q 6= 0.
Proposition 5.2. For µ, ν ∈M∞,(R) and α, β ∈ R+, define the family of binary operations +α,β as
follows:
µ+α,β ν := R
−1(αRµ + βRν),
which yields
µ+α,β ν = µ
α  νβ.
Therefore, (M∞,(R),+α,β) has the structure of a convex cone.
Proof. This follows from Lemma 4.2. The second proof follows from the equality (30).
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Proposition 5.3. For q ∈ [0, 1], let +q := +q,(1−q). The operations  and   distribute over the
addition +q, i.e. for µ, ν, ξ ∈M∞,(R), we have:
(µ+q ν) ξ = (µ ξ) +q (ν  ξ),
(µ+q ν)  ξ = (µ  ξ) +q (ν   ξ).
Proof. In order to show distributivity, we calculate:
R ((µ+q ν) ξ) = (qRµ + (1− q)Rν) +Rξ = q(Rµ +Rξ) + (1− q)(Rν +Rξ),
and
R ((µ+q ν)  ξ) = (qRµ + (1− q)Rν) ·H Rξ = q(Rµ ·H Rξ) + (1− q)(Rν ·H Rξ).
Let us point out that we have to distinguish between operations defined on moments and cumulants
and in general we can not mix the two, as the following example shows, cf. [[27] Remarks 12.10 (2)].
For µ := 12(δ−1 + δ+1), with the convex combination taken for moments, we have
1
2
(δ−1 + δ+1) µ 6= 1
2
(δ−1  µ) +
1
2
(δ+1  µ).
Let S be a semi-ring and GS be the functor
GS : Set→ Set
such that for X ∈ Set, we have
GS(X) :=
{
ϕ : X → S| ϕ(x) = 0 for almost all x ∈ X, and
∑
x∈X
ϕ(x) = 1
}
.
Then every ϕ ∈ GS(X) has a representation
ϕ = s1x1 + · · ·+ snxn,
with si ∈ S, xi ∈ X, i = 1, . . . , n, and where si = 0 is possible and the xi are not necessarily different,
i.e. we allow also non-reduced formal sums, which can be considered as special S-valued divisors.
Proposition 5.4 ([18, 13]). Let S be a commutative unital semiring. The distribution or finite
Giry monad (GS , η, µ) with coefficients in S, is given by:
ηX : X → GS(X),
x 7→ 1Sx,
µX : G
2
S := GS ◦GS → GS ,
µX
(
n∑
i=1
siϕi
)
:= x 7→
n∑
i=1
siϕi(x)
Proposition 5.5. (M∞,(R),+q, q ∈ [0, 1]) is an algebra for the finite Giry / distribution monad,
with α : GR+(M∞,(R))→M∞,(R) given by:
α(λ1µ1 + · · ·λnxn) := µ1 +q1 (µ2 +µ2 (· · ·+qn−2 (µn−1 +qn−1 µn)))
for µi ∈M∞,(R), λi ∈ R+,
∑n
i=1 λi = 1, q1 := λ1 and qi :=
qi
1−q1−···−qi−1 , i = 1, . . . , n.
Proof. The statement follows from [[18] Theorem 4].
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5.2 The convolution algebra
We introduce, following the notation in [23], an algebraic theory (Ω, E) consisting of a graded set Ω
of operators and E a set of identities which together define an 〈Ω, E〉-algebra.
Definition 5.6. The (partial) convolution algebra is given by the following generators Ω and
relations E:
• Ω(0) := {0, 1} × R, nullary operations,
• Ω(1) := {id, inv, ∂, fn}, n ∈ N, unary operations,
• Ω(2) := {+, ·,+q}, q ∈ ∆1, where ∆1 denotes the geometric one-simplex, binary operations.
These satisfy the following relations E:
1. (+, ·,0 := (0, 0),1 := (1, 1)) forms a commutative semi-ring with additive unit 0 and multiplica-
tive unit 1,
2. +q q ∈ [0, 1] satisfies the properties of Definition 5.1,
3. ∂ is an endomorphism for +, · and +q, q ∈ [0, 1],
4. fn n ∈ N∗ is an endomorphism for ·.
Remark 4. 1. We call it “partial” because there exist further operations, however we intended to
capture those which we have encountered so-far.
2. The above algebraic structure is not operadic, as its definition also involves co-operations. How-
ever, it contains several sub-operads, e.g. Definition 5.1, without property 2. defines an operad,
cf. the remark by T. Leinster quoted in [[13] p. 6].
3. The derived n-ary operations also contain the standard n− 1-simplex as label.
Proposition 5.7. For every A ∈ cAlgk, (AN∗ ,+, · point-wise,+q, q ∈ [0, 1], ∂, fn, n ∈ N∗) is a partial
convolution algebra which is furthermore a commutative unital ring for (+, ·)-point-wise.
Theorem 5.8. (M∞,(R),, , δ0, ν∞,1,1, ∂ˆ2, fn, n ∈ N∗), fn as in (27) and with ∂ˆ2 := R−1◦∂2◦R, has
the structure of an algebra over the set operad generated by Ω(0),Ω(1) and +, ·. (M∞,(R),, ,+q, q ∈
[0, 1], ∂ˆ2, fn, n ∈ N) is an (Ω, E)-algebra.
Remark 5. • The notation ∂ˆ2 emphasises the fact that in order to have the de´calage operator acting
properly on measures we have to take its square, i.e. it is elliptic.
• By using e.g. the Berkovici-Pata-bijection or checking the properties directly, we can transfer
this structure of a convolution algebra to the classical and boolean case, i.e. it applies also to the
set ID(R, ∗).
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