We investigate the ways in which non-parametric jumps in asset prices can be incorporated into a 
Introduction
In this paper we work in a discrete time volatility framework and investigate the impact of price jumps on future volatility. A parallel study is given by Maheu and McCurdy (2004) , who model the jump dynamics as compound Poisson process and incorporate them into a daily GARCH model. The inclusion of such a parametric jump process improves forecasts of volatility, and this approach is followed by Daal, Naka and Yu (2007) , Xu (2008) , Wang and Hsu (2006) , among others, for a variety of model enhancement. 4 incorporate them into the information set of a FIEGARCH model and test the hypothesis that these jumps provide extra information in forecasting volatility.
We use the method proposed by Andersen, Bollerslev and Dobrev (2007) to identify intraday jumps (hereafter ABD), after adjusting for intraday volatility pattern. Jumps information, filtered in different manners, is then added into the FIEGARCH model. The model parameters are then estimated by maximizing the log-likelihood of the data, assuming a Gaussian and a student t distribution. Our data We introduce the model setup in section 2, describe our data in section 3 and present estimation result in section 4. We discuss future research plans and conclude in section 5.
Model Setup

Realized Volatility Measure and Intraday Jump Method
We assume that in continuous time, the logarithmic of asset price follows a jump-diffusion process: Barndorff-Nielsen and Shephard (2004) 
FIEGARCH Plus ABD Jump
The FIEGARCH model of Bollerslev and Mikkelsen (1996) has the following specification:
, where t Z is the standardized excess return and is assumed to follow some distribution D with zero mean and unit variance, t  is the conditional mean of returns, t h is the conditional variance of returns and the logarithm of which has an ARFIMA (1,d,1) structure by Granger and Joyeux (1980) 
When d is zero, the above structure in the logarithm of conditional variance reduces to an ARMA (1,1) process; when d is unity, an integrated GARCH model is obtained. Thus, if 0 < d < 1, the process is said to be fractionally integrated, has a long memory property and is covariance stationary capturing the asymmetric response of volatility to previous returns. The time index t can now be referred to intraday time index. Most of the GARCH plus parametric jump models specify that the return innovation has two contemporaneously independent components:
, where the first innovation is due to time-varying volatility and the second one is due to jumps, as in Maheu and McCurdy (2004) , Xu (2008) , Han (2007) , Chan and Feng (2008) , Wang and Hsu (2006) and Daal, Naka and Yu (2007) . Since we directly observe jumps in price using the ABD test, we build the jump dynamics into the FIEGARCH model as incremental information. We begin by re-defining
However, we see that the same ARFIMA structure is applied to both 1  t g , which may or may not be the optimal specification. We can therefore modify the model as:
Model 2: 
All of the above models must be truncated for the infinite expansion in 
Model 5: at the previous period, we will review this assumption and relax it at a later stage.
Data
Our data are 30-minute returns of SPY and INTC from 02/Jan/02 to 29/Dec/2006, with a total of 16198 observations. Both the exchanged traded fund SPY and the individual stock INTC have large trading volume, an advantage for high-frequency sampling. Also, SPY avoids the stale price effect of the spot index, as recognized by Liu and Maheu (2005) , and contributes to the price discovery of the S&P 500 index, as shown by Hasbrouck (2003) . Traded prices from Trade and Quote database are used to construct the return series, excluding correction trades. Thirteen days with less than usual 10 trading hours are deleted. Table 1 shows the summary statistics and Figure 1 is a time series plot of returns, where we see raw returns show leptokurtic distribution and absolute returns series show conditional heteroskedasticity, confirmed by the large Q-statistic for absolute returns at lag 20. The choice of 30-minute returns makes the issue of micro-structure noise less a concern.
Result
ABD Jump Estimation
The intraday jumps are detected by the ABD method after adjusting for the intraday volatility pattern Figure 2 plots the intraday volatility pattern for SPY and INTC, both having a typical U-shape.
Notably, the pattern for SPY shows a peak at 10:00 A.M, which may coincide with macro-news announcements.
In calculating the ABD jump test statistics, we use 1%, 2.5% and 5% daily significance levels. We also calculate the result for different data frequencies (their summary statistics and intraday volatility patterns are not shown here). The ABD jump test result is reported in Table 2 . In what follow, we focus on the jumps detected at 30-minute frequency with 5% daily significance level, which gives us 223 intraday jumps or a detection rate of 1.38% for SPY and 238 jumps or 1.47% detection rate for INTC. The choice of a 5% significance level is considered appropriate, in the sense that the detected number of jumps all exceed the expected number of type I errors. Moreover, from 1% daily level to 5% daily level, the degree of excess of detected jumps increases, which is consistent with the result in Gilder (2008) .
FIEGARCH plus ABD Jump
Estimation Procedure
The parameters values are estimated by maximizing log-likelihood of data, assuming that standardized excess returns follow a Gaussian distribution. This assumption is, however, known to be false, and robust standard errors would be obtained using the method by Bollerslev and Wooldridge (1992) . Instead, we replace the Gaussian assumption with a student t distribution. Then, with an 11 additional shape parameter v , a student t distribution allows for fat tails and its density is given by Taylor (2005) :
is defined in terms of the gamma function, ) (  . In addition, the expectation of absolute residuals in
The objective log-likelihood function is then:
We truncate the infinite expansion of Table 3 and with student t distribution in Table 4 , respectively. We denote the models with student t distribution Model 6 to Model 11. For INTC, Table 6 and Table 7 show the corresponding results.
Long memory and asymmetry effect
In Table 3 , Model 0 shows that for SPY the estimated fractional integration parameter d is 0.5251, and in Table 4 , Model 6 has d = 0.5157. Both values exceed the covariance stationary upper bound of 0.5, but are much smaller than the value of 0.63 in Bollerslev and Mikkelsen (1996) and 0.57 in Taylor (2000) . For INTC, the d estimate in Model 0 of Table 6 is 0.4802 and is 0.5004 in Model 6 of Table 7 . As these values are significantly different from both zero and unity, a fractional integrated process is confirmed, and the logarithm of conditional variance indeed shows long memory property.
For both data, the asymmetric effect of volatility is in presence, with  estimated to be negative and  positive, although for individual stock INTC such effect is less obvious. Thus, the long 12 memory and asymmetric features of volatility are found to be prominent and significant, consistent with previous literature.
The effect of ABD jumps on volatility
The effect of ABD jumps on the conditional volatility of the FIEGARCH model is quite distinct for SPY and INTC. For SPY, adding the ABD jumps into the information set of the FIEGARCH model seems to provide some information, as shown in Table 3 . The likelihood ratio tests between Model 0 and 1, between Model 2 and 4 and between Model 1 and 4 are significant at 5% level. However, since in this case we assume a Gaussian distribution, this result may not be robust. Indeed, such significance is not observed in Table 4 . In Table 4 , the likelihood ratio test of incremental information in the ABD jumps is significant at the boundary of 5% level between Model 0 and 2.
On the contrary, for INTC, the effect of ABD jumps on volatility is striking, with all of the likelihood ratio tests significant at very low level in Table 6 . When the student t distribution is assumed, most of the significant results sustain, as shown in Table 7 .
Re-consider the jump information
The above analysis may give us the impression that for INTC, intraday jumps offer significant extra information in forecasting future volatility, but not so for SPY. Recall that in our specification of FIEGARCH plus ABD jumps, we do not allow the jump indicator function 1  t S to be affected by the lag operator L and we do so by keeping it at the left of the lag operator. The original idea was to let the conditional variance depend on the most recent jump information only. There is, however, no reason that we cannot relax this restriction. Then, with the usual definition of the lag operator L, we move the jump indicator function 1  t S to the right of the lag operator and re-define model 7, 9, 10 and 11 as:
Then it can be shown that:
Model 12:
Model 15:
In this manner, not only the most recent jump information but the full history of jumps is considered. to the jump information therefore is not redundant, and indeed, it leads to the highest log-likelihood value among all the models considered.
Distinct jump process and heterogeneous impulse response function
In addition to a significant effect of non-parametric jumps on future volatility, we derive two important implications from the above analysis. First, prices of different assets can have very distinct jump processes. Obviously, the individual stock INTC is subject to both idiosyncratic and market risk, and the intraday jumps afforded by the ABD test have an almost overwhelming impact on its volatility, as all of the models considered find very significant jump information irrespective of how jump information is filtered. On the other hand, the equity index proxy SPY is seen to be more resistant to the non-parametric jumps. Only when filtered in an appropriate way can the effect of jumps be discovered.
For SPY and INTC, our preferred models are Model 13 and Model 14, respectively. The fact that these models make use of all the previous jump information leads us to the second implication. If we maintain the restriction that The ability afforded by non-parametric jumps to reflect heterogeneously past information arrivals and thus better description of the volatility process is crucial and intriguing. We interpret this result as an improvement upon the uniform impulse response function given by the standard FIEGARCH model. Importantly, the heterogeneous impulse response function used here may find its theoretical justification in Parke (1999) , where the proposed Error Duration Model also assumes that errors or shocks do not fade away uniformly, but in a stochastic manner.
Robustness Check 17
To robustness-check our result with non-parametric jumps, we estimate in this section a FIEGARCH plus parametric jump model. In particular, for the intraday 30-minute returns, it can be assumed that jump's arrival follows a Bernoulli process. Thus, following Ball and Torous (1983) and Vlaar and alm (1993), we specify a FIEGARCH-Bernoulli Jump model, which is our Model 16: 
As pointed out by Maheu and McCurdy (2004) , one cannot perfectly distinguish between the two innovations. Thus the total innovation is used in calculating the standardized variable 
I S
Thus, the conditional density of the returns is:
The parameter values can then be estimated by maximizing log likelihood function. Table 9 presents the estimation result, where we see that the parametric jump specification provides significant enhancement relative to the benchmark model, Model 0. As expected, SPY displays rather different jump dynamics than INTC. Interestingly, note that the Gaussian plus parametric jumps cannot beat the student t distribution in Model 6. With one single density parameter, the student t distribution parsimoniously accounts for the extreme values in returns. This result is also consistent with Xu (2008) . Model 14 where non-parametric jumps are accounted for in the FIEGARCH model with student t distribution, the volatility component turns out to be less persistent. To calibrate this issue, a FIEGARCH model plus parametric jump process with student t distribution may be estimated. We leave this work for future research.
Conclusion
In this paper we investigate at the intraday level the effect of non-parametric jumps on future volatility. We do so by introducing intraday jumps into a FIEGARCH model for 30-minute returns.
Using ABD's non-parametric test for jumps, we find that jumps do offer extra and important information in forecasting volatility. Our first contribution to existing literature is that jumps in different asset prices show distinct features, as illustrated by our data SPY and INTC. Our second contribution is the ability to formulate a heterogeneous impulse response function, using identified non-parametric jumps. Such impulse response function shows greater flexibility in describing past information arrivals, as opposed to the uniform response functions in existing FIEGARCH model. 19 Importantly, this development is in accordance with the Error Duration Model of Parke (1999) , which offers an alternative explanation to observed long memory properties in asset price volatility. Future research along this direction will be pursued.
We have a few final notes. First, the intraday jumps information is ex post. Therefore, it is difficult to proceed for an out-of-sample forecast. For this purpose, we will then rely on parametric jump process with autoregressive jump intensity, as in Maheu and McCurdy (2004) . We are also interested in the invariance property of the fractional integration parameter d, with respect to different sampling frequencies. A multi-frequency analysis will thus be considered in future research.
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Appendix
In Model 0:
, then it can be shown that: Note: At 5% daily significance level, jump detection rates are all larger than the intraday level  .
Across three daily levels, for the 30-minute frequency, the numbers of jumps detected all exceed the expected numbers of jumps, and the degree of excess increases from low to high levels. Note: in LR1, the LR tests of model 1 and 2 are againt model 0, with degree of freedom 2. The LR tests of model 3, 4 and 5 are againt model 2, since they are the nested models, with degree of freedom 1. In LR2, the LR tests of model 3, 4 and 5 are against model 0 with degree of freedom 3. Note: in LR1, the LR tests of model 7 and 8 are againt model 6, with degree of freedom 2. The LR tests of model 9, 10 and 11 are againt model 8, since they are the nested models, with degree of freedom 1. In LR2, the LR tests of model 9, 10 and 11 are against model 6 with degree of freedom 3.
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28 -11.223 -9.8274 -11.227 -11.227 -11.224 -11.215 (0.127 0.0000* 0.0000* 0.0000* Note: in LR1, the LR tests of model 7 and 8 are againt model 6, with degree of freedom 2. The LR tests of model 9, 10 and 11 are againt model 8, since they are the nested models, with degree of freedom 1. In LR2, the LR tests of model 9, 10 and 11 are against model 6 with degree of freedom 3. and 3017, respectively. Obviously, there are only two deterministic patterns for the impulse functions, depending on whether there is a jump at previous interval. The horizontal axis is in log scale. . There are two jumps on t = 3613 and 3681, respectively. Obviously, there are only two deterministic patterns for the impulse functions, depending on whether there is a jump at previous interval. The horizontal axis is in log scale. 
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