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Résumé – Les lois d’invariance d’échelle décrivent l’absence d’une échelle de temps caractéristique particulière contrôlant un processus
stochastique. Un consensus existe dans la littérature concernant un modèle du trafic qui serait monofractal Gaussien auto-similaire aux échelles
de temps plus grandes qu’un délai aller-retour des segments du protocole de transport TCP. Dans cet article, nous donnons des indices qui laissent
penser qu’un comportement multifractal pourrait être présent à ces échelles de temps. Nous présentons des résultats qui diffèrent de la littérature,
et prétendons qu’un modèle multifractal stationnaire doit être envisagé pour modéliser le trafic aux échelles de temps typiquement plus grandes
que quelques centaines de millisecondes.
Abstract – Scaling refers to the absence of a particular characteristic time scale controlling a stochastic process. The literature on network
traffic widely agrees on a monoscaling Gaussian self-similar traffic model at timescales larger than the round-trip time (RTT) of TCP segments.
In this paper we show evidence that multiscaling may be present at these timescales. We discuss some scaling results that differ from traditional
work and, as a consequence, claim that stationary multiscaling needs to be taken into account when modelling network traffic at timescales
typically larger than a few hundred milliseconds.
1 Introduction
In the past decade much research has been carried out on the
analysis and modelling of network traffic. Following the dis-
covery of the self-similar structure of network traffic [1], sta-
tistical analysis was applied to traffic measurements to obtain
meaningful, parsimonious models and identify robust invari-
ants even in a complex, variegated and rapidly changing envi-
ronment such as the Internet.
Scaling refers to the absence of a particular characteristic
time scale controlling a stochastic process. At timescales larger
than the round-trip time (RTT) of TCP segments, the liter-
ature widely agrees on a Gaussian self-similar traffic model,
which has monoscaling behaviour. In this paper we show evi-
dence that multiscaling can be present at these timescales. We
shall first review multiscaling analysis of network traffic, then
discuss some scaling results that differ from traditional work.
To support our claims, we rely on the analysis of well-known
traces used in the literature. We first show that all studied traces
are compatible with multiscaling behaviour at timescales of a
few RTTs. Second, we show that the wavelet coefficients at
these timescales are not Gaussian. Third, we show that neither
the violation of Gaussianity of the wavelet coefficients, nor the
multiscaling features come from biases due to non-stationarity.
As a consequence, we claim that stationary multiscaling needs
to be taken into account when modelling network traffic at
timescales larger than a few RTTs, i.e. typically larger than
a few hundred milliseconds.
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2 Wavelet-based scaling analysis
Multiscaling analysis of network traffic was performed by the
application of the classic Abry-Veitch Multiscale Diagram wavelet
tool (A-V tool, in short) to the time series of traffic counts
YT (n). This series contains raw measurement information,
obtained by observing packets through a link and aggregating
them with time step T .
The A-V tool relies on properties of the wavelet detail co-
efficients of YT (n) to reveal the presence of scaling character-
istics. Denoting detail coefficients by dY (j, k), where j is the
scale index and k the time translation index, the behaviour of
their moments is expressed by the following general scaling
form:
E[|dY (j, k)|q] = C(q)2jα(q) for j = j1 . . . j2. (1)
The indices j1 and j2 identify the boundaries of the region
considered for scaling analysis.
Through equation (1), the two functions α(q) and C(q) are
defined. In this study, the interest is centered on α(q): for a
simple mono-scaling process α(q) = q(H − 12 ) holds over
all scales, H being the so-called Hurst parameter1; for multi-
scaling processes the behaviour is more complex as α(q) is no
longer linear in the moment order q.
The A-V tool evaluates α(q) by weighted linear regression
of the logarithm of moment estimates against log-scale, for
each moment order q. For the results presented in this paper,
the required confidence intervals of log-moment estimates were
always computed from data, as described in [2] and in the code
1In this context variations may arise from different definitions of α, differ-
ent normalization of wavelets and different starting processes, that is, cumula-
tive or increment traffic processes.
[3], so that no a priori assumptions are required on the proba-
bility distribution of wavelet coefficients. Along with α(q), the
tool also computes the associated confidence intervals.
The regression quality factor Q, calculated using the confi-
dence intervals of the Logscale Diagrams [4], provides infor-
mation on the quality of alignment for the chosen time scale
range (j1, j2). Quality of regression seems to be a rather ne-
glected issue, but it should be emphasized [5] that analysis and
evaluation of scaling behaviour are meaningless without the ev-
idence for "good" alignment.
Finally, it is important to remind that moment estimation be-
comes critical when the order q is large, because of the higher
sensitivity to outliers and of theoretical limits [6], [7]. In the
following analysis, we always consider q < 10.
From α(q), the so-called Linear Multiscale Diagram (LMD)







LMD presentation of scaling parameters is better suited for
a decision between the monoscaling and multiscaling regimes.
3 Multiscaling: a brief assessment
This section is dedicated to a brief discussion of relevant is-
sues in multiscaling analysis of WAN traffic traces. In the lit-
erature, traces of varying lengths and from different types of
link (in terms of bandwidth and traffic load) have been con-
sidered, although these peculiar features have not always been
made clear. Tools have also differed, as both time-domain and
wavelet-based moment analysis have been used. Perhaps not
surprisingly, this resulted in partially heterogeneous or appar-
ently contradictory results. For these reasons, we wish first
to comment on basic assumptions and on different choices of
timescale ranges, with the aim of avoiding the difficulties men-
tioned above. A very good summary with similar purposes can
be found in [5].
In the first place, multiscaling, which is related to the ap-
proach chosen for traffic analysis, needs to be separated from
the concept of multifractality. The latter specifically refers to
the local behaviour of fractal processes showing a number of
different scaling exponents with respect to time. Multiscaling,
on the other hand, concerns a range of timescales, not only to
the regularity behaviour as scale tends to zero. Furthermore,
it is correctly defined also for discrete processes like traffic
counts, without approximation. This paper is concerned with
multiscaling.
The notion of time scale size should be considered with some
care. It is generally accepted that the order of magnitude of
TCP round-trip times defines the boundary between small (or
fine) scales and large (or coarse) scales, with the former usu-
ally referring to durations up to hundreds of ms and time scales
of seconds or more being termed large. At large scales self-
similarity (or, in this context, monoscaling) is usually taken for
granted and seems well rooted into the physical behaviour of
the traffic [8, 9]. Multiscaling is more controversial and has
been found in WAN network traffic analysis at timescales both
larger and smaller than a few hundred milliseconds [10, 11, 12,
13]. However, it may be difficult to see a straightforward re-
lationship to traffic behaviour, because of different packet cap-
turing resolutions and different aggregation levels used when
results are reported.
Aggregated traffic counts YT (n) are actually the result of
two different kinds of aggregation, as noted in [14]: a verti-
cal aggregation originated by the superposition of flows and
a horizontal aggregation due to the finite length of the time
step. To some extent, the two effects could be considered in-
terchangeable: while flows over high-capacity backbones can
easily reach a high degree of vertical aggregation over small
timescales, the same can happen for slower flows with longer
aggregation time steps. However, some of the mechanisms
governing a network (e.g., the retransmission timeout in the
TCP protocol) are dependent on time rather than on link band-
width. This implies that, at least for certain timescales, the
suitability of a traffic model may depend on the link features.
From the viewpoint of experimental analysis, as well, the
impact of bandwidth and link loading on the estimation of mul-
tiscale diagrams needs to be carefully considered. Assuming a
generic average packet size of 250 bytes, a fully loaded 100 Mbps
link can generate a potential flow of 50,000 pkts/s, which drops
to 10,000 pkts/s for a 20% load. However, this yields an aver-
age of just 10 packets per time step if T=1 ms. At this aggre-
gation level, wild fluctuations of experimental data are likely
to limit the usefulness of a stochastic process model, partic-
ularly where small-timescale behaviour is concerned. On the
other hand, traffic analysis on a 10 Gb/s backbone, under the
same conditions, would yield 1000 packets per time step. This
not only means that a continuous flow model is applicable, but
also that vertical aggregation is already large. Statistical prop-
erties of the underlying process may then be quite different and
approach large-scale behaviour even at small timescales [15].
One final problem refers to the issue of non-stationarity. For
timescales above RTT a more accurate assessment should fur-
ther distinguish between medium values, ranging from hun-
dreds milliseconds to minutes, and large values, from minutes
to hours and more. In fact, it is well-known that Internet traf-
fic exhibits daily and seasonal non-stationarity, that can affect
scaling behavior at very large scales. In recent works atten-
tion has shifted to possible effects of non-stationarity at smaller
timescales; it has been shown in [16, 17] that even at medium
timescales there is a need to check for stationarity in data.
4 Experimental analysis of WAN traffic
traces
The approach we adopted for this work is based on the con-
siderations presented in the previous section. We carried out
a very careful assessment of all factors that might affect our
judgement on experimental results, trying to avoid any precon-
structed belief on our data. In this paper we concentrate on
the scaling behaviour at medium timescales of links with traf-
fic speeds of the order of a few Mb/s (i.e., not large backbone
traffic) and look at durations of about one hour. This allows
us to focus on the controversial aspects of multiscaling, under
conditions where all the factors discussed above may influence
the analysis of traffic processes.
We have considered several publicly available traces from
the Internet Traffic Archive [18] and the Auckland IV archive
[19]:
• pAug89, containing a million packet arrivals seen on an
Ethernet link at the Bellcore Morristown Research and
Engineering facility. This trace is LAN traffic (with a
small portion of transit WAN traffic).
• dec-pkt (1995): traces containing an hour’s worth of wide-
area traffic between Digital Equipment Corporation and
the rest of the world.
• lbl-tcp-3 (1994), a trace containing two hours’ worth of
wide-area TCP traffic between the Lawrence Berkeley
Laboratory and the rest of the world.
• Auck (2001), a set of GPRS-synchronized long IP-traces
captured by the WAND group using the DAG system
(only a less than one-hour portion).
Reported timing accuracies are 10 µs for pAug89, 1 ms for
dec-pkt, 1 µs for lbl-tcp-3 and better than µs for the Auck trace.
To assess multiscaling we compute a linear regression on the
LMD, keeping into account the variances resulting from appli-
cation of the A-V tool; this yields intercept and slope parame-
ters along with their uncertainties. If the confidence interval of
the slope parameter is compatible with a horizontal line (zero
slope), we decide for mono-scaling, otherwise for multiscaling.
This analysis revealed the presence of multiscaling in the
region that spans timescales from hundreds of milliseconds to
minutes for all of the traces listed above, with the exception
of the LAN pAug trace used for comparison. For reasons of
space limitations, only the Auck trace will be discussed, with
traffic data aggregated over a time step T = 1ms. In doing so,
we shall briefly comment on our criteria to ensure a satisfactory
degree of confidence in multiscaling results. Further details can
be found in [20].
Although the basic heuristic is reasonable and simple enough,
it is by no means definitive. Therefore we investigated several
other aspects related to multiscaling to ensure, as far as possi-
ble, a coherent picture with no contradictory results.
The first test involved the probability distribution of wavelet
detail coefficients at the analysed timescales. Fig. 1 shows the
cumulative distribution function (CDF) of wavelet coefficients
at scale index j = 10 (a timescale of about 1 s), overlayed on
a Gaussian CDF with equal mean and variance2. Logarithmic
scale is used for the vertical axis, so that the Gaussian CDF ap-
pears as a straight line. It is apparent that wavelet coefficients
are not normally distributed, thus ruling out monoscaling. Dis-
tribution tails are heavier than in the Gaussian case because
nearly 20% of data, on the two sides, depart from the reference
straight line. Then, it can be safely considered that deviation
from Gaussianity is not the result of a small number of outliers
but an intrinsic characteristic of the distribution.
Doubts might still remain concerning the possibility that cor-
rect scaling estimation is affected by non-stationary behaviour
in the traffic trace (though observed mean and variance appear
to be stationary). We addressed this point by repeating the anal-
ysis of the trace using mother wavelets with an increasingly
large number of vanishing moments. The rationale is that the
order of the polynomial trend the wavelet transform is blind to,
increases accordingly. If scaling estimation is affected by poly-
nomial trends, we expect that, progressively, the point will be
reached where non-stationarities are mostly filtered out. Then,
2Comparison of the two CDFs is akin to the analysis of a quantile-quantile
plot.























FIG. 1: CDF plot of the Auckland trace wavelet coefficients at
scale j = 10 compared to a Gaussian CDF (straight line).
any further change of the mother wavelet will have no effect
on the results. The outcome of this approach is presented in
Fig. 2, which shows that no significant changes occur, in this
case, when the mother wavelet has at least 5 vanishing mo-
ments. Multiscaling results obtained with this mother wavelet
are, arguably, immune from non-stationary trends.
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FIG. 2: LMD of Auck trace calculated with different numbers
of vanishing moments for the mother wavelet. Confidence in-
tervals are not shown to avoid confusion.
Non-Gaussianity of detail coefficients at medium timescales
over the whole observation interval is confirmed by compar-
isons among distributions of detail coefficients belonging to
different sub-intervals. We divided the wavelet coefficient time
series into a number of non-overlapping blocks and applied the
Kolmogorov-Smirnov (K-S) test to pairs of blocks3. This is a
statistical test which assumes constant probability distribution
as the null-hypothesis and in no case this was rejected on the
basis of available data. Finally, we applied statistical tests for
normality to each block of wavelet coefficients and obtained the
rejection of the Gaussian hypothesis; therefore, we concluded
for a non-Gaussian distribution.
3A significance level α = 5% was used to be conservative.
We initially devised these tests as yet another way to check
for stationarity: in fact, if non-stationarity was at the origin
of non-Gaussianity, the K-S test would fail somewhere along
the trace. However, this also allowed to address another kind
of problem. Although the A-V tool is blind to polynomial
trends, some different non-stationarities can affect the results
of the estimation [4, 21]. As the estimation of detail coeffi-
cient moments involves averaging along time, it might be pos-
sible that some localised phenomena are difficult to highlight at
small moment orders, but become important at larger q, affect-
ing scaling analysis. The fact that non-Gaussian behaviour is
uniformly found all over the observation interval suggests that
no such situation occurred. To further analyse this possibility,
we plotted detail coefficient behaviour over time for each scale
and found out that, for the Auck trace, no such outliers were
present.
Putting together the analysis by CDF-plot, statistical test and
time diagrams, it follows that non-Gaussianity and multiscaling
seem intrinsically linked to the behaviour at medium timescales
of traffic traces related to medium capacity network links.
5 Conclusions
Several studies concerned with the traffic count process have
argued in favour or against the presence of multiscaling; stud-
ies of the process of TCP flow arrivals have also uncovered
complex scaling behaviours [17]. While multiscaling at small
timescales in the byte count process has been associated with
the behaviour of TCP, neither the process of TCP flow arrivals
nor the process of byte counts at medium timescales present
a reasonable connection to it. The rationale for this statement
is that TCP adapts its behaviour at timescales of a few RTTs,
typically a few hundreds of milliseconds. This makes unlikely
that TCP alone be responsible for the presence of multiscaling
at timescales of seconds or more, as we showed in this paper.
Multiscaling at medium timescales must then reveal stochastic
properties of the signal, not network-protocol related ones. If
this is actually the case, then it is on the side of signal process-
ing tools that an answer must be found to discover the cause of
this behavior.
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