Abstract
I. INTRODUCTION
The RSA cryptosystems [9] is an example of the public-key cryptosystems [12] . It was based on exponentiation. This system is believed to be the most promising and widely used cryptosystems. Smith and Lennon [8] introduced a public key based on Lucas function instead of exponentiation, which offer a good alternative. It is much stronger than or at least strong as the exponentiation-based systems. Said and Loxton in [7] extended it into a cubic scheme of Lucas Function. Meanwhile, Castagnos in [5] , works on a public-key cryptosystems over quadratic fields quotients and also proposed another cryptosystems. The computations of both encryption and decryption are depends on the size of e (the public-key), d (the private-key) and M (the messages). It is also depends on the size of primes p and q. The product of p and q is N (i.e N=p*q). With the very big size of e, M, p and q, the computations of LUC cryptosystem has a big complication on time and storage.
Some researchers have proposed a technique to speed up the computations of LUC, where can be found in [3] , [6] , [10] and [11] . Surely, all these attempts show a different technique compared to our algorithm. Furthermore, some cryptographers have discussed the security of LUC such as [1] , [2] and [4] . The most recent technique for fast computation of LUC cryptosystems can be found in [13] .
We shall include a minimal amount of information of this algorithm in this paper. Another efficient algorithm will be introduced as comparison to the existing algorithm. Furthermore, in our proposed algorithm we introduce a shorter sequence compared to the special sequence, the so called binary sequences.
II. LUCAS FUNCTION
Two functions U(n) and V(n) in Lucas sequences are defined as follows: U(n)=MU(n-1)-QU(n-2) (1) Where n≥2, U(0)=0 and U(1)=1 V(n)= MV(n-1)-QV(n-2) (2) Where n≥2, V(0)=2 and V(1)=M As mentioned by Smith and Lennon in [8] , the sequences V(n) with Q=1 is usually used to design a public-key cryptosystems. For the purpose of this paper, equation (2) can simply be derived as, V(n)=MV(n-1)-V(n-2) for n≥2
The following properties are already derived with an intention of Q=1 and D=M
III. AN EXISTING ALGORITHM This algorithm can be found in [13] . We use (a) 2: To terminate; (b) 1: No computations but assigned V(n)=V(2n+1) and V(j)=V(2n) and (c) 0: Compute V(n)=V(2n) and V(j)=V(2n-1) using Equation (4) and (5) respectively. It is also compute V(2n+1) using Equation (6) . 
IV. A PROPOSED ALGORITHMS
We are showing a related theorem and definition to support our proposed algorithm. In this algorithm, the binary sequence is similar as we convert decimal value into a binary numbers. We use, (a) 1: To compute V(n)=V(2n+1) using Equation (6) and V(j)=V(2n) and (b) 0: To compute V(j)=V(2n-1) using Equation (5) and V(n)=V(2n). Computation of V(2n) is done for all 0 and 1.
Theorem (Binary Sequences)
Given an integer n, a sequence for n is a binary sequence of integers {a(1), a(2), …, a(x)} such that a(1)=(0 or 1), a(2)=(0 or 1), …, a(x) = 0.
Proof of Theorem
It is a straightforward, for a(1) until a(x-1), let w=n mod 2, if w=1 then a(1)=1 and n=n/2), otherwise if w=0 then a(1)=0 and n=n/2. Finally a(x)=0.
Definition
Given a sequence {a(1), a(2), …, a(x)}, the length of the sequence is x. Lets calculate V(1103). It is clearly shown that in this case n=1103. The generated special sequence generated is {2,1,0,1,0,1,0,1,0,0,0,1,0,0,0,0}. Then the size of array k is m=15. While, the generated binary sequence is {1,1,1,1,0,1,1,0,0,0} with the size of array k is x=10.
We need to use both sequence in backward, so that we have k[m]={0,0,0,0,1,0,0,0,1,0,1,0,1,0,1,2} for  special sequence, and k[x]={0,0,0,1,1,0,1,1,1,1} for binary sequence. The examples of using the special and binary sequences are shown in Figure 5 We only record the simulations time. Table 1 show all encryption and decryption computations time for existing and a new algorithm. An Enc denoted encryption, Dec denoted decryption and the computations time is in seconds.
All results are based on running time for each algorithm in C language in Windows XP environment with Crusoe Processor TM5800. In Table 1 , we fixed the size of message with 5 digits and the size of primes p and q are 100 digits. For table 2, the size of key is 19 digits and the size of primes p and q are 200 digits. Finally, for table 3, the size of key is 159 digits and the size of message is 20 digits. In Table 1 , we are successfully reduces the computation time using our new algorithm. We found that, the decryption key d is having almost same size. Because, to calculate d, we are depending on the size of C. Surely, the size of C generated in this experiment has the same size because it is depend on the size of primes. We simply say that, if we generate same size of C, we are probably having the same size of d. In Table 2 , we are having the same situation as in Table 1 . We found that, by changing the message size did not affect the size of C.
Of course, the bigger the message size, the longer computation time for encryption. In this experiment, we have same size of encryption key, so that, the computation time for encryption is gradually increases depending on the message size. Different situation occurs for different prime size. We found that, the bigger prime size, the longer computation time for encryption and decryption. The size of cipher text C is increase as we increase the prime size. As a result, computation time for decryption is longer for bigger prime size. For any value of n, the size of x is always smaller than m. For example, V(1103) generate m=15 and x=10. For this case, an existing algorithm required r=10 and s=5, and the total computations is 9*10=90. While, for a proposed algorithm, x=10, t=4, u=6 and the total computations is 2*9+2*4+4*6=50. The total computation for a proposed algorithm shows some reductions compared to the existing algorithm.
The decryption key, d is getting larger when we change the prime sizes. The computation of d is depends on the size of C, e, p and q. Therefore the bigger the size of C, then the bigger size of d would be calculated. While, for different key size and messages sizes, decryption key d is almost at the same size.
In a proposed method, we show how to generate the shorter sequence compared to an existing method. At the same time, we also show the reductions of number of multiplications and subtractions. Therefore, the computation time can be reduced in the proposed method. In each algorithm the time need to calculate that particular sequence is approximately 10% in existing algorithm and 8% in proposed algorithm from the total of computation time required to compute LUC cryptosystems. As a result, we can reduce computation time in proposed algorithm.
VII. CONCLUSIONS
As a conclusion, the proposed algorithm proved that the speed can be increased by reducing a number of steps of multiplication and also a number of iterations. It makes the LUC cryptosystem computations more efficient for security implementation. It is also leads to a high reduction in the multiplications required for both the encryption and decryption operations without sacrificing the key size of LUC cryptosystem security. The shorter sequence guaranteed the less number of iterations. As a result, reduce a computation steps. An interesting research topic falls into how efficiently reduce as much as we can the modular multiplications.
