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Abstract
Eﬃcient solutions of global climate models require eﬀectively handling disparate length and
time scales. Implicit solution approaches allow time integration of the physical system with
a step size governed by accuracy of the processes of interest rather than by stability of the
fastest time scales present. Implicit approaches, however, require the solution of nonlinear
systems within each time step. Usually, a Newton’s method is applied to solve these systems.
Each iteration of the Newton’s method, in turn, requires the solution of a linear model of the
nonlinear system. This model employs the Jacobian of the problem-deﬁning nonlinear residual,
but this Jacobian can be costly to form. If a Krylov linear solver is used for the solution of the
linear system, the action of the Jacobian matrix on a given vector is required. In the case of
spectral element methods, the Jacobian is not calculated but only implemented through matrix-
vector products. The matrix-vector multiply can also be approximated by a ﬁnite diﬀerence
approximation which may introduce inaccuracy in the overall nonlinear solver. In this paper,
we review the advantages and disadvantages of ﬁnite diﬀerence approximations of these matrix-
vector products for climate dynamics within the spectral element shallow water dynamical core
of the Community Atmosphere Model (CAM).
Keywords: matrix-vector multiply, spectral element solvers, Newton’s method
1 Introduction
Investigating global-scale climate dynamics demands simulations resolving atmospheric features
with time scales covering multiple orders of magnitude. Dynamical cores, which encapsulate
equations governing ﬂuid dynamics in the atmosphere, commonly rely on explicit or semi-
implicit methods for time integration (e.g. [9, 8]). While these schemes can be fast to implement,
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their time step size limitations present issues with accumulation errors when long simulations
are required [16].
Implicit methods can deliver accuracy and stability for much larger time steps than semi-
implicit or explicit methods. For an implicit approach to the ﬂuid dynamics within an atmo-
spheric dynamical core, a large-scale, nonlinear, algebraic system of equations must be solved
within each time step. The fastest method for solving these nonlinear systems is a Newton
method [7]. Each iteration of a Newton method in turn requires the solution of a linear, al-
gebraic system of equations. Pairing a Newton method with a preconditioned Krylov iterative
linear solver gives scalability for solving large-scale systems [17].
One interesting property of Krylov iterative methods is that at only one point in each iter-
ation is information about the matrix required. In addition, that point only requires products
of the matrix with a vector. In no part of the algorithm are actual matrix entries needed. In
the case of a Newton-Krylov method, the linear system matrix is known to be the Jacobian of
the nonlinear, system-deﬁning function. Hence, these products can be approximated through
a directional derivative of the nonlinear function. Prior work has shown that as long as the
nonlinear function has suﬃcient continuity, and the ﬁnite diﬀerence is suﬃciently accurate, then
the overall Newton method will retain many of its positive properties [3, 2].
In the studies below we utilize the compatible and conservative spectral element method
(SEM) dynamical core in the Community Atmosphere Model (CAM) [23]. This discretization
technique is a continuous Galerkin hp ﬁnite element method where integrals in the weak for-
mulation are evaluated using Gauss-Lobatto quadrature within each element. An orthogonal
nodal basis is constructed from the tensor product of one-dimensional Lagrange interpolating
polynomials deﬁned on the Gauss-Legendre-Lobatto (GLL) nodes. SEM implementations lever-
age this tensor product formulation to eﬃciently compute the action of a matrix on a vector
without explicitly forming the full matrix [5, 13, 12]. This matrix-free approach necessitates
storing only one-dimensional element operators. As a result, for a d-dimensional problem with
np GLL points along each dimension of an element, matrix-vector products can be computed
for an element in O(npd+1) operations as opposed to O(np2d) operations for matrix-vector mul-
tiplication [5]. Both the analytic and ﬁnite diﬀerence matrix vector products take advantage
of these eﬃcient tensor product formulations. As such the Jacobian matrix is never assembled,
and its information is re-computed for each Jacobian vector product.
The main advantage of using ﬁnite diﬀerence approximations to the matrix-vector product
is the ease of implementation. When using this approximation, only evaluations of the nonlinear
function are needed, and one already has that as part of the basic Newton method. No matrix
elements need to be computed, so no matrix storage is required. In addition, expensive but non-
dominant parts of the nonlinear function evaluation can either be lagged or approximated while
still maintaining convergence of the overall Newton method [4]. Lastly, the ﬁnite diﬀerence
approximation takes advantage of the most recent information about the nonlinear problem
solution in each evaluation. Hence, it may oﬀer an advantage in bringing new information into
the solution process. The main disadvantages of using these ﬁnite diﬀerence approximations
include a slowdown in the speed of the Newton method convergence, less robustness in the face
of discontinuities in the function values (although Newton’s method is no longer guaranteed to
converge in this case), and increased costs over the analytic Jacobian when many iterations of
the linear solver are needed for convergence.
In order to assess the relative impacts of these considerations on the convergence and eﬃ-
ciency of a climate simulation, in this paper, we present results of a numerical study comparing
run times and iteration counts for various climate system test problems using the shallow water
model in the spectral element dynamical core of CAM. The rest of the paper is organized as
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follows. In the next section, we overview the Newton-Krylov method and matrix-vector mul-
tiplication options. Section 3 shows results comparing the two matrix-vector multiply options,
and Section 4 gives some conclusions from our study.
2 Methods
We perform our numerical studies in the context of the two-dimensional shallow water equations.
These equations make a simple test bed that is representative of the full atmospheric model
retaining many important physical scales. We let χ denote the collection of dependent variables
written as a single quantity,
χ = (v1, v2, p)
T
. (1)






( −(ζ + f)kˆ × v −∇( 12v · v +Φ)−∇ · (pv)
)
(3)
with initial conditions, where v = (v1, v2)
T is the velocity vector on the surface of the sphere,
p = gh, where g is the gravitational acceleration constant, and h is the thickness of the ﬂuid.
The vorticity is ζ = kˆ ·∇×v, with kˆ representing the unit vector in the Cartesian z-plane. The
Coriolis force is included as f = 2Ω sin(φ), based on the latitude φ. The geopotential height
ﬁeld is given by Φ = g(h+ hs) where hs denotes the height of the underlying terrain, and Ω is
the angular rotation of Earth.
As in [19], we employ a BDF2 second order implicit integration method which requires the
solution of a nonlinear algebraic system at each time step. Given the approximate solution at
time tn, the approximate solution at time tn+1 is computed by ﬁnding the root of the nonlinear
function, F , where










−G(χ) = 0. (4)
We note that the choice of integrator does not aﬀect results for our nonlinear solver.
To solve the nonlinear system at each time step, we employ a Newton-Krylov method.
Newton’s method is formulated from applying successive linear models of the nonlinear function
(4). Each iteration requires ﬁnding δχk such that
J(χk)δχk = −F (χk), (5)
where the index, k, indicates the Newton iteration number, J(χk) is the Jacobian of F evaluated
at χk, and δχk = χk+1 − χk.
A Krylov method is used to solve this linear system. Krylov methods only require informa-
tion about the system matrix through the action of the matrix on a vector, w = J(χ)v. As stated
above, in the SEM these products can be eﬃciently computed per element in O(np3) opera-
tions for the two-dimensional shallow water equations using tensor products of one-dimensional
element operators. Speciﬁcally, the Jacobian of the residual equation requires the SEM dis-
crete divergence, gradient, and curl operators which are constructed from the one-dimensional
spectral diﬀerentiation matrix. The Jacobian-vector multiply is formulated by linearizing the
undiscretized residual equation F and, for each element, using the discrete SEM operators to
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compute the necessary values at each of the GLL nodes. In this matrix-free approach Jacobian
information is re-evaluated at each iteration of the Krylov method rather than assembling a
matrix for reuse at the start of each Newton iteration.
Alternatively, we can exploit the fact that the system matrix is the Jacobian of the non-
linear function. In this case, the matrix-vector product can be approximated through a ﬁnite
diﬀerence,
J(χ)v ≈ F (χ+ v)− F (χ)

. (6)
This inexact Newton-Krylov method avoids calculation of the matrix entries [3] but may slow
convergence since it introduces an error into the eﬀect of the Jacobian. That error is related to
the size of  [2]. Most implementations of Newton-Krylov methods use an  based on the relative
sizes of ‖χ‖ and ‖v‖ as well as on the square root of unit roundoﬀ [3, 17, 6]. Although, other
authors have used variations on the choice of , the relative cost of the resulting solutions do
not change signiﬁcantly once the value is small [1]. We use the Newton-Krylov implementation
in the Trilinos library which chooses  such that  = λ(λ+ ‖χ‖‖v‖ ), where the default λ = 1.0e−6.
If ‖χ‖ and ‖v‖ are of similar sizes, then this value will be a little larger than the square root
of unit roundoﬀ for double precision. Below, we study the eﬀect of changing the size of λ and
hence .
In our work, the linear system is solved via Flexible GMRES [21] to allow for the precondi-
tioner to change from one linear iteration to the next. We determine convergence for Newton’s
method by testing whether the relative residual of the kth iterate has decreased suﬃciently as
quantiﬁed by a tolerance τ
‖F (χk)‖2
‖F (χ0)‖2 < τ. (7)
In (7), F (χk) is the nonlinear residual at step k, and the initial iterate, χ0, is the solution at
the previous time step. FGMRES is given an initial iterate χ = 0, and we iterate until the
relative linear residual at step m, is less than a speciﬁed tolerance η
‖J(χk)δχm + F (χk)‖2
‖F (χk)‖2 < η. (8)
Our implicit solution approach makes use of a block preconditioner outlined in [19]. Each
call to this preconditioner employs subsidiary solves with GMRES. With a tight tolerance on
these solves, the preconditioner results in a very eﬀective solve using a minimal number of outer
FGMRES iterations. With a looser tolerance, more FGMRES iterations are needed. In work
below, we consider both loose and tight tolerances for the preconditioner GMRES iteration.
In considering the choice of using the ﬁnite diﬀerence or analytic matrix-vector product
evaluations, we want to make some comments on cost. We ﬁrst observe that the function is
evaluated at the current solution iterate at the start of each Newton iteration. As a result, only
one function evaluation is required for each linear iteration for the ﬁnite diﬀerence approxima-
tion. That function evaluation requires the computation of N entries where N is the number
of unknowns in the problem. So, the cost of this approximation will increase as the number
of linear iterations increases. At the continuous level, the Jacobian function has more terms
than the nonlinear function. As a result the Jacobian-vector product using the analytic form
of the Jacobian will require more ﬂoating point operations per evaluation and hence be more
expensive. If the number of linear iterations is the same or if the ﬁnite diﬀerence approximation
requires only a small increase in the number of iterations, we would expect the ﬁnite diﬀerence
method to be faster.
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Another consideration is that the ﬁnite diﬀerence matrix-vector multiply introduces an error
term proportional to 2. When  is small, this term likely does not aﬀect results. However,
for larger values of  the error pollutes the linear model, and, thus, we might expect to see
requirements for more linear iterations as the error will lead to a potentially less eﬀective
update to the nonlinear model.
Lastly, since the ﬁnite diﬀerence approach evaluates the nonlinear function at each itera-
tion, it is incorporating information on the full nonlinear function evaluated with the newest
information about the approximate solution. (Note that χk+v gives a perturbation of the last
iterate solution in the direction of the newest approximation.) As a result, for problems with
signiﬁcant nonlinearities, we may expect to see some beneﬁt to the nonlinear solution process
with this approximation.
3 Numerical Studies
In this section, we investigate the comparative performance of matrix-vector multiplications
within the Newton-Krylov method.
3.1 Test Cases
As mentioned above, the cases included here are solved within the shallow water spectral
element-based dynamical core option within the Community Atmosphere Model (CAM) [20].
The ﬁrst case comes from a suite of canonical tests developed by Williamson et al. [24] and has
already been discussed in the context of the implicit solution framework [11]. This case, ‘TC5’,
mimics a realistic atmospheric ﬂow scenario and exercises the full shallow water equations.
Here, an initially smooth zonal ﬂow and geopotential height ﬁeld is perturbed by an isolated
mountain feature in the surface topography. The system solves the full shallow water equation
set and is fully nonlinear, requiring multiple Newton iterations per time step. We also consider
a regionally reﬁned version of this test; it has a coarser grid than the uniform case overall, but
it is reﬁned locally in a circular region around the mountain as explained in [15]. The second
case, ‘SJTC1’, is a more recent test problem developed by Galewsky et al. [14] to explore
the ability of the model to capture a clear separation in scales between the fast gravity waves
and longer term vorticity dynamics. This case is initialized with a ﬂow perturbation within
a barotropically unstable midlatitude jet. Prior work has demonstrated that implicit solvers
successfully step over the small-scale gravity waves yet capture the vortical structures accurately
[16]. For all cases, we veriﬁed the L2 norm of the approximate solution error compared to a
reference solution (generated with an explicit method running a 0.1s time step) to be insensitive
to the choice of matrix-vector multiply, including the diﬀerencing parameter, λ.
3.2 Implementation
To solve the shallow water equations on the sphere CAM uses a cubed-sphere grid based on
a central projection [22]. The total number of elements in the discretization is 6ne2 and each
element contains np2 GLL nodes. For TC5 we use a 1/4 degree resolution and discretize with
np = 4 and ne = 120 except in the regionally reﬁned case which starts with 1.25 degree
resolution and goes down to 1/8 degree. This case has 8 levels of reﬁnement from ne = 24 to
ne = 240. The reﬁned case has 2,990 elements across the globe, as compared to 86,400 for the
uniform case. With SJTC1, np = 8 and ne = 24 for all runs.
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The implicit solver is built within CAM using an interface to the Trilinos software library
[10, 18] providing Newton’s method, Flexible GMRES as the linear Krylov solver, and an
Epetra interface for matrix and vector operations performed by a block preconditioner [19].
These operations work with subroutines that apply the discrete spectral element operators in
CAM and vector kernels and solvers in Trilinos. We use Flexible GMRES with a 50 vector
basis to accommodate a preconditioner enveloping an iterative method itself. The nonlinear
tolerance used, τ , was 1e− 6, and the FGMRES tolerance, η, was 1e− 2.
All runs were performed on the Livermore Computing Facility computer, Cab, where each
node contains a total of 16 Intel Xeon 2.6 GHz cores. For tests simulating 1 day, runs utilized
16 MPI processes on 1 compute node. The 6 day SJTC1 case was run on 2 compute nodes with
32 MPI processes and the 15 day TC5 case used 4 compute nodes with 64 MPI processes. In
all setups, the maximum wall clock time was set at 16 hours.
Run times are shown below for the nonlinear function evaluation and the matrix-vector
multiply. In all cases, these timings are only for the function evaluations that appear in New-
ton’s method and the ﬁnite diﬀerence approximation within the Jacobian-vector products in
FGMRES. It should be noted that if the FGMRES linear solver reaches 50 iterations, it will
return to the Newton method. The maximum allowed number of Newton iterations was 50 and
if that number was attained, the run halted with a failure. Failure is also indicated if the run
did not complete within 16 hours of wall clock time.
3.3 Numerical Results
Table 1 shows iteration counts for the TC5 case. We look at counts for a 1 day run with the
preconditioner GMRES tolerance set to 1e−4, denoted as ‘PC1’, and 1e−8, denoted as ‘PC2.’
These are given for time step sizes of 1,200 s and 1,800 s. For the smaller time step, there is little
diﬀerence in the results between PC1 and PC2. In both cases, we observe a lack of robustness
with a large value of λ in the ﬁnite diﬀerence approach. Because the ﬁnite diﬀerence parameter
is large, the error in the approximate matrix-vector multiply results in the linear solver getting
a solution to a poor linear model of the nonlinear system. As a result, the Newton solver will
converge slowly or not at all. In all cases we see that fewer nonlinear iterations are required
for solution with the ﬁnite diﬀerence approach with small λ than with the analytic Jacobian.
We believe these smaller numbers result from the new information brought into the linear solve
with the new function evaluations. Hence, a better linear model is obtained for the newest
nonlinear iterate, and the Newton solver can make a bit more progress with the linear solution.
We also show iteration counts for the 15 day run and for the regionally reﬁned run. The
regionally reﬁned run requires fewer linear iterations to solve the larger time step problem due
to its smaller size. In addition, due to the application of reﬁnement around the areas of greatest
change, the nonlinear problem may appear numerically smoother and result in an easier nonlin-
ear problem. Similar to the 1 day tests, the 15 day runs demonstrate concerns with robustness
of the ﬁnite diﬀerence approach with too large of a diﬀerence parameter. Additionally, with
the larger time step in the 15 day run and with a large λ value in the regionally reﬁned case,
more nonlinear iterations are required for the ﬁnite diﬀerence than with the analytic Jacobian.
This larger number results from error in the ﬁnite diﬀerence scheme polluting the linear so-
lution enough to result in a poor Newton update. In general, we see little diﬀerence between
λ = 1e− 6 and λ = 1e− 8. Given the potential for loss of robustness, the 1e− 8 value is likely
to be preferred, but tests on the next case help to verify this.
Figure 1 shows the total time taken in both the nonlinear function evaluation and matrix-
vector products for the both the analytic and ﬁnite diﬀerence approaches for TC5 with both
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Δt (s) Jv λ 1 day, PC1 1 day, PC2 15 days, PC1 1 day, ref, PC1
NNI ALI NNI ALI NNI ALI NNI ALI
1,200 AJ 276 2.2 264 2.1 3,319 2.4 229 2.3
FD 1e-2 Failed Failed Failed 234 2.5
1e-4 264 2.2 255 2.1 3,307 2.4 219 2.3
1e-6 264 2.2 254 2.1 3,307 2.4 219 2.3
1e-8 264 2.2 254 2.1 3,308 2.4 219 2.3
1,800 AJ 201 3.2 160 2.3 2,723 3.8 155 2.6
FD 1e-2 Failed Failed Failed 159 5.1
1e-4 190 3.2 150 2.4 2,733 3.9 144 2.7
1e-6 190 3.2 149 2.4 2,711 3.8 144 2.7
1e-8 190 3.2 149 2.4 2,710 3.8 144 2.7
Table 1: Total nonlinear (NNI) and average linear (ALI) iteration counts for TC5 run for 1
day with preconditioner tolerances of 1e − 4 (PC1) and 1e − 8 (PC2), for 15 days with PC1,
and for 1 day with PC1 and regional reﬁnement. We see greater robustness with the analytic
Jacobian (AJ) and that λ < 1e − 4 gives the best performance for the ﬁnite diﬀerence (FD)
approximation.
time step sizes. The results are the average time for each MPI process and in the 15 day run the
results are also averaged per simulated day. In nearly all cases, the times show a deﬁnite speed
beneﬁt from using the ﬁnite diﬀerence approach. Although, the diﬀerence in timing between
the analytic and ﬁnite diﬀerence approaches is less pronounced in the 15 day and regionally
reﬁned cases.
(a) Δt = 1, 200 (b) Δt = 1, 800
Figure 1: Total time taken (averaged over number of processing cores) in the matrix-vector
product and function evaluation for TC5 run for 1 day with preconditioner tolerances of 1e− 4
(PC1) and 1e− 8 (PC2), for 15 days (average per simulated day) with PC1, and for 1 day with
PC1 and regional reﬁnement. In all cases the ﬁnite diﬀerence approximation out performs the
analytic approach.
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Table 2 shows iteration counts for the SJTC1 test case again for 1, 200 s and 1, 800 s time
steps and with the preconditioner GMRES tolerance set to two values, 1e − 4, denoted as
‘PC1’, and 1e−8, denoted as ‘PC2.’ We again see a loss of robustness with the ﬁnite diﬀerence
approximation. This problem is more nonlinear than the TC5 case, so we expect that errors
in the linear solution will certainly impede nonlinear solution progress more. We see this
requirement for accuracy in that the numbers of nonlinear iterations are higher for λ > 1e− 8
whereas λ = 1e− 6 worked well for TC5.
Δt (s) Method λ 1 day, PC1 1 day, PC2 6 days, PC1
NNI ALI NNI ALI NNI ALI
1,200 AJ 238 3.2 234 2.5 1,439 6.1
FD 1e-2 Failed Failed Failed
1e-4 322 8.6 234 2.7 Failed
1e-6 229 3.3 221 2.6 1,465 6.3
1e-8 228 3.3 221 2.6 1,428 6.2
1,800 AJ 197 27.9 161 5.8 1,168 35.0
FD 1e-2 Failed Failed Failed
1e-4 496 42.7 Failed 4,565 46.7
1e-6 207 30.5 148 6.3 1,354 37.0
1e-8 185 27.7 148 6.4 1,158 35.1
Table 2: Total nonlinear (NNI) and average linear (ALI) iteration counts for SJTC1 run for 1
day with a preconditioner tolerance of 1e− 4 (PC1) and 1e− 8 (PC2) and for 6 days with PC1.
Note the requirement of λ < 1e− 6 for dependable beneﬁt of the ﬁnite diﬀerence approach.
Figure 2 shows the total time taken per MPI process in both the nonlinear function eval-
uation and matrix-vector products for the both the analytic and ﬁnite diﬀerence approaches
for SJTC1. The 6 day run times are per simulated day. Unlike with TC5, we see increased
times with the ﬁnite diﬀerence method for large λ compared to the analytic approach. As λ is
decreased the run times improve and again a speed beneﬁt is realized with the ﬁnite diﬀerence
method. For the larger time step we also see that λ = 1e− 8 gives the shortest run times.
4 Conclusions
From these results we can make a number of conclusions. First, too large a value of λ in the
ﬁnite diﬀerence approximation leads to a loss of robustness. Both solver failures and signiﬁcant
slowdowns were observed due to the error pollution from the diﬀerence approximation. Second,
a λ value of 1e− 8 should be used. The standard default of 1e− 6 was not small enough to give
the maximum beneﬁt for the more nonlinear problem with the larger time step. As we move
toward larger step sizes, this beneﬁt will translate to faster run times.
For spectral element methods, typically little Jacobian information is precomputed at the
start of each Newton iteration. In this case, the ﬁnite diﬀerence approach will generally be
faster, as is seen in this paper. Future work will explore the viability of precomputing Jacobian
information and using this within the analytic Jacobian-vector product. This optimization may
signiﬁcantly aﬀect the relative beneﬁt of the two approaches. The tradeoﬀ in this approach is the
added complexity of implementation and increased storage requirements. However, a further
signiﬁcant beneﬁt is the exploitation of this precomputed information within the preconditioner
to further improve performance.
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(a) Δt = 1, 200 (b) Δt = 1, 800
Figure 2: Total time taken (averaged over number of processing cores) in the matrix-vector
product and function evaluation for SJTC1 run for 1 day with preconditioner tolerances of
1e − 4 (PC1) and 1e − 8 (PC2), for 6 days (average per simulated day) with PC1, and for 1
day with PC1 and regional reﬁnement. Note again the smaller times for the ﬁnite diﬀerence
approximation once the diﬀerence parameter is small.
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