In the field of weed science, data transformation techniques are of frequent use while evaluating investigating weed count data. Even after having its criticism, data transformation still remains as a very popular technique because the reasons for its use are quite greater than its non-use. Depending on the functional relationship existing between mean and variance of the weed count data, suitable transformations like logarithmic, square root and angular, should be used.
Introduction
Data transformation techniques have been employed frequently by the researchers in weed science (Ahrens et al. 1990 ). As the interpretation of data based on analysis of variance (ANOVA) is valid only under some certain assumptions, data transformation techniques play a vital role if there is any departure from these assumptions (Rangaswamy, 2018) . From the theoretical point of view, there exists a criticism that the mathematical procedure can modify the original data distribution.
However, from a practical point of view, the problem is that scientists face difficulty in interpretation and discussion of results on scales other than the original (Ribeiro- Oliveira et al. 2018 ). Even after having its criticism, data transformation remains as a very commonly used technique because though it is not proper for every data set (Quinn and Keough, 2002; Jaeger, Relevance of Data Transformation Techniques … 82 2008; O'Hara and Kotze, 2010) , the reasons for transforming data are much more than not to use it all (Bartlett, 1947; Keene, 1995; Ahmad et al. 2006) .
Violation of Assumptions
Additive nature of treatment effects and block (environmental) effects, independence of experimental errors and normality of the study variate are necessary assumptions for validity of the inferences made from ANOVA (Rangaswamy, 2018) . Statistical tests like t-test, F-test, z-test etc. also require the assumption of independence of errors and normality of character under study (Anderson and McLean, 1974; Draper and Hunter, 1969) . Generally, the assumption of variance homogeneity is violated along with the assumption of normality. Normal probability plot (Wilk and Gnanadesikan, 1968; Abrahams and Keve, 1971) , Shapiro -Wilk's test (Shapiro and Wilk, 1965; Royston, 1992) , D'Augstino's test (D'Agostino and Stephens, 1986) etc. can be applied to the validity of the normality assumption. In fixed effects ANOVA, little to moderate departures from normality are not considered of great concern as F test is just slightly affected by non-normality.
However, in case of random effects ANOVA, there is severe effect of normality violation. In order to test homogeneity of variances, the mean and variance for each treatment across the replications would be computed. The equality of variance only then can be tested by Bartlett (Andrews, 1971; Chou et al. 2018) , where data distribution is non-normal, whereas, partitioning of error is the remedial measure for the second kind.
In practical, there are several situations where serious violation of these assumptions are observed making the inference based on these statistical techniques invalid (Sakia, 1992) . Under such circumstances, available options (Graybill, 1976) are:
(i) Ignore the violation of the assumptions and proceed with the analysis as if all assumptions are satisfied.
(ii) Decide what is the correct assumption in place of the one that is violated and use a valid procedure that takes into account the new assumption.
(iii) Design a new model that has important aspects of the original model and satisfies all the assumptions, e.g. by applying a proper transformation to the data or filtering out some suspect data point which may be considered outlying.
(iv) Use a distribution-free procedure that is valid even if various assumptions are violated.
However, majority of the scholars are observed to prefer (iii) i.e. data transformation techniques over the other alternatives (Thoeni, 1969; Hoyle, 1973) . Hence, in the experiments conducted for observing the herbicide efficiency for controlling weeds, where very often violation of these assumptions are observed practically, there is a necessity to detect the departures and apply the appropriate remedial measures in order to make the interpretations valid.
Desirable Properties of the Transformed Variate
However, a constant variance is not the only condition we seek and precautions are still necessary when using analysis of variance with the transformed variate (Bartlett, 1947) . In the ideal case (Bartlett and Kendall, 1946) , the transformed variate should satisfy the following:
1. The variances of the transformed variate should remain unaffected by changes in the means. This is also called the variance stabilizing transformation.
2. It should be normally distributed.
3. The transformed scale should be one for which real effects are linear and additive.
4. The transformed scale should be done for which an arithmetic average from the sample is an efficient estimate of true mean.
Transformation of Data
If the relation between the variance of observations and the mean is known, then this information can be utilized in selecting the form of the transformation (Dolby, 1963) . We now elaborate on this point and show how it is possible to estimate the form of the required transformation from the data. Box-Cox transformation (Box and Cox, 1964 ) is a power transformation of the original data. Let yut is the observation pertaining to the u th plot, and then the power transformation implies that we use yut's as Box and Cox (1964) have shown how the transformation parameter λ in may be simultaneously estimated with the other model parameters (overall mean and treatment effects) using the method of maximum likelihood estimation. This is considered as a very general transformation. The particular cases of this transformation for different values of λ are given in (1985) and Piepho (2003) had mentioned other kinds of transformations.
Logarithmic Transformation
This transformation is suitable for the data where the variance is proportional to square of the mean (Montgomery et al. 2017) or the CV (coefficient of variation) is constant or where effects are multiplicative. When data range is wide in herbicidal experiments conducted for controlling weeds, these conditions are usually found. For such cases, it is appropriate to analyse log X instead of X (actual data). When small values or zeros are involved in the data set, log (X+1), log (2X+1) or log (X+3/8) should be used in place of log X. This transformation is effective specifically in case of normalising a positively skewed distribution. It is also helpful to achieve additivity (Zar, 2014; Rangaswamy, 2018) .
Square-Root Transformation
While variance is proportional to the mean, the square root transformation must be considered (Bartlett, 1936; Dean and Voss, 1999; Zar, 2014; Montgomery et al. 2017) , which leads to recommendations for cases where there exist few variations between variance and mean (O'Hara and Kotze, 2010) . In other words, when statistical data is consisted of integers i.e. whole numbers, like number of weeds per plot, homogeneous conditions will often lead to variation in these numbers x following the Poisson distribution (Montgomery, 2013; Gupta and Kapoor, 2014) . Since Dey and Pandit.
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for such a distribution the variance is exactly equal to the mean, that to stabilize the variance we must work on the square root scale. When very small numbers are involved, the use of √ is recommended instead of √ , especially when zeros are occurring among the observed numbers (Rangaswamy, 2018) . Variance of Poisson variate on transformed scale (Bartlett, 1947) is given in Table 2 . 
Angular Transformation
Variables expressed by a proportion and (or) percentage are suitable for the application of angular transformation (Zar, 2014) so that variance can be expressed as a quadratic function of the proportion (Warton and Hui, 2011) . The distribution of percentages is binomial (Dean and Voss, 1999; Montgomery, 2013; Gupta and Kapoor, 2014; Montgomery et al. 2017 ) and this transformation makes the distribution normal. It is also known as 'arcsine' or 'inverse sine' transformation. In the agronomical experiments conducted for weed science, usually number of a particular weed species is converted to proportion and (or) percentage of total weed counts. Since the role of this transformation is not properly understood, there is a tendency to transform any percentage using angular transformation. It should be noted that only that percentage data that are derived from count data as described earlier should be transformed (Rangaswamy, 2018) . The angular transformation is given as (Bartlett, 1947) , √ However, as mentioned above, the transformations of experimental data, regardless of mathematical expressions, are sometimes performed for other purposes, where statistical
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However, Pereira and Santana (2013) mentioned that any assumption on coefficient of variation is not necessary to make the outcomes from ANOVA valid. Presence of zeros in the data set is also associated with coefficient of variation (Couto et al. 2009 ). A relation between samples per plot size with coefficient of variation can also be drawn.
On the contrary, non-parametric models can be extensively used to avoid the assumptions needed for parametric ANOVA. Ribeiro- Oliveira et al. (2018) mentioned that non-parametric methods are applicable, especially when there are no residuals adjusting to the Gaussian distribution (Judice et al. 1999) . This seems to be quite conflicting because normal approximation for large samples is considered as a basis of the nonparametric statistics (Zar, 1999) . Because of the inability of non-parametric tests to minimise type I and type II errors (Lix et al. 1996) , these tests are considered inefficient compared to its parametric analogous in inferential statistics (Ribeiro- Oliveira et al. 2013; Ribeiro-Oliveira and Ranal, 2016) .
In order to study the functional relationship, especially if it is non-linear in nature, between predictors (eg. Weather parameters like rainfall, maximum temperature, minimum temperature etc.) and response variables (eg. Number of weeds), it should be remembered that if transformation is only made on the response variable, model parameters will lose their biological meaning along with distorting the functional relationship as a whole (Onofri et al., 2010) . In order to avoid this problem, Carroll and Ruppert (1988) suggested to transform both regressor and regressed variables. Streibig (1988) have mentioned numerous instances of application of this approach in the field of weed science.
Conclusion
Data transformation techniques are widely used in biological fields especially in weed science when necessary assumptions are not satisfied. While evaluating the efficacy of herbicide treatments, suitable transformations like logarithmic, square root and angular should be very carefully used depending on the functional relationship existing between mean and variance of the weed count data.
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