Abstract-Multicast routing is to find a tree which is rooted from a source node and contains all multicast destinations. There are two requirements of multicast routing in many multimedia applications: optimal network cost and bounded delay. The network cost of a tree is defined as the sum of the cost of all links in the tree. The bounded delay of a routing tree refers to the feature that the accumulated delay from the source to any destination along the tree shall not exceed a prespecified bound. This paper presents a distributed heuristic algorithm which generates routing trees having a suboptimal network cost under the delay bound constraint. The proposed algorithm is fully distributed, efficient in terms of the number of messages and convergence time, and flexible in dynamic membership changes. A large amount of simulations have been done to show the network cost of the routing trees generated by our algorithm is similar to, or even better than, other existing algorithms.
I. INTRODUCTION

M
ULTICAST is a kind of group communication which requires simultaneous transmission of messages from a source to a group of destinations. Real-time multicast is a multicast scheme in which messages should be received by all destinations within a specified delay bound. There are many applications relying on real-time multicast services, such as interactive video conferencing systems, distributed group-game systems, concurrent editing systems, and so on. In real-time communications, a (logical) connection from the source to the destination(s) needs to be established before any data transmission occurs [7] . During the connection setup, sufficient network resources (i.e., network bandwidth, buffer, etc.) are reserved at each network node on the connection so that user required quality of service (QoS) can be guaranteed at data transmission time.
There are two steps of a multicast connection establishment in wide area networks (WAN's): routing and configuration of the connection. The routing is to find a routing tree which is rooted from the source and links all the destinations.
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The configuration of a connection is to configure the new connection at each node on the tree, which includes the operations, such as reserving network resources, registering the connection in a switching table used to switch incoming packets to the corresponding outgoing links, and so on.
In connection-oriented communication, once a connection is set up all traffic follows the selected route until the connection is torn down. Therefore, it is important for a multicast connection to select a routing tree whose network cost is minimal. The network cost of a tree is defined as the sum of the cost of all links in the tree. Finding such a tree in a network is called the Steiner tree problem [12] , which is NP-complete [11] . Many inexpensive heuristic algorithms have been proposed (see surveys in [13] , [19] , and [20] ) to find approximate solutions to Steiner trees. However, there are three major difficulties in applying the existing heuristic algorithms to the routing of real-time multicast connections:
The first difficulty is routing in a fully distributed fashion. Most of the proposed heuristic algorithms are centralized in nature. A centralized algorithm requires a central node (or every node) to be responsible for computing the entire routing tree, and this central node must have the full knowledge about the global network. It suffers from some drawbacks in large networks, such as poor fault tolerance (failure of the central node), heavy computing load at the central node, high communication cost in keeping network information up-todate, and inaccuracy of routing information.
The second difficulty is the generation of an optimal routing tree under a delay bound. In addition to having the minimal network cost, the routing tree for a real-time connection requires that the delay from the source to any destination shall not exceed a prespecified bound. However, the requirement of minimizing network cost often conflicts with the bounded delay requirement in multicast routing.
The third difficulty is the integration of routing with the connection configuration into a single phase of operations. The existing methods for establishing connections tend to separate the routing operation from the connection configuration. That is, a routing tree is generated first, and then the configuration is performed, node by node, along the tree. It not only incurs more network communication cost, but also makes the time for connection establishment longer. This paper proposes a distributed routing algorithm for realtime multicast connections, aimed at overcoming the above three difficulties. The proposed algorithm has the following advantages.
1) Fully Distributed: Each node operates based on its local routing information and the coordination with other nodes is done via network message passing.
2) Suboptimal Routing Trees Under Delay Bound:
The network cost of routing trees is suboptimal under the condition that the delay from a source to any destination along the tree does not exceed a prespecified bound. 3) Integration of Multicast Routing with Connection Configuration: Because of this feature, our method uses a small number of messages and short convergence time to establish a connection. The message cost is even comparable to those using centralized routing.
4) Dynamic Membership Changes of Multicast Groups:
A destination can leave or join a multicast group without restructuring the existing routing tree (i.e., not affect the existing traffic on the connection).
II. SYSTEM MODEL AND PROBLEM SPECIFICATION
A. Real-Time Optimal Multicast Routing
The network is modeled by a connected graph , where the nodes in the graph represent network routers and the edges correspond to communication links between nodes. Each link is associated with two parameters and .
denotes the communication cost of , which can be the number of hops of in WAN's.
is a measure of delay that messages experience on , which includes the queuing, transmission, and propagation components. In this paper, we assume that the two parameters and have the following relationship:
Under this assumption, the least cost path between two nodes (i.e., the shortest path in terms of cost) is always the shortest delay path between them. The assumption in (1) is reasonable in most data communication networks. It is especially true when the cost parameter is measured by the number of hops, because a path with less number of hops usually has shorter network delay. Fig. 1 is a simple example of a network graph. For the clarity of diagrams, we use the same integer number to indicate both values of cost and delay parameters of links in the diagram [it does not affect the generality of the diagrams because of the assumption on the relationship between the cost and delay parameters in (1)]. Our algorithm still treats the two parameters separately.
A multicast operation transmits a message to a group of destinations. A multicast route always takes a tree structure to reduce the number of message copies on the network, where message copying occurs only at fork nodes of the tree. A multicast routing tree can be defined as the following.
Given a source node , a set of destination nodes , with , a routing tree for a multicast connection is a subtree of the graph rooted from , that contains all of the nodes of and an arbitrary subset of , whose leaf set consists only of a subset of nodes of .
When multicasting a message to the nodes of , source node (the root of a routing tree) sends a copy of the message to each of its children along the tree. These children in turn transmit the message to their children until all nodes in the tree (thus, all nodes in ) have received the message. If
, it becomes a unicast, and if , it is a nonselective broadcast. According to the nature of trees, a multicast message flows through each branch of the routing tree once and only once to reach all the destinations. Therefore, the network cost of multicasting a message to a group of destinations is proportional to the sum of the cost of all links in the tree. We define the network cost of a multicast routing tree as (2) One important objective of multicast routing is to optimize (i.e., minimize) the network cost of routing trees. By selecting optimal routing trees for multicasts, the network cost of each multicast can be minimized. The gain of the savings is especially significant in multimedia applications where communication occurs more frequently and messages are usually very large in size due to the transmission of audio or video files.
Another requirement of multimedia communication is bounded delay of message delivery. In order for audio or video to be effectively used in interactive communication, the delay from source node to any destination is expected to be upper bounded. The exact amount of this delay bound depends on particular applications. The bounded delay requirement can be expressed as the following, where , , is the path from to along the routing tree and is the delay bound
The network cost requirement is additive over the whole tree, while the bounded delay requirement is additive over individual paths from to destinations along the tree. Our goal is to find a routing tree with optimal network cost defined in (2) under the delay constraint defined in (3). To ensure the existence of such a tree which satisfies (3), the following condition must hold, where SDP is the shortest delay path from to : (4) Otherwise, a routing tree which can meet the delay bound does not exist .
B. Related Work
The three major difficulties in routing for real-time multicast connections are: fully distributed routing, delay-bounded suboptimal routing, and integration of routing with connection configurations. We now discuss some existing solutions to those problems.
1) Distributed Steiner Tree Heuristics: Some widely adopted distributed heuristics are based on minimum spanning tree (MST) heuristics [1] , [4] , [9] , [16] . An MST heuristic is to generate an MST of the network graph , spanning all nodes in . Then an approximate Steiner tree is obtained by removing, from the MST, subtrees containing no nodes in . Basically, there are two types of distributed MST algorithms. One type is based on the Prim's MST algorithm. Prim's algorithm [6] initializes the tree as the source node and then grows the tree by successively adding the next closest node to the tree, until all nodes are in the tree. The other type is based on Kruskal's MST algorithm [6] . Kruskal's algorithm initializes each of the nodes as a subtree and joins subtrees pairwise repeatedly until all the nodes are in a single tree. There are two disadvantages to these algorithms. First, all the nodes in the network are involved in the execution of the MST algorithms, which is very costly in large networks. Second, it takes two steps to produce a routing tree: 1) generate an MST of the whole network and 2) prune the MST to the routing tree. It costs more network messages and takes a longer time to establish a connection.
2) Delay-Bounded Suboptimal Routing: The cost requirement often conflicts with the delay requirement in multicast routing. A Steiner tree with optimal network cost may have a long delay to the farthest destination. Whereas a shortest path tree (SPT), in which each path from the source to a destination is a shortest path (in terms of delay), has the shortest delay, it may incur a high network cost. A tradeoff algorithm between optimal network cost and minimum average delay was proposed by Kumar et al. in [3] . It generates two routing trees, an SPT and a Steiner tree . A -degree tradeoff ( is a positive integer specified by the user) is achieved by first identifying out destinations to whom the difference between the delay in and the delay in is the largest. Then the paths to destinations in are replaced by the corresponding shortest paths in , obtaining a less optimal routing , but with a shorter average delay. This idea can be extended to delay bounded routing by replacing those paths in the Steiner tree whose delay exceeds the bound by their shortest paths. This extended algorithm is later simulated in Section IV.
In multimedia applications, there is actually no need to minimize the average delay to all destinations. It often requires that the delay to any destinations shall be within a bound. A recent survey of delay-bounded routing algorithms and the evaluation of them can be found in [17] . Kompella et al. proposed two centralized heuristics in [15] : the cost-delay heuristic and the cost heuristic. Both of them are based on Prim's MST algorithm. A routing tree grows up from the source . Each time when selecting the next nontree node to add to the tree, the cost-delay heuristic uses the following function to convert the cost and delay of a link into the weight if then otherwise where and are the cost matrix and delay matrix, respectively; is a tree node and is the delay from to along the tree. Then it selects node which has the smallest and adds it to the tree. The cost heuristic simply selects node whose cost to the tree is minimal under the condition and adds it to the tree. These two heuristics are later extended to distributed versions in [16] . In their distributed versions, the two policies (heuristics) of selecting edges remain the same. But each time of selecting an edge, adding to the tree, it takes one round trip along the tree formed so far: a FIND message is first sent from down to the tree leaves, node by node, to determine the best out-going edge at each node; then the best out-going edge is propagated from the leaves back to , replaced by a better choice along the way. This is a time-consuming and message-costly procedure.
Jia et al. [14] proposed a centralized algorithm which improves the performance of Kompella's cost heuristic. When selecting node to add to the tree, if
, it backtracks the tree formed so far to find a structure of the tree which can link to the tree with the least cost under the condition . It then restructures the tree to include into the tree. Zhu et al. proposed another centralized algorithm called the bounded shortest multicast algorithm (BSMA) in [21] . BSMA starts with an SPT to all destinations. It then iteratively replaces super-edges in the tree with lower cost paths not in the tree without violating the delay bound. A super-edge is a path in the tree between two branching nodes, two destinations, or a branching node and a destination. The operation continues until the total cost of the tree cannot be reduced any further. The computation cost of searching the best replacement of a super-edge under the delay constraint is very high. The computing complexity is , where is the convergence number in searching a delay-bounded shortest path (shortest in terms of cost) for a super-edge, and is .
3) Integration of Routing with Connection Configuration:
In a distributed environment, routing operation must be integrated with the operation of connection configuration so that a connection can be established faster. This is because connection configuration needs to be done node by node along the direction from the root to all leaf nodes. If the routing operation is separate from the configuration, it would take an extra traverse of the whole tree to configure the connection, which is costly in both time and network messages. Centralized algorithms compute routing trees at a central node, so they need another phase for connection configuration. Some distributed heuristics, such as those based on Kruskal's MST algorithm [1] , [9] , construct routing trees in parallel. The input and output directions at a tree node are not known during the tree construction until the whole tree is generated. Therefore, they also need a separate phase to configure the connection after the routing tree is generated.
There is no such solution so far which can overcome all the difficulties discussed above. The principal goal of our work is to develop a routing method that is fully distributed, produces delay-bounded optimal trees, and can be integrated with the operation of connection configurations.
III. OUR ALGORITHM
A. Requirements of Distributed Heuristics and Assumptions
Distributed heuristic algorithms do not need any node to keep the information of the whole network, which is potentially suitable for routing in large networks. A distributed algorithm used for network routing must satisfy the following criteria.
1) The execution of the algorithm is restricted on those nodes which are involved in the multicast. The whole network will not get involved in each multicast routing. 2) Each node operates based on its local routing information, so that there is no need for a central node (or every node) to keep the information of the whole network.
3) The communication cost for a multicast routing must be small and the time required for a connection establishment must be short. The idea of our algorithm in constructing routing trees mimics Prim's MST algorithm [6] and is in combination with a distributed shortest path algorithm. We assume that each node has the information about the shortest path (in terms of cost) and the delay of the path to every other node in the graph (the information is stored in the local routing table). This can be achieved by running the Bellman-Ford's distance-vector [2] , [8] on both cost and delay metrics. Furthermore, we assume there are no long live loops in the shortest paths. Several loopfree shortest path routing algorithms based on Bellman-Ford's algorithm have been already proposed, such as in [5] and [10] . Sometimes dynamic changes of routing information may still cause transient loops in shortest path routing. In our method, a routing tree is constructed sequentially (i.e., the tree grows link by link from the root) and the connection on the routing tree under construction is registered into a table of connections at each tree node as the tree grows. Thus, a loop can be identified immediately once it is formed. Our routing algorithm simply terminates and this connection setup request will be rejected when a loop is encountered.
B. Our Distributed Steiner Tree Heuristic 1) Definitions:
Multicast routing is to find a routing tree which spans all destinations and whose network cost is minimum. Before discussing the details of our algorithm, we give the following definitions.
Definition 1: A shortest path from a tree to a nontree node ( is not in ) is a shortest path (in terms of cost) from a tree node ( is in ) to , denoted by , and satisfies
For any tree node (5) is said to be the tree node closest to . Definition 2: The cost from a tree to a nontree node , denoted by , is (6) where is the tree node closest to . Definition 3: A nontree node , which is said to be the closest to a tree , satisfies For any nontree node
The above definitions of trees are also applicable to paths, which are a special case of trees: single-branch trees.
2) Basic Idea of the Algorithm:
The basic idea of our algorithm is as follows. The construction of a routing tree starts with a tree containing only source node . A destination in which is the closest to the tree is selected. The shortest path from the tree to this destination is added into the tree. By adding a path to a tree, all nodes on the path are included into the tree. Then the next destination, which is the closest to the tree under the delay constraint defined in (3), is selected and the shortest path from the tree to it is added to the tree. At each step, an unselected destination, which is the closest to the tree under the delay constraint, is added to the tree. This operation repeats until all nodes in are in the tree. To record the cost from the tree to the destinations as the tree grows, a table (tree to destination) is introduced. An entry , for each destination , has three fields , , and , representing, respectively, the cost from the tree to , the tree node closest to , and the status showing if is in the tree or not. Each tree node needs to remember the accumulated delay from source node to itself along the tree, denoted by . Both and are initialized at and carried in a connection setup message from node to node during routing. They are updated as the message passes through each new tree node.
For the ease of description, we use to denote the local routing table at each node. For each node in the network, there is an entry in the table. is the cost of the shortest path (in terms of cost) from the local node to , and is the delay of this path.
3) The Algorithm Details: Every node in the system executes the same routing algorithm. It is initially in an idle state waiting for connection setup requests. The pseudocode of the algorithm is given in the Appendix.
When a node receives a request for opening a multicast connection with parameters and , it becomes the source of the multicast connection (see procedure open in the The trenode and tag fields of all entries in the are set to and "no," respectively, indicating that the shortest paths to all destinations start from and no destination is in the tree initially. Then the destination closest to the tree is selected and its entry is marked as "yes." A connection setup message is sent to the neighbor via which the selected destination can be reached by the shortest path. This setup message carries the information of and ( is initialized to at this node). Table I shows the carried in the setup message from in the example of Fig. 1 with . In this example, is selected as the first destination to be added to the tree.
When this setup message arrives at an intermediate node, say , on the way to the designated destination (see procedure setup in the Appendix), is extracted from the message and recorded at this node. For each destination not already in the tree, the following condition is checked: AND (8) Notice that is the cost from this node (i.e., ) to , and is the cost from the so-far-formed tree to . If (8) is true, entry is updated as Then the setup message is sent to the next neighbor, say , leading to the designated destination. The accumulated delay from to is . Table II shows the updated at node when the setup message is sent down to along path . Suppose . Since the cost from to is less than that from to and the accumulated delay to via is , entry is updated. Whereas the delay to destination via exceeds , though the cost from to is less than that in . When the connection setup message reaches the designated destination, a nontree destination which is the closest to the tree is selected as the next one to be linked into the tree. The field of the selected destination's entry in is the tree node closest to this destination. This tree node will be a fork node that branches to this destination. A fork message is then sent to this tree node. Upon the receipt of this fork message, the tree node continues the connection setup by sending down a setup message via its neighbor to the newly selected destination (see procedure fork in the Appendix). In our example, node is selected as the next destination and node is the tree node to .
The above operation continues as the multicast connection is extended to destinations one after another, until all destinations in are in the tree. When the last destination is added to the tree, a completion message is sent to . The connection setup is completed. In our example, when the setup message arrives at , node is the last destination to be linked to the tree. Since the accumulated delay to via is , link cannot be used to link to the tree even though the cost from to is very small. The shortest path from the tree to under the delay constraint is just the shortest path from to in this case. Fig. 2 is the generated routing tree of Fig. 1 . This is a fully distributed algorithm. Every node involved in the execution of the algorithm operates based on its local routing information. The operations of each node are triggered by the arrivals of control messages. There are four types of control messages for a connection setup: 1) an open request initially from the application; 2) setup messages passing through every node to destinations in the routing tree; 3) fork messages to fork nodes; and 4) a completion message to the source . Each node reacts to those messages asynchronously with others, and as the overall effect the multicast connection is established collaboratively.
C. Discussion of the Algorithm
Theorem 1: There is no cycle in a delay bounded routing tree, assuming the underlying shortest path routing is loop-free.
Proof: Assume a cycle is formed when extending the connection to destination and is the fork node branching to . Thus, is the tree node closest to and path along the tree is the shortest path from to in our algorithm. To form the cycle, must meet another tree node, because is the shortest path and itself does not contain a cycle (a shortest path does not contain a loop). Suppose meets tree node , , as shown in Fig. 3 . It is obvious that is a tree node which is closer to than , which contradicts the original assumption that is the closest tree node to at the time when is selected as the next destination to be added to the tree. Thus, the theorem holds. Fig. 3 . Impossibility of a cycle in a routing tree.
From the above theorem, it can be seen that messages in the multicast connection would never get into an infinite loop in the network. Also, our algorithm will always find a routing tree within a finite amount of time, because at each step of the tree expansion a destination will be added into the tree via a determined shortest path between it and the tree. Our algorithm does not have the deadlock problem of as discussed in those parallel algorithms [1] , [9] during connection setup.
Theorem 2: A delay bounded multicast routing tree will be always found if one exists.
Proof: Suppose there exists a delay bounded routing tree for a multicast source , a set of destinations , and a delay bound . That is, the condition in (4) holds for the given , , and . From the condition in (4), we know that the shortest path tree (in terms of delay) meets the delay bound. In our algorithm, the routing tree is initialized as a tree in which the route from to any destination is the least cost path. Under the assumption of relationship between delay and cost parameters in (1), such an initial tree is also the shortest path tree in terms of delay. Therefore, even under the most stringent delay requirement ( is equal to the delay of the shortest path to the farthest destination), the shortest path tree will be found by our algorithm, which is the final routing tree.
D. Cost Analysis
There are two important criteria to evaluate distributed routing algorithms: the number of messages and the convergence time (i.e., time needed for a tree construction).
Theorem 3: In the worst case, our method uses two messages to construct a multicast routing tree to destinations. Proof: Each node in the network graph represents a router and we assume our routing algorithms run on every router. We count the transmission of a control message from a source node to a destination node as one message passing, without counting the message relay operation performed by intermediate nodes between the source and the destination. Our routing method is sequential, which uses the following messages to construct a tree: 1) setup messages from or fork nodes to the destinations; 2) at most fork messages from destinations to fork nodes; 3) one completion message to inform of the completion of the routing. Thus, it takes at most messages in total to construct a routing tree.
In terms of convergence time, our method requires time units to complete a routing tree, assuming one time unit is the time needed for the transmission of a message between two nodes. This is obvious, because our method constructs a tree sequentially.
1) Number of Messages and Convergence Time of Other Methods:
For MST heuristics, an efficient distributed implementation of theMST algorithm [9] takes messages and time units to generate a MST for a graph, where , and at least another messages are needed to prune the MST into a routing tree. The two distributed heuristics (shortest path heuristic and Kruskal's shortest path heuristic) proposed by Bauer et al. in [1] use messages and time units to construct a routing tree in the worst case, where is the diameter of the network. The distributed algorithms proposed by Kompella et al. in [16] need messages and time units to generate a delay-bounded routing tree. Table III summarizes the costs of these algorithms.
The centralized delay-bounded routing algorithms in [14] and [21] do not need any network message to compute a routing tree. However, a centralized method has many drawbacks, as discussed in the introduction.
2) Comparisons of Total Cost for a Connection Establishment:
To set up a connection, it requires operations of routing and connection configuration. One important feature of our method is that multicast routing is integrated with the connection configuration. Since our algorithm generates a routing tree sequentially from the source to destinations, connection configuration can be done at each node as the setup message is processed during the routing. By our method, when the construction of the routing tree is completed, the configuration of the connection is also done and the connection is ready to use. In a centralized algorithm, after a routing tree is computed, it still needs messages to configure the connection. The distributed algorithms which construct routing trees in parallel also need another phase for connection configuration, which means extra cost on top of routing tree generation.
From the above discussion, we can see that our algorithm takes less network messages and less convergence time to set up a connection than other distributed multicast routing algorithms. The message cost of our method is almost comparable to those using centralized routing. The quality of the trees produced by our algorithm is analyzed and compared with other algorithms in the simulation section.
E. Dynamic Change of Multicast Memberships
In many multicast applications, such as teleconferencing systems, multicast participants are free to leave or join a multicast session dynamically. It is important to ensure that any change of multicast memberships will not affect the traffic on the current connection and that the routing tree after the change will remain suboptimal in terms of network cost.
A widely referenced example of group management protocol is Internet group management protocol (IGMP), which has become a standard of group management for the Internet multicast. Due to the connectionless nature of the Internet, there is no logical connection among the group members and thus IGMP does not consider the network cost of a connection. In the connection-oriented communication, there is a connection for each multicast group and this connection needs to be restructured when members dynamically leave or join the group. Centralized or parallel routing methods do not allow any change of a connection once it is set up. Any change of the multicast membership requires the recomputation of a new routing tree and the setup of a new connection. Thus, they cannot provide a smooth transition from the old connection to the new one while the traffic is continuously flowing on the old one.
In our method, when a destination requests to leave a multicast group, it is disconnected from the connection. If the destination is a leaf node of the routing tree, the disconnection can be done easily. A leave request is sent upward (to the root direction) along the routing, node by node, until it reaches a fork node (or another destination) immediately above this destination. At each node this request passes through, the connection is released. As the result, the destination is disconnected from the multicast tree, while the rest of the connection remains intact. If the destination is not a leaf node, i.e., this destination is also responsible to forward multicast messages to other destinations, then this node cannot disconnect itself from the multicast tree. In this case it simply changes the function of this node to perform only switching operation, which switches incoming messages to the output ports of this connection. The applications are not affected.
When a node wants to join an existing multicast group, it sends a request to the source of the group. The source sends a join request to the current destinations of the group on the multicast channel. The request message carries a 3-tuple (newnode, cost, trenode) to record the cost from the tree to the new destination. At each node this request passes through, it modifies the cost and trenode information if it has a less costly path to the new destination under the delay constraint. When the request arrives at a leaf node along the tree, the leaf node sends this cost and trenode information back to the source. After collecting replies from all the leaf nodes of the tree, the source knows the tree node closest to the new destination and the cost from the tree to it. It then sends a fork message to this tree node to extend the connection to the new destination. By adding the new destination into the multicast group, the existing connection is unaffected.
Regarding the cost of a membership change, it takes only one control message to disconnect a destination from a connection, and messages for a new member to join a connection. Since the join request is sent to all destinations in parallel (by using the multicast connection), it takes only four time units to complete a join operation. 
IV. SIMULATIONS
In the following simulations, we compare our algorithm with other delay-bounded routing algorithms on the network cost of routing trees they generate. Five algorithms, namely the SPT algorithm, the modified Kumar's algorithm [3] , Kompella's cost heuristic [16] , Zhu's BSMA algorithm [21] , and the one we proposed (Jia's) are simulated.
Network topologies used in the simulations are deliberately manipulated to simulate wide-area sparse networks. A large network is likely to be loosely interconnected. An -node graph is considered to be sparse when less than 5% of the possible edges are present in the graph. Since we only consider a connected graph, the number of edges in annode connected graph can vary from to . The network graphs used in the simulations are constructed using the approach given in [18] . The nodes are distributed randomly over a rectangular coordinate grid. Each node is placed at a location with integer coordinates. A link between two nodes and is added by using the probability function , where is the distance between and , is the maximum distance between any two nodes, and , . Larger values of result in graphs with higher link densities, while small values of increases the density of short links relative to longer ones. In our simulations, is set to 0.7. is decided to be 0.7 to make the graph look sparse after many tests. Graphs are generated and tested until one with a single connected component is found. The cost of a link in the graph is the distance of nodes and on the rectangular coordinate grid. Again for simplicity, the delay of a link is made equal to its cost in the simulations.
The network cost is measured by the mean value of the total number of simulation runs. At each simulation point, the simulation runs 100 times. Each time, the nodes in group are randomly picked up from the network graph. The network cost of routing trees is simulated against two parameters: delay bound and multicast group size. In order to simulate the real situations, group size is always made less than 30% of the total nodes, because multimedia applications running in WAN's usually involve only a small number of nodes of the network. Fig. 4 is the network cost versus . During this round of simulations, the network size is fixed at 200 nodes, and group size is 10. We define the smallest meaningful value of as ( for any : is the delay on the shortest path from to ). starts from . With an even smaller , there does not exist such a routing tree which can meet .
is incremented by each time. The increment of is used after many simulation runs in order to capture any meaningful changes of network cost against the change of . Since for each simulation run is different, is different. The values on the axis are the mean values of in all runs. From Fig. 4 , we can see that the network cost of the SPT algorithm is on the top and does not change as increases. This is because the generation of the shortest path tree does not depend on . The other four algorithms perform much better than the SPT as increases. When is small, the path sharing of a routing tree is discouraged, which makes the routing tree wider (bush-like) so that the delay from the root to any node is shorter (to meet the stringent delay bound). This contributes to a high network cost of the four heuristics at small values of . As increases, more destinations can share path segments, which results in the decrease of the network cost. When becomes large enough so that Kumar's method need not replace any path of its Steiner tree (i.e., even the longest path in its Steiner tree can meet ), the final routing tree generated by its Steiner tree. The curves of Jia's, Kompella's, and BSMA methods merge with (or very close to) the curve of Kumar's at some points where no longer is a constraint in computing routing trees, and the network cost remains unchanged thereafter. BSMA performs slightly better than Jia's, Kompella's, and Kumar's methods when is small. As we mentioned before, BSMA is a centralized algorithm. This small performance gain is at the cost of high complexity of computation. Our method performs closely to Kompella's. However, as discussed before, our method takes many fewer messages and shorter time than Kompella's to set up a connection. Fig. 5 is the network cost versus group size. In this round of simulations, the network size is set to 200 and is . The group size starts at 5. It is interesting to see that the three curves representing Jia's, Kompella's, and BSMA algorithms stay very close with each other, which are significantly lower than the curves of SPT and Kumar's algorithms. It also can be seen that the increasing speed of the network cost of the three lower curves is slower than the other two, as the increase of group size. It demonstrates that our algorithm also performs well when the group size is large. The simulation results presented above are mean values of many simulation runs. Sometimes a few bad cases may drag down the mean value significantly, which affects the general performance of an algorithm. Thus, we present the distribution of the simulation results of our algorithm in Fig. 6 . The axis is the ratio of the network cost to the mean value. The axis is the percentage of the simulation cases whose network cost is in the range of the ratio. Each small range on the axis is 0.05 unit (centered on the indexing numbers). During this round of simulations, network size is fixed at 200 and network topology does not change. The group size is 10 and is . The simulation runs 500 times, each time with a different set of destinations .
From Fig. 6 , it can be seen that the performance of our algorithm is very stable, without dramatic fluctuation. The performance is also in a good normal distribution. All the cases fall into a range between (0.70-0.025) and (1.55 0.025) of the mean value, with over 90% of the cases in the narrow range of 0.80-1.20.
V. CONCLUSIONS
We have presented a distributed delay-bounded multicast routing algorithm. In addition to the distributed nature and low execution cost of our algorithm, it has three special features. First, it integrates routing with connection configuration as a single phase of operations, which significantly reduces the number of messages and time of the connection setup. Second, it allows dynamic change of memberships without affecting the existing traffic on the connection, which is desired by many multimedia applications. Third, it generates good-quality routing trees with low network cost, and performance is stable.
Our method generates routing trees sequentially, i.e., extending the routing tree to one destination after another. If the multicast group is very large, it could take quite a long time to set up a connection due to the sequential nature. However, in multimedia applications and many other modern network applications, the group sizes of multicasts usually are small. In these cases, our method can set up a connection in a short time.
APPENDIX
Each node in the system executes the following pseudocode, where variable local nodes are the local node number and is the local routing table.
, , and denote, respectively, the next neighbor leading to , the delay, and cost to via the shortest path. 
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