Takagi interpolation problem as time-series modeling by Kaneko, Osamu & Rapisarda, Paolo
case the Pick matrix is positive; in this case det(P1) = (» +¸1)p, and the claim is proved. If v12 6= 0, then let ¹ be the
singularity of det(P1) corresponding to it, and write
0 = P1(¹)v12 = (¹ + ¯ ¸1)v12 + (¸1 + ¯ ¸1)v12(§1)v¤
12v12
= (¹ + ¯ ¸1)v12 + (¸1 + ¯ ¸1)(§1)kv12k2v12:
Now assume that the Pick matrix equals 1; then
¹ = ¡¯ ¸1 ¡ (¸1 + ¯ ¸1)kv12k2
which has negative real part, as we were to prove. If the Pick matrix equals ¡1, then
¹ = ¡¯ ¸1 + (¸1 + ¯ ¸1)kv12k2
and consequently
Re(¹) = ¡Re(¯ ¸1) + 2Re(¯ ¸1))kv12k2:
Since v¤
11v11 ¡ v¤
12v12 = ¡1, it follows kv12k2 = kv11k2 + 1, and consequently
Re(¹) = Re(¯ ¸1)[¡1 + 2(kv11k2 + 1)] = Re(¯ ¸1)(1 + 2kv11k2) > 0
as was to be proved. This concludes the proof of statement (2c).
We now prove (2d). Observe that
R1JR¤
1 = [(» + ¯ ¸1)Ip+m ¡ v1T
¡1
fv1gv¤




(» + ¯ ¸1)(¡» + ¸1)J ¡ (¸1 + ¯ ¸1)v1T
¡1
fv1gv¤




(» + ¯ ¸1)(¡» + ¸1)J: (10)
The second equality of (2d) can be proved analogously.
In order to prove (2e), observe that from (2a) and (2b) follows that P
¡1
1 Q1 = N1D
¡1
1 . Consequently, in order to
prove kP
¡1
1 Q1k1 < 1, it will sufﬁce to prove that D¤
1(i!)D1(i!) ¡ N¤
1(i!)N1(i!) > 0 for every ! 2 R. Note that
D¤
1D1 ¡ N¤
1N1 is the (1;1)-block of R1JR¤
1 and, by property (2e), on the imaginary axis it equals
(¡i! + ¯ ¸1)(i! + ¸1)Im;
which is positive deﬁnite for every ! 2 R. This implies det(D(i!)) 6= 0 8 ! 2 R and consequently kP
¡1
1 Q1k1 < 1.
In order to prove claim (2f), note that N1(i!)N¤
1(i!)¡P¤
1 (i!)P1(i!) is the (2;2) block of R1(i!)¤JR1(i!) and that
by (2e) this block is negative deﬁnite for all ! 2 R.
This concludes the proof of (2a) ¡ (2f) for the representation (8) of the MPUM for N = 1.
Let us now assume that the claim (1) ) (2) holds for a number j of points to interpolate, 1 · j · N ¡ 1. In order
to prove the claim for N points we proceed as follows. We have shown above that there exists a representation R1 of
the MPUM for v1exp¸1 © v?
1 exp¡¯ ¸1 that satisﬁes (2a) ¡ (2f). We will ﬁrst ﬁnd a congruence transformation on the
Pick matrix of the data which will make it easier to apply the inductive assumption. Then we will apply the inductive
assumption and conclude that a representation R0 of the MPUM for the errors satisfying (2a)¡(2f) exists. Combining
the representations of the two MPUMs as R0R1 we obtain a representation of the MPUM for D, and we will show that
it satisﬁes (2a) ¡ (2f).
Assume now that a representation (9) of the MPUM for v1exp¸1©v?
1 exp¡¯ ¸1 has been computed, satisfying (2a)¡(2f).
The error vectors associated to this model are
v0
i := (¸i + ¯ ¸1)vi ¡ v1T
¡1
1 v¤
1Jvi; 2 · i · N:
We now investigate the relationship of the signature of the Pick matrix T0
2·i·N := Tf(¸i;v0
i)g associated with (¸i;v0
i),






¯ ¸i + ¸j
=
1
¸j + ¯ ¸i









Easy computations show that (11) equals
(¯ ¸i + ¸1)(¸j + ¯ ¸1)
¯ ¸i + ¸j
v¤





Partition now T1·i·N as µ
T1 ¯ bT
b T2·i·N
¶
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