NERGY is one of the most valuable and scarce resources available to humanity, a significant portion of which is now being consumed to power up computers and their accessories. In particular, high-performance parallel and distributed computing systems, including data centers, supercomputers, clusters, real-time systems, embedded architectures, and networks, not only consume considerable amounts of power, but also require extensive air-conditioning. The explosive growth in computing is leading to rapidly increasing consumption of precious natural resources such as oil and coal, strengthening the looming threat of an energy shortage. In the worst case, energy consumption by computers could have its share in creating an energy crisis or a large bottleneck (or price increase) in the supply of energy resources to an economy. Furthermore, conversion of these resources to electricity results in carbon emissions that can negatively affect the environment, a threat that is continually escalating. In computing today, we must consider energy as a first-class resource and invent means to manage it autonomously, along with performance, reliability, and security. Thus, there is a dire need to invest efforts in power-aware technologies that can ultimately contribute to cost-efficient and environmentally friendly computing systems.
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Power-aware green computing requires a comprehensive and multipronged approach that involves myriad research issues. Only a collective and holistic approach can lead to overall energy savings and have a positive impact on the environment. However, this endeavor raises several research issues, each posing new challenges to researchers. Furthermore, related technological breakthroughs can motivate users to utilize new means of energy savings. Proactive efforts in creating an energy-cognizant culture can potentially encourage new industrial developments and an economic boom.
In our view, the following issues are critical in a broad sense of achieving the dream of green computing:
Design power-efficient architectures: In the near future, the scalability of the complementary metal-oxide-semiconductor (CMOS) circuits will be pushed to the limits. Hence, power and heat dissipation issues will become very important considerations. Therefore, there is a need to investigate efficient electronic circuits and architectures, and to make economy in power consumption a requirement at all layers of system design.
Prioritize power saving among various computer components: For efficient and effective system-level power optimization, various monitoring modules can be deployed to observe hardware components, such as processor, memory system, monitor, and buses, to determine their relative effects. Specially designed software modules can potentially monitor a system's power consumption, thereby identifying the potential hotspots in hardware, OS, and application software.
Develop means to save system-wide energy: Only a total approach for system-wide power and performance can bear meaningful benefits. In addition to integrating energy saving at the component level, software modules can identify the potential hotspots in hardware, OS, and even applications. Techniques should be developed to help identify exactly where in the system energy is consumed and to what effect. Moreover, for a given combination of system and application, it would be beneficial to prioritize various components of a computer system to determine which ones consume the most power.
Minimize various overheads associated with energy saving: Dynamic power management (DPM) and dynamic voltage scaling (DVS) are typical techniques of power management. However, power saving comes at the expense of overhead. Voltage switching, monitoring, and analyzing the data have associated overheads, and the cost incurred by these overheads must be weighed against their potential benefits. Reducing the switching activity of various entities inside a computing device can have an effect on power consumption. However, instantaneous power saving might not be beneficial because energy saving should be the prime goal (energy is power consumption over a time period).
Evaluate power and performance trade-off: The goals of power and performance are incommensurate with each other. The relationship between time and power consumption is nonlinear and complex, requiring new theoretical frameworks. There is also a need to develop multiobjective modeling techniques and optimization algorithms, as opposed to single-objective optimization that has been the hallmark of performance modeling and assessment in traditional computing.
Restructure software and applications: At compile time, certain techniques can be used to reduce the processor's activity. Techniques that can reorder or restructure the instructions of an application to reduce the switching activity between successive instructions need to be investigated. Energy and performance-optimized libraries of various applications, in particular multimedia and scientific applications, should be developed.
Understand and exploit user behavior for power saving: Human beings are good at conveying ideas to each other and reacting appropriately. Work needs to be done in merging power-aware and context-aware computing to provide user-initiated, power-optimized computer usage. There are some resource management tools that incorporate user behavior. For instance, the MOPED project considers a set of mobile devices interacting with each other over a communication medium. Since the current communication technology provides connectivity, but does not support cooperation between devices, the goal of MOPED is to connect communication techniques with device cooperation. As a result, this approach supports a vast range of devices such as personal computers, mobile telephones, and smart cards.
Develop means for reconfiguring energy to power up computers: Energy harvesting is a process by which energy is captured and stored for later use. These techniques require more innovation than traditional energy generation techniques such as thermal, hydro, and nuclear. The innovation comes from observing energy fields in the environment and building devices that can capture and transform this energy to be stored. Some methods include solar energy, ocean tides, geothermal resources, wind energy, global marine currents, ocean thermal energy, and bio energy.
Define standards for power-aware hardware and software: One problem in introducing new energy or power-conscious devices is the lack of standardization. However, where standards do exist, new markets tend to take off, as exemplified by LEED (Leadership in Energy and Environmental Design), the green building standard. Another example is Energy Star, the standard for energyconsuming devices. These standards contribute in accelerating the market uptake of environmentally responsible buildings, appliances, and devices. However, these standards must be supported by the government, educational institutions, and large companies in order to have a sustainable environment for their acceptance, usability, and growth. The IEEE 1680 standard, for instance, is widely used in laptop, desktop, and monitor procurements. However, IEEE 1680 provides guidelines to buyers only and, therefore, there has to be some standardization for the vendors.
Develop incentives, policies, education, and a cultural awareness: Most importantly, an awareness and a sense of social responsibility need to be developed and encouraged so that users have the motivations, financial incentives, and moral reasons to reduce energy consumption in computers and to treat energy as a precious resource. Educational institutions and larger corporations are better equipped to take such initiatives.
In the realm of power-aware parallel and distributed computing systems, considerable work is in progress in power management at the component, software, and system levels, as well as on emerging power management standards for servers, embedded devices, and operating systems. This special section aims at consolidating that work in platforms such as traditional multiprocessors, grids, data centers, networks, and multicore processors. Large-scale computational grids provide transparent access to a variety of resources and provide massive computational power by sharing and aggregating a large assortment of geographically distributed computers. Larger storage resources and communication infrastructures, enabled by high-speed networking in commercial, scientific, and government settings, have contributed to an increase in the usage of such grids. Data generated by scientific applications is now routinely stored in large data centers that are geographically distributed. Apart from growing numbers of grids and data centers, multicore processors are transforming the landscape of computing. Their power management becomes important for performance as well as thermal control.
This special section received several submissions, posing a major challenge for reviewing. A large number of reviewers assisted us in the review process. In order to ensure high reviewing standards, three to five reviewers read each paper. The 10 selected papers capture some of the state-of-the-art research issues in power-aware computing in parallel and distributed systems. We hope that this special section will prove to be an invaluable resource for researchers, engineers, and practitioners alike.
The first paper, "Dynamic Resource Management in Energy Constrained Heterogeneous Computing Systems Using Voltage Scaling," authored by Jong-Kook Kim, Howard Jay Siegel, Anthony A. Maciejewski, and Rudolf Eigenmann, addresses the problem of mapping tasks onto an ad hoc grid with energy constraints. An ad hoc grid is a wireless heterogeneous computing environment without a fixed infrastructure, wherein wireless devices may have different capabilities and limited battery capacity. To maximize the performance of the system, it is essential to assign resources to tasks and order the execution of tasks on each resource in a manner that exploits the heterogeneity of the resources and tasks while considering the energy constraints of the devices. The paper proposes schemes to map tasks onto devices such that the number of highest priority tasks completed by their deadlines over a period of eight hours is maximized, while efficiently utilizing the overall system energy.
The second paper, "Energy-Efficient Thermal-Aware Task Scheduling for Homogeneous High-Performance Computing Data Centers: A Cyber-Physical Approach," authored by Qinghui Tang, Sandeep Kumar S. Gupta, and Georgios Varsamopoulos, examines the problem of thermal-aware management in data centers. Server farms and high-performance computing clusters housed in data centers have limited in power and cooling capacity. Heat recirculation plays a significant role in a data center's energy efficiency as computing devices emit heat by running tasks, and the cooling system must supply cold air to the air inlets at a temperature below the maximum allowed temperature. Using a low-complexity, linear heat recirculation model, the paper defines the problem of minimizing the peak inlet temperature within a data center through task assignment.
The third paper, "Power Consumption Analysis of Maximum Aposterior Classification Using LU Decomposition and Jacobi Iterations," by Zill-E-Huma Kamal, Ajay Gupta, Ashfaq A. Khokhar, and Leszek Lilien, considers application-level power consumption. The paper focuses on wireless sensor networks executing object-tracking applications such as object classifiers. Existing techniques like Maximum Aposterior classifiers are rather impractical in resource-constrained wireless sensor networks due to their high computational complexity. The paper presents algorithms to implement a distributed execution such a classifier in a computational and power-efficient manner, combined with a detailed analysis of those algorithms.
In "Performance Analysis of Power-Aware Task Scheduling Algorithms on Multiprocessor Computers with Dynamic Voltage and Speed," Keqin Li addresses the problem of task scheduling on multiprocessor computers with dynamically variable voltage and speed as combinatorial optimization problems. The problem is formulated as two subproblems: minimizing schedule length with an energy consumption constraint and minimizing energy consumption with a schedule length constraint. The first problem has applications in general multiprocessor computing systems where energy consumption is an important concern and in mobile computers where energy conservation is a main concern. The second problem has applications in real-time multiprocessing systems where timing constraints are a major requirement. These problems capture the trade-off between power and performance. The paper proposes new algorithms and compares their performance with optimal solutions analytically.
The fifth paper, "End-to-End Energy Management in Networked Real-Time Embedded Systems," written by G. Sudha Anil Kumar, Govindarasu Manimaran, and Zhengdao Wang, considers the problem of energy consumption for data aggregation problems in networked realtime systems. The paper addresses the problem of minimizing the total energy consumption of data aggregation with an end-to-end latency constraint, while taking into account both the computational and communication workloads in the network. Specifically, the paper proposes a model where individual nodes support both DVS and Dynamic Modulation Scaling power management techniques; the latter is a technique for achieving performance scaling through communication energy management. In order to explore the energy-time trade-offs these techniques offer, the paper presents an analytical problem formulation for the ideal case where each node can scale its frequency and modulation continuously.
In the paper "Fixed-Priority Allocation and Scheduling for Energy-Efficient Fault Tolerance in Hard Real-Time Multiprocessor Systems," Tongquan Wei, Piyush Mishra, Kaijie Wu, and Han Liang propose energy-efficient task allocation and scheduling schemes with deterministic faulttolerance capabilities. Embedded systems are commonly deployed in mission-critical applications with hard realtime constraints, such as navigation, process control, automated surveillance, and system monitoring. These systems typically employ thread-level parallelism, and tasks must be scheduled to meet deadlines in hard realtime environments. The paper proposes a heuristic that achieves energy savings by optimally balancing application workload among processors in a system. In addition, the paper proposes a fault-tolerant heuristic to achieve optimum energy savings in the absence of faults and to meet application timing requirements in the worst-case fault configuration at the cost of energy efficiency.
The seventh paper, "Nonmigratory Multiprocessor Scheduling for Response Time and Energy," written by Tak-Wah Lam, Lap-Kei Lee, Isaac K.K. To, and Prudence W.H. Wong, addresses the problem of optimizing an economic trade-off between flow time and energy. This is achieved by developing a scheduling mechanism for on-migrating jobs on a pool of processors like multicore architectures. The algorithm is based on a classified-round-robin strategy that dispatches jobs to minimize the sum of total time and energy. The scheme is theoretically analyzed.
Another paper, "Energy Efficient Scheduling of Real-Time Tasks on Multicore Processors," authored by Euiseong Seo, Jinkyu Jeong, Seonyeong Park, and Joonwon Lee addresses the energy management in multicore processors. In particular, they consider real-time applications in mobile environments. The paper proposes a method called Dynamic Core Scaling for reducing the leakage power by adjusting the number of active cores. Dynamic Core Scaling determines the optimal number of cores for the current performance demand and tries to meet this criterion as long as all deadlines are guaranteed. Consideration of the leakage power is important because it is consumed as long as there is electric current in the circuits.
In "Reconfigurable Service Composition and Categorization for Power-Aware Mobile Computing," Eunjeong Park and Heonshik Shin consider the problem of energy minimization in service-oriented architectures in a mobile environment. Service-oriented architectures support the composition of two or more services to form a complex service and have to rely on mobile devices that are often limited in battery energy. The paper describes mechanisms to reduce the energy consumption of mobile devices by service-oriented architectures and to limit the energy consumed by service providers, while balancing the power used over the whole service overlay network. The paper also proposes a mechanism to provide support for loadbalanced service routing in a service-overlay network while preserving the response time of applications.
The last paper, "An Energy-Oriented Evaluation of Buffer Cache Algorithms Using Parallel I/O Workloads," by Jianhui Yue, Yifeng Zhu, and Zhao Cai, analyzes the memory energy efficiency of high-end data servers. Emerging memory technologies allow memory devices to dynamically adjust their power states by overlapping multiple DMA transfers from different I/O buses to the same memory device. To achieve maximum energy saving, the memory management on data servers should properly utilize these energy-aware devices. Using a trace-driven memory simulator and various real-world parallel I/O workloads, the paper compares the relative energy efficiency of eight cache replacement algorithms and draws some important conclusions about the effects of various memory parameters.
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