2 , that we study by means of a suitable system of numeration.
Introduction
One calls the Bernoulli convolution associated with the base β > 1 and the parameter vector p = (p 0 , . . . , p s−1 ), the infinite product of the Dirac measures p 0 δ 0 β n + · · · + p s−1 δ s−1 β n for n ≥ 1 (see [5, 19, 12, 13] ). In other words, it is the distribution measure of the random variable defined by X(ω) = n≥1 ω n β n , when ω = (ω n ) n∈N has a Bernoulli distribution such that, for any n ∈ N, P (ω n = 0) = p 0 , . . . , P (ω n = s − 1) = p s−1 . 2Éric 
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The Bernoulli convolution associated with β and p is the unique measure µ with bounded support that satisfies the self-similarity relation ( [17] ):
where the affine contractions S i : R → R are defined by S i (x) := x+i β . The measure µ is purely singular with respect to the Lebesgue measure when p is uniform and β a Pisot number, that is, the conjuguates of β have modulus less than 1. The problem to know if µ has the weak Gibbs property in the sense of Yuri [21] is not simple; it is solved in case β is a multinacci number ( [6, 13] ), but more complicated for other Pisot numbers of degree at least 3 (for instance in [13, Example 2.4] , computing the values of the Bernoulli convolution in case β 3 = 3β 2 − 1 requires matrices of order 8) .
Section 2 recalls the definition of the weak Gibbs property, and its link with the notions of Bernoulli or Markov measure.
Section 3 is devoted to some results of Mukherjea, Nakassis and Ratti about products of i. i. d. random stochastic matrices, that we present in a slighty different way (Proposition 3.1). They have computed the density of the limit distribution, in case this distribution is the Bernoulli convolution in base β = m √ r with parameters p 0 = · · · = p r−1 = 1 r . The framework is different in the sections 5 to 7; we define a measure on Ω r := {0, 1, . . . , r − 1} N by giving its values on the cylinders of Ω r , under the form of products of 2 × 2 matrices and vectors. Theorem 6.1 gives a condition for such a measure, to be related to a Bernoulli convolution, via the representation of the reals in the integral base r. Establishing the weak Gibbs property requires the convergence of the involved product of matrices and vectors in the projective space of dimension 2. It is proved in [6] that the uniform Bernoulli convolution in base β = 1+ √ 5 2 is weak Gibbs; here, Section 7 give analogue result in the base −β = − 1+ √ 5 2 .
Weak Gibbs measures
One says that the probability measure µ on the product space Ω r = {0, 1, . . . , r − 1} N has the weak Gibbs property if there exists a map φ : Ω r → R, continuous for the product topology on Ω r , such that
(where σ is the shift on Ω r , and [ω 1 . . . ω n ] is the cylinder of order n around ω that is, the set of the ω ′ ∈ Ω r such that ω ′ i = ω i for 1 ≤ i ≤ n). If (1) holds, φ is called a potential of µ.
Equivalently, µ has the weak Gibbs property if and only if the measure of any cylinder [ω 1 . . . ω n ] can be approached by a product in the following way: there exists a continuous map ϕ : Ω r →]0, +∞[ such that
In case µ is σ-invariant, the following theorem gives an equivalent definition (see [8] , [20] , [15] ), which involves the map φ µ defined as follows:
at each point ω ∈ Ω r such that this limit exists.
Theorem 2.1. Let µ be a σ-invariant probability measure on Ω r , and φ : Ω r → R a continuous map. The following assertions are equivalent: (i) µ is a weak Gibbs measure of potential φ and, for any ω ∈ Ω r , r−1 a=0 e φ(aω) = 1;
(ii) φ µ (ω) exists for any ω ∈ Ω r , and φ µ = φ;
(iii) µ has entropy h µ = −µ(φ) and, for any ω ∈ Ω r ,
This theorem can be used to prove that a σ-invariant probability measure has the weak Gibbs property, by using the implication (ii) ⇒ (i). Now for any probability measure µ on Ω r , not necessarily σ-invariant, the following implication is straightforward (see [13] ): Proposition 2.2. If φ µ is defined and continuous on Ω r , then µ is a weak Gibbs measure of potential φ µ .
The two following examples show that the Bernoulli and the Markovian measures are weak Gibbs. The third is a counterexample: the potential of the weak Gibbs measure µ 3 is not φ µ 3 .
Example. If µ 1 is a Bernoulli measure with support Ω r , then φ µ 1 is the continuous map such that
Example. If µ 2 is a Markov measure with support Ω r , then φ µ 2 is the continuous map such that φ µ 2 (ω) = log
Example. (see [12] ) Let the probability measure µ 3 be defined on Ω r by
2r , although φ µ 3 is discontinuous at any point ω such that the series
The notion of weak Gibbs measure generalize the one of Gibbs measure (see for instance [1] ). Let us generalize in the same way the notion of quasiBernoulli measure (see [3] , [7] ), and say that µ is weakly quasi-Bernoulli if it satisfies the following condition:
1/n = 1 uniformly on ω ∈ Ω r and i ∈ {1, . . . , n}.
Then one has the following Proposition 2.3. If a probability measure on Ω r has the weak Gibbs property, it satisfies (3).
This proposition is straightforward, but can be used to prove that a probability measure do not have the weak Gibbs property:
where M 0 = 4 0 1 1 . It is not weak Gibbs
One can ask if the converse of Proposition 2.3 true, or if the condition (3) imply that µ is weak Bernoulli in the sense of Bowen [2] .
Products of stochastic matrices
We consider a finite set of stochastic 2×2 matrices, let A. Mukherjea and al. have studied in [11] and [10] the distribution of the random matrice Ω r ∋ ω → M ω 1 . . . M ωn when the distribution of ω is Bernoulli with positive parameters p 0 , . . . p r−1 . This distribution converges when n → ∞, though the matrix M ω 1 . . . M ωn itself do not converge (that is, its entries are -in much cases -divergent sequences). But we shall prove the convergence of the matrix M ωn . . . M ω 1 (which has of course the same distribution as M ω 1 . . . M ωn when the distribution of ω is Bernoulli).
Proposition 3.1. The product matrix P ω n := M ωn . . . M ω 1 converges uniformly on ω ∈ Ω r to the matrix
and -by convention -P ω 0 is the unit-matrix.
Proof. Setting x ω n := y ω n + det P ω n with y ω n := n i=1 y ω i det P ω i−1 one check easily by induction that
The uniform convergence of the sequences x ω n and y ω n is due to the fact that each matrix M k has -from the hypotheses -a determinant less than 1 in absolute value.
Theorem 3.2. ([11, Section 2])
The distribution of ω → x ω is discrete if at least one of the matrices M k is non invertible; singular continuous if the product
belongs to ]0, 1] and at least one of its factors is different from 1.
Selfsimilarity relation: The random variable ω → x ω takes its values in
is the limit of nonnegative matrices. Let λ be the probability distribution of ω → x ω . If all the matrices M k are invertible, then λ is selfsimilar in the sense that, for any borelian [11, equation (2.6) ] for the proof). Let us represent, for instance in the case r = 2 with (x 0 −y 0 )(x 1 −y 1 ) < 0, the two maps x → x − y k x k − y k involved in the selfsimilarity relation:
Example. The probability distribution λ of ω → x ω is related to the numeration in a given base β > 1 if we suppose that x k = y k + 1 β and that y 0 , . . . , y r−1 are in arithmetic progression. Since we want that x k and y k belong to [0, 1], the good choice is 
V is an eigenvector of all the matrices in M.
Application to the measures defined by products of matrices
Let M = {M 0 , . . . , M r−1 } be a finite set of 2 × 2 matrices whose columns are distinct from 0 0 , and let L (resp. V ) be a positive row matrix (resp., a positive column matrix). If V is an eigenvector of i M i for the eigenvalue 1, one can define some measure η on Ω r by setting Proof. The map φ η is related to the map
for any ω ∈ Ω r such that ψ M • σ(ω) exists. Moreover if (vi) does not hold, the domains of definition of φ η and ψ M • σ are the same. Now this proposition gives a sufficient condition for η to have the weak Gibbs property (by using Proposition 2.2). This condition is of course not necessary (see Example 1.5).
Measures associated with the numeration in integral base r.
Let the map X q,r : Ω q → 0, q − 1 r − 1 be defined by
In particular X r,r is one-to-one except on a countable set because, if ω is not eventually r − 1, the real X r,r (ω) has expansion ω in base r. In the present section we identify the set of sequences Ω r with the interval [0, 1], by means the map X r,r .
The following theorem gives a condition for a measure defined by products of 2×2 matrices, to be related to some Bernoulli convolution in base r: Theorem 6.1. ( [12] , Theorem 4.25) Let ν be a σ-invariant probability measure on Ω r ; the following assertions are equivalent:
(i) there exists a nonnegative row matrix L, a column matrix V and some square matrices M 0 , . . . , M r−1 such that
where the matrices
(ii) there exists a nonnegative parameter vector p = (p 0 , . . . , p 2r−2 ) such that ν is the probability distribution ν p of the fractional part of X 2r−1,r (ω), when ω ∈ Ω 2r−1 has a Bernoulli distribution with parameter p.
The relations between the matrices M k and the parameter p are (4):
where , for n ≥ 1. We represent below the maps x → rx − k involved in (4) and (5), in the case r = 4:
We consider in this section the measures µ and µ ⋆ which are respectively the distributions of the random variables X and Y , defined by
when the distribution of ω ∈ Ω 2 is Bernoulli with positive parameter vector p = (p, q). We use consecutively two systems of numeration (see for 10Éric Olivier, Alain Thomas instance [16] , [14] and [4] ): any real x ∈ [0, 1[ can be represented in an unique way on the form
where (ε n ) n≥1 =: ε(x) and (α n ) n≥1 =: α(x) are two sequences with terms in {0, 1}, without two consecutive terms 1, such that σ n ε(x) and σ 2n+1 α(x) differ from the periodic sequence 1010 . . . for any n ≥ 0. For any word w = ω 1 . . . ω n on the alphabet {0, 1} and without factor 11, we denote 
The formula (6) -and its extension to the multinacci bases -is proved in [13] . Let us sketch the proof of (7), which is equivalent to the following (assuming again that the word w do not have two consecutive letters 1 and ends by the letter 0): 
• in case ω 1 = 0, it is also equivalent to
and this explain why the first row in A 0 is p q 0 ;
• in case ω 1 = 1 we have necessarily n ≥ 2 and ω 2 = 0, and the event Y (σξ) ∈ • We compute in the same way
] ⋆ ) and we conclude that the first equality in (8) is true.
• The second equality in (8) can be deduced from the first, by making n = 1 and ω 1 = 0.
Bernoulli convolution in base
). The Gibbs properties of µ have been studied in [13] in the following sense: let be the words (9) w(0) := 00, w(1) = 010 and w(2) = 10;
then for any x ∈ [0, 1[, there exists a unique sequence ξ(x) = (ξ n ) n≥1 ∈ Ω 3 such that the Parry expansion ε(x) belongs for any n ≥ 1 to the cylinder [w(ξ 1 . . . ξ n )], where w(ξ 1 . . . ξ n ) is the concatenation of the words w(ξ 1 ), . . . , w(ξ n ). The measure µ • ξ −1 is weak Gibbs on Ω 3 if and only if p = q (this case is studied more in details in [6] ); nevertheless φ µ•ξ −1 (100 . . . ) = ∞ in this case.
2 . The measure µ ⋆ has better Gibbs properties than µ: let us consider now -for any
⋆ for all n ≥ 1, we have the following . In order to prove (i), we don't use the matrices A k but the product matrices associated to the three words defined in (9): setting α = From now on we use the formalism of continued fractions ( [18] ) in a same way as in [13] : given n (odd) and a 0 ≥ 0, a 1 > 0, . . . , a n > 0 we put
where, for our purpose, The difference δ k = p k q k − p k−1 q k−1 is known to be at most 1 a 1 + · · · + a k in the case of the regular continued fractions ( [9] ) that is -with our notations -in the case α = 1. We complete by the following (ii) for k ≥ 1 even, δ k ≤ α 1−(a k−1 +a k ) δ k−1 ;
(iii) for k ≥ 1 even, δ k ≤ α a 0 −(a 1 +···+a k )/2 .
