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INTRODUCTION
Object classification by its numerical characteristic is an important theoretical problem and has practical significance, for example, the definition of a person as "not healthy", if the temperature of its body exceeds 37°C. To solve this problem we consider the threshold-based rule. According to this rule, an object is classified to belong to the first class if its characteristic does not exceed a threshold 37°C; otherwise, an object is classified to belong to the second class. The empirical Bayes classification (EBC) (Devroye and Giorfi, 1985 ; Ivan 'ko and Maiboroda, 2002 ) and minimization of the empirical risk (ERM) (Vapnik, 1989; Vapnik, 1996) are widely used methods to estimate the best threshold. The case when the learning sample is obtained from a mixture with varying concentrations is considered in (Ivan'ko and Maiboroda, 2006) . However, it is often necessary to classify an object in case of more than one threshold, for example, the definition of a person as «not healthy», if the temperature of its body exceeds 37°C or lower then 36°C. Another example: the person is sick, if the level of its haemoglobin exceeds 84 units or lower than 72 units. In particular, this problem is discussed in (Kubaychuk, 2008; Kubaychuk, 2010) .
In all previous examples we have only two prescribed classes. The case of two thresholds and three prescribed classes deserves special attention. An example is the classification of the disease stages. Thus, during the diagnosis of breast cancer a tumor marker CA 15 -3 is used. If the value is less than 22 IU/ml, then the person is healthy; if its level is in the range from 22 to 30 IU/ml -precancerous conditions can be diagnosed; if the index is above 30 IU/ml -patient has cancer. When solving some technical problems it is needed to consider the substance in its various aggregate forms: gaseous, liquid, solid. The transition from state to state occurs at a specific temperature. According to this, a boiling point and a melting point are used. } Gg  t t  . The probability of error of such a classification rules are given by
THE SETTING OF THE PROBLEM
Analogically,
Furthermore,
Further, similarly 
, and 
Let us consider the threshold rule : One can apply kernel estimators to estimate the densities of distributions i h :
K is a kernel (the density of some probability distribution), 0 N k  is a smoothing parameter (Sugakova, 1998 ; Ivan'ko, 2003).
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MAIN RESULTS
In what follows we assume that: Proof. According to Theorem 1 of (Sugakova, 1998) , the assumptions of the theorem imply that For the proof next theorem we need some auxiliary result on the asymptotic behavior of the processes
Lemma 1. Let condition (
A ) hold and 12   . Put 
This completes the proof of the lemma.
In what follows, the symbol 
Proof. 
Taking into account that 
