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Ce me´moire propose une contribution a` la de´finition du langage de description d’architecture MADL.
Premie`rement, nous de´finissons les concepts de base du langage en leur associant une se´mantique intui-
tive. Nous proposons ensuite une validation des choix conceptuels ope´re´s lors de cette de´finition par le
de´veloppement d’une solution de Mapping technologique vers CORBA IDL. Nous e´tablissons pour cela
des pistes de solutions permettent le de´ploiement d’une architecture de´crite en MADL sur un syste`me
distribue´. Les re`gles de Mapping sont ensuite valide´es par prototypage. Finalement, nous proposons, sur
base d’une e´tude bibliographique, des me´canismes de reconfiguration dynamique de la structure d’une
architecture pour le langage MADL et critiquons notre approche dans le cadre d’un exemple bien pre´cis.
Abstract
This study aims at providing a contribution for the definition of an Architecture Description Lan-
guage, named MADL. Firstly, we introduce the basics of the language and associate an intuitive semantic
to the main concepts. We propose then to validate the conceptual decisions made during that definition
by developping a technologic Mapping solution towards CORBA IDL. In order to reach that goal, we
establish some pists of solutions to allow the deployment of an architecture (described with MADL) on
a distributed environment. The Mapping rules are validated by a prototype. Finally, we propose, with
the help of some others studies, some mecanisms of structural dynamic reconfiguration for the language
MADL and bring a critique of our approach within the framework of an example of a specific dynamic
reconfiguration.
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Introduction
La conception de logiciels fait face a` de nombreuses difficulte´s telles que la gestion de la re´usabi-
lite´, de l’interope´rabilite´, ou encore de la flexibilite´. La programmation oriente´e objet apporte certaines
solutions a` ces proble`mes en permettant une certaine abstraction des taˆches ope´rationnelles servant a`
de´crire un syste`me. Cependant, cette me´thode encombre le de´veloppement d’applications de de´tails en-
core trop techniques propres a` l’environnement comme le multi-threading ou la gestion de la se´curite´ par
exemple. Afin de rendre la taˆche du de´veloppement logiciel moins complexe, il est ne´cessaire de disposer
d’un niveau d’abstraction encore plus e´leve´ en se basant sur des mode`les plus proches de la conception
mentale du de´veloppeur. Une solution possible est de de´finir ce que nous appelons une architecture du
syste`me.
Le domaine relatif a` l’e´tude des architectures des logiciels est assez jeune. Meˆme si nous utilisons
depuis longtemps de nombreux concepts de base lui appartenant, ce domaine n’existe re´ellement que de-
puis dix ans. En effet, l’ouvrage de Shaw et Garlan, Software Architecture : Perspectives on a Emerging
Discipline [1], constitue le point de de´part de l’e´tude des architectures des logiciels et son acceptation
comme nouvelle discipline interne a` celle qui e´tudie le de´veloppement de logiciels. Shaw et Garlan in-
sistent sur le fait que la conception d’une architecture devient incontournable lorsque la taille et la
complexite´ du syste`me augmente. De nombreux ouvrages ont ensuite apporte´ leur de´finition d’architec-
ture. Il s’ave`re que la plupart de ces de´finitions n’entrent pas en conflit et s’accordent sur le fait qu’une
architecture repre´sente la structure globale d’un syste`me constitue´ de composants et de relations entre
eux. Shaw et Garlan de´finissent une architecture comme e´tant ”un niveau de design qui implique la des-
cription d’e´le´ments (a` partir desquels des syste`mes sont construits), des interactions entre ces e´le´ments,
des mode`les qui guident leur composition ainsi que la description des contraintes sur ces mode`les”. Dans
Software Architecture in Practice, une architecture est de´finie comme e´tant ”une structure du syste`me
qui comprend les composants logiciels, les proprie´te´s externes visibles de ces composants ainsi que les
relations qui existent entre eux” [2].
Une architecture constitue donc un plan du logiciel qu’il est possible de construire a` l’aide de certains
outils formels capables de ge´ne´rer du code automatiquement. Les langages de description d’architecture
(ou ADLs pour Architecture Description Languages) font partie de ces outils. Ils fournissent aux de´velop-
peurs un support d’aide a` la mode´lisation leur permettant de spe´cifier les composants et les interactions
qui peuvent exister entre eux. Cette spe´cification est faite de manie`re abstraite et ne comporte aucun
de´tail d’imple´mentation.
De nombreux langages de description d’architecture ont e´te´ de´veloppe´s et adressent des proble`mes
spe´cifiques a` la description d’architecture. Cependant, aucun d’entre eux ne permettent la description
d’une architecture a` diffe´rents niveaux d’abstraction. MADL est un langage de description d’architecture
dont l’objectif est de combler cette lacune. Toujours en cours de de´finition, ce langage ne posse`de encore
aucune se´mantique. Les concepts de base du langage ont e´te´ fixe´s et une syntaxe concre`te de´finie.
L’enjeu de ce me´moire est de contribuer a` la de´finition du langage MADL en axant notre me´thode
de travail autour de trois objectifs principaux :
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* Validation des choix conceptuels du langage : A travers un cas d’e´tude, nous allons valider
les choix conceptuels qui interviennent dans la de´finition du langage MADL. Il s’agit de valider
ces choix par un essai de mapping technologique. En effet, nous allons essayer d’e´tablir des re`gles
de transformations de MADL vers CORBA IDL. Ces re`gles ont pour but de mettre en oeuvre des
me´canismes de de´ploiement d’une architecture de´crite en MADL sur un syste`me re´parti. L’e´labo-
ration de telles re`gles ne´cessitent qu’une certaine se´mantique soit associe´e aux concepts de base
du langage.
* Validation des re`gles de mapping par prototypage : Le second objectif consiste a` valider
l’ensemble des re`gles de mapping e´labore´es en les imple´mentant au sein d’un prototype. Ce pro-
totype doit eˆtre capable de de´ployer une application re´partie a` partir de la description de son
architecture.
* Reconfiguration dynamique : Finalement, nous utiliserons les re´sultats obtenus afin de conce-
voir des pistes de solutions permettant de doter le langage MADL de me´canismes de reconfiguration
dynamique d’une architecture. Ce troisie`me objectif repre´sente la partie originale de ce me´moire.
Ce travail s’organise en cinq chapitres :
* Le chapitre 1 : pre´sente un e´tat de l’art sur les langages de description d’architecture. A la fin
de ce chapitre, le lecteur aura une vision d’ensemble des objectifs et concepts de base d’un ADL.
* Le chapitre 2 : pre´sente en de´tail les concepts de base du langage MADL en associant une se´-
mantique intuitive aux principales structures du langage.
* Le chapitre 3 : propose des pistes de solutions dans le cadre d’un mapping technologique vers le
middleware CORBA IDL.
* Le chapitre 4 : de´montre par prototypage la faisabilite´ des re`gles e´labore´es dans le chapitre 3.
Les diffe´rentes phases de de´veloppement du prototype sont de´taille´es dans ce chapitre.
* Le chapitre 5 : propose des me´canismes de reconfiguration dynamique pour le langage MADL.
Ces solutions se basent sur une recherche bibliographique. A la fin de ce chapitre, les re`gles de




Etat de l’art sur les Langages de
Description d’Architecture (ADLs)
1.1 Les concepts de base des ADLs
Dans cette section, nous de´crivons les trois concepts de base pre´sents dans la plupart des langages
de description d’architecture : le composant, le connecteur et la configuration d’architecture.
Dans le document intitule´ A Classification and Comparison Framework for Software Architecture
Description Languages[3], N.Medvidovic et R. Taylor de´finissent, pour chacun de ces trois e´le´ments, les
principales caracte´ristiques communes aux ADLs afin de permettre leur comparaison. Cette taxonomie
permet aussi d’e´valuer un ADL et de conside´rer les caracte´ristiques qu’un langage doit posse´der pour
eˆtre conside´re´ comme un langage de description d’architecture.
Dans la suite de cette section, nous utilisons toutes ces caracte´ristiques pour de´finir chaque e´le´ment
de base. Meˆme si il existe de nombreux documents concernant la de´finition et la classification des ADLs,
le travail de N. Medvidovic et R. Taylor repre´sente une source assez comple`te et pertinente en matie`re
d’e´tat de l’art des langages de description d’architecture. En effet, la plupart des langages de description
d’architecture existants ont e´te´ e´tudie´s afin d’e´tablir ces crite`res de comparaison des ADLs.
1.1.1 Le composant
Un composant dans une architecture est une unite´ de calcul ou de stockage. Il peut eˆtre soit simple
soit compose´ d’autres composants. Dans ce dernier cas, nous utilisons le terme de composant composite.
Un composant se divise en deux parties distinctes : la partie externe qui spe´cifie les interfaces fournies
et requises par le composant et la partie interne qui de´crit son implantation en spe´cifiant le comporte-
ment interne du composant. Les caracte´ristiques de comparaison de N. Medvidovic et R. Taylor pour
la mode´lisation des composants sont l’interface, le type de composant, la se´mantique, les contraintes,
l’e´volution et les proprie´te´s non fonctionnelles. Chacune de ces caracte´ristiques est discute´e ici.
L’interface d’un composant constitue un point d’interaction avec le monde exte´rieur. En effet, l’in-
terface de´finit soit les services rendus par un composant ou soit les services dont un composant a
besoin pour fonctionner correctement. Un service peut correspondre a` un message, une ope´ration
ou une variable.
Les types de composant sont des abstractions de´crivant un ensemble de fonctionnalite´s pouvant eˆtre
re´utilise´es. Un type de composant peut eˆtre instantie´ plusieurs fois. Toutes les instances partagent
les proprie´te´s encapsule´es dans le type de composant.
La se´mantique d’un composant peut eˆtre de´finie comme e´tant un mode`le de son comportement. Outre
la de´finition de son interface, ce mode`le abstrait permet de de´crire le comportement dynamique
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d’un composant ainsi que les contraintes lie´es a` l’architecture. Un tel mode`le est ne´cessaire pour
assurer correctement la transformation de l’architecture d’un niveau d’abstraction a` un autre.
Les contraintes sont des proprie´te´s d’un syste`me qui doivent absolument eˆtre ve´rifie´es pour que le
syste`me soit conside´re´ comme acceptable. Placer des contraintes sur un composant permet de
spe´cifier ses de´pendances internes comme la gestion du nombre d’instances d’un certain type par
exemple.
L’e´volution d’un composant peut eˆtre de´finie comme une modification de ses proprie´te´s dans le temps.
Une proprie´te´ d’un composant peut eˆtre ses interfaces, sa se´mantique, ses contraintes, ou encore son
imple´mentation. Un langage de description d’architecture doit eˆtre capable d’assurer l’e´volution
d’un composant de manie`re syste´matique.
Les proprie´te´s non fonctionnelles, comme la se´curite´ ou la qualite´ de service par exemple, doivent
eˆtre spe´cifie´es de manie`re distincte par rapport a` l’aspect me´tier d’un composant. De telles pro-
prie´te´s permettent de se rendre compte de`s la conception du comportement que peut avoir un
composant a` l’exe´cution et de valider l’architecture lors de son de´ploiement dans un environne-
ment d’exe´cution.
1.1.2 Le connecteur
Les connecteurs sont des e´le´ments de base de construction d’architectures utilise´s par les ADLs
afin de mode´liser les interactions entre les composants et les re`gles qui gouvernent ces interactions. Ils
controˆlent la communication et les activite´s de coordination entre plusieurs composants. Par exemple,
un connecteur peut eˆtre utilise´ pour de´crire de simples interactions comme un appel de me´thode ou pour
de´crire des communications plus complexes comme la diffusion d’e´ve`nements asynchrones vers plusieurs
composants de´sirant recevoir ces e´ve`nements. Les connecteurs sont caracte´rise´s par leur interface, leur
type, leur se´mantique, leurs contraintes, leur e´volution et leurs proprie´te´s non fonctionnelles.
L’interface d’un connecteur de´crit l’ensemble des interactions qu’il posse`de avec le monde exte´rieur, a`
savoir d’autres composants et connecteurs qui lui sont attache´s. Contrairement a` un composant,
le connecteur n’exe´cute aucun calcul spe´cifique a` l’application mais expose plutoˆt les services des
composants auxquels il est rattache´.
Les types de connecteur sont des abstractions de´crivant un ensemble de me´canismes qui spe´cifient
la manie`re dont les composants peuvent communiquer ensemble. Ces me´canismes forment ce que
l’on appelle un protocole d’interaction. Afin de permettre leur re´utilisation, les ADLs mode´lisent
les connecteurs en tant que types. Par exemple, un connecteur de type 2PC de´finit les re`gles du
protocole ”Two-phase commit” permettant la gestion de la validation des transactions dans un
syste`me distribue´.
La se´mantique d’un connecteur peut aussi eˆtre de´finie comme e´tant un mode`le qui spe´cifie son com-
portement. En d’autres mots, la se´mantique d’un connecteur a pour but de spe´cifier son protocole
d’interaction en vue de valider la transformation de l’architecture d’un niveau abstrait vers son
imple´mentation.
Les contraintes d’un connecteur permettent de placer une limitation sur son utilisation. Un exemple
de contrainte est de spe´cifier un nombre maximum limitant l’interconnexion de composants a`
travers un connecteur.
L’e´volution d’un connecteur peut eˆtre de´finie comme une modification de son interface ou de son
comportement. Les protocoles de communication qui re´gissent les re`gles d’interaction entre les
composants d’un syste`me ont tendance a` changer ou a` e´voluer. C’est pourquoi un ADL doit eˆtre
capable de modifier ou de raffiner un connecteur existant afin de garantir une concordance entre
le syste`me et un protocole d’interaction ayant subi un changement.
Les proprie´te´s non fonctionnelles d’un connecteur sont des besoins additionnels qui ne sont pas
spe´cifie´s par sa se´mantique. Elles permettent une imple´mentation correcte de ce connecteur
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1.1.3 La configuration d’architecture
Une configuration d’architecture de´finit la structure d’une application a` l’aide de composants et de
connecteurs. Nous pouvons distinguer deux types de configurations : la configuration structurelle et la
configuration comportementale. La configuration structurelle de´signe un ensemble de composants inter-
connecte´s. Elle a pour roˆle de ve´rifier si les interfaces des composants et des connecteurs correspondent.
La configuration comportementale mode´lise le comportement ge´ne´ral de l’application. Elle permet de
ve´rifier si la se´mantique combine´e des composants et des connecteurs re´sulte bien en un comportement
souhaite´. Par exemple, elle peut de´finir la fac¸on dont les connecteurs peuvent e´voluer ou encore la fa-
c¸on dont les composants sont instantie´s a` l’initialisation de l’application. N. Medvidovic et R. Taylor
identifient les caracte´ristiques suivantes pour une configuration d’architecture : le formalisme, la com-
position, le raffinement et la trac¸abilite´, l’he´te´roge´ne´ite´, le passage a` l’e´chelle, l’e´volution, le dynamisme,
les contraintes et les proprie´te´s non fonctionnelles.
Le formalisme utilise´ par un ADL pour mode´liser la structure d’une architecture doit utiliser une
syntaxe compre´hensible et simple afin de faciliter la communication entre tous les partenaires
d’un projet. Ide´alement, la structure d’un syste`me devrait pouvoir eˆtre comprise facilement sans
devoir e´tudier la spe´cification des composants et des connecteurs.
La composition est un me´canisme permettant aux ADLs de de´finir la structure d’un syste`me a` dif-
fe´rents niveaux d’abstraction. Ainsi un composant peut eˆtre compose´ d’autres composants. Un
composant qui ne peut eˆtre de´compose´ est dit primitif. Ce me´canisme permet aux concepteurs
d’une architecture de cre´er sa structure par raffinement descendant, c’est a` dire du niveau le plus
abstrait jusqu’au niveau le plus de´taille´.
Le raffinement d’une architecture consiste a` passer d’un niveau abstrait vers un niveau plus de´taille´
d’une architecture. Les ADLs doivent eˆtre capable de raffiner la structure d’un syste`me en diffe´-
rents niveaux d’abstraction, de relier ces diffe´rents niveaux de raffinement et de garder trace des
changements effectue´s a` travers ces niveaux. Ce me´canisme de raffinement et de trac¸abilite´ est
ne´cessaire pour rapprocher les mode`les de haut niveau des langages de programmation.
L’he´te´roge´ne´ite´ des composants et des connecteurs est une caracte´ristique importante que les ADLs
doivent prendre en compte. En effet, ils doivent eˆtre capable de de´finir la structure d’un syste`me
sans tenir compte de la nature des composants et des connecteurs, du langage de programmation
dans lesquels ils sont imple´mente´s ou encore du syste`me d’exploitation sur lequel ils sont de´ploye´s.
Le passage a` l’e´chelle se traduit par une augmentation de la complexite´ et de la taille d’un syste`me
dans le temps. Les ADLs doivent fournir des me´canismes de mode´lisation qui permettent de de´finir
des syste`mes susceptibles de gagner en taille et en complexite´.
L’e´volution. Une architecture e´volue pour refle´ter les changements apporte´s a` un syste`me. L’ e´vo-
lution d’un syste`me (exemple : la maintenance) e´tant une activite´ importante dans le processus
de de´veloppement d’une application, une configuration doit pouvoir faire e´voluer l’architecture
simplement en ajoutant ou retirant des composants ou des connecteurs.
Le dynamisme. Alors que l’e´volution se traduit par des changements ”off-line”de l’architecture, le dy-
namisme se traduit plutoˆt par des changements de l’architecture alors que le syste`me est en cours
d’exe´cution. Dans le cas de certains syste`mes critiques, il serait inadmissible de stopper leur exe´-
cution pour appliquer ces changements. C’est pourquoi les ADLs doivent pre´voir des me´canismes
pour mode´liser le dynamisme d’une application et appliquer ces changements sur le syste`me en
exe´cution.
Les contraintes qui de´crivent les limites de la configuration de´pendent en partie ou directement des
contraintes lie´es aux composants et aux connecteurs. Ces contraintes, appele´es aussi contraintes
globales, concernent l’interaction entre les composants et les connecteurs.
Les proprie´te´s non fonctionnelles qui ne concernent ni les composants ni les connecteurs sont expri-
me´es au niveau de la configuration et sont lie´es a` l’environnement d’exe´cution. Les ADLs doivent
permettre la de´finition de telles contraintes.
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1.2 Exemples de langages de description d’architecture
L’ensemble des langages de description d’architecture peut eˆtre divise´ en deux grandes cate´gories.
D’une part, nous avons les langages de description d’architecture. Ils s’inte´ressent essentiellement a`
de´finir la structure d’un syste`me en assemblant des e´le´ments entre eux. Cependant, ces langages ne
peuvent spe´cifier l’aspect dynamique d’un syste`me, ils sont dits statiques. D’autre part, nous avons
les langages de configuration d’architecture qui s’inte´ressent plutoˆt a` mode´liser une configuration d’un
syste`me en termes d’instances de types de composants. En outre, certains sont capables de spe´cifier son
comportement dynamique avant, pendant et apre`s son exe´cution. Ces langages permettent la de´finition
du cycle de vie d’un syste`me et sont dits dynamiques. MADL e´tant un langage destine´ a` faire partie
de cette deuxie`me cate´gorie, nous trouvons plus pertinant de vous pre´senter en de´tails deux ADLs
importants qui en font aussi partie, a` savoir Darwin et Fractal. Le lecteur inte´resse´ pourra trouver une
e´tude comple`te des diffe´rents ADLs existants dans le document intitule´ Etat de l’art sur les Langages
de Description d’Architecture (ADLs) [4].
1.2.1 Darwin
Darwin [4] est un langage de configuration permettant de de´crire la structure et la configuration
d’une architecture mais aussi de de´finir son comportement a` l’exe´cution. L’originalite´ de ce langage se
trouve dans l’utilisation de composants instantiables. En effet, un composant est une unite´ qui peut eˆtre
instantie´e a` de multiples reprises lors de l’exe´cution de l’application. Ce langage se distingue donc des
autres ADLs, comme Unicom par exemple, qui ne posse`dent pas cette notion d’instances et sont donc
incapables de pre´voir le comportement d’une architecture mode´lise´e a` son exe´cution.
Darwin de´finit une configuration comme une hie´rarchie d’instances de composants interconnecte´es
entre elles. Chaque niveau de la hie´rarchie est repre´sente´ par des instances de types de composants com-
posites qui de´crivent des interconnexions entre composants tandis que le dernier niveau correspond a`
des instances ne comportant pas de sous configurations. Typiquement, ces dernie`res, appele´es instances
primitives, repre´sentent les ”ve´ritables”modules de l’application qui inte`grent le code logiciel. Elles sont
instantie´es depuis des types de composants primitifs. L’imple´mentation des interfaces expose´es est a`
charge du programmeur.
Dans cette section, nous allons de´crire plus en de´tails les concepts importants et particularite´s de
ce langage afin de comprendre comment construire la configuration d’un syste`me. Nous illustrerons ces
concepts graˆce a` un exemple avant de conclure sur les principaux avantages et inconve´nients du langage
Darwin.
La description du langage Darwin
En ge´ne´ral, les ADLs peuvent attribuer diffe´rentes se´mantiques a` la notion de composant. Cependant
Darwin n’en associe qu’une seule : la se´mantique du processus. Un tel choix fut motive´ par l’appropria-
tion des processus a` la programmation concurrente, distribue´e ou encore paralle`le. De cette manie`re, a`
chaque nouvelle instance d’un type de composant, un nouveau processus est cre´e´. Ces processus ont la
capacite´ d’eˆtre parame´trables a` l’initialisation. Par exemple, Darwin permet a` un composant compo-
site de de´crire sa configuration dynamiquement a` l’initialisation en spe´cifiant le nombre d’instances des
types de composants qu’il encapsule. Ce me´canisme permet ainsi de spe´cifier entie`rement le sche´ma de
cre´ation des instances a` l’initialisation d’un syste`me.
Chaque composant posse`de un type. Ce type repre´sente une abstraction a` partir de laquelle plu-
sieurs instances peuvent eˆtre cre´e´es. La de´claration d’un type de composant s’effectue graˆce au mot cle´
component. L’instruction suivante de´clare un composant de type A :
component A;
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A partir de ce type de composant, une ou plusieurs instances peuvent eˆtre cre´e´es graˆce au mot cle´
inst de la manie`re suivante :
inst I1 :A; I2 :A; I3 :A;
Le me´canisme qui consiste a` de´clarer des instances est appele´ instanciation de composant. En outre,
Darwin fournit les clauses when et forall qui permettent de de´finir des sche´mas d’instanciation plus
raffine´s. Nous verrons dans un exemple comment sont utilise´es ces deux instructions.
Meˆme si cette fac¸on de de´clarer des composants et des instances est un moyen tre`s simple pour com-
prendre la manie`re dont on construit les diffe´rents blocs d’une application, elle est aussi beaucoup trop
simpliste que pour pouvoir de´crire les interconnexions existantes entre ces diffe´rentes parties. Un besoin
important concernant ces interconnexions est de permettre la de´claration de composants de manie`re
inde´pendante par rapport a` la configuration. Ainsi, Il doit eˆtre possible de spe´cifier des composants sans
que ce dernier ait besoin de savoir avec quels autres composants il devra interagir par la suite. C’est
la raison pour laquelle un composant posse`de une ou plusieurs interfaces d’interaction avec le monde
exte´rieur.
Chaque composant fournit ou requiert donc des services via une interface. Ces services ne doivent
pas eˆtre perc¸us comme e´tant des fonctions mais plutoˆt comme e´tant des entre´es ou sorties faisant partie
d’un canal de communication. Ces services spe´cifient en fait des types d’objets de communication qui
vont permettre a` un composant d’utiliser une fonction d’un autre composant. Ces types d’objets sont
ge´re´s par un support d’exe´cution e´crit en C++ nomme´ Regis. Le type d’objet le plus utilise´ est le port
et permet a` un composant d’envoyer des requeˆtes vers d’autres composants. Nous comple´tons donc la
de´claration d’un composant comme ceci :
component nomComposant ( l i s t e de parame`tres ) {
provides nomPort <port , s i gnature>
requires nomPort <port , s i gnature>
}
//ou` por t d e´ s i gne l ’ o b j e t de communication de type por t e t
// s i gna tu r e d e´ s i gne l a s i gna tu r e de l a f onc t i on du composant .
Darwin ne posse`de pas la notion de connecteur mais utilise plutoˆt l’instruction bind qui relie le
port requis d’une instance au port fourni d’une autre instance. Un second besoin important concernant
les interconnexions entre les composants est de pouvoir ve´rifier leur compatibilite´ et interdire les inter-
connexions errone´es (il s’agit de la proprie´te´ safety). C’est ainsi que l’ope´rateur bind ne permet pas la
connexion entre deux interfaces non duales. Voici un exemple d’utilisation de l’instruction bind :
bind I1 .A −− I2 .B;
//ou` A e t B sont deux i n t e r f a c e s dua l e s .
Dans la suite de cette section, nous illustrons tous ces concepts a` l’aide d’un exemple concret.
Exemple
Prenons l’exemple tre`s re´pandu du client-serveur. Cet exemple de´crit un composant de type Appli-
cation comme une composition d’un client et d’un nombre parame´trable de serveurs.
Le nombre de serveurs est donc un parame`tre du composant Application et exprime le nombre
d’instances du composant de type Serveur dans une instance du composant de type Application. Les
composants de type Client et Serveur s’expriment de la manie`re suivante :
component Cl i en t {




provides requete <port , s t r i ng >;
}
Le composant Application s’exprime de la fac¸on suivante :
component Appl i ca t ion ( int n) {
Inst C : C l i en t ;
Array S [ 0 . . ( n−1)] : Serveur ;
f o ra l l k : 0 . . n−1 {
inst S [ k ] ;
bind S [ k ] . r equete C. requete ;
}
}
Le mot cle´ Array permet de de´finir un tableau contenant un ensemble d’instances accessibles par
un index. La clause forall permet de de´finir des instructions ite´ratives. Illustrons de´sormais la clause
When qui pose des conditions sur la manie`re dont les instances sont cre´e´es et lie´es entre elles. Imaginons
que nous de´sirons lier le client uniquement aux serveurs occupant une position de´signant un nombre
pair dans le tableau. Voici la syntaxe qui serait utilise´e dans ce cas bien pre´cis :
when k%2=0
inst S [ k ] ;
bind S [ k ] . r equete C. requete ;
//ou` % repr e´ s en t e l ’ op e´ ra teur modulo .
Avantages
Darwin est bien un langage de configuration et se distingue d’autres langages par sa capacite´ a`
instancier des types de composants. Ce me´canisme lui permet de de´crire d’une manie`re pre´cise les in-
teractions entre les composants a` l’exe´cution du syste`me et de spe´cifier un sche´ma d’instanciation a`
l’initialisation de l’application. En effet, avec l’aide des clauses forall et when, il est possible de spe´cifier
de manie`re dynamique la cardinalite´ des liens entre les diffe´rents composants.
Une autre originalite´ du langage est de fournir, en plus de l’instanciation par de´faut, deux nouveaux
modes d’instanciation : le mode paresseux ou dynamique. Par de´faut, une instance est cre´e´e lorsque
son instance parent est cre´e´e. L’instanciation paresseuse permet de cre´er une instance d’un type de
composant seulement lorsque ses services sont requis par une autre instance. L’instanciation dynamique
cre´e une nouvelle instance d’un type de composant a chaque appel d’une de ses fonctions.
De plus, Darwin fournit des me´canismes de description de la configuration physique d’un syste`me.
En effet, lors de la de´claration des instances, Darwin peut spe´cifier un nume´ro de site sur lequel cette
instance peut eˆtre installe´e.
Finalement, darwin ve´rifie trois contraintes de suˆrete´ au niveau des interactions entre les composants
afin de re´duire les erreurs susceptibles d’apparaˆıtre a` l’exe´cution des applications. Premie`rement, la ve´-
rification des contraintes de directionnalite´ interdit les liaisons entre deux interfaces non duales. Ensuite,
la ve´rification des contraintes de connectivite´ empeˆche une instance de fournir une interface a` plus d’une
autre instance (fan out) mais autorise une instance a` utiliser une interface fournie pas plusieurs autre
instances (fan in). Enfin, Darwin posse`de aussi un syste`me de ve´rification des types afin d’interdire les
liaisons entre les interfaces de types incompatibles.
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Inconve´nients
Meˆme si Darwin permet de configurer dynamiquement le sche´ma d’instanciation des composants a`
l’initialisation du syste`me, il est incapable de modifier sa structure au cours du temps. Cela signifie qu’il
est impossible de modifier des connexions, de voir apparaˆıtre ou disparaˆıtre des composants pendant
l’exe´cution de l’application.
Ensuite, Darwin ne propose aucun me´canisme pour spe´cifier le caracte`re paralle`le d’exe´cution des
processus. Ce besoin doit eˆtre explicite´ par le programmeur.
Les communications multi-cast ne sont pas autorise´es par le syste`me de ve´rification des contraintes
de connectivite´. Or ce type de communication constitue un ve´ritable atout pour certains syste`mes dis-
tribue´s.
Parmi d’autres inconve´nients de Darwin, nous pouvons citer le fait qu’il n’associe qu’une seule se´-
mantique a` la notion de composant. Il est donc impossible de spe´cifier des composants cense´s repre´senter
d’autres e´le´ments que le processus, comme des fichiers par exemple.
Finalement, le me´canisme permettant la spe´cification des communications inter composants est li-
mite´. En effet, l’utilisation de l’environnement Regis n’est pas transparent et les diffe´rents types d’objets
de communications disponibles dans Darwin ne sont pas configurables.
1.2.2 Le mode`le de composants Fractal
Le mode`le de composants Fractal [6] est un mode`le qui permet la description, la configuration et la
reconfiguration dynamique d’une architecture d’un syste`me a` base de composants. Ce mode`le correspond
d’une part a` une spe´cification et d’autre part a` diffe´rentes imple´mentations dans plusieurs langages de
programmation tels que Java, C ou C++. Fractal fournit un langage ADL proposant une syntaxe qui
permet la construction des syste`mes en respectant les spe´cifications du mode`le. Fractal fut initialement
conc¸u pour la construction, le de´ploiement et la configuration d’applications tre`s complexes tels que les
syste`mes d’exploitation par exemple. Comme Darwin, Fractal est un mode`le de composants qui utilise
le me´canisme de composition afin de permettre aux de´veloppeurs de de´finir plusieurs niveaux d’abstrac-
tions. Par contre, Fractal se distingue dans sa capacite´ a` partager des composants, a` observer l’exe´cution
d’un syste`me, a` proposer un mode`le extensible ou encore a` modifier une architecture dynamiquement
pendant son exe´cution. Dans cette section, nous de´taillons brie`vement les concepts originaux qui font
de Fractal un ADL puissant. Nous illustrons ensuite ces concepts a` l’aide d’un petit exemple avant de
conclure sur les avantages et les inconve´nients.
Description de Fractal
Construire l’architecture d’un syste`me avec Fractal revient a` cre´er des composants et des liaisons
entre eux afin qu’ils puissent communiquer. Un composant correspond a` une unite´ d’exe´cution et pos-
se`de une ou plusieurs interfaces. Chaque interface posse`de un type et imple´mente des ope´rations. Fractal
distingue les interfaces serveurs (ope´rations fournies par un composant) des interfaces clientes (ope´ra-
tions requises par un composant). De plus, les interfaces sont soit externes (accessibles de l’exte´rieur du
composant), soit internes (accessibles par les sous composants).
Un composant est constitue´ de deux parties :
* La membrane qui contient les interfaces du composant.
* Le contenu qui se compose d’un ensemble de sous-composants.
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Dans la membrane d’un composant se trouvent les controˆleurs. Les controˆleurs sont en fait des objets
qui se chargent de controˆler la configuration d’un syste`me. Leur pre´sence au sein de la membrane n’est
pas obligatoire. Cependant leur combinaison permet de de´finir des controˆles avance´s sur le comporte-
ment des composants et leurs interactions avec l’exte´rieur. Chaque sous-composant se trouvant dans le
contenu est sous controˆle des controˆleurs pre´sents dans sa membrane. Typiquement le controˆleur d’un
composant composite peut :
* Fournir une repre´sentation de la structure des interfaces des sous-composants.
* Intercepter les invocations d’ope´rations destine´es ou venant des sous-composants.
* Fournir un controˆle de gestion du comportement supple´mentaire a` ceux fournis par les sous-
composants, comme la suspension des activite´s d’un composant par exemple.
Il existe six types de controˆleurs diffe´rents :
* Le controˆleur de liaisons permet de cre´er ou de´truire une connexion entre deux composants.
* Le controˆleur d’attributs permet de configurer les attributs d’un composant.
* Le controˆleur de cycle de vie permet de controˆler le comportement d’un composant pendant
son e´xecution. Par exemple, ce controˆleur se charge de cre´er ou de´truire un composant dyna-
miquement. Ce dernier repre´sente une caracte´ristique importante de ce langage car il permet la
reconfiguration dynamique de composants a` l’exe´cution du syste`me.
* Le controˆleur de contenu ajoute ou supprime des sous-composants.
Comme tout langage de configuration, Fractal dispose de la notion d’instance. C’est ainsi que le Fra-
mework d’instanciation fuˆt conc¸u spe´cialement pour permettre l’instanciation de composants. Dans ce
mode`le, les composants sont instancie´s par d’autres composants, que l’on appelle Factories. Les Facto-
ries ge´ne´riques peuvent cre´er plusieurs types de composants alors que les Factories standards ne peuvent
cre´er que des instances d’un seul type.
Fractal fournit aussi un environnement d’introspection qui permet de parcourir par programmation
l’ensemble des interfaces expose´es par un composant ou encore l’ensemble des ope´rations spe´cifie´es a`
l’inte´rieur d’une interface. Les interfaces d’introspection sont ne´cessaires afin d’obtenir la re´fe´rence d’un
objet dont on veut modifier son comportement.
Une autre originalite´ du langage Fractal re´side dans le fait qu’il est possible de partager des compo-
sants. En effet, deux composants composites peuvent partager l’acce`s a` un meˆme sous composant qu’ils
posse`dent en commun. Ce me´canisme permet entre autres de mode´liser l’acce`s a` des ressources partage´es.
Le syste`me de type propose´ par Fractal permet de de´terminer la signature des fonctions de´finies
dans une interface, de pre´ciser si il s’agit d’interfaces clientes ou serveurs, ou encore de spe´cifier la
caracte`re optionnel ou obligatoire d’une interface. Lorsqu’un composant posse`de une interface cliente
et obligatoire, cela signifie que l’interface doit eˆtre lie´e pour que le composant puisse fonctionner. Par
contre, les ope´rations d’une interface optionnelle ne sont pas ne´cessairement pre´sentes et les composants
qui la requie`rent peuvent s’exe´cuter sans y eˆtre lie´s. Ce syste`me permet aussi de spe´cifier les cardinalite´s
d’une interface d’un certain type. Ces cardinalite´s de´terminent le nombre d’interfaces qu’un composant
peut posse´der. Fractal distingue les interfaces singleton (une et une seule interface) des interfaces de
type collection (ensemble d’un nombre quelconque d’interfaces). Aucune se´mantique n’est impose´e par
Fractal en ce qui concerne l’exe´cution d’ope´rations des interfaces contenues dans une collection.
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Comme Darwin, Fractal ne supporte pas la notion de connecteur. Il utilise plutoˆt le concept de
liaison qui de´finit une connexion entre deux composants. Fractal ve´rifie aussi la contrainte de direction-
nalite´ d’une interaction entre deux composants. Le prochain paragraphe illustre a` l’aide d’un exemple
l’assemblage de composants pour former des configurations.
Exemple
La syntaxe de Fractal ADL se base sur XML pour spe´cifier les configurations de syste`mes. Prenons
l’exemple suivant tire´ de [7]. Il de´crit un composant composite contenant un client et un serveur connec-
te´s entre eux. Voici ce a` quoi ressemble la description de cette architecture a` l’aide de Fractal ADL :
<definition name=”Appl i ca t ion”>
<interface name=”r ” r o l e=”s e r v e r ” s i gna tu r e=”java . lang . Runnable”/>
<component name=”Cl i en t ”>
<interface name=”r ” r o l e=”s e r v e r ” s i gna tu r e=”java . lang . Runnable”/>
<interface name=”s ” r o l e=”c l i e n t ” s i gna tu r e=”Se rv i c e ”/>
<content class=”org . objectweb . j u l i a . example . Cl ientImpl ”/>
<controller desc=”p r im i t i v e ”/>
</component>
<component name=”Server”>
<interface name=”s ” r o l e=”s e r v e r ” s i gna tu r e=”Se rv i c e ”/>
<content class=”org . objectweb . j u l i a . example . ServerImpl ”/>
<controller desc=”p r im i t i v e ”/>
</component>
<binding c l i e n t =”t h i s . r ” s e r v e r=”Cl i en t . r ”/>




Fractal est un mode`le qui utilise des design patterns connus et les organise afin de former un mode`le
extensible et inde´pendant des langages de programmation. Comme la plupart des ADLs, il impose une
se´paration entre les aspects fonctionnels et les aspects de de´ploiement.
L’ avantage principal que Fractal posse`de par rapport aux autres ADLs est sa capacite´ a` reconfigurer
dynamiquement un syste`me pendant son exe´cution. Des composants peuvent changer de comportement,
apparaˆıtre ou disparaˆıtre de la configuration du syste`me. De`s lors, cela rend possible la construction de
syste`mes capables de ge´rer eux meˆme leur propre cycle de vie. En effet, certains gros syste`mes critiques
(comme les gestionnaires de trafic ae´rien par exemple) ne peuvent se permettre d’utiliser une architec-
ture uniquement statique.
Un autre avantage de Fractal est que son mode`le de composant est simple et tre`s le´ger. Les de´ve-
loppeurs issus de la programmation oriente´e objet n’auront pas de difficulte´s a` comprendre et utiliser
ce mode`le. De plus, une trace de l’architecture est toujours pre´sente au niveau de l’imple´mentation, ce
qui permet de faciliter la compre´hension d’une architecture.
Comme nous l’avons signale´, Fractal ADL utilise XML pour assembler les composants et de´crire
les configurations de syste`mes. La syntaxe utilise´e par Fractal ADL est totalement extensible, ce qui
signifie qu’il est possible de de´finir ses propres concepts architecturaux. De plus, XML est un standard
tre`s utilise´ a` l’heure actuelle et facile a` prendre en main.
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Finalement, la pre´sence de controˆleurs au sein de la membrane permet d’exercer un certain pouvoir
sur les diffe´rents e´le´ments d’une architecture, ce qui permet la de´finition aise´e de contraintes.
Inconve´nients
Paradoxalement, les forces de Fractal ADL sont aussi des faiblesses. En effet, le principal incon-
ve´nient de Fractal est sa le´ge`rete´. De plus, Fractal ADL reste fort proche du mode`le objet. Ces deux
caracte´ristiques font de Fractal un langage assez pauvre et complique´ a` analyser. Par exemple, analyser
une liaison avec Fractal consiste uniquement a` ve´rifier la signature des interfaces.
La syntaxe XML utilise´e par Fractal est aussi un inconve´nient dans le sens qu’elle rend plus difficile la
lisibilite´ d’une architecture de´crite. Il est nettement plus aise´ de comprendre les concepts fondamentaux
d’une architecture lorsqu’elle celle ci est de´crite avec un langage de description plus spe´cifique, comme
celui utilise´ par Darwin par exemple.
Ensuite, contrairement a` Darwin, Fractal n’introduit pas la notion d’instanciation au niveau de la
de´finition d’une architecture. Il n’est donc pas possible de de´crire, avec la meˆme facilite´ que Darwin, le
sche´ma de cre´ation et de connexion des instances a` l’initialisation du syste`me. Ceci est en partie lie´ a` la
syntaxe XML qui ne permet pas l’utilisation de clauses ite´ratives (forall dans darwin) ou conditionnelles
(when dans Darwin).
Finalement, son mode`le d’interface est trop proche de celui utilise´ par Java. Il distingue bien les
interfaces fournies des interfaces requises mais une interface ne peut que fournir des services. C’est ainsi
que pour mode´liser avec Fractal une communication bidirectionnelle entre un client et un serveur, nous
avons besoin de deux interfaces et de deux liaisons entre le client et le serveur. Fractal n’est donc pas
adapte´ pour mode´liser des services plus complique´s tels que nous en trouvons dans les re´seaux par
exemple ou` chaque composant posse`de la faculte´ d’initier une communication vers d’autres composants
en utilisant un protocole identique.
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Chapitre 2
Pre´sentation du langage MADL
2.1 Introduction
Comme nous venons de le voir, plusieurs langages de description d’architecture ont e´te´ de´finis afin
de de´crire les architectures d’applications. Sur base de certains crite`res que nous avons pre´sente´s dans
le pre´ce´dent chapitre, ces langages peuvent eˆtre compare´s et classe´s dans certaines cate´gories.
Cependant, la plupart de ces langages sont destine´s a` re´soudre des proble`mes spe´cifiques comme la de´-
composition d’une architecture par exemple (Darwin). Pour cela, ils se basent sur certaines hypothe`ses et
par conse´quent utilisent une se´mantique qui limite leur utilite´. C’est ainsi que certains langages, comme
Darwin par exemple, ne permettent pas la distinction entre communications synchrones ou asynchrones
au niveau de la de´finition de l’architecture. Par ailleurs d’autres langages imposent des architectures
non distribue´es ou statiques. En analysant la majorite´ des ADLs existants, nous pouvons remarquer
que rares sont ceux capables de spe´cifier le cycle de vie d’un syste`me et d’en modifier le comportement
dynamiquement. Le but de MADL est de fournir un langage de description d’architectures capable de
spe´cifier la structure d’une architecture a` diffe´rents niveaux d’abstraction afin de permettre la de´finition
d’un syste`me a` tous les stades de son cycle de vie. Un des avantages d’un tel langage est qu’il autorise
les diffe´rents acteurs d’un projet a` intervenir sur la meˆme architecture, mais exprime´e dans le langage
familier d’un acteur en particulier.
Le langage de description d’architecture que nous de´finissons ici posse`de en fait plusieurs versions.
Nous appelons MADL la syntaxe concre`te textuelle du langage. Cette version utilise ce que l’on appelle
des macro-commandes. Ces macro-commandes spe´cifient une architecture de manie`re plus condense´e. Un
exemple est l’instruction de boucle for que nous expliquons en de´tail dans la suite de ce chapitre. Conce-
voir une application revient donc a` e´crire une suite d’instructions appartenant a` la syntaxe concre`te du
langage MADL. Dans ce chapitre, nous passons en revue cette version du langage et sa syntaxe.
La seconde version du langage est appele´e ADL et peut eˆtre conside´re´e comme un sous langage de
MADL dont les macro-commandes ont e´te´ transforme´es en constructions e´quivalentes. Cette version est
obtenue apre`s compilation d’un programme e´crit en MADL. Ce compilateur aplatit la structure d’une
architecture. Cette version repre´sente en fait l’input aux outils de ge´ne´ration de code pour un langage
de programmation particulier.
Un me´tamode`le de description des concepts du langage MADL contient, apre`s compilation d’un
fichier MADL, les informations relatives a` la structure d’une architecture ainsi que le sche´ma d’ins-
tanciation. Un autre me´tamode`le a e´te´ de´fini pour contenir les caracte´ristiques d’un re´seau sur lequel
un syste`me de´crit en MADL est susceptible d’eˆtre de´ploye´. L’ide´e est de ge´ne´rer des informations de
de´ploiement des composants sur un re´seau a` partir du croisement de ces deux me´tamode`les. Dans ce
me´moire, nous conside´rons qu’un outil existe a` cet effet.
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L’objectif de ce chapitre est de pre´senter les concepts de base du langage ainsi qu’une se´mantique
pouvant lui eˆtre associe´e. Dans un premier temps et ce afin de faciliter la compre´hension de MADL,
nous exposons la se´mantique la plus intuitive. Ensuite nous pre´sentons brie`vement le me´tamode`le. Enfin,
nous illustrons l’usage de MADL a` travers un exemple.
2.2 Concepts de base
Le langage MADL se base sur quatre e´le´ments : le type de composant, l’interface, l’ensemble
d’instances et le connecteur. Cette section a pour but de de´crire les concepts de base du langage
MADL et d’exposer leur se´mantique. Pour chaque e´le´ment de´crit, la syntaxe concre`te du langage est
de´taille´e et comple´te´e par de petits exemples. Lorsqu’un e´le´ment fait partie de la description du me´ta-
mode`le, le nom de la classe qui le repre´sente est indique´ entre parenthe`ses et en italique.
2.2.1 Le type de composant (Component type)
Le type de composant est une abstraction encapsulant un ensemble de proprie´te´s et fonctionnalite´s
utilisables par ses instances. En effet, comme nous le verrons dans les sections suivantes, MADL de´finit
la notion d’ensemble d’instances qui sont en fait des mate´rialisations des types de composants.
La de´finition d’un type de composant peut contenir la de´finition d’autres constructions et est scinde´e
en deux niveaux diffe´rents : la de´finition des structures d’une part et la de´finition des configurations
d’autre part. Le premier niveau concerne la de´finition d’autres types de composants, de types d’in-
terfaces et de contrats qui imposent des re`gles concernant leur utilisation. Le second niveau de´finit la
de´claration d’ensembles d’instances, de connexions potentielles qui peuvent exister entre elles ainsi que
le de´ploiement de ces instances.
La syntaxe qui permet de de´finir un type de composant en MADL est la suivante :
type component nom\ du\ composant {
// D e´ f i n i t i on de l a s t r u c t u r e du composant
// Conf i gura t ion du composant
}
Pour de´finir l’architecture d’une application a` plusieurs niveaux d’abstraction diffe´rents, MADL
utilise le me´canise de composition. La composition consiste a` de´finir des types de composants capables de
de´finir d’autres types de composants. L’architecture d’une application est en fait conside´re´e comme une
hie´rarchie de types de composants ou` la racine repre´sente l’application. Lorsqu’un type de composant
comprend la de´finition d’autres composants, ce premier est appele´ type de composant composite.
Cette technique de´compose un proble`me en sous-proble`mes pouvant eux-meˆme eˆtre de´compose´s en sous-
proble`mes jusqu’a` la de´finition de types de composants primitifs. Un composant primitif ne contient
aucune de´finition d’autres types de composants. Les instances de ces types de composants correspondent
aux ve´ritables unite´s d’exe´cution de l’application. L’instance d’un type de composant primitif utilise le
terme parent pour de´signer le type de composant composite dans lequel il est de´fini. Par contre, les




Les composants sont type´s, cela signifie qu’ils posse`dent un type de composant. Un composant fait
re´fe´rence au de´ploiement de l’application alors que les types de composants repre´sentent des ”briques”
permettant la construction de la structure d’une l’application. Le composant mate´rialise les fonctionna-
lite´s de´crites par son type. On utilise aussi le terme d’instance.
Afin d’e´viter toute confusion dans la suite de ce me´moire, il est important de fixer nos premiers mots
de vocabulaire. Nous appelerons instance, tout composant capable de communiquer avec d’autres com-
posants au de´ploiement et pendant l’exe´cution de l’application. Par contre, nous nommerons variables,
les composants dont l’existence est pre´vue par le syste`me mais qui n’ont pas encore e´te´ initialise´s. Une
variable est apparente´ a` un composant optionnel et ne peut communiquer avec l’exte´rieur.
La section 1.2.7 nous montre la cohe´rence de la distinction entre ces deux e´tats.
2.2.3 Les interfaces (Interface)
Les interfaces repre´sentent des points d’interactions entre les composants et forment ce que l’on ap-
pelle des protocoles. En MADL, une interface de´finit des ope´rations (Operation) ainsi que des actions
(Action). Une ope´ration repre´sente un appel synchrone et bloquant pour l’appelant alors qu’une action
correspond plutoˆt a` un appel non bloquant et asynchrone. MADL e´tend le concept d’interface tel qu’il
est de´fini dans la plupart des autres ADLs. En effet, une ope´ration ou action est soit fournie ou requise
par l’interface. Une ope´ration fournie doit eˆtre imple´mente´e par le composant qui expose l’interface. De
fac¸on duale, une ope´ration requise est requise par ce composant. De cette manie`re, deux composants
communiquant entre eux via un meˆme protocole peuvent initier une communication.
La de´claration d’une interface utilise le mot cle´ interface, suivi d’un nom et de la de´finition des
ope´rations et actions fournies ou requises. Les ope´rations et actions se de´finissent respectivement avec
le mot cle´ operation et action. Ces ope´rations et actions peuvent recevoir et utiliser des parame`tres
(Parameter). Chaque parame`tre posse`de un type et un type de passage. Une action e´tant un appel
asynchrone non bloquant, elle ne peut renvoyer de valeur de retour. C’est pourquoi tous les parame`tres
d’une action repre´sentent uniquement des parame`tres d’entre´e et aucun type de passage ne doit eˆtre
spe´cifie´. Par contre, une ope´ration peut retourner une valeur vers l’appelant. C’est pourquoi le parame`tre
d’une ope´ration peut eˆtre pre´ce´de´ des mots cle´s in, out ou inout. Finalement, comme nous le verrons dans
la section suivante, une ope´ration fournie (requise) est pre´ce´de´e du mot cle´ prodives (requires) alors
qu’une action fournie (requise) est pre´ce´de´e du mot cle´ in (out). Les deux exemples suivant illustrent
respectivement la de´finition d’une interface simple et bidirectionnelle :
interface BD {
provides connect ( in s t r i n g log in , in s t r i n g mdp) ;
in d i s connec t ( s t r i n g l o g i n ) ;
}
Dans ce premier exemple, le composant qui fournit cette interface doit imple´menter la me´thode de
connexion a` la base de donne´es et peut recevoir a` tout moment une action de demande de de´connexion







Lorsque un type de composant fournit l’interface I (provides I ), alors ses instances peuvent recevoir
des e´ve´nements de type A, et imple´menter des ope´rations de type C. Par contre, elles peuvent e´mettre
22
des e´ve´nements de type B et ne´cessitent des ope´rations de type D pour fonctionner correctement. Le
cas du type de composant qui requie`re cette interface (requires I ) repre´sente le cas dual.
Les deux exemples montrent qu’une interface est soit fournie ou soit requise par un type de compo-
sant. Dans la prochaine section, nous allons voir qu’un type de composant requie`re ou fournit un type
d’interface par l’interme´diaire de contrats.
2.2.4 Les contrats (Contract)
Les contrats repre´sentent l’utilisation d’une interface par un type de composant et imposent des
contraintes qui de´terminent les trois caracte´ristiques d’une interface : la cate´gorie, la cardinalite´ et
l’obligation.
Premie`rement, nous pouvons distinguer deux cate´gories d’interfaces : les interfaces serveurs et
clientes. Les interfaces serveurs (clientes) correspondent aux services fournis (requis) par le composant.
Deuxie`mement, un contrat de´finit la cardinalite´ d’une interface, c’est a` dire le nombre d’interfaces
d’un certain type qu’un composant peut avoir. Lorsqu’un composant posse`de plusieurs interfaces de
meˆme type, nous utilisons le terme de collection. Dans le cas ou` un composant ne peut posse´der qu’une
seule interface, nous parlons d’interface singleton.
Finalement, un contrat spe´cifie si l’interface est optionnelle ou obligatoire. Une interface option-
nelle ne doit pas eˆtre connecte´e pour que le composant fonctionne correctement. Par contre, l’interface
obligatoire impose un nombre minimum de connexions a` l’interface pour que le composant puisse fonc-
tionner correctement.
La de´finition d’un contrat peut eˆtre de´compose´e en cinq e´le´ments :
* un mot cle´ requires ou provides spe´cifiant la cate´gorie de l’interface.
* le nom de´signant un type d’interface.
* un alias ayant pour but de renommer l’utilisation d’une interface. Un type d’interface peut ainsi
eˆtre utilise´ plusieurs fois mais pour des usages diffe´rents. Cet attribut est facultatif.
* une cardinalite´ minimum qui de´termine si l’interface est optionelle ou obligatoire.
* une cardinalite´ maximum spe´cifiant le nombre maximum d’interfaces d’un meˆme type que
peut avoir un composant.
L’exemple suivant de´clare un contrat dans le type de composant Server :
Component type Server {
provides 1 ,3 BD as bd ;
}
Il s’agit ici d’une interface serveur : elle de´finit les services fournis par le type de composant (provides).
De plus, cette interface est obligatoire. Dans ce cas ci, la cardinalite´ minimum indique qu’une de ses
interfaces doit obligatoirement eˆtre connecte´e pour que le composant puisse fonctionner. Finalement,
les instances du type de composant Server peuvent posse´der un nombre maximum de trois interfaces
de type BD (collection).
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2.2.5 Les ensembles d’instances (SetOfInstances)
Une originalite´ du langage MADL re´side dans la notion d’instance. Une instance est un composant
conforme a` un certain type. Alors qu’un type de composant est un concept abstrait n’intervenant qu’a`
l’e´tape de la conception d’une architecture, une instance correspond plutoˆt a` une entite´ de de´ploiement
capable de spe´cifier le comportement d’une application en imple´mentant les fonctionnalite´s de´crites dans
son type. En re´alite´, les types de composants ne sont rien de plus que des classificateurs ayant pour
but d’encapsuler la de´finition de fonctionnalite´s et proprie´te´s afin de faciliter la compre´hension d’une
architecture a` sa conception. Les ve´ritables composants d’un syste`me sont repre´sente´s par les instances.
MADL de´clare des instances en de´finissant ce que l’on appelle un ensemble d’instances. Cet ensemble
regroupe un nombre fini de composants d’un meˆme type. Un tel ensemble peut aussi bien contenir des
composants a` l’e´tat d’instance qu’a` l’e´tat de variable.
Tout ensemble d’instances est borne´ par une cardinalite´ minimum et maximum. Formellement, un
tel ensemble doit comprendre entre i et j instances ope´rationnelles ou` i et j sont respectivement les
cardinalite´s minimum et maximum. Concre`tement, i de´note le nombre de composants a` l’e´tat d’ins-
tance contenus dans l’ensemble. La diffe´rence entre j et i de´signe le nombre de composants a` l’e´tat de
variable. C’est ainsi que les ensembles d’instances dont la cardinalite´ minimum est plus grande ou e´gale
a` 1 introduisent la notion d’instances obligatoires. Une instance obligatoire est une instance qui doit
eˆtre ope´rationnelle de`s le de´ploiement du syste`me afin que celui ci puisse fonctionner correctement.
La syntaxe utilise´e par MADL pour de´clarer un ensemble d’instances est la suivante :
deploy i−j nom type composant as nom ensemble instances ;
Chaque instance de cet ensemble est accessible de manie`re indice´e. C’est ainsi que l’instruction
nom ensemble instances[i], ou` i est un nombre plus grand ou e´gal a` 0, permet d’acce´der a` l’e´le´ment se
trouvant a` la ie`me position de l’ensemble. Dans la prochaine section, nous verrons dans quel cas, cette
instruction peut eˆtre utile. L’exemple ci-dessous de´finit un ensemble d’instances de type Server :
deploy 2−6 Server as s e r v e r s ;
Dans cet exemple, deux composants de cet ensemble sont des instances obligatoires. Les quatre
autres composants ne seront pas de´ploye´s en tant qu’instance mais resteront a` l’e´tat de variable jusqu’a`
leur initialisation. La figure 2.1 sche´matise l’ensemble d’instances servers ou` les instances et variables
sont respectivement repre´sente´es en vert et rouge.
Fig. 2.1 – Repre´sentation d’un ensemble d’instances de type Server.
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2.2.6 Les connexions (Connector)
La connexion est ce qui permet aux instances de communiquer. Il existe deux types de connexions :
communication et de´le´gation. La se´mantique d’une connexion re´side uniquement dans la faculte´
qu’ont les composants a` s’e´changer des informations ou d’invoquer des services a` distance. Une connexion
ne de´signe donc pas une communication ”oriente´e connexion” comme nous pouvons en retrouver dans
le protocole TCP par exemple. L’existence d’une connexion impose au pair initiateur de connaˆıtre, sous
une forme quelconque, l’adresse de l’autre pair.
Connexion de communication (Communication)
La connexion de communication est e´tablie entre une interface cliente et une interface serveur de
type identique. Ainsi une instance a de type A peut eˆtre connecte´e a` une instance b de type B, par
l’interme´diaire d’interfaces duales de meˆme type de´finies respectivement dans le type A et B.
Deux interfaces duales sont connecte´es par un connecteur. Un connecteur posse`de deux roˆles dis-
tincts, que l’on nomme respectivement in et out. Le roˆle in correspond a` l’interface cliente alors que le
roˆle out correspond a` l’interface serveur. Les connecteurs sont divise´s en quatre groupes de´terminant le
mode de communication :
* onetoone : ce type de connecteur connecte une interface serveur a` une interface cliente.
* onetomany : ce type de connecteur connecte une interface serveur a` plusieurs interfaces clientes.
* manytoone : ce type de connecteur connecte plusieurs interfaces serveurs a` une interface cliente.
* manytomany : ce type de connecteur connecte plusieurs interfaces serveurs a` plusieurs interfaces
clientes.
MADL est un langage abstrait et n’impose donc aucune se´mantique particulie`re sur l’utilisation des
connecteurs. Il ne pre´cise pas comment les communications entre composants sont rendues ope´ration-
nelles. Le concepteur de l’application sera libre de de´finir, par la suite, la se´mantique qu’il souhaite
associer a` un connecteur. Il pourrait par exemple s’agir des se´mantiques suivantes :
* Blocage des connexions interdites : le connecteur refuse les connexions non autorise´es par
l’architecture. Seules les connexions de´finies a` l’aide de connecteurs au niveau de la conception
peuvent exister et eˆtre utilise´es par les ensembles d’instances concerne´es. Par exemple, si aucun
connecteur ne relie l’ensemble a a` l’ensemble b, aucune instance de l’ensemble a ne peut com-
muniquer avec une instance de l’ensemble b meˆme si les interfaces de´clare´es dans leur type de
composant sont duales et de meˆme type.
* He´te´roge´ne´ite´ de la communication : le connecteur cre´e une communication entre deux ins-
tances de nature diffe´rente. C’est ainsi qu’une instance imple´mente´e en java peut communiquer de
manie`re transparente avec une instance imple´mente´e en C++ par exemple. Le connecteur agit en
fait de la meˆme manie`re qu’un stub en Corba lorsqu’il emballe les requeˆtes et de´balle les re´sultats.
* Imple´mentation : le connecteur peut aussi imple´menter les exigences lie´es aux caracte´ristiques
de de´ploiement (type de connexion et typologie physique). Exemple : la se´curisation d’une com-
munication ou` le connecteur encrypte et de´crypte les requeˆtes ou les re´sultats. Il joue dans ce cas
le roˆle d’agent de se´curisation de la communication.
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Pour cre´er un nouveau connecteur, MADL fournit la syntaxe concre`te suivante :
connector c a r d i n a l i t e´ c o nn e c t e u r nom connecteur ;
Ensuite ce nouveau connecteur peut connecter deux instances, via des interfaces duales et de meˆme
type, de la fac¸on suivante :
connect i n s tance1 . n om in t e r f a c e c l i e n t e to nom connecteur ;
connect nom connecteur to i n s tance2 . nom in t e r f a c e s e rveu r ;
L’utilisation combine´e de ces deux instructions permet de spe´cifier des sche´mas de connectivite´
de´finissant les connexions potentielles qui peuvent exister entre les instances au de´ploiement d’une
application. Les connexions qui ne sont pas explicitement de´clare´es dans ce sche´ma ne sont pas autorise´es.
L’exemple suivant de´finit une connexion onetoone entre une instance c de type Client et une instance
s de type Serveur. Ces deux instances sont connecte´es par l’interme´diaire d’une interface i de type
I. La figure 2.2 illustre la connexion de ces deux instances ou` les interfaces clientes et serveurs sont
respectivement repre´sente´es en rouge et bleu.
connector onetoone communicationLink ;
connect c . i to communicationLink ;
connect communicationLink to s . i ;
Fig. 2.2 – De´finition d’une connexion de communication potentielle entre c et s.
Connexion de de´le´gation (Delegation)
La connexion de de´le´gation permet de de´le´guer l’imple´mentation d’interfaces supporte´es par un type
de composants a` d’autres types de composants. Un connecteur de de´le´gation connecte l’interface d’un
type de composant composite a` l’interface d’un de ses sous-types de composants. Les deux interfaces
connecte´es doivent posse´der la meˆme de´clinaison ainsi que le meˆme type. L’invocation d’un service sur
l’interface du composite sera transmise au sous composant relie´ par de´le´gation.
La syntaxe qui de´finit ce type de connecteur est le´ge`rement diffe´rente et utilise le mot cle´ supple´-
mentaire forward :
forward connector nom connecteur ;
Voici un exemple qui de´finit un connecteur de de´le´gation entre une instance s de type Server et
une instance w de type WebService. Les deux instances sont relie´es par leur interface serveur r de type
Request.
forward connector de l ega t i onL ink ;
connect s . r to de l ega t i onL ink ;
connect de l ega t i onL ink to w. r ;
Lorsqu’un service de l’interface r fournie par s (l’ope´ration getTime() sur la figure 2.3) est invoque´e
par une instance (c par exemple), l’invocation de service est transmise a` l’instance w. L’instance c ne
sait pas qu’elle est en fait en train de dialoguer avec w.
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Fig. 2.3 – De´finition d’une connexion potentielle de de´le´gation entre s et w.
2.2.7 La configuration
MADL permet de de´finir la configuration de de´ploiement d’une application en combinant l’utilisation
des trois me´canismes que nous venons de montrer, a` savoir la composition, l’instanciation et la connexion.
Une configuration est perc¸ue par MADL comme un espace dans lequel sont dispose´s des empla-
cements instanciables (instanciation) ainsi que des liens qui les connectent ensemble (connexion). Un
emplacement instanciable est repre´sente´ par un composant se trouvant a` l’e´tat de variable. Chaque
emplacement peut en contenir d’autres (composition). Lorsqu’une application est de´ploye´e, sa configu-
ration de´finit un ensemble de variables initialise´es, c’est a` dire des composants a` l’e´tat d’instance, qui
repre´sentent les composants obligatoires. Ces composants sont ne´cessaires au syste`me pour fonctionner
correctement. Les autres composants restent a` l’e´tat de variable mais pourront, en cas de besoin, eˆtre
transforme´s en instances durant l’exe´cution de l’application.
Nous pouvons en fait cre´er une analogie avec une carte me`re. La carte me`re est munie de slots
pouvant accueillir plusieurs types de cartes et composants hardware (disques durs, carte sons, cartes
graphiques, me´moire RAM, etc...). Ces composants peuvent communiquer par l’interme´diaire de bus de
communication et la pre´sence de certains est obligatoire afin de faire fonctionner un ordinateur. C’est
le cas par exemple de la me´moire RAM qui est dans ce cas un composant obligatoire. Ensuite il est
possible d’ajouter de nouveaux composants permettant ainsi d’ajouter de nouvelles fonctionnalite´s a` un
ordinateur.
La figure 2.4 de´crit la configuration d’un syste`me de´fini par composition des types de composants
Application, Client et Server. Client et Server sont des sous-types de composants de Application. Le
syste`me ne peut pas fonctionner sans la pre´sence d’une instance de type Server et Application. Ces
instances sont repre´sente´es en vert. Les autres composants repre´sentent des emplacements instanciables
(variables). Leur initialisation en instance peut avoir lieu plus tard durant l’exe´cution de l’application.
Des connexions potentielles sont de´crites entre l’instance de Server et les variables de type Client.
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Fig. 2.4 – De´finition de la configuration d’une application.
Pour faciliter la construction de la configuration de de´ploiement, MADL fournit l’instruction For.
Cette construction de boucle permet de spe´cifier l’architecture d’un syste`me. Il est ainsi possible de
condenser la de´claration des connexions entre instances.
L’exemple ci-dessous montre l’utilisation de l’instruction For dans le cadre de la connexion des deux
ensembles d’instances Servers et Clients.
deploy 1−1 Server as s e r v e r s ;
deploy 0−10 Cl i en t as c l i e n t s ;
connector onetomany connecteur ;
connect s e r v e r s .BD to connecteur ;
for ( int i=0 ; i<10 ; i++) {
connect connecteur to c l i e n t s [ i ] .BD ;
}
2.2.8 La parame´trisation d’architecture
Il n’est pas toujours souhaitable de connaˆıtre a` l’avance le nombre d’instances qu’un ensemble peut
contenir. C’est pourquoi MADL introduit le concept de parame´trisation d’un type de composant. Ce
me´canisme permet a` un type de composant de se configurer en fonction de donne´es d’entre´e qui ne sont
connues qu’au de´ploiement du syste`me. Les parame`tres d’un type de composant sont compris entre ”<”
et ”>” et suivent imme´diatement le nom du type de composant.
Cet exemple montre l’utilisation d’un tel parame`tre pour fixer le nombre maximum de clients que
l’application peut contenir :
type component Appl i ca t ion <int M> {




deploy 1−M Cl i en t as c l i e n t s ;
}
2.2.9 Attributs d’architecture (Attribute)
Dans [8], les auteurs montrent la pertinence d’attacher des attributs a` des parties de l’architecture
pour permettre la direction de transformations et de raffinages de l’architecture. L’originalite´ du langage
est de permettre a` des acteurs diffe´rents de travailler sur la meˆme architecture mais a` des niveaux d’abs-
traction diffe´rents. C’est ainsi que quatre niveaux d’abstractions sont identifie´s : le niveau conceptuel,
logique, physique et d’infrastructure. Chaque niveau correspond donc a` une phase du projet dirige´ par
un acteur diffe´rent.
Un attribut repre´sente soit des proprie´te´s (besoins fonctionnels et non fonctionnels) ou soit des carac-
te´ristiques. Ces dernie`res de´notent des proprie´te´s qui sont remplies par les structures de l’architecture.
Le principe du raffinement d’architecture sur base d’attributs est de transformer les proprie´te´s lie´es
a` un niveau en caracte´ristiques. En d’autres mots, nous pouvons conside´rer qu’un type d’architecture
se trouve au niveau logique lorsque toutes les proprie´te´s lie´es au niveau conceptuel sont devenues des
caracte´ristiques du syste`me et qu’il ne reste plus que des proprie´te´s logiques.
Voici quelques exemples d’attributs qu’il est possible d’attacher a` une architecture :
* cohesion : la cohe´sion de´note la nature du composant. Des valeurs possibles sont distributed, host,
process ou thread.
* moveable : la capacite´ qu’a un composant a` changer d’host durant l’execution. Trois valeurs sont
possibles : yes, no ou unknown.
* memory : cet attribut pre´cise le type de me´moire lie´ a` un composant (stateful, stateless, memo-
ryless ou unknown).
* parallelism : la valeur parralel signifie qu’un composent peut exe´cuter des invocations en paral-
le`les sur son interface. Mis a` serial, le composant se´rialise les demandes d’acce`s a` l’interface.
* secure : cet attribut indique si la confidentialite´ des donne´es e´change´es au sein d’une connexion
est assure´e ou pas.
* critical : cet attribut indique que le composant est crucial au bon fonctionnement du syste`me
dans lequel il est de´ploye´.
Le principe consiste donc a` transformer toutes ces proprie´te´s en structures d’architecture qui im-
ple´mentent les besoins lie´s a` ces proprie´te´s. Les nouvelles structures sont ensuite annote´es avec les
caracte´ristiques re´sultantes. Une me´thode classique consiste a` transformer un type de composant an-
note´ avec des attributs en sous composants qui ont pour roˆle d’imple´menter les attributs lie´s au type
de composant parent.
2.3 Le me´tamode`le
Le me´tamode`le de´finit un ensemble de classes repre´sentant les structures du langage MADL ainsi
que les relations qui existent entre elles. Il sera utilise´ comme re´fe´rentiel pour contenir l’information
propre a` une description d’architecture en vue de de´velopper un outil de ge´ne´ration de code.
La figure 2.5 nous montre l’ensemble de ce me´tamode`le sous forme de diagramme de classe de´crit





















Fig. 2.5 – Description du me´tamode`le en UML.
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2.4 Un exemple
Finissons ce chapitre en illustrant les concepts de base de MADL par un exemple simple. Il s’agit
ici de construire une application de type client-serveur. Le serveur fournit une interface par laquelle
plusieurs clients peuvent communiquer en appelant a` distance la me´thode reverse.
component type Appl i ca t ion <int N> {
interface Bus iness {
provides operation s t r i n g r e v e r s e ( s t r i n g cha ine ) ;
}
component type Cl i en t {
requires 1−1 Bus iness ;
}
component type Server {
provides 1−5 Bus iness ;
}
deploy 0−N Cl i en t as c l i e n t s ;
deploy 1−1 Server as s e r v e r s ;
connector one to many l i n k ;
connect s e r v e r s . Bus iness to l i n k ;
for ( int i=0 ; i<=N ; i++) {
connect l i n k to c l i e n t s [ i ] . Bus iness ;
}
}
deploy 1−1 Appl i ca t ion < 2 > as root .
L’application de´crite ci dessus correspond a` un type de composant composite parame´tre´ qui contient
deux types de composant primitifs. Sa de´finition se de´compose en deux niveaux : la de´finition des struc-
tures d’une part et la de´finition de la configuration du type de composant racine d’autre part. En effet,
comme nous pouvons le constater sur l’exemple ci-dessus, les types d’interfaces et de composants sont
tout d’abord de´finis. Le type de composant Application de´finit une interface de type Business qui four-
nit une me´thode reverse() exe´cutant une ope´ration sur une chaˆıne de caracte`res et renvoyant comme
re´sultat une autre chaˆıne de caracte`res. L’application de´finit en second lieu les deux types de composants
primitifs Client et Server. Le type de composant Client de´finit un contrat de type require imposant aux
futures instances de cre´er au minimum une connexion a` une interface de type Business pour pouvoir
fonctionner correctement. Un autre contrat est de´fini dans le type de composant Server et spe´cifie que
ses instances doivent fournir au minimum un point de connexion en permanence a` l’interface Business
et qu’elles ne peuvent supporter plus de 5 connexions simultane´es.
Le second niveau concerne la de´claration des ensembles d’instances et des connexions potentielles qui
peuvent exister entre elles. Une instance du type de composant Server est de´clare´e comme obligatoire
dans le sens ou` sa pre´sence est ne´cessaire de`s le de´ploiement de l’application. Un ensemble d’instances
de n clients est de´clare´ et aucune de ses instances n’est obligatoire. Le nombre n est un entier et repre´-
sente un parame`tre du type de composant Application. L’instruction For permet de connecter l’interface
cliente avec l’interface serveur via un connecteur nomme´ link. Ce connecteur de´note une communication
onetomany : un serveur communique avec plusieurs clients dans le cadre de l’utilisation de l’interface
Business.
Finalement l’application est de´ploye´e et le parame`tre N est fixe´. Le type de composant Application
repre´sente la racine de la hie´rarchie, c’est pourquoi nous nommons son instance root.
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Chapitre 3
Cas d’e´tude : Mapping vers Corba IDL
3.1 Introduction
Le Mapping est un terme anglais tre`s souvent utilise´ dans le domaine de l’informatique et plus
particulie`rement dans le de´veloppement de langages de programmation. Il de´signe l’action de mettre
en correspondance deux e´le´ments distincts. Par exemple, la spe´cification de Corba dispose de re`gles de
Mapping mettant en correspondance les types de variable IDL avec les types de variables Java.
L’objectif des ADLs est de permettre la conception d’un syste`me informatique en utilisant une syn-
taxe concre`te spe´cifique afin de spe´cifier la structure de son architecture ainsi que son comportement.
Une architecture de´crite dans son niveau d’abstraction le plus de´taille´ est enfin preˆte a` eˆtre de´ploye´e
sur de ve´ritables supports physiques, a` savoir des ordinateurs. Pour cela, les ADLs disposent de re`gles
de mapping faisant correspondre les structures du langage en d’autres structures e´quivalentes apparte-
nant a` des langages de programmation spe´cifiques. Par exemple, Darwin dispose de re`gles permettant
a` une description d’architecture d’eˆtre de´ploye´e sur des ordinateurs a` l’aide du langage oriente´ objet Java.
Le but de ce chapitre est de valider certains choix conceptuels intervenant dans la de´finition du
langage MADL a` travers un cas d’e´tude consistant a` e´tablir des solutions de mapping vers le middleware
Corba. Dans un premier temps, nous pre´sentons brie`vement le middleware Corba. Nous exposerons
ensuite nos solutions de mapping. Ces solutions correspondent a` la se´mantique la plus intuitive de
MADL, comme nous l’avons vu lors du pre´ce´dent chapitre.
3.2 Pre´sentation de Corba
CORBA (Common Object Request Broker Architecture) [10] est une norme cre´e´e en 1992 par
l’OMG (Object Management Group), organisation regroupant des fournisseurs de logiciels et des utili-
sateurs finaux. Cette norme est une spe´cification permettant de construire des applications distribue´es a`
base d’objets communiquant ensemble. Ces derniers pouvant eˆtre e´crits dans des langages de program-
mation diffe´rents ou encore eˆtre de´ploye´s sur des machines distinctes et cela de manie`re transparente
pour les de´veloppeurs participant a` la conception d’une application. L’e´le´ment cle´ de communication
entre ces objets se nomme l’ORB (ObjectRequestBroker) et fera l’objet d’une description plus de´taille´e
dans la suite de cette section. Ensuite nous nous attarderons brie`vement sur les ObjectServices qui sont
en fait des services de base permettant la gestion des Objets Corba. Nous terminons par une pre´sen-
tation du processus de de´veloppement d’une application Corba. Cette section pre´sente uniquement une
vue d’ensemble du middleware Corba. Le lecteur inte´resse´ de´sirant en savoir plus peut se rapporter aux
spe´cifications de l’OMG [10].
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3.2.1 L’ORB
L’ORB est l’e´le´ment central qui fournit les me´canismes fournissant aux objets la capacite´ d’envoyer
des requeˆtes et de recevoir des re´sultats de manie`re transparente. Il garantit l’interope´rabilite´ entre des
applications distribue´es sur des machines distinctes au sein d’environnements he´te´roge`nes.
Corba utilise le terme servant pour de´signer l’implantation des objets Corba. Graˆce a` l’ORB, des
applications serveurs initialisent ces servants en les pre´parant a` recevoir des requeˆtes. Le roˆle principal
de l’ORB est de fournir aux applications clientes des me´canismes de localisation des servants, et d’as-
surer ensuite la transmission des requeˆtes.
Une application client doit connaˆıtre la re´fe´rence d’un serveur avant de pouvoir envoyer une requeˆte
aux servants qu’il ge`re. Au pre´alable, cette application cliente doit aussi connaˆıtre la signature de la
me´thode qu’il de´sire appeler. Chaque servant est repre´sente´ du cote´ client par un stub dont son roˆle est
la ge´ne´ration de requeˆtes. L’ORB transfert ensuite la requeˆte a` l’objet imple´mentant le serveur via un
skeleton. L’objet distribue´ exe´cute la requeˆte et renvoie les re´sultats.
L’ORB comprend les composants suivants : IDL (Interface Definition Language), DII (Dynamic
Invocation Interface), IR (Interface Repository), OA (Object Adapter).
Le langage de de´finition d’interface (IDL)
Rendre des objets he´te´roge`nes interope´rables entre eux ne´cessite une de´finition de leur interface
inde´pendamment de la de´finition des caracte´ristiques d’imple´mentation. Cela s’accomplit a` l’aide du
langage IDL.
IDL est un langage qui permet la de´finition du type des objets en spe´cifiant leur interface. L’interface
d’un objet repre´sente un ensemble d’ope´rations comportant des parame`tres.
Comme nous venons de le signaler, un client doit connaˆıtre le type de l’objet et les signatures des
ope´rations qu’il fournit avant de pouvoir lui envoyer une requeˆte. Ceci est accompli graˆce aux interfaces
IDL qui sont accessibles au client via un entrepoˆt d’interfaces IDL (Interface Repository).
Lorsque ces interfaces sont compile´es, les stubs des clients et les skeletons des serveurs sont ge´ne´re´s.
Interface d’invocation dynamique (DII)
L’invocation statique n’est pas capable de localiser de nouveaux objets ajoute´s plus tard au sys-
te`me. L’invocation dynamique re´sout ce proble`me en permettant a` un client a` l’exe´cution d’acce´der a`
de nouveaux objets, de de´couvrir leur interface et de construire dynamiquement des requeˆtes preˆtes a`
eˆtre envoye´es a` ces nouveaux objets.
L’invocation dynamique utilise des stubs ge´ne´riques capables d’envoyer n’importe quelle requeˆte vers
n’importe quel objet. Cependant ce type d’invocation, faisant appel a` certains services de l’ORB, peut
s’ave´rer assez couˆteuse en temps d’exe´cution.
L’entrepoˆt d’interfaces (IR)
L’IR est le composant de l’ORB qui contient toutes les de´finitions d’interfaces des objets composant
le syste`me et qui ge`re leur acce`s. Ces interfaces sont principalement utilise´es par l’ORB afin de ve´rifier
le type des signatures des requeˆtes.
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L’adaptateur d’objet (OA)
Les adaptateurs d’objets sont des objets responsables d’invoquer les requeˆtes sur des imple´menta-
tions de serveurs (appele´s aussi servants) via leur skeleton. En ge´ne´ral, un adaptateur d’objets ge`re
plusieurs servants selon une politique de gestion spe´cifique. Lorsqu’ils rec¸oivent une requeˆte e´manant
d’un client, ils se´lectionnent tout d’abord le servant correspondant et invoquent ensuite la me´thode
de´sire´e a` travers un skeleton.
Les adaptateurs d’objets sont aussi responsables de la ge´ne´ration des re´fe´rences d’objets (appele´es
aussi IOR) et de leur gestion. De plus, ils offrent des me´canismes permettant l’activation et la de´sacti-
vation de servants.
3.2.2 ObjectServices
L’ORB fournit un ensemble de services de base mettant a` disposition des applications des me´canismes
de gestion des objets Corba. Les trois services les plus connus sont le service de nommage (Naming
Service), service de gestion des e´ve`nements (Event Service) et le service de gestion du cycle de vie
(Lifecycle Service).
Le service de nommage
Le service de nommage est un me´canisme utilise´ par les objets d’un syste`me afin de localiser les objets
dont ils ont besoin. Un service de nommage consiste en un re´pertoire de noms ou` le nom repre´sente une
se´quence de composants. Chaque composant est constitue´ de deux attributs : un identifiant (identifier)
et un type de composant (kind). Chacun des composants (a` l’exception du dernier) fait re´fe´rence a` un
contexte. A l’inte´rieur d’un contexte, chaque nom est unique.
Dans ce re´pertoire, chaque objet est donc lie´ a` un nom et enregistre´ dans un contexte particulier. Le
but du service de nommage est de de´terminer l’objet associe´ a` un nom donne´ pour un contexte donne´.
Cette action s’appelle re´solution de nom.
Le service de gestion des e´ve`nements
Le service de gestion des e´ve`nements est un me´canisme fourni par l’ORB qui permet l’envoi de
messages asynchrones entre objets distribue´s d’un syste`me. Il utilise le pattern publish/subscribe.
Ce pattern de´finit la notion de producteurs et de consommateurs. Les producteurs de´clenchent des
e´ve`nements et les consommateurs consomment les donne´es lie´es a` ces e´ve`nements. Dans le mode`le push,
le producteur initie le transfert de donne´es vers les producteurs alors que dans le mode`le pull, c’est le
consommateur qui posse`de l’initiative en demandant le de´clenchement d’e´ve`nements au pre`s des pro-
ducteurs.
Les producteurs et consommateurs communiquent via l’utilisation d’un objet CORBA standard :
un event channel. Cet event channel repre´sente l’interme´diaire et permet de relier plusieurs producteurs
avec plusieurs consommateurs.
Le service de gestion du cycle de vie
Le service de gestion du cycle de vie permet de cre´er, de´truire ou de´placer des objets. La cre´ation
d’objets s’exe´cute par l’interme´diaire d’une factory. Une factory est objet qui cre´e d’autres objets. Ces
factories ne sont pas des objets a` part et posse`dent comme les autres objets une interface de´crite en
IDL. L’interface LifeCycleObject de´finit les ope´rations de destruction, copie et de´placement d’objets.
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3.2.3 Processus de de´veloppement d’une application Corba
Une application Corba se compose d’un ensemble d’objets distribue´s communiquant ensemble par
l’interme´diaire d’interfaces de´finissant les services qu’ils rendent. Ces objets sont lance´s par une ap-
plication serveur. Ce serveur a pour but d’initialiser le composant ORB et d’attendre les requeˆtes qui
sont ensuite distribue´es au servant via un skeleton. Des applications clientes localisent ces objets afin
d’utiliser leur service via un stub. Une application peut agir en tant que serveur et client en meˆme temps.
Voici les e´tapes retrac¸ant le processus de de´veloppement d’une telle application :
1. De´finition des interfaces IDL : les services rendus par les objets du syste`me sont de´finis a`
travers une interface IDL. Cette e´tape est indispensable et constitue l’input de l’e´tape suivante.
2. Compilation des interfaces IDL : Un compilateur prend en input les interfaces IDL et ge´ne`re
des classes Java correspondant aux stubs des clients, et aux skeletons des serveurs. Des re`gles de
mapping assurent la transformation des types IDL en types Java.
3. Imple´mentation des servants : cette e´tape consiste a` fournir une imple´mentation des services
rendus par les servants. Il s’agit du code business. Ce code de´termine le comportement re´el des
objets distribue´s.
4. De´finition des conventions de nommage : Les applications clientes localisent les objets corba
via le service de nommage (naming service). Ces objets sont enregistre´s sous un nom. Afin de
faciliter la localisation de ces objets par les clients, des conventions de nommage sont de´cide´es au
pre´alable.
5. Initialisation des clients et des serveurs : Cette dernie`re phase consiste a` e´crire le code qui a
pour but d’initialiser l’ORB des clients et des serveurs. Ensuite, les classes java correspondant aux
applications clientes et serveurs sont preˆtes a` eˆtre de´ploye´es sur des machines. Enfin, le naming
service est lance´ et les serveurs peuvent s’y enregistrer.
3.3 De´finition de solutions de mapping
MADL est un langage qui se trouve encore au stade de sa de´finition. Nous avons pre´sente´ dans le
chapitre pre´ce´dent une des se´mantiques possibles lie´e aux diffe´rents concepts de base du langage. Cette
se´mantique est la plus intuitive. Ce chapitre n’a pas pour but de de´finir des re`gles pre´cises de Mapping
vers Corba mais plutoˆt de conside´rer ce cas d’e´tude comme un proce´de´ de validation des diffe´rents choix
conceptuels qui ont e´te´ effectue´s dans la de´finition du langage. De plus, ce chapitre va e´laborer des pistes
de solutions non encore prises en compte dans la conception du langage MADL et ayant pour but de
de´finir des me´canismes qui vont permettre aux structures d’une architecture MADL d’eˆtre interconnec-
te´es et de´ploye´es au sein d’un syste`me re´parti.
Dans un premier temps, et pour un souci de facilite´ de compre´hension, nous conside´rons uniquement
les interfaces unidirectionnelles et les connecteurs simples. Les interfaces bidirectionnelles et les autres
types de connecteurs seront traite´s ulte´rieurement. De plus, nous ne prenons pas en compte l’e´volution
dynamique d’un syste`me au cours de son exe´cution. Cette partie fera l’objet d’une re´flexion dans un
chapitre ulte´rieur.
Ce cas d’e´tude et les solutions de mapping que nous exposons ici se basent sur l’exemple du client-
serveur de´taille´ a` la fin du chapitre 2. Meˆme si les solutions e´labore´es peuvent eˆtre conside´re´es inde´-
pendantes d’une technologie particulie`re, nous avons choisi CORBA IDL comme support technologique
afin d’illustrer et valider ces re`gles de transformation.
La de´finition de ce mapping se base sur les principes du processus de´taille´ a` la fin de la section pre´-
ce´dente. Nous allons donc commencer par de´finir les interfaces IDL de´finissant les attributs et me´thodes
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associe´s aux concepts de base du langage. Ensuite, nous e´mettons une solution de localisation des com-
posants afin d’autoriser leurs interconnexions. Nous pre´senterons ensuite les me´canismes de cre´ation des
variables et d’initialisation des composants d’un syste`me. Finalement, nous de´taillons le comportement
des composants leur permettant d’envoyer et recevoir des requeˆtes.
Une dernie`re section sera consacre´e au mapping de deux constructions plus particulie`res : les inter-
faces bidirectionnelles et les connexions de de´le´gation.
3.3.1 De´finition des interfaces IDL
L’inte´gration des concepts de base du langage MADL au sein d’un mode`le de programmation comme
Corba ne´cessite dans un premier temps l’apport de re`gles de de´finition d’interfaces IDL. Ces re`gles vont
permettre la de´finition des interfaces des trois structures de base du langage MADL. Ces structures
doivent eˆtre mate´rialise´es en objets Corba pour permettre a` une architecture MADL d’eˆtre de´ploye´e
dans un environnement distribue´ selon les spe´cifications du middleware Corba IDL.
Dans cette section, nous allons donc de´finir des re`gles pour les trois structures de base du langage,
a` savoir le type de composant, l’interface et le connecteur.
Le type de composant
Les types de composants sont les e´le´ments cle´s d’une architecture de´crite en MADL. Par me´canisme
de composition hie´rarchique, ils forment sa structure. Si nous jetons un regard sur le middleware Corba,
un seul e´le´ment est susceptible de repre´senter l’e´quivalent d’un type de composant. Cet e´le´ment est
l’interface IDL. En effet, le type de composant et l’interface IDL repre´sentent tous deux des abstrac-
tions de concepts pouvant eˆtre a` la base de la formation d’un syste`me. Le type de composant est une
abstraction d’un composant alors que l’interface IDL repre´sente l’abstraction d’un objet. Le composant
compose la structure de l’architecture d’un syste`me a` composants alors que l’objet compose celle d’un
syste`me a` objets. Nous pouvons donc remarquer une certaine e´quivalence entre la notion de type de
composant dans MADL et la notion d’interface IDL dans Corba.
De`s lors, chaque type de composant est transforme´ en une interface IDL portant le meˆme nom, et
contenant des proprie´te´s et des me´thodes spe´cifiques ayant pour but de mate´rialiser son roˆle au sein
du syste`me. Sachant qu’un composant a pour roˆle principal l’initialisation de ses sous-composants et
la cre´ation de ses connecteurs, l’interface IDL d’un type de composants de´finit uniquement deux ope´-
rations d’initialisation, initSubComponents() et initConnectors(). Ces deux me´thodes autoriseront,
au de´ploiement, les composants a` passer de l’e´tat de variable a` l’e´tat d’instance. Nous e´tudierons leur
fonctionnement plus tard dans ce chapitre.
Si un type de composant e´quivaut a` la de´finition d’une interface IDL, de`s lors un composant (ou
instance d’un type de composant) e´quivaut a` un objet Corba. Cet objet imple´mente les services de´finis
dans l’interface IDL du type de composant. En effet, un composant en MADL mate´rialise un certain
type de composant. En Corba, un servant mate´rialise les ope´rations contenues dans une interface IDL.
La figure 3.1 illustre la correspondance qui existe entre d’une part le type de composant et l’interface
IDL, et d’autre part entre le composant et l’Objet Corba :
Les interfaces unidirectionnelles
Une interface unidirectionnelle fournit des ope´rations ou peut recevoir des e´ve´nements. Contraire-
ment aux interfaces bidirectionnelles, elles ne peuvent pas reque´rir d’autres ope´rations ou de´clencher
d’autres e´ve`nements. Chaque interface MADL est transforme´e en interface IDL. Toutes les ope´ra-
tions et actions de´crites au sein de l’interface unidirectionnelle sont transforme´es en me´thodes IDL qui
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Fig. 3.1 – Correspondance entre le type de composant et l’interface IDL.
seront, au de´ploiement du syste`me, imple´mente´es par un objet Corba, aussi appele´ objet d’interface.
Par de´faut, les ope´rations contenues dans une interface IDL de´notent des appels de me´thode syn-
chrones et bloquants. Chaque ope´ration MADL e´quivaut donc a` une simple ope´ration IDL. En ce
qui concerne la transformation des actions MADL, CORBA dispose de deux me´canismes diffe´rents ou`
chacun posse`de des avantages et inconve´nients.
Le premier me´canisme, le plus trivial, revient a` de´clarer une ope´ration IDL avec lemot cle´ oneway.
Ce mot cle´ spe´cifie que lorsqu’un objet invoque cette ope´ration, aucune re´ponse n’est attendue ou rec¸ue.
La se´mantique de l’invocation d’une ope´ration oneway est best-effort, ce qui ne garantit pas la de´livrance
de l’appel. Une ope´ration oneway ne doit pas posse´der de parame`tres de retour et doit eˆtre de´finie avec
le type de retour void. Conside´rons l’interface MADL ci-dessous :
interface Exemple1 {
provides operation s t r i n g methodeA ( s t r i n g parametre ) ;
in action actionA ( s t r i n g parametre ) ;
}
Si nous appliquons nos re`gles de transformation sur cette interface unidirectionnelle, nous obtenons
l’interface IDL suivante :
interface Exemple1 {
s t r i n g methodeA ( in s t r i n g parametre ) ;
oneway void actionA ( in s t r i n g parametre ) ;
} ;
Notons que la spe´cification IDL exige l’utilisation du mot cle´ in pre´ce´dant chaque parame`tre d’entre´e.
La deuxie`me solution consiste a` utiliser des event services. Dans ce cas, les composants qui imple´-
mentent (requie`rent) une action deviennent des consommateurs (producteurs) d’e´ve´nements. Contrai-
rement aux ope´rations oneway, la se´mantique du de´clenchement d’un e´ve`nement n’est pas best-effort.
Tous les e´ve`nements produits sont assure´s d’eˆtre consomme´s. Cependant, un tel proce´de´ fait re´fe´rence
a` l’utilisation d’event channels, ce qui complexifie la mise en place d’un syste`me.
Le tableau suivant compare l’utilisation des deux me´canismes permettant de transformer une action
MADL en structures Corba.
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Fig. 3.2 – Re´capitulatif des deux proce´de´s.
Les connecteurs
Conceptuellement parlant, un connecteur est perc¸u comme une entite´ entie`re e´tablissant une connexion
potentielle entre deux ensembles d’instances. Cependant, les connecteurs posse`dent deux roˆles distincts
dans une communication, appele´s roˆles in et out. Cette distinction des roˆles chez un connecteur nous
ame`ne a` le distribuer en deux sous-ensembles. A partir du connecteur initial, nous obtenons donc d’une
part les connecteurs in qui correspondent au roˆle in et d’autre part les connecteurs out correspon-
dant au roˆle out.
Tout composant relie´ par un connecteur dispose d’un des deux types de connecteurs selon qu’il
fournit ou requie`re un certain type d’interface. Si un composant requie`re un certain type d’interface, il
disposera d’un connecteur in, responsable d’envoyer des requeˆtes et de recevoir des re´sultats. Par contre,
lorsque ce composant fournit une interface, un connecteur out est cre´e´, le rendant capable de recevoir
des requeˆtes et de transmettre des re´sultats. Sur la figure 3.3, nous montrons un connecteur, distribue´
en un connecteur in et trois connecteur out. Ce connecteur relie une instance A a` trois instances B1, B2
et B3. La couleur verte (rouge) de´signe le roˆle in (out).
Fig. 3.3 – Distribution d’un connecteur en connecteurs in et out.
Si nous nous re´fe´rons a` l’exemple ci-dessus, il est tout a` fait envisageable que CI soit de´ploye´ sur un
autre support que CO. Or, comme nous le verrons dans la section 3.3.3, l’instance A peut envoyer des
messages vers l’instance B1 si et seulement si CI de´tient la re´fe´rence de CO. Dans ce cas, CI et CO
sont mate´rialise´s par des objets Corba distribue´s proposant des services de connexion et d’utilisation
d’interfaces accessibles a` distance.
Tout connecteur est donc converti en interface IDL (portant le nom du connecteur) qui de´finit des
attributs et des me´thodes ayant pour objectif la mate´rialisation du roˆle in (out) pour un connecteur in
(out).
L’interface IDL d’un connecteur in de´finit :
* un ensemble de connecteurs out implique´s dans la meˆme connexion. Ces re´fe´rences sont ob-
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tenues a` l’initialisation du connecteur in et utilise´es ensuite pour utiliser les services expose´s par
un composant.
* desme´thodes simples et oneway dont leur signature correspond respectivement aux ope´rations
et actions de´finies dans le type interface faisant l’objet de la connexion. Ces me´thodes et actions
vont permettre a` l’instance qui requie`re une interface d’appeler les services fournis.
* uneme´thode d’initialisation. Cette me´thode sera responsable de l’obtention de la re´fe´rence des
connecteurs out implique´s dans la connexion.
L’interface IDL d’un connecteur out de´finit :
* un ensemble d’objets d’interfaces imple´mentant le type d’interface dont la connexion fait
l’objet. Ces re´fe´rences sont cre´e´es a` l’initialisation du connecteur out et utilise´es pour traiter les
requeˆtes.
* desme´thodes simples et oneway dont leur signature correspond respectivement aux ope´rations
et actions de´finies dans le type interface faisant l’objet de la connexion. Ces me´thodes et actions
vont permettre la transmission des requeˆtes vers l’objet d’interface correspondant.
* uneme´thode d’initialisation responsable de l’enregistrement du connecteur out dans le naming
service.
Reprenons l’exemple illustre´ sur la figure 3.3. Ci-dessous se trouve la syntaxe concre`te de´finie par
le langage MADL pour connecter l’interface require de l’instance A a` l’interface provide des instances
B1, B2 et B3. Le type d’interface concerne´ par la connexion est Exemple1. En appliquant les nouvelles
re`gles de production d’interfaces IDL pour les connecteurs, nous obtenons deux interfaces IDL nomme´es
respectivement linkIn et linkOut.
connector onetomany l i n k ;
connect A. Exemple1 to l i n k ;
connect l i n k to B1 . Exemple1 ;
connect l i n k to B2 . Exemple1 ;
connect l i n k to B3 . Exemple1 ;
L’interface IDL de linkIn de´finit un tableau d’e´le´ments ou chacun d’entre eux est une re´fe´rence vers
un connecteur de type linkOut, les me´thodes methodeA et actionA de´crites dans le type d’interface
Exemple1 et une me´thode d’initialisation du connecteur.
interface l i n k I n {
// l e s connecteurs out
typedef l inkOut ConnectorOut [ ] ;
attribute ConnectorOut connectorOut ;
// l e s me´thodes s imp le s e t oneway
s t r i n g methodeA( in s t r i n g parameter ) ;
oneway void actionA ( in s t r i n g parameter ) ;
// l a me´thode d i n i t i a l i s a t i o n
void i n i t ( ) ;
} ;
L’interface IDL de linkOut de´finit un tableau d’e´le´ments ou chacun d’entre eux est une re´fe´rence
vers un objet d’interface de type Exemple1, les me´thodes methodeA et actionA de´crites dans le type
d’interface Exemple1 et une me´thode d’initialisation du connecteur.
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interface l inkOut {
// l e s o b j e t s d i n t e r f a c e
struct SetOfExemple1 {
Exemple1 exemple1 ;
boolean s t a tu s ; } ;
typedef SetOfExemple1 I n t e r f a c e s [ ] ;
attribute I n t e r f a c e s i n t e r f a c e s ;
// l e s methodes s imp le s e t one way
s t r i n g methodeA( in s t r i n g parameter ) ;
oneway void actionA ( in s t r i n g parameter ) ;
// l a me´thode d i n i t i a l i s a t i o n
void i n i t ( ) ; } ;
3.3.2 Localisation des composants
A ce stade, nous savons de´sormais que les types de composants, les interfaces unidirectionnelles et
les connecteurs posse`dent un e´quivalent en terme d’interfaces IDL ou` chacune d’entre elles de´finissent
un ensemble d’attributs et de me´thodes. Nous venons aussi de constater que les types de composants
sont susceptibles d’eˆtre he´berge´s par des machines diffe´rentes et que leur interconnexion est assure´e
par la distribution de connecteurs in et out. Cependant, une question importante se pose : comment
les composants qui requie`rent une interface peuvent-ils localiser les composants qui la fournissent ? La
re´ponse a` cette question se trouve dans l’utilisation d’un naming service et la de´finition de certaines
conventions de nommage.
Le naming service des connecteurs
L’e´change de messages entre deux composants ne´cessite dans un premier temps leur interconnexion.
Or, des composants ne peuvent pas eˆtre connecte´s directement entre eux mais utilisent pour cela des
connecteurs in et out. Dans le cadre d’une communication unidirectionnelle, un composant posse`de un
connecteur in lui permettant d’envoyer des messages qui seront intercepte´s par d’autres composants
graˆce a` un connecteur out. Nous dirons dans ce cas qu’un composant A est connecte´ a` un composant B
lorsque le connecteur in de A de´tient la re´fe´rence du connecteur out de B. Nous rappelons que l’utili-
sation de la re´fe´rence d’un d’objet distribue´ est indispensable afin d’appeler a` distance les services qu’il
rend.
Les connecteurs in obtiennent la re´fe´rence des connecteurs out par l’interme´diaire du naming ser-
vice des connecteurs. Nous avons montre´ qu’un composant rend accessibles les services qu’il rend a`
travers l’utilisation de connecteurs out. Lorsque ce composant est de´ploye´, il enregistre la re´fe´rence de
ces connecteurs out dans le service de nommage. Ainsi, leur re´fe´rence devient disponible et utilisable
par n’importe quel composant. La figure 3.4 illustre l’utilisation du naming service par le connecteur in
du composant A de´sirant localiser la re´fe´rence du connecteur out du composant B.
Fig. 3.4 – Utilisation du naming service des connecteurs
Sur ce sche´ma, les connecteurs in et out sont repre´sente´s respectivement en vert et rouge. Premie`re-
ment, le composant B enregistre la re´fe´rence de son connecteur out dans le naming service. Ensuite, le
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connecteur in peut re´soudre cette re´fe´rence graˆce a` laquelle le composant A sera capable d’appeler les
services rendus par B.
Un naming service est un re´fe´rentiel d’objets accessibles par leur nom (name). Ce nom est utilise´
par les connecteurs in afin d’obtenir la re´fe´rence d’un connecteur out enregistre´ dans ce re´fe´rentiel.
Cela signifie qu’un connecteur in a uniquement besoin de connaˆıtre le nom sous lequel la re´fe´rence d’un
connecteur out est enregistre´ afin de pouvoir l’utiliser. Le naming service est structure´ en diffe´rents
contextes de noms (naming contexts) qui de´signent des sous-re´pertoires dans lesquels les objets peuvent
enregistrer leur re´fe´rence. De´finir plusieurs naming contexts a` l’inte´rieur d’un naming service autorise
une meilleure organisation des associations ”nom-reference”.
Chaque nom est structure´ de manie`re hie´rarchique ou` chaque e´le´ment de son arborescence est ap-
pele´ composant de nom (name component) et est constitue´e de deux membres, le nom (id) et genre
(kind). De manie`re analogique, nous pouvons comparer la structure de ce nom aux noms de fichiers
dans un syste`me de fichiers. Pratiquement, un nom est compose´ d’une se´quence de name component
ou` chaque name component de´signe soit un naming context ou soit une re´fe´rence CORBA. Chaque
name component d’un nom se termine par une barre oblique et un point se´pare les deux membres id et
kind. L’attribut kind d’un name component permet la distinction des noms enregistre´s dans un certain
naming context et posse´dant une valeur identique pour l’attribut id.
Ainsi, l’exemple suivant repre´sente un nom compose´ de trois name component ou` les deux premiers
de´signent un naming context et le dernier de´signe une re´fe´rence CORBA :
Nourr i ture . d i r / Fru i t s . d i r /Pomme. obj
La figure 3.5 de´crit un naming service compose´ de plusieurs naming contexts contenant la re´fe´rence
de deux connecteurs out. Les noms connecteur1 et connecteur2 proviennent de la description d’une
architecture en MADL.
Fig. 3.5 – Utilisation du naming service des connecteurs
Les re´fe´rences de ces connecteurs out ont e´te´ enregistre´es dans le naming context de´crit par la
se´quence suivante :
A. comp/C. comp
Nous avons choisi l’extension ”comp”pour l’attribut kind de chaque name component afin de montrer
que chaque naming context provient de la de´finition d’un type de composant en MADL. Un connecteur
in peut obtenir la re´fe´rence de connecteur1 par exemple en utilisant le name component suivant :
A. comp/C. comp/ connecteur1 . co
Par exemple, l’extension ”co” est utilise´e pour montrer que connecteur1 est l’id d’un connecteur out.
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Les conventions de nommage
Les connecteurs in et out ont besoin d’e´tablir des conventions de nommage communes en ce qui
concerne l’enregistrement des re´fe´rences d’objets dans le naming service. En effet, le connecteur in doit
connaˆıtre la manie`re dont un connecteur out enregistre sa re´fe´rence afin de la re´soudre pour une utilisa-
tion ulte´rieure. Ces conventions vont s’accorder sur deux informations : le lieu d’enregistrement des
re´fe´rences et la structure du name component propre a` cette re´fe´rence.
Le naming service des connecteurs est organise´ en hierarchies de naming contexts. Chaque naming
context de´signe l’espace occupe´ par un type de composant provenant d’une description d’architecture
MADL. C’est ainsi qu’une architecture de´finissant un type de composant A qui lui meˆme de´finit deux
sous types de composants B et C, donnera lieu a` la cre´ation de trois naming contexts nomme´s NA,
NB et NC ou` NB et NC sont des naming contexts contenus dans le naming context principal NA.
La re´fe´rence d’un connecteur out est enregistre´e au sein du naming context correspondant au type de
composant qui a de´fini ce connecteur. Par exemple, si A de´finit un connecteur nomme´ link, sa re´fe´rence
est enregistre´e dans le naming context de´signe´ par NA.comp/.
Il nous reste a` fixer les conventions concernant la valeur que prendront les attributs id et kind des
name components correspondant aux re´fe´rences des connecteurs out. L’attribut id prendra comme va-
leur le nom du connecteur concate´ne´ a` la chaˆıne de caracte`re ”out” alors que l’attribut kind contiendra
un nume´ro unique visant a` distinguer tous les connecteurs out de meˆme type enregistre´s dans le meˆme
naming context. Effectivement, un connecteur onetomany implique l’enregistrement de plusieurs connec-
teurs out de meˆme type et au sein du meˆme naming context. L’exemple ci-dessous montre la structure
du name component associe´e a` la re´fe´rence d’un connecteur out appele´ link :
l inkOut . 3
L’extension ”3” signifie qu’il existe trois connecteurs out diffe´rents mais de type identique enregistre´s
dans le meˆme naming context.
3.3.3 Initialisation des composants
Chaque composant posse`de deux e´tats possibles. Lors de sa cre´ation, il se trouve dans un premier e´tat
que nous qualifions de variable. Dans cet e´tat, le composant existe mais ne peut e´changer de messages
avec d’autres composants car il n’a pas encore cre´e´ les objets qui vont lui permettre de communiquer avec
l’exte´rieur. Pour passer dans un second e´tat, que nous appelons instance, le composant doit exe´cuter
une ope´ration d’initialisation. Le sche´ma ci-dessous nous montre le passage d’un composant a` l’e´tat
de variable (en noir) vers l’e´tat d’instance (en rouge). Lorsqu’il se trouve dans l’e´tat d’instance, un
composant est capable d’envoyer et de recevoir des messages.
Fig. 3.6 – Initialisation d’un composant.
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Pendant cette phase d’initialisation, un composant :
* cre´e les connecteurs in et out
* initialise les connecteurs
* cre´e et initialise ses sous-composants
Chaque composant imple´mente les deux ope´rations suivantes : initSubComponents() et initConnec-
tors().
Cre´ation des connecteurs
Les composants qui requie`rent une interface unidirectionnelle cre´ent un connecteur in alors que ceux
qui la fournissent cre´ent un connecteur out. Ce sont ces connecteurs qui interconnectent les composants
leur permettant alors d’e´changer des messages.
La figure 3.7 de´finit le processus de cre´ation des connecteurs in et out, cre´e´s respectivement par un
composant de type A et B.
Fig. 3.7 – Cre´ation des connecteurs in et out
Initialisation des connecteurs
Lorsqu’un composant a` cre´e´ un connecteur, il proce`de ensuite a` son initialisation, phase durant
laquelle le connecteur met en place les me´canismes lui permettant d’e´tablir les connexions entre les
composants. L’initialisation d’un connecteur de´pend de son type. Tout type de connecteur imple´mente
la me´thode void init() qui est de´finie dans son interface IDL.
Un connecteur in (out) obtient dans un premier temps la re´fe´rence du naming service a` partir
de laquelle le connecteur in re´sout la re´fe´rence des connecteurs out alors que les connecteurs out y
enregistrent leur propre re´fe´rence. Les connecteurs out cre´ent aussi les objets imple´mentant le type
d’interface connecte´e. Ce processus est de´taille´ dans les quatre paragraphes suivants.
Localisation du Naming Service Le naming service est un objet distribue´ dont sa re´fe´rence peut
eˆtre obtenue vie une instance de l’ORB. N’importe quelle application peut obtenir cette re´fe´rence en
fournissant l’adresse IP de la machine qui he´berge le service et le port l’exe´cutant. CORBA fournit le
protocole standard corbaloc pour obtenir les re´fe´rences des objets ge´ne´re´s par l’ORB. C’est ainsi que
l’url suivante permet d’obtenir la re´fe´rence d’un naming service exe´cute´ sur la machine 192.21.3.4 et sur
le port 2001 :
co rba loc : i i o p : 1 . 2 @192 . 2 1 . 3 . 4 : 2 0 0 1 / NameService
Afin de rendre la localisation du naming service transparente, chaque connecteur utilise un re´solveur
d’adresse. Le re´solveur est en fait une entite´ connaissant les informations de localisation du naming
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service et qui est capable de fournir ces informations selon un protocole spe´cifique, comme UDP par
exemple. De cette fac¸on, le naming service peut eˆtre de´localise´ sans affecter l’exe´cution des connecteurs.
Re´solution des re´fe´rences Le naming service fournit des services d’exploration de son arborescence.
Ainsi il est possible, depuis n’importe quelle application distante, de lister le contenu d’un naming context
particulier.
A son initialisation, le connecteur in obtient dans un premier temps la re´fe´rence du naming context
de´signant le type de composant qui a de´fini ce connecteur. Son contenu est ensuite liste´ et les re´fe´rences
qui y sont enregistre´es sont re´solues une a` une par le connecteur in. Le nombre de re´fe´rences re´solues a`
l’initialisation d’un connecteur in correspond a` la cardinalite´ minimale du contrat de type require.
Supposons qu’une instance A1 de type A soit connecte´e a` trois instances de type B, nomme´es B1, B2
et B3 par un connecteur onetomany appele´ link. Supposons aussi que le type de composant A de´finit un
contrat de type require spe´cifiant une cardinalite´ minimale e´gale a` deux. Dans ce cas, a` son initialisation,
l’instance A1 se positionne sur le naming context dans lequel elle est enregistre´e et re´sout, au choix,
deux des trois re´fe´rences.
Fig. 3.8 – Re´solution de la re´fe´rence de deux connecteurs out.
Enregistrement des re´fe´rences Le connecteur out s’enregistre dans le naming context ade´quat et
s’assure que la valeur de son attribut kind soit supe´rieure a` la plus grande valeur d’attribut kind de´ja`
contenue dans le naming context. Ainsi, tous les connecteurs out de meˆme type enregistrent leur re´fe´rence
sous un component name diffe´rent, ce qui permet leur diffe´rentiation par les connecteurs in.
Cre´ation des objets d’interface Les ope´rations et actions de´finies dans les interfaces unidirec-
tionnelles sont imple´mente´es par des objets d’interfaces. Les composants qui fournissent une interface
unidirectionnelle ne cre´ent pas directement les objets d’interfaces correspondants. C’est a` l’initialisation
du connecteur out que ces objets sont effectivement instantie´s.
44
Fig. 3.9 – Enregistrement de la re´fe´rence d’un connecteur out.
Ce sont les contrats de type provide qui spe´cifient le nombre d’objets d’interface effectivement cre´e´s
lors de l’initialisation du connecteur out.
Sur la figure 3.10, un composant de type B initialise un connecteur out nomme´ linkOut. Ce dernier
cre´e deux objets d’interfaces de type I car B de´finit un contrat de type provide spe´cifiant que le com-
posant doit obligatoirement fournir deux possibilite´s de connexion en permanence.
Fig. 3.10 – Cre´ation des objets d’interfaces d’un composant.
Sur les trois sche´mas pre´ce´dents, nous supposons que le naming service a pre´alablement e´te´ localise´
par l’interme´diaire du re´solveur.
Cre´ation et Initialisation des sous-composants
Le passage d’un composant, d’un certain type, a` l’e´tat d’instance se termine par la cre´ation et
l’initialisation des sous-composants de´finis dans ce type. Cette nouvelle phase est conditionne´e par les
ensembles d’instances de´clare´s. Comme nous allons le voir dans la suite de cette section, ce processus
est utilise´ afin de de´ployer les composants obligatoires d’une architecture de manie`re re´cursive.
En conclusion, nous avons montre´ qu’un composant ne posse`de finalement pas d’autre roˆle que
d’initialiser son contexte lui permettant d’e´mettre et de recevoir des requeˆtes. La gestion de la connexion
avec les autres composants est de´le´gue´e aux connecteurs alors que l’imple´mentation des interfaces est
de´le´gue´e aux objets d’interfaces.
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3.3.4 De´ploiement du syste`me
MADL de´crit un syste`me comme un ensemble de variables et de connexions qui peuvent exister
entre elles. Une fois initialise´es, ces variables contiennent des instances capables de fournir des services
a` d’autres instances ou d’en utiliser. Certaines variables doivent eˆtre initialise´es de`s le de´ploiement de
l’application pour qu’elle puisse fonctionner correctement. Par contre, d’autres sont optionnelles a` ce
stade du cycle de vie du syste`me et seront initialise´es par la suite.
Le de´ploiement des composants est le processus permettant de reproduire la configuration d’un sys-
te`me, conforme´ment a` la description d’un sche´ma d’instanciation, en cre´ant les variables et les premie`res
instances ne´cessaires a` son fonctionnement. Nous pre´sentons ici les principes utilise´s par ce processus.
Les factories
[11] de´finit un ensemble de solutions aux proble`mes apparaissant de manie`re re´currente dans la
conception d’applications. Il existe parmi les patterns responsables de l’initialisation de classes (pat-
terns de cre´ation), celui de la Factory. Une factory est un objet responsable de la cre´ation d’autres
objets. Il existe des factories standards responsables de la cre´ation d’un seul type d’objet et les factories
ge´ne´riques capables de cre´er des instances de types diffe´rents.
Des factories standards sont utilise´es afin de construire l’ensemble des variables qui vont constituer le
syste`me. Chaque factory est responsable de la cre´ation de variables d’un certain type sur un support
physique particulier. Ces factories sont des objets Corba qui permettent de cre´er des variables a` distance
et de renvoyer ensuite leur re´fe´rence. Ainsi une application externe est capable d’utiliser les services de
cre´ation des factories afin d’initialiser tout un syste`me. La figure 3.11 montre un exemple d’utilisation
de ces factories dans le cadre d’une application de´finissant trois variables de type Client de´ploye´es sur
un support physique nomme´ machine 1 et une variable de type Server de´ploye´e sur un support physique
nomme´ machine 2.
Fig. 3.11 – Utilisation de factories standards
De´ploiement des composants
Les composants d’un syste`me sont de´ploye´s de manie`re re´cursive. Cela signifie que chaque composant
composite de´ploie les sous-composants qu’il a de´fini. Ce processus de de´ploiement est repe´te´ re´cursive-
ment jusqu’au moment ou` tous les composants ont e´te´ cre´e´s. Dans un premier temps, les composants
sont de´ploye´s a` l’e´tat de variable. Ils sont cre´e´s graˆce a` une factory standard.
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Illustrons par un exemple (figure 3.12), le de´ploiement de trois composants A, B et C ou` A de´finit B
et B de´finit C. Le composant C est un composant primitif. Les fle`ches rouges indiquent les appels aux
services de cre´ation des factories alors que les fle`ches noires de´notent des cre´ations d’objets. Finalement,
initialisation repre´sente un composant externe qui a pour roˆle d’amorcer le processus de de´ploiement.
Fig. 3.12 – De´ploiement des variables par principe de re´cursivite´.
Pour refle´ter les contraintes de de´ploiement du syste`me, les composants obligatoires passent ensuite
de l’e´tat de variable a` l’e´tat d’instance. Cette transition s’effectue par exe´cution de deux me´thodes
d’initialisation, initSubComponents () et initConnectors(), fournies par chacun des composants. Cette
me´thode peut eˆtre e´xecute´e car chaque composite rec¸oit de la factory la re´fe´rence du composant cre´e´.
Utilisons un autre exemple (figure 3.13) pour montrer l’initialisation d’un composant se trouvant
a` l’e´tat de variable. Ici, le syste`me comporte la de´finition de trois composants A,B et C ou` A de´finit
B et C, et ou` A et B repre´sentent deux composants obligatoires. Premie`rement, sous l’impulsion d’un
composite, le service de cre´ation de la factory est appele´ afin de cre´er la variable correspondante (fle`ches
rouges). Ensuite, la factory retourne la re´fe´rence de cette variable au composite (fle`ches vertes claires).
Finalement, le composite utilise cette re´fe´rence pour initialiser le composant qui devient de´sormais une
instance (fle`ches vertes fonce´es).
Fig. 3.13 – De´ploiement et initialisation des variables.
En re´alite´, les composites initialisent les variables en fonction des contraintes de de´ploiement qui ont
e´te´ impose´es a` la conception d’une architecture lors de l’utilisation de l’instruction deploy. Supposons
qu’un type de composant A de´finit un ensemble d’instances de type B comme suit : deploy 2-5 B en-
semble. De`s lors, il cre´e, via la factory de type FactoryB, 5 variables et en initialise uniquement 2.
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Pour les deux exemples ci-dessus, les factories FactoryA, FactoryB et FactoryC doivent respective-
ment eˆtre lance´es sur les machines 1, 2 et 3. C’est la condition sine qua non qui autorise les composants
composites a` construire l’ensemble des variables d’un syste`me. Ces factories sont installe´es et lance´es par
un administrateur avant d’amorcer l’initialisation de l’application comme nous venons de le montrer.
Afin de de´terminer l’identite´ des machines sur lesquelles les factories doivent eˆtre exe´cute´es, l’adminis-
trateur utilise une matrice de de´ploiement.
Cette matrice est ge´ne´re´e par un outil qui, a` partir de la description d’un re´seau quelconque, de´ter-
mine l’emplacement de chaque variable. La figure 3.14 repre´sente un exemple de matrice de de´ploiement
signalant a` l’administrateur les emplacements d’installation des diffe´rentes factories. Elle lui indique que
des variables de type A vont eˆtre cre´e´es sur la machine 1 et 3, que des variables de type B vont eˆtre
cre´e´es sur la machine 2 et enfin que des variables de type C seront de´ploye´es sur la machine 4.
Fig. 3.14 – Exemple de matrice de de´ploiement.
Comme tout objet Corba, une factory imple´mente des ope´rations de´finies dans une interface IDL.
Le nom de cette interface correspond au nom du type de composant provenant de la description MADL.
Voici un exemple d’interface IDL d’une factory :
interface FactoryA
{
A createA ( ) ;
}
Le naming service des factories
Les composants composites localisent les factories graˆce au naming service des factories. Lors-
qu’une factory est exe´cute´e, elle s’enregistre dans ce naming service. Ensuite, elle est preˆte a` recueillir
les demandes de cre´ation de variables. Les conventions de nommage sont presque identiques a` celles
du naming service des connecteurs : une factory s’enregistre sous un contexte particulier suivi du nom
provenant de la description MADL.
La diffe´rence re´side dans la valeur de l’attribut kind du component name. En effet, cet attribut ne
contient pas un numero d’identification mais bien l’identifiant de la machine, i.e l’adresse IP, ou` s’exe´cute
la factory. L’attribut kind permet de`s lors de distinguer les factories de meˆme type enregistre´es dans un
meˆme naming context. Deux factories de meˆme type s’enregistrent dans le meˆme naming context afin
d’autoriser un type de composant d’eˆtre instantie´ sur des localisations physiques distinctes.
Illustrons ceci par un exemple ou` une factory de type FactoryA est responsable de la cre´ation de
variables de type A sur deux machines diffe´rentes a` savoir machine 1 et machine 2. Deux factories
de type FactoryA doivent donc eˆtre installe´es et exe´cute´es, une sur machine 1 et l’autre sur machine
2. Lorsqu’un composite cherche a` cre´er toutes la variables de type A, il obtient la re´fe´rence des deux
factories en fournissant l’adresse IP de la machine sur laquelle elles se trouvent (figure 3.15). L’URL et
le port d’exe´cution du naming service des factories sont obtenus via le re´solveur.
Lorsqu’un composant de´ploie l’ensemble de ses sous composants, il lui est possible de se´lectionner
la machine sur laquelle seront he´berge´s ces composants en utilisant la fonction de listing fournie par le
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Fig. 3.15 – Enregistrement de factories dans le naming service.
naming service. En listant l’ensemble des attributs kind des factories enregistre´s dans un naming context
donne´, le composant construit en fait une liste d’adresses IP valides pouvant he´berger un nouveau
composant d’un certain type.
3.3.5 Envoi et re´ception des requeˆtes
Au de´ploiement du syste`me, des connexions potentielles e´tablissent des liens entre des ensembles de
variables. Lorsque ces variables sont initialise´es en instances, ces connexions se mate´rialisent en paires
de connecteurs in et out qui leur permettent d’appeler (ou recevoir) des ope´rations ou de de´clencher (ou
consommer) des e´ve´nements de´finis dans des interfaces. Nous de´finissons ci-dessous le comportement
adopte´ par un connecteur in dans le cadre d’un appel de me´thode (et d’un de´clenchement d’e´ve`nement)
et le comportement adopte´ par un connecteur out pour traiter ces requeˆtes et renvoyer les re´sultats.
Appel de me´thodes
De`s qu’une instance fait appel aux ope´rations de´finies dans une certaine interface unidirectionnelle,
elle utilise son connecteur in pour ge´ne´rer une requeˆte. Rappelons que le connecteur in a obtenu, lors de
son initialisation, la re´fe´rence d’un ou plusieurs connecteurs out capables d’intercepter et de comprendre
cette requeˆte. Dans le cas de connexions manytomany ou manytoone, il est tout a` fait possible qu’un
connecteur in posse`de la re´fe´rence de plusieurs connecteurs out de meˆme type. De`s lors, le connecteur
in choisit la re´fe´rence d’un connecteur out et l’utilise pour envoyer une requeˆte.
La figure 3.16 illustre une connexion manytoone entre une instance de type A et trois instances de
type B. CI (vert) de´note le connecteur in et CO (rouge) repre´sente les connecteurs out. OI (blanc)
de´signe un objet d’interface imple´mentant les services fournis par l’interface. Supposons que chaque OI
imple´mente l’ope´ration suivante : string reverse (string chaˆıne).
Les trois connecteurs out ci-dessus sont e´gaux, c’est a` dire qu’ils rendent identiquement les meˆmes
services et posse`dent tous la meˆme chance d’eˆtre se´lectionne´s par le connecteur in dans le cadre de l’uti-
lisation de l’interface. Les e´tapes suivantes montrent le comportement de CI lorsque A de´sire appeler
l’ope´ration reverse() imple´mente´e par les trois objets d’interfaces OI1, OI2 et OI3 :
1. L’instance A appelle la me´thode reverse() de´finie par son connecteur in (CI ).
2. CI se´lectionne le premier connecteur out se trouvant dans sa table de re´fe´rences (TR). Dans
notre exemple, il s’agit du connecteur out associe´ a` B1, c’est a` dire CO1.
3. CI utilise cette re´fe´rence et exe´cute la me´thode reverse() qui est aussi imple´mente´e par CO1.
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Fig. 3.16 – Connexion manytoone entre deux ensembles d’instances.
4. CO1 rec¸oit la requeˆte et ve´rifie si un objet d’interface est disponible. Si aucun objet d’interface
n’est disponible, CO1 en cre´e un nouveau et stocke sa re´fe´rence dans la table des re´fe´rences des
objets d’interfaces. Cependant, la cre´ation d’un nouvel objet d’interface ne peut s’effectuer que si
leur nombre ne de´passe pas la cardinalite´ maximum de´finie par le contrat de type provide. Par
exemple, l’instruction provides 2-5 I ne permet pas a` une instance de posse´der plus de 5 objets
d’interfaces de type I.
5. si un objet d’interface est disponible, CO1 exe´cute sur cet objet (ici OI1) la me´thode reverse().
Si il est impossible d’obtenir un objet d’interface, une exception est ge´ne´re´e et envoye´e a`
CI. Dans ce dernier cas, CI se´lectionne le connecteur out suivant, a` savoir CO2. Les e´tapes 3 et 4
sont alors re´pe´te´es.
6. Lorsque l’objet d’interface a termine´ l’exe´cution de l’ope´ration reverse(), les re´sultats sont envoye´s
a` CO1 et l’objet d’interface est de´sormais disponible pour accueillir d’autres requeˆtes.
7. CO1 transmet ensuite les re´sultats a` CI.
8. CI transmet enfin les re´sultats a` A. Le processus est termine´.
Notons que les connecteurs (CI et CO1,CO2,CO3 ) sont susceptibles de jouer un roˆle supple´mentaire
aux e´tapes 3 et 7. Par exemple, nous pouvons imaginer qu’a` l’e´tape 3, CI encrypte les donne´es d’entre´e
(le parame`tre chaˆıne) et que CO2 les de´crypte, a` l’e´tape 7, afin d’appliquer correctement la me´thode
reverse() sur l’objet d’interface. Les connecteurs in et out imple´mentent dans ce cas des contraintes de
se´curite´ qui leur ont e´te´ impose´es lors de la description MADL, par la de´finition d’attributs par exemple.
De plus, nous avons suppose´ ici que CI s’est correctement initialise´ et a obtenu la re´fe´rence d’au
minimum un connecteur out (CO1, CO2 ou CO3 ). La figure 3.17 prend comme exemple deux connec-
teurs out, CO1 et CO2, ou` CO1 ne posse`de aucun objet d’interface de disponible. Une exception est
donc envoye´e a` CI.
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Fig. 3.17 – Appel de la me´thode reverse(chaine).
La me´thode reverse() de´finie dans le connecteur in (fle`che rentrant dans CI sur la figure 3.16) peut
eˆtre imple´mente´e en Java de la fac¸on suivante :
St r ing r ev e r s e ( S t r ing cha ine ) {
St r ing r ev e r s e =”” ;
boolean envoi=fa l se ;
for ( int i=0 ; i<3 and envoi==fa l se ; i++) {
try {
r e v e r s e=TR. get ( i ) . r e v e r s e ( cha ine ) ;
envo i=true ;
}
catch ( Exception except ion ) {
System . out . p r i n t l n ( ” f a i l u r e : r eque s t c o u l d n t be
sent c o r r e c t l y ”) ;
}
}
i f ( envoi == fa l se )
new Exception ( ) ;
return r e v e r s e ;
}
De´clenchement d’e´ve`nements
Le de´clenchement d’un e´ve`nement de´signe un appel d’ope´rations asynchrones et non bloquantes.
Quand il s’agit de communications manytomany ou manytoone, nous pouvons assimiler le de´clenche-
ment d’un tel e´ve`nement a` une diffusion multiple de messages d’une instance vers d’autres.
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Le processus utilise´ par les connecteurs dans le cadre du de´clenchement d’e´ve`nements suit une logique
identique a` celle expose´e pre´ce´demment, a` l’exception d’un point important : CI se´lectionne, une a` une,
les re´fe´rences pre´sentes dans sa table et de´clenche un e´ve`nement sur chaque connecteur out (CO1,CO2
et CO3 ) a` partir de ces re´fe´rences. Changeons l’exemple pre´ce´dent, de´sormais chaque objet d’interface
imple´mente l’ope´ration asynchrone suivante : oneway helloWorld().
Fig. 3.18 – De´clenchement de l’e´ve`nement HelloWorld( ).
L’ope´ration HelloWorld ( ) imple´mente´e par le connecteur in (fle`che rentrant dans CI sur la figure
1.17) peut eˆtre fournie comme ceci :
void HelloWorld ( ) {
for ( int i=0 ; i<3 ; i++) {




3.4 Un exemple : l’application client-serveur
Dans la section pre´ce´dente, nous avons vu que chaque concept du langage MADL peut eˆtre trans-
forme´ en structures Corba e´quivalentes. Nous avons aussi de´taille´ des pistes de solutions permettant a`
une application MADL de se de´ployer et d’e´tablir les connexions entre les composants. Nous allons ici
illustrer ces diffe´rentes re`gles de transformations en les appliquant a` un exemple concret.
Dans un premier temps, nous pre´sentons la de´finition des interfaces IDL. Nous de´finissons ensuite les
diffe´rentes classes java ge´ne´re´es et les relations qui existent entre elles graˆce a` un diagramme de classes.
Finalement, nous de´taillons les diffe´rentes phases importantes du cycle de vie de l’application a` travers
quelques se´quences diagrammes.
Nous avons choisi d’illustrer le mapping vers Corba graˆce a` l’exemple que nous avons de´ja` pre´sente´
lors du chapitre pre´ce´dent. Cet exemple est repris ici :
component type Appl i ca t ion <int N> {
interface Bus iness {
provides operation s t r i n g r e v e r s e ( s t r i n g cha ine ) ;
}
component type Cl i en t {
requires 1−1 Bus iness ;
}
component type Server {
provides 1−5 Bus iness ;
}
deploy 0−N Cl i en t as c l i e n t s ;
deploy 1−1 Server as s e r v e r s ;
connector onetomany l i n k ;
connect s e r v e r s . Bus iness to l i n k ;
for ( int i=0 ; i<=N ; i++) {
connect l i n k to c l i e n t s [ i ] . Bus iness ;
}
}
deploy 1−1 Appl i ca t ion < 2 > as root .
3.4.1 De´finition des interfaces IDL
Les types de composants Application, server et Client
Les instances du type de composant Application ne fournissent et requie`rent aucune interface. Leur
unique roˆle, en tant que composite, est de cre´er les variables relatives aux ensembles d’instances que son
type a` de´fini, c’est a` dire deux variables de type Client et une variable de type Server. Cette dernie`re
variable doit eˆtre initialise´e directement apre`s sa cre´ation afin de refle´ter les contraintes de de´ploiement
de l’ensemble d’instances nomme´ servers (deploy 1-1 Server servers).
L’interface IDL du type de composant Application de´finit une ope´ration d’initialisation ayant
pour but de cre´er les trois variables. Voici la de´finition de cette interface IDL :
interface Appl i ca t ion {
void initSubComponents ( ) ;
// cr e´e 2 v a r i a b l e s de type C l i en t e t une v a r i a b l e de type
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// Server qu i e s t en su i t e i n i t i a l i s e´ e en ins tance .
} ;
Le type de composant Server fournit une interface unidirectionnelle de type Business connecte´e par
le connecteur link. Cependant, il s’agit d’un type de composant primitif vu qu’il ne de´finit aucun sous
composants. L’interface IDL re´sultante de´clare dans ce cas uniquement une ope´ration d’initialisation du
connecteur out, nomme´e initConnectors().
interface Server {
void initSubComponents ( ) ;
// in i tConnec tor s ( ) cr e´ e un connecteur out e t un
// o b j e t d i n t e r f a c e de type Business .
} ;
Le type de composant Client requie`re une interface unidirectionnelle de type Business connecte´e par
le connecteur link. Cependant, il s’agit d’un type de composant primitif vu qu’il ne de´finit aucun sous-
composants. L’interface IDL re´sultante de´clare dans ce cas uniquement une ope´ration d’initialisation du
connecteur in, nomme´e initConnectors(). De plus, l’interface IDL Client de´finit un attribut de´signant
la re´fe´rence du connecteur in permettant au futures composants de ge´ne´rer des requeˆtes.
interface Cl i en t {
attribute LinkIn l i n k ;
void i n i tConnec to r s ( ) ;
// in i tConnec tor s ( ) cr e´ e un connecteur in
} ;
Le type d’interface Business
L’interface unidirectionnelle de type Business fournit une ope´ration qui accepte en entre´e une chaˆıne
de caracte`res, et qui retourne cette chaˆıne inverse´e. Cette interface est transforme´e en un objet Corba
dont sa re´fe´rence est de´tenue par les connecteurs out. L’interface IDL qui de´finit les services rendus par
cet objet se de´finit comme ceci :
interface Bus iness {
s t r i n g r e v e r s e ( in s t r i n g cha ine ) ;
} ;
La me´thode reverse() n’est pas de´clare´e oneway car il s’agit de la de´finition d’une ope´ration et non
d’une action.
Les factories
Chaque type de variable est cre´e´ par une factory de type diffe´rent. L’initialisation du syste`me ne´-
cessite l’intervention de trois types de factories standards afin de de´ployer les trois types de variables
(Application, Client et server). Ces factories sont des objets Corba offrant un service de cre´ation de
variables accessible a` distance. Ci-dessous se trouve la de´finition des trois interfaces IDL de´crivant les
services rendus par ces objets :
interface FactoryAppl i cat ion {
Appl i ca t ion c r ea t eApp l i c a t i on ( ) ;
} ;
interface FactoryCl i ent {
Cl i en t c r e a t eC l i e n t ( ) ;
} ;
interface Factoryse rve r {
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Server c r e a t eSe rv e r ( ) ;
} ;
Les connecteurs
La connexion onetomany est mate´rialise´e en connecteurs in et out, nomme´s respectivement linkIn
et linkOut. Les instances de Client cre´ent un connecteur in alors que les instances de Server cre´ent un
connecteur out. L’interface IDL linkIn de´finit :
* une ope´ration d’initialisation qui cre´e la connexion avec les instances de type Server en obte-
nant la re´fe´rence de leur connecteur out.
* un tableau de re´fe´rences de type linkOut.
* l’ope´ration reverse() qui a pour but de ge´ne´rer une requeˆte.
I n t e r f a c e l i n k I n {
typedef l inkOut Links [ ] ;
attribute Links l i n k s ;
S t r ing r ev e r s e ( S t r ing cha ine ) ;
void i n i t ( ) ;
} ;
L’interface IDL linkOut de´finit :
* une ope´ration d’initialisation qui enregistre la re´fe´rence du connecteur out dans le naming
service.
* un ensemble de re´fe´rences d’objets d’interface de type Business.
* l’ope´ration reverse() qui a pour but d’accepter les requeˆtes.
I n t e r f a c e l inkOut {
struct SetOfBus iness {
Bus iness bus in e s s ;
boolean s t a tu s ;
} ;
typedef SetOfBus iness I n t e r f a c e s [ ] ;
attribute I n t e r f a c e s i n t e r f a c e s ;
S t r ing requete ( S t r ing cha ine ) ;
void i n i t ( ) ;
}
Le fichier IDL et les modules
Les interfaces IDL pre´sente´es ci dessus sont classe´es dans des modules distincts afin de garder une
trace des relations hie´rarchiques que l’on peut retrouver dans une description d’architecture en MADL.
Le principe de cre´ation des modules IDL est simple : chaque type de composant donne lieu a` la cre´ation
d’un module ou` sont range´s les interfaces IDL des interfaces unidirectionnelles et connecteurs qui y sont
de´finis.
Voici le fichier IDL de´finitif issu de l’application des re`gles de production des interfaces IDL :
moduleAppl icat ion {
interface Appl i ca t ion {
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void initSubComponents ( ) ;
} ;
interface Bus iness {
s t r i n g r e v e r s e ( in s t r i n g cha ine ) ;
} ;
interface l i n k I n {
typedef l inkOut Connecteurs [ ] ;
attribute Connecteurs connecteurs ;
S t r ing r e v e r s e ( S t r ing cha ine ) ;
void i n i t ( ) ;
} ;
I n t e r f a c e l inkOut {
struct SetOfBus iness {
Bus iness bus in e s s ;
boolean s t a tu s ;
} ;
typedef SetOfBus iness I n t e r f a c e s [ ] ;
attribute I n t e r f a c e s i n t e r f a c e s ;
S t r ing requete ( S t r ing cha ine ) ;
void i n i t ( ) ;
} ;
interface FactoryAppl i cat ion {




void initSubComponents ( ) ;
} ;
interface Factoryse rve r {




interface Cl i en t {
attribute ConnecteurIn connecteur ;
void i n i tConnec to r s ( ) ;
} ;
interface FactoryCl i ent {






Cette section a pour but de pre´senter les diffe´rentes classes java qui vont permettre d’imple´men-
ter l’ensemble des me´canismes que nous venons de de´tailler. Nous pouvons distinguer deux types de
classes : d’une part les classes provenant de la compilation du fichier IDL et d’autre part les classes
d’imple´mentation. Parmi cette deuxie`me cate´gorie se trouvent les classes correspondant aux serveurs,
aux imple´mentations des objets distribue´s et aux outils participant au de´ploiement d’une architecture
MADL.
Les classes ge´ne´re´es par le compilateur IDL
Un objet distribue´ posse`de une repre´sentation client (stub) ainsi qu’une repre´sentation serveur (ske-
leton). Une application cliente posse`de un stub pour chaque objet distribue´ qu’elle est susceptible d’ap-
peler. Ce stub transfe`re les requeˆtes vers le serveur ge´rant l’objet distribue´. De manie`re syme´trique, un
serveur posse`de un skeleton par objet distribue´ qu’il ge`re. Ce skeleton re´ceptionne les appels de me´thode
sur l’objet distribue´ et engendre leur exe´cution.
La compilation du fichier IDL (pre´sente´ a` la fin de la section pre´ce´dente) vise a` ge´ne´rer l’ensemble
des stubs et skeletons correspondant aux types de composants, interfaces unidirectionnelles et connec-
teurs. Les stubs sont cre´e´s par une classe particulie`re. Ces classes Java vont permettre aux connecteurs
d’envoyer et recevoir des requeˆtes sur un bus ORB.
Un package est ge´ne´re´ pour chaque module du fichier IDL et contient les stubs et skeletons des objets
distribue´s de´finis.
Les serveurs de gestion des objets distribue´s
Pour rappel, la norme CORBA se base sur le mode`le client/serveur. Les objets que l’on souhaite
rendre accessible a` distance sont cre´es et ge´re´s par un serveur CORBA. Son roˆle est d’exe´cuter les me´-
thodes appele´es par les applications clientes sur les objets distribue´s.
Par exemple, la classe StartServerApplication.java cre´e une instance de type Application et initialise
le bus ORB afin de permettre a` cet instance de recevoir des appels de me´thode.
Les imple´mentations d’objets distribue´s
Une imple´mentation est fournie pour chaque ope´ration de´finie dans l’interface d’un objet CORBA.
Ces ope´rations sont imple´mente´es au sein d’une classe java particulie`re. Par exemple, la classe suivante
vise a` imple´menter l’objet distribue´ de´signant le type d’interface Business :
public class BusinessImpl extends BusinessPOA {
// BusinessPOA d e´ s i gne l e s k e l e t o n a s so c i e´ a`
// l o b j e t d i s t r i b u e´ de type Business
public s t r i n g r e v e r s e ( s t r i n g cha ine ) {
return new St r i ngBu f f e r ( cha ine ) . r e v e r s e ( ) . t oS t r i ng ( ) ;
}
}
Nous verrons dans le chapitre suivant que l’imple´mentation des services de´finis par les connecteurs
et les types de composants peuvent eˆtre ge´ne´re´s automatiquement sur base des informations contenues




Les classes outils fournissent des services d’aide au de´ploiement d’un syste`me. Parmi ces classes,
nous retrouvons :
* Le re´solveur. Cette classe est un serveur UDP connaissant l’url du naming service.
* Le constructeur de naming service. Cette classe initialise le naming service en cre´ant les
naming contexts ade´quats selon la composition hie´rarchique de l’architecture de´ploye´e.
* Le de´ployeur de composants. Cette classe de´ploie un composant d’un certain type. Il liste
les factories ade´quates disponibles dans le naming service, et propose a` l’utilisateur un choix de
localisation du futur composant.
* L’explorateur de contextes. Cette classe fournit une me´thode d’exploration de naming contexts.
Il renvoie, sous forme de vecteur, tous les name components enregistre´s dans un naming context
sur base d’un chemin d’acce`s donne´.
3.4.3 Diagramme de classes
Le diagramme de classes suivant pre´sente un aperc¸u des classes java qui composent l’application
de´ploye´e sur trois machines diffe´rentes. Ce diagramme utilise la notation UML pour de´finir les relations
entre les diffe´rentes classes. Chaque couleur du diagramme de´signe la machine sur laquelle les classes
sont exe´cute´es. Dans notre exemple, les objets sont distribue´s sur trois machines : machine 1, machine
2 et machine 3 (figure 3.19).
3.4.4 Diagrammes de se´quences
Les diagrammes suivants illustrent le comportement des objets distribue´s (les types de composants,
les connecteurs et objets d’interfaces) pour les cas d’utilisations suivants :
* Installation des factories
* Cre´ation des variables
* Initialisation d’une variable
* Utilisation de l’interface Business
Nous supposons ici que les objets ont obtenu la re´fe´rence du naming service graˆce au re´solveur.
L’installation des factories
L’administrateur lance les diffe´rents types de factories sur les machines du re´seau en respectant la
matrice de de´ploiement (figure 3.20).
Les factories, une fois exe´cute´es sur l’ensemble des trois machines, sont preˆtes a` cre´er diffe´rents types
de variables. Nous pouvons observer que le naming service des factories est he´berge´ par la machine 3.
La cre´ation des variables
La classe d’initialisation du syste`me peut eˆtre lance´e sur une machine au choix. Via le naming ser-
vice des factories, cette classe obtient la re´fe´rence de la factory lance´e sur la machine 1 (celle qui cre´e
des variables de type Application). Cette re´fe´rence est ensuite utilise´e pour cre´er une premie`re variable
en exe´cutant l’ope´ration createApplication(). Comme cette variable doit obligatoirement eˆtre initialise´e
(deploy 1-1 Application), les ope´rations initSubComponents() et initConnectors() sont ensuite appele´es.
Le processus est re´pe´te´ de manie`re re´cursive comme nous l’avons de´taille´ pre´ce´demment dans la section
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Fig. 3.19 – Diagramme de classes.
Fig. 3.20 – Matrice de de´ploiement des factories.
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Fig. 3.21 – Lancement des Factories.
3.3.4.
Fig. 3.22 – Cre´ation des variables du syste`me par re´cursivite´.
L’initialisation des instances
Les deux diagrammes suivants de´taillent l’initialisation d’une variable de type Server et Client. La







Fig. 3.23 – Initialisation d’une variable de type Client.
Fig. 3.24 – Initialisation d’une variable de type Server.
L’utilisation de l’interface Business
Ce diagramme de´taille l’acheminement d’une requeˆte visant a` utiliser l’ope´ration reverse() de´finie
par l’interface Business (figure 3.25).
3.5 Approfondissement
3.5.1 Les interfaces bidirectionnelles
Jusqu’a` pre´sent, nous avions e´mis l’hypothe`se que les interfaces e´taient toutes unidirectionnelles.
Cependant, MADL propose une version plus originale de la notion d’interface. En effet, une interface en
MADL peut eˆtre bidirectionnelle, c’est a` dire qu’elle peut aussi bien fournir des ope´rations ou actions
qu’en reque´rir. Ainsi le composant qui fournit cette interface peut aussi initier des communications vers
d’autres composants en utilisant le meˆme protocole, la meˆme interface.
Corba IDL de´finit uniquement la notion d’interfaces unidirectionnelles comportant la description
d’ope´rations synchrones ou asynchrones qui peuvent eˆtre fournies par un objet. La premie`re e´tape de
transformation des interfaces bidirectionnelles revient donc a` proposer un e´quivalent en termes d’in-
terfaces IDL. L’ide´e est de cre´er deux interfaces IDL diffe´rentes ou` la premie`re interface contient les
ope´rations et actions requises et ou` la seconde contient les ope´rations et actions fournies par l’interface
bidirectionnelle.
Chacune de ces deux interfaces IDL de´finit donc une partie des ope´rations et actions de´finies dans
l’interface initiale. Le type de composant qui requiert l’interface initiale va de´sormais fournir une partie
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Fig. 3.25 – Utilisation de l’ope´ration reverse() de´finie dans l’interface Business.
de celle ci, c’est a` dire la premie`re interface IDL. Par contre, le type de composant qui fournit l’interface
de de´part, va fournir la seconde interface IDL. L’interface bidirectionnelle a donc e´te´ divise´e en deux
interfaces IDL unidirectionnelles. Si nous suivons notre raisonnement en termes de connecteurs, cela
signifie que chaque composant va de´sormais disposer d’un connecteur in et d’un connecteur out dans le
cadre de l’utilisation de la meˆme interface.
Afin de garder une se´mantique identique a` celle associe´e aux interfaces bidirectionnelles, ces deux
interfaces IDL doivent continuer a` former un protocole commun. Ce protocole commun va autoriser
n’importe quel composant implique´ dans celui ci d’initier une communication sur des bases identiques.
Pour ce faire, le connecteur in et out associe´ a` un composant doivent former un tout.
Ainsi, chaque composant dispose maintenant d’un connecteur entier, rassemblant les deux roˆles
in et out. Le roˆle in lui permet d’utiliser la partie de l’interface bidirectionnelle fournie par d’autres
composants, alors que le roˆle out lui permet de recevoir des requeˆtes en provenance d’autres composants
qui de´sirent utiliser l’autre partie de l’interface bidirectionnelle.
Illustrons notre raisonnement par un petit exemple. Voici la de´finition d’une interface bidirectionnelle
et de deux types de composants. L’un requie`re cette interface et l’autre la fournit.
interface I {
provides operation void A () ;
requires operation void B ( ) ;
}
type component C l i en t {
requires 1−1 I ;
}
type component s e r v e r {
provides 1−1 I ;
}
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La premie`re e´tape consiste a` transformer l’interface I en deux interfaces IDL I1 et I2. I1 contient
la de´finition des ope´rations requises par I et I2 contient la de´finition des ope´rations fournies par I.
interface I1 {
void A ( ) ;
}
interface I2 {
void B ( ) ;
}
Pour garder l’e´quivalence, le composant client doit reque´rir I1 et fournir I2 alors que le composant
Seveur doit reque´rir I2 mais fournir I1. Si une connexion existe entre deux instances de ces types de
composants, ils devront chacun d’eux disposer de connecteurs in et out. En effet, l’instance de Client
disposera d’un connecteur out pour recevoir des requeˆtes de l’instance de Server qui de´sire utiliser
l’ope´ration B de´finie dans I2 et d’un connecteur in pour utiliser la me´thode A de´finie dans I1. Ceci
correspond bien a` la se´mantique de de´part qui spe´cifie que le client peut utiliser la me´thode A et doit
imple´menter le me´thode B. Il imple´mente effectivement la me´thode B vu qu’il fournit de´sormais l’inter-
face I2.
Les connecteurs in et out associe´s a` chacune des deux instances ope`rent de´sormais dans le cadre d’un
meˆme connexion et de l’utilisation d’une meˆme interface de de´part. C’est pourquoi ces deux types de
connecteurs sont fusionne´s pour n’en former qu’un seul. De´sormais, le client ou le serveur peuvent initier
une communication sur des bases e´gales, ce qui correspond a` la signification que nous avons associe´e a`
l’interface bidirectionnelle.
En termes d’interfaces IDL, la modification majeure s’ope`re au niveau des connecteurs. La distinc-
tion entre les connecteurs in et out disparaˆıt, et de´sormais chaque composant dispose de connecteurs
de´finissant les deux roˆles. Ces connecteurs s’enregistrent dans le naming service de la meˆme manie`re
et initialisent les re´fe´rences des connecteurs homologues aussi de fac¸on identique au proce´de´ que nous
avons de´fini.
Modifions un peu l’exemple du client-serveur de la section pre´ce´dente. L’interface Business est
de´sormais bidirectionnelle et se de´finit comme suit :
interface Bus iness {
provides operation s t r i n g r e v e r s e ( s t r i n g cha ine ) ;
requires operation s t r i n g concat ( s t r i n g chaine1 , s t r i n g chaine2 ) ;
}
Si nous appliquons ces nouvelles re`gles, nous obtenons de´sormais les interfaces IDL ci-dessous. Nous
obtenons premie`rement deux interfaces IDL de´finissant d’une part l’ope´ration reverse() et d’autre part
l’ope´ration concat(), que l’on nomme respectivement BusinessClient et BusinessServer.
interface Bus ine s sServe r {
s t r i n g r e v e r s e ( s t r i n g cha ine ) ;
}
interface Bus ine s sC l i en t {
s t r i n g concat ( s t r i n g chaine1 , s t r i n g chaine 2 ) ;
}
Les connecteurs englobent de´sormais les deux roˆles in et out. Nous les avons nomme´s linkClient et
linkServer. linkClient de´note le connecteur associe´ au client alors que linkServer repre´sente le connecteur
associe´ au serveur. La diffe´rence entre les deux connecteurs re´side dans le type de l’interface qu’ils
fournissent. linkClient de´tient des re´fe´rences vers des objets de type BusinessClient alors que linkServer
de´tient des re´fe´rences vers des objets de type BusinessServer.
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I n t e r f a c e l i n kC l i e n t {
struct SetOfBus iness {
Bus ine s sC l i en t bus in e s s ;
boolean s t a tu s ;
} ;
typedef SetOfBus iness Bus iness [ ] ;
attribute Bus iness bus in e s s ;
typedef l i n kS e r v e r Connecteurs [ ] ;
attribute Connecteurs connecteurs [ ] ;
S t r ing requete ( s t r i n g cha ine ) ;
S t r ing concat ( s t r i n g chaine1 , s t r i n g chaine2 ) ;
void i n i t ( ) ;
}
I n t e r f a c e l i n kS e r v e r
{
struct SetOfBus iness {
Bus ine s sServe r bus in e s s ;
boolean s t a tu s ;
}
typedef SetOfBus iness Bus iness [ ] ;
attribute Bus iness bus in e s s ;
typedef l i n kC l i e n t Connecteurs [ ] ;
attribute Connecteurs connecteurs [ ] ;
S t r ing concat ( s t r i n g chaine1 , s t r i n g chaine2 ) ;
S t r ing requete ( s t r i n g cha ine ) ;
void i n i t ( ) ;
}
3.5.2 Les connexions de de´le´gation
Un connecteur de de´le´gation ne cre´e aucun objet d’interface a` son initialisation. Cependant, lorsqu’il
intercepte une requeˆte, il obtient la re´fe´rence du connecteur du sous-composant vers lequel la connexion
est de´le´gue´e. Cette re´fe´rence est ensuite utilise´e pour de´le´guer l’appel de me´thode.
En termes d’interface IDL, un connecteur de de´le´gation entraˆıne la de´claration d’un attribut sup-
ple´mentaire : la re´fe´rence du connecteur du sous-composant.
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Chapitre 4
Re´alisation d’un prototype : Validation
des re`gles de mapping
L’inte´reˆt de ce quatrie`me chapitre est de valider la faisabilite´ des re`gles de mapping que nous avons
de´gage´es en de´veloppant un prototype d’imple´mentation. Ce prototype vise a` valider les me´canismes
permettant le de´ploiement d’une architecture de´crite en MADL, a` savoir :
* Le me´tamode`le. Nous allons observer si le me´tamode`le, ainsi de´fini, nous permet d’imple´menter
les re`gles de mapping.
* La ge´ne´ration du fichier IDL. Le prototype va montrer la faisabilite´ des re`gles de production
des interfaces IDL relatives aux donne´es pre´sentes dans le me´tamode`le.
* L’initialisation du naming service.
* La localisation des composants. Nous allons montrer que le me´canisme de´taille´ permettant
aux composants de se localiser est tout a` fait re´alisable et peut eˆtre imple´mente´ par notre proto-
type.
* Le de´ploiement de l’architecture. Le de´ploiement re´cursif des composants est une se´quence
d’appels sur des objets distribue´s dont la re´fe´rence est obtenue par l’interme´diaire de factories. Ce
comportement imple´mente´ par chaque composant est imple´mente´ par le prototype et permet de
valider notre approche.
* La communication entre les composants. Finalement, nous de´montrons que le syste`me, une
fois de´ploye´, permet aux composants de communiquer ensemble sur le bus de communication
CORBA.
On ne conside`re pas ici les interfaces bidirectionnelles, ni les connecteurs de de´le´gation. Vu que la
gestion des types ne repre´sente pas un point important de ce me´moire, uniquement les parame`tres de
type String seront utilise´s. Les attributs d’architecture ne font e´galement pas partie du domaine e´tudie´.
Finalement, nous avons choisi le langage java comme langage de programmation et openorb comme
distribution CORBA.
4.1 Principes de conception
Le de´veloppement de ce prototype est un processus qui se de´roule en 3 phases :
1. Cre´ation et instanciation du re´fe´rentiel.
2. Ge´ne´ration et compilation du fichier IDL.
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3. Ge´ne´ration du code des classes Java.
Sur la figure 4.1, nous pouvons constater que le re´fe´rentiel est utilise´ comme source de donne´es aux
e´tapes 2 et 3. Lorsque l’e´tape 2 est termine´e, des packages sont cre´e´s pour contenir les stubs et les
skeletons des interfaces IDL ge´ne´re´es. L’e´tape 3 ge´ne`re les classes qui vont de´finir le comportement du
syste`me et les enregistre dans les packages ade´quats. Lorsque la dernie`re phase est exe´cute´e, nous pou-
vons de´ployer un syste`me conforme a` l’architecture de´crite en MADL a` l’aide de tous les fichiers ge´ne´re´s.
Fig. 4.1 – Etapes du de´veloppement du prototype.
4.2 Le re´fe´rentiel
Le re´fe´rentiel est un ensemble de classes Java qui proviennent du me´tamode`le et qui sont destine´es
a` contenir l’information lie´e a` la description d’une architecture en MADL. Ce re´fe´rentiel constitue la
source de donne´es a` partir de laquelle le prototype va pouvoir exe´cuter la ge´ne´ration de code.
Pour simplifier le proble`me, ce re´fe´rentiel est instantie´ a` la main sur base du simple exemple du
client-serveur. Le me´tamode`le a aussi e´te´ simplifie´ pour s’adapter au limites du domaine e´tudie´ dans
notre approche. Ainsi les classes repre´sentant les attributs d’architecture et les connexions de de´le´gation
ont e´te´ supprime´es du me´tamode`le. De plus, les ope´rations et actions font de´sormais partie uniquement
d’interfaces unidirectionnelles.
Les relations 0-N ou 1-N sont repre´sente´es par des attributs de type Vector. L’exemple ci-dessous
montre l’instanciation d’une partie du re´fe´rentiel, repre´sente´ par la classe Metamodel.java. Les classes
du re´fe´rentiel sont enregistre´es dans un package spe´cifique nomme´ metamodel.
// c r e´ a t i on des t ype s de composants
app l i c a t i on=new ComponentType ( ”Appl i ca t ion ” , null ) ;
s e r v e r=new ComponentType ( ”Server ” , app l i c a t i o n ) ;
c l i e n t=new ComponentType ( ”C l i en t ” , app l i c a t i o n ) ;
a pp l i c a t i o n . getSubcomponents ( ) . add ( c l i e n t ) ;
a pp l i c a t i o n . getSubcomponents ( ) . add ( s e r v e r ) ;
// c rea t i on de l i n t e r f a c e Business
bus ine s s = new Inter faceType ( ”Bus iness ”) ;
parameter = new Parameter ( ” cha ine ” , ” in ” , ” s t r i n g ”) ;
parameterResult = new Parameter (null , ” r e s u l t ” , ” s t r i n g ”) ;
r e v e r s e = new Operation ( ” r e v e r s e ”) ;
r e v e r s e . getParameters ( ) . add ( parameterResult ) ;
r e v e r s e . getParameters ( ) . add ( parameter ) ;
bu s ine s s . ge tFeatures ( ) . addElement ( r e v e r s e ) ;
a pp l i c a t i o n . g e t I n t e r f a c e s ( ) . add ( bus ine s s ) ;
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// c rea t i on des con t ra t s
provide = new Provide ( ”busser ” , 0 , 3 , bu s in e s s ) ;
r e qu i r e = new Require ( ” bu s c l i ” , 1 , 1 , bu s in e s s ) ;
s e r v e r . getContracts ( ) . add ( prov ide ) ;
c l i e n t . getContracts ( ) . add ( r e qu i r e ) ;
// c r e´ a t i on des connecteurs
l i n k = new One to many (” l i n k ”) ;
a pp l i c a t i o n . getConnectors ( ) . add ( l i n k ) ;
Ce re´fe´rentiel peut eˆtre perc¸u comme un arbre ou` chaque noeud de´signe un type de composant. Un
noeud contient des re´fe´rences vers les classes correspondant aux interfaces, connecteurs ou ensembles
d’instances qui ont e´te´ de´finis a` l’inte´rieur du type de composant. L’attribut rootComponent de´fini dans
la classe Metamodel.java de´signe la racine de cet arbre, i.e le type de composant racine de l’architecture.
La me´thode suivante permet le parcours de l’arbre de manie`re re´cursive :
vo idv i s i tNode (ComponentType node ) {
// t ra i t emen t du noeud
trtNode ( node ) ;
i f ( node . getSubcomponents ( ) != null ) {
for ( int i=0 ; i < node . getSubcomponents ( ) . s i z e ( ) ; i++) {




De cette manie`re, nous allons parcourir toute la description de l’architecture afin de ge´ne´rer l’en-
semble des interfaces IDL dans un premier temps et le code des autres classes Java dans un second
temps.
4.3 Ge´ne´ration et compilation du fichier IDL
Le prototype parcoure l’ensemble du re´fe´rentiel et ge´ne`re, pour chaque noeud (repre´sente´ par l’at-
tribut node), les interfaces IDL repre´sentant :
1. Au type de composant de´signe´ par le noeud.
2. Aux types d’interfaces unidirectionnelles de´finies par le type de composant.
3. Aux connecteurs de´finis par le type de composant.
4. A la factory responsable de cre´er des composants dont le type est de´signe´ par le noeud.
4.3.1 Les interfaces unidirectionnelles
Ces interfaces IDL portent le nom donne´ a` l’interface unidirectionnelle lors de la description de
l’architecture. fileIDL est un attribut de type FileCreator. Cette classe ge`re la cre´ation, l’e´criture et fi-
nalement l’enregistrement d’un fichier dans un package ade´quat. Voici le code permettant la ge´ne´ration
de ces interfaces :
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i f ( node . g e t I n t e r f a c e s ( ) != null ) {
for ( int i=0 ; i < node . g e t I n t e r f a c e s ( ) . s i z e ( ) ; i++) {
Inter faceType in t e r f a c eT = ( Inter faceType ) node . g e t I n t e r f a c e s ( )
. get ( i ) ;
f i l e IDL . wr i t e ( ” interface ” + in t e r f a c eT . getName ( ) + ” {”) ;
// g e´n e´ ra t ion des s e r v i c e s d e´ f i n i s par l i n t e r f a c e
i f ( i n t e r f a c eT . getFeatures ( ) != null )
p r in tFea ture s ( in te r faceT , f i l e IDL ) ;
f i l e IDL . wr i t e (”} ; ”) ;
}
}
La me´thode printFeatures() ge´ne`re le code relatif aux services et actions de´finis dans l’interface
MADL.
4.3.2 Le type de composant
Chaque noeud de l’arbre de´signe un type de composant composite ou primitif. La difficulte´ concer-
nant la ge´ne´ration de ces interfaces IDL re´side dans l’obtention du nom des connecteurs qui connectent
les interfaces requises par le type de composant. Ces noms sont utilise´s pour de´finir les attributs repre´-
sentant les connecteurs in d’un type de composant. Le code ci-dessous montre que cela est obtenu en
parcourant l’ensemble des ports associe´s au contrats de type Require de´finis par le type de composant
requie`rant une interface. Depuis ces ports, il est aise´ d’obtenir le nom du connecteur. La me´thode foun-
dElement() e´vite l’ajout de plusieurs connecteurs de meˆme nom. En effet, un contrat peut eˆtre associe´
a` plusieurs ports dont le connecteur est identique.
f i l e IDL . wr i t e ( ” interface ” + node . getName ( ) + ” {”) ;
// g e´n e´ ra t ion des a t t r i b u t s d e´ s i g an t l a r e´ f e´ r ence
// des connecteurs in s i l e type de composant
// r e q u i e` r t des i n t e r f a c e s connect e´ e s
Vector connecto r s In = new Vector ( ) ;
i f ( node . getContracts ( ) != null ) {
for ( int i=0 ; i<node . getContracts ( ) . s i z e ( ) ; i++) {
Contract cont rac t = ( Contract ) node . getContracts ( ) . get ( i ) ;
i f ( cont rac t . g e tC la s s ( ) . getSimpleName ( ) . compareTo (”Require ”) == 0)
{
i f ( cont rac t . getPort s ( ) !=null ) {
for ( int j=0 ; j<cont rac t . ge tPort s ( ) . s i z e ( ) ; j++) {
Port port = ( Port ) cont rac t . ge tPorts ( ) . get ( j ) ;
i f ( foundElement ( connectors In , port . getConnector ( ) . getName ( ) )
== fa l se )
{








for ( int i=0 ; i<connector s In . s i z e ( ) ; i++) {
f i l e IDL . wr i t e ( ” attribute ” + ( St r ing ) connecto r s In . get ( i ) + ”In ”
+ ( ( St r ing ) connecto r s In . get ( i ) ) . toLowerCase ( ) + ” ; ”) ;
}
// g e´n e´ ra t ion des me´thodes d i n i t i a l i s a t i o n
// du type de composant
f i l e IDL . wr i t e ( ” void initSubComponents ( ) ; ”) ;
f i l e IDL . wr i t e ( ” void i n i tConnec to r s ( ) ; ”) ;
f i l e IDL . wr i t e (”} ; ”) ;
4.3.3 Les connecteurs
Chaque de´claration de connecteur a` l’inte´rieur d’un type de composant donne lieu a` la de´finition de
deux interfaces IDL qui de´notent respectivement son roˆle in et out. Dans les deux cas, le prototype a
besoin d’acce´der aux contrats pour connaˆıtre le nom de l’interface faisant l’objet de la connexion. Ce
sont les premiers ports (indice nume´ro 0), issus des relations from et to du re´fe´rentiel, qui sont utilise´s
pour acce´der aux contrats Require et Provide. L’attribut con de´signe la re´fe´rence du connecteur courant.
La roˆle out de chaque connecteur est ge´ne´re´ de la manie`re suivante :
St r ing inter faceName = ( ( Contract ) ( ( Port ) con . getTo ( ) . get ( 0 ) )
. getContract ( ) ) . ge t Inte r faceType ( ) . getName ( ) ;
f i l e IDL . wr i t e ( ” interface ” + con . getName ( ) + ”Out { ”) ;
f i l e IDL . wr i t e ( ” struct SetOf ” + interfaceName + ” { ”) ;
f i l e IDL . wr i t e ( ” ” + interfaceName + ” IO” + ” ; ”) ;
f i l e IDL . wr i t e ( ” boolean s t a tu s ; ”) ;
f i l e IDL . wr i t e ( ” } ; ”) ;
f i l e IDL . wr i t e ( ” typedef SetOf ” + interfaceName + ” I n t e r f a c e s [ ”
+ ( ( Contract ) ( ( Port ) con . getTo ( ) . get ( 0 ) ) . getContract ( ) )
. getCardina l i ty max ( ) + ”] ; ”) ;
f i l e IDL . wr i t e ( ” attribute I n t e r f a c e s i n t e r f a c e s ; ”) ;
// Ge´ne´ration des s i gna t u r e s des s e r v i c e s d e´ f i n i s
// dans l i n t e r f a c e connect e´e
pr in tFea ture s ( ( ( Contract ) ( ( Port ) con . getFrom ( ) . get ( 0 ) )
. getContract ( ) ) . ge t Inte r faceType ( ) , f i l e IDL ) ;
f i l e IDL . wr i t e ( ” void i n i t ( ) ; ”) ;
f i l e IDL . wr i t e (”} ; ”) ;
La roˆle in de chaque connecteur est ge´ne´re´ de la manie`re suivante :
f i l e IDL . wr i t e ( ” interface ” + con . getName ( ) + ”In { ”) ;
f i l e IDL . wr i t e ( ” typedef ” + con . getName ( ) + ”Out ConnectorOut [”+
( ( Contract ) ( ( Port ) con . getFrom ( ) . get ( 0 ) ) . getContract ( ) )
. getCardina l i ty max ( ) + ”] ; ”) ;
f i l e IDL . wr i t e ( ” attribute ConnectorOut connectorOut ; ”) ;
// Ge´ne´ration des s i gna t u r e s des s e r v i c e s d e´ f i n i s
// dans l i n t e r f a c e connect e´e
pr in tFea ture s ( ( ( Contract ) ( ( Port ) con . getFrom ( ) . get ( 0 ) )
. getContract ( ) ) . ge t Inte r faceType ( ) , f i l e IDL ) ;
f i l e IDL . wr i t e ( ” void i n i t ( ) ; ”) ;
f i l e IDL . wr i t e (”} ; ”) ;
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4.3.4 La factory
Finalement, pour chaque node, la factory correspondante est ge´ne´re´e de la manie`re suivante :
f i l e IDL . wr i t e ( ” interface Factory ” + node . getName ( ) + ”{ ”) ;
f i l e IDL . wr i t e ( node . getName ( ) + ” c r ea t e ”+node . getName ()+”( ) ; ”) ;
f i l e IDL . wr i t e ( ” } ; ”) ;
4.3.5 La compilation du fichier idl
Le prototype utilise la classe ProcessLauncher afin d’exe´cuter automatiquement la compilation du
fichier IDL. Cette classe permet de lancer une application externe en consommant les divers fluxs dans
des threads se´pare´s. ProcessLauncher utilise la me´thode exec fournie par la classe Runtime.
ProcessLauncher p roce s s = new ProcessLauncher ( ) ;
try {
System . out . p r i n t l n ( ”Compilation du f i c h i e r IDL . . . ”) ;
p roc e s s . exec (new St r ing [ ] { ”cmd . exe ” , ”/ c ” , ”D :/Fundp/Prototype
/Compilateur / t o o l s /compileIDL . bat ”} ) ;
System . out . p r i n t l n ( ”F i ch i e r IDL compil e´ . . . ”) ;
}
catch ( IOException ex ) {
ex . pr intStackTrace ( ) ;
}
Ce bout de code appelle donc automatiquement le fichier batch compileIDL.bat qui fait appel a`
l’outil idl2java :
cd d : /Fundp/Prototype /Compilateur / t o o l s /
i d l 2 j a v a . . / genera to r / a r c h i t e c t u r e . i d l −d . . /
Apre`s la compilation, les packages relatifs aux modules IDL sont cre´e´s et contiennent les stubs et
skeletons des interfaces IDL. La troisie`me phase du processus peut de`s lors commencer.
4.4 La ge´ne´ration de code
Le de´veloppement du prototype se poursuit par la dernie`re phase qui consiste a` ge´ne´rer le code des
diffe´rentes classes Java qui vont doter les diffe´rentes structures de l’architecture d’un comportement
lui permettant de prendre vie. Ces classes imple´mentent d’une part, les services rendus par les objets
distribue´s (types de composants, interfaces et connecteurs) et les outils (initialisation et exploration du
naming service, de´ploiement des composants, re´solution).
4.4.1 Les objets distribue´s
Le re´fe´rentiel est parcouru une seconde fois dans son entie`rete´ a` partir du noeud racine. Une classe
d’imple´mentation et une classe serveur sont ge´ne´re´es pour :
* Le type de composant de´signe´ par le noeud courant.
* Les interfaces unidirectionnelles de´finies dans le noeud courant.
* Les connecteurs in et out de´finis dans le noeud courant.
* La factory responsable de l’instanciation du type de composant de´signe´ par le noeud.
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Les classes Serveurs
Une classe Serveur active un objet distribue´ au pre`s du POA. Il rend ensuite accessible la re´fe´rence
de l’objet, sous forme d’IOR, pour permettre a` d’autres applications de la re´soudre en stub.
Les classes serveurs sont a` peu pre`s toutes identiques, a` la diffe´rence qu’ils activent et ge`rent un type
d’objet distribue´ distinct. Voici un exemple de classe ge´ne´re´e par le prototype qui permet l’activation
d’un composant de type Application :
public class Sta r tApp l i c a t i on extends Thread {
org . omg .CORBA.ORB orb ;
S t r ing IOR ;
public Sta r tApp l i c a t i on ( ) {
orb = null ;
IOR = ”” ;
try {
orb = org . omg .CORBA.ORB. i n i t (null , null ) ;
Appl icat ionImpl component = new Appl icat ionImpl ( ) ;
org . omg .CORBA. Object objPoa = orb . r e s o l v e i n i t i a l r e f e r e n c e s
( ”RootPOA”) ;
org . omg . Portab l eServe r .POA rootPOA rootPOA = org . omg . Portable
Server . POAHelper . narrow ( objPoa ) ;
byte [ ] servantName = rootPOA . a c t i v a t e o b j e c t (component) ;
org . omg .CORBA. Object objPl = rootPOA . i d t o r e f e r e n c e
( servantName ) ;
IOR = orb . o b j e c t t o s t r i n g ( objPl ) ;
rootPOA . the POAManager ( ) . a c t i v a t e ( ) ;
{
catch ( org . omg .CORBA. SystemException e ) {
System . out . p r i n t l n ( ”Exception : except ion CORBA”) ;
e . pr intStackTrace ( ) ;
}
catch ( Exception e ) {
System . out . p r i n t l n ( ”Exception : undef ined code ”) ;
e . pr intStackTrace ( ) ;}
}
synchronized public void run ( ) {
orb . run ( ) ;}
public org . omg .CORBA.ORB getOrb ( ) {
return orb ;}
public St r ing getIOR ( ) {
return IOR ;}
}
Ce type de classe est exe´cute´ au sein d’un thread se´pare´ afin d’e´viter le blocage des applications
appelantes. Lorsqu’une application, comme les factory par exemple, lance ce type de classe, elle de´finit
le code suvant :
Appl i ca t ion servant=null ;
S ta r tApp l i c a t i on s t a r tApp l i c a t i on = new Sta r tApp l i c a t i on ( ) ;
org . omg .CORBA. Object obj = s t a r tApp l i c a t i on . getOrb ( )
. s t r i n g t o o b j e c t ( s t a r tApp l i c a t i on . getIOR ( ) ) ;
s t a r tApp l i c a t i on . s t a r t ( ) ;
s e rvant = Appl i ca t ionHe lper . narrow ( obj ) ;
Nous pouvons remarquer qu’un serveur retourne l’IOR de l’objet distribue´ active´ vers l’application
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appelante. Cette dernie`re l’utilise afin de cre´er un stub permettant d’envoyer des requeˆtes vers cet objet
distribue´. Ainsi, les factories, peuvent retourner la re´fe´rence d’un stub vers un type de composant sans
que ce dernier ne´cessite l’emploi du naming service.
Les classes d’imple´mentation
Une classe d’imple´mentation fournit le code qui va de´finir le comportement des composants, des
interfaces qu’ils fournissent et de leurs connecteurs. Ce type de classe e´tend le skeleton ge´ne´re´ par le
compilateur IDL (extension POA) et imple´mente les services de´clare´s dans les diffe´rentes interfaces IDL.
La classe suivante imple´mente un composant de type Server. Le prototype ge´ne`re automatiquement
une imple´mentation pour les me´thodes d’initialisation initSubComponents() et initConnectors(). Nous
pouvons remarquer que l’initialisation des connecteurs out utilise le me´canisme que nous venons de
pre´senter : l’IOR du connecteur out est retourne´e a` l’imple´mentation du composant de type Server qui
peut ensuite la re´soudre pour cre´er un stub lui permettant d’appeler la me´thode init() sur ce connecteur
out, de´sormais active´. Ce processus correspond a` ce que nous avons explique´ dans la section 3.3.3.
public class ServerImpl extends ServerPOA {
public void initSubComponents ( ) {
// No implementat ion because t h i s component
// type d o e s n t d e f i n e any subcomponents
}
public void i n i tConnec to r s ( ) {
Start l inkOut s ta r t l i nkOut = new Start l inkOut ( ) ;
org . omg .CORBA. Object obj = s ta r t l i nkOut . getOrb ( )
. s t r i n g t o o b j e c t ( s t a r t l i nkOut . getIOR ( ) ) ;
s t a r t l i nkOut . s t a r t ( ) ;
l inkOut l inkOut = l inkOutHelper . narrow ( obj ) ;
l inkOut . i n i t ( ) ;
}
}
4.4.2 Les classes outils
Le resolveur
Cette classe n’est pas ge´ne´re´e depuis le re´fe´rentiel mais constitue un outil autorisant les composants
et les connecteurs de´ploye´s a` re´soudre l’adresse du naming service de manie`re transparente.
public class Reso lver {
St r ing NSAddress ;
public Reso lver ( S t r ing NSAddress ) {
t h i s . NSAddress = NSAddress ;
}
public void runServerUDP ( ) throws Exception {
Mult i cas tSocket s e rve rSocke t = new Mult i cas tSocket (6000) ;
s e rve rSocke t . joinGroup ( InetAddress . getByName ( ”2 3 1 . 1 . 2 . 3 ”) ) ;
byte [ ] r ece iveData = new byte [ 2 0 ] ;
byte [ ] sendData = new byte [ NSAddress . getBytes ( ) . l ength ] ;
while ( true ) {
DatagramPacket r e ce ivePacke t = new DatagramPacket
( rece iveData , rece iveData . l ength ) ;
s e rve rSocke t . r e c e i v e ( r e ce ivePacke t ) ;
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St r ing sentence = new St r ing ( r e ce ivePacke t . getData ( ) ) ;
i f ( s entence . sub s t r i ng ( 0 , 9 ) . equa l s ( ”NSAddress ”) ) {
InetAddress IPAddress = rece ivePacke t . getAddress ( ) ;
int port = rece ivePacke t . getPort ( ) ;
sendData = NSAddress . getBytes ( ) ;
System . out . p r i n t l n ( sendData . l ength ) ;
DatagramPacket sendPacket = new DatagramPacket
( sendData , sendData . length , IPAddress , port ) ;





Le lancement du re´solveur peut s’effectuer de la manie`re suivante :
Reso lver r e s o l v e r = new Reso lver ( ” co rba loc : : 1 9 2 . 1 6 8 . 1 . 2 :2001
/NameService ”) ;
r e s o l v e r . runServerUDP ( ) ;
L’adresse corbaloc : :localhost :2001/NameService spe´cifie que le naming service s’exe´cute sur la
machine de´signe´ par l’adresse IP 192.168.1.2 et sur le nume´ro de port 2001.
L’explorateur de naming service
Nomme´e NSTool, cette classe est utilise´e par les composants et les connecteurs afin de lister les noms
d’objets distribue´s dont leur re´fe´rence a` e´te´ enregistre´e dans un naming service. NSTool fournit aussi
un service permettant de retourner la re´fe´rence d’un naming context.
La premier service fourni explore un naming context donne´ :
public Vector l i s tOb j e c t s ( S t r ing path , NamingContextExt NC, St r ing
name) {
Vector r e s u l t = new Vector ( ) ;
NamingContextExt naming = getNamingContext ( path ,NC) ;
Bind ingLis tHolder b l = new BindingLis tHolder ( ) ;
B ind ing I t e ra to rHo lde r b l I t= new Bind ing I t e ra to rHo lde r ( ) ;
naming . l i s t (10 , bl , b l I t ) ;
Binding b ind ings [ ] = bl . va lue ;
for ( int i=0 ; i < bind ings . l ength ; i++) {
int l a s t I x = bind ings [ i ] . binding name . length−1 ;
i f ( ( b ind ings [ i ] . binding name [ l a s t I x ] . id ) . compareTo (name) == 0){
r e s u l t . add ( b ind ings [ i ] . binding name [ l a s t I x ] . kind ) ;
}
}
return r e s u l t ;
}
Le second service renvoie la re´fe´rence du naming context correspondant a` un chemin d’acce`s donne´
ou` chaque module est se´pare´ par le caracte`re ”/” :
public NamingContextExt getNamingContext ( S t r ing path ,
NamingContextExt NC) {
NameComponent [ ] componentName=null ;
NamingContextExt naming=null ;
S t r ing name=”” ;
for ( int j=0 ; j<path . l ength ( ) ; j++) {
i f ( path . charAt ( j ) == / ) {
componentName = NC. to name (name+”. cont ”) ;
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naming = NamingContextExtHelper . narrow
(NC. r e s o l v e ( componentName ) ) ;









L’initialisation du naming service
Cette classe est ge´ne´re´e a` partir du re´fe´rentiel. Le prototype produit, pour chaque noeud rencontre´,
un naming context. La difficulte´ de cette taˆche re´side dans la ge´ne´ration des liens hie´rarchiques entre les
diffe´rents naming contexts. La technique utilise´e dans notre prototype est simple : une variable de type
NamingContext est de´clare´e a` chaque nouveau noeud rencontre´ et porte le nom du type de composant
qui lui est associe´. Les liens entre les contextes peuvent eˆtre ge´ne´re´s sur base de la connaissance du nom
du noeud parent. La me´thode suivante est appele´e de manie`re re´cursive a` chaque noeud :
void createContext (ComponentType node , F i l eCrea to r f i l e ) {
f i l e . wr i t e ( ” org . omg . CosNaming . NamingContext naming”+node
. getName ( ) +” ; ”) ;
f i l e . wr i t e ( ” org . omg . CosNaming . NameComponent [ ] nameComponent”+node
. getName()+ ”= new org . omg . CosNaming . NameComponent [ 1 ] ; ”) ;
f i l e . wr i t e ( ” nameComponent” + node . getName ( ) + ”[ 0 ] = new org . omg
. CosNaming . NameComponent ( ) ; ”) ;
f i l e . wr i t e ( ”nameComponent” + node . getName ( ) + ”[ 0 ] . id = ¨module ”
+ node . getName ( ) + ”¨ ; ”) ;
f i l e . wr i t e ( ”nameComponent” + node . getName ( ) + ”[ 0 ] . kind
= ¨cont ; ”) ;
i f ( node . getParent ( ) == null )
{
f i l e . wr i t e ( ”naming”+node . getName()+”=rootCtx . new context ( ) ; ”) ;
f i l e . wr i t e ( ” try {”) ;
f i l e . wr i t e ( ” rootCtx . b ind context (nameComponent” + node . getName ( )
+ ” , naming ” +node . getName ( ) +”) ; ”) ;




f i l e . wr i t e ( ” naming ” + node . getName()+”=naming”+node . getParent ( )
. getName ( ) + ”. new context ( ) ; ”) ;
f i l e . wr i t e ( ” try {”) ;
f i l e . wr i t e ( ” naming ” + node . getParent ( ) . getName ( ) + ”. b ind context
(nameComponent” +node . getName()+ ” , naming”+node . getName ( ) + ”) ; ”) ;
f i l e . wr i t e ( ” } catch ( Exception e ) { }”) ;
}
}
Cependant cette solution comporte une faille lorsque plusieurs types de composants posse`dent un
meˆme nom dans des contextes tout a` faits diffe´rents. En effet, notre prototype, dans ce cas, ge´ne´rerait
plusieurs attributs NamingContext de meˆme nom, ce qui est interdit en Java. Une autre solution est
d’ajouter un attribut de type NamingContext dans la classe ComponentType du me´tamode`le. Il suffirait
de`s lors de parcourir le re´fe´rentiel et de lier les attributs NamingContext entre eux selon les liens
hie´rarchiques existant entre les diffe´rents noeuds.
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Le de´ploiement d’un composant
Les classes de de´ploiement des composants ont pour roˆle de permettre le lancement, a` tout moment
du cycle de vie d’un syste`me, d’un composant d’un certain type. Le code ge´ne´re´ obtient la re´fe´rence
d’une factory capable d’instancier un composant d’un certain type et exe´cute les me´thodes d’initiali-
sation. Une classe spe´cifique, nomme´e runSystem.java, est ge´ne´re´e par le prototype et est utilise´e pour
l’amorc¸age du syste`me.
L’exemple ci dessous repre´sente une partie de code contenue dans une classe de de´ploiement ge´ne´re´e
par notre prototype permettant de de´ployer un type de composant Application.
try {
NameComponent [ ] nameFactory = new NameComponent [ 1 ] ;
nameFactory [ 0 ] = new NameComponent ( ” f a c t o ryApp l i c a t i on ” ,
( S t r ing ) gui . getCombo ( ) . g e tSe l e c t ed I t em ( ) ) ;
NamingContextExt naming = ns . getNamingContext ( ”moduleAppl icat ion /”
, rootCtx ) ;
FactoryAppl i cat ion f a c t o ry ;
f a c t o ry = FactoryAppl i cat ionHe lper . narrow ( naming . r e s o l v e (name
Factory ) ) ;
App l i ca t ion in s t anc e = fa c t o ry . c r e a t eApp l i c a t i on ( ) ;
i n s t anc e . initSubComponents ( ) ;
i n s t anc e . i n i tConnec to r s ( ) ;
}
catch ( Exception ex ) {
ex . pr intStackTrace ( ) ;
}
ou` la se´quence d’instruction (String)gui.getCombo().getSelectedItem() retourne une adresse IP choisie
par l’utilisateur depuis une interface graphique.
4.5 De´ploiement
Nous venons de de´tailler les diffe´rentes e´tapes de fonctionnement de notre prototype. Dans cette
section, nous allons montrer comment de´ployer un syste`me a` partir des classes ge´ne´re´es par le prototype.
Voici dans l’ordre, la succession des taˆches a` exe´cuter pour de´ployer l’application client-serveur dont
l’architecture a e´te´ de´finie en MADL :
1. Lancement du naming service sur un ordinateur du re´seau en spe´cifiant un numero de port.
Nous avons choisi le port 2001.
2. Exe´cution du re´solveur sur un ordinateur quelconque du re´seau.
3. Initialisation du naming service. Cette classe peut eˆtre exe´cute´e a` partir de n’importe quelle
machine.
4. Lancement des serveurs he´bergeant les diffe´rentes factories. Il s’agit des classes StartFacto-
ryApplication.java, StartFactoryClient.java et StartFactoryServer.java. Ces classes sont exe´cute´es
selon les informations contenues dans une matrice de de´ploiement.
5. Amorc¸age du syste`me en exe´cutant la classe RunSystem.java.
6. De´ploiement d’un composant de type client en exe´cutant la classe DeployClient.java
Le syste`me s’initialise par re´cursivite´ comme nous l’avons explique´ dans le chapitre pre´ce´dent.
Lorsque nous de´ployons un composant de type Client, une interface graphique propose a` l’utilisateur de
choisir la machine sur laquelle ce nouveau composant doit eˆtre cre´e´. Cette interface graphique ressemble
a` ceci :
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Fig. 4.2 – De´ploiement d’un composant de type Client.
Pour tester le syste`me il suffit de fournir une imple´mentation pour le service reverse() de´fini dans
l’interface Business et d’ajouter l’instruction suivante dans le classe de de´ploiement du client :
i n s t anc e . l i n k ( ) . r e v e r s e ( ”une cha ıˆne a` r enve r s e r ”) ;
Nous aurions pu ge´ne´rer des interfaces graphiques d’utilisation des services fournis par un composant.
Cependant, cela n’est pas l’objectif de ce me´moire.
4.6 Conclusion
Dans le chapitre pre´ce´dent, nous avons e´labore´ des pistes de solutions permettant de doter une
spe´cification d’architecture de certains me´canismes. Ces me´canismes de´finissent le comportement des
composants d’un syste`me et fournit des moyens qui autorisent leur interconnexion. Le de´veloppement
de ce prototype montre qu’il est possible, a` partir du me´tamode`le de´fini, d’imple´menter ces me´canismes






De plus en plus d’applications re´parties ne´cessitent une exe´cution continue 24 heures sur 24. Lorsque
ces applications doivent eˆtre arreˆte´es, pour des raisons de maintenance par exemple, des couˆts tre`s im-
portants peuvent eˆtre engendre´s. Ces couˆts sont lie´s a` l’arreˆt de l’application, a` l’installation de nouvelles
versions ou encore aux difficulte´s de les faire e´voluer.
L’enjeu de la reconfiguration dynamique est de re´pondre a` cette proble´matique en fournissant des
me´canismes permettant de faire e´voluer ou de modifier une application au cours de son exe´cution.
[12] de´finit la reconfiguration dynamique d’applications re´parties comme un ensemble de change-
ments apporte´s a` une application re´partie pendant son exe´cution. Les modifications peuvent eˆtre de
quatre sortes :
* Modifications structurelles ayant pour but de modifier la structure d’une application. Il s’agit
par exemple d’ajouter un composant ou de supprimer une connexion.
* Modifications ge´ographiques d’une application visant a` changer la distribution des composants.
* Modifications de mise en oeuvre d’un composant. Ces modifications peuvent par exemple rem-
placer le code d’imple´mentation d’un composant a` son exe´cution.
* Modifications des services fournis par un composant. Ce type de changement permet d’ajouter
un nouveau service ou de modifier la signature d’un service fourni par un certain composant par
exemple.
L’objectif de ce chapitre est de proposer des me´canismes de reconfiguration de la structure d’une
architecture de´finie en MADL. Nous e´tudierons donc uniquement le premier type de changement. Nous
allons tout d’abord de´terminer les proble`mes ge´ne´raux lie´s a` la reconfiguration dynamique de la structure
d’une application. Ensuite, nous pre´sentons brie`vement les approches existantes en matie`re de reconfigu-
ration structurelle. Nous proposons une solution de reconfiguration pour le langage MADL. Finalement
nous critiquons nos re`gles de mapping dans le cadre de la mise en oeuvre de certaines reconfigurations.
77
5.2 Les proble`mes ge´ne´raux
Fournir des me´canismes de reconfiguration ne´cessite la prise de conscience des proble`mes engendre´s
par une reconfiguration. C’est pourquoi [13] distingue quatre proble`mes ge´ne´raux lie´s a` la reconfiguration
dynamique d’une architecture. Nous passons ici en revue ces quatre proble`mes.
5.2.1 Modification des re´fe´rences
Pour qu’un composant puisse communiquer avec un autre, il faut qu’il posse`de sa re´fe´rence. Or, lors
d’une reconfiguration d’une connexion, cette re´fe´rence est susceptible d’eˆtre modifie´e pour permettre a`
ce composant de communiquer avec un nouveau composant. Les me´canismes de reconfiguration doivent
eˆtre capables de mettre a` jour ces re´fe´rences pendant l’exe´cution d’une application.
Dans le cadre du langage MADL, cela signifie que les me´canismes de reconfiguration doivent eˆtre
capables de mettre a` jour les re´fe´rences des connecteurs out de´tenus par les connecteurs in.
5.2.2 Gestion des messages en transit
Lorsque certains composants sont supprime´s, certains messages qui leur e´taient destine´s avant leur
suppression peuvent rester en transit dans les canaux de communication. La reconfiguration dynamique
doit pouvoir re´cupe´rer ces messages et assurer que leur ordre d’arrive´e ne soit pas modifie´.
5.2.3 Pre´servation de l’e´tat d’un composant
Lorsqu’un composant est supprime´, il se trouve dans certain e´tat. Un e´tat de´signe l’ensemble des
informations internes a` un composant permettant son bon fonctionnement. Les me´canismes de reconfigu-
ration doivent eˆtre capables de restituer l’e´tat d’un composant supprime´ vers de nouveaux composants
ajoute´s afin qu’ils puissent commencer leur exe´cution dans un e´tat cohe´rent par rapport au reste de
l’application.
5.2.4 Validation des changements
Lors de l’exe´cution d’un me´canisme de reconfiguration, il faut s’assurer que l’application reste co-
he´rente. En ce qui concerne MADL, cela signifie que les contraintes lie´es aux structures du langage
doivent eˆtre ve´rifie´es et valide´es avant de pouvoir appliquer une reconfiguration. Par exemple, l’ajout
d’un nouveau composant ne peut s’exe´cuter que si le nombre de composants de´ja` pre´sents est infe´rieur
a` la cardinalite´ maximum de l’ensemble d’instances.
5.3 Les approches existantes
Dans [13], une e´tude bibliographique est mene´e et met en e´vidence trois recherches inte´ressantes
proposant des solutions pour la reconfiguration dynamique d’applications re´parties. Il s’agit de CONIC,
POLYLITH et ARGUS. Nous pre´sentons dans cette section ces trois approches de base.
5.3.1 CONIC
CONIC permet la construction d’applications re´parties sur base d’un mode`le de composants et d’un
langage de configuration visant a` de´crire une application comme un assemblage de composants.
CONIC utilise un configurateur qui, a` partir d’ordres de reconfiguration, de la description structu-
relle de l’application et des structures d’exe´cution, est capable de modifier les interconnexions courantes
et de modifier l’e´tat des composants. Le configurateur permet aussi d’installer les diffe´rents composants
sur des sites et de cre´er les connexions entre eux. Il utilise pour cela des primitives, qui peuvent aussi
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eˆtre utilise´es a` des fins de reconfiguration.
CONIC permet uniquement le changement de la structure d’une application a` partir des quatre
primitives suivantes :
* link : cre´e une connexion entre deux composants.
* unlink : de´truit une connexion entre deux composants. CONIC s’assure que les canaux de com-
munication sont vides avant de de´connecter deux composants.
* add : ajoute un nouveau composant. Ce dernier est conside´re´ comme isole´ lors de son ajout et
n’implique donc aucune ve´rification a` la reconfiguration.
* remove : de´truit un composant existant. Cette manipulation impose au configurateur de ve´rifier
qu’aucun message, concernant ce composant, n’est en transit sur le re´seau de communication.
L’algorithme de reconfiguration de´fini par CONIC repose sur la de´finition d’e´tats abstraits de com-
posants. Un composant peut posse´der trois e´tats abstraits :
* actif : le composant fonctionne normalement, peut ge´ne´rer des requeˆtes et en traiter.
* passif : le composant ne peut plus exe´cuter de requeˆtes et aucune requeˆte dont il est l’initiateur
n’est en cours. Il peut cependant en recevoir. Dans cet e´tat, le canal de communication de sortie
est vide.
* gele´ : dans cet e´tat, le composant est bloque´. Tous les canaux de communication lie´s a` ce compo-
sant sont vides. Cet e´tat ne´cessite que tous les composants qui lui sont connecte´s soient dans un
e´tat passif.
Le configurateur peut forcer un composant a` passer a` un de ces e´tats via les primitives activate,
passivate et freeze. L’algorithme de validation d’un ordre de configuration revient donc a` de´terminer
l’ensemble des composants a` faire passer dans l’e´tat passif ou gele´ afin de pouvoir effectuer cette recon-
figuration. Par exemple, un ordre de suppression d’une connexion impose a` tous les composants qui en
font partie d’eˆtre gele´s.
Cette approche peut repre´senter un inconve´nient lorsque trop de composants doivent passer a` l’e´tat
passif afin d’exe´cuter un ordre de reconfiguration. C’est le cas lorsqu’il existe trop de de´pendances entre
les composants.
5.3.2 POLYLITH
POLYLITH se base sur un MIL (Langage d’Interconnexions de Modules) afin de ge´ne´rer des appli-
cations re´parties. Son approche est diffe´rente de celle adopte´e par CONIC car elle de´finit dans chaque
composant des informations permettant sa reconfiguration. De plus, les me´canismes de reconfiguration
sont imple´mente´s, non plus dans un configurateur, mais dans le bus de communication, ce qui facilite
l’interception des messages en transit. Les types de changement supporte´s sont la modification de struc-
ture et d’imple´mentation.
La pre´servation de l’e´tat d’un composant est en fait a` la charge du programmeur. Un composant
reconfigurable doit imple´menter une fonction d’encodage et de de´codage. La fonction d’encodage vise a`
sauvegarder, sous un format choisi par le programmeur, l’e´tat du composant. La fonction de de´codage
permet a` un autre composant de de´coder un e´tat sauvegarde´ afin de pre´server l’e´tat d’un composant
supprime´ par exemple.
L’algorithme de reconfiguration imple´mente´ par POLYLITH bloque les canaux de communication
afin de permettre l’exe´cution des ordres de reconfiguration. La notion d’e´tat abstrait n’est pas ne´cessaire
vu que la gestion de la reconfiguration s’ope`re au niveau du bus de communication qui est capable
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d’intercepter tous les messages en transit avant de bloquer un canal de communication. La gestion des
re´fe´rences est aussi a` la charge du bus de communication. L’avantage re´side dans le fait qu’uniquement
les canaux de communication concerne´s sont bloque´s.
5.3.3 ARGUS
ARGUS est outil de ge´ne´ration d’applications re´parties ge´rant des informations persistantes avec
acce`s concurrents. Son approche se diffe´rentie des deux pre´ce´dentes dans le sens que les me´canismes de
reconfiguration sont fournis par un syste`me d’exploitation fonctionnant sur base de proprie´te´s transac-
tionnelles.
ARGUS ne ne´cessite pas le blocage des composants ou des canaux de communication car il utilise
le syste`me de transaction pour garder le syste`me dans un e´tat cohe´rent. Le retour en arrie`re est utilise´
pour reconfigurer une application en se basant sur le concept d’action. Une action est une transaction,
une partie de code qui s’exe´cute comple`tement ou pas du tout (proprie´te´ d’atomicite´). Les actions s’exe´-
cutent de manie`re se´rialise´e. ARGUS permet d’ajouter, de supprimer ou remplacer un composant.
Reconfigurer une application avec ARGUS revient a` annuler les transactions non encore valide´es.
Les composants sont ensuite modifie´s a` partir d’un e´tat qui est cohe´rent (garanti par la proprie´te´
d’atomicite´) en fonction de l’exe´cution des primitives de reconfiguration. Cet aspect de la reconfiguration
peut eˆtre utilise´ pour la gestion de la tole´rance aux pannes. Cependant, ce syste`me impose un mode`le
de programmation spe´cifique qui n’est pas utilisable par toutes les applications.
5.4 Solutions de reconfiguration pour le langage MADL
Dans cette section, nous nous inspirons de notre recherche bibliographique pour e´laborer des me´-
canismes de reconfiguration dynamique dans le cadre de la de´finition du langage MADL. Malgre´ que
ARGUS posse`de de nombreux avantages, nous nous inspirerons uniquement des deux premie`res me´-
thodes vu que notre approche conceptuelle de de´ploiement d’une application MADL ne fournit aucune
proprie´te´ transactionnelle.
Notre solution s’inspire donc en partie de CONIC et POLYLITH en s’adaptant aux re`gles de map-
ping de´gage´es lors du chapitre 3. Nous apportons ensuite une critique de ces re`gles de mapping dans le
cadre de la mise en oeuvre de me´canismes de reconfiguration dynamique. Nous essayerons finalement
d’apporter des solutions aux limitations lie´es a` cette critique.
5.4.1 Principe de reconfiguration dynamique
Notre approche emprunte a` CONIC l’ide´e du configurateur et a` POLYLITH le concept d’encodage
et de de´codage de l’e´tat d’un composant. Cependant nous adaptons la notion de configurateur au me´-
canisme de composition d’architecture pour mettre en e´vidence l’originalite´ de notre approche.
Chaque composant composite est en fait un configurateur responsable de configurer l’ensemble des
composants et des connexions qu’il contient. Comme dans CONIC, un composant composite posse`de
une repre´sentation des structures d’exe´cution qui sont propres a` son contexte. Par exemple, le compo-
sant Application posse`de une repre´sentation des connexions qui existent entre un Client et un Server.
Cette repre´sentation est utilise´e par le configurateur pour permettre l’exe´cution des primitives de recon-
figuration. Cette repre´sentation contient aussi les re´fe´rences vers les sous-composants. C’est ainsi que la
distribution d’un type de composant en objet re´parti prend tout son sens.
L’avantage de ce type de configurateur se trouve dans la distribution de la complexite´ lie´e a` une
reconfiguration structurelle. En effet, au lieu d’eˆtre a` la charge d’une seule entite´, les me´canismes de
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reconfiguration sont encapsule´es dans chaque composant composite du syste`me, ce qui permet aussi une
granularite´ plus fine de la reconfiguration.
Chaque composant composite imple´mente les quatre primitives de reconfiguration suivantes : link,
unlink, add et remove. Ces quatre primitives de reconfiguration peuvent aussi eˆtre utilise´es pour
configurer des composants a` leur de´ploiement.
Passons maintenant en revue les quatre proble`mes ge´ne´raux lie´s aux reconfigurations structurelles
et les me´canismes que nous de´finissons pour exe´cuter ces reconfigurations. Nous supposons aussi qu’un
configurateur se´rialise l’exe´cution des ordres de reconfiguration qu’il rec¸oit.
5.4.2 Gestion des messages en transit
L’exe´cution des primitives de reconfiguration ne peut s’effectuer que si le configurateur est capable
de bloquer les canaux de communication des composants implique´s dans la reconfiguration. Nous pro-
posons ici deux me´thodes diffe´rentes inspire´es respectivement des approches de CONIC et POLYLITH.
La premie`re me´thode consiste a` de´finir des e´tats abstraits de composants (actif, passif et gele´). Dans
ce cas, le configurateur exe´cute un algorithme de blocage des canaux de communication avant d’effec-
tuer les ordres de reconfiguration. Chaque composant imple´mente les me´thodes activate(), passivate()
et freeze() de´finies dans leur interface IDL. Ces me´thodes sont donc accessibles a` distance et peuvent
eˆtre exe´cute´es par le composite.
Dans la seconde me´thode, le blocage des canaux de communication sont a` la charge des entite´s
qui ge`rent la distribution des messages. Cette me´thode n’est applicable que lorsque la distribution des
messages est imple´mente´e a` l’aide d’event channels qui garantissent la distribution de tous les messages.
Cette solution laisse au configurateur le soin de bloquer les communications a` partir des event channels
lie´s aux connexions faisant l’objet d’une reconfiguration. Avant chaque reconfiguration, les canaux,
de´finis dans l’event channel et qui sont propres aux composants reconfigure´s, sont temporairement
bloque´s.
5.4.3 Modification des re´fe´rences
L’exe´cution des primitives link et unlink ne´cessitent la mise a` jour des re´fe´rences contenues dans
les connecteurs in des composants de´finissant des interfaces clientes. Afin d’exe´cuter ces ordres de re-
configuration, chaque connecteur in imple´mente une me´thode supple´mentaire nomme´e reset (). Cette
me´thode a pour but d’effacer les re´fe´rences contenues dans un connecteur in. De plus, la signature de
la me´thode d’initialisation doit eˆtre modifie´e pour permettre au composant composite de reconfigurer
l’ensemble des re´fe´rences a` distance. Ainsi l’ope´ration init() prend un argument supple´mentaire : un
ensemble de chaˆınes de caracte`res de´signant le nom des composants connecte´s.
Supposons qu’une connexion, nomme´e link, existe entre un composant c1 et s1. Le configurateur a




Le configurateur a exe´cute pour cela les actions suivantes :
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* Effacement des re´fe´rences dans le connecteur in de c1 en exe´cutant la me´thode reset().
* Re´initialisation des re´fe´rences du connecteur in en exe´cutant la me´thode init(s2,s3).
Les canaux de communication lie´s aux composants c1 et s1 doivent eˆtre bloque´s pour que ces
primitives de reconfiguration puissent eˆtre exe´cute´es.
5.4.4 Pre´servation de l’e´tat d’un composant
La pre´servation de l’e´tat d’un composant peut eˆtre garantie comme dans POLYLITH. Ainsi chaque
composant imple´mente deux me´thodes supple´mentaires : code() et uncode(). L’imple´mentation du co-
dage et de´codage de l’e´tat d’un composant est bien suˆr laisse´e au programmeur. Dans notre approche,
le composant composite code l’e´tat d’un composant avant de le supprimer. Il transfe`re cet e´tat vers un
nouveau composant sur lequel la me´thode de de´codage est exe´cute´e.
5.4.5 Validation des changements
Le composant composite doit eˆtre capable de ve´rifier certaines contraintes avant de valider un ordre
de reconfiguration. La repre´sentation des structures d’exe´cution de´finie dans chaque configurateur est
comple´te´e des contraintes leur e´tant associe´es. C’est ainsi qu’un composant composite connaˆıt :
* les cardinalite´s minimum et maximum des ensembles d’instances faisant partie de cette repre´-
sentation.
* les cardinalite´s minimum et maximum des contrats faisant partie de cette repre´sentation.
Lorsqu’un configurateur rec¸oit un ordre de configuration, il ve´rifie si aucune des contraintes n’est
susceptible d’eˆtre viole´e par l’exe´cution de cet ordre, auquel cas ce dernier se verrait annule´.
5.4.6 Interface de reconfiguration
Si la distribution des me´canismes de reconfiguration est bien effectue´e sur l’ensemble des composites
d’une application, un moyen central d’acce`s a` tous ces points de reconfiguration doit cependant eˆtre
de´fini.
Nous allons pour cela utiliser les de´pendances hie´rarchiques qui existent entre les composants d’un
syste`me. En effet, chaque composant est capable de renvoyer la re´fe´rence de ses sous-composants. A
partir de la re´fe´rence racine d’une application, il est donc possible d’acce´der a` l’ensemble des points de
reconfigurations du syste`me.
Le composant d’amorc¸age d’un syste`me (la classe RunSystem dans le chapitre 4) est la seule entite´
a` connaˆıtre la re´fe´rence du composant racine e´tant donne´ que c’est ce composant qui de´marre le de´-
ploiement et la cre´ation de l’ensemble des composants. Configurer une application ne´cessite donc l’acce`s
a` la re´fe´rence de ce composant d’amorc¸age. La solution est d’enregistrer ce composant dans le naming
service sous un nom respectant une convention spe´cifique. Le programme suivant reconfigure le contenu
du composant racine Application :
BootstrapComponent b = nameService . r e s o l v e ( ”BootstrapComponent ”) ;
App l i ca t ion app l i c a t i on = b . getRootComponent ( ) ;
a pp l i c a t i o n . addComponent ( ”Server ” , ” s2 ”) ;
a pp l i c a t i o n . un l ink ( ” l i n k ” , ”c1 ” , ” s1 ”) ;
a pp l i c a t i o n . l i n k ( ” l i n k ” , ”c1 ” , ” s2 ”) ;
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5.5 Les limites des re`gles de mapping
Nous venons de de´finir des me´canismes de reconfiguration capables de modifier les structures d’exe´-
cution d’un syste`me a` son exe´cution, c’est a` dire les instances et les connexions qui peuvent exister entre
elles. Cependant, notre configurateur n’est pas capable de connecter une instance avec un nouveau type
de composant. Prenons l’exemple d’une description d’architecture qui spe´cifie une instance a de type
A connecte´e a` une instance b de type B graˆce au connecteur link. Il serait impossible au configurateur
d’exe´cuter l’ordre de reconfiguration suivant : link(”link”,”a”,”c”) ou` c repre´sente une instance de type
C. Une autre limite concerne l’ajout de nouveaux types de composants au sein d’un composite.
Cette proble´matique provient des limites de notre de´marche e´labore´e au chapitre 3. Pour invoquer
une ope´ration sur un objet, un composant doit faire appel, et eˆtre lie´ statiquement, au stub corres-
pondant. Dans notre cas, nous ge´ne´rons, a` partir des interfaces IDL, tous les stubs permettant aux
composants d’utiliser les connexions potentielles de´finies dans la description d’architecture. Cependant,
un composant ne peut pas communiquer avec d’autres types de composants car ils ne sont pas lie´s aux
stubs correspondants. Si nous reprenons notre exemple ci dessus, nous constatons que le configurateur
ne peut exe´cuter cet ordre car a ne posse`de pas de stubs afin d’exe´cuter des appels de me´thodes sur c.
Dans la suite de cette section, nous utilisons Fractal RMI comme point de re´fe´rence pour apporter
une solution a` cette proble´matique.
5.5.1 Fractal RMI
Fractal RMI[14] est un ensemble de composants Fractal qui fournissent des factories afin de cre´er des
liens distribue´s entre des composants Fractal. Fractal RMI fournit un composant de gestion de proto-
coles, un composant de liaison et une factory de ge´ne´ration de stubs pour exe´cuter les appels a` distance
entre les composants Fractal.
Chaque interface d’un composant Fractal est un point accessible a` distance. Le composant d’amor-
c¸age est lui-meˆme accessible a` distance. Ce composant fournit une factory pouvant eˆtre invoque´e a`
distance pour de´ployer et instancier des composants sur diffe´rents sites. Fractal RMI posse`de un lan-
gage ADL qui permet de repre´senter la description d’une architecture sous forme d’arbre et de noeuds
virtuels. Ces noeuds sont ensuite parse´s pour de´ployer, instancier et lier les composants entre eux.
Nous pouvons constater qu’il existe une certaine similitude entre l’approche adopte´e par Fractal
RMI et les solutions de de´ploiement que nous avons mises en oeuvre dans les chapitres pre´ce´dents. Il
est de`s lors inte´ressant d’observer de plus pre`s les me´canismes utilise´s par Fractal RMI pour distribuer
les liens entre composants.
Comme nous pouvons le voir sur la figure suivante, Fractal RMI utilise des factories de stubs et
des factories de skeletons afin de cre´er dynamiquement les classes correspondant aux stubs et skeletons
d’une nouvelle interface exporte´e durant l’exe´cution. Ces factories se basent sur ASM[15] qui est un
environnement de manipulation de code Java utilise´ pour ge´ne´rer des classes dynamiquement ou pour
modifier des classes en cours d’exe´cution. Ainsi les stubs et skeletons ne doivent pas eˆtre ge´ne´re´s de
manie`re statique.
5.5.2 Solution : Cre´ation dynamique de stubs
En nous basant sur le mode`le adopte´ par Fractal RMI, nous pouvons re´soudre notre proble`me en
fournissant des me´canismes de ge´ne´ration dynamique de stubs. Cela peut s’effectuer par l’interme´diaire
d’une factory de stubs qui est capable de ge´ne´rer un stub responsable d’un type d’objet re´parti avant
de le charger en me´moire. Ensuite le configurateur doit eˆtre capable de changer l’imple´mentation d’un
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Fig. 5.1 – Architecture du mode`le Fractal RMI.
composant pendant son exe´cution afin qu’il puisse utiliser les stubs qui viennent d’eˆtre ge´ne´re´s.
Si nous reprenons notre petit exemple expose´ au de´but de cette section, le me´canisme de reconfigu-
ration serait le suivant :
* Le configurateur ge´ne`re, via la factory, un stub capable d’envoyer des requeˆtes vers c.
* Le configurateur modifie la classe repre´sentant l’objet a et ajoute un attribut repre´sentant le stub.
* Le configurateur exe´cute l’ordre de reconfiguration comme nous l’avons explique´.
Cette solution est uniquement conceptuelle et pourrait faire l’objet d’une e´tude entie`re spe´cifique.
C’est pourquoi nous n’irons pas plus loin dans les de´tails.
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Conclusion
Ce me´moire repre´sente bien une contribution a` la de´finition et au de´veloppement du langage MADL.
En effet, nous avons, d’une part, associe´ une des se´mantiques possibles aux structures du langage et,
d’autre part, valide´ les choix conceptuels ope´re´s a` travers une e´tude de cas. Cette e´tude de cas, consis-
tant a` e´laborer des pistes de Mapping vers le middleware Corba, a non seulement valide´ les diffe´rentes
se´mantiques attribue´es aux concepts du langage mais a aussi permis de fournir a` MADL des me´canismes
de de´ploiement d’une architecture sur un syste`me distribue´.
Ces me´canismes reposent essentiellement sur la composition hie´rarchique et la localisation de com-
posants a` travers des services de nommage. En effet, notre approche dote les composants composites
d’un roˆle important dans le de´ploiement et la re´configuration d’une architecture. En plus de repre´-
senter un moyen de de´finition de diffe´rents niveaux d’abstraction, ils de´ploient les sous-composants a`
l’initialisation de l’application et permettent de reconfigurer ces sous-composants a` l’exe´cution. L’uti-
lisation de naming services et factories jouent un pre´cieux roˆle dans l’instanciation des composants a`
distance et dans la localisation des connecteurs permettant de mettre les composants en communication.
En de´velopant un prototype d’imple´mentation en Java, nous avons prouve´ que nos diffe´rentes so-
lutions e´taient tout a` fait re´alisables et nous avons valide´ notre contribution au de´veloppement de MADL.
Le dernier chapitre apporte sa contribution sur le plan de la reconfiguration dynamique, qui est
une caracte´ristique de plus en plus e´tudie´e par les concepteurs de syste`mes distribue´s afin de limiter
les couts lie´s a` leur maintenance. Certains aspects de la reconfiguration dynamique nous ont permis de
constater que notre approche comportait des limites. Ces limites peuvent eˆtre contourne´s par ge´ne´ration
dynamique de stubs au sein des composants.
Cependant, ce me´moire repre´sente uniquement une premie`re approche consistant plutoˆt a` re´soudre
les proble`mes ge´ne´raux rencontre´s lorsque l’on de´finit un langage de description d’architecture. C’est
ainsi que ce travail pourrait eˆtre utilise´ comme input a` d’autres travaux plus spe´cifiques. Il pourrait par
exemple s’agir de :
* Fournir une spe´cification comple`te du language en termes de se´mantique et d’imple´mentation
vers un langage de programmation particulier. Un tel travail pourrait servir de re´fe´re´nce pour le
de´veloppement d’un compilateur.
* Elaborer des solutions permettant la ge´ne´ration dynamique de stubs et le remplacement
de code a` l’e´xecution d’un composant. En effet, au cours du dernier chapitre, nous avons uni-
quement pre´sente´ une solution conceptuelle. Celle-ci pourrait eˆtre valide´e et complete´e par une
e´tude supple´mentaire. Ce me´moire pourrait aussi eˆtre utilise´ pour imple´menter nos solutions de
reconfiguration dynamique afin d’en e´valuer les performances.
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