ABSTRACT. Laxton introduced a group structure on the set of equivalence classes of linear recurrence sequences of degree two. This result yields much information on the divisibilities of such sequences. In this paper, we introduce other equivalence relations for the set of linear recurrence sequences (Gn) which are defined by G 0 , G 1 ∈ Z and Gn = T G n−1 − N G n−2 for fixed integers T and N = ±1. The relations are given by certain congruences modulo p for a fixed prime number p which are different from Laxton's without modulo p equivalence relations. We determine the initial terms G 0 , G 1 of all the representatives of the equivalence classes (Gn) satisfying p ∤ Gn for any integer n, and give the number of the equivalence classes. Furthermore, we determine the representatives of Laxton's without modulo p classes from our modulo p classes.
Introduction. Let f (X) = X
2 − T X + N ∈ Z [X] , N = ±1 be a polynomial whose roots θ 1 and θ 2 are not roots of unity. Then θ 1 and θ 2 are units of a certain real quadratic field. Let d := T 2 − 4N be the discriminant of f (X). We consider linear recurrence sequences G = (G n ) n∈Z defined by
If G 0 = a, G 1 = b, then we denote it by G = (G(a, b)). We call F = (F n ) = (G(0, 1)) and L = (L n ) = (G(2, T )) the Lucas sequence and the companion Lucas sequence, respectively. We fix a prime number p. It is well-known that the sequence (G n mod p) is periodic for any G = (G n ) defined by (1.1). Let r(p) be the rank of the Lucas sequence F = (F n ). Namely, it is the smallest positive integer n satisfying p|F n . We can easily check r(2) = 2 if T is even, and r(2) = 3 if T is odd. We can easily show that the first relation ∼ p is an equivalence relation for the set X p (f ). Furthermore, we can show that the second relation ∼ p * is also an equivalence relation for the set X p (f ) (cf. [2,
Lemma 9]) by using the following lemmas. , 1) ) (the Lucas sequence) and get the following lemma.
Lemma 1. Let G = (G n ) and G
′ = (G (G ′ n ) (or (G n )∼ p * (G ′ n )) and p ∤ G n for any n ∈ Z, then we have p ∤ G ′ n for any n ∈ Z. For any G = (G n ) ∈ X p (f ) satisfying p|G ν for some ν ∈ Z, we have F 1 G ν ≡ 0 ≡ G ν+1 F 0 (mod p). Therefore, we have G∼ p * F = (G(0
Lemma 3. We have
For any integer G that is not divisible by p, we denote an inverse element modulo p by
We call the sequence (g n ) the second sequence of G. In particular, we denote the second sequence of the Lucas sequence F by (f n ).
We will show in §2, the second sequences (g n ) have the periods which divide r(p) (Proposition 1). In §3, we will show the following theorems by using Proposition 1. These theorems are generalizations of our previous results in the case T = 1,
Theorem 1. We have
Y p (f ) = {(G(a, 1)) | 1 ≤ a ≤ p − 1, a ̸ = f 1 , · · · , f r(p)−2 } and |Y p (f )| = p + 1 − r(p).
Theorem 2. Assume p ̸ = 2 and put s(p)
satisfying the following conditions.
(1) For the sequence (G n ) = (G(α i , 1)), we have p ∤ G n for any n ∈ Z. (2) Let A i be the second sequence of (G(α i , 1)). Then we have
In the case p = 2, we have
In §4, we will explain the relation between our "modulo p" equivalence classes and Laxton's "without modulo p" equivalence classes [6] . He introduced a commutative group structure on certain sets of equivalence classes G(f ) and G * (f ). We will show that the certain subsets of X p (f ) and X * p (f ) have the same group structures and isomorphic to finite quotient groups of G(f ) and G * (f ) (Theorem 4). From these facts, by using our theorems, we can give the representatives of Laxton's quotient groups. In §5, we give some examples.
Mod p Equivalence Classes.

Lemma 4. Assume
G = (G n ), G ′ = (G ′ n ) ∈ X p (f ). If G ∼ p G ′ (or G∼ p * G ′ ) and p ∤ G n for any n ∈ Z.
Then we have
by Lemma 2, we get p | G ℓ . This contradicts the assumption. We can show similarly the assertion for the case G∼
From the above lemma, we know that the set Y p and Y * p in §1 are well-defined. Next, we will show that any second sequence has the period dividing r(p). Let G = (G n ) be a linear recurrence sequence defined by (1.1). Then we have
From (2.1), we can show the following lemma.
Lemma 5. Let G = (G n ) be a linear recurrence sequence defined by (1.1). For any n, m ∈ Z, we have
.
In the same way, we get B(−θ
□
We can show the following lemma by induction on n.
Lemma 6. Let G = (G n ) be a linear recurrence sequence defined by (1.1). For any n ∈ Z, we have
Assume that G = (G n ) ∈ X p (f ) satisfies p|G ν for some ν ∈ Z. Since the sequence (G n mod p) is periodic, there exists the integer r(G, p) such that p|G n if and only if r(G, p)|n − ν. We have the following lemma easily.
Proof. The assertion follows from the fact that p ∤ G 0 or p ∤ G 1 and Lemma 2, Lemma 6. □
The next proposition asserts that the second sequences (g n ) have the periods which divide r(p).
Proof.
(1) We will show the assertion for two cases. First, we assume that p ∤ G n for any n ∈ Z. By the definition of the second sequence, we have g n = g m if and only if
By the recurrence formula (1.1) and Lemma 6, we have
By the assumption Λ(G) ̸ ≡ 0 (mod p), we conclude that g m ≡ g n if and only if m ≡ n (mod r(p)). We get the proof of the case.
Secondly, we consider the case that p|G ν for some ν ∈ Z. We assume that g m = ∞ (that is, p|G m+1 ). Then we have g n = ∞ if and only if m ≡ n (mod r (G, p) ). From now on, we assume that g m ̸ = ∞ (that is, p ∤ G m+1 ). We consider two subsequences of (G n mod p):
and J = (J n ) be the linear recurrence sequences defined by (1.1) with I 0 = g m , J 0 = g n and I 1 = J 1 = 1. We can denote the above two subsequences (2.3) by 
and
Hence we get (2.5) G, p) ). On the other hand, we know that
, and hence g m = g n since 0 ≤ g m , g n ≤ p − 1. By using lemma 7, we can prove the case.
(2) In this case, we have p ∤ G n for any n ∈ Z from Lemma 8. Due to the periodicity of (G n mod p), it is sufficient to consider n ≥ 0. First, we will show that g 1 ≡ g 0 (mod p). We have
On the other hand, since Λ(G) ≡ 0 (mod p), we have
and hence g 0 ≡ (T − N g 0 ) −1 (mod p). We get g 1 ≡ g 0 (mod p). Next, we assume that g k = g 0 holds for any positive integers k less than n + 1. Then we have
Definition. Let G ∈ X p (f ) and (g n ) be the second sequence of G. We call the period r(G) of (g n ) the second period of G.
By Proposition 1, we have the following corollary.
Corollary 1. For G ∈ X p (f ), let r(G) be the second period of G. Then we have
r(G) = { r(p) if Λ(G) ̸ ≡ 0 (mod p), 1 if Λ(G) ≡ 0 (mod p).
Proofs of theorems.
In this section, we prove theorems in §1. First, the following lemma follows from Lemma 5.
This set is well-defined, that is, if (G
Proof of Theorem 1. By Lemma 5, we have
r(p)−n−1 (mod p). From this congruence and Lemma 9, we have
Hence we conclude that
The equality |Y p (f )| = p + 1 − r(p) follows from the first assertion and Proposition 1. □ Next, we will give the proof of Theorem 2. We get the following lemma by the definition of the Legendre symbol. 
Proof. By the definition of the second sequence, the equality g
Conversely, if G∼ p * G ′ , then there exist integers m and n such that 
We consider the linear recurrence sequence G = (G n ) = (G(α, 1)) and its second sequence A = (g n ). Assume that G∼ p * F. Then by Lemma 1, there exists an integer n such that 0 (mod r(p) ), hence the congruence implies α = g 0 = f m for some m ∈ Z satisfying 1 ≤ m ≤ r(p) − 2. This is a contradiction. We conclude that G̸ ∼ p * F and hence p ∤ G n for any n ∈ Z from Lemma 3. 1) ), and its second sequence
Now, we choose another integer
Hence we have A ∩ A ′ = ∅. By continuing this procedure, we can choose integers α i (i = 1, . . . , s) satisfying
where A i is the second sequence of (G (α i , 1) ). Finally, we will prove that , 1) ) satisfies Λ(G) ≡ 0 (mod p). On the other hand, for the sequence
The cardinality of the second sequence of (G(β, 1) ) is 1 from Proposition 1. On the other hand, for any integer α sucn that 1
, the cardinality of the second sequence of (G(α, 1)) is r(p). Then the equality (3.1) and Lemma 10 yields
From this equality, we get
) .
□
Finally, we will give the proof of Theorem 3.
Proof of Theorem 3. Let
, and A be the second sequence of G. By Lemma 11, we have G∼
By Theorem 2 and its proof, since the set 
Relation to Laxton's Equivalence Classes.
In this section, we will explain the relation between our modulo p equivalence classes and Laxton's one [6] . We also recommend the book Note that the assumption G 0 ̸ = 0 or G 1 ̸ = 0 is equivalent to Λ(G) ̸ = 0 by our assumptions of f (X). Consider the quotient sets using the relations.
Laxton introduced a commutative group structure on
He showed that this product yields commutative group structures on G * (f ) with the identity F (the class of Lucas sequence). Namely, for G, H ∈ G * (f ) their product is given by W. We consider not only G * (f ) but also G(f ) to correspond to our set X p (f ). Put
The sets I(f, p) and G(f, p) (resp. I * (f, p) and For the exact sequence of groups Theorem 3.7] showed the following.
where
. On the other hand, let X p (f ) be the set in §1.
). However, we will prove that certain subsets Z p (f ) and Z * p (f ) of X p (f ) and X * p (f ) respectively have group structures defined by (4.1).
Lemma 12. Let
Proof. We only give the proof for (2). Since G∼ p * G ′ , there exist integers m and n satisfying
From Lemma 12, the following sets
are well-defined. The next lemmas show that the product (4.1) on Z p (f ), Z * p (f ) are well-defined.
(I) In the case , 1) ) is the original Fibonacci numbers and (G (2, 1) ) is the original Lucas numbers. If T = 6 and N = 1, then (G (0, 1) ) is the balancing numbers and (G (1, 3) ) is the Lucas balancing numbers ( [4] , 1) ) (G(6, 1)) Table 1 . T = 1, N = −1
