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Abstract
We present the statistical machine translation system used by RWTH in the second TC-STAR evaluation. We give a short overview of
the system as used in the first evaluation and then enumerate the improvements of the system over the last months. We then discuss the
results obtained by our group in the evaluation.
1. Introduction
In this paper we will describe the system used by RWTH
in the second TC-STAR evaluation that took place Febru-
ary 2006. We participated in the Spanish to English, En-
glish to Spanish and Chinese to English tracks, in all the
conditions using a statistical machine translation (SMT)
system.
We use a two pass approach. First we generate lists of the
n best translation candidates using a phrase-based transla-
tion model combined log-linearly with additional models
(e.g. language model and single word based models) and
then apply additional rescoring models on these generated
hypotheses in order to extract the final translation.
The paper is organized as follows. In Section 2 we will
briefly describe our baseline system, which is the one we
used for the first TC-STAR evaluation that took place in
March 2005. A more thorough description of the system
can be found in (Vilar et al., 2005). In Section 3 we will de-
scribe the main improvements of our current system when
compared to the baseline. Section 4 presents the results ob-
tained in the evaluation and some conclusions will be drawn
in Section 5.
2. Baseline System
In this section we will briefly present the system used in
the first TC-STAR evaluation, which we used as baseline
system for the current evaluation. As usual, we will denote
the (given) source sentence with fJ1 = f1 . . . fJ , which is to
be translated into a target language sentence eI1 = e1 . . . eI .
Our baseline system models the translation probability di-
rectly using a log-linear model (Och and Ney, 2002):
p(eI1|fJ1 ) =
exp
(∑M
m=1 λmhm(e
I
1, f
J
1 )
)
∑
e˜I1
exp
(∑M
m=1 λmhm(e˜
I
1, f
J
1 )
) , (1)
with a set of different models hm, scaling factors λm and
the denominator a normalization factor that can be ignored
in the maximization process. We choose the λm by op-
timizing a performance measure on a development corpus
using the downhill simplex algorithm.
The most important models in equation (1) are phrase-
based models in both source to target and target to source
directions. In order to extract these models, an align-
ment between source and target sentence is found by us-
ing the IBM-1, HMM and IBM-4 models in both directions
(source-to-target and target-to-source) and combining the
two obtained alignments (Och and Ney, 2003). Given this
alignment, an extraction of contiguous phrases is carried
out and their probabilities are computed by means of rela-
tive frequencies (Zens and Ney, 2004).
Another important model in the log-linear model is the lan-
guage model, a 4-gram language model with Kneser-Ney
smoothing in our case. Additionally we use single word
based lexica (IBM-1 like) at the level of extracted sen-
tences, also in source to target and target to source direc-
tion. This has the effect of smoothing the relative frequen-
cies used as estimates of the phrase probabilities. A length
and a phrase penalty are the last models in the set.
2.1. Rescoring of n-best lists
Instead of generating only the translation that obtains the
highest probability according to Equation (1), we generate
a list of the n highest scoring translations (Ueffing et al.,
2002; Zens and Ney, 2005). We then proceed to rescore
these generated sentences with additional models, which,
due to their structure or their high computational costs can-
not be directly integrated into the beam search algorithm
used for the optimization process. The most important
models used for rescoring are the IBM1 model and addi-
tional language models.
Although the IBM1 model is the easiest one of the single-
word based translation models and the phrase-based models
clearly outperform this approach, the inclusion of the scores
of this model, i.e.
hIBM1(fJ1 |eI1) = log
1
(I + 1)J
J∏
j=1
I∑
i=0
p(fj |ei) (2)
has been shown experimentally to improve the performance
of a machine translation system.
During the generation process, a single language model is
used. However, additional language models specific to each
sentence can help to improve the machine translation qual-
ity (Hasan and Ney, 2005). The motivation behind this lies
in the following observation: the syntactic structure of a
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sentence is influenced by its type. We apply a method based
on regular expressions to cluster the sentences into specific
classes. This information is then used to train class-specific
language models (5-grams) which are linearly interpolated
with the main language model to avoid data sparseness.
Additionally we also include some variations of the length
penalty score as additional rescoring models.
3. Recent Improvements
In this section we will discuss the improvements which
have lead to the biggest performance gains for the second
evaluation campaign.
3.1. Reordering
Subjective error analysis carried out on the results of the
first TC-STAR evaluation campaign showed that the word
order of the generated sentences is not correct (Vilar et al.,
2006). For this year’s evaluation, depending on the lan-
guage pair, we used two different reordering strategies. For
the Spanish-English language pair, morphosyntactic based
local reorderings were applied. For the Chinese-English
language pair, long-range reorderings are needed, and we
applied phrase-based reorderings with maximum entropy
estimation of the distortion parameters.
3.1.1. Morphosyntactic Reordering
For the English-Spanish language pair we used addi-
tional morphosyntactic knowledge in the form of part-of-
speech (POS) tags. We tagged the English part using the
Lingsoft tagger1 and the Spanish part using the FreeLing
tagger (Carreras et al., 2004). We then reorder the source
language in order to come up with a sentence structure more
similar to the one of the target language.
The motivation was that adjectives in Spanish are usually
placed after the corresponding noun whereas in English ad-
jectives preceed their nouns. Therefore local reorderings of
nouns and adjective groups (adverb + adjective) are helpful
for translation between these two languages. If Spanish is
the source language, each Spanish noun is moved behind
the correspondent adjective group. If English is the source
language, each adjective group is moved behind the cor-
responding noun. Two examples of these reorderings can
be found in Table 1. Such types of rule-based reorderings
may sometimes be ambiguous and heavily depend on the
quality of POS tagging. Nevertheless, significant improve-
ments in translation quality were obtained by using these
rules, see (Popovic´ and Ney, 2006)
Note that these reorderings are applied as a preprocessing
step, both in the training phase before the alignment com-
putation, and before the translation of the test corpus. Addi-
tional local reorderings are applied in the style of (Kanthak
et al., 2005) during the search process.
3.1.2. Lexicalized Reordering
The common phrase-based SMT systems use a very sim-
ple reordering model. Usually, the costs for phrase move-
ments are linear in the distance, e.g. see (Och et al., 1999;
Koehn, 2004; Zens et al., 2005). Recently, in (Tillmann
1http://www.lingsoft.fi/
and Zhang, 2005) and in (Koehn et al., 2005), a reorder-
ing model has been described that tries to predict the ori-
entation of a phrase, i.e. it answers the question “should
the next phrase be to the left or to the right of the current
phrase?” This phrase orientation probability is conditioned
on the current source and target phrase and relative frequen-
cies are used to estimate the probabilities. We adopt the
idea of predicting the orientation, but using a maximum-
entropy based model.
The relative-frequency based approach of (Koehn et al.,
2005) may suffer from the data sparseness problem, be-
cause most of the phrases occur only once in the training
corpus. Our approach circumvents this problem by using
a combination of phrase-level and word-level features and
by using word classes or POS information. Maximum en-
tropy is a suitable framework for combining these different
features with a well-defined training criterion. A detailed
description of this reordering model can be found in (Zens
and Ney, 2006a).
This model has been used for the Chinese-English task.
3.2. Tuple LM
We also included a language model trained on the train-
ing corpus represented as bilingual tuples (as described in
(Kanthak et al., 2005)) as an additional feature in the log-
linear model. Thus, we combined two different translation
model paradigms - conditional phrase translation probabil-
ities and joint tuple language model probabilities. Given
a segmentation e˜J1 of the target sentence eI1 in a number
of phrases given by the length of the source sentence fJ1
(the segmentation may include the empty target word ε),
the joint probability is given by
htuple(fJ1 , e
I
1) = log
∏
fj
p(fj , e˜j |f j−1j−m, e˜j−1j−m) . (3)
In our machine translation system, the translation is built
during the search by concatenating target phrases corre-
sponding to a segmentation of the source sentence into the
matching source phrases. Each of the bilingual phrases
can be represented as a sequence of bilingual tuples based
on the within-phrase word alignment information and the
single-word based lexicon costs. Thus, for the whole sen-
tence a sequence of bilingual tuples can be built and scored
with the tuple language model.
3.3. Sentence Segmentation for ASR output
Automatic speech recognition (ASR) systems normally do
not include punctuation or sentence boundaries. Therefore
the issue of sentence segmentation arises when translat-
ing such kind of output, because it is important to produce
translations of sentences or sentence-like units to make the
SMT output human-readable. At the same time, sophisti-
cated speech translation algorithms (e. g. ASR word lattice
translation, rescoring and system combination algorithms
for (N-best) output of one or several SMT systems) may re-
quire that the number of words in the input source language
segments/sentences is limited to about 30 or 40 words.
Our approach to the segmentation of ASR output originates
from the work of (Stolcke et al., 1998). A decision for plac-
ing a segment boundary is made based on a log-linear com-
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original Spanish sentence . . . este sistema no sea susceptible de ser usado como arma polı´tica.
reordered Spanish sentence . . . este sistema no sea susceptible de ser usado como polı´tica arma.
generated English sentence:
without reordering . . . this system is not likely to be used as a weapon policy.
with reordering . . . this system is not likely to be used as a political weapon.
reference English sentence . . . the system cannot be used as a political weapon.
Table 1: Example of reorderings for the Spanish-English language pair.
bination of language model and prosodic features. How-
ever, in contrast to existing approaches, we explicitly opti-
mize over the length of each segment (in words) and add
a length model feature. This approach makes it possible
to introduce restrictions on the minimum and the maxi-
mum length of a segment and nevertheless produce syn-
tactically and semantically meaningful sentence-like units,
which pass all the relevant context information on to the
phrase-based SMT system.
Here is a short overview of the approach. We are given an
(automatic) transcription of speech, denoted by the words
wN1 := w1, w2, . . . , wN . To score a hypothesized segment
wji+1 starting with word position i+ 1 and ending on posi-
tion j, we interpolate log-linearly the following probabilis-
tic features.
The language model probability pLM (wji+1) for a segment
is computed as a product of the following three probabili-
ties:
pLM (w
j
i+1) = pS(w
j
i+1) · pI(wji+1) · pE(wji+1) (4)
These probabilities are modelled as follows (assuming a
trigram language model): the probability for the first two
words of a segment (segment Start), conditioned on the last
segment boundary <s>:
pS(w
j
i+1) = p(wi+1|<s>) · p(wi+2|wi+1,<s>) (5)
the probability for the other words within a segment
(Internal probability)
pI(w
j
i+1) =
j∏
k=i+3
p(wk|wk−1, wk−2) (6)
and a LM probability for the segment boundary (End) in
dependency on the last two words of a segment:
pE(w
j
i+1) = p(<s>|wj , wj−1) . (7)
The extension to higher order language models is straight-
forward.
In addition to the language model probability, we use a
prosodic feature, namely the normalized pause duration be-
tween any two consecutive words. Since the length of the
segment is known, we also include an explicit parametric
sentence length probability p(j − i).
During the search, the word sequencewN1 is processed from
left to right. For all hypothesized segment end positions j,
we optimize over the position of the last segment boundary
i. The optimal sentence segmentation solution for words up
to position i has already been computed in a previous recur-
sion step. The globally optimal sentence segmentation for
the document is determined when the last word of the doc-
ument is reached. Note that the minimum and/or maximum
sentence lengths l and L can be explicitly set by limiting
the values of i to l ≤ j − i ≤ L.
The scaling factors in the log-linear combination of the
models are tuned on a development set by computing pre-
cision/recall with respect to manually defined sentence-like
units. At the moment, the algorithm achieves a perfor-
mance level of up to 70% precision and 65% recall using
the ASR output for the EPPS Spanish test corpus (2005 TC-
STAR Evaluation). Further refinements of the algorithm are
planned.
3.4. Rescoring Models
In addition to the already presented rescoring models, for
the TC-STAR 2006 evaluation we used two new additional
rescoring models.
3.4.1. n-gram Posterior Probabilities
The idea is similar to the word posterior probabilities: we
sum the sentence posterior probabilities for each occur-
rence of an n-gram.
We define the fractional count C(en1 , fJ1 ) of an n-gram en1
for a source sentence fJ1 as:
C(en1 , f
J
1 ) :=
∑
I,e′I1
I−n+1∑
i=1
p(e′I1|fJ1 ) · δ(e′i+n−1i , en1 ) , (8)
with δ(·, ·) the Kronecker function. The sums over the tar-
get language sentences are limited to an N -best list, i.e.
the N best translation candidates according to the baseline
model. In this equation, the term δ(e′i+n−1i , en1 ) is one if
and only if the n-gram en1 occurs in the target sentence e′
I
1
starting at position i.
Then, the posterior probability of an n-gram is obtained as:
p(en1 |fJ1 ) =
C(en1 , f
J
1 )∑
e′n1
C(e′n1 , fJ1 )
(9)
The widely used word posterior probability is obtained as a
special case, namely if n is set to one.
The n-gram posterior probabilities can be used similar to
an n-gram language model:
hn(fJ1 , e
I
1) =
1
I
log
(
I∏
i=1
p(ei|ei−1i−n+1, fJ1 )
)
(10)
with:
p(ei|ei−1i−n+1, fJ1 ) :=
C(eii−n+1, f
J
1 )
C(ei−1i−n+1, f
J
1 )
(11)
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Note that the models do not require smoothing as long as
they are applied to the same N -best list they are trained on.
A detailed description of the n-gram posterior probabilities
can be found in (Zens and Ney, 2006b).
3.4.2. Sentence-level Mixtures
As an additional rescoring model we used sentence level
mixtures language models, as presented in (Iyer and Osten-
dorf, 1990). The goal is to represent topic dependencies
combining M different language models with a global one,
corresponding to the index m = 0 in the following equation
(for the case of trigram language models)
p(eI1) =
M∑
m=0
λm
[
I∏
i=1
pm(ei|ei−1, ei−2)
]
. (12)
The training sentences are automatically divided into a
fixed number M of clusters (representing different topics)
using a maximum likelihood approach and the weights λm
are trained on the development data. We used 4-grams for
this rescoring model.
4. Experimental Results
4.1. Experimental Setup
The EPPS training corpus used for this evaluation is the
same we used for the previous evaluation, extended with the
data corresponding to the period between December 2004
and May 2005. The statistics can be found in Table 2. The
data has been further preprocessed to adapt it to the differ-
ent conditions.
For the FTE, hardly any preprocessing of the data is needed.
To aid the translation system, a categorization of the text
has been carried out where numbers, dates, proper names,
etc. have been detected and marked. The text is also low-
ercased to reduce the vocabulary size when computing the
alignments, but the translation models are trained on the
true case corpus.
For the Verbatim transcriptions, we did some additional
preprocessing and normalization, like expanding contrac-
tions (“I am” instead of “I’m”, “we will” instead of “we’ll”,
etc.) and eliminating hesitations (“uhm-”, “ah-”, etc.). Ad-
ditionally, all numbers are written out (e.g. “forty-two” in-
stead of “42”).
Note that for the test data, there is near twice as much run-
ning words for the Spanish to English translation direction
as for the English to Spanish. This is due to the fact that
data from the Spanish Parliament has also been included in
this year’s evaluation campaign.
For Chinese–English task, a large variety of bilingual cor-
pora is provided by the Linguistic Data Consortium (LDC).
The domain is news, the vocabulary is very large and the
sentences have an average length of about 30 words. The
Chinese part is word segmented using the LDC segmen-
tation tool. After the preprocessing, our training corpus
consists of about seven million sentences with somewhat
more than 200 million running words. The corpus statistics
of the preprocessed training and test corpora are shown in
Table 3. For the ASR translation task, we removed punctu-
ation marks from the training corpora. Despite of that the
used corpora are identical for the text and the ASR condi-
tion.
4.2. Detailed Results
The results obtained by the RWTH in the 2006 TC-STAR
evaluation are presented in Table 4. The results for Spanish
to English and English to Spanish are in the same range.
This is in clear contrast to the results of last year’s evalua-
tion, where the results for the translation direction Spanish
to English were clearly superior compared to the opposite
direction, mainly due to the simpler structure of the English
language. However, note that the Spanish to English results
of this year’s evaluation also include an important part con-
sisting of the texts of the Spanish Parliament. The system
was not specially tuned for this kind of data, and there is a
certain mismatch between these data and the training data
originating from the European Parliament. The results for
each of these conditions alone (EPPS and Cortes) can be
found in Table 5. It can be seen that the translations for the
EPPS test corpus, as expected, have a much higher BLEU
score (up to 12.2% absolute BLEU difference for the FTE
condition, around 9% absolute for Verbatim and ASR).
Another (unexpected) feature of the results presented in Ta-
ble 4 is that the results for Spanish to English Verbatim con-
dition are better than the results for the FTE condition. This
contradicts the experience gained from last year’s evalua-
tion campaign where the scores for the output of the FTE
condition were consistently better than the ones of the Ver-
batim condition. As of yet we have no clear explanation for
this effect.
The effect of the new methods applied in Section 3 can be
seen in Table 6 on the EPPS Verbatim task.
5. Conclusions
We have described the RWTH machine translation system
used in the second TC-STAR evaluation campaign. We
have put special emphasis on the improvements of the sys-
tem with respect to the first evaluation campaign and have
shown the results obtained with these methods.
The main differences with respect to the system used in the
2005 evaluation are more advanced reorderings models, an
additional tuple language model, and new rescoring mod-
els. Additionally, for the ASR condition an automatic seg-
mentation of the input has been carried out.
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