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RESUMEN
En esta comunicacio´n, se consideran ima´genes tomadas mediante teledetec-
cio´n, y se propone un modelo de clasificacio´n no supervisado para obtener una
clasificacio´n difusa. Nuestro procedimiento busca en primer lugar regiones ho-
moge´neas, analizando las variaciones de un pixel con respecto a sus vecinos
Esto se realiza mediante una estimacio´n de la variacio´n entre pixels. Tenien-
do en cuenta diferentes direcciones, se determinan las regiones homoge´neas.
Una vez determinados que´ pixels son homoge´neos, se propone una clasifica-
cio´n n´ıtida de la imagen digital. Finalmente cada una de estas regiones son
analizadas determinando el grado con el que cada pixel pertenece a cada una
de esas regiones.
Palabras y frases clave: Fuzzy Sets, Clasificacio´n, Teledeteccio´n
Clasificacio´n AMS: co´digos segu´n clasificacio´n de la AMS.
1 Introduccio´n
Durante las dos u´ltimas de´cadas han aparecido numerosas te´cnicas para el reco-
nocimiento de patrones y clasificacio´n para la extraccio´n de informacio´n de datos
procedentes de teledeteccio´n. La gran mayor´ıa de estas te´cnicas son supervisadas
y tienen un sistema de aprendizaje basado por ejemplo, en redes neuronales, como
podemos ver en Binaghi et al. (1997) y Melgani et al. (2000).
Actualmente la clasificacio´n multiespectral puede realizarse utilizando una gran va-
riedad de algoritmos, que se pueden clasificar en dos grandes grupos: clasificacio´n
supervisada y no supervisada.
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En la clasificacio´n supervisada, la identidad, localizacio´n y caracter´ısticas de al-
gunos tipos de terreno son conocidos a priori, mediante ana´lisis de fotograf´ıas ae´reas,
mapas y experiencia personal. El analista intenta encontrar lugares espec´ıficos en
los datos que representen ejemplos de estos tipos de terreno conocidos. Estas a´reas
se conocen como training sites, ya que las caracter´ısticas de estos tipos de area se
suelen determinar mediante algoritmos de aprendizaje. Cada pixel es evaluado y
sera´ asignado a la clase a la cual tiene mayor probabilidad de pertenecer. Este
procedimiento se conoce como clasificacio´n n´ıtida ya que un pixel so´lo puede ser
asignado a una clase.
En la clasificacio´n no supervisada: las clases, as´ı como otras caracter´ısticas, no
son conocidas a priori. En estos casos se ha de agrupar los pixels con caracter´ısticas
similares dentro de un cluster de acuerdo con algu´n criterio determinado (ver Amo
et al. 2000).
La mayor´ıa de los algoritmos no supervisados que se usan en teledeteccio´n, son
adaptaciones de algoritmos estad´ısticos cla´sicos como Dendograma, K-medias etc.
Estos algoritmos no tienen en cuenta el entorno que rodea a un pixel. Esto en
principio supone un problema ya que, en algunas ocasiones, e´sta es la u´nica forma
de encontrar una regio´n homoge´nea dentro de una imagen.
El procedimiento que se presenta en este trabajo busca en una primera fase aquellas
regiones que son homoge´neas, para ello analiza el entorno que rodea a cada pixel.
Estas regiones se encuentran teniendo en cuenta un nuevo concepto como es el de
la variacional asociada a un pixel. Los pixels de transicio´n, que no pertenecen a
ninguna regio´n homoge´nea, son de esta forma reconocidos. Una vez determinados
los pixels de transicio´n, una clasificacio´n n´ıtida es propuesta. De esta clasificacio´n
n´ıtida se obtienen las regiones homoge´neas dentro de la imagen. Estas regiones
pueden ser analizadas para obtener el grado de pertenencia de cada pixel a dicha
regio´n.
2 Modelizacio´n matema´tica
Una imagen es un mapa de puntos (pixels), cada uno de los cuales esta´ caracterizado
por una serie de medidas como pueden ser intensidad del blanco, rojo, azul, altitud,
etc. Estas medidas corresponden a cada una de las bandas a las que se hizo referencia
al introducir el problema de la teledeteccio´n.
Matema´ticamente, llamamos P al conjunto de pixels
P = {(i, j) / i ∈ {1, . . . , r} j ∈ {1, . . . , s}}
de una imagen I. Cada pixel es caracterizado por b medidas nume´ricas. La imagen
I puede ser caracterizada por esos valores nume´ricos, as´ı tenemos
I =
{
xi,j = (x
1
i,j, ...x
b
i,j) / (i, j) ∈ P
}
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2.1 Red de pixels
Dada una imagen I =
{
xi,j = (x
1
i,j, ...x
b
i,j) / (i, j) ∈ P
}
, sea
d : P × P −→ [0,∞)
una medida de desemejanza o distancia definida en P . Por ejemplo, se puede suponer
sin pe´rdida de generalidad la distancia eucl´ıdea en IRb:
d(xi,j;xi′,j′) =
√√√√ b∑
k=1
(xkij − xki′j′)2 ∀(i, j), (i′, j′) ∈ P
Los pixels adyacentes se definen a partir de un grafo basado en la representacio´n de
la imagen en el plano. As´ı, dos pixels se dira´ que son adyacentes cuando comparten
una coordenada en comu´n, siendo la otra contigua.
Formalmente, se puede asociar el grafo G(I) = (P,E) a la imagen I:
E =
{
{(i, j); (i′, j′)} ∈ V × V / ∨
[
i = i′ |j − j′| = 1
j = j′ |i− i′| = 1
]}
3 Algoritmos variacionales
Cuando un pixel esta´ rodeado por otros con las mismas caracter´ısticas, podr´ıa pen-
sarse que se encuentra dentro de una regio´n. Por otra parte cuando un pixel esta
rodeado por pixels diferentes podr´ıa pensarse que se encuentra entre varias. Como
motivacio´n de esta idea surge el concepto de variacional de un pixel, que dara´ lugar
a una medida local de la similitud de los pixels que le rodean.
Definicio´n .1. Dada una red de pixels y una imagen digital (P, I) como la definida
anteriormente, y un vector v ∈ IN2, definimos la variacional del pixel (i, j) con
direccio´n v (di,j(v)) a:
di,j(v) =
d((x(i,j)−v), (x(i,j)+v))
‖ v ‖ (1)
Definicio´n .2. Dada una imagen digital (P, I):
P = {(i, j) / i ∈ {1, . . . , r} j ∈ {1, . . . , s}}
I =
{
xi,j = (x
1
i,j, ...x
b
i,j) / (i, j) ∈ P
}
y un vector v = (v1, v2) con v1, v2 ∈ IN , se define la variacional de la imagen digital
con direccio´n v, a la imagen digital (DPv, DIv) definida por:
DPv = {(i, j) / i ∈ {1, . . . , r′} j ∈ {1, . . . , s′}}
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donde r′ = r − v1 + 1 y s′ = s− v2 + 1
DIv = {(yi,j / (i, j) ∈ DPv}
donde
yi,j = d(x(i,j)−v, x(i,j)+v) (2)
Asociado a cada pixel de la imagen digital variacional se tiene una medida local sobre
la heterogeneidad del mismo. En funcio´n de la direccio´n que se escoja se visualizaran
unos objetos u otros y se tendra´ una medida u otra. Por este motivo es necesario
obtener una imagen que tenga asociada una medida global de heterogeneidad y
permita determinar las regiones homoge´neas. Una vez que se tienen las variacionales
de una imagen con direccio´n (v1, . . . , vk) se puede agregar esa informacio´n para
obtener la imagen frontera.
Definicio´n .3. Sea (P, I) imagen digital, y sean {(DPvi , DIvi) i ∈ {1, . . . , k}} va-
riacionales de la imagen digital, se define la frontera de la imagen digital a la imagen
(P, FR(I)) definida por:
FR(I) = {(fri,j) / (i, j) ∈ P}
donde
fri,j = Φ(y
v1
i,j, . . . , y
vk
i,j) (3)
donde Φ es un operador de agregacio´n.
La imagen digital frontera tiene asociado a cada pixel una medida global de hetero-
geneidad. El ana´lisis de esta imagen permitira´ determinar las regiones homoge´neas
dentro de la imagen digital.
4 Determinacio´n de Regiones
La variacional de una imagen digital da una visio´n general del problema que se esta´
tratando. Para cada una de las direcciones en las que se decide hacer el estudio se
tiene una salida diferente en forma de imagen digital. Por ejemplo se tendra´ dos
salidas si se tiene en cuenta las direcciones vertical y horizontal.
Toda esa informacio´n debe ser amalgamada para determinar el nu´mero de regiones
diferentes que existen y los diferentes patrones asociados a cada una de ellas. De-
safortunadamente, esta tarea es muy complicada y requiere de una interaccio´n con
el decisor que determinara´ unos niveles de aceptacio´n para la interpretacio´n de la
imagen.
Definicio´n .4. Dada una imagen digital (P, I):
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P = {(i, j) / i ∈ {1, . . . , r} j ∈ {1, . . . , s}}
I =
{
(xi,j = (x
1
i,j, ...x
b
i,j) / (i, j) ∈ P
}
y dado un nivel de significacio´n α ∈ IR, se define la imagen digital suavizada de
variacio´n con direccio´n v, como la imagen digital (SDPv, SDIv(α)) caracterizada
por:
SDPv = {(i, j) / i ∈ {1, . . . , r′} j ∈ {1, . . . , s′}}
SDIv(α) = {(si,j) / (i, j) ∈ SDPv}
donde
si,j =
{
y(i,j) Si |yi,j| > α
0 Si |yi,j| ≤ α
}
(4)
De esta forma, todas aquellas variaciones que se produzcan a niveles bajos no sera´n
consideradas como relevantes en el estudio. La imagen digital suavizada va a ser
esencial en la determinacio´n de la homogeneidad de los pixels, es decir, para deter-
minar si un pixel se encuentra en una regio´n o esta´ entre varias.
El ana´lisis de la imagen digital suavizada de variacio´n con direccio´n v dara´ lugar a
la determinacio´n de las regiones homoge´neas dentro de la imagen digital.
Una vez finalizado este paso, se han determinado regiones homoge´neas a partir
del entorno de cada pixel y de su variacio´n. Esto permitira´ tener una visio´n del
problema y ayudara´ al decisor a determinar los patrones y el nu´mero de clases. Una
vez son determinadas aquellas regiones que son homoge´neas dentro de la imagen, se
construyen los patrones asociados a cada regio´n.
Definicio´n .5. Dada una imagen digital (P, I) con conjunto de regiones homoge´neas
R1, . . . , RNREG, se dira´ que hr ∈ IRb es un patro´n de la regio´n Rk, si hr es un
elemento representativo de dicha regio´n.
Para una visualizacio´n de los resultados obtenidos con la clasificacio´n n´ıtida vista
hasta ahora, se define la visualizacio´n de la imagen digital.
Definicio´n .6. Sea R la matriz que determina la regio´n de cada pixel, se define la
visualizacio´n de la imagen digital, a la imagen digital (V P, V I) caracterizada por:
V P = {(i, j) / i ∈ {1, . . . , r′} j ∈ {1, . . . , s′}}
V I =
{
hi,j = (h
1
ij, ...h
b
ij) / (i, j) ∈ V P
}
donde hij = Patron(R(i, j))
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5 Clasificacio´n difusa de ima´genes digitales
Sea NREG el nu´mero de regiones y sean {h1, . . . hNREG} el conjunto de patrones
asociados a la imagen digital (V P, V I). Puede ocurrir que algunos de estos patro-
nes sean parecidos al representar en la imagen original objetos ana´logos (una zona
boscosa,una zona pantanosa, etc ...). Por este motivo es necesario una clasificacio´n
que determine el conjunto de clases o regiones diferentes de la imagen digital. En
principio se podr´ıa presentar una clasificacio´n n´ıtida o difusa.
Como ya se ha comentado antes, parece mucho ma´s adecuada una clasificacio´n
difusa en problemas de clasificacio´n en teledeteccio´n, ya que las fronteras tal y como
se presentan en la naturaleza no son n´ıtidas y, por tanto, se tendra´n muchos pixels
que no pertenezcan a ninguna regio´n en particular, estando entre varias.
En la mayor´ıa de los problemas de clasificacio´n difusa, se plantea, el problema
de construir la funcio´n de pertenencia asociada a una clase. En este trabajo, se
construira´ la funcio´n de pertenencia asociada a una regio´n basa´ndose en una medida
de semejanza a un patro´n de dicha regio´n, aunque podr´ıan pensarse en otras formas
de construccio´n como las desarrolladas en Amo (1999).
Con el fin de obtener una clasificacio´n difusa de algunas de las regiones de intere´s,
se propone la siguiente metodolog´ıa:
Sea hr el patro´n asociado a la regio´n de intere´s r, para cada una de las b bandas que
caracterizan los pixels sea µkr(i, j) el grado de pertenencia de del pixel (i, j) ∈ P a la
regio´n r respecto de la banda k ∈ {1, . . . , b} se modelizara´ como un nu´mero difuso
(ver Dubois, 1980).
La clasificacio´n que se ha propuesto hasta ahora construye la funcio´n de pertenencia
banda a banda. Si se quiere obtener una clasificacio´n global, bastar´ıa con agregar
(ver Fodor et al. 1994) a cada una de las clases todas las bandas. As´ı se tendr´ıa:
µr(i, j) = Φ(µ
1
r(i, j), . . . , µ
b
r(i, j)) ∀(i, j) ∈ P
6 Conclusiones
En esta comunicacio´n se aborda un problema complejo de resolver como es el de
la clasificacio´n de ima´genes digitales tomadas v´ıa teledeteccio´n. Los principales
algoritmos no supervisados que abordar este problema no tienen en cuenta el entorno
que rodea a los pixel. La clasificacio´n que se propone si tiene en en cuenta esta
informacio´n. Se define un nuevo concepto como es el de la variacional de una imagen,
que permitira´ determinar regiones homoge´neas dentro de la imagen. Una vez hecha
la clasificacio´n n´ıtida de la imagen digital se propone una clasificacio´n difusa.
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