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Via a suitable extension of a classical Theorem of Stampacchia in the Theory of 
linear elliptic variational inequalities, we prove that available test functions can be 
obtained in order to study the oscillatory phenomena of global type associated to 
the solutions of nonlinear hyperbolic equations of order 2m (m b 1) in the space 
variable, possibly with singular potentials in bounded or unbounded domains 
of RN. 0 1988 Academic Press, Inc. 
En utilisant une genkalisation convenable dun Thtoreme de Stampacchia dans 
la Theorie des inequations variationnelles, on dtmontre I’existence dune famille de 
fonctions test, qui jouent le role, du point de vue de la Thiorie de I’oscillation, de la 
premiere fonction propre de -A dans un ouvert borne et qui nous permet de don- 
ner des estimations uniformes du temps d’oscillation pour les solutions des 
equations hyperbohques non lineaires d’ordre 2m (m 2 1) dans la variable d’espace, 
Cventuellement avec des potentiels singuhers et dans des domaines born& ou non 
de RN. 0 1988 Academic Press, Inc. 
1. INTRODUCTION 
Let B be an open domain in RN, IV2 1, m E N - (0) and A a strongly 
elliptic linear differential operator of order 2m. The main object of this 
paper is to study the global oscillation properties of solutions to semi-linear 
problems of the form 
u E C(J; Hr(Q)) n C’(J; Lz(Q)) (1.1) 
u,, + Au +f(t, x, u) = 0, in D’(Jx a), (1.2) 
where J is an open interval of R and f: Jx Q x R + R satisfies some 
suitable assumptions. 
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The oscillation properties where m = 1, A = -A, and Q is either boun- 
ded or equal to RN have been studied previously in [4]. An abstract 
oscillation theorem has been established, which is also applicable if (1.2) is 
replaced by an inequality. When Sz is bounded and f is such that 
f(4X,U)U>O forall(t,x,u)EJxQxR (1.3) 
under technical assumptions on f it is shown in [4] that if u >O a.e. 
on Jx.0, then either u=O a.e. on Jxs2 or IJl<rc/,,&, where Iz, is the 
first eigenvalue of (-A) in HA(Q). 
When m > 2 and A = (-A)“, the eigenfunctions associated with the 
smallest eigenvalue of A in H;;(Q) are not of one sign in general and the 
abstract result of [4] does not apply so easily. 
In this paper, we shall see that a suitable extension of the idea of eigen- 
functions still allows one to get oscillation results in this situation. The 
basic tool is a variant of a classical Theorem of G. Stampacchia on the 
existence of solutions to some variational inequalities. The same method is 
applicable in unbounded domains. We also establish some partial results 
concerning the optimality of the various oscillation results, and briefly out- 
line some extensions of the method which seem promising for further 
research. 
2. A NEW VARIATIONAL PRINCIPLE 
In this section, we denote by V a real Hilbert space and the norm of a 
vector u E I’ is denoted by I( u 11. We consider two continuous, symmetric 
bilinear forms a( ., .) and b( ., .) on Vx V, satisfying the following con- 
ditions 
VU6 v, b(u, u) 2 0 (2.1) 
3UE v, b(u, u) > 0 (2.2) 
31>0, VUE v, ato, u)>Il IIul12. (2.3) 
Let K be a subset of V. We say that K is a conuex cone if 
K+KcK (2.4) 
Vll>O, AKc K. (2.5) 
Our main result is: 
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THEOREM 2.1. Let V, a( . , . ), b( ., .) be as above and K be a closed 
convex cone in V. Define a positive real number v, by 
v1 = Inf{a(v, v); VE K, b(v, v) = l}. (2.6) 
Then for any @ E K and v < v, , there exists cp E Kti :z K + $ such that 
VWEK, a(cp, w) a vb(cp, WI. (2.7) 
Proof: By the definition of vi we have 
VVEK, a(v, v)-v,b(v, v)>O. 
Hence for any v < v1 we find 
QvEK, a(v, v) - vb(v, v) > 
(1-(VIVl))~(v~v)~(l-(v/v,))rl l141Z. 
(2.8) 
Let @J(V) := a(v, v) - vb(v, v) and m:= Inf{ G(v), v E K+}. Let us select, for 
each n EN - {0}, a vector (P,, E K+ such that 
@(q,)<m+n-*. (2.9) 
By definition of m and as a consequence of (2.9), for any v E Kti we have 
@(cp,) < Q(v) + n-‘. (2.10) 
Let WE K. In (2.10) we can choose v= cp,,+n-‘w and we obtain 
a((~n, cp,) - vb(cpm cp,) 
G 44~ cp,) + 2n-‘a(cp,, w) + n-*a(w, w) - Wcp,, cp,) 
-2n-‘vb(cp,, w)-n-*vb(w, w)+n-*. 
After reduction and multiplying by n, we deduce 
a((~,,, w)- Wqp,, w) 2 -(lPn){ 1+ 4w WI> (2.11) 
valid for all n E N - (0) and w  E K. 
As a consequence of (2.9) and the inequality (2.8), ,it is easily deduced 
that 11 (P,, (1 is bounded as n + + 00. Let cp be the weak limit in V of some 
subsequence of { qp,}. Then cp E Kti since K is convex and closed in V, and 
by letting n + + co in (2.11) we conclude that cp satisfies (2.7). Therefore 
Theorem 2.1 is completely proved. 1 
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Remark 2.2. Let us define A1 > 0 by 
l,:=Inf{a(u, u); uE V, b(u, v)= l}. (2.12) 
Then obviously 1, < vi and in general I, < vi. On the other hand, it 
follows from the definition of A, that a(v, u) - vb(u, u) is coercive on Vx V 
for v -C 1,. Therefore for v < 1,) the result of Theorem 2.1 is a consequence 
of a well-known theorem by G. Stampacchia (cf. [2, 3, or 71) which asserts 
that Min {a(u, u) - vb(u, u); u E K,} is achieved. Our result can be con- 
sidered as an extension of Stampacchia’s Theorem in a weakened form 
sufficient for our purpose. 
Remark 2.3. In the special case where b: V x I’+ R is sequentially 
weakly continuous, it is straightforward, through a standard minimization 
argument, to deduce from the properties of a( ., .) the existence of a 
solution (PE V- (0) of 
a(cp, 0) = &b(cp, 01, QUE V (2.13) 
with A, given by (2.12). 
Moreover, a vector cp E V satisfies (2.13) if and only if we have 
Finally, the following result will be used in Sections 3 and 4. 
PROPOSITION 2.4. Assuming that b: V x V + R is sequentially weakly 
continuous, we have the following alternative: 
-Either v, > II, 
-Or ifv, =Ilr there exists a solution (PE K- (0) of (2.13). 
Proof: By definition of vi, there exists a sequence (P,, of vectors in K 
such that QncN, b(q,, cp,)= 1, anda(cp,, qn)<vl+n-‘. Asaconsequence 
of (2.31, (cp,} ’ b is ounded in V and therefore there exists a subsequence of 
{q,} which converges weakly in V to some cp E K. Since b: V x V + R is 
weakly sequentially continuous we have 
b(cp, cp) = 1. (2.15) 
On the other hand, by the weak lower semi-continuity property of the 
quadratic form a( ., .) we obtain 
(2.16) 
Therefore if v1 = I,, as a consequence of Remark 2.3 and since 
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(2.15)-(2.16) imply (2.14), we find that cp satisfies (2.13). It is clear from 
(2.15) that cp #O. 1 
3. A GLOBAL ABSTRACT OSCILLATION RESULT 
The aim of this section is the study of global oscillation properties for the 
solutions of abstract differential inequalities of the second order in the time 
variable t. 
The functional approach we give for the study of this question has been 
introduced in [4, Theorem 1.11. 
3.1. The Main Result 
We consider a positively measured space (Sz, do) and the real Hilbert 
space H= L2($2, do) endowed with the inner product delined by 
(UT u) =s, u(x). 4x1 Mx), V(u, D)EHX H (3.1.1) 
and the associated norm 1.1 defined by 
Iul’=s, Iu(x)12du(x), VUEH. (3.1.2) 
Let V be a Hilbert space such that V+ H and V is dense in H. We 
denote by II.11 the norm of the space V and by cx > 0 the smallest constant 
such that 
lu126a 11412, QVE V. (3.1.3) 
The isomorphism H ti H’ identifies H with a subspace of V’, then we 
have V-+ H-, V’. 
Let (z, u) denote the duality pairing applied to z E V’ and u E V. 
We introduce the convex sets K and K” defined by 
K= (DE V/u(x)20 0 - a.e. in 0 } (3.1.4) 
K” = {o E V/u(x) > 0 o-a.e.inQ}. (3.1.5) 
Let A E L( V, I”) be such that 
V(u, W)E vx v, (Au, w) = (v, Aw) (3.1.6) 
and a( ., .) the continuous bilinear symmetric form on Vx V is defined by 
a(u, WI= (Av, w>, V(u, W)E vx v. (3.1.7) 
505/74/l-2 
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Let us assume that a( ., .) is coercive on V x V, i.e., 
3/I > 0 such that a(~, u) > /I 11 u 1) *, VVE v. 
Properties (3.1.3) and (3.1.8) yield 
(3.1.8) 
O~~/cr~~,=Inf(a(o,v):u~V,~u~=l}. (3.19) 
We consider an open bounded interval J = ] fi, tz [ of R and a nonlinear 
operator 
B:JxV+V (3.1.10) 
such that 
vz = z(f) E C(J, V), B( t, z( 1)) E L2(J, V). (3.1.11) 
Let A E L( V, V’) be as above and u : J x Sz + R a solution of the problem: 
24 E C(J, V) n C’(J, H) (3.1.12) 
u”(t)+Au(t)+B(t,u(t))~0. (3.1.13) 
Equation (3.1.13) is understood in the sense of H-‘(J, V’), i.e., 
(u” + ‘424 + B(4 u), z > <w$r, V), H&l, V)) G 0, 
vz E HA(J, V) s.t. z(t) E K, vt E J. (3.1.14) 
The following result is an inmediate consequence of [4, Theorem 1.11 
and our Theorem 2.1 applied with b(o, u) = 1 u I * for all u E V. For the 
convenience of the reader we will sketch the entire proof. 
THEOREM 3.1.1. Assume, in addition to the hypotheses above on V, a( ., +) 
and B, that K” given by (3.1.5) is nonempty. Define 
v1 =Inf(a(u, u): uGK, lu( = 11. (3.1.15) 
Let u be a solution of (3.1.12k(3.1.13) such that in addition 
u(t) E K, V~EJ (3.1.16) 
3a~R s.t. B(t, u(t))-~+u(t)>O in the sense of H-‘(J, V’) (3.1.17) 
with 
v,+o>o. (3.1.18) 
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Then at least one of the following conclusions is fulfilled: 
u( t, . ) = 0, VtEJ (3.1.19) 
IJI=t,-t,<----- 
J;;% 
(3.1.20) 
Proof: We set for simplicity J = ] 0, T [. Thus, 1 JI = T and we introduce 
the constant w  = n/T. 
We assume that (3.1.20) is not satisfied, i.e., T> n/(JG). Then there 
is a constant c E ] 0, v, [ such that T> x/(G). 
As a consequence of Theorem 2.1, there is a solution rp E K” of 
VWEK, a(cp, w) > 4~ w) (3.1.21) 
[indeed for any $ E K”, we have K+ c K”]. 
The conclusion of Theorem 3.1.1 now follows easily from Theorem 1.1 of 
[4]. At this level we recall the main idea of this method. 
Let us consider the test function 
z(t, x) = sin(ot) q(x) E HA(J, V). (3.1.22) 
Variational inequality (3.1.14) applied to z gives 
(o+c-w2)[oT sin(wt)(u(t), cp) dt < 0 (3. 
and using the fact that cr + c- w* >O and sin(ot)(u(t), cp) 20, Vt E 
turns out that 
1.23) 
:J, it 
(4th cp) = 0, VtEJ. (3.1.24) 
Finally, taking into account that u(t) E K, Vt E J, and p E K”, we deduce 
that (3.1.19) is satisfied. 
The proof of Theorem 3.1.1 is thereby completed. 1 
3.2. Main Consequences 
In this paragraph we emphasize, in a general setting, some simple con- 
sequences of the main Theorem 3.1.1 and the results of Section 2. We start 
with a simple corollary. 
COROLLARY 3.2.1. Under the hypotheses of Theokern 3.1.1, if u is a 
solution of (3.1.12)-(3.1.13) and (3.1.16) and B satisfies (3.1.17) with, 
1,+0>0, (3.2.1) 
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where 2, is given by (3.1.9), then either (3.1.19) is satisfied or 
IJI=t,-tt,<7r/(J&+a). (3.2.2) 
Proof: This is an obvious consequence of Theorem 3.1.1, since (3.2.1) 
implies (3.1.19) because v, > A1, and then (3.1.20) immediately implies 
(3.2.2). m 
Remark 3.2.2. In the case where v, > 1, the result of Corollary 3.2.1 
cannot be optimal since (3.1.20) provides a better estimate on ) J( . 
On the other hand, as a consequence of Proposition 2.4 we have 
F’ROP~SITION 3.2.3. Under the hypotheses of Theorem 3.1.1, if the 
imbedding V --) H is compact, and if v, = A,, then the alternative (3.1.19) or 
(3.2.2) is optimal when B z 0. 
Proof: Since the imbedding V + H is compact, b( ., .) = ( ., .) is sequen- 
tially weakly continuous on V x V. By Proposition 2.4, if v1 = 1,) there 
exists a solution cp E K- (0) of Aq = 1, cp. Then u(t, x) = sin(t A) q(x) 
is a nonnegative solution of u” + Au = 0 on J x 0 with u # 0 and 
J= 10, n/JR I 
Therefore we can summarize as follows. 
PROPOSITION 3.2.4. Under the hypotheses of Theorem 3.1.1 with B E 0, if 
the imbedding V + H is compact, the result of Corollary 3.2.1 is optimal if, 
and only if vl=A,. 
4. SOME APPLICATIONS 
The object of this section is the application of the abstract results 
introduced in Section 3 to the oscillation properties of solutions of semi- 
linear hyperbolic equations. 
We shall treat the following situations: 
(1) Hyperbolic equations of higher order in the space variable. 
(2) The nonlinear wave equation in unbounded domains. 
In both cases, the following lemma will be used. Throughout this section 
Q c RN, N> 1 denotes a sufficiently smooth domain in order for the 
Sobolev imbedding theorem to hold (e.g., Q has the cone property, see 
Cl]). 
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LEMMA 4.0.1. Let Q be a bounded or unbounded domain of RN. Then for 
any m E N - { 0} there exists a function $ E H:(Q) such that II/ > 0 a.e. in Q. 
Proof: Let us consider for any n E N - (0) the compact set 
K,,= {x~Q/dist(x, &Q)a l/n, 1x1 <n}, 
It is easy to see that K,,cQ, VnEN- (0) and sZ=lJc=y K,,. 
It is well known (see, e.g., [2]) that for any n E N- (0) there exists a 
function $,ED(Q) s.t. O,<$,< 1 in Sz and tin = 1 on K,. 
Now, we define the function $2 0 given by 
tib) = F (n’ II vh II HmcnJ)-l ti,W VXE52. (4.0.1) 
n=l 
The series given by (4.0.1) is norm-convergent in H”(Q) and the function 
$, being the limit in H”(Q) of a sequence lying in D(Q), belongs to H;;(Q). 
On the other hand. 
VXEQ, GInEN- {O}s.t.xEK,,, and $(x)>(n* II$nIIHm)pl>O, 
Therefore II/ > 0 a.e. in Sz (even everywhere in Q if m is chosen so large 
that Hz(Q) -+ C(D)). 1 
4.1. Hyperbolic Equations of Higher Order in the Space Variable 
We consider a bounded domain 52, an interval J= ] t,, t, [, m EN - {0}, 
and a continuous function f: J x 52 x R + R. 
Let u = u(t, x) be a solution of the problem 
u E C(J; H,“(Q)) n C’(J; L*(Q)) (4.1.1) 
u,,+(-A)"u+f(t,x,u)~O, in D’(Jx 52). (4.1.2) 
Obviously the case m = 1 describes the nonlinear wave equation when 
the equality holds in (4.1.2). 
The difficulty in studying the oscillation properties for the solutions of 
(4.1.1)-(4.1.2) lies in the boundary conditions u(t, .)E H;;(Q). 
It is well known that for m = N= 2 the nonzero solutions of the eigen- 
value problem 
A*V=&rp, in Q=]O,l[x]O,l[ 
cp=Iv~I=o, on afi 
(4.1.3) 
are not of one sign in Q (see [6]), which forces us to use the results of 
Section 3 rather than a simple multiplication by cp. 
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The problem seems to be easier if we consider a solution of (4.1.2) with 
the boundary conditions associated to a power of (-A) in HA(Q), i.e., 
u=Au= . ..= A% = 0. In such a case, the first eigenfunction ‘pr is positive 
and optimal oscillation results are obtained as for the nonlinear wave 
equation. 
We now consider the first eigenvalue 1r > 0 of the eigenvalue problem 
associated with the elliptic operator involved in (4.1.1 k(4.1.2), i.e., 
(-A)” V==I,CP, in 0 
cp E K?(Q). 
(4.1.4) 
We have the following identities: 
1, = Min 
i, 
IAk~12dx:u~H~(SZ),Iul=1 , 
R I 
if m =2k (4.1.5) 
I,=Min ~V(A“U)~~~X:UEH~(Q), lu(=l , if m=2k+l. 
(4.1.6) 
Problems (4.1.1k(4.1.2) can be put in the abstract framework studied in 
Section 3. We set H= L’(Q), V= &‘(a)( I/’ = H-“(Q)), Au = ( -A)” u, 
Vu E V, and 
AkuAkv dx, if m = 2k 
(4.1.7) 
V(Aku) .V(Akv) dx, if m=2k+l 
CWt, u)l(x) =.I-(4 x, u(x)), a.e.onQ,foralltEJ,urzV. (4.1.8) 
On the other hand, if we assume 
3C>O,y~O,(N-2m)y~N+2ms.t.If(t,x,u)~~C(1+-~u~~), 
V(t,x,u)EJxQxR (4.1.9) 
then (3.1.11) follows from the Sobolev imbedding theorem. 
We have the following oscillation result. 
THEOREM 4.1.1. We assume that (4.1.9) is satisfied and in addition 
3a> -11 s.t.f(t,x, u)u~au2, V(t,x,u)EJx52xR (4.1.10) 
where 1, is defined as in (4.1.5k(4.1.6). 
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Then for any solution of (4.1.1b(4.1.2) such that u 20 a.e. in Jx 82, at 
least one of the following conclusions is fulfilled: 
u( t, x) = 0, a.e. in J x 52 (4.1.11) 
I J( = t2 - t, <n/(,/G). (4.1.12) 
Proof: We have already seen that a( ., .) is coercive in V x V and that 
property (3.1.11) is satisfied. 
On the other hand, from (4.1.10) we have (3.1.17) and (3.2.1). 
Finally by Lemma 4.01 we have K” # 0. Therefore Theorem 4.1.1 
follows as an inmediate consequence of Corollary 3.2.1. 1 
Remark 4.1.2. As soon as there is no solution in K- { 0} of 
cp E fc(Q)Y (-A)“cp=~,cp (4.1.13) 
the result of Theorem 4.1.1 is not optimal since the same result holds true 
with 1, replaced by v, > 1, (cf. Proposition 2.4. and Theorem 3.1.1). 
Unfortunately in practice, it seems very difficult to compute v, and even to 
determine whether or not v, >1, (cf., e.g., [S, 6, 83). 
4.2. Nonlinear Wave Equations in Unbounded Domains 
We consider Sz an unbounded domain of RN and b: Sz + R a measurable 
function such that 
b E L”(Q) (4.2.1) 
b 2 0, a.e. in a (4.2.2) 
lim {~,n[z;s [b(x)l)>O. 
n-+m x/ 
(4.2.3) 
We also consider a bounded interval J= ] t, , t, [ of R and a continuous 
functionf:JxSZxR+R. 
We are interested in investigating the oscillation properties of solutions 
to the following problem: 
u E C(J; H#2)) n C(J; L2(Q)) (4.2.4) 
u,, - Au + b(x) u +f( t, x, u) G 0, in D’(Jx 52). (4.2.5) 
The particular case Sz = RN and inf ess b(x) = c > Q has been studied in 
[4]. There the oscillation properties concerning this problem were studied 
by introducing a family of spherically symmetric functions 
cp&)=(l +E lIXI12)-=~ 
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where a > 0 is large enough, which satisfy the property 
Q6>0, 3c>Os.t. Idq,(x)l <6 IqEJ in RN. 
In the general case, it seems difficult to obtain explicitly a family of 
suitable test functions. We shall see that problem (4.2.4)-(4.2.5) can be put 
in the abstract framework of Section 1. 
We set H=L’(G?), V=HA(SZ) (V’=H-l(Q)), and Au= -Av+b(x)u, 
QVE V. 
From (4.2.1) and the Sobolev imbedding theorem A E L( V, V’). 
We now consider the continuous bilinear form: 
a(v, w) = jQ Vu .Vw dx + il, b(x) VW dx, Vu, w E V x V. (4.2.6) 
From (4.2.2) and (4.2.3) it follows that a( ., .) is coercive in Vx V. 
We also define 
i 
(4.2.7) 
R 
From the coerciveness of a( ., .) we obviously have I, > 0. 
We now set [B(t, v)](x)=f(t, x,v(x)), V(t,x,v)~Jxl2xV. In the 
following lemma we give some conditions on the nonlinearity f that are 
sufficient in order for B to satisfy (3.1.10) and (3.1.11). 
LEMMA 4.2.1. If the continuous function f fulfills at least one of the 
following hypotheses 
meas( +cc and N>2.3C>O and 720, (N-2)y<N+2 
s.t.lf(t,x,~)l<C(~vlY+1),Q(t,x,u)~J~52xR 
(4.2.8) 
or 
meas(Q)=+co and N>l.K>O and y>l,(N-2)y<N+2 
s.t.If(t,x,u)l<C(IvIY+IvI),V(t,x,v)~JxQxR, 
(4.2.9) 
the operator B satisfies (3.1.10) and (3.1.11). 
Proof: We shall consider the case meas (a) = + co and N > 2. The 
other cases are easier. 
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From the Sobolev imbedding theorem we have 
fG(Q) -+ LP(Q), VP E CT 2N/(N- 2)l 
and by duality 
L”(Q) + H-‘(a), vqe [2N/(N+2), 21. 
For v E HA(Q) and t E J fixed, we have the following &composition: 
f(t, x3 v) =f(t, x, v) x {xeR/lul< 1) +ftt, x3 VI X(XER/l”l> I} 
=f,(t, x, 0) +f*(t, x, 0). 
with I f,(t, x, v)l < C I u I and I f2(t, x, v)/ G c 1 v 17. 
Then, 
fi(& x, 0) E L*(s) + H-‘(Q) 
and 
./xc x, 0) EL’(Q) -+ H-‘(Q), with r=2 if y~li,N/(N-2)] 
r=2N/(N+2) if y>N/(N- 2). 
So, (3.1.10) follows and (3.1.11) is a consequence of (3.1.10) and the fact 
that the estimates above hold uniformly with respect to t E J. 1 
We now state our result. 
THEOREM 4.2.2. Assume (4.2.1)-(4.2.3) and (4.2.8) or (4.2.9). Assume in 
addition 
3a> -A, S.t.f(t,X,u)Val*, V(t,x,v)~JxQxR, (4.2.10) 
where I1 is given by (4.2.7). 
Then for any solution of (4.2.4k(4.2.5) such that u> 0 a.e. in Jx Q, at 
least one of the following conclusions is satisfied: 
u(t, x) = 0, a.e. in Jx D 
(JI = t, - t, d 7c/(J~,. 
(4.2.11) 
(4.2.12) 
Proof: The result is an easy consequence of Theorem 1.2.1. 
From Lemma 4.0.1 we know that-K” # 0. Lemma 4.2.1 proves that B 
satisfies (3.1.10) and (3.1.11). On the other hand, (3.1.17) and (3.1.18) 
follow from (4.2.10). 
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Finally; (4.2.1)-(4.2.3) show that the bilinear form a( ., .) satisfies the 
hypotheses required in Corollary 3.2.1. 1 
Remark 4.2.3. The optimality of this result is discussed in Section 5 
below. 
5. FURTHER OBSERVATIONS 
In this section, we discuss the optimality of the results stated in Sec- 
tion 4, and we indicate some possible extensions of the method. 
5.1. Additional Remarks on Theorem 4.1.1 
As already mentioned in Remark 4.1.2, if the non trivial solutions of 
(4.1.13) are not of one sign, the result of Theorem 4.1.1 is not optimal and 
we may replace (4.1.12) by IJI <x/(,/G) with 
v,=Inf{(Au,u):uEK, lul=l}>A,. (51.1) 
We have been unable to decide whether or not this last estimate is 
optimal. Indeed, here what is missing for the usual argument is a solution 
of an inequality opposite to (2.7), i.e., the existence of cp E K- (0) such 
that Aq < (vl + E) cp for E > 0 arbitrary small. It is not reasonable to expect 
such a nice property, and in this direction even the simplest questions are 
presumably open. We just mention a refinement of Theorem 2.1 which is 
available in particular for problem (4.1.1 k(4.1.2). 
PROPOSITION 5.1.1. Assume that H= L2(sZ) where 51 is an open subset of 
RN, and let X= {UE C,(a), u =0 on 852). Assume that D(Q) is dense in V 
and 
D(Q) c Vc X, the imbeddings D(O) + I/+ X being continuous. (5.1.2) 
The imbedding V + H is compact. (5.1.3) 
Then there exists cp E K- {0}, and a nonnegative measure p on IR such 
that 
SUPP(P)C {=Q, cp(x)=O) (5.1.4) 
Aq=v,(p+p. (5.1.5) 
Proof: The argument of Proposition 2.4 shows the existence of cp E K 
with Iq( =l and a(cp;cp)<v,. Therefore a(cp, cp) = v1 ) cp I2 and the 
inequality 
‘~vEK, a(cp, c~1-v~ lcP12G4u, u)-vI lvl* (5.1.6) 
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implies 
Aq>v,cp in V’. (51.7) 
Therefore Aq - v1 cp = p is a nonnegative measure on Sz. Moreover let 
o = (xEQ, cp(x)>O} and LED such that supp(C)co. By letting 
u = cp + ti in (51.6) [which is admissible for 1 t 1 small enough since 
cp > 6 > 0 on supp(c)] and letting t + 0 we obtain (5.1.4). 1 
Remark 5.1.2. In general, cp will at least vanish somewhere in 52. 
Indeed, if cp > 0 everywhere in 0, then by (5.1.4) we find p = 0 and rp is a 
nonnegative eigenfunction of A. It is known that this is impossible if 
V= Hi(Q), A = A*, and Q is a square (cf. [S]). We do not know whether 
rp - ‘( (0) ) has zero measure. (If it does, then cp can be used as a test 
function for oscillation theorems.) 
5.2. On the Optimality of Theorem 4.2.2 
In the special case where 52 is a cone (i.e., 10 c 52 for all A> 0) and b is a 
positive constant, the result of Theorem 4.2.2 is in a sense optimal. Indeed, 
by a scaling argument it is obvious to check that 1, = 6, since we have 
Inf J IV~/*dx:u~D(R),uk0,j u*dx=l =O. 
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Let k> 0 and introduce vk= {UEH$2)& IxJku2(x)dx< +co} 
endowed with the norm pk defined by pk(x) = In { I Vu I* + 
(1 + Ix I”) U’(X)} dx. Then O(Q) c V, c HA(Q) with continuous imbeddings 
and the imbedding Vk -+ H = L*(Q) is compact. Now if we define the 
symmetric bilinear form 
a,(~, u)=j {VwVu+buv+E lxl%uj dx 
R 
on V, x Vk, then for any E > 0, a, is continuous, coercive and obviously 
A,(s)=Inf n.(u,u):~.D(R),~~~*dx=lj 
i 
tends to 1, as E + 0. 
For any E > 0, let (Pi E V, be such that (Pi > 0, fn cpz dx = 1, and 
-he+& IxIkcp,+brp~=~A~h 
Then u,(t, x) = sin(t m) q,(x) is a solution of 
u,,+Au+bu+c Ixlku=O in D’(Rx52) 
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which is > 0 a.e. on 10, n/(m)[ x Q and satisfies (4.2.4) with 
J= 1% 4(&m. 
In particular we have 
(z& - Au, + bu, < 0. 
Therefore the result of Theorem 4.2.2 is optimal as far as the inequality is 
concerned. 
Remark. It is apparently difficult to decide whether or not the result of 
Theorem 4.2.2 is also optimal when f= 0 and for the equation. 
5.3. On the Wave Equation with a Singular Potential 
Let Q be a bounded domain in RN, N 2 1, and b : Q + R be a measurable 
function such that b E Lp(Q) with 
p=l if N=l 
P>l if N>l (53.1) 
p=Nj2 if N > 2. 
The bilinear form a( ., .) defined by 
a(v, w)={ {VuVw+bvw} dx, vu, w  E H@) (53.2) 
n 
is continuous on HA(Q) x HA(Q). 
More precisely we have the inequality 
G C: II b II u(n) II v II II w II > (5.3.3) 
where II.11 denotes the norm in V= HA(Q) and C, is the smallest constant 
such that 
II 0 II L.*P’(n) G Cl II v II, VtEV;p-‘+(p’)-‘=l. (5.3.4) 
As a consequence of (5.3.3), it is also clear that a( ., .) is coercive on 
v x r-’ if II b II Lp(n) is small enough. More generally we have 
a: Vx V-tR is coercive as soon as IIb-IILpcnj<C;2. (5.3.5) 
We can now state 
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PROPOSITION 53.1. Assume that a( ., .) defined above is coercive and let 
O<pl:=Inf a(v,v):v~H~(f2),~Qv2dx=I}. 
i 
(53.6) 
Let f: J x Q x R -+ R be a continuous function such that 
3C>O,y>O, (N-2)yQN+2such that 
V(t,x,v)EJxQxR, If(t,x,v)l<C(IvIY+l) (5.3.7) 
3a > -p, such that V(t, x, v) E Jx Sz x R,f(t, x, v) o > 0~~. (5.3.8) 
Then any solution u = u( t, x) of 
UE C(J; H;(Q)) n C’(J; L’(Q)) (5.3.9) 
u,, - Au + b(x) u +f( t, x, u) < 0, in D’(JxQ) (5.3.10) 
satisfies either 
u = 0, a.e. on J x D (5.3.11) 
or 
IJI W(,h,+d (5.3.12) 
Proof This is an obvious consequence of Corollary 3.2.1. a 
Remark. This result extends [4], in which the condition Inf ess { b(x), 
xd2}> -1, was assumed. It is, for example, applicable when 
b(x)= --p IxJ-‘with 8< 1 if N= 1, 8~2 if N>2, p is small enough, and 
OEf2. 
5.4. Weakening of the Growth Assumptions on f 
In the case of problem (4.1.1b(4.1.2) with m= 1, it is possible to relax 
the growth assumption on f by using the fact that the solutions of the 
problem 
cp E fG(Q)v -Aq=l,cp 
are in L”(Q). More precisely, (4.1.8) can be replaced by the weaker 
assumption 
3C>O,y>O,(N--2)y~2Nsuchthat~f(t,x,u)~~C(l+~u~~). (5.4.1) 
5.5. More General Equations 
In [9], the global oscillatory properties of solutions have been studied 
for some classes of wave equations with a damping term. By combining the 
28 HARAUX AND ZUAZUA 
methods of [9] and this paper, it is also possible to study the case of dam- 
ped second order equations associated with elliptic partial differential 
operators of order 2m(m > 1) in the space variables. 
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