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Abstract
Different aspects of computational fluid-structure interaction are considered 
in this work. A brief introduction to fluid dynamics, structural mechanics 
and the finite element method is given, followed by an overview of interface 
modelling and the different solution strategies available for the coupling of 
the domains. A number of time integration schemes are explained in detail 
with a focus on their stability and accuracy properties. A model problem 
is introduced to investigate the situation where different domains of a cou­
pled problem are solved with different time integration schemes. It is shown 
that appropriate interpolation of the solution variables at the interface is 
required to maintain the stability and accuracy properties of the individual 
time integration schemes. The GauB-Seidel solution strategy is analysed in 
detail. Stability limitations are investigated and are shown to be related to 
the mass ratio between the different domains. Different relaxation strategies 
are introduced to improve the convergence behaviour. Finally, a number of 
2D fluid-structure interaction examples are considered, in order to compare 
the different solution strategies.
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Chapter 1
Introduction
Fluid-structure interaction problems are coupled problems with one or more 
fluid domains, one or more solid domains and one or more interfaces between 
the fluid and the solid domains. Coupled problems are problems that consist 
of two or more domains with different physical properties. Different spatial 
and temporal discretisation techniques may be employed for the domains 
involved in the coupled problem.
The field of fluid-structure interaction has been the topic of substantial 
research effort, regarding numerous applications. Research of fluid-structure 
interaction problems has been carried out amongst others, by [1-17]. Exten­
sive research in fluid-structure interaction has led to knowledge about differ­
ent solution strategies. However, when modelling the interface a number of 
questions are still unanswered. In this work, the modelling of the interface 
for two different time integration schemes is addressed [18]; the limitations 
of the Gaufi-Seidel solution strategy are discussed [19] and a comparison be­
tween a number of solution strategies is carried out. For the comparison 
between different strategies, the Gaufi-Seidel strategy is implemented in a 
code that already contained monolithic and partitioned Newton strategies. 
Thus all strategies are implemented in exactly the same computer program, 
solving exactly the same system of nonlinear algebraic equations.
Even though coupled problems, and thus fluid-structure interaction prob­
lems, may consist of more than two domains, here only problems are consid­
ered with one fluid domain and one solid domain. It is possible to solve the 
different domains in a coupled problem with different computational strate­
gies, e.g. the finite volume method for one domain and the finite difference
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method for the other domain. In here, however, it is chosen to solve both 
domains with the finite element method. A short introduction into fluid dy­
namics, solid mechanics and the formulation of the finite element method is 
given in Chapter 2.
For transient analyses a time integration scheme is applied to the finite 
element formulation. As the general stability and accuracy of the time in­
tegration schemes is important regarding the modelling of fluid-structure 
interaction problems with two different time integration schemes, Chapter 3 
gives a detailed overview of common schemes. The generalised midpoint rule 
and the generalised-a method are introduced and their stability and accuracy 
when applied to first and second order model problems is analysed. The ter­
minology and methodology used in this chapter are also used in the following 
chapters.
Chapter 4 discusses the scenario where the fluid domain and the solid 
domain are solved with different time integration schemes. The motivation 
for this chapter comes from the question whether the equilibrium equation 
at the interface (see Chapter 2) is still satisfied when the integration of the 
solution variable is not performed at the same time instant within the time 
step. In order to answer this question, a one dimensional model problem 
with one degree of freedom is introduced. The model problem consists of 
two domains and represents a fluid-structure interaction problem. The two 
domains are solved with the generalised-a method, which allows for user con­
trolled numerical damping and is therefore appropiate to create two different 
time integration schemes for the two domains.
Another issue addressed in this work are the limitations of the Gaufi- 
Seidel solution strategy. The strategy has been used by many, see e. g. 
[20,21]. Giving satisfying results for certain situations, stability problems 
have been reported for other situations. In order to analyse the limitations 
of the strategy in more detail, another one dimensional model problem is 
introduced in Chapter 5. For the model problem, one Gaufi-Seidel iteration 
step is calculated analytically. Using the amplification factor that deter­
mines the convergence behaviour of the iterative process, stability criteria 
are established. In addition, constant and adaptive relaxation methods are 
discussed in order to circumvent possible stability issues.
Finally, in Chapter 6 , three different two dimensional numerical examples 
are discussed in order to confirm the findings from earlier chapters and in 
order to compare different solution strategies. The numerical examples con­
cern a flow around a flexible beam, an internal flow through a channel with
2
a flexible part in the wall and a flow through a flexible pipe. The solution 
strategies are compared based on number of iterations needed per time step 
and the computational time per time step. Also, the robustness and the 
complexity of the implementation are discussed.
3
Chapter 2
The basics of modelling 
fluid-structure interaction  
problems
Fluid-structure interaction problems are coupled problems with a fluid do­
main and a structural domain. Both domains are described by a set of 
partial differential equations. It is possible to solve each domain with a dif­
ferent method, however, in this work it is chosen to solve both domains with 
the finite element method. Also, this work is restricted to incompressible 
Newtonian fluids and elastic solids. In this chapter first the equations that 
describe the fluid domain and the solid domain are introduced, followed by 
a short description of the finite element method. Finally, the modelling of 
the interface and the different solution strategies for the coupled problem are 
discussed.
2.1 Fluid dynam ics
In typical fluid-structure interaction problems the boundary of the fluid do­
main moves considerably. It is convenient to use the arbitrary Langrangian- 
Eulerian (ALE) formulation to allow for the motion of the spatial domain. 
When using a Langrangian formulation the spatial reference frame moves 
together with the material. This approach is commonly used in the descrip­
tion of solid mechanics. In standard Eulerian fluid flow the spatial domain
4
remains fixed and therefore does not have a velocity field. In the ALE for­
mulation the spatial reference frame is free to move independently of the 
fluid.
Only incompressible Newtonian fluids are considered. For the ALE for­
mulation the mass conservation law, or continuity equation, can be written 
as
V • u =  0 V (x,£) G Q x I  (2-1)
where u is the velocity of the fluid, x  contains the coordinates associated 
with the movement of the spatial domain, t is the time and Q and I  are the 
space and time domain respectively.
For conservation of momentum the following local form can be obtained
p(u +  Vu (u — v) — f ) — V • cr =  0 V (x, t) G Q x I  (2.2)
where p denotes fluid density, the expression u corresponds to the change of 
the fluid velocity as seen by an observer travelling with the movement of the 
spatial domain, v denotes the velocity of the spatial domain, f  gives the body 
force and cr denotes the Cauchy stress tensor. As only Newtonian fluids are 
considered the Cauchy stress tensor is given as
cr = —pi +  2/xVsu (2.3)
in which p denotes the pressure, I denotes the identity tensor, and the fluid 
viscosity is given by p. The symmetric part of the gradient is denoted as Vs, 
e.g. Vsu =  |  (Vu +  VTu). Equations (2.1), (2.2) and (2.3) together form 
the Navier-Stokes equations for incompressible fluid flow.
The boundary of the fluid domain can be divided into several subdomains 
that each require a different set of boundary conditions. The fluid-structure 
interaction problems considered in this work are flows with interaction be­
tween a fluid and an elastic solid. For the fluid domain this means that the 
boundary T is divided into inflow Tin and outflow Tout boundaries, slip Tsiip 
and no-slip r no_s p^ boundaries and an interface boundary T;.
At the inflow, the fluid velocity u is usually described, which leads to the 
following boundary condition
u — uin = 0 V (x,£) G x I  (2.4)
where uin is the prescribed inflow velocity. At the outflow, the velocity is 
usually unknown and the boundary traction forces are set to zero
crn =  0 V (x, t) G r out x I. (2.5)
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On the slip and no-slip boundaries all velocity components normal to the 
boundary are set to zero. If slip conditions apply then the tangential velocity 
component is allowed to be non zero, however, if no-slip conditions apply 
then this component is set to zero as well. This gives for slip conditions the 
following
u • n =  0, (^n) • m = 0 V (x, t) G Tsiip x I (2.6)
where the normal and the tangential unit vectors of the boundary Tsiip are 
denoted by respectively n and m. For no-slip conditions it follows that
u =  0 V (x,£) G T n o s i i p  x / .  (2.7)
The boundary conditions for the interface are not as straightforward as 
the geometry of the interface is not known and will need to be solved for. 
There are different ways to model the interface between a fluid and a solid. 
In this work it is chosen to apply no-slip conditions at the interface. This 
leads to the following
u =  d V (x, t) G Tj x I  (2.8)
where d denotes the displacement vector of the solid surface. Also, the 
normal component of the velocity v of the spatial domain must be equal to 
the normal component of the fluid velocity u
(u — v) • n =  0 V (x, t) e Ti x I. (2.9)
Finally, to satisfy the equilibrium of the stresses at the interface, the following 
boundary condition applies
{crn)f =  -  (<ra)s V (x,£) e Ti x I  (2.10)
where (crn)y and (<rn)s denote respectively the traction force exerted by 
the fluid on the interface and the traction force exerted by the solid on the 
interface.
2.2 Structural m echanics
In structural mechanics it is common to use the Langrangian approach, which 
means the movement of the solid coincides with the motion of the spatial ref­
erence frame. The displacement of the solid structure is denoted by vector
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d and the material is assumed to be compressible. The momentum conser­
vation law for the structure can be expressed as
P ( d - f) V • cr — 0 V (x, t) £ f2s x I (2 . 11)
where d expresses the acceleration of the solid structure. The solid structures
are often modelled as a Neo-Hookean elastic material, which means that the 
following stress-strain relation is employed
where the shear and the buk moduli of the solid are given by respectively /r 
and K. The left Cauchy-Green tensor B and the scalar J  are depending on 
the deformation tensor F
where x  are the coordinates of the current configuration and x 0 are the 
coordinates of the original configuration.
In fluid-structure interaction, the boundary of the solid domain may con­
sist of different subsections. Parts of the boundary can be fixed Tfixed or free 
to move Tfree. This gives the following boundary conditions
Sections of the boundary can also be a symmetry plane TSJ/m, for which the 
following conditions apply
where again n and m express the outward normal and tangential vectors of 
the boundary respectively. Finally a part of the solid boundary will form the 
interface with the fluid domain T^ . The boundary conditions at the interface 
are given as
(2 .12)
B =  FFr , J  =  det (F (2.13)
with
dx0 <9x0
<9x dd
—  - I  +  tt— (2.14)
d = o v (x, t) e r fixed x i  
crn =  0 V (x, t) G T/ree x I.
(2.15)
(2.16)
(crn) • m =  0, d ■ n = (J V (x, t) £ Tsyrn x /  (2.17)
d =  u, (crn)s =  — (tT^ )/ V (x, t) G Ti x  I  (2-18)
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2.3 F in ite elem ent m ethod
2.3 .1  C lassical G alerkin m eth od
The partial differential equations that describe the fluid and the solid domains 
are solved using the finite element method. The finite element method has 
been shown to perform well on structured as well as unstructured meshes. 
Different formulations have been derived for different types of partial dif­
ferential equations. This section first gives a general introduction into the 
finite element method, which will be followed by formulations specifically for 
the fluid and solid domain. The principles of the finite element method are 
explained in detail by Hughes [22] and Zienkiewicz et al. [23] amongst others.
To illustrate the basic principles of the finite element method the heat 
conduction equation is introduced, where the temperature distribution u  over 
the domain Q is described as follows
k A u =  —/  V x E fi. (2-19)
The Laplace operator Au is given by V • (V(w)) and /  and n respectively
denote the distribution of heat sources in S2 and the conductivity which is 
assumed to be constant. The Neumann boundary condition for the temper­
ature flux is defined as
q =  kV u. (2 .20)
The principle of virtual temperature is applied to obtain an alternative for­
mulation for Equations (2.19) and (2.20), by multiplication with a virtual 
perturbation w  and subsequent integration over the domain f2. If u  G i / 1(D), 
then the following perturbations re, also referred to as the test or weighting 
functions, are allowed
w  G { w  £ H 1^ )  | w  = 0 V x £ T J. (2.21)
If the resulting expression is integrated by parts, with the order of the highest
derivative reduced compared to the original equation, then the following 
formulation can be derived after using the divergence theorem
/ w (K,Au)dv =  I k w  (Vu • n)da — / nVw ■ Vudv 
Jn J  r Jci
— /  w ( q • n)da — / t^Vw-S/udv — — / wfdv.
Jrt Jn Jn
(2 .22)
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Applying the Neumann boundary condition that states that q(u)-n—qt — 
OV x e T t ,  where qt represents prescribed fluxes across the boundary, gives
/  kV w • Vudv =  /  wqtda +  /  wfdv.  (2.23)
Jn J r t Jn
The exact solution u of Equation (2.19) satisfies Equation (2.23) for ev­
ery weighting function w that satisfies Equation (2.21). Equations (2.19) 
and (2.23) are referred to as respectively the strong and the weak form of the 
problem. The advantage of the weak form of the problem is that it possesses 
solutions uh in a finite dimensional subspace, whereas the strong form can 
only be satisfied by the exact solution u.
This advantage is used to derive the classical Galerkin method: If u E W  
and if the finite dimensional subspace of W  is denoted by W h, then an 
approximate solution uh «  u is obtained by finding uh E W h such that
j  K,S7wh • \7uhdv — j  whqtda + j  w hfdv  V wh E W h. (2.24) 
J n J r t J  n
In summary, the Galerkin method seeks to find solutions uh E W h of the 
weak form of the problem (2.24) in order to approximate the solution u of 
the strong form (2.19). For certain choices of the finite dimensional subspace 
W h, the Galerkin method leads to the standard finite element method. In 
this case the finite element spaces W h are spaces of piecewise continuous poly­
nomials. The domain Q, is divided into nei subdomains which are called 
finite elements. For each element there is a relation between the domain 
Qe and a parametric element domain. The relation between the parametric 
coordinates £ and the element coordinates x h is defined as
x'* = N A( t ) x A (2.25)
for A — 1, 2, ...,nne, with nne being the number of nodes per element. The 
coordinates of node A in domain f2e are denoted by x^. The shape functions 
Na =  Na(£) are linearly independent polynomials in the parametric domain 
and they are equal to one in node A of the element and zero in all other 
nodes. For each element e a weighting function wh E W h can be expressed 
as
wh =  Na (^)wa -  NA(x.h)wA, x.h E IT (2.26)
where the nodal values of wh are denoted by w^.
The finite element mesh is obtained by joining the finite elements to­
gether. If the relation given in (2.26) is used for both wh and uh, and applied
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to all elements in the mesh, then the Galerkin formulation given in (2.24) 
can be expressed as follows
n el p  n el p  n e l p
y^WAUB /  kV N a • VN Bdv =  / NAqtda + y 2 w A /  ^ / d u .
e = l  J n e  e= l  ^ nre e = l  J  ^
(2.27)
This can be written in a general form
w • Ku =  w • P (2.28)
with K being the stiffness matrix and P  being the external force vector. The 
vectors w and u give the nodal values of the weighting function wh and the 
trial solution uh.
2.3 .2  P etrov-G alerk in  m eth od
The fluid domain in fluid-structure interaction problems is described with the 
Navier-Stokes equations, see Section 2.1. It has been shown that the standard 
Galerkin finite element formulation is not suitable to solve the Navier-Stokes 
equations, due to instabilities in the velocity and pressure fields [24]. The 
instabilities can be stabilised by modification of the standard Galerkin for­
mulation. In order to show how the stabilised formulation is derived, the 
Navier-Stokes equations are considered for a steady state fluid flow on a 
fixed domain with standard Dirichlet and Neumann conditions. This gives 
the following simplification of the conservation equation, continuity equation
with
l  in Section 2.1
i — V • cr — 0 V x G (2.29)
V -u  = 0 V x g O (2.30)
£ 1 II O V x e r 9 (2.31)
crn -  q* = 0 V x e r t (2.32)
=  —pi  +  2/iVsu. (2.33)
The weak form can be derived in a similar way as described in Section 2.3.1. 
With the perturbations in velocity and pressure respectively denoted by w 
and g, the weak form is given as
/  w • p (('Vu) u — f ) — ('V • w) p +  2/iVw : V su +  g (V • u)dv 
Jn
— I w • q*da — 0. (2.34)
Jvt
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By replacing the subdomains of u, w, p  and q with finite element spaces, 
the standard Galerkin formulation for the Navier-Stokes equations can be 
formulated
f  w h • p  ((V uh) u h -  f) -  (V • w h) p h +  2fi\/wh : Vsuh +  qh (V • u^)du 
Jn
~ I • qj'da =  0. (2.35) 
Jvt
It can be shown that instabilities in the velocity field occur for the solution 
of Equation (2.35) when it is advection dominated. The instabilities in the 
pressure field are related to the choices for the finite dimensional subspaces. 
For the standard Galerkin formulation, the finite dimensional subspaces are 
chosen as equal order piecewise polynomials, which have been shown to lead 
to additional instabilities by e.g.  [24,25]. Both the velocity and the pressure 
field can be stabilised with certain techniques, as will be described in the 
next section.
Stabilisation of the velocity field
A simple stabilisation technique for the velocity field is the addition of arti­
ficial diffusion. The amount of artificial diffusion for optimal results varies 
within the domain ft  and depends on the properties of the discretised prob­
lem, as discussed by Johnson [26] and Hirsch [27], among others. It is obvious 
that the performance of this technique very much depends on the amount of 
artificial diffusion that is applied. It can be shown that the accuracy signifi­
cantly improves when the artificial diffusion is only applied in the direction 
of the flow. This is called the streamline diffusion method, as no artificial dif­
fusion is applied perpendicular to the streamlines (crosswind diffusion). As a 
final improvement, the weighting functions can be defined in such a way that 
for a certain finite element node, the adjoint upstream elements are weighted 
more heavily than the downstream elements. This stabilisation technique 
is called the streamline-upwinding/Petrov-Galerkin (SUPG) method and is 
studied in e.g. [26,28].
Stabilisation of the pressure field
For the stabilisation of the pressure field, the pressure-stabilising/Petrov- 
Galerkin (PSPG) method was developed by Hughes et al  [29]. Similar to the
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SUPG method, a stabilisation term is added to the standard Galerkin for­
mulation. In the standard Galerkin formulation the only term that involves 
the pressure is (V • w h)ph, which is not sufficient to damp out spurious modes 
of the pressure for equal order velocity and pressure interpolations. This is 
caused by the fact that the Babuska-Brezzi condition is not satisfied [30,31]. 
The Babuska-Brezzi condition restricts the dimension of the finite dimen­
sional subspace P h in relation to W h, in order to guarantee convergence of 
the solution as the mesh is refined. The added stabilisation term involves 
Vqh • Vph, which circumvents the Babuska-Brezzi condition and therefore 
leads to a good performance of the stabilised scheme.
S U P G /P S P G  formulation
Even though the origins of the instabilities in the velocity and pressure fields 
are different, the stabilisation techniques are similar. For the incompressible 
steady state Navier-Stokes equations it is therefore straightforward to com­
bine stabilisation of the velocity field with the stabilisation of the pressure 
field to obtain a stable finite element method
/Jn [wfe • p ((V uh) uh -  f) -  (V • w h) ph
+2juVw '1 : Vs uh +  qh (V • uh)] d v -  j  w h ■ eft da
JTt
n el p
+ /  [rup (V w h) uh +  TpV q h] • [p ((Vu'1) uh — f) +  Vph]dv =  0.
e = l
(2.36)
The formulation contains two stabilisation parameters, ru and rp, which al­
lows independent control of the velocity and pressure stabilisations. Fol­
lowing Dettmer and Peric [4], the stabilisation parameters are both defined 
as
j =  , A  Re« =  M ^  (2.37)
2IMIP L  / ft \ 2 2m 1 ;1 + 02 Re£
however, the scaling parameters f t  and f t  can be set independently. The 
characteristic element size is denoted by /ie, the fluid velocity in the element
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centroid by ue and the element Reynolds number by Ree. For the character­
istic element size the following relation is used
AAe
he =  J —  (2.38)
where Ae is the area of the triangular finite element in the 2D setting. Dif­
ferent choices can be made for the values of the scaling parameters ft  and
ft. Based on the motivation given in [25], the following values are used in
this work
ru : 0i =  1, 02 = 1 (2-39)
t p  '■ A  =  30, & = (2.40)
Equation (2.36) gives the SUPG/PSPG formulation for the incompress­
ible steady state Navier-Stokes equations. For transient problems a time in­
tegration scheme is applied, as discussed in more detail in Chapter 3. To be 
able to use the formulation in Equation (2.36), this will need to be adjusted 
for moving domains. Based on the governing equation, the SUPG/PSPG 
formulation for the Navier-Stokes equations in an ALE framework can be 
expressed as
f  [w* • p (uk + (Vu‘ ) (u1* -  v fc) -  f) -  (V • w'*) /  +  2/iVw* : V’u*
Jn
p  Tlel p
+ q h (V • uh)] dv — w h • q /da 4- ^  /  [rup (Vwh) (uh — v h) + rpVqh]
Jvt e—\
■ [p (u'* + (Vuh) (u'1 -  v'*) -  f) +  Vpfc] dw = 0. (2.41)
Also the definitions for the stabilisation parameters ru and rp are adjusted 
for the moving domain
r =  - R.ee =  l|u6 v e||/iep
2iiue—veiip ’ f t  f t .  y '
(2.42)
Apart from the time integration schemes, also a mesh updating algorithm 
is needed for transient analyses. There are two different mesh updating 
algorithms used in this work. The first one, the pseudo-elastic technique, 
assumes the mesh to represent an elastic solid body. The new geometry of 
the domain is then obtained by applying a standard Lagrangian finite element
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technique. The other algorithm that is used aims for the optimisation of the 
aspect ratio. This means that the aspect ratio of the elements is used to create 
a mesh with an optimal quality. Both approaches require the application of 
a Newton-Raphson procedure. See Dettmer [25] for details.
2.4 F luid-structure interaction
2.4 .1  T he interface
Due to the nature of the physical behaviour, the fluid domain often requires
a denser mesh than the the solid domain to solve a problem. To prevent
the need for an equally dense solid mesh, the interface should be capable of 
combining non matching boundary nodes. The position of the solid interface 
nodes follows from the structural deformation, which determines the position 
of the fluid interface nodes, and subsequently the position of the internal fluid 
nodes. At the interface, no-slip conditions require that the displacements and 
the velocities at the fluid interface and the solid interface coincide with the 
motion of the fluid and solid mesh boundaries. A finite element interpolation 
of the solid allows the transfer of kinematic data between the solid and the 
fluid at the interface, which can be expressed as follows
* a  — c b ,a  (xb,o +  dfi) (2.43)
uA = v A = cb ,a  d B (2.44)
where A and B refer to a fluid interface node and a nearby solid interface 
node, respectively. The kinematic data for the fluid interface node A is found 
by interpolation between solid interface node B  and its neighbouring interface 
node. So x^, v la , v A and 1X4 are the nodal values in A of respectively uh, uh, 
v h and uh. Similarly, the displacement, velocity and acceleration of the solid 
interface node B are denoted by d#, d B and d#. The value of the structural 
shape function associated with node £ , and evaluated at the position of the 
fluid interface node A , is denoted by cBA^.
To satisfy equilibrium of the forces at the interface, the nodal residual 
forces of the fluid and the solid are balanced by the principle of virtual work. 
A virtual displacement of the interface can be expressed as
Sd =  N sB6dB (2.45)
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block Gaufi - Seidel
Newton type methods inexact block Newton 
exact block Newton
staggered schemes
monolithic strategies partitioned strategies
Figure 2.1: Overview of solution algorithms.
which leads to the following sum of the work of the fluid and the solid nodal 
forces
5W =  %!AN ‘B (U)6&B +  gB5dB =  Q. (2.46)
The vectors gA and gg express the fluid residual force in fluid interface node
A and the solid residual force in solid interface node B respectively. This
results in
g a c b ,a  + g sB =  0. (2.47)
The formulation is based on the principle that the momentum and energy 
released by the fluid is identical to momentum and energy absorbed by the 
solid and vice versa. However, the time discretisation of the fluid and the 
solid domains might influence the exact conservation. This issue is addressed 
in Chapter 4.
There are several solution strategies possible to solve the coupling be­
tween the domains. The different strategies can roughly be divided between 
partitioned and monolithic schemes and include weakly and strongly coupled 
algorithms. A schematic overview of the available solution strategies can be 
found in Figure 2.1. Strongly coupled algorithms are methods in which the 
global conditions, such as equilibrium, are satisfied in each time step up to 
the desired convergence tolerance which leads to the exact solution of total 
system of discretised equations. In weakly coupled strategies this is not the 
case as small errors in the residuals of the equations are allowed.
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D.o.f. at 
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D.o.f. at 
interface Internal d.o.f.
Interface SolidF l u i d
traction forces traction forces
Figure 2.2: Schematic view of the domain decomposition for the strongly 
coupled strategies.
2.4.2 W eak ly  co u p led  s t r a te g ie s  - S ta g g e re d  schem es
In the weakly coupled strategies, or staggered schemes, a prescribed sequence 
of solution steps is followed to obtain an approximation of the solution at 
time instant tn+ The sequence of solution steps includes the solvers of the 
different domains, predictor steps and communication of data between the 
domains. The different domains are solved separately, which means that 
weakly coupled strategies are partitioned strategies.
It is relatively straightforward to implement staggered schemes and make 
use of existing computer codes. It is for this reason that staggered schemes 
are a popular choice to solve large scale problems. However, as the total 
system of equations is not solved exactly, appropiate accuracy and stability 
properties need to be ensured.
2.4.3 S tro n g ly  co u p led  s tra te g ie s
The strongly coupled strategies can be divided into monolithic and parti­
tioned strategies. In a monolithic strategy the entire set of coupled equa­
tions is solved simultaneously, whereas in a partitioned strategy the system 
of equations is decomposed into subsystems which are then solved separately. 
The partitioned strategies that are discussed are the Gauss-Seidel solution 
strategy and exact and inexact block Newton solution strategies.
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Fluid
Interface
Solid
Figure 2.3: Modelling of the interface domain, with transfer based 011 finite 
element type interpolation.
In order to describe the different solution strategies, the interface domain 
is introduced [32]. The interface domain degrees of freedom describe the 
configuration of the interface, using linear finite element type interpolation 
based 011 nodes and shape functions. The decomposition of the problem 
into the subdomains fluid, interface and solid is illustrated in Figure 2.2. 
Appropiate transfer operators account for the relation between the degrees of 
freedom of the interface domain and the degrees of freedom 011 the boundaries 
of the fluid and solid domain. The vectors u 1 and d s consist of all internal 
degrees of freedom of the fluid and the solid domain respectively.
The nodes of the interface domain have a configuration independent from 
the fluid and solid interface configurations, as is shown in Figure 2.3. The in­
terpolation algorithm described in Section 2.4.1 is therefore applied between 
the interface domain and the fluid domain and also between the interface 
domain and the solid domain. This increases the flexibility and modularity 
of the computer program.
To show the differences between the strongly coupled strategies consid­
ered in this work, the coupled problem is described with the following set of 
equations
r-^uFu') = 0 (fluid) (2.48)
r'(uF u '.d s) =  0 (interface) (2.49)
rs(iT.ds) =  0 (solid) (2.50)
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This is a simplification of the overall problem, which also includes equations 
for the movement of the mesh as described in previous sections.
M onolithic strategy
For a monolithic strategy the total system matrix is assembled, including the 
different domain solvers, and then solved using a Newton-Raphson procedure, 
see e. g. [12]. This leads to a stiffness matrix of the structure as shown in 
Figure 2.4(a). To solve the coupled problem the entire set of equations is 
solved simultaneously:
uf , iT and ds
K / / K fi 0
Kif Kjj Kzs
0 Ks; K ss
r*(u ,^ iT, iT) 
rs(iT, iT)
(2.51)
' u /  > 1 A ul '
u* <- < iT r + \ AiT
I ds J 1, d S  , i, A d *  >
(2.52)
3. If no convergence, go back to 2
Partitioned N ew ton-R aphson strategy
The partitioned Newton-Raphson strategies have been developed as a result 
of limitations of other partioned strategies and can be divided into ’’exact” 
and ’’inexact” block Newton methods ((see [1,3,4,6,32] for the former and 
[7-11] for the latter)). The main difference between the partitioned Newton 
scheme and the monolithic strategy is the elimination of the solid domain, 
which is illustrated in Figure 2.4(b). Elimination of the solid reduces the size 
of the assembled stiffness matrix. The algorithm for the partioned Newton 
strategy is as follows
1. Guess and u*
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K / / K /i 0
K  ^ K« K is
0 K si K ss
(a) Stiffness matrix for the monolithic strategy.
K / / K /i
K  if K i8
0
K,:s
(b) Stiffness matrix decomposition for the partitioned 
Newton strategy.
Figure 2.4: Stiffness matrix decompositions for different solution strategies.
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2.
K ssAds = —rs(u*,ds] 
ds <- ds + Ads
(2.53)
(2.54)
3. If no convergence, go back to 2
4.
S =  K* — K ^ K - X , (2.55)
(2.56)
i r Au^
uz I +  1 Au*
- (2.57)
5. If no convergence, go back to 2
Here, S denotes the so-called Schur complement matrix. For matrices in 
block form, the Schur complement is the result of eliminating a block using 
the block Gaussian elimination with reference to another block. For more 
details about the Schur complement see e.g. [33].
Gaufl-Seidel solution strategy
The Gaufl-Seidel strategy is another partitioned strategy. However, for this 
strategy there is no need to assemble the entire stiffness matrix and the in­
terface domain acts merely as a data transfer operator. The fluid and solid 
domains are solved separately and data is transferred in between them. The 
strategy, also referred to as Dirichlet-Neumann coupling, is widely used for 
the resolution of the strong coupling between the fluid and the solid do­
mains [16,17]. It corresponds to the classical Gaufl-Seidel scheme for the 
iterative solution of systems of linear equations. The reason for the pop­
ularity of the strategy lies in its high degree of modularity. It allows for 
the relatively straightforward combination of existing fluid and solid solvers 
without requiring significant modifications or even the full understanding of 
the two solvers. The Gaufl-Seidel solution strategy has been investigated in 
the past in the context of coupled physical problems, by, amongst others, 
Turska and Schrefler [20] for convergence analysis of a block Gaufi- Seidel 
method for consolidation problems, Armero and Simo [21] for analysis of 
thermo-mechanical problems, Schrefler et. al. [34] for analysis of thermo- 
hydro-mechanical problems, Vijalapura and Govindjee [35] for analysis of
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diffusion-deformation-reaction problems and Felippa et al [14] for the analy­
sis of generic coupled problems.
A detailed discussion of the GauB-Seidel solution strategy and its stability 
and accuracy properties is given in Chapter 5.
2 .4 .4  C om parison  o f th e  so lu tion  stra teg ies
In Chapter 6 , numerical examples are used to compare some of the solu­
tion strategies. The solution strategies considered are partitioned Newton- 
Raphson strategy, the monolithic strategy and the GauB-Seidel strategy. To 
evaluate the performance of the solution strategies the following criteria are 
relevant.
• Accuracy and stability: Solution strategies may give inaccurate results, 
or instabilities may occur which means failure to give any results at all.
•  Robustness: For any reasonable time step size the strategies will need 
to converge to a solution.
• Computational time: Some strategies are computationally expensive 
which obviously is a disadvantage.
• Suitability for parallelisation: To improve the computational time, it 
may be beneficial to parallelise the solution strategy.
• Complexity of computer implementation: Some of the solution strate­
gies discussed require the development of a complex computer program, 
which may not be desirable.
These criteria will be addressed in Chapter 6 , when different numerical ex­
amples are solved using the different solution strategies.
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Chapter 3
Stability and accuracy of tim e  
integration schemes
In this chapter the stability and accuracy of different time integration schemes 
is discussed. The chapter gives an overview of available schemes for the time 
integration procedures for the stabilised finite element formulation given in 
the previous chapter. A number of model problems are used to illustrate char­
acteristics of the schemes and introduce terminology concerned with stability 
and accuracy.
Regarding the discrete time integration schemes that are considered in 
this chapter, it is chosen to restrict the focus to single step time integration 
schemes. They are the trapezoidal rule, the backward Euler method, the 
generalised midpoint rule and the generalised-a method. The trapezoidal 
rule and the backward Euler method are chosen as they only depend on time 
discretisation parameter At  and therefore allow for the detailed analysis of a 
solution procedure for coupled problems in a later chapter. The generalised 
midpoint rule and the generalised-a method have been shown to perform 
well when applied to incompressible fluid flow governed by the Navier-Stokes 
equations [36] and are therefore used in later examples. For structural dy­
namics problems the generalised-a method has been shown to give accurate 
results and has the benefit of user controlled high frequency damping [37,38].
Other procedures to solve for the integration in time are the time finite 
element methods. When the finite element method is used for both the 
space and time domains, this results in the so-called space-time finite ele­
ment methods, as opposed to semi-discrete solution procedures where the
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finite element method in the space domain is combined with a discrete time 
integration scheme. In Dettmer and Peric [36] the performance of a number 
of time finite element methods are compared with discrete time integration 
schemes. Especially the linear discontinuous in time space-time finite element 
method has shown good results, however, [36] compares the method with the 
generalised-a method for first order systems and motivates why the latter is 
the preferred time integration scheme when modelling fluid mechanics.
In this chapter first a number of time integration schemes will be intro­
duced (backward Euler method, trapezoidal rule and generalised midpoint 
rule), followed by an analysis of their stability and accuracy based on a se­
lection of one dimensional model problems. For the mathematical analysis 
of the time integration schemes and computing the data for the eigenvalue 
plots, symbolic software is used.
3.1 Backward Euler m ethod
The first time integration scheme considered is the backward Euler (BE) 
method. The backward Euler method is an implicit time integration scheme 
where the derivatives are evaluated at time instant tn+ F o r  linear problems, 
this method is first order accurate and unconditionally stable, as is shown in 
Section 3.4. Its major drawback is the relatively large amount of numerical 
damping. For a second order problem, the backward Euler method is defined 
by the following expressions
Un+1 T At iln+1 (^’1)
u n+1 u n  T A t  u n-)-i (3.2)
where un and un+i are scalar variables at respectively time instant tn and 
time instant tn+1, un and iin+i are the time derivatives at respectively time 
instant tn and time instant tn+\ and un+i is the second derivative in time at 
time instant tn+1. The time step size is denoted by At — tn+1 — tn and the 
problem is to be solved at time instant tn+1-
3.2 Trapezoidal rule
The trapezoidal rule (TR) is another implicit method and is different from 
the backward Euler method in that the derivatives are evaluated at time
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instant tn+i. In Section 3.4, the trapezoidal rule is shown to be second 
order accurate and unconditionally stable for a linear problem. The method 
does not exhibit any numerical damping. The expressions that define the 
trapezoidal rule method for a second order problem are as follows
Un+\
Un T Un-j-i 
2
(3.3)
K + \
iin -|- 
2
(3.4)
^n+i
Un T fin+1 
2
(3.5)
n^+1 -(- At Un_|_i (3.6)
hn+1 =  iin +  At  iin+i (3.7)
with un+1, un+1 and iln+1 being respectively a scalar variable, its time deriva­
tive and its second time derivative at time instant tn+\.
3.3 G eneralised m idpoint rule
The difference between the backward Euler method and the trapezoidal rule 
is the time instant at which the time derivatives are evaluated. To allow 
the user to control the time instant, and therefore the amount of numerical 
damping, the generalised midpoint rule (GM) is often used. The time deriva­
tive will now be evaluated at time instant tn+1, where 0 < 7 < 1. This leads 
to the following expressions for a second order problem
un+7 =  7  un+1 +  (1 - l )  un (3.8)
^n+7 =  7 V i  +  ( l - l )  Un (3.9)
^n+7 =  7  iln+1 +  (1 - 7 ) Un (3.10)
^n+1 -- lin T A t  Un-\-'y (3.11)
hn+1 h71 "t" A.t (3.12)
where un+7, iin+7 and iin+7 are respectively a scalar variable, its time deriva­
tive and its second time derivative at time instant tn+7. It can be easily 
seen from Equations (3.8) to (3.12) that for 7  =  1 the generalised midpoint 
rule reduces to the backward Euler method, and that for 7  =  |  it yields to 
the trapezoidal rule method. It is shown in Section 3.4 that for 7  =  \  the 
integration scheme is second order accurate and that for other values of 7  
the generalised midpoint rule is first order accurate.
24
3.4 S tability  and accuracy
For a better understanding of the stability and accuracy of discrete time 
integration schemes, a number of linear model problems are considered. The 
model problems are used to introduce terms as truncation error, of order 
accuracy and amplification matrix. Also, eigenvalue plots are introduced for 
presentation of the stability conditions. The model problems considered are 
a one degree of freedom first order problem, a one degree of freedom second 
order problem and a two degrees of freedom second order problem.
3.4.1 O ne degree o f  freedom  first order problem
A first order initial value problem with one degree of freedom is considered. 
The problem is described by the following equations
u{t) — A u(t) — 0 (3.13)
m(0) =  u0 (3.14)
where u(t) and u(t) are a time dependent scalar variable and its time deriva­
tive respectively, uo is the value of u at time instant t =  0 and A is a model 
parameter which is assumed to be complex and given as
A - — £ +  il j .  (3.15)
Exact solution: The exact solution for this problem can be written as
u(t) =  uq eXt. (3.16)
In order to compute the values of u(t) at given time instants t =  t0+kAt,  k =
1,2,..., IV, a recurrence relation between the values of u(t) at tn+1 and tn can
be expressed as
u(tn+1) =  u(tn) eXA\  n =  0,1,2,..., TV -  1. (3-17)
Characteristic tim e period: The characteristic time period of the 
system depends on the frequency u  and is defined as
(3.18)™ 27rT =  — .
LJ
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Exact amplification factor: To assess the stability and accuracy of 
the time integration schemes, the numerical amplification factor is compared 
with the exact amplification factor. The exact amplification factor for this 
problem is as follows
=  U ^ + i )  =  A A t (3.19)
u(tn) v ’
Num erical amplification factor: For a numerical solution of the model 
problem, approximations are needed for u{t) and u(t). The generalized mid­
point rule, which for given values of 7 can be reduced to the backward Euler 
method or the trapezoidal rule, is used for the approximations. Following 
the definition in Section 3.3, the generalized midpoint rule for a first order 
problem can be rewritten as
^71+7 T ^n+1 +  (1 oO 7^i (3.20)
1 1 
A t  Un+1 ~  A tfin+7 7^i+l A V'n
which leads to the following discretisation of the problem
( 7^1+1 y^ ^7l) ^  (7 ^71+1 +  (1 T) ^ 71) O' (3.22)
The numerical amplification factor is defined as follows
( h =  (3.23)
which leads to
-  7 7 ^ 7  <“ «
or, after substitution of equation (3.15)
,h _  ( l  +  ( l - 7 ) ( - g  +  M A t) , .
( 1 - 7 H  + H A  t) ■ ( - >
Spectral radius: The stability can be assessed based on the spectral 
radius ph. For a one degree of freedom first order problem, the spectral radius 
is defined as the absolute value of the amplification factor which, if the 
amplification factor ( h is assumed to be complex, leads to
Ph =  171 = 7(Re(C'1))2 +  (Im(C'“))2. (3.26)
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Figure 3.1: Spectral radius for one degree of freedom first order problem 
discretised with generalised midpoint rule.
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Substitution of Equation (3.25) renders
h =  <1 +  2( - l  + 7)A + ( - 1  +  7)2A<2(g2 +  u>2) , .
P V l  +  27 At£ + 'y2A t 2( e + u j 2) ' [ ’
Stability: For unconditional stability of a time integration scheme it is 
required that ph <  1.
For different values of 7  the spectral radius ph is compared with the exact 
spectral radius p (= |£|), which is shown in Figure 3.1. The spectral radii for 
uj =  1 and £ =  0 are plotted as a function of A t /T.  It can be seen that the 
exact spectral radius and the numerical spectral radius for 7  =  ~ are equal 
to 1 independent of the time step size At. For 7 =  |  and 7  =  1 numerical 
damping occurs and a relation between the spectral radius for large time 
steps and 7 can be found
7 = (3.28)
1 +P?OO
This relation is also satisfied in the presence of physical damping, which is 
shown by plotting the spectral radii for cu =  1 and £ = \ . The exact spectral 
radius is no longer equal to one, but now experiences damping and becomes 
zero for large time steps.
Another way to assess the stability of a time integration scheme is by 
evaluation of the amplification factor ( h for values of A t / T  ranging from 
10-3 to 103, by plotting the imaginary parts of the amplification factors 
against the real parts. The stability requirement stating that ph < 1 is then 
represented by a unit circle in the figure. It is straightforward to conclude 
that if all amplification factors lie within the unit circle, the time integration 
scheme is unconditionally stable.
Figure 3.2 shows plots for different combinations of time integration pa­
rameter 7  and model parameter £. It can be observed that the generalised 
midpoint rule is unconditionally stable for all cases. First, the stability plot 
is shown for 7  =   ^ (trapezoidal rule), lj — 1 and £ = 0 (no physical damp­
ing). All amplification factors lie on the unit circle, which means there is no 
numerical damping. The exact amplification factors lie on the unit circle as 
well and are therefore not shown in the figure. If there is physical damping 
the amplification factors are no longer lying on the unit circle as can be seen 
in the plot where 7  =  J, lj =  1 and £ = Both the numerical and the exact 
amplification factors are shown in the figure. Note that for small and for
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large time steps the position of the amplification factors is consistent with 
their representation in Figure 3.1.
The effect of numerical damping can be observed in the plots for respec­
tively 7  =  | , u  =  1 and f  =  0 and 7 = 1  (backward Euler), u =  1 and f =  0 
and the effect of the combination of numerical and physical damping in the 
plots for respectively 7  =  | ,  u> — 1 and £ =  |  and 7  =  1 (backward Euler), 
uj =  1 and £ =  1 .
Truncation error: In order to analyse the accuracy of the chosen
scheme, the truncation error is derived. The truncation error is defined as 
(see e.g. [39])
^{tn+1) ^n-fl “b  ^ (3.29)
where u(tn+1) is the exact value of u at time instant tn+1, un+\ is the approx­
imated value at time instant tn+i and e is the truncation error. To derive e, a 
Taylor series expansion is performed around the exact and the approximated 
values.
For the exact value u(tn+1) the expression given by Equation (3.17) is 
expanded, which gives the following result
u(tn+1) =  u(tn) +  Au(tn) At  +  ^A2u(tn) A t2 +  ^A3u(tn) A t3
+  A a 4m(<„) A t4 +  0[A«5]. (3.30)
The approximation i^+i is derived by a Taylor series expansion of the ex­
pression that is given by rearranging Equation (3.22)
un+1 =  un + \ u n At + 7 A2un At2+ 7 2A3un At3 +  7 3A4un At4 +  0[A t5]. (3.31)
The truncation error e is obtained by substracting Equation (3.31) from 
Equation (3.30) and asssuming that u(tn) =  un which gives
e =  1 (1- 27)A2m„ A<2 +  1 (1 - 672)A3u„ At3 +  -^ ( l-2 4 7 3)A4u„ A<4+0[A<5].
(3.32)
This means there is a second order leading truncation error.
Accuracy: The degree of accuracy p of a scheme is defined as follows 
[39,40]:
u{tn+1) =  un+1 +  0[A  tp+1] (3.33)
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where p is the order of accuracy, which means the order of accuracy is one 
less than the exponent of the time step size in the truncation error. This 
means that the truncation error is of one order higher than the solution, 
which shows that when decreasing the time step size the error will reduce 
faster than the solution increment. For this model problem the generalised 
midpoint rule is first order accurate, however, when 7  =  |  (trapezoidal rule) 
the second order term in the truncation error vanishes, which leaves a third 
order truncation error and therefore second order accuracy.
Numerical damping: The numerical amplification factor £h can be 
written in the same form as the exact amplification factor £. The exact am­
plification factor £ depends on £ and cj, so analogously the numerical ampli­
fication factor £h will be expressed as a function of the numerical equivalents 
£fc and ujh
(-h =  eA‘A(j Xh =  _^h +  iwh (3 .34)
The amount of numerical damping is defined by the difference between £ and 
£h, where based on Equation (3.34) £/l can be computed as follows
*k = _i t ln(lc'‘l) (335)
which, after a Taylor series expansion, for the model problem leads to
£* = « -  § ( ( -1  + 27)K2 - u;2))At + i ( l  -  37 +  372)£(£2 -  2u>2)At2 +  0[A t3].
(3.36)
This gives first order numerical damping for the generalised midpoint rule 
and second order numerical damping for the trapezoidal rule in particular.
Num erical dispersion: Numerical dispersion is the difference between 
to and ujh. From Equation (3.34) it can be derived that
U)h =  ^arg(C'1). (3.37)
For the model problem this means that ujh is given as
ujh =  a; +  (l —2y)£a;At — -^((1 —37 +  372)cj(—3£2 +  cj2))At2 + 0[A t3]. (3.38)
Similar to numerical damping, there is first order numerical dispersion for the 
generalised midpoint rule, which for the trapezoidal rule improves to second 
order numerical dispersion.
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3 .4 .2  O ne degree o f  freedom  second order problem
In this section, the stability and accuracy of a second order problem is anal­
ysed. There is only one degree of freedom, however the fact that it concerns 
a second order problem will bring some difficulties when establishing the sta­
bility and accuracy as done in the previous section. The problem is described 
with the following equations
u(t) +  2£uju(t) +  uj2u(t) =  0 (3.39)
u(0) =  u0 (3.40)
u(0) = u0 (3.41)
where u(t), u(t) and u(t) are a time dependent scalar variable, its time deriva­
tive and its second time derivative respectively and uj and £ are the natural 
frequency and a dimensionless damping ratio respectively. As this is a second 
order equation, two initial conditions are needed, uq is the value of u at time 
instant t — 0 and Uq is the time derivative of u at time instant t =  0 .
Exact solution: The analytical solution can be written as
u(t) =  cos ^ \/ l  — £2ujt^ ) +  U°^2~ s*n — (3.42)
u(t) =  e iut cos ( v 7! - ? 2^ )
A recurrence relation between the values of u(t) and u(t) at tn+1 and tn 
to compute the values of u(t) and u(t) at given time instants is then given as
u(tn+1) =  e~^At (u(tn) cos (y/T^~£*uAtj
sin )  (3.44)
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u(tn+i) =  e {"A‘ cos ( v7l -  £2^ Afj
_ ^  +  u fa V  s in ( v^ ^ A^  (345)
The characteristic time period of the system is still defined as
T =  — . (3.46)
UJ
Exact amplification factor: For a given time step size At, the exact 
amplification factor is obtained as
C =  eXAt (3.47)
where the factor A can be found by solving the characteristic equation
A2 + 2 & \  + u>2 =  0. (3.48)
This results in
A,,2 = u ( - £  ±  V?2 -  l )  (3.49)
Am plification matrix: To solve this model problem with the gener­
alised midpoint rule, a formulation of the generalised midpoint rule for second 
order problems (see Section 3.3) is rewritten as
un+1 =  7  un+i +  (1 -  7 ) un (3.50)
fin+7 /\f ^n (3.51)
“n+7 =  ^At2 “n+1 "  ^ S 2 3^'52)
The discretisation of the problem then reads
(^Af2 Un+1 "  '/At? Un~ ^ A t  Un) +  25w(A t Un+1 ~  A t  Un)
+ a;2(7 un+i +  (1 — 7 ) un) =  0 (3.53)
It can be seen that to calculate un+1, not just un but also un is needed. It is 
therefore no longer possible to derive the numerical amplification factor by 
just rearranging the discretised form of the problem. Instead an amplification 
matrix A will be derived. Multiplication of the amplification matrix by un
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and un leads to un+\ and un+x. In order to derive the amplification matrix 
A, an expression for un+\ is needed from the formulation of the generalised 
midpoint rule
1 i  ( I - 7 ) .
fin+l * , ^ n+1 * . ^ n  (3.54)7 A t 7 A t 7
This then leads to the following two equations:
U"+1 1 =  A {  a7  1 (3-55)AtUn+i J 1 A tiin
where the amplification matrix A is given as 
7A t2OJ2
1 -
1 + 27 A t^u + 72A t2uj2 1 + 2^At^u + 72At2o;2
A t2u 1 + 2(—1 + 7 )At^o; + (—1 + 7 )7At2o;2
1 + 27 A t u^j + 72 At2u2 1 + 2”fAt£cu + 72A t2uj2
(3.56)
Spectral radius: To get the spectral radius ph that is needed to assess 
the stability of the time integration scheme, the eigenvalues of the amplifica­
tion matrix are computed by solving
P(C/l) =  det(A -  Chl ) -  0 . (3.57)
For a n x n matrix A, this equation is a polynomial of degree n in £h and
is called the characteristic equation of A. The characteristic polynomial for
this amplification matrix A is as follows
p/^n _  1 +  2(—1 +  + ( - 1  +  7)2At2u;2
1 +  27 A t u^j +  7 2A 2cj2 
2(1 + (—1 + 2r))At£suj +  (—1 +  ry)/yAt2uj2) h h2 
--------------- 1 +  27 Atfo, +  7 2AM   C + (C ] (3'58)
As a polynomial of degree n has a maximum of n distinct roots, a n x n matrix 
has a maximum of n distinct eigenvalues. In this case it concerns a 2 x 2 
amplification matrix, so there are two eigenvalues. The eigenvalues are used 
to derive the spectral radius ph. As there are two eigenvalues, the spectral 
radius ph is defined to be equal to the largest of the absolute eigenvalues
ph = max(|C£2|) (3-59)
33
7 =  I  € = o
Im((A) o
7
A t/T  = 10 
A t/T  = 10“a 
A t/T  = 10-' 
A t/T  = 10" 
A t/T  = 111' 
A t/T  = 102 
A t/T  = 103
-1.5 -1  -0.5 0 0.5 1 1.5
'h \Rp(C
7 =  1, € =  o
1.5
0.5
Tll(C'') 0
-0.5
A t/T  = 10r
1.5 1.50.
lmK'1) /■""jcA.. ExaVt
A t/T  
A t/T  
A t/T  
A t/T  -- 
A t/T  = 
A t/T  = 
A t/T  --
I m (C
E x alt A t T
A U T
Figure 3.3: Eigenvalues for one degree of freedom second order problem 
discretised with generalised midpoint rule.
where (/[' 2 are the eigenvalues of the amplification matrix, which for the given 
amplification matrix are
c  =
1 — A t£uj -I- 27 A — 7 A t2uj2 -|- 7 2At2uj2 — \J—At2A2 -I- A t2£2uj2
1 + 27A ^  + 7 2A fV 2
(3.60)
1 — A t£uj + 2^At£)uj — 'yA t2uj2 + 72A t2uj2 + \ f —A t2A2 + A t2£/2uS2
1 +  2')At£>uj + 72A i2cj2
(3.61)
Stability: The stability requirement is still valid, which means that the 
largest of the absolute eigenvalues has to be equal or smaller than 1.
To determine whether this requirement holds for a given range of time 
step sizes the eigenvalues are plotted. Both eigenvalues will be plotted in 
the same figure for a range of values for A t / T , as can be seen in Figure 3.3. 
Again the imaginary parts of the eigenvalues are plotted against the real 
parts. When comparing Figure 3.3 with Figure 3.2. it can be seen that one
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of the two eigenvalues follows the same pattern as the amplification factor in 
the previous section. The other eigenvalue is the negative equivalent. Both 
eigenvalues satisfy the stability requirement and thus, again, it is shown that 
the generalised midpoint rule is unconditionally stable.
For the cases with damping the exact amplification factor is shown again 
too, which allows for comparison of the amount of damping between the exact 
amplification factor and the numerical amplification factor for different values 
of 7 .
Truncation error: To derive the truncation error e, the numerical so­
lution is again compared with the exact solution. As the scalar variable 
u(t) and its time derivative u(t) depend on each other (see Equations (3.42) 
and (3.43)), an error in one of them will affect the accuracy of the other. It 
is therefore important to look at the truncation errors for both u(t) and u(t), 
respectively denoted by eu and e^ .
For the exact solution a Taylor series expansion is performed around
u(tn+1) and u(tn+i), as given by Equations (3.44) and (3.45)
u(tn+1) =  u(tn) +  ii(tn) A t -  i(o;(2u(tn)£ +  u(tn)uj)) A t2
+ —lj2 —1 -f- 4£2) +  2u(tn) u^j) At* +  0[A£4] (3.62)
u{tn+i) =  u(tn) -  uj(2u(tn)  ^+  u(tn)uj) At
+ ^Lj2{u{tn) { - 1 T  4£2) +  2u(tn)€u) A t2
+  ^uj3(4u(tn)S, — 8u(tn)£3 +  u(tn)uj — 4u{tn)^2uj) A t3 +  0[A t4]. (3.63)
And for the numerical solution, the expressions for un+1 and un+1 as given 
in Equations (3.53) and (3.54) are expanded
un+1 =  un +  un At  -  ^Lj(2un  ^+  unLj) A t2
+ y 2cu2(un(—l  -I- 4£2) 4 - 2un u^o) A t3 +  0[A t4] (3.64)
Un+1 = u n -  lj(2xn^  +  Unuj) At  +  juj2(un( - l  +  4£2) + 2un^u) A t2
+ ^2u 3(4un  ^— 8wn£3 +  u h l j  — 4un^ 2uj) A t3 +  0[A t4]. (3.65)
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This gives for the truncation errors eu and e„, assuming that u{tn) =  unj the 
following
=  ^ (-1  +  2'y)uj(2un£, +  unu) A t2
+ i ( l  -  6 j 2)u)2(un( - l  +  4£2) +  2un u^j) At3 +  0[A£4] (3.66)
=  ^(1 -  2^)ej2{un{ - l  +  4£2) + 2un u^j) A t2
+  ^(1 — 672)cj3(4un£ — 8un£3 + uncu — 4un^2uj) A t3 +  0[A£4]. (3.67)
For both truncation errors again a second order leading truncation error is 
derived, which results in first order accuracy for the general form of the 
generalised midpoint rule and second order accuracy for the trapezoidal rule.
Num erical damping: To derive the amount of numerical damping the 
absolute value of the complex amplification factors £f2 needed. From 
Equations (3.60) and (3.61) it can be seen that the real and imaginary parts 
of the amplification factors depend on the values for £, u and At. Since £, u 
and At  are all positive, it is found that the real and imaginary part depend 
only on whether £ is smaller or larger than 1. Here, only the undercritically 
damped system (£ < 1) is considered which gives the following real and 
imaginary parts of the amplification factor ( h
P r ( f h \ -  2 ( 1 +  ( - 1 +  2 7 ) A t ? o ;  +  ( - l  +  7 ) 7 A « 2a ;2)
Re(Cl’2) “  ---------- 2(1 +  27 A ^  + 7 2A ^ ) ----------  (3’68)
Im((h ) =  A t2£^  ^
Kl’2j 2(1 +  2ryAt(u) +  7 2A£2u;2) ’
Based on the expression for Ai  ^ given by Equation (3.49), the numerical 
equivalent is now given as
^ ,2 = ^  ±  v'(?'1)2 -  l )  (3.70)
which for the numerical damping factor £h leads to
=  ( 3 - 7 1 )
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The amount of numerical damping f h can be calculated for either of the two 
eigenvalues as they both have the same absolute value. It follows that 
the amount of numerical damping can be expressed as follows
Zh = Z ~  | ( ( - 1  + 7 )(—1 + 2£2V ) A t  +  i ( l  -  37 + 372)£ (-3  +  4$2)w2A t 2 
-  i ( ( - l  +  47 -  672 +  473)(1 -  8 ?  +  8£4V 3) A t 3 +  0[A t4]. (3.72)
As in the previous section is it found that there is first order numerical damp­
ing for the generalised midpoint rule and second order numerical damping 
for the trapezoidal rule in particular.
Num erical dispersion: Using the same formulations for the real and 
imaginary parts of £h the numerical dispersion uih can be found by computing
J 1 = ---- ; 1 aigCC1*). (3.73)
This leads to
^1,2 — ^ ~  ( — 1 T 2/y)£c<j2 A t T t((1  — 3y + 3,72)(—1 + 4£2)cj3) A t2o
-  ( -1  + 47 -  672 + 473)^ (-l  +  2£2V 3 A t 3 +  0[A i4] (3.74)
which again leads to first order numerical dispersion for the generalised mid­
point rule and second order numerical dispersion for the trapezoidal rule.
3.4 .3  T w o degrees o f  freedom  secon d  order problem
The next problem has two degrees of freedom and is a second order problem. 
This problem is described with the following set of equations, given in matrix 
form
Mii(t) + Dii(t) +  Ku(f) =  0 (3.75)
with
■<■>-{2 8 } “ *>-{2 8 } -<«-{2 8 } (3je|
rri\ 0 D =
i■^31
1
K  - ki —k\0 m2 _ —d\ d\ -}- d2 —k\ k\ +  k2
(3.77)
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z(0) = Xo (3.78)
i ( 0) =  Xo (3.79)
y( 0) =  Vo (3.80)m =  Vo (3.81)
where x(t) and y(t) are two time dependent scalar variables, x(t) and y(t) 
are their respective time derivatives, x(t) and y{t) are their respective second
derivatives in time and m1} m2, di, d2, and 2^ are model parameters. For
a second order problem with two degrees of freedom, four initial conditions 
are needed. In this case is the value of x at time instant t =  0, x$ is the 
time derivative of x at time instant t — 0, y0 is the value of y at time instant 
t =  0 and 2/0 is the time derivative of y at time instant t =  0 .
Exact solution: To get an analytical solution for Equation (3.75), first 
the eigenvalues £1,2 and eigenvectors <plt2 of the undamped system (D =  0) 
are derived. The eigenvalues £1)2 are calculated by solving
det(M-1K -  £1) = 0 (3.82)
From the eigenvalues £i>2 the natural frequencies tj1>2 can be derived
^1,2 — y /  £1,2 (3.83)
which gives
1 / k 2 m i  +  f c j ( m i  +  77i2 ) ±  \ Z ~ 4 k i k 2 m i m 2  +  ( fc2 m i  +  A q ( r a i  +  m 2 ) ) 2
^ 1,2 —  ~ ~ } = \   •V2 V mim2
(3.84)
The eigenvectors <£>i)2 corresponding to eigenvalues £i)2 denote the modal 
shapes or modes of vibration of the system and are given as
_  f fcimi + /C27711 + fcim2 ± y/-4kik2mim2 + (A;2mi + k\(m\ + m2))2
<^ 1,2 ( 2k\m\
(3.85)
Due to the characteristic properties of the modes of vibration of a dynamical 
system, the solution vector u(t) can be written as a linear combination of 
the modal shapes
u {t) =  <jyv{t) (3.86)
where the colums of matrix 0  are given by the modal shapes cpi  ^ and v(£) 
is given as
V » , - { $ { } .  (3 87)
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The scalar variables p(t) and q(t) can be obtained by substituting Equa­
tion (3.86) into Equation (3.75) which leads to
+ 1^ p(t) +  k\ pit) =  0 (3.88)
+ dlq(t) +  k^qit) =  0 (3.89)
where
m i =  dj — P i ’&Pii — (pi Kyq, (3.90)
m2 — ^2 M ^2j d2 =  <^2D( 2^, A)2 = ^ K ^ 2. (3.91)
The expressions for mj, mj, dj, dj, k[ and in terms of mi, m2, di, d2, £4 and 
k2 are rather lengthy and therefore not given. Equations (3.88) and (3.89) 
may be rewritten as
p(t) +  2£iu)ip(t) +  w\p{t) =  0 (3.92)
q(t) +  2£2u2q(t) + q(t) =  0 (3.93)
where
13 941
6 - s f c '  <3 ,5 >
The expressions for uq, lj2 , £1 and £2 are again not given due to their length.
Based on Equations (3.92) and (3.93) it is straightforward to express the 
general form for the solution of equation (3.86)
f  e~^ luJlt cos ( \ / l  — Q v i t j  +  B sin -  ^ u q t^  1
u (t) — 4> < ______  ______  >.
[ ( c  cos ( \ / l  ~ j  +  D sin ( V 1 - ? 2W2<)) J
(3.96)
For the given initial values the expressions for A, B, C and D can be derived, 
which is done using a symbolic toolbox.
Characteristic tim e period: As the model problem now has two natu­
ral frequencies uq ,^ there will also be two characteristic time periods. When 
solving a system with a harmonic response, the time step size should be small 
enough to capture the highest frequency and therefore the characteristic time 
period that is used in this section is the smallest one
2 tt
T = ------  c. (3.97)
max(aq)2)
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Am plification matrix: The total set of equations that is needed to 
derive the amplification matrix that describes the problem when solved with 
the generalised midpoint rule is as follows
un+7 = 7  un_|_i +  (1 -  7 ) un (3.98)
Un+7 — u n+l — ura (3.99)
u ”+7 =  ^  Un+1" ^  Un ~  ^Kt Un 3^100)
1 1 (1 - 7 )Un+1 =  ——un+i  — un -------------un. (3.101)
7A  t j A t  7
This leads to the following set of discretised equations
Un+1 "  yAl?  Un “  t Un) +  D( A t  Un+1 “  A t  Un)
+ K (7 un+i + (1 -  7 ) un) = 0 (3.102)
The resulting amplification matrix is defined as
a lE l ,  } - * { - £ . } ■  (31“31
The 4 x 4 amplification matrix A consists of long expressions which are not 
given here. Similar to the previous section, the characteristic polynomial of 
the amplification matrix is derived and the eigenvalues are computed. The 
characteristic polynomial is a 4th order polynomial so there will be 4 distinct 
eigenvalues. The eigenvalues are plotted for a range of time step sizes and 
for m 1 =  1, 77i2 — 2, k\ =  1 and A;2 =  1 in Figure 3.4 for different values of 
7 , d\ and d2. Again it can be seen that for all eigenvalues the generalised 
midpoint rule is unconditionally stable.
Truncation error: Analogously to the previous section the truncation 
errors ex, e±, ey and ey can be derived. Here, only the leading truncation 
errors are given.
e, = J d^ - V n ) + h { X n - V n ) ) { - l  +  n  A f  +  0 [a<3] (3104)
e± = ( ( ( - ^ n  +  y n )h m im 2 +  d\(xn -  yn)(mi  +  m i)  -  dx (d2ynm 1
-£4(7721 +  m 2)(xn -  %in) +  k2m iyn)) ( -1  +  2y)) /  (2m \m 2) A t 2 +  0 [At3]
(3.105)
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Figure 3.4: Eigenvalues for two degrees of freedom second order problem
(d\(xn — Vn) ~ d2yn +  k\Xn — kiyn -  k2yn)(—l +  27) A^2 ( ^ rA43l ey -  —  At + G[At ]
(3.106)
ey = -  {{d‘\(xn -  yn){m 1 4- m 2) +  dx (d2(xn -  2yn)ml 
+ki(m1 +  m 2){xn -  yn) -  k2rriiyn) -  mi(d2yn +  (xnki -  yn{ki +  k2))m2 
-\-d2{k2yn +  k\{—x n +  yn)))) (—1 +  27)) /  (277117712) A t~ +  0 [At3] (3.107)
For all truncation errors ex, e±, ey and ey the leading term is of order 2. 
i.e. first order accuracy. Also, it can be seen that all leading truncation 
errors disappear when 7 = 1 , leaving the trapezoidal rule to be second order 
accurate.
The investigation of numerical damping and numerical dispersion is rather 
tedious due to the complexity of the expressions and is therefore omitted.
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3.5 G eneralised-a m ethod
The generalised-a method was first proposed by Chung and Hulbert [37].
The method allows the user to control numerical damping and makes it pos­
sible to achieve high-frequency dissipation while minimising unwanted low- 
frequency dissipation. For a given set of time integration scheme parameters 
the generalised-a method is unconditionally stable and second order accu­
rate. For second order problems these parameters are derived by Chung and 
Hulbert [37], while Jansen et al [38] have derived the conditions for first order 
problems.
3.5 .1  G eneralised-ct m eth od  for first order problem s
To control numerical damping, the unknown variable and its time derivatives 
are evaluated at different time instants and accordingly interpolated. The 
generalised-a method for first order problems is defined as follows
The quantities un+am and un+af are associated with the time instants tn+am 
and tn+af respectively. In order to ensure unconditional stability and sec­
ond order accuracy the time integration parameters a / , a m and 7  need to 
satisfy certain conditions. The first order model problem, introduced in Sec­
tion 3.4.1, is used to derive the parameters. The discretised form of Equa­
tion (3.13) becomes
Due to the nature of the generalised-a method formulation, it is not possible 
to derive a numerical amplification factor for this problem like it was done 
for the generalised midpoint rule in Section 3.4.1. Therefore, instead of an 
amplification factor, the amplification matrix A  is derived
' U ' n + a j  — ^n+1 T (1 ^/)
'U,n+arn -^m ^n+l T (l &m)
un+1 =  un -f A t((l - 7 )  un +  7 f i n+i ) .
(3.108)
(3.109)
(3.110)
fi-n+am A 'Ujn+af — 0 * (3.111)
(3.112)
with
a m -  ( -1  + af )jAtX  
a m -  a /7  At A am -  077  At A
1 +  am — ay (—1 +  7 )AtA 
Oim OLf /^AtX
Q-m T
A = (3.113)
AtX
Otm Oi A . i X
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Due to the fact that the exact solution u(tn+1) only depends on u(tn), but 
that the numerical solution un+1 depends on both un and iin, it is no longer 
possible to calculate the truncation error e as it was done in Section 3.4.1. 
Another method to establish the accuracy of this system is therefore needed.
For that reason expressions for un+2 and un+2 are derived using amplifi­
cation matrix A, which together with the expressions for un+1 and un+i as 
given Equation (3.112) are rearranged in such a way that the time derivatives 
■hn+2, un+1 and un are eliminated. This leads to the following expression for
'U'n+2
— 1 T 2a m T a /( l  — 2y)AtA T yAtA
^n+2 \± \  1-  a/yAtA
— 1 +  a m +  ( -1  +  otf +  7 -  a/y)AtA  ^ / o 11/,^
a < \ uniam -  a /7  At A
which can be written as
— 1 +  2am + <a/(l — 2y)AtA +  yAtA
P  =  U n + 2 ------------------------------------------------ -----------------------------  U n+1
(%m a/yAtA
t - 1  + a m +  ( -1  +  « / + 7 -  a/y)AtA ^
-f- U n .
a m -  a /7  At A
From Section 3.4.1 it is recalled that the exact solution for this problem is 
given as
u(tn) =  eXAt u(tn_i) (3.116)
which gives a recurrence relation that can be simply repeated to obtain the
following expressions for u(tn+i) and u(tn+2)
u(tn+1) = e2XAt u(tn—i ) (3.117)
u(tn+2) = e3AAt u(tn- 1). (3.118)
If Equation (3.114) would be the exact representation of the solution, then 
substitution of Equations (3.116), (3.117) and (3.118) into Equation (3.115) 
would give zero. If not, then an error can be derived, for which the lead­
ing term is of one order higher than the accuracy. Substitution of Equa­
tions (3.116), (3.117) and (3.118) into Equation (3.115), where un+2 =  u(tn+2), 
un+1 =  u{tn+1), un = u{tn) and and un_i = u(tn-i),  gives
*   (1 — ^a/ + 2am — 2y)A un—\ A 2^ ,
e p  — 7T  m  +2ttm
(12off, +  Qm(4 -  9a f  -  97) -  3 a /7 ( - l  + 2a f  +  27) ) A V _1 a<3 +  Q 4j
(3.119)
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From Equation (3.119) it follows that the generalised-a method for first order 
problems is second order accurate when
7  — — +  a m — af. (3.120)
To assess the stability of the generalised-a method for first order prob­
lems, the eigenvalues of amplification matrix A are computed. The eigenval­
ues Ci,2 are given by
Ci =  (—1 + 2am -I- ajAtX  +  7 AtA — 2afryAtX — (4amAtA +  a /A t2 A2 
+ ( -1  + jA tX )2 -  2a/ AtA(l +  7 A a ) ) 1/2)  /  (2(am -  ctfyAtX)) (3.121)
C2 =  (—1 T 2am T a/AtA T 'yAtX — 2a f^ f AtX T (4amAtA -1- a 2 At2A2 
+ (—1 -(- jA tX )2 — 2a/AtA(l -I- ryAtX))1^ 2^  /  (2(am — a/'jAtX) ) . (3.122)
Based on the stability requirement that the absolute value of both eigenvalues 
has to be less or equal than one, the stability criteria for am and a / can 
be derived. As the expressions for Ci and C2 are fairly complicated, the 
eigenvalues for At —> 0 and At —»■ 00 are evaluated. The limits of the 
eigenvalues Ci and C2 when At —» 0 (after substitution of Equation (3.120) 
are as follows
lim Ci = 1 -  —  (3.123)At->o a m
lim C2 =  I- (3.124)
A t-»0
For unconditional stability it is required that I I  —I < 1, which leads toOtm
the following criterion for a m
a m > i  (3.125)
For large time step sizes (assuming that AtA —> 00) the following limits are
obtained
lim fl =  1 +  2af ~ 2a™ (3 .126)
Atx—>00 1 — 2a/ T  2am
lim C2 =  —  -  1 (3.127)AtX-+oo a j
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which after computing | ~  —1| < 1 and I i-^+^q™ 1 — ^ leads to the following 
criterion for unconditional stability
a m >(*f >  (3.128)
In order to be able to control high frequency damping the parameters am 
and af  are chosen such that both eigenvalues approach the same prescribed
value when A t —> oo. In Section 3.4.1 the spectral radius was derived as
ph =  maxdCf^D) which results in the following spectral radius for At —> oo
ph°° =  A^ m maxect,2l>- (3.129)At-^oo ’
From Equations (3.126) and (3.127) it then can be derived that
« / =  — i — , a m =  (3.130)
1 T Poo 2 1 +  Poo
with 0 < p1^  < 1 representing the user controlled spectral radius for an in­
finite time step. It is noted that when p^  =  1 the generalised-a method 
reduces to the trapezoidal rule, which is also second order accurate and un­
conditionally stable.
When applying the derivations for 7 , am and ay, the eigenvalues depend 
on time step size At, model parameters uj and f  and time integration scheme
parameter pJc. For different combinations of f  and p^ the eigenvalues are
plotted for a range of time step sizes 10' ~3 < A t / T  < 103. This can be seen 
in Figure 3.5. First of all it can be noticed that for p^ = 1 the generalised-a 
method indeed leads to the trapezoidal rule (see Figure 3.2 in Section 3.4.1). 
For smaller values of p^ it can be seen clearly that the spectral radius ph 
approaches p^ for large time steps. For small time steps it can be observed 
that the maximum of the absolute eigenvalues is always equal to 1, and that 
the other eigenvalue starts at 1 — as is given by Equation (3.123).
3.5 .2  G eneralised -a  m eth od  for secon d  order problem s
The generalised-a method for second order problems is given as
'U'n+ctf ^n+1 T (1 ^/) (3.131)
fi'n+o;/ — fi'n+l T (l ^/) l^n (3.132)
tin+a-m ®-m ^n+l T (1 C7n) (3.133)
Un+1 =  Un +  A t  iin +  A t 2 -  p'j un +  /3 (3.134)
un+1 = iin +  A t  ({I -  7 ) iin +  7 un+i) (3.135)
45
Poo =  0,  £ =  0
A t / T  = 10 '
A t / T  = 103
-1.5
1.5 1 -0.5 0 0.5 1.5
Re(C/l)
Poc 0] £ O
A t  T  -  10
A t / T  = H r 3
A t  IT  10
A t / T  =  111
A t / T  =  1 0 1
A l / T  = 10*
A t / T  = 111
0 .5  0
Re(C)
P o c  1 ? I
I
P o c  1 1 ro II (O
il
-
A t/T  = lO"3 A t/T  =  10-
1 A l/T  =  10-2 1 A t/T  -  10
0.5
A t/T  = 10-1
0.5 /  • • • •
A l/T  = 10-
A t/T  = 10° /  y * ■ • A A t/T  = 10°
h u g ' ' )  0 A t/T  = 10' I l l l(C '')  0 A t/T  = 10'
A t/T  =  102 A t/T  = 10s
-0.5
-1
-1.5
A t/T  =  in3 -0.5
- 1
-1 .5
A t/T  = Id3
-1.5 -1  -0.5 0
Re(C)
-1  -0 .5 0 0..'
R c(C '')
Figure 3.5: 
method.
Eigenvalues for first order problem discretised with generalised-a
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where the scalar variable un+OLf, its time derivative un+af and its second 
time derivative un+am are evaluated at respectively time instants tn+Qf, tn+Qf 
and tn+am. The scalar quantities a /, am, and 7  are time integration
parameters. To establish the requirements for which the time integration 
parameters lead to unconditional stability and second order accuracy, the 
second order problem that was introduced in Section 3.4.2 is solved with the 
generalised-a method
After substitution of Equations (3.131), (3.132) and (3.133) the problem can 
be rewritten in the following form
Due to its length, the amplificaiton matrix A  is not given here. Again the 
accuracy will be determined using the exact amplification factor. Based on 
the analytical solution that was given in Section 3.4.2, it can be derived that
Replacement of un + with u(tn+k) for fc = 0,1, 2, 3 followed by a Taylor series 
expansion gives the following error e*P
The leading error is a third order term. However, as it concerns a second 
order problem, this only leads to first order accuracy (see [37]). It follows that 
the generalised-a method for second order problems is second order accurate 
when
which is the exact same condition that was found for the generalised-a 
method for first order problems.
^n+am T T id l£n+a/ 0- (3.136)
^n+l
Atiln-f 1 
A t2iln+1
(3.137)
u(tn+k) = e (i+1>AA‘w(i„-1), fc =  0 ,l,2 ,3  (3.138)
where A was given as
(3.139)
ep  =  ( ( - 1  +  2 a f  -  2 a m +  27 )w 2( - 3 £ w  +  4 £ 3u  ±  7 - 1  +  C V
i ^ V M  +  f 2)"2)) /  (2<*m) At3 +  0[A t4]. (3.140)
1
7 — 2 ^ °Lm ~ a f (3.141)
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To find the conditions for unconditional stability the eigenvalues of am­
plification matrix A are derived. As the eigenvalues are very lengthy they 
will not be given here. The eigenvalues for At —> 0 are given as
lim Ci — 1 -------  (3.142)
A t^o  a m
lim C2 =  1 (3.143)
A t—tO V y
lim Cs =  1. (3.144)
A t - » 0
With the stability condition that the absolute value of every eigenvalue has 
to less or equal than one, it can again be derived that
O^rn ^ ^ ' (3.145)
For large time steps the following limits are found
lim Ci — 1 ------ (3.146)
A t c o ^ o o  O t f
y  ^ _  — 1 T  otf — Oim — yT — 2a.f +  a2 + 2otm — 2otfOLm -(- — 4/3 +  2/3
Atuj—>oo 2(3
__________________________________(3.147)
lim  C — ~  ^  _  °irrl ~ +  o 2 +  2a m — 2 -I- — 4(3 3- 2/3
Atuj—>00  ^ 2/3
(3.148)
Similar to the generalised-a method for first order problems, the time inte­
gration parameters am, a / and (3 are expressed in terms of p^
“ /  =  — X T ’ = P = {1 +  a m ~ af )2. (3.149)
Poo +  1 1 +  Poo 4
For the given expressions for 7 , am, a / and (3 the real and imaginary parts 
of the eigenvalues are plotted in Figure 3.6. It is observed that again for large 
time steps the eigenvalues approach the value of p^ and for small time steps 
two of the eigenvalues approach 1 and the other one 1 — Also, when 
= 1 (trapezoidal rule) the plots are similar to the ones in Section 3.4.2.
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Figure 3.G: Eigenvalues for second order problem discretised with generalised- 
<u method.
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Chapter 4
Time integration schemes for 
coupled problems
4.1 Com bining two different schem es in FSI
In this chapter the performance of time integration schemes when used in 
coupled problems is discussed and a solution that prevents stability and ac­
curacy problems is presented. A ID model problem is used to illustrate the 
difficulties that arise when using two different time integration schemes for 
the different domains.
Coupled problems, consisting of two or more domains which interact at 
common boundaries, are often discretised by using different time integration 
schemes for the different domains. Especially in partitioned solution strate­
gies for fluid-structure interaction, it is common practise to employ one time 
integration scheme for the first order problem of fluid dynamics and another 
for- the second order problem of solid dynamics. It is clearly desirable to 
use the most appropriate time integration scheme for each individual sub­
problem. However, this approach may lead to a loss of stability and accuracy 
of the overall problem unless special measures are taken.
Such problems do not arise if the same time integration scheme is ap­
plied to the overall problem. In [41], a space-time finite element method 
is employed for the discretisation of the solid dynamics sub-problem, which 
had originally been developed in the context of fluid mechanics. Bazilevs 
et al. [42] have addressed the issue of time discretisation in fluid-structure
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interaction systems. The generalised-a method for second order problems is 
used for discretisation of the solid and the mesh part and the generalised-a 
method for first order problems is used for discretisation of the fluid part. 
The problem that arises when two different time integration schemes are 
used is solved by applying the expression for am derived in [38] for first or­
der problems to all domains in the fluid-structure interaction system. This 
makes the fluid part of the problem optimally damped. It is shown in [42] 
that when the expression for am as derived in [38] is applied to the formu­
lation of the generalised-a method for second order problems, second-order 
accuracy and unconditional stability are maintained. However, with this so­
lution it is no longer possible to optimally damp both domains separately. 
Note that both [41] and [42] employ monolithic solution strategies.
The publications [1,3,4,7,8,11,16,17,24,32,43-46] and several references 
therein describe different computational strategies for fluid-structure inter­
action and involve either one or more time integration schemes. It is noted 
that the information provided on the integration of time and the temporal 
matching of kinematic quantities at the interface is often vague or missing.
In order to investigate what happens to the stability and accuracy prop­
erties when two different time integration schemes are used, a one dimen­
sional linear model problem is analysed in detail. The two versions of the 
generalised-a method for first and second order systems are applied to the 
model problem to find out whether second order accuracy and unconditional 
stability are still maintained.
4.1 .1  T h e m odel problem
The model problem considered is the one dimensional damped spring-mass 
system shown in Figure 4.1. One domain is represented by a point mass and 
a spring, the other domain is represented by a point mass and a dashpot. At 
the interface between the two domains the traction forces are in equilibrium 
and the displacements are equal. This leads to the following equations
(1 — a) iis + uj2u s = —ail* — us — v ?  (4.1)
with
ml ms f
a — — , 1 — a =  — , m J +  m =  ra,
m m
UJ = y / k / m ,  f  =  r—
2V km
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where rn is the total mass of the system, and m s are respectively the 
mass of domain /  and domain s, k is the spring stiffness and c is the damping 
coefficient, uj is the natural frequency of the system and £ a dimensionless 
damping ratio. Furthermore, us and us are respectively the acceleration and 
displacement of ms, while u* and u* are respectively the acceleration and 
velocity of m  J .
The standard analytical solution of this system is found by solving
u + 2£uu +  uj2u — 0. (4-2)
The solution of this problem is given in Section 3.4.2. In Figure 4.2 the 
displacement u is displayed against time for £ = 0 .01 , u =  1, Uq =  0.1 and 
ho = 0. The characteristic time period T  and exact amplification factor £ 
are given in Section 3.4.2 as well.
Both domains of the coupled problem are solved using the generalised- 
a method. The formulation of the generalised-a method and its stability 
and accuracy properties, are given in Section 3.5. Equation (4.1) contains 
ils , us, uf  and u*. Thus the left-hand side is a second order expression in 
terms of us whereas the right-hand side is a first order expression in terms 
of hF Therefore, the right-hand side is discretised with the generalised-a 
method as given in Section 3.5.1 and the left-hand side is discretised with 
the integration scheme given in Section 3.5.2.
As one of the interface conditions states that us = ii* , Equations (3.108) 
to (3.110) and Equations (3.131) to (3.135) are rewritten in such a way that
Figure 4.1: The model problem.
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Figure 4.2: Response of the spring-mass system for £ =  0.01, uj =  1, Uq = 0.1 
and Uq =  0 .
the quantities at time instants tn+am . tn+Qf and tn+\ are only depending on 
un, un, and un. Rewriting equations (3.131) to (3.135) leads to
A t y ( < + i - < )  +  ( i - ^ K  ( 4 ' 3 )
a<sfAt/3s _ /  Bs\
Un+1 +  un +  a /A t ( 1 — — J K  (4.4)
a f 1 Ps
7
+ a s/A t z ( -  — — ) usn (4.5
7
ln + 1 1 « + i  ~ K )- 1 ?  K (4-6)A t r
A t  B s  (  f l s \  f  1 B s \
K +1 — ~s~ usn+1 + +  At ^1 — — j  usn + Af2 -  — J ii® (4.7)
with iin+i - Un+i and usn+l representing respectively the acceleration, velocity 
and displacement of jns at time instant tn+\ whereas ilsn: u* and usn respec­
tively denote the acceleration, velocity and displacement of ms at time instant 
tn. The acceleration at tn+a  ^ and the displacement at tn+as are represented 
respectively by usn+QS and usn+Q, .
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Equations (3.108) to (3.110) are being rewritten as follows
=  " /“»+! + ( J “  “ / )  (4-9) 
“"+1 =  H+1 “  (4 ' 10)
Here, fi{+1 and u^+1 represent respectively the acceleration and velocity of 
m? at time instant tn+i ,  while and denote the acceleration and velocity 
of m f  at time instant tn. The quantities ii/  f and u* , are associated withn+a{n n+aJj
the time instants t , / and t , / respectively.
^vOCf Yi  j
4 .1 .2  S tab ility
In order to solve the coupled problem with the generalised-a method for both 
domains, equation (4.1) is discretised as follows
(1 — a) u + uo2un+as. n+a. n+Q
with
n+1 n+1
u* =  u l  =  ill
(4.11)
(4.12)
(4.13)
The quantities uln+1 and u%n represent the interface velocity for the current 
and the previous time step respectively. After substitution of equations (4.3), 
(4.5), (4.8) and (4.10) into equation (4.11), and combining this with equa­
tions (4.6), (4.7), (4.10), (4.12) and (4.13), the total set of equations to 
describe the problem can be written as follows
(4.14)
where A  is the amplification matrix of the system. The expressions for An 
to A44 are lengthy and therefore not given here. Calculating the response of 
the model problem by solving equation (4.14) gives a stable result only if the
< + 1  ) An A12 A13 A14
A t < + 1  I _ A-21 A22 A23 A24
A*2“n+1 | A31 A32 A33 A34
„ n+1 J _ A41 A42 A43 A44
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absolute values of all eigenvalues of amplification matrix A are less than 
or equal to 1, as was shown in Section 3.4.2.
The amplification matrix A, and thus the eigenvalues, depend on the 
dimensionless problem variables uj , £ and a, the generalised-a method pa­
rameters pJq and p£, and the ratio At/T .  Note that it is common practise in 
computational fluid-structure interaction, especially in the context of parti­
tioned solution strategies, to enforce the equality of velocity and displacement 
at the interface, while the accelerations are allowed to evolve independently.
For the eigenvalue analysis of the amplification matrix the absolute value 
of the largest eigenvalue \(h|max is plotted as a function of a and A t/T  for a 
range of values for £, u j ,  p^ and p The plots can be found in Appendix A. 
For certain combinations of £, u j ,  p^ and p£, the plots show areas where 
I Climax > 1 -  It can be seen that there is a relation between plots with 
\Ch \max > 1 and the combination of p^ and p and therefore the eigenvalue 
analysis of the amplification matrix is performed for three different cases:
plo = pL > pSo < pL  and pIo > pL-
Case 1: p3X =  p^ .
Figure 4.3 shows a contour plot of the absolute value of the largest eigenvalue 
I Climax as a function of a  and A t/T  for p^ =  p = 0.3, £ =  0.01 and uj — 1.0. 
It can be seen that the value of iC^ lmax never exceeds 1. The figures in the 
appendix for other values of p^ = p£, show similar behaviour of \£h|max, 
which in none of these cases exceeds 1. This is also shown in Figure 4.3 
where the value of \C,h \max f°r a fixed value of a  is plotted as a function of 
A t/T  for different values of p^ and p This plot clearly shows that |£h|max 
never exceeds 1. Therefore the system is unconditionally stable.
It can also be seen that for small time steps the value of \(h\max approaches 
1 and the value of \Ch\max for large A t/T  approaches the value for p^ and 
pf .^ It can, in fact, be shown that for any 0 <  p8^  — p/  ^ < 1
lim IC^ Uax =  1 (4.15)
lim IClma* =  Plo =  pL • (4.16)
^->oo
For fixed values of a  it is possible to present the eigenvalues in the same 
way as in Section 3.4. In Figure 4.4 the imaginary parts of the eigenvalues
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Figure 4.3: Contour and line plot of the spectral radius |C/( |m ax for a coupled 
one degree of freedom second order problem, solved with the same time 
integration scheme for both domains.
of amplification matrix A are shown against the real parts for a range of 
time step sizes from 10-3 to 103. The first plot shows the eigenvalues for 
£ = 0, u j  =  1, a  =  0.5 and p;4 = p4 = 1- As the generalised-a method 
for Poc = 1 reduces to the trapezoidal rule, which is known to cause no 
numerical damping, and as the physical damping parameter f  is set to zero, 
it is expected that all eigenvalues lie on the unit circle. It can be seen that 
the plot is the same as the corresponding plot in Figure 3.6 in Section 3.5.2. 
The eigenvalues for £ =  0.01, uj = 1, a =  0.5, p^ -- 0.3 and p4 = 0.3 
are shown in Figure 4.4 as well. It can be seen that all four eigenvalues 
approach 0.3 for large time steps. Two of the eigenvalues seem to follow a 
similar pattern as two of the eigenvalues in Figure 3.6, however, the other 
two eigenvalues create a new pattern that replaces the pattern of the third 
eigenvalue in Figure 3.6.
Case 2 : p^ < p£>.
A contour plot of |C/(|max for p^ = 0.3 and p4 =  0.7 and a plot of the value 
°f |C/!| max for a fixed value of a and different combinations of p^ and p4  are 
shown in Figure 4.5. Plots for other combinations of p^ and p{. for which 
p^ < p4 can be found in Appendix A. It can be seen that the system is again 
unconditionally stable. Comparing this case with p^ = p4 ^ 1S noted that 
a relative minimum is visible in the contour plot. The minimum seems to 
be the result of one eigenvalue increasing and another eigenvalue decreasing 
such that the first one replaces the second one as the maximum eigenvalue.
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Figure 4.4: Eigenvalues for a coupled one degree of freedom second order 
problem, solved with the same time integration scheme for both domains.
In general, for p4 > p^, the maximum eigenvalue approaches 1 again for 
small time steps, but now approaches p4  3°r large time steps:
lim IPlmax =  1 (4.17)
^ —>0
lim I C ^ I m a x =  Pfoo ( 4 - 1 8 )
►OO
The limits for A t/T  —> 0 and A t/T  —> o c  can also be observed in Figure 4.6. 
It can be seen that three eigenvalues approach p4 for large steps, however 
the fourth and maximum eigenvalue approaches p4 - F Is dear that the 
system is unconditionally stable. Also, the eigenvalues in Figure 4.6 confirm 
the behaviour of |4  |max in Figure 4.5 as. at one point, the eigenvalue that
approaches p4  indeed becomes larger than the eigenvalues that approach p'4 -
Case 3: / 4  > pfx .
Figure 4.5 also shows the contour plot of |4|max for p4 = 0-7 and p4 = O-8 
and plots for different combinations of p4 and p4 for a = 0.8. More contour 
plots for the case p4 > p4 can found in Appendix A again. As opposed 
to the previous two cases, the contour plot from Figure 4.5 shows an area 
with |(41max > F Other plots for this case show similar areas. Therefore the
system is no longer unconditionally stable. The following limits are observed
lim |A|max =  1 (4.19)
^  —>o
lim |A|max -- p4. (4.20)
too
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Figure 4.5: Contour and line plots of the spectral radius \(/h |max for a cou­
pled one degree of freedom second order problem, solved with different time 
integration schemes for both domains.
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Based on the plots in Appendix A it is noted that a larger value for a  reduces 
the stability of the system. It can also be seen that decreasing the amount of 
physical damping has the same effect (in Appendix A the value of |Climax for 
all combinations of p^ and p£, is shown for both £ =  0.01 and £ =  0 .001). 
Thus, for p%o> plo, the stability improves with smaller a  and larger f .
The fact that the system is no longer unconditionally stable can also be 
seen in Figure 4.6, where for some time step sizes the eigenvalues clearly lie 
outside the unit circle. It can also be noticed that, similar to Case 2, three 
eigenvalues approach p^ and only one eigenvalue approaches p£>.
Summarising, the system is unconditionally stable if p^ = p^ or p^ < 
p4>. For small time steps the value for |Cmaxl approaches 1 and for large time 
steps it approaches max(p^, p^J-
4 .1 .3  A ccuracy
Both versions of the generalised-a method can be shown to be second order 
accurate. In order to analyse the accuracy of the coupled problem where 
two different time integration schemes are used, the error is obtained. It 
is recalled from Section 3.5.2 that for a second order problem to be second 
order accurate, the leading error e* has to be of the fourth order. For the 
coupled problem the error e* is derived as
e* = -  ( 4 (p^ -  p L W ({2 -  ol)^u +  4(—1 + a ) i2u -  o V ( - l  +  £2)w2
+4(—1 + a)£2y j (—1 + £2)^2)) At3/  (8 — 4p^ +  a ( l  4- p^ — 3p£> +  ploPlo))
+ 0[At4] (4.21)
From Equation (4.21) it can be concluded that the coupled system is only 
first order accurate when p^ 7  ^ p^. So when the coupled problem is solved 
with two different time integration schemes the results are no longer second 
order accurate, even if those time integration schemes are known to the be 
second order accurate and unconditionally stable. In order to prevent a loss 
in stability and accuracy properties, the interpolation of the variables at the 
interface is examined more closely in the next section.
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4.2 Interpolation  at th e interface
4.2 .1  In trodu ction
In the previous section it is shown that applying two different time integration 
schemes to solve the linear model problem leads to a loss of stability and 
accuracy. It is thought that this is due to the inaccurate interpolation of 
the traction force at the interface between the two domains [18]. At the 
interface, Equation (4.11) requires that the force exerted by ms on m* is 
equal to the force exerted by m* on ms. However, if two different time 
integration schemes are used, the forces are not evaluated at exactly the 
same time instant within a time step. Therefore an extra equation is added 
to linearly interpolate between the time instants tn and tn+i (see Figure 4.7) 
and thus to allow for equating the traction forces at the same time instant.
Hence, Equation (4.11) is replaced by the following equations
F. .2 n.sn + a
?f
n + a
(1 - a ) i £ +a, + « > X +0;
■ail1 f — 2 £ u j u j  fn+aJm n + a ,
where
Fsn + a
Ff
n + a
f  —  o i f F n + i  + (l — a?y-) F n  
(■*■ _  a f )  Fn-
(4.22)
(4.23)
(4.24)
(4.25)
With these extra equations, force FF qS is evaluated at time instant
"n+a.s. and force Fsn + a is evaluated at time instant t /. Equations (4.24)*7 cxJf ~~ n+a^
and (4.25) take care of linear interpolation between the two forces so the in­
terface condition will be satisfied. For the stability analysis the amplification 
matrix for the coupled problem is derived again. Equations (4.24) and (4.25) 
together with Equations (4.3), (4.5), (4.8) and (4.10) are substituted into 
Equations (4.22) and (4.23), which leads to the following set of equations
<+1 An A 1 2 A 1 3 A 1 4 A 1 5 <  I
A X +i A -21 A 2 2 A  23 A 2 4 A 2 5 A tu'n
A t2K +i > = A 3 1 A 3 2 A 3 3 A 3 4 A 3 5 < A t2il‘n >
AC ^ +i A 4 1 A 4 2 A 4 3 A 4 4 A 4 5 A t2iil
A t2Fn+1 , A 5 1 A 5 2 A 5 3 A 5 4 A 5 5 . At2Fn y
(4.26)
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F71+1
Figure 4.7: Interpolation of the traction force between time instants tn and
tn + 1-
The new amplification matrix A is used for the eigenvalue analysis for 
the coupled problem with linear interpolation of tlie traction forces at the 
interface. Contour plots of the absolute value of the largest eigenvalue |max 
as a function of a and At / T  for a range of values for £, cj, pf^  and pl  ^ can 
be found in Appendix B. It can be instantly noticed that the plots do not 
show any areas where |Climax > 1-
If i then also Qj = ai.  This means that for this case interpolation
of the forces at the interface is not needed as the forces will already be 
evaluated at the same time instant within the time step. As a result, the 
contour plots for this case are exact copies of the plots shown in Appendix A. 
For the other two cases (p8^  < p£, and psx  > p4) die contour plots are 
examined more closely.
4.2.2 S ta b i l i ty  a n d  a c c u ra c y  for th e  co u p led  p ro b le m  
w ith  t r a c t io n  force in te rp o la t io n
Figure 4.8 shows respectively a contour plot of \</h |max for p^ =  0.3 and 
= 0-7 and a plot of | I max for different cases of < pic for a fixecl 
value of a = 0.5. When the contour plot in Figure 4.8 is compared with 
the corresponding one in Figure 4.5 from the previous section, it can be seen 
that the contour plot has only slightly changed. It can also be observed that 
the plots for [Climax show the same trends. There are no values of IC^ Uax
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that exceed the critical value of 1, and thus for this case the system is still 
unconditionally stable.
A contour plot of |Climax for Ps0o =  0-7 and p£_> = 0-3 is also shown in
Figure 4.8. It can be seen immediately that the area for which |Climax > 1
that was visible in Figure 4.5 has completely disappeared. The same can be 
concluded from the plot where |Climax is shown for different cases of p^ > p 
with a fixed value of a =  0.5, which does not show any values of |Climax ex­
ceeding 1. Thus, unlike the original approach, the system with interpolation 
of the traction force at the interface is unconditionally stable independently 
from the values of p^ and p
The behaviour of the maximum eigenvalue |Climax for small and large time 
steps is similar to the system without interpolation of the traction force. The 
following expressions still hold
lim IC^ Lax =  1 (4.27)
^->0
lim |Ch|max =  max(p^,p^). (4.28)
4 | r - > 0 0
The limits can also be seen in Figure 4.9, where the eigenvalues of the am­
plification matrix A are plotted for p^ = 0.3 and p£, =  0.7 and for = 0.7 
and p^ = 0.3. As A is a 5 x 5 matrix there are 5 eigenvalues plotted in the 
figures. It can be seen that in both figures three eigenvalues approach p^  
and two eigenvalues approach p£>. All eigenvalues in both plots lie within the 
unit circle, which confirms the conclusion that when the traction forces at the 
interface are interpolated within the time step, the system is unconditionally 
stable, even when two different time integration schemes are used.
In order to analyse the accuracy of the system with interpolation of the 
force at the interface, the error e* of the algorithm is calculated again. This
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Figure 4.8: Contour and line plots of the spectral radius | C / ! | m a x  f°r & cou­
pled one degree of freedom second order problem, solved with different time 
integration schemes for both domains with traction force interpolation at the 
interface.
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Figure 4.9: Eigenvalues for a coupled one degree of freedom second order 
problem, solved with different time integration schemes for both domains 
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G3
Without force interpolation With force interpolation
Stability Accuracy Stability Accuracy
PSoo = pL 
pIo < pL
Poo Poo
unconditionally stable 
unconditionally stable 
conditionally stable
0  (A t2) 
0  (At) 
0  (At)
unconditionally stable 
unconditionally stable 
unconditionally stable
O (At2) 
0  (At2) 
0  (At2)
lim |max 1
lim | Ch | max =  max (p^, p3^ )
OO
Table 4.1: Summary of conclusions
results in a fourth order leading error for all combinations of p^ and p£>:
e* =  (a,3 (((11 -  14p^ +  l l (p ^ )2 +  8C (7 -  1 0 ^  +  7(p^)2)
-8 ^ 2 (8 -  llp^, +  8 ( ^ ) 2)) (1 -  p i ) 2 -  3a (1 -  8£2 +  8£4)
(1 + ®PL, +  (Pro)2 +  (plo)2 (1 +  6plo +  (Pro)2)
- 2 p‘x  (3 +  2p i  +  3(p^,)2)))  w -  4? ( -  ( - 9  +  12p^ -  9(p^)2 
+2^2 (7 -  10p^ +  7{ps0O)2)) (1 +  p L )2 +  3a ( - 1  +  2 ? )
( l  + SpL +  (pL)2 +  (Pto)2 (l +  ®Pto + (plo)2)
-2 p ^  (3 +  2pU +  3( p i ) 2)))  V ( - l + « 2) ^ 2) )  /  
(3 (8 +  4p^ -  4(p^)2 +  a  (1 +  4(psJ 2 +  6p^ -  3( p i ) 2
+Plo ? — 2plo +  (pL) 2))))  (4-29)
For the case where p^ =  p ,^ the interpolation of the force does not have 
any effect, but for cases where p^ ^  p£, this means an improvement of the 
accuracy. Thus, for the chosen time integration schemes, the interpolation 
of the force at the interface not only maintains unconditional stability but 
also second order accuracy.
An overview of the stability and accuracy of the system with and without 
interpolation of the interface traction force is given in Table 4.1.
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4.3 N um erical so lu tion  of th e ID  m odel prob­
lem
The coupled model problem is solved with and without interpolation of the 
traction force at the interface. For different combinations of p ,^, p £, cj} a 
and A t / T  the results found without traction force interpolation are compared 
with the results found with traction force interpolation.
Figure 4.10 shows the numerical and analytical solution of the problem 
for — 0.3, pf  ^ =  0.7, £ =  0.01, u — 1, a  = 0.8 and A t / T  — 1/10, for 
respectively the case without and with traction force interpolation. Without 
the traction force interpolation the numerical solution is stable as expected. 
However, it suffers excessively from numerical damping. This is improved 
significantly by interpolating the force at the interface as can be seen in the 
figure. The same trend is visible in the plots for a similar case (p ,^ = 0.3, 
p^ = 0-7, £ = 0.001, u) = 1, a  =  0.5 and A t / T  — 1/30), again without and 
with traction force interpolation respectively.
For the case where psOQ> p^, results for two different combinations of the 
problem variables are shown as well. The results for p^ =  0.7, p^ = 0.3, 
£ =  0.01, u j  = 1, a =  0.8 and A t / T  — 1/10 are shown in Figure 4.10, 
and the results for p^ =  0.3, p ,^ =  0.7, £ — 0.001, u j  — 1, a  — 0.5 and 
A t / T  =  1/30 are shown in Figure 4.11. Based on the eigenvalue analysis 
in Section 4.1.2, for these parameters, the numerical solution is expected 
to be unstable if the traction force is not interpolated at the interface. It 
can be seen in the figures that the numerical error steadily increases and 
renders these simulations useless. The improved stability for these cases is 
demonstrated in Figures 4.10 and 4.11.
From Figures 4.10 and 4.11 it can be seen that both the stability and the 
accuracy improve when interpolating the traction force at the interface. The 
improvement of the accuracy is also demonstrated in Figures 4.11, where for 
p^ o = 0.3, p^ =  0.7, £ =  0.01, u j  =  1, a  = 0.5 and respectively A t / T  = 1/30 
and A t / T  =  1/100 the results without and with traction force interpolation 
are plotted. It can be seen that even for small time steps (A t / T  =  1/100) 
interpolation of the traction force improves the accuracy.
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Figure 4.10: Numerical solution of a coupled one degree of freedom second or­
der problem, solved with different time integration schemes for both domains 
with and without traction force interpolation at the interface.
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Figure 4.11: Numerical solution of a coupled one degree of freedom second or­
der problem, solved with different time integration schemes for both domains 
with and without traction force interpolation at the interface.
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4.4 Conclusion
It has been shown for a one dimensional model problem that the employment 
of the two versions of the generalised-o: method in a coupled problem can lead 
to the degrading of accuracy and stability and even failure of the solution 
strategy. It is believed that such problems are likely to arise in the context of 
other time integration schemes, too. It has been shown that, for the specific 
choice of the generalised-a method, unconditional stability and second order 
accuracy for the linear model problem can be maintained by interpolating 
the interface traction force within each time step.
Chapter 5
Gaufi-Seidel solution procedure 
for coupled problems
5.1 Introduction
In this chapter the convergence behaviour of the block Gaufi-Seidel solution 
strategy is investigated. The strengths and weaknesses of the Gaufi-Seidel 
strategy are generally well established. However, in this chapter, a simple 
model problem is used to highlight some aspects which arise in the context of 
the application of the block Gaufi-Seidel method to fluid-structure interaction 
problems (see also [19,47-49]). In particular, the failure criteria and the 
convergence behaviour of the block Gaufi-Seidel method are analysed. The 
benefit that can be derived from relaxation strategies is demonstrated, and 
the performance of the block Gaufi-Seidel method in the presence of physical 
constraints and nonlinearities is investigated. It is noted that a constraint 
commonly encountered in the modelling of fluid-structure interaction is the 
fluid incompressibility. Nonlinearities include the convective acceleration in 
the balance of momentum of the fluid or nonlinear behaviour of the solid 
structure.
The model problem is defined in Section 5.2. In Section 5.3, the stan­
dard block Gaufi-Seidel method is described and its convergence behaviour 
is analysed. The effects of relaxation and of an incompressibility type con­
straint are investigated in Sections 5.4 and 5.5, respectively. Finally, the 
benefits that can be derived from adaptive relaxation for nonlinear problems 
are demonstrated in Section 5.6.
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5.2 T h e  m odel p ro b lem
A one dimensional mass, spring and dashpot system with four degrees of 
freedom is used to represent a coupled second order initial value problem. 
Two degrees of freedom represent one domain s and the other two degrees 
of freedom represent the domain /  of the coupled problem. A schematic 
view of the model problem is shown in Figure 5.1. The interaction of the 
two domains occurs between the masses that are denoted as m2 and m{. 
Furthermore:
ks =  k , kf =  a k k , (5.1)
and
S S ^  / f HI /r rv\m l — m , m2 - — , rn\ — a m m  , m2 — —-— . (5.z)
Thus, the parameters that define the problem are the stiffness k , the viscosity
c, the mass m and the dimensionless parameters a k and a m. It follows that
a k and a m are defined as
kf mi (r
Qk =  F -  (5'3)
The displacements of the mass points raf, ?n2. and m2 are represented 
by respectively u2. u\ and u{. The force which is exerted by mass point 
m{ onto rn2 is represented by Fs. The dynamic behaviour of subsystem s 
can be described with the following governing equations
ml ii\ 4- ks u\ — ks (us2 — u'l) =  0 (5-4)
ms2 us2 +  ks (us2 - u { )  -  Fs . (5.5)
n r
A A A A V V V V
nr
k-f
-VvW
ks
Uo
A A
kf
m'o
. 7 7?:,
vv
UJn
Figure 5.1: The model problem.
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For subsystem / ,  where F* represents the force exerted by m2 onto 777-2, the 
governing equations can be written as follows
m [u[  +  c/ u{ — c* (u{ — u{) +  y  u[ — (u2 — u{) =  0 (5.6)
777-2 ^ 2  +  (^ 2  — ^ 1) +  ^  ( U 2 ~  U \ )  =  ^  • ( 5 - 7 )
Domain s and domain f  interact with each other at the interface between
mass points m s2 and m^. To solve the coupled problem interface conditions 
are needed. Kinematical consistency at the interface requires that
us2 — u2 V t G /  , (5-8)
whereby I  denotes the time interval of interest. Equilibrium of the interface 
traction forces requires that
F s +  F f =  0 V t e l  . (5.9)
The uncoupled equivalent of the model problem is used in order to get a 
reference solution and to obtain the characteristic time periods of the prob­
lem. For the uncoupled problem, mass points m2 and m2 are merged together 
into mass point m2, which leads to
• m + am  
O il, =  -------   . (5.10)
The maximum and minimum characteristic time periods Tmax and Tmin are 
obtained by solving the eigenvalue problem, where
T m ax - ~ 7 f = = >  T =  r r —  ( 5 -1:L)
V  ^min V  ^ max
with Amin and Xmax respectively the minimum and maximum eigenvalue.
5.3 Stability  analysis
The employment of the block GauB-Seidel solution strategy for the solution 
of a coupled problem requires that the domains are solved separately. The 
interaction between the two domains is achieved by communicating the in­
terface force and the interface displacement. Thus, the algorithm consists of 
two steps: Based on an estimate of the interface displacement, the domain /
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is solved for the interface force, which it exerts onto domain s. Subsequently, 
this force is applied to domain s as an external load, and domain s is solved 
for the interface displacement. This is then used as an improved estimate of 
the interface displacement, and the process is repeated until the desired ac­
curacy is achieved. The algorithm is visualised in Figure 5.2. In the context 
of fluid-structure interaction, it is normally the fluid which is solved for the
interface traction forces (here system / )  and the solid which is solved for the
interface displacements (here system s ).
5.3.1 G e n e r ic  fo rm u la t io n
To analyse the stability of the coupled problem, the algorithm is captured 
in one generic expression that can be used to obtain a convergence criterion. 
Governing Equations (5.4) (5.9) are solved using an appropiate implicit
time integration scheme. It is chosen to consider the single step time inte­
gration schemes as described in Chapter 3. Any of these time integration
schemes can be written in the following form:
U"n+7  ^(^n+15 r^i5 fbn A'n) (^-f2)
f^ n+7  ^(^ tln+1 ? 'U'rii 'U'ni i n^) (5.13)
n^+7 — (^wn-|-i, lLn, Un.'Un) (5.14)
un+1 = L{3)(un+i ,un,un.un) (5.15)
Un+1 = L{A\ u n+i,un,un,un) , (5.16)
where u represents any of the solution variables, the subscripts n and n +  1 
denote quantities associated with the time instances tn and tn+1, respectively,
Domain /  
solver
Domain s 
solver
Figure 5.2: Schematic representation of the block Gaufi-Seidel procedure.
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and L^(»), i — 0, 1, 2 ,... are linear combinations of their arguments. The 
parameter 7 satisfies 0 < 7 < 1, and therefore, tn+1 denotes a time instance 
between tn and tn+i.
The time discretisation as given by (5.12) -  (5.16) is applied to all degrees 
of freedom of the model problem. Given the solution at time instant tn, the 
Equations (5.4) -  (5.7) may then be formulated at tn+1 in terms of the 
unknowns ttf n+1, ^2,71+1? u{,n+i an<^  u2,n+i• This leads to, respectively,
■^ l(Wl,n+l> U2,n+l) =  0
R%{ul,n+liu2,n+l)
# l + { n + l > “ 2 ,n + l)  =  0
With Equations (5.8) and (5.9), it follows that
“ 2 ,n + l =  « 2 ,n + l  a n d  F » + 7  =  ~ F l + l  • ( 5 ' 2 1 )
The Equations (5.17) and (5.18) represent the fully discretised subsystem 
s , whereas (5.19) and (5.20) represent subsystem /  and (5.21)i and (5.21)2 
describe the strong coupling.
Given the solution at tn, the block Gaufi-Seidel procedure may then be 
described by the following algorithm:
• guess the displacement us2 n+l
• set u{n+\ — u2n+i and s°lve system f [Eqs.(5.19),(5.20)] for u {n+l and 
Ff* n+7
0 (5.17)
FsTl+7 (5.18)
0 (5.19)
F*71+7 ' (5.20)
U
set F^+1 =  —Fl+1 and solve system s [Eqs.(5.17),(5.18)] for itjjn+1 and
2,71+1
• if the desired accuracy is not met, i. e. |u2n+1 — i^n+il > §° 
step 2
• perform time updates [Eqs.(5.15),(5.16)] and proceed with next time 
step
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The simplicity of the Equations (5.17) -  (5.21) allows for the analysis 
of this procedure by eliminating u\ +l from the subsystem (5.17),(5.18). 
Similarly, u{ n+1 is eliminated from (5.19) and (5.20). Thus, the following is 
obtained:
S(“2,n+l) =  Ctl-7 and 7 (4 ,n+l) =  H+-, , (5-22)
where s and /  represent linear functions of their arguments. If s inv denotes 
the inverse function of s, the algorithm that describes the block Gaufi-Seidel 
procedure may be summarised briefly as
« 2,„(« 1> =  a i n v ( - 7 ( < n (A ) )  • ( 5 - 2 3 )
where the superscripts i and i +1 represent the iteration counter of the Gaufi- 
Seidel procedure. Due to the linearity of the problem the expression in (5.23) 
is found to have the following format
= A +  B u , .  (5.24)
The scalar coefficient A, which is also known as the growth factor, depends 
exclusively on the time step size At = tn+i — tn and the problem parameters 
k, c, m and and a m. The same holds for the coefficients of the vector B. 
The vector un contains all solution variables of the previous time instant tn.
Clearly, for convergence of a system that can be described by an ex­
pression of the form of Equation (5.24), only the value of A is important. 
Convergence is obtained only if \A\ < 1 (see also Theorem 5.1-1 in [50]). 
Provided that this is the case, any error in us2 is reduced from one itera­
tion step to the next, and linear convergence is achieved. In particular, for 
— 1 < A < 0, the sequence of solution variables represents a damped oscilla­
tion which converges towards the exact solution of the discretised problem. 
For 0 < A < 1, the sequence of solution variables follows monotonic decay. 
Finally, for 4^ = 0, the exact solution is obtained within one iteration step. 
The coefficients of B are not relevant for the convergence behaviour, but they 
determine the solution value. By setting = u2,n+i and manipulating
(5.24) it can be easily shown that the solution converges to
lim u’2 (; \  =  B- U" , if |j4| < 1 . (5.25)I—>0O ’ 1 —
In the following two subsections expressions for the coefficient A are derived 
for two standard time integration schemes, which differ in terms of accuracy 
and numerical damping.
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5.3 .2  Backw ard Euler
To derive the expression for the coefficient A for the Backward Euler method, 
Equation (3.1) and (3.2) from Section 3.1 are rewritten in the following form
~At t^i) (5.26)
f^ n+l / \f2 ^n) / \f^n
Applying (5.26) and (5.27) to all solution variables, the governing equations 
(5.4) -  (5.9) can then be formulated at the time instance tn+1 with the 
displacements and forces at tn+i as the only unknowns.
Next, the procedure outlined in Section 5.3.1 is followed to obtain an 
expression in the format of (5.24). The growth factor A may then be written 
as
(m +  2kAt2) (m2a^ n + 4rnam At (c +  kakAt) +  2A£2 (c +  kak At)2) 
(m2 + AkmAt2 + 2k2At4) (mam +  2At (c +  kakAt))
(5.28)
The value of A depends on At and on all problem parameters m, c, k, a m 
and &k- With all these quantities being non-negative, it follows from (5.28) 
that the coefficient A is always negative. Therefore, the sequence of solution 
values oscillates as it approaches the final solution. The value of A for a 
range of A t /T  for a m =  0.25, a m =  0.5, a m =  1.0 and a m =  2.0 is shown in 
Figure 5.3.
Since small time steps are needed to ensure a certain accuracy of the
simulations, we determine the limit of A as At  tends to zero. The following
simple expression is obtained:
lim A — — a m (5.29)
A i - > 0
Interestingly, the limit for At -» oo is obtained as
lim A =  — ak (5.30)
A t—>oo
Thus, for small time steps, the convergence properties of the iterative scheme 
depend only on the value of am, which represents the ratio between the mass 
of system /  and the mass of the system s. For convergence, \A\ < 1 is 
required. Therefore, it is concluded that, for small time steps, the block
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Figure 5.3: Dependency of the convergence factor A on the time step size At 
for the backward Euler method.
GauB-Seidel scheme is convergent only if < 1, z. e. if the masses in 
system /  (solved for the interface force) are smaller than those of system 
s (solved for the interface displacement). For larger time steps it may be 
expected the ratio of the stiffnesses a to gain influence. This explains the 
observation that convergence is sometimes obtained for larger rather than 
smaller time steps.
5.3 .3  T rapezoidal rule
The trapezoidal rule, defined in Section 3.2 by equations 3.3 to 3.7, is rewrit­
ten as follows:
(5.31)
(5.32)
(5.33)
(5.34)
The Equations (5.31) -  (5.34), which correspond to the generic expressions 
(5.12) -  (5.15), may be employed to integrate all solution variables over the
Un + \ 2 )
Un+ \ iV-n+l ^n)
2 2
Un+± — ^ 2  (Wn+1 Un) — —- iin At
'U'n+1 (^n+1 ^n) U-Tl .
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time domain. The procedure outlined in Section 5.3.1 can then be followed 
and applied to the formulation based on the backward Euler scheme in Sec­
tion 5.3.2 to derive an expression for the growth factor A, which leads to
(2m +  kAt2) (8m2oAm +  8m amAt  (2c + kakAt) +  At2 (2c +  kakAt)2) 
(8m2 +  8kmAt2 -I- A;2At4) (2marn +  At (2c + kakAt))
(5.35)
This expression differs from the one in (5.28) only in terms of some numerical 
coefficients. The value of A as a function of A t /T  for different values of am 
is shown in Figure 5.4. Similar to (5.29) and (5.30) it is found that
lim A =  — Om (5.36)
A t—>0
and
lim A =  — Qfc . (5.37)
A t —HX>
Thus, the same qualitative convergence behaviour can be expected as for the 
formulation based on the backward Euler time integration scheme.
5.3 .4  N um erica l exam ple
The model problem is solved numerically for the backward Euler method 
and the trapezoidal rule, in order to compare the analytical value of A with 
numerical results. The problem parameters are chosen as
m =  40 , c =  0.05 , k — 80 , o^ . =  0.5 . (5.38)
Four different values of am are considered. Based on this set of parameters, 
the highest eigenfrequency ccmax of the model problem can be calculated. 
The associated time periods are obtained as T = 2 7r/o;max — tt/v^  for 
am =  0.25 and T  =  tt for a rn =  0.5, am =  1 and <am — 2. The initial
displacements and velocities are all set to zero except for usl Q =  1. The
problem can then be simulated for different values of <am and different ratios 
At/T.  The accuracy of a set of solution variables is measured in terms of the 
difference of the interface forces, i. e. the forces and F /+7, as obtained 
from an interface displacement u2n+i =  u2n+1. Table 5.1 shows the average 
number of iterations required to achieve
| F‘+1 -  Fl+11 < 10-6 (5.39)
during the time interval [0, Tmax] with Xmax =  37r, Tmax =  37r, Tmax =  3y/2-rr 
and Tmax =  67r for am =  0.25, a m =  0.5, am =  1 and am =  2, respectively.
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Figure 5.4: Dependency of the convergence factor A on the time step size At 
for the trapezoidal rule.
The time interval corresponds to three time the time period associated with 
the lowest eigenfrequency. The failure to achieve Equation (5.39) within 5000 
iteration steps is regarded as failure of the algorithm. The predicted limit 
behaviour of .4 based on Figures 5.3 and 5.4 is clearly visible. The comparison 
of the diagrams based on the two different time integration schemes shows 
that, for the trapezoidal rule, the transition of A from — a m to — a*, is slightly 
shifted towards larger values of At. This is due to the higher order of accuracy 
of the method. The diagram is consistent with Table 5.1 in the sense that 
convergence is fast when |,4| is small and fails when |.4| is larger or equal to 
one.
A t /T
1/1000 1/100 1/10
BE TR BE TR BE TR
0.25 15.7 < 16.3 13.9 < 14.5 13.0 < 13.4
0.5 31.8 < 32.9 27.8 < 29.6 23.5 < 26.3
1 X X X X 129.8 < 440.4
2 X X X X X X
Table 5.1: Average number of iterations for the standard block Gaufi-Seidel 
strategy.
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5.3.5 R everse order o f su b system s
As stated above, convergence of the block GauB-Seidel method is conditional 
on \A\ < 1 .  In the previous subsections it has been shown that, for the 
standard version of the methodology, the limits of \A\ for small and for large 
time steps are a m and a^, respectively. Therefore, these parameters (most 
importantly am) need to be smaller than one. Reversing the order of the 
subsystems, i. e. solving system s for the interface force and solving system 
/  for the interface displacement, corresponds to inverting am and a*.. This 
renders the well known result that the order of the subsystems or equations 
in a Gaufi-Seidel procedure is essential to determine the efficiency or even 
the success or failure of the method (see e. g. [11]). In the next section, 
the improvement of the methodology by means of relaxation is discussed, 
which can be used to achieve and enhance convergence even in cases where 
the systems are “in the wrong order”.
5.4 R elaxation
The simplest form of relaxation consists in a modified update of the solution 
variable between two iteration cycles. Rather than using the most recent 
value of the solution variable, a specified proportion of the increment is added 
to the previous value of the solution variable. In terms of the model problem, 
an additional step is inserted
“ 2 ,n + l <“  t 1 — /? )  « 2 ,„ + l  +  0  U2,n+1 - (5 -4 0 )
where (3 is a scalar parameter which needs to be chosen appropriately. Clearly, 
for f3 =  0, the algorithm is unchanged. With (5.40), Equation (5.23) becomes
^ M 1] =  (1 - /3 )  ^ ( - / ( ^ i ) )  +  (5.41)
and Equation (5.24) transforms to
=  (1 - /3 )  (A u i S  +  B u„) +  j3 <
=  ( { 1 - 0 ) A  + j3) u i n«  +  ( l - / 3 ) B u „ .  (5.42)
By setting us2 (;+1} = us2 and manipulating (5.42) it is confirmed that the 
limit of the solution value is the same as in Equation (5.25), convergence 
provided. The criteria for convergence now reads
l^ relaxl < 1 with Arelax =  (1 -  (3) A +  (3 . (5.43)
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Figure 5.5: Convergence regions for the relaxation parameter.
It follows from (5.43) that, for the convergent solution, it is necessary that
< p < 1 for A < 1
(5.44)
and 1 < f3 < for A > 1 .
Thus, for any 4 ^ 1 ,  there exists a range of values (3 such that (5.43) is 
satisfied and convergence is guaranteed (see Figure 5.5). Furthermore, it is 
noted that it follows with (5.36) and (5.37), respectively, that
lim .Arelax =  {I -  (3){-am) +  (3 (5.45)
A i->0
and
lim Arelax =  (1 - /3)( -ak) +  f) . (5.46)At^oo
The value of A i^ax for different values of am and relaxation parameter
/3 =  0.5 is calculated and shown in Figure 5.6. Also, the model problem is
again solved numerically, for the same problem parameters as in the previous
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Figure 5.6: The coefficient .4reiax for different values of a m based on the 
trapezoidal rule with constant relaxation (3 = 0.5.
section, using the trapezoidal rule time integration scheme. By following the 
same procedure as described in the previous numerical example, the results 
displayed in Table 5.2 are obtained. Clearly, convergence is now achieved 
for all values of a m. Note from Figure 5.6 that .4reiax is positive in some 
cases and therefore the convergence of the associated solution sequences is 
monotonic. For a m =  1, Tre)ax is approximately equal to zero over a wide 
range of At. This renders the converged solution value after only one or two 
iterations.
Otrn
A t /T
1/1000 1/100 1/10
0.25
0.5
1
2
23.1
16.2 
1.0
33.3
20.8
14.6
2.0
29.9
18.0
12.9
4.3
22.2
Table 5.2: Results of the simulations for the trapezoidal rule with relaxation 
(0 =  0.5)
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Figure 5.7: Dependency of ,8opt cn At/T.
5.4.1 O p tim a l  re la x a t io n  p a ra m e te r
For . 4 ^ 1 .  there exists a value /3opt such that .4reiax — 0- Thus, the choice 
8  =  /3opt renders the exact solution after one iteration step. From Equation 
(5.43)2 the following can be obtained:
(5.47)
which is illustrated in Figure 5.5. The exact expression for .4 is generally 
not available unless a simple model problem is considered. Therefore, /3* t is 
introduced, which is based 011 the limit of .4 as A t —» 0 (see Eq.(5.36)), i. e.
K Pt = ~ • (5-48)7^7! T 1
It is expected that setting /3 = /3* t requires a small number of iteration steps 
to achieve a high degree of accuracy.
The example is based 011 the trapezoidal rule and employs the problem 
parameters used in the previous examples. The diagram in Figure 5.7 illus­
trates the variation of /3opt with the time step size At/T.  Within the range 
of reasonable time step sizes A t /T  < 1/30. the coefficient (3*pt represents an 
excellent approximation of the exact value /3opt. The diagrams in Figure 5.8 
show the variation of 4 reiax with the relaxation parameter /3 for A t /T  =  1/30.
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Figure 5.8: Dependency of Areiax on the relaxation factor (3 for A t /T  =  1/30.
The numbers of iterations required to achieve the accuracy defined bv (5.39) 
are shown in Table 5.3. As expected, the choice 3 =  (3opt renders the con­
verged solution after one step, whereas (3 — f3*pl requires a small number of 
iteration steps.
Popt 77 Aopt n
0.25 0.200923 1.0 1/5 2.4
0.5 0.33339 1.0 1/3 1.8
1 0.498684 1.0 1/2 2.9
2 0.664876 1.0 2/3 3.0
Table 5.3: Values of f3opt and (3*pt and associated numbers of iterations for 
A t /T  =  1/30.
5.5 C onvergence  in th e  p resence  of a  con­
s tra in t
In this section the convergence behaviour of the block Gaufi-Seidel method 
in the presence of a physical constraint imposed on the solution variables is 
investigated. In realistic fluid-structure interaction simulations, a constraint 
such as the incompressibility of the fluid is often accounted for by employing
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Figure 5.9: The model problem with constraint = £w{.
Lagrangian multipliers. The equations which describe the solution in the 
subdomain where the constraint is active may then be rephrased as the fol­
lowing variational problem: In the appropriate mathematical spaces, find u 
and A  such that, for all admissible 6a and 6 A ,
a(Su,u) +  b(6u. A )  4- b(u.6X) =  F(6u) ( 5 . 4 9 )
is satisfied. The expression a(6u , u) =  F(6u) corresponds to the uncon­
strained problem. The Lagrangian multiplier is denoted by A .  while 6u and 
<5A represent the variational counterparts of u and A ,  respectively. The term 
&(•, •) is defined as
b(u. A )  - f  C(u) Adu , ( 5 . 5 0 )
Jn
where C{u) =  0 is the original constraint imposed on the solution variable w, 
and {} represents the respective subdomain of the problem.
The constraint that is chosen and imposed on the model problem is
£ u{ -  u[ =  0  V i e / ,  ( 5 . 5 1 )
where  ^is a known scalar parameter and /  is the time interval of interest.
The constraint is visualised in Figure 5 . 9 .  It is noted that the nature of this
constraint corresponds to incompressibility in the sense that any motion of 
mass point m{ causes motion of mass point m{, i. e. a wave travels without 
any delay between m{ on m{, similarly to pressure waves in an incompressible 
fluid.
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Following the strategy based on Lagrangian multipliers a set of three 
equations which govern the modified subsystem /  is obtained
m{u{ + c^u{ — c^(u2 — u{) +  k^u{ — k^(u{ — u{) +  £A = 0 (5.52)
+ c* (u{ — u[) +  kf(u2 — u{) — A =  Ff  (5.53)
£u{ - u f2 =  0. (5.54)
These equations replace (5.6) and (5.7) such that the problem is now de­
scribed by (5.4), (5.5), (5.8), (5.9) and (5.52) -  (5.54), where A is an addi­
tional unknown. After the discretisation of the time domain, this may be 
written, instead of (5.19) and (5.20),
■Rl(“{ n+l>’li2,„+l>A) =  0 (5-55)
H (uin+i,u{n+1,\) = Fl+1 (5.56)
= ° -  (5-57)
which follow from (5.52) -  (5.54), respectively. Thus, the second step in the 
algorithm for the block Gaufi-Seidel method, as given in Section 5.3.1, now 
reads
• set “L + i — ,u>2,n-\-\ and solve system f [Eqs.(5.55) (5.57)] for A, iq n_|_2
and Fl+1
An elimination process similar to the one described in Section 5.3.1 can be 
used to derive a counterpart of Equation (5.24). The following is obtained
uS2^Xl) = A + B n , ,  (5.58)
or, with relaxation, similar to (5.42)
= ((1 - P ) A +  P) uiJSi + (1 -  0) B u„ . (5.59)
It is rather tedious, but straightforward to derive expressions for the coeffi­
cient A based on the backward Euler and the trapezoidal rule time integration 
schemes. The resulting terms are lengthy and therefore not presented here. 
However, similarly to the situation without the constraint, the limits of A 
associated with At —> 0 and with At —v oo, respectively, are identical for the 
two time integration schemes considered. It is obtained that
-  2 +  £2 / \ 2 + f 2
lim A =  — am — ——  = ( lim A)  — ——  (5.60)
A i->0 £ 2 \ A i —>0 )  £ 2
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-  2 4 -  f 2 /  \  2 +  £ 2
lim A — — a k — ——  = ( lim A) — ——  , (5.61)
A t— > 0 0  £ ^  \ A t —too J  £
where (5.36) and (5.37) have been recalled. Thus, the limits of the coefficient 
A are equal to those associated with the unconstrained problem multiplied
by the term (2 +  £2)/£2. Interestingly, it is noted that, for any scalar £,
>  i .  ( 5 . 6 2 )
It is concluded that, at least in the limits considered above, \A\ > |A| for any 
value of £. Therefore, the presence of the constraint (5.51) has a detrimental 
effect on the convergence properties of the scheme for any value of £. In 
many cases, \A\ > 1, even though |A| < 1, and thus, the constraint causes 
the convergence failure. The careful choice of the relaxation parameter ft is 
even more important than it is for the unconstrained problem. Hence, for 
the scheme with relaxation, we obtain
lim Are]ax = ( 1 - / 5 )  ( - a m) — r r  I" P (5-63)
A t - ^ O  q z
and
lim Areiax -  ( 1 - / 5)  (-a* ) 2 - + P (5.64)
A t—too q z
It is straightforward to derive expressions for @opt and j3* t which account 
for the constraint. The effect of using these values for the model problem 
is equally beneficial as demonstrated in Section 5.4.1 for the unconstrained 
problem.
For the numerical solution of the model problem, the parameter £ is set 
to £ =  2 and otherwise the same parameters as in the previous examples are 
chosen. The constraint changes the eigenfrequencies of the model problem. 
The highest eigenfrequency is now associated with T — y j5/3 7r for all values 
a m considered. Relaxation with f3 =  0.5 is employed and the trapezoidal 
rule for the integration of time is used. The simulation is performed for 
different ratios At/T .  The numbers of iterations required to achieve the 
desired accuracy as given by (5.39) are presented in Table 5.4. The diagrams 
in Figure 5.10 show Are]ax as a function of At/T.  The limit behaviour as 
described by (5.63) and (5.64) is easily observed.
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A t /T A t /T
1/1000 1/100 1/10
0.25 19.5 17.5 15.8
0.5 10.8 9.8 9.8
1 7.6 9.8 8.9
2 X X 87.9
Table 5.4: Number of iterations for model problem with constraint; f  =  2 
and ($ — 0.5 .
0.5 am =  0.25
-1
a m =  2.0
-1 .5
0.001 0.01 0.1 1
A t /T
Figure 5.10: The coefficient 4^reiax for £ — 2 and (3 =  0.5.
5.6 Convergence in the presence o f non-linearities
In this section, the unconstrained model problem as introduced in Section 5.2 
is considered, but the linear elastic springs are replaced by nonlinear springs, 
such that the force set up in one of the springs is calculated as
^spring(Au) =  kl  In  ^ > (5-65)
whereby I denotes the length of the undeformed spring and Au is the differ­
ence between the length of the deformed and the undeformed spring. The 
governing Equations (5.4) -  (5.7) are changed accordingly and, based on 
an appropriate time integration scheme, the system can be discretised and 
solved by means of a block Gaufi-Seidel strategy along the lines of Section 
5.3.1.
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5.6 .1  A d ap tive  relaxation
For the linear problem, it was possible to calculate the optimal relaxation fac­
tor /?opt independently of the solution variables, which renders the converged 
solution after one iteration step. For nonlinear problems (or for problems 
with multiple interface degrees of freedom) no such relaxation factor exists. 
However, given an initial relaxation parameter fa for the first iteration, the 
value of j3 may be adaptively improved for each step of the iteration by 
means of the so-called “Aitken acceleration” method. This strategy is based 
on linear interpolation between two successive trial solution values and was 
originally proposed in [51] and described by e.g. [52].
The Aitken relaxation method aims to get an improved guess for the 
next iteration, based on the outcome of the two previous iterations. Here, 
x  and x* denote respectively the value at the start of an iteration and the 
value at the end of that iteration, and f (x)  is a function of x. Figure 5.11 
shows the relation between the improved guess and the two previous ones. In 
the figure, a and 6 indicate the starting values for respectively the first and 
second iteration, and a* and b* are the corresponding values at the end of 
the first and second iteration. For the third iteration, the starting value c is 
found by linearly interpolating between (a, a*) and (6,6*), and then looking 
for the value for which y = x, or c* =  c. From the figure it can be seen that 
c*, and thus c, can be derived as follows:
c = a* -I- (6* — a*)j-— -  (5.66)
b — a
This can be rewritten as:
ab* ~ °*b
c = -------;— r r i r  5-67)a — a*  b +  6*
This equation is now split in two, by introducing a relaxation parameter. 
There are different ways to define the relaxation parameter. In [51], (5.67) 
is split as follows:
c =  (1 -  fo W  +  fab with (3b = ------ —— — (5.68)a — a* — b +  b*
As this is inconvenient to compute due to the difference 6* — a*, the next 
iteration will be considered:
d = (1 -  (3c)c* + (3cc with /3C -  -— ^ (5.69)
0 — o — c +  c
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y = x
bca u
Figure 5.11: The relation between the improved guess c and the two previous 
ones a and 6, where u is the solution.
Now the following relation can be derived for updating the relaxation pa­
rameter:
( 5 - 7 o )
In a vector iteration process the computation of (5.70) will be impossible, due 
to division by a vector. Therefore, [51] suggests to multiply by the vector 
inverse (b — b* — c + c*)/|b — b* — c +  c*|2, which leads to:
q _  q , (q , ( c  “  c * ) (b  “  b * “  c  +  c ") (q 71 \& - A ,  +  ( A - i )  |b _ b , _ c + c , l2 (5-71)
The resulting modified algorithm is as follows
• guess the displacement u^n+1
• set U2n+i — U2n+i and s°lve system Q [Eqs.(5.19),(5.20)] for ufn+l and
pQn+7
• set F ^+1 =  and solve system P [Eqs.(5.17),(5.18)] for u^n+l and
U2,n+ 1
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• update the relaxation factor j3 4— (3 4- (j3 — 1) ——U2'n+PL-- 2,T}V'— r
V 7 ^ -K n + l-^ n + l)
• update A U =  u£n+1 -  u%n+l
• update the solution variable w^n+1 4— (1 — f3) u^n+1 4- (3 u^n+1
• if the desired accuracy is not met, i. e. |u£n+1 — w n^+11 > tol, go to 
step 2
• perform time updates [Eqs.(5.15),(5.16)] and proceed with next time 
step
For the first iteration step, the last value of (3 of the previous time step 
may be used and A U should be set to zero. The quantity AU is the only 
additional data required by the Aitken acceleration method. It is noted that 
in higher dimensions, it is common practice to employ the Euclidean norm 
of the difference vectors in the formula for (3.
The same problem parameters as in the previous examples are chosen in 
order to solve the model problem numerically. Additionally, the lenght of the 
springs I =  1.2 is set. The trapezoidal rule is used for the discretisation in 
time. The stiffnesses of the nonlinear springs in the undeformed configuration 
are identical to those in the linear problem. Therefore, the eigenfrequencies 
in the undeformed configuration coincide, and the values of T  calculated for 
the linear problem are used. Again, the simulations are performed for a range 
of different values of and different ratios A t /T.  The numbers of iterations 
required to achieve the accuracy as defined by (5.39) with different types of 
relaxation are given in Table 5.5. The numbers of iteration steps required for 
(3 =  0, j3 =  0.5 and (3 =  (3*pt follow the trends illustrated and explained in 
the previous sections and examples of this work. The table also clearly shows 
the benefit of the adaptive relaxation based on the Aitken acceleration. In 
all cases considered, the Aitken method requires fewer iteration steps than 
any other relaxation strategy.
5.7 Conclusion
Based on a discrete model problem composed of springs, dashpots and point 
masses, the Gaufi-Seidel solution strategy for a coupled problem has been 
analysed. The following observations have been made:
90
no relaxation, /3 — 0 relaxation, (3 = 0.5 relaxation, (3 =  £ o p t adaptive relaxation
®-m A t /T A t /T A t /T A t /T
1/1000 1 /100 1 /1 0 1 /1000 1 /100 1 /1 0 1 /1000 1 /100 1 /1 0 1 /1000 1/100 1 /1 0
0.25 16.4 14.7 13.5 23.3 21.0 18.3 1.0 1.9 3.5 1.0 1.0 2.3
0.5 33.0 29.7 27.9 16.3 14.6 12.8 1.1 1.9 4.1 1.0 1.2 2.6
1 X X 689.2 1.1 2.1 4.4 1.1 2.1 4.4 1.0 1.3 2.7
2 X X X 33.4 30.0 21.7 1.3 2.3 5.8 1.0 1.4 2.9
Table 5.5: Numbers of iteration steps for the model problem with nonlinear 
springs.
• The factor A as defined by Eq. (5.24) is decisive for the success and 
convergence behaviour of the methodology. For the problem under 
consideration, it has been shown that
lim A =  — am and lim A — — ,—y oo
where o:m and a are the mass and the stiffness ratios of the coupled sys­
tems, respectively. Typical values for fluid-structure interaction prob­
lems are am < 1 and a*, =  0. The variation of the factor A between 
these limits explains why the convergence behaviour often deteriorates 
as At  is decreased. It is noted that, the more accurate the time inte­
gration scheme, the more dominant is the limit lim^^o A. Increased 
numerical instability resulting from more accurate time integration has 
also been proven in the context of staggered schemes [49].
• For all values A ^  1 of the linear problem considered, there exists a 
range of relaxation parameters /? including an optimal value /3opt, such 
that convergence can be achieved by employing relaxation.
• The inclusion of an incompressibility type constraint to one of the sub­
systems invariably jeopardises the convergence behaviour. The incom­
pressibility of the fluid increases the “added mass”. Consequently, the 
mass ratio increases and convergence deteriorates.
• The beneficial effect of adaptive relaxation based on the Aitken accel­
eration has been demonstrated for the model problem.
Finally, it is pointed out that the model problem considered is computation­
ally “simple” due to the single degree of freedom interface. Long interfaces 
of real applications may exhibit several length and time scales, which gives 
rise to additional difficulties even for linear problems.
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Chapter 6 
Numerical examples
Three numerical examples are considered in order to investigate the rele­
vance of the findings of the previous chapters for 2D fluid-structure inter­
action problems and to compare the different Newton procedures. The first 
numerical example is that of flow induced oscillations of a flexible beam, as 
introduced by Wall [24] and considered by others (see e. g. [4,12,32]). The 
second example describes the flow through a channel with a flexible wall, as 
published by e. g. Pedley et. al. [53], Heil [54] and Dettmer &; Peric [7]. The 
last example that is considered describes a flow through a flexible tube, see 
e. g. [4],
The finite element meshes, interface discretisations and material proper­
ties are the same as in the given references.
6.1 N um erical exam ple 1: Flow induced os­
cillations o f a flexible beam
6.1 .1  In trod u ction
The example of the flow induced oscillating beam was introduced by Wall [24] 
in order to investigate the coupling between complex fluid flow and large 
structural deformations, and has since been commonly used as a benchmark 
problem (see e. g. [4,12,32]). A flexible beam attached to a square rigid 
body is placed in a uniform incompressible flow field. For Reynolds numbers
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higher than approximately Re = 100 vortices will separate from the rigid 
square and generate lift forces that cause oscillation of the flexible beam. 
The geometry of the problem and the boundary conditions are shown in 
Figure 6.1. The problem parameters are chosen exactly as in [4,24], which 
for the fluid gives a fluid density of pf =  1.18 • 10~3, a fluid viscosity of 
pf =  1.82 • 10-4 and an inflow velocity of uQ0 =  51.3. For the structure a 
shear modulus of pa =  9.2593 • 105, a bulk modulus of K s =  2.78 • 106 and 
a density of ps =  0.1 is chosen. The given shear modulus and bulk modulus 
correspond to a Young’s modulus of 2.5 • 106 and a Poisson’s ratio of 0.35. 
The Reynold’s number is computed as
Re =  ?/£>v“°° (6.1)
pf
where D =  1 is the diameter of the square rigid body. This results in 
a Reynold’s number of Re =  333 for the given dimensions and material 
properties.
The fluid mesh consists of 4336 linear triangular equal-order SUPG/PSPG 
stabilised elements, whereas the elastic beam is discretised with 20 nine- 
noded fully integrated continuum elements as shown in Figures 6.2 and 6.3. 
Plane stress conditions are applied to the beam and small strain elastic be­
haviour is assumed. All solid nodes at the interface are used as interface 
nodes. The kinematical data of the fluid at the interface is computed by 
linear interpolation between the fluid nodes that correspond to solid nodes 
at the interface. The fluid and the solid dynamics are integrated with the 
generalised-c* method for first and for second order systems, respectively. 
Thus, pJq and p£, can be chosen independently. At the interface, the fluid 
and solid nodal displacements and velocities associated with the time instants 
tn, tn+1, ... match exactly, whereas the accelerations are allowed to evolve in­
dependently.
The coupled problem is solved using various methods described in Chap­
ter 2. Later in this chapter the methods will be compared and assessed based 
on their overall performance. The following methods are considered
• Monolithic strategy (MN), as described in Section 2.4.3
• Partitioned Block Newton strategy with elimination of the solid domain 
(PN), as described in Section 2.4.3
• Gaufi-Seidel strategy without relaxation (GS), as described in Sec­
tion 5.3.1
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Figure 6.1: Schematic view of the geometry and boundary conditions of the 
how induced oscillating beam.
Figure 6.2: Finite element mesh for the how induced oscillation beam.
Figure 6.3: A detail of the finite element mesh.
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• GauB-Seidel strategy with fixed relaxation (GS-FR), as described in 
Section 5.4
• Gaufi-Seidel strategy with adaptive relaxation (GS-AR), as described 
in Section 5.6.1
For equal time step sizes and tolerances all methods give the same result. 
To show this is the case the vertical displacement of the tip of the beam 
d is plotted in Figure 6.4 for time integration parameters p^ =  0.5 and
= 0.5, time step size A t — 0.01 and interface tolerance tol =  10-7. The 
inflow velocity u^ is applied instantaneously at time t — 0. To confirm 
that the solutions that are found with the different strategies are equal, the 
vertical displacement of the tip of the beam d is plotted for a smaller number 
of time steps in Figure 6.5. The points A, B, C  and D  refer to respectively 
Figures 6.6(a), 6.6(b), 6.6(c) and 6.6(d), where the vorticity of the fluid flow 
is plotted for the corresponding time instants. The vorticity ranges from -150 
(blue) to 150 (red).
From Figure 6.4 it can be observed that the averaged frequency /  ~  
3.33 and that the amplitude A ^  1.2, which corresponds to the findings 
in [4,12,24]. For the used time step size At, the ratio A t /T  is approximately 
1/30.
6.1 .2  In terp olation  o f th e  traction  forces at th e  in ter­
face
With this numerical example the influence of traction force interpolation at 
the interface can now be investigated in the context of a 2D fluid-structure 
interaction problem. For the ID model problem it was found that transfer­
ring the traction forces without any interpolation, leads to inaccurate and 
occasionally unstable results. The issue is related to the full set of equa­
tions that describe the problem and therefore concerns all strongly coupled 
strategies. Here it is chosen to perform the analysis of the oscillating beam 
regarding the interpolation of the forces at the interface using a monolithic 
solution strategy.
Figure 6.7 shows the vertical displacement of the tip of the beam d for 
four different combinations of p^ and all without any interpolation of the 
traction forces at the interface. The time step size is set to A t =  0.01 and the 
tolerance is tol =  10-7. The first two plots show the response of the system
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Figure 6.4: Vertical beam tip displacement for different coupling strategies.
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Figure 6.5: Detail of the vertical displacement of the beam tip.
(a) t = 4.05 (Point A in Figure 6.5). (b) t — 4.10 (Point B in Figure 6.5).
(c) t = 4.20 (Point C in Figure 6.5). (d) t =  4.25 (Point D in Figure 6.5).
Figure 6.6: Vorticity distribution at time instants t = 4.05 ((a)), t =  4.10 
((b)), t =  4.20 ((c)) and t =  4.25 ((d)), ranging from -150 (blue) to 150 (red).
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for equal time integration parameters (p^ = p^ — 0.2 and p^ = p^  =  0.8). 
Also, a reference solution is shown, to compare the different plots and assess 
the influence of the amount of numerical damping on the response. The 
reference solution is obtained with the following parameters: ps00 — pl0 =  0.5, 
A t =  0.005 and tol = 10-7. It can be seen that the influence of numerical 
damping is small and that the response for At = 0.01 is relatively accurate. 
The solution is also shown for unequal values of p^ and p^; for p^ =  0.2 and 
plo =  0.8 and for p^ =  0.8 and p£> = 0.2. For p^ =  0.2 and p£> — 0.8 the 
solution is stable, however, for p^ — 0.8 and p£, =  0.2 the system develops 
violent high frequency oscillations, which bear resemblance with the second 
eigenmode of the flexible beam. The energy absorbed by the solid structure 
is clearly increasing and leads to the failure of the simulation. This suggests 
the presence of the same instability as observed in Chapter 4.
In Figure 6.8 the oscillations of the beam tip are shown for calculations 
that take into account the proper interpolation of the traction forces at the 
interface. As the interpolation does not affect the results when equal time in­
tegration parameters are used, only the results obtained with different values 
of p^ and p4 are shown. Due to the different time integration parameters 
(combined with the rather large time step) the systems responds slightly dif­
ferent from the reference solution obtained for p^ =  p^ =  0.5. However, 
both plots show stable results and accuracy of the solution has improved. It 
can therefore be concluded that the findings from Chapter 4 are applicable 
to 2D fluid-structure interaction problems, which means that when using dif­
ferent time integration schemes interpolation of the forces at the interface is 
needed to maintain stability and accuracy properties.
6.1 .3  G aufi-Seidel procedure for cou p led  problem s
In Chapter 5 the Gaufi-Seidel solution strategy was analysed in detail. For 
the ID model problem the main conclusions were that the convergence of 
the method depends on the mass ratio am and that the performance of the 
method can be significantly improved by applying a type of relaxation to the 
procedure. Whether the conclusions hold for a 2D fluid-structure interaction 
problem is investigated here. The oscillation of the flexible beam is solved 
using the Gaufi-Seidel solution strategy for different types of relaxation. The 
number of iterations n that is needed per time step is recorded in order to 
make a comparison between the different relaxation types. Using the material 
properties from Section 6.1.1, the problem is solved with p^ = p£, =  0.5, 
At — 0.01 and tol =  10-7.
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Figure 6.7: The vertical displacement of beam tip for time step size A / = 0.01 
without interpolation of the traction forces at the interface.
98
1.5 
1
0.5
d o
-0.5
-1 
- 1.5
0 2 4 6 8 10 12 14
t
PSoo =  0  8  a n d  Pfoc =  ° - 21.5 
1
0.5
d 0
-0.5
-1 
- 1.5
0 2 4 6 8 10 12
t
Figure 6.8: The vertical displacement of beam tip for time step size At =  0.01 
with interpolation of the traction forces at the interface.
The number of iterations ?7 per time step for the different types of relax­
ation is shown in Figure 6.9. Firstly, the number of iterations that is needed 
for convergence using the Gaufi-Seidel solution procedure without relaxation 
is shown. The average number of iterations n for the range 3 < t < 5 is 
n — 81.1. It can be seen that there are large fluctuations in the number 
of iterations n. Results found when applying constant relaxation are shown 
next. It is clear the number of iterations per time step is highly dependent on 
the relaxation parameter (3. The average number of iterations corresponding 
to the different relaxation parameters is as follows: n =  55.0 for (3 = 0.2, 
n =  25.4 for (3 — 0.4. n = 15.0 for (3 =  0.6 and fi =  24.1 for f3 -  0.8. 
Thus, for the current material properties, when using constant relaxation, 
the Gaufi-Seidel solution procedure performs best if (3 «  0.6. When using 
adaptive relaxation the starting value of (3o appears not to be as important. 
The average number of iterations is found as 77 =  12.4 for /30 = 0.2. n = 11.8 
for (3q = 0.4, 77 = 11.3 for /50 = 0.6 and n — 10.9 for /30 — 0.8. The fluctua­
tions that were observed in the case for no relaxation have disappeared and 
the number of iterations n is more constant.
To compare the different types of relaxation, the best performing cases of
p sx  =  0.2 and -  0.8
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Figure 6.9: Oscillating flexible beam: The number of iterations n per time 
step needed for convergence using the GauB Seidel solution procedure without 
relaxation, with constant relaxation, with adaptive relaxation and a compar-
each type of relaxation are shown again. This means that for constant relax­
ation it is chosen to use f3 — 0.6 and for adaptive relaxation it is chosen to use 
/3q =  0.8. It is observed that applying relaxation improves the performance 
of the solution strategy significantly. Adaptive relaxation leads to slightly 
better results than constant relaxation, but it has to be noted that constant 
relaxation only performs this well for this specific relaxation parameter /3, 
whereas adaptive relaxation performs well regardless of the starting value for 
Po. This confirms the findings of Chapter 5.
Whether the mass ratio between the solid and the fluid influences the 
convergence behaviour of the Gaufi-Seidel solution strategy is analysed by 
calculating the response of the system for a higher density of the flexible 
beam. A higher density of the flexible beam will decrease the value of mass 
ratio am as defined in Section 5.2 and it is therefore expected to lead to 
improved convergence rates. The density of the flexible beam is set to ps =  
0.2. Figure 6.10 shows the number of iterations n for respectively the case 
without relaxation, with constant relaxation and with adaptive relaxation. 
The average number of iterations for the case without relaxation is n =  
23.8. For the calculations with constant relaxation the average numbers of 
iterations are n =  61.3 for {$ =  0.2, n — 28.5 for j3 = 0.4, n =  16.8 for 
/3 =  0.6 and n =  11.9 for J3 =  0.8. Finally, the numbers of iterations for the 
calculations with adaptive relaxation are n =  11.0 for /3q =  0.2, n =  10.9 for 
/30 = 0.4, n =  10.7 for /50 =  0.6 and n — 9.6 for /90 - 0.8.
It can be observed that the Gaufi-Seidel solution strategy without relax­
ation performs significantly better for the case with the decreased mass ratio 
a m. The performance of the solution strategy with constant or adaptive re­
laxation improves slightly and is still better than the case without relaxation.
6 .1 .4  C om parison  o f different so lu tion  stra teg ies
In this section the performance of the different solution strategies is assessed 
and compared with each other. The problem with the flow induced oscillating 
beam is solved with the material properties described in Section 6.1.1, time 
integration scheme parameters p^ =  p^ =  0.5, time step size A t — 0.01 and 
tolerance tol =  10-7.
For all the solution strategies that are considered, the number of iterations 
n for 3 < t <  5 is shown in Figure 6.11(a). The average number of iterations n 
for each strategy is given in Table 6.1. In the figure, the number of iterations
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Figure 6.10: Oscillating flexible beam: The number of iterations n per time 
step needed for convergence using the Gaufi Seidel solution procedure for the 
problem with a higher solid density ps = 0.2.
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for the monolithic solution strategy (MN) is not visible. This is caused by the 
fact that for the partitioned Newton procedure PN the number of iterations 
is exactly the same. Furthermore, it can be observed that the performance 
of the Gaufi-Seidel strategy without relaxation is very poor compared to all 
the other strategies. The strategies that performs best in terms of number 
of iterations per time step are the partitioned Newton procedure and the 
monolithic strategy.
However, it is known that one Gaufi-Seidel iteration costs less computa­
tional time than one block Newton iteration. The computational time t* per 
time step is therefore displayed in Figure 6.11(b). Also, the average com­
putational time t* (again computed over the range 3 < t <  5) is given in 
Table 6.1. The performance of the Gaufi-Seidel strategy without relaxation 
is still much worse than any of the other strategies. The block Newton strat­
egy, even thought performing as good as the monolithic strategy in terms of 
number of iterations, is not the one performing best in terms of computa­
tional time per time step. One iteration needs so much time, that it is more 
efficient to use another method that requires more iterations. The strat­
egy that resolves the problem in the least amount of time is the monolithic 
strategy, followed by the Gaufi-Seidel strategy with adaptive relaxation.
The range of calculations is repeated for time step sizes At =  0.02 and 
A t =  0.005, in order to analyse the influence of the time step size on the per­
formance of the solution strategies. For time step size At =  0.02 the number 
of iterations n and the computational time t* are shown in Figures 6.12(a) 
and 6.12(b) respectively. The averages n and t* can be found in Table 6.2. 
Figures 6.13(a) and 6.13(b) show respectively the number of iterations n and 
computational time t* for time step size A t =  0.005 and Table 6.3 the corre­
sponding averages n and t*. It can be seen that the influence of the time step 
size on the performance of the solution strategies is small. For all time step 
sizes the monolithic strategy is the best one when it comes to computational 
time per time step. Also, for all time steps the Gaufi-Seidel strategy without 
relaxation needs the most time to obtain the solution.
In order to get more insight in the convergence behaviour of the solution 
strategies, in Figure 6.1.4 the residual e is plotted against the iterations i. 
The residuals are calculated for time step size A t — 0.005 and the residuals 
shown are obtained in the 1000th time step (i. e. time instant t — 5). It can 
be seen that for all solution strategies the convergence behaviour is smooth. 
The residuals for the monolithic strategy and the block Newton strategy are 
the same and the poor convergence rate of the Gaufi-Seidel strategy is clearly 
visible.
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Figure 6.11: Oscillating flexible beam: The number of iterations n and com­
putational time t* per time step needed for convergence with time step size 
At =  0.01.
77. i*
MN 5.9 0.91
PN 5.9 2.45
GS 80.4 14.92
GS-FR 15.0 2 . 8 6
GS-AR 11.0 2.24
Table 6.1: Oscillating flexible beam: The average number of iterations n and
average computational time t* for each solution strategy, using A t - 0.01.
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Figure 6.12: Oscillating flexible beam: The number of iterations n and com­
putational time t* per time step needed for convergence with time step size 
A t =  0.02.
n t*
MN 6.7 1.04
PN 6.7 2.79
GS 79.7 15.42
GS-FR 15.0 2.85
GS-AR 10.6 2.22
Table 6.2: Oscillating flexible beam: The average number of iterations n and
average computational time t* for each solution strategy, using A t = 0.02.
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Figure 6.13: Oscillating flexible beam: The number of iterations n and com­
putational time t* per time step needed for convergence with time step size 
At =  0.005.
n t*
MN 5.9 1.01
PN 5.9 2.64
GS 99.9 18.20
GS-FR 16.3 3.14
GS-AR 11.4 2.42
Table 6.3: Oscillating flexible beam: The average number of iterations n and
average computational time t* for each solution strategy, using A t = 0.01.
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Figure 6.14: Oscillating flexible beam: The residual e as a function of the 
iteration number i  for time step size At = 0.005.
The main conclusion is that the monolithic and the partitioned Newton 
strategies require the least amount of iterations per time step, but that the 
Gaufl-Seidel strategies may need less computational time per time step. This 
is due to the elimination process and it is expected that optimising this pro­
cess can reduce the computational time. This only applies to the partitioned 
Newton procedure, where the monolithic and Gaufl-Seidel strategies already 
perform at their best ability.
6.1.5 C o n c lu s io n
Based on the 2D fluid-structure interaction problem of the oscillating beam 
in a uniform flow with a range of solution strategies, a few conclusions can be 
made. First of all it is confirmed that when using different time integration 
schemes for the different domains it is important to carefully interpolate 
the traction forces at the interface. It is shown that when this is not done 
appropriately, instabilities may occur and inaccuracies will appear.
Regarding the Gaufi-Seidel solution procedure it can be concluded that 
the addition of relaxation significantly improves the convergence behaviour
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and that the mass ratio between the fluid and the solid indeed influences the 
number of iteration that is needed for convergence.
The Newton procedures are the best strategies in terms of iterations per 
time step, however, when it comes to computational time the Gaufi-Seidel 
strategy with adaptive relaxation can be performing better. It is thought 
that the current eliminating process in the solver can be improved, which 
would result in less computational time for the partitioned Newton strategy.
6.2 N um erical Exam ple 2: Flow through chan­
nel w ith  flexible wall
6.2.1 In trodu ction
This example describes a viscous flow through a 2D channel with a flexible 
wall. The fluid-structure interaction problem has been studied by Pedley et. 
al. [53], Heil [54] and Dettmer &; Peric [7] among others and is characterised 
by a highly nonlinear fluid flow and large-displacement oscillations of the 
structure. These features are typical for fluid-structure interaction problems 
in biomedical applications, like blood flow through arteries [54]. The example 
concerns a channel with a partially flexible wall. The flexible part of the 
wall is modelled with 25 pre-stressed neo-Hooke elastic membrane elements, 
while the rest of the wall is fixed in space. The fluid domain consists of 8658 
elements. A schematic view of the geometry and the boundary conditions of 
the problem is shown in Figure 6.15, together with the mesh and detailed view 
of the mesh. In the ALE region (see Figure 6.15(a)), the mesh is updated 
using the pseudo-elastic strategy. The degrees of freedom of the interface 
coincide with the degrees of freedom of the solid membrane.
The external pressure on the membrane elements is pext — —0.5. The 
pressure is applied linearly in 100 seconds. Then after 10 seconds the fluid 
flow, with a Poiseuille profile and average inflow velocity of Uin — 1.0, is 
applied. This again takes 10 seconds. The time step that is used for loading 
the pressure is A tp =  2.0. The time step afterwards is variable for different 
simulations (and being referred to as At).
The fluid density and viscosity are respectively P/ =  1.0 and (if =  0.002. 
The solid density ps =  0.0 (but will be increased later on). Both domains
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(a) Geometry and boundary conditions for the flow through a channel with flexible wall.
(b) Fluid mesh with 8658 elements and membrane mesh with 25 elements.
(c) Detail of the fluid and membrane mesh.
Figure 6.15: Flow through a channel witli a flexible wall: Geometry, mesh 
and detail of the mesh.
are solved using the generalized-a method, where the time integration pa­
rameters an(l Pic are both set to 0.8 for all simulations. The fluid solver 
tolerance and the solid solver tolerance are both set to 1.0 • 10-8 and the 
mesh update tolerance is set to 1.0 • 10-5.
The membrane is flexible and incompressible and modelled as a neo- 
Hookean elastic with //,s = 260. The constitutive relation between the stress 
and the strain is given by
\ 4  _  i
=  (6 .2)
where the principle Cauchy stress associated with the in-plane stretch A is 
denoted by o. The thickness of the membrane is 0.01 and the membrane is 
assumed to be in a prestressed state with A0 = 1.2.
The problem is solved using the monolithic strategy (MN), the partitioned 
Newton strategy (PN) and the GauB-Seidel strategies (GS for no relaxation. 
GS-FR for constant relaxation and GS-AR for Adaptive relaxation). For 
the monolithic strategy, the vertical displacement of point C as shown in 
Figure 6.15(a) for different time step sizes is shown in Figure 6.16(a) with a 
detail for time step size At =  0.1 in Figure 6.16(b). Vorticity plots for the 
entire geometry are shown in Figures 6.17(a) to 6.17(d). As it can be seen in 
Figure 6.15(a) that the solutions for time step sizes At =  0.1 and At — 0.05
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(a) Vertical displacement of point C  (see Figure 6.15(a)) on the 
membrane.
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(b) Detail of the vertical displacement of point C  (see Fig­
ure 6.15(a)) on the membrane.
Figure G.1G: Flow through a channel with a flexible wall: Displacement of 
the membrane.
(d) t = 415.8
Figure 6.17: Vorticity distribution at time instants t =  400.4 ((a)), t =  407 
((b)), t =  412.5 ((c)) and t =  415.8 ((d)), ranging from -150 (blue) to 150 
(red).
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are relatively similar, the simulations in the rest of this section will be carried 
out with time step size At = 0.1.
6.2 .2  S im ulations
ps =  0
The problem, as described in the previous section, is solved using the dif­
ferent solution strategies. The number of iterations n that was needed for 
convergence is shown in Figure 6.18(a). It can be seen immediately that only 
the results for the monolithic strategy and the partitioned Newton strategy 
are plotted. This is because the other methods failed to converge at one point 
during the simulation. In some cases stability problems occured straight at 
the beginning, where for other solution strategies problems occured after ap­
plying the fluid flow. The two solution strategies that succesfully solved the 
problem, required roughly the same amount of iterations per time step. How­
ever, looking at Figure 6.18(b), where the amount of time t* per time step is 
shown, it can be observed that the monolithic strategy is more efficient. The 
average number of iterations n and average time t* per time step are given 
in Table 6.4.
It is thought that the reason for the failure of the other methods is due to 
the lack of mass of the solid domain. The membrane elements are modelled 
with a density of ps =  0. In Chapter 5 the limitations of the Gaufl-Seidel 
strategy were related to the ratio between the solid mass and fluid mass. For 
the partitioned Newton strategy it is important to note that the interface 
degrees of freedom coincide with all the solid degrees of freedom, which means 
there are no internal degrees of freedom for the solid. To analyse the influence 
of the solid mass on the performance of the solution strategies, the same 
problem is solved for solid densities of ps =  50 and ps =  500.
ps =  50
In Figures 6.19(a) and 6.19(b) respectively, the number of iterations n and 
computational time t* per time step are shown for the case with solid density 
ps =  50. The average number of iterations n and average time t* per time 
step can be found in Table 6.4. It is immediately observed that the perfor­
mance has not improved. Still only two of the solution strategies manage to 
succesfully obtain a solution for the problem. The two strategies, MN and 
PN, require roughly the same amount of iterations per time step and the 
monolithic strategy needs less time.
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Figure 6.18: Flow through a channel with a flexible wall: The number of 
iterations n and computational time t* per time step needed for convergence 
with time step size At =  0.01.
n t*
MN 4.7 0.92
PN 4.7 1.23
GS X X
GS-FR X X
GS-AR X X
Table 6.4: Flow through a channel with a flexible wall: The average number
of iterations n and average computational time t* for each solution strategy,
using A t = 0.01.
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Figure G. 19: Flow through a channel with a flexible wall: The number of 
iterations n and computational time t* per time step needed for convergence 
with time step size At =  0.01.
n t*
MN 4.6 0.82
PN 4.6 1.19
GS X X
GS-FR X X
GS-AR X X
Table 6.5: Flow through a channel with a flexible wall: The average number
of iterations n and average computational time t* for each solution strategy,
using A t = 0.01.
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Figure 6.20: Flow through a channel with a flexible wall: The number of 
iterations n and computational time t* per time step needed for convergence 
with time step size A t =  0.01.
n t*
AIN 5.3 1.00
PN 5.5 1.41
GS X X
GS-FR X X
GS-AR 21.94 5.49
Table 6.6: Flow through a channel with a flexible wall: The average number
of iterations n and average computational time t* for each solution strategy,
using A/ = 0.01.
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ps =  500
For a solid density of ps =  500, the number of iterations n and computational 
time t* per time step are shown in respectively Figures 6.20(a) and 6.20(b). 
It can be seen that for this case the GauB-Seidel strategy with Aitken re­
laxation succesfully obtains a solution as well. The GauB-Seidel strategies 
with no or constant relaxation still fail to converge. The monolithic strategy 
and block Newton strategy require significantly less iterations per time step 
than the GauB-Seidel strategy with adaptive relaxation. Also, the GauB- 
Seidel strategy needs more computational time than the other methods. The 
monolithic strategy still is the most efficient one.
6.2 .3  C onclusion
The numerical example of the flow through a channel with a flexible wall is 
solved with the different solution strategies. Only the monolithic strategy 
and partitioned Newton strategy lead to a converged solution. It is shown 
that for very high values for the solid density ps, solutions can be obtained 
by using the GauB-Seidel strategy with Aitken relaxation. For all cases the 
monolithic strategy gives the best performance.
6.3 N um erical Exam ple 3: Flow  through a 
flexible tub e
6.3.1 In trodu ction
This example describes a flow through a flexible pipe. This type of problems 
is relevant in the field of biomechanics. It is analysed how well the differ­
ent solution strategies perform for this class of problems, where there is a 
relatively large interface between the fluid and the solid domain.
The pipe is modelled with a neo-Hookean elastic material, see [4], At the 
inflow, the nodes at the inside of the pipe are fixed in space and the outflow 
is free to move. The geometry and boundary conditions for this problem 
are shown in Figure 6.21(a). The problem is assumed to be axisymmetric. 
The fluid viscosity and density are respectively given as p/ =  0.0101 and
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p  =  0
(a) Geometry and boundary conditions for the  flow 
through a flexible pipe.
(b) Fluid mesh with 3250 elements and solid mesh w ith 450 elements.
>$■%
(c) Detail of the fluid mesh with 3250 elements and solid mesh with 450 elements.
Figure 6.21: Flow through a channel with a flexible wall: Geometry, mesh 
and detail of the mesh.
f /  =  0.998. The solid properties are given by the solid viscosity fis = 0.1. 
bulk modulus K s =  5 and solid density ps = 0.1.
The inflow velocity is described by a Wormersley profile. The Wormersley 
velocity profile is a steady flow condition that arises due to a developed 
periodic flow through a circular pipe. In certain regions blood flow can be 
approximated by the Womersley profile. The velocity profile is described as 
follows [551:
w( r , t )  =
•2_Bq
7tR2 l ~ l R
N
+ E
n —1
Bn
7tR2
1 . / o ( c * n l j i 3 / 2 )
J 0 ( a 7Vi3/ 2)
2 J i ( a „ i 3/ 2 )
~  a , 4i3/ 2 J 0 (ck7ii3/ 2 ) _
jn io t (6.3)
where r and R denote respectively the cylindrical coordinate and the radius of 
the inlet cross-section, and J0 and J\ are the Bessel functions of the first kind
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of order 0 and 1. The dimensionless parameter a  is known as the Womersley 
number and defined as
a =  Ry/uj/u. (6.4)
Similarly ____
a n =  Ry/nuj/is. (6.5)
The frequency lj is based on the cardiac function and the Bessel coefficients 
Bn can be obtained by performing measurements. Ultrasound Doppler ve- 
locimetry can be used to derive a velocity profile, which then can be used to 
fit the Bessel coefficients [55]:
N
=  (6 .6)
n—0
In here, however, no measured data is used. The Bessel coefficients Bn 
are found by fitting a standard cosine volume flow. The inflow profile is 
calculated using Bo =  0.0392699 and B\ =  —0.0392699 and uu =  10.
The problem is solved using the mesh shown in Figure 6.21(b), with a 
detail of the mesh shown in Figure 6.21(c). The fluid domain consists of 
3250 elements, whereas the solid domain is modelled with 450 eight noded 
quadrilateral elements. The entire fluid domain is modelled as a ALE re­
gion, where the mesh update is performed by the pseude-elastic technique. 
The generalised-a method is used for integration in time, with the following 
parameters: =  0.85 and = 0-7.
The outflow velocity versus the inflow velocity is shown in Figure 6.22. 
The velocity is calculated at the center of the pipe. It is observed that it 
takes approximately 15 seconds for the outflow velocity to reach a stable
long term response. The flexible pipe damps out the variations of the flow
velocity, however, the average inflow and outflow velocities are equal. The 
outflow velocity is shown again in Figure 6.23, for time step sizes At  =  0.02, 
At  =  0.01 and At — 0.005. It can be seen that the response for the different 
time step sizes deviates only by a small amount, so for the remaining of this 
section a time step size of At =  0.02 is used. For different time instances a 
contour plot of the vorticity is shown in Figure 6.24.
6.3 .2  S im ulations
To compare the different solution strategies, the problem is solved using 
the monolithic strategy (MN), the partioned Newton strategy (PN) and the
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Figure 6.22: Inflow velocity vs outflow velocity in time.
A t =  0.005 
At = 0.01 
At = 0.02
y
-1
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t
Figure 6.23: Outflow velocity at tlie center of the pipe for time step sizes 
A t = 0.02, A t =  0.01 and At =  0.005.
(a) Contour plot at t =  15.1s.
(b) Contour plot at t — 15.28s.
(c) Contour plot at t - 15.46s.
(d) Contour plot at t = 15.645.
Figure 6.24: Contour plots for the flow through a flexible pipe at different 
time instances.
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GauB-Seidel strategies with no relaxation (GS), constant relaxation (GS- 
FR) and adaptive relaxation (GS-AR). The number of iterations n that were 
needed per time step are shown in Figure 6.25(a). It can be noted that only 
for the monolithic strategy and the partitioned Newton strategies a solution 
was found. All other strategies experienced divergence and failed to solve the 
problem. The monolithic strategy and the partitioned Newton strategy give 
similar results in terms of number of iterations per time step. The average 
number of time steps n is given in Table 6.7.
The amount of time t* that was needed per time step is shown in Fig­
ure 6.25(b). The monolithic strategy needs significantly less time per time 
step, which also becomes clear from the average amount of time t*, as shown 
in Table 6.8. It is concluded that for this problem the monolithic strategy 
performs best, however, it may be possible to improve computational time 
regarding the partitioned Newton strategy.
In order to establish whether the ratio between the solid and fluid mass 
again is an important factor in the failure of the GauB-Seidel strategies, 
the problem is solved with a higher solid density. It is noted that this will 
completely change the physical properties of the model and it will no longer 
relate to any physical problem.
The density of the solid is set to ps =  1. The number of iterations n and 
the amount of time t* that are needed per time step are shown in respectively 
Figure 6.26(a) and Figure 6.26(b). Again the GauB-Seidel strategies failed to 
solve the problem. The number of iterations n is similar for both the mono­
lithic strategy and the partitioned Newton strategy and the computational 
time t* is much smaller for the monolithic strategy again.
6.3 .3  C onclusion
The problem that describes a flow through a flexible pipe has been solved for 
the different solution strategies. For only two of the strategies (MN and PN) 
a solution is obtained succesfully. Increasing the density of the solid does 
not improve the performance of the GauB-Seidel strategies for this case. It 
is concluded that the monolithic strategy gives the best performance when 
solving the problem of a flow through a flexible pipe.
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Figure 6.25: Flow through a flexible pipe: The number of iterations n and 
computational time t* per time step needed for convergence with time step 
size At — 0.02.
n t*
MN 5.0 0.47
PN 4.6 4.38
GS X X
GS-FR X X
GS-AR X X
Table 6.7: Flow through a flexible pipe: The average number of iterations
n and average computational time t* for each solution strategy, using A t —
0.02.
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Figure 6/26: Flow through a flexible pipe: The number of iterations n and 
computational time t* per time step needed for convergence with time step 
size At =  0.02.
n t*
MN 5.0 0.50
PN 4.8 4.41
GS X X
GS-FR X X
GS-AR X X
Table 6.8: Flow through a flexible pipe: The average number of iterations
n and average computational time t* for each solution strategy, using A t =
0.02.
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Chapter 7
Conclusions
In this work different aspects of interface modelling in fluid-structure in­
teraction problems are discussed. Fluid-structure interaction problems are 
coupled problems where a fluid domain and a solid domain interact with each 
other. The fluid domain is described with the Navier-Stokes equations which 
are solved using the Petrov-Galerkin method. The solid domain is assumed 
to be compressible and solved using the finite element method as well.
The interface between the fluid and solid domain is modelled as a sepa­
rate domain. The transfer of solution variables at the interface is based on 
finite element type interpolation between the nodes. To perform the coupling 
between the domains, weakly or strongly coupled strategies can be applied. 
In here, only the strongly coupled solution strategies are considered. The 
strongly coupled strategies consists of monolithic and partitioned methods. 
For the monolithic scheme, the entire set of equations is solved simultane­
ously using a Newton-Rapshon procedure. A Newton-Raphson procedure is 
also used for the partitioned block Newton scheme, where parts of the assem­
bled stiffness matrix are eliminated before the solution process. The other 
solution strategies considered are the GauB-Seidel procedures. GauB-Seidel 
strategies are strongly coupled schemes where the fluid and solid domain are 
solved seperately, without the need for a specific interface domain. Three 
variations of the GauB-Seidel solution procedure are considered, one with­
out any form of relaxation, one with fixed relaxation and one with adaptive 
relaxation.
For the discretisation in time, single step time integration schemes are 
used. The trapezoidal rule, backward Euler method, generalised midpoint
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rule and the generalised-a method are discussed to allow detailed analysis of 
several model problems. The stability and accuracy properties of the schemes 
are derived and terminology is introduced. This leads to the investigation 
of the situation where different time integration schemes are used for the 
different domains in coupled problems. For a model problem it is shown 
that when two different time integration schemes are used, the stability and 
accuracy properties of the individual schemes are not maintained. However, 
it is noted that the traction forces for both domains at the interface are 
not evaluated at the same time instance and therefore interpolation of the 
traction forces is suggested. It has been shown that this gives good results 
and that after appropiate interpolation of all transferred solution variables at 
the interface, stability and accuracy properties can be maintained. The same 
interpolation strategy is applied to a 2D fluid-structure interaction problem, 
which confirms the findings obtained with the ID model problem.
From the solution strategies discussed in this work, the Gaufi-Seidel strat­
egy is analysed in more detail as this method is known to have limited sta­
bility properties. To analyse the limitations, another ID model problem is 
introduced. The problem is discretised with the trapezoidal rule and the 
backward Euler method. The set of equations that describes the problem is 
rewritten so that one iteration step is captured. This gives an amplification 
factor which determines whether the system will converge or not. It is shown 
in this work that the amplification factor depends on the ratio between the 
masses of the two domains. This leads to the conclusion that for certain mass 
ratios the Gaufi-Seidel solution strategy will fail to solve the coupled prob­
lem. This issue can be overcome by applying a type of relaxation. Improved 
stability properties can be obtained by applying constant relaxation. For the 
linear model problem it is shown that an optimal relaxation parameter exists. 
The presence of a constraint gives similar results. For a nonlinear problem 
it is no longer possible to derive an optimal relaxation parameter. For this 
case it is beneficial to introduce adaptive relaxation, which for the model 
problem leads to extremely fast convergence. The findings of the simulations 
with the model problems are confirmed for a 2D fluid-structure interaction 
problem, for which it is shown that the mass ratio influences the convergence 
behaviour and that applying relaxation improves the convergence behaviour.
For three different numerical examples the previously mentioned solution 
strategies are compared with each other. The three examples consider a flow 
around a flexible beam, a flow through a channel with a flexible wall and 
a flow through a flexible pipe. The first example deals with large deforma­
tions of the structure, the second one has a solid domain consisting of solid
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membrane elements which cover the entire interface (and thus no internal 
solid nodes are present) and the last example deals with a relatively large 
interface between the fluid and the solid domain. Based on the three nu­
merical examples it can be concluded that the monolithic strategy and the 
partitioned Newton strategy are performing best in terms of number of iter­
ations that are needed per time step. At this stage the monolithic strategy 
is the best performing strategy in terms of computational time, however, it 
is thought that for the partitioned Newton strategy, computational time can 
be reduced by parallellisation of the computer code. In terms of implemen­
tation the GauB-Seidel strategy is the best option, as this strategy can be 
implemented using existing codes for the fluid and the solid domain, but the 
limitations of its stability are a major drawback. For an ultimate compari­
son of all solution strategies, the simulation of 3D fluid-structure interaction 
problems is required.
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Appendix A
Contour plots for eigenvalue 
analysis - Part 1
To analyse the stability of the coupled problem (described by Equation (4.14)), 
the eigenvalues of the amplification matrix are calculated and the absolute 
value of the largest eigenvalue |Climax is plotted as a function of a  and A t /T  
for a range of values for £, lj, p^ and p£>. The eigenvalues are calculated 
using a symbolic toolbox. Every contour plot consists of 2013 data points; 
61 points from A t /T  =  0.001 to A t /T  =  1000 and 33 points from a =  0.1 to 
a  =  0.9.
There are 32 contour plots on the following pages. The natural frequency 
oj is constant ( u j  = 1.0), as the influence of uj on the behaviour of the system 
is captured by characteristic time period T. For the first 16 plots the dimen- 
sionless damping ratio is set to £ =  0.01 and for the last 16 plots this value is 
set to £ =  0.001. Within each of these sets of 16 plots, various combinations 
of p1^  and p are used.
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Appendix B
Contour plots for eigenvalue 
analysis - Part 2
For the coupled problem with linearly interpolated traction forces at the 
interface, the eigenvalue analysis of the amplification matrix given by Equa­
tion (4.26) leads to the following contour plots. The used procedure is the 
same as in A.
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