Some econometric applications of the exact distribution of the ratio of two quadratic forms in normal variates by Palm, F.C. & Sneek, J.M.
VU Research Portal
Some econometric applications of the exact distribution of the ratio of two quadratic
forms in normal variates
Palm, F.C.; Sneek, J.M.
1981
document version
Publisher's PDF, also known as Version of record
Link to publication in VU Research Portal
citation for published version (APA)
Palm, F. C., & Sneek, J. M. (1981). Some econometric applications of the exact distribution of the ratio of two
quadratic forms in normal variates. (Serie Research Memoranda; No. 1981-18). Faculty of Economics and
Business Administration, Vrije Universiteit Amsterdam.
General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.
            • Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
            • You may not further distribute the material or use it for any profit-making activity or commercial gain
            • You may freely distribute the URL identifying the publication in the public portal ?
Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.
E-mail address:
vuresearchportal.ub@vu.nl
Download date: 22. May. 2021
SOME ECONOMETRIC APPLICATIONS OF THE 
EXACT DISTRIBUTION OF THE RATIO OF 
TWO QUADRATIC FORMS IN NORMAL VARIATES 
F.C. Palm 
J.M. Sneek 
Researchmemorandum 1981-18 Sept. 1981 
Some Econometrie Applications of the Exact Distribution of the Ratio 
of Two Quadratic Forms in Normal Variates. 
* 
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A b s t r a c t 
Ratios of quadratic forms in normal variates arise in many econometrie 
and statistical applications. Their exact distribution can be computed 
using e.g. a procedure due to Imhof (1961). 
In this paper two examples arising in dynamic models will be considered. 
First, the distribution of a test of linear restrictions on the coeffi-
cients of a regression model with autocorrelated errors will be analyzed. 
Second, the distribution of the sample autocorrelations of a series 
generated by an autoregressive - integrated - moving average model will 
be investigated. 
In both cases, the exact distribution will be compared with the (approximate) 
distributions used in applied work. 
Some remarks on the usefulness of the exact distribution of quotients of 
quadratic forms in normal variates conclude the paper. 
Keywords: ratio of quadratic form, regression model, F-statistic 
autocorrelation coëfficiënt, ARIMA model 
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Some Econometrie Applications of the Exact Distribution of the Ratio 
of Two Quadratic Forms in Normal Variates. 




Ratios of quadratic forms in normal variates arise in many econometrie 
and statistical applications. Perhaps the most common examples are the 
F-statistic used to test linear restrictions on the coefficients in the 
linear regression and analysis of variance models, the Durbin-Watson test 
and the Von Neumann ratio for testing against first order autocorrelation 
in the disturbances of the linear regression model and similar expressions 
for testing against higher order disturbance autocorrelation. We should 
2 
also mention the multiple correlatxon coeffxcxent, R , xn regressxon 
models. 
In the Box-Jenkins (1970) approach to time series analysis, the estimated 
autocorrelation coefficients, which are quotients of quadratic forms in 
the observations, are used to identify the model for the time series. 
There are several ways to handle the problem involved with the distribution 
of ratios of quadratic forms in normal variates (RQFNV). First, in some 
cases, the exact distribution is known. For instance, in the Standard 
linear regression model, the numerator and denominator of the F-statistic 
for linear restrictions are chi-square distributed and independent and 
therefore the quotiënt is F-distributed. Second, quite often the large 
sample distribution of the RQFNV has been established. Box and Jenkins (1970) 
use the asymptotic distribution of the autocorrelation function in order 
to identify an autoregressive - integrated - moving average (ARIMA) model 
•for the series. Sometimes, when the usual 'F-statistic* for testing linear 
restrictions on the regression coefficients does not have an F-distribution, 
a slight transformation of the statistic can be shown to have a large 
sample chi-square distribution. Third, one can use other approximations 
to the exact distribution. For instance, Durbin and Watson (1950) computed 
lower and upper bounds for the d-statistic which make their test 
independent of the values of the explanatory variables. 
Kiviet (1979) gives lower and upper bounds for the usual t- and F-statistics 
when the disturbances in the regression model are autocorrelated. In an 
attempt to improve the model identification by means of the sample auto-
correlations, Anderson (1979) gives formulae for the expectations of the 
sample variance and covariances for series generated by ARIMA models. 
Similarly, De Gooijer (1980) investigates the exact moments of the sample 
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autocorrelations for some time series models. 
The fourth possibility, which we deal with in the paper, consists in 
computing the exact distribution of the RQFNV. Imhof (1961) presents a pro-
cedure for computing the distribution of RQFNV's. His procedure has been used 
by several authors. We shall mention a few among them. Koerts and Abrahamse 
(1969) compute the exact distribution of the BLUS test for first order dis-
2 
turbance autocorrelation and of the multiple correlation coëfficiënt, R , in 
a regression model. 
Savin and White (1977) compute the exact distribution of the bounding random 
variables d and d.. of the Durbin-Watson test for a sample size up to 200 and 
up to 20 regressors. Farebrother (1980) gives the exact distribution for the 
minimal bound when there is no intercept in the regression with T up to 200 
and up to 21 regressors. 
In this paper, we use Imhof's procedure to compute the exact distribution of 
the RQFNV arising when the usual F-statistic is used in a regression model 
with autocorrelated disturbances. We also give results for the distribution 
of the 'F-statistic' when a generalized least squares estimator is used with 
a disturbance covariance matrix that differs from the true disturbance co-
variance matrix. We compare the exact distribution with the lower and upper 
bounds derived by Kiviet (1979). Results for the exact confidence region of 
the regression coefficients, when OLS estimation is applied to a model with 
first order autocorrelated errors, have also been obtained by Kiviet (1977). 
Imhof's procedure is also used to obtain the distribution of sample auto-
correlations for ARIMA-models. The results are compared with some approxi-
mations to the exact distribution. 
Our results show that in both cases, it may be worthwhile to compute exact 
probabilities rather than to rely on computationally less expensive approxi-
mations. Furthermore, the costs of computing the exact distribution seem to be 
reasonable. In section 2, we briefly discuss Imhof's procedure and indicate how 
it can be applied to compute tail area probabilities for RQFNV's. Section 3 is 
devoted to the distribution of tests for linear restrictions on the regression 
coefficients, when disturbance autocorrelation is present. In section 4, we 
present some results on the distribution of the sample autocorrelations for 
ARIMA-models. The reader who is interested in the results on the sample auto-
correlations only may skip section 3. Section 5 provides a brief summary and 
contains some concluding remarks. 
2. Computing the distribution of a RQFNV 
In this section, we briefly review the method of computing the tail area 
probability 
rn' A n .. 
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where A and B are symmetrie matrices, and B is semi-definite, _n is a normal-
ly distributed stochastic vector of length n with mean EJJ_ and covariance 
matrix E = CC' and q is some real number. If E is non-singular, 
expression (2.1) can be written as: 
Pr [n' (A - qB) n 1 0] = Pr ( S X. v\ <_ 0) , (2.2) 
j=l ^ .3 
where the X.'s are the characteristic roots of C'[A - qB]C and the v_.'s are 
independent normally distributed variables with mean y. depending on En and 
E and with unit variance. We can write 
n 2 m ~ 2 2, E X.v.= E X x (h « v ) , where the X 's are non-zero distinct roots, 
• , D —3 - r -i- r ' r ' r 3=1 J J r=l 
2 2 
m < n, h is the'number of X.'s equal to X and x (h , v ) has a non-central 
— ' r 2 r — r r 
chi-square distribution with h degrees of freedom and non-centrality para-
2 2 P 
meter v = Eu. , where summation runs over those j's for which X. = X . Imhof 
r Kn J 3 r 
(1961) shows that the probability in (2.2) can be obtained from 
Pr t E X x2 (h , v2) < x] = 1 - A ƒ S i n ?("} du, (2.3) 
= 1
 r A r ' r — d TT J u p (u) 
where 2 ~ m ,, v X u 
9(u) = \ E [h arctg (X u) + r * *0 ] - Jx u 
r=l 1 + X u-
r 
p(ti)= II (1 + X u ) exp \ 
r=l r 
h A r m (v X u)
2 -, 
~2 2 Lr=l 1 + X u r 
Expression (2.3) can be derived by considering the following inversion formula 
for characteristic functions: 
00 
F (x) = \ - - ƒ i lm {e"ltXf(t)} dt. (2.4) 
w * ir J t 
In (2.4-), F (x) denotes the distribution function of the random variable w, w — 
f(t) is the characteristic function of w and lm {z} is the imaginary part of z. 
Although it is possible to get analytical expressions for (2.3) in some special 
cases, it is usually more convenient to integrate (2.3) numerically. 
When the covariance matrix E is singular, say of rank p < n, one can write 
n = y + Lv;, with y = En and L being an n x p matrix such that E = LL' , 
v_ ^ N(0 , I) is a p x 1 vector of random variables. In this case, the probability 
in (2.1) is equal to 
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Pr [ (v ' (L1 A L - q L ' B L ) V + 2 Y ' ( A L - q B L ) v < c ) ] = 
p o S a 2 P 
Pr [ E (X. w. + 2 a . w.) < c] = Pr { E X. (w. + T j ) + 2 1 a . w. < c] = 
j = i 3 -^ ] "3 - j = i ^ - : ^ j = s + 1 3 - 3 -
s ' 
Pr [ E X x2 (h , v 2 ) + 2 F a. w. < c] = r — r ' r . . 1 — 1 — r= l 3=s+l J J 
Pr [u + y_ _< c] , (2 .5 ) 
with c = - Y ' ( A - qB)y , 
s a 2 
c = c + E Y^— , 
3=1 3 
w. is defined through an orthogonal transformation y_ = Pw; , such 
that the symmetrie matrix L'(A -qB)L diagonalizes , 
a. is the j-th element of Y'(AL - qBL)P. 
Furthermore, it is assumed that the first s values of X. are the only non-zero 
3 
values in the set {X15 .... X }, s' denotes the number of distinct non-zero 
1 n 
characteristic values X_.. _ _£ 
a • 
3 2 T e non-cen rality parameter v equals E 3 
X. 
• 3 
-zrr E a. , where summation 
X^ 3 
runs over those values of j, for which X. = X 
-j r 
r 2 ^ 21 
As the characteristic function of y_, tp (t) = exp -2t E a. , is a real 
^ L j=s+l 3 
function, the probability in (2.5) can be obtained by applying formulae (2.4) 
and (2.3) to yield 
Pr (u + Z < c) = 1 - ! ƒ e x p f - ^ ï a 2 - | s i n 9 ( u ) d u 
~ X " ïï o l 2 j= 8 +l
 : i u p ( u ) 
s _ v2 X u 
where 0(u) = \ E [h arctg (X u) + — — % — } - \ cu , 
r=l 1 + Xzuz 
r 
s' ~2 *, hrA f s' (vr Xr u ) 1 
p(u) = B (1 + U 2 ) r / H exp l E r ,% . 
r=l L r=l 1 + X u J 
r 
Obviously, (2.3) is a special case of (2.6). Expressions (2.3) and (2.6) will 
be used in sections 3 and 4 in order to evaluate the distribution of some 
RQFNV's. 
A Fortran-version of the computer programs given by Koerts and Abrahamse (1969) 
will be used. Some minor modifications similar to those of Farebrother (1980) 
have been made to assure the convergence of the numerical integration. The 
truncation and integration errors have been fixed at resp. .0001 in section 3 
and .001 in section 4-. 
Testing linear restrictions on the regression coefficients of the linear 
regression model 
The model and the test statistics 
Consider the following linear regression model: 
X = X3 + q , (3.1) 
T xl Txkkxl T x 1 
where y_ is a vector of random variables, 
X is a matrix of regressors, with fuil rank, 
3 is a vector of regression coefficients, 
uis a vector of disturbances, assumed to be normally distributed 
with mean zero and covariance matrix fi, symmetrie and positive 
definite, ü = CC' with C being lower triangular. The disturbances 
u and X are independent. 
With known matrix °-, application of ordinary least squares (OLS) to the system 
(3.1) after premultiplication of (3.1) by C yields the generalized least 
squares (GLS) estimator of .6 which is best, linear and unbiased and is identical 
with the OLS estimator if and only if ü - XTX' + Z9Z' + a2I, where T, 9 and 
2 
a are arbitrary and Z is a matrix such that X'Z = 0 (see Rao (1967)). The F-
statistic for testing a set of m linear restrictions on & , R3 = r, with R being 
an m x k matrix of rank m _< k and r an m x 1 vector, is given by 
(3.2) 
(Ky_ - r)' Q (Ky - r) 
I J- y_'M y_ ' 
where K = R (X* Ü^X)'1 X' ü'1 , 
Q = [R (X' ü'1 X)" 1 R'] _ 1 / m , 
M = [n_1 - ü'1 X (X' ft"1 X)" 1 X' ft"1]/ T - k 
Under the null hypothesis Hfi; R3 = r , the test-statistic in (3.2) has 
an F(m, T-k) - distribution. Furthermore, under the alternative hypothesis. 
H1: R3 ̂  r , expression (3.2) is distributed as a non-central F- distribu-
tion with m and T-k degrees of freedom and non-centrality parameter 
v = [RB - r]' Q [R3 - r] . 
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2 
Obviously, when ü = a I , these results hold true for expression (3.2) 
appropriately specialized to 
[R (X'X)"1 X'x ~ r]'[R (X'X)"1R']"1[R <X,X)~1X»y-r] / m 
y' [I - XCX'X)-1 X'lx / T-k 
(3.3) 
2 
When ü ? a I , the statistic F_ in (3.3) becomes 
[p t K nl' Q [p + K jfj 
F = , M
 X , (3.4) 
- TJ_' M 1 JX 
with jn = C .ii being distributed as N (0 , I) 
p = RB -r 
K = R (X'X)"1 X' C 
Q1 = [R (X'X)
-1 R']"1 / m 
M = C' [I - X (X'X)"1 X*] C/ T - k . 
Expression (3.4) does not have an F-distribution, as it is no longer 
a quotiënt of two independent chi-square distributed random variables. 
Under H : p = 0 , expression (3.4) is a ratio of quadratic forms in 
the normal variates _n_ , with A = K' Q. K and B = M , where neither 
A nor B are idempotent. 
For p = 0 , the computation of the exact distribution of F_ in (3.4-) 
requires integration of expression (2.3) appropriately specialized to 
take into account the nullity of the noncentrality parameters v under 
H . The quantities X are the different non-zero characteristic roots 
of A - q B = K ' Q1 K - q M , with q being the argument in the 
distribution function, and h is the multiplicity of the non-zero 
characteristic roots X . Notice that Imhof's procedure could also be 
r 
applied to get the distribution of F_ in (3.2) under H : RB = r . 
In that case, there would be only two different values of A , equal to 
respectively l/m and -q/T-k with the corresponding values of h being 
equal to respectively m and (T-k) . 
Under H : R3 t r or equivalently p f 0 , the distribution of ¥_ 
in (3.4) can be computed along the lines of the second part of section 2. 
The probability that F_ in (3.4) is smaller than q can be written as: 
Pr(F_ < q) = PrCn' [K[ Q1 ^ - q M^ji + 2 £» K^ (^pt p' Q1P < 0) , (3.5) 
There exists an orthogonal matrix P that diagonalizes the symmetrie matrix 
[K' Q K - q M ] . Define w = P n_ . Then w is distributed as N (0 , I) 
and expression (3.5) becomes: 
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« • T T 
Pr (F < q) = Pr (.1, X. w? + 2 .Zn y. w. + p' Q. p < 0) , (3.6) H 3=1 3 "3 3=1 D -D 1 ~ 
where the X.'s are the characteristic roots of [Kj Q K - q M ] 
and y. is the j-th element of the 1 x T vector y' = p' Q| K' P . 
Assuming the first s values of X. to be the only non-zero gigen-values , 
the probability in (3.6) can be computed in the same way as the expression 
(2.6) is computed. 
Obviously under H the distribution of F is a special case of (3.6). 
Notice also that, under both H and H , the exact distribution of the 
statistic F_ in (3.2) can be computed along the lines discussed in section 2. 
Finally, we shall compute the exact distribution of the so-called F-statistic 
obtained when the GLS-estimator is applied to the model (3.1) using an 
approximation ü $ Q, . In this case, the 'F-statistic' becomes 
[p + K2 r,] ' Q2 [p + K2 iqj 
- ~ ü': M2 -
where Kn = R (X' if
1 X ) " 1 X' Sf1 C 
(3.7) 
Q0 = [R (X' Q
 X X) X R'] / m 
M„ = C' [ü'1 - Ü~X X (X' ü'1 X) ü'1] C / T-k 
Before we compute the distribution of JT , we have to distinguish between 
the situation, where ü is a given non-stochastic matrix and that where 
$2 has been estimated and is stochastic. With a stochastic matrix S2 , 
the distribution of F_ can be obtained in two stages, i.e. first get 
the distribution of f_ conditionally on a value Ü of iï_ using e.g. 
Imhof's procedure, second integrate with respect to the marginal distribu-
tion of ü_ . 
It -should be obvious that the two-stage procedure is feasible only when 
ü is a function of a very small number of parameter estimates, as the 
integration has to be done over the parameter space for ü . In addition, 
the distribution of iï_ has to be known (perhaps approximately from simula-
tions or from the large sample theory). In order to get a good approxima-
tion of the distribution of F_ with estimated Q_ , using numerical inte-
gration , the grid for the values of the elements in ü should depend 
on the density of the estimator for these elements [e.g. use 'importance 
sampling', see Hammersley and Handscomb (1964-)]. The characteristic roots 
of A - qB associated with (3.7) have to be calculated for every value 
of the elements of f2 . In conclusion, when ü_ is a stochastic matrix, 
the evaluation of the exact distribution of F in (3.7) will be very 
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cumbersome, except in special situations such as e.g. when the disturbances 
in (3.1) are generated by a first order autoregressive process. Usually, 
one will have to be satisfied with the large sample Wald test, m J_ , 
2 
being x (m)-distributed, where F_ is the quantity given in (3.2) with 
ü replaced by a consistent estimate. 
When ü is a nonstochastic matrix, the distribution of F_ in (3.7) can 
be computed using Imhof's procedure. Note that under H , a scaling 
factor a in ü has no influence on the distribution of F_ . When only 
2 ~~ 
a scaling factor a in ü has to be estimated, it is preferable to 
2 
parametrize the process for u_ in (3.1) as N ( 0 , a ü) , because this 
leads to considerable simplifications of the computations. It is obvious 
2 
that under Hn , expression (3.7) does not depend on the estimate of a 
. 2 . • . 
Under H.. , an overestimate of a results m underestimation of the 
power function and vice versa, as can be seen from expression (3.3) where 
-2 
the non-centrality parameter varies proportionally to a 
Some numerical results for the F-statistic 
In this section we will give some results for the F-statistic in the 
general linear regression model (3.1). For the model with first order 
autoregressive disturbances, Kiviet (1977) has computed the exact tail 
areaof the "F-" and "t-test" on regression coefficients estimated by OLS. 
Kiviet (1979) has obtained lower and upper bounds for the probability 
of an error of type I if one uses the usual t- and F-statistic in (3.4-), 
when the disturbances are generated by simple ARMA-schemes. The bounds 
given by Kiviet (1979) are independent of the regressor matrix X and the 
restriction matrix R. From his results, it becomes clear that the conclu-
sions for the usual t- and F-statistic are heavily affected, when the 
'autocorrelation in the disturbances is incorrectly taken into account. 
But the range of values for which these tests are inconclusive is quite 
large. Therefore, the exact distribution of these statistics is expected 
to give additional insight into their properties and their sensitivity 
with respect to departures from the assumptions on the disturbance correla-
tions. 
In this section, we extend the analysis of the exact distribution to the 
situations, where the disturbance autocorrelation is taken into account 
by using GLS. This procedure is formally equivalent to OLS-estimation 
applied to the transformed model in which the disturbances then follow 
an ARMA-process.We also compare the exact distribution with the bounds 
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reported in Kiviet (1979). As the exact distribution depends on the 
characteristics of the regressor matrix, it is sensible to use a general 
linear regression model with a 'typically economie' regressor matrix 
(see e.g. Dubbelman, Louter and Abrahamse [1978]). In this way, we hope 
to obtain results for models similar to those used in applied econometrics, 
We have chosen the data for the Netherlands given by Theil (1971, p. 102) 
in Table 3.1 , where the regressors consist of a constant term, the 
logarithm of the income per capita and the relative price of textiles 
for the period 1923-1939. 
In Table 1, the probability Pr (F_ «c q) is tabulated for the general 
linear regression model (3.1), where the disturbance term ia is generated 
by a first order autoregressive process ia = P ui__1 + £ f » with _e_ ~ N (0 , 
Different values of P have been used. The sample size is always T = 17 . 
The value for r reported in column 6 in Table 1 has been used in the 








As we evaluate Pr (J_ < q) only under 
a / 1 ' 
H , the scaling factors in °, , 
-2 2 
a I 1-r , can be ignored. The different sets P~ , and in ü 
of exclusion restrictions considered are given in column 7 of Table 1. 
In column 8, we report the number of seconds (for the two corresponding 
rows) that an execution takes on a CDC CYBER 170-750 computer. Truncation 
and integration errors have been fixed at .0001 . 
Only a few examples of restrictions have been considered. The values for 
q in Table 1 correspond to the five and the one percent level of signi-
ficance given that the correct r is used (i.e. r = p) . For r = 0 , 
the values in the Table 1 represent Pr (F_ <c q) , where F_ is given in 
(3.4). When r t p , the values in the table are those of the distribution 
function of F_ in (3.7) . Notice also that the transformation using 
r t P leads to a regression model with ARMA (1,1) errors. 
From the results reported in Table 1 (and some additional unpublished results), 
it is apparent that the probability distribution can move considerably to 
the right, when the autocorrelation in the disturbances is underestimated 
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Table 2. Comparison of Pr (UB. < F I H.) and Pr (F. 1n n c < F I H.) r x ' 0 i,m,a=.05 ' 0 
i = 1,2 
number of ~ . * 
r e s t r i c t i o n s : 
i 
P r P (UB. < F H.) r ï ' 0 Pr (4 , 6 < £ 1 V 
1 . 3 .0 .16 .13 , .14 ,- .13 
2 . 3 .0 .19 .17 , .17 
1 .9 .0 .63 .32 , .59 , .34 
2 .9 .0 .73 .66 , .66 
1 .0 . 3 .12 . 0 1 
1 .0 .6 .17 .005 
1 .0 .9 .19 . 0 1 
1 . 3 .6 .10 .0.2 
1 .3 .9 .12 .015 
1 .6 . 3 . 2 1 .13 
1 .6 .9 .08 .03 
1 .9 . 3 .52 . 2 1 
1 .9 .6 . 3 1 .09 
*) The upperbounds (UB) have been calculated by Kiviet (1979) 
for a sample size T = 15 . We use a sample size T = 17 . 
The figures in column 5. of Table 2 correspond to those given in Table 1. 
From Table 2, it may be concluded that the exact probabilities, which depend 
on the specific regressor matrix and the restrictions, sometimes differ 
substantially from the upperbound probabilities. 
Obviously, Kiviet's results and the figures presented in Table 1 indicate 
that care must be taken if the usual F- and t-tests are used in models 
with autocorrelated disturbances and when it is probable that the auto-
correlation coëfficiënt is estimated rather inaccurately. These findings 
clearly indicate that - contrary to widely accepted beliefs - the presence 
of autocorrelation in the disturbances inaccurately taken into account 
has much more serious consequences for the results of an empirical analysis 
than only a loss of efficiency. 
Additional results not reproduced here show that the effects of first order 
moving average disturbances or the presence of heteroscedasticity on the 
probability of an error of type one are less important. In these situations, 
t- and F-tests may be more robust with respect to the properties of the 
disturbances. Of course, the results obtained for one data set need not to 
- 12 -
hold in general. 
In the next section, we shall investigate the exact tail area probabili-
ties for sample autocorrelation coefficients in ARIMA models and compare 
the exact probabilities with those associated with some large sample 
tests used in empirical work. 
The exact distribution of the sample autocorrelations in ARIMA models 
The distribution of the sample autocorrelation coefficients 
Ratios of quadratic forms in normal variates frequently arise in econome-
trics, especially in the analysis of dynamic models. In the preceding 
section, the dynamics were introduced in the model through the presence 
of autocorrelated disturbances. In this section, we shall analyze the 
exact distribution of the k-th sample autocorrelation coëfficiënt for a 
series of observations that is normally distributed and generated by an 
ARMA or an ARIMA model. 
In order to briefly indicate how the exact distribution of sample autocorre-
(T) 
lations can be obtained, we define the k-th sample autocorrelation, r , 
for a time series realization of size T , {y , y , ..., y } , as 
(T) 
T-k 
til (yt ' y)(yt+k "
 y ) 
rk = T - — , (4.1) 
Z± (yt - y) t 
1 T 
where y = — Z.. y xs the sample mean. Usxng the lag operator L , 
an ARIMA (p, d, q) model for y_ can be written as 
(1 - <|>..L - ... <f> LP)(1 - L ) d y = (1 - 0-L - ... G Lq) a. , (4.2) 
1 p -t 1 q —t 
where the a_ 's are assumed to be independent and normally distributed 
2 
with mean zero and variance a . We also assume that the polynomial 
(1 - <j> L - ... <j) Li) has its roots outside the unit circle and the poly-
Q 
nomial (l - 0,L - ... 0 L ) has no roots inside the unit circle (see 
1 O. 
e.g. Box and Jenkins (1970)). For the sake of simplicity, we assume that 
2 
the mean of y^ xs zero and o = 1 . 
—t a 
1 
Define the matrix M = I„ - •=• ii' , where i is a T x 1 vector of ones, 
and the matrix K, , with all elements zero except those on the k-th upper-
and lower-diagonal, which are equal to one. The sample autocorrelation 
coëfficiënt in (H.l) can be written as: 
- 13 -
(T) i '
 M' \ M y 
^k = 2 y' M» M y ' ( 4 , 3 ) 
where y_ = (y_i » •••> XT^' * ̂ s *^e samPle autocorrelation coëfficiënt (4.3) 
is a RQFNV , Imhof's procedure presented in section 2 can be used to 
(T) 
compute the exact distribution of r, , provided the covariance matrix 
of ŷ  is given. 
First, we conslder the case where y_ is generated by an ARMA (p , q) model 
(d = 0) . The covariance matrix of y exists and is constant. 
In order to get the covariance matrix of y_ from the parameters of the 
ARMA model, it is convenient (see e.g. De Gooijer (1980)) to write the 
process as an infinite MA 
yt = £t + *! V i
+ *2 it-2
 + ••• ( L K 4 ) 
and for a sample of T observations as: 
y = i|> a , (4.5) 
where ïi is an (T x oo) matrix and a is an (» x 1) column vector. 
oo —oo 
From (4.5) , the covariance matrix of y_ ~ N (0 , Z) , becomes 
Z = *„ *' , (4.6) 
oo oo 
so that the k-th sample autocorrelation coëfficiënt in (4.3) can be 
written as a RQFNV 
,Tv e' C' M' K, M C e 
r u ; = * — (4.7) 
-k 2 £' C» M' M C £ v ' 
where e = C y ~ N ( 0 , I ) , with C being a lower triangular matrix 
such that I = C C' . 
When p = 0 in (4.2), expression (4.5) specializes to 
y = *T+q^T+q ' (4"8) 
where i|) isa T x (T+q) matrix and am isa (T+q) x 1 column n+q ^ —T+q u 
vector. When also q = 0 , i.e. the process y is white noise, the 
matrices in the numerator and the denominator of (4.7) commute with each 
other, so that the characteristic roots corresponding to (4.7) are easily 
(T) 
found for every value of the argument of the exact distribution of r, , 
once they have been computed for one non-zero value of the argument. 
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As v generated by an ARIMA (p , 1 , d) model is non-stationary, we 
express it in deviation from an initial value y , 
t-1 i 
z.t = Yt " Y0 = ilo tL D)<L) at] , (4.9) 
2 
where i[t(L) = 1 + f L + f L + .... is the polynomial of the infinite 
MA-representation of (v - y_ ) . 
The process z can be represented as: 
z = z - y0
l = F *«,£«» » ^ - 1 0 ) 
where F is. a T x T upper triangular matrix with all elements on and 
above the main diagonal equal to one. Conditionally on y , the vector y 
is distributed as N (y„ \, Z) , with 
I = F f f' F' . (4.11) 
The vector z is distributed as N (0 , Z) . As z - z i - = y - y i , the 
k-th sample correlation coëfficiënt for y as defined in (4.1) can be 
written as is done in (4.7) , with C obtained from Z in (4.11). 
Clearly, it is possible to unify the computation of the exact distribution 
of the sample autocorrelations for ARMA (p, q) and ARIMA (p, 1, q.) models. 
Obviously, the approach adopted for the ARIMA (p , 1 , q) model can also be 
extended for the cases where the integer d > 1 . We shall now present 
some numerical results for the exact distribution of some sample autocor-
relation coefficients, when the data are generated by an ARMA or an 
ARIMA model. 
Some numerical results for the sample autocorrelations 
In this subsection, we report results on the distribution of the first, 
second and fifth sample autocorrelation coefficients for the following 
models: two first order autore gres si ve (AR) models wiih cj) = .9 and -.9 
respectively, two first order moving average (MA) models witii 0 = .7 and 
-.7 respectively, two ARMA (1,1) models with <j> = .9 , 0 = .6 and 
<|> = .9 , 0 = .3 respectively, one integrated-moving average [IMA (1 , 1)] 
model, with 0 = .6 and one random walk model. The sample size is fixed 
at T = 30 . We have chosen the first and second autocorrelations because 
they are usually important for the Identification of a time series model. 
Results on r_ have been computed in order to give an indication of the 
shape of the distribution of a higher order autocorrelation. 
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For each sample autocorrelation coëfficiënt, we also report a large 
sample normal approximation 
r, ~ N [E (r, ) , var (r, )] , k = 1, 2, 5 , (4.12) 
—K —K ~~K 
where the mean and the variance have been computed using an approximation 
correct to orde] 
Kendall (1954)] 
-1 
r T for the expectation and the variance of r, [see 
De Gooijer (1980) gives the following approximate expressions for the 
mean and the variance of the sample autocorrelations: 
,„, tr (ft M. ,) r 2tr (ft M. , ft N,) 2tr (ft N j
2 -
E [r
(T)] ~ hA- i _ k»d d d_ 
L-k J tr (ft N,) [ tr (ft M, ,) tr (ft N.) . 2 ,_ H v 
d L k,d d tr (ft N,) -
d 
(4.13) 
where ft = ip ip' , M^ = \ F' M' K, M F , N = F' M F 




(" XA \2tv {ü Mk,d ) +
 2tp (ü N d r 
~k " Vtr(ftNd) ; Ltr2 (n M ) tp2 (fl } 
k,d d 
M-tr (ft M. , ft N,) /2tr (ft Mn _, ft N J k,d d ƒ k,d d  
tr (ft M. ,) tr (ft N.) \tv (ft K ,) tr (ft N j 




tr (ft N.) 7 
d 
(4.14) 
Expressions (4.13) and (4.14) have been used in the large sample normal 
approximation to the distribution of the sample autocorrelations reported 
in the Tables 3 to 10. At the bottom of each table, we report the exact 
value of P, , the approximate value of the mean and variances as obtained 
from formulae (4.13) and (4.14), the value of the large sample variance 
according to Bartlett's (1946) formula^ for the asymptotic variance and 
the execution time (in seconds). For the non-stationary integrated models, 
no p, and no value for Bartlett's variance are reported. 
Notice also that the order in the sequence and the number of x , for which 
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Most interesting is the comparison of the exact distribution with the 
normal approximation. 
For autoregressive models, there may be substantial differences between 
the distribution functions, so that the normal approximation performs 
rather badly. . For pure moving average models, the differences 
between the two distributions are much less pronounced. As one now 
expects for ARMA models, the large sample normal distribution is again 
less appropriate as an approximation in small sample situations. 
A similar conclusion holds for the integrated models. These conclusions 
seem to depend to some extent on the sign of the parameters in the ARIMA-
models. 
It is also interesting to compare the expected value of r, with the 
value of the population coëfficiënt p, . 
As indicated by De Gooijer (1980) , the approximations for the expectation 
and the variance in (4.13) and (4.14) are very close to the exact expecta-
tion and variance of the r, 's . For pure autoregressive models, the 
—K 
value of Bartlett's formulae for the variance sometimes differs substan-
tially from var (r ) . For the pure moving average models and for ARMA-
—K 
models Bartlett's formulae takes values close to var (r, ) . 
—k 
Although we have analyzed the distribution of three sample autocorrelations 
for a few models only, we are tempted to conclude that the knowledge of 
the exact distribution may help in discriminating between alternative 
ARIMA-models. For the analysis of economie time series, which usually 
have a pronounced autoregressive shape, this conclusion may be very 
relevant. 
It has also become clear that for the models analyzed in this section, 
the large sample normal distribution with mean and variance computed 
according to^Kendall's (1954) formulae is sometimes a good approximation 
to the exact distribution of sample autocorrelations. Given that the 
computation of the approximate expressions for the mean and variance 
given in (4.13) and (4.14) is fairly straightforward, this approximation 
seems to be a reasonable and cheap alternative for the exact distribution. 
However, its properties deserve further investigation. 
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Some concluding remarks 
In this paper, we have presented two applicatlons of the exact distribu-
tion of ratios of quadratic forms in normal variates arising in some 
dynamic econometrie models. Although Imhof's (1961) and other similar 
procedures for computing RQFNV's have been used on several occasions, 
their applicability does not seem to be fully appreciated. RQFNV's arise 
in many statistical and econometrie problems. In the introduction, we 
referred to several applications in the literature. Imhof's procedure 
has and will be used to compute tables for statistical tests, e.g. the 
Durbin-Watson test, or to extend existing ones. The procedure will also 
be very useful for the comparison of the statistical techniques involving 
RQFNV's. In these circumstances, integration (Imhof) is a substitute for 
the simulation techniques where the exact distribution is obtained through 
sufficiënt sampling. The choice between integration or simulation will 
depend on the relative costs of implementation (see e.g. Kloek and 
Van Dijk (1978) for an application where sampling is preferred to integra-
tion) . 
We have used Imhof's procedure to obtain exact tail area probabilities 
for tests of linear restrictions on the regression coefficients of models 
in which the dynamics enter through the autocorrelation of the disturban-
ces. Then we have evaluated the exact distribution of sample autocorrela-
tion coefficients for some stationary and some non-stationary models and 
compared the exact distribution with some large sample approximations. 
For the regression model, our results indicate that the exact distribution 
sometimes differs substantially from an incorrectly assumed F-distribution 
and from the lower and upper bounds for the critical region. Care has to 
be taken, even when the disturbance autocorrelation has been approximately 
corrected for. 
For the ARMA models, but in particular for MA models, a large sample 
normal approximation based on Kendall's (1954) formulae for the mean and 
variance seems to be a reasonable alternative to the exact distribution 
of the sample autocorrelation coefficients. 
Still in both applications it is recommendable to compute the exact distri-
bution. 
The implementation of Imhof's procedure has its limitations, especially 
when the number of normal variates (sample size) is large. For small samples, 
when the need for the exact distribution is largest, our results suggest 
that the computation of the exact distribution yields new and valuable 
insights for a reasonable price in terms of computational work. 
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