Purpose: This work concerns computed tomography (CT)-based cardiac functional analysis (CFA) with a reduced radiation dose. As CT-CFA requires images over the entire heartbeat, the scans are often performed at 10-20% of the tube current settings that are typically used for coronary CT angiography. A large image noise then degrades the accuracy of motion estimation. Moreover, even if the scan was performed during the sinus rhythm, the cardiac motion observed in CT images may not be cyclic with patients with atrial fibrillation. In this study, we propose to use two CT scan data, one for CT angiography at a quiescent phase at a standard dose and the other for CFA over the entire heart beat at a lower dose. Methods: We have made the following four modifications to an image-based cardiac motion estimation method we have previously developed for a full-dose retrospectively gated coronary CT angiography: (a) a full-dose prospectively gated coronary CT angiography image acquired at the least motion phase was used as the reference image; (b) a three-dimensional median filter was applied to lower-dose retrospectively gated cardiac images acquired at 20 phases over one heartbeat in order to reduce image noise; (c) the strength of the temporal regularization term was made adaptive; and (d) a one-dimensional temporal filter was applied to the estimated motion vector field in order to decrease jaggy motion patterns. We describe the conventional method iME1 and the proposed method iME2 in this article. Five observers assessed the accuracy of the estimated motion vector field of iME2 and iME1 using a 4-point scale. The observers repeated the assessment with data presented in a new random order 1 week after the first assessment session. Results: The study confirmed that the proposed iME2 was robust against the mismatch of noise levels, contrast enhancement levels, and shapes of the chambers. There was a statistically significant difference between iME2 and iME1 (accuracy score, 2.08 AE 0.81 versus 2.77 AE 0.98, P < 0.01) and the improvement by the score of + 0.69 seemed clinically relevant. Inter-observer concordance was good: The inter-class correlation coefficient was 0.63 and Kendall's rank correlation coefficients were in the range of 0.41-0.67 (P < 0.01), respectively. Intra-observer reproducibility between sessions was good with the inter-class correlation coefficient of 0.76. Conclusion: We have proposed iME2 method for CT-CFA with two CT scans. The observer study verified the robustness and accuracy of iME2 method and its improved performance over iME1 method.
INTRODUCTION
Cardiovascular diseases remain the leading cause of death in the western world, placing an ever-increasing burden on both private and public health services. Electrocardiogram (ECG)-gated coronary computed tomography (CT) angiography imaging is an established noninvasive technique for detecting coronary stenosis caused by calcium deposits and noncalcified plaque. CT angiography's negative predictive value for coronary artery diseases is high enough (>90%) to be integrated into the diagnostic workflow for patients with chest pain and a risk of heart failure and acute coronary syndrome. It has been discussed, however, that in order to better predict the future cardiac events and heart failure, it is highly desirable to obtain the regional functional information on the cardiac motion such as left ventricular strain and dyssynchrony in addition to the anatomical information on coronary arteries and the heart. Cardiac functional analysis (CFA) provides such information and is currently obtained by echocardiography (ultrasound), magnetic resonance imaging (MRI), or nuclear medicine. All of them have its own limitations in the number of view angles and strong operator dependency in echocardiography, a cost and availability of the system in MRI, and the spatial resolution and signal-tonoise ratio of images in nuclear medicine.
X-ray CT has a great potential for regional CFA. When a heart is scanned over one heart beat by CT, it provides fourdimensional cardiac images for 10-20 cardiac phases with a good spatial resolution [(0.5 mm) 3 per voxel] and tissue contrast. Regional motion and the correlation to coronary plaques can be analyzed reliably without a problem with misregistrations, which would have been an issue if two different modalities were used. Thus, CT-based CFA can be a valuable option in practice.
One of the major issues with CT examinations is a radiation dose to patients; thus, there are two possible protocols in clinical routines in order to minimize the dose: [Protocol (a)] First, a prospective CT angiography (CTA) scan is performed at a standard dose level. When an onsite review is not normal, a CT scan for CFA is then performed at a lower dose level. The CTA scan will target at one cardiac phase (typically a mid-diastole) with radiation dose of 1-3 mSv, while the CFA scan will be performed for the entire cardiac cycle with a dose of 0.4-2.4 mSv (with a tube current value decreased to 10-20% of that of CTA scan). [Protocol (b)] A single CT scan is performed for joint assessment of CTA and CFA. A prospectively gated tube current modulation is used to provide a standard dose for one cardiac phase and 10-20% dose for the other phases. In this study, we tackle the protocol (a), as it was approved by our institutional review board.
The problem of the lower-dose CFA scan in the protocol (a) is that the CFA images are very noisy, which may degrade the accuracy of CFA severely. A method which estimates the motion between adjacent consecutive frames sequentially as many video encoders [ Fig. 1(a) ] may not be suitable as it may try to match an image noise in one frame to an image noise in the next frame. Feature-based methods which uses, e.g., the inner surface of the left ventricle and the left atrium 1 may not work well as identifying the features or segmenting surfaces reliable at the presence of image noise is a challenge. A method that uses a local-matching technique such as the demon algorithm 2 may not perform well either due to the large image noise.
We have developed an intensity-based, image-based motion estimation method (iME1) which uses one cardiac phase as an anchor and estimates motion to the other phases [ Fig. 1(b) ].
3,4 iME1 estimates a nonrigid deformation of the heart using an intensity-based optimization method by minimizing a sum of squared weighted differences with spatial and temporal roughness penalty terms. The iME1 has been evaluated in clinical 3, 5 and swine studies 6 with images acquired at the standard dose over the entire heartbeat. In this study, we modified iME1 to overcome challenges in protocol (a), which we call iME2, and assessed the performance of both iME1 and iME2 using clinical data.
This article is organized as follows. In Section 2, we outline the original iME1 and the proposed iME2. We outline the evaluation method and present results in Section 3. In Section 4, we discuss relevant issues and conclude the paper.
METHODS
We briefly describe the original iME and iME1 3, 4 in Section 2.A and outline the proposed iME and iME2, which had the four changes we made to adapt iME1 to handle protocol (a) with two CT scans, in Section 2.B. 2.A. The original iME with one CT scan (iME1)
The following three major components of the algorithm are described: the deformation model, the cost function, and the optimization algorithm.
2.A.1. Deformation model
An image at a quiescent motion phase at time t 0 , f CFA x; t 0 ð Þ, was chosen as a reference image
and a point x at the reference image moves to a point
at phase t, where a motion vector ũ is uniquely defined by x and t. An image at phase t can then be calculated from the reference image as
The reference image will serve as the anchor of the motion [see Fig. 1(b) ].
The motion vector ũ is modeled by a finite number of knots using cubic B-splines as follows:
where jDxj and Dt are the knots spacing in the spatial and temporal domain, respectively, ĩ and s are the corresponding discrete sampling indices, h ĩ;s are the cubic B-spline coefficients, N s is the number of knots in time within one heartbeat, b is the one-dimensional (1-D) cubic B-spline, and b is a three-dimensional (3-D) tensor product of cubic B-splines. Combining Eqs. (3) and (4), we can write the deformed object as follows:
where Mðh ĩ;s Þ is the deforming operator corresponding to Eq. (3).
2.A.2. Cost function
The warping parameters h ĩ;s are estimated by minimizing a regularized weighted least-squared difference between the warped reference image and the target imageŝ
where L w ðh ĩ;s Þ is a weighted least-squares similarity metric,
where Rðh ĩ;s Þ denotes weighted two quadratic penalty terms, one in space and the other in time,
where b ĩ and b s are constant for ME1, and C ĩ and C s are differencing operations with respect to the spatial and temporal neighboring knots, respectively.
2.A.3. Optimization
We use an iterative coordinate descent-type method with the conjugate gradient (CG) algorithm to minimize the cost function in Eq. (6) . The cost function is minimized with respect to one cardiac phase s at a time using CG sweeping through phases, then repeat the process for the next iteration. This local optimization method allows for making the size of the Hessian matrix required for CG manageable. Further, to save computation time, the Hessian matrix was updated once in every five iterations. The detail of the optimization algorithm can be found in Appendix and Refs. [3, 4] .
2.B. The proposed iME with two CT scans (iME2)
We identified the following two potential problems with applying the iME1 to protocol (a): (a) larger image noise in CFA images, and (b) a temporal discontinuity in CFA images between the end of diastolic phase and the beginning of systolic phase. As outlined below, we made four modifications (mod-1 to mod-4) to overcome the problems.
2.B.1. Large noise in CFA images
As stated in Introduction, the lower-dose CFA images have large noise, which may degrade the accuracy of the estimated motion. To combat the problem, we have made the following three modifications to iME1: (mod-1) The CTA image obtained by a separate scan at the standard dose, f CTA ðxÞ, is used as the reference image,
and the anchor of the motion [see Eq. (10) an adaptive 1-D temporal filter is applied to the estimated motion asĥ ðsÞ ĩ;s ¼ smooth s ðĥ ĩ;s Þ in order to make the estimated motion smooth while maintaining the magnitude of the motion. We used a locally weighted linear least-squares regression with outlier rejection with residual analysis using a commercial software package (function smooth with rloess option: MATLAB R2011a, MathWorks, Inc., Natick, MA, USA). Regarding mod-1, since the reference image is obtained with a standard dose scan, it is much less noisy; thus, the similarity metric [Eq. (8) ] is expected to be more reliable with iME2 than using two noisy images as iME1. In addition, applying a median filter to CFA images in mod-2 decreases the noise in target images, while maintaining the anatomical edges that are critical for motion estimation reasonably well.
2.B.2. The temporal discontinuity
As we will outline in Section 3 in detail, the patients included in this study had atrial fibrillation with a history of atrial fibrillation, stroke, or transient ischemic attack. Although the heart rate was relatively stable during the CT scan, the patients' conditions were much worse than routine clinical CTA cases such as triple rule-out. 7, 8 In about 2/3 of cases, we noticed minor or severe discontinuity in CFA images between the end of diastolic phase and the beginning of systolic phase. To address the issue, we have modified the temporal regularization parameter b s in Eq. (9) in order not to regularize (thus, not to encourage smoothness) between the two phases: (mod-4) Recall that b s for iME1 was constant. In contrast, b s for iME2 was set at 0 when the temporal differencing operation C s concerns the difference in h ĩ;s between s ¼ N s and s ¼ 1, while b s for iME2 for other phases was fixed at the same value as iME1.
2.B.3. Misregistration with CTA and CFA images
The use of CTA image as the reference image -one of the above proposed modifications (mod-1) -poses a new challenge, i.e., misregistration due to different breath-holding levels, different heart motion, and different contrast enhancement levels between the CTA scan and CFA scan. We envisioned that iME method could handle such differences but monitored the degrees and the effect of the differences.
EVALUATIONS 3.A. Evaluation methods

3.A.1. Patients and CT scans
Thirteen patients with history of stroke or transient ischemic attack who agreed to participate in the study were undergone CT scans prior to catheter ablation of atrial fibrillation. A 320-detector row CT (Aquilion One, Toshiba, Otawara, Japan) was used in this study. After iodinated contrast agent was injected, two consecutive CT scans were performed within single breath hold.
First, a prospectively gated CTA scan, triggered by a bolus tracking, was performed at the end-systole at a standard clinical low dose level (2-3 mSv). The exact dose levels and scan settings varied depending on patient body sizes, heart rates, etc.: Tube voltage, 110 AE 11 kVp (range, 100-120 kVp); tube current, 509 AE 269 mA (range, 100-700 mA); gantry rotation time, 275 ms/rot. The dose reported from the CT scanner was Dose Length Product (or DLP), calculated based on measurements performed using CTDI phantoms and tube current and tube voltage values. The mean and the standard deviation of CTDIvol values for CTA scans were 179.7 AE 99.4 mGy AE cm (range, 31.1-361.7) for the patient data used in this study. This large CTDIvol range is due to the large BMI range of our patient set (21.1-47.8). The scan was performed targeting at the end-systole because, although the heart rate was relatively stable during the CT scan, the patients' conditions were much worse than routine clinical CTA cases such as triple rule-out.
Second, a retrospectively gated CFA scan was performed at a lower dose with a minimum delay from the CTA scan (typically 5-10 s) to image the entire cardiac phases. The exact settings were as follows: Tube voltage, 80 kVp; tube current, 269 AE 103 mA (range, 150-400 mA); gantry rotation time, 275 ms/rot. The mean and the standard deviation of CTDIvol values for CFA scans were 126.9 AE 44.1 mGy cm (range, 84.2-199.2) for the patient data used in this study. The timing of the CFA scan was suboptimal with contrast agent being washed out, because no additional contrast agent was used.
3.A.2. Image reconstruction
One volumetric CT image was reconstructed from CTA data at the end-systole (typically at 40% of the R-R interval) with 1-mm slice thickness, while 20 images were reconstructed from CFA images with an increment of 5% of the R-R interval with 0.5-mm slice thickness. The display fieldsof-view were 206 mm 9 206 mm 9 140-160 mm covered by 512 9 512 9 140-160 voxels for CTA and by 512 9 512 9 280-320 voxels for CFA.
3.A.3. iME and motion vector fields (MVFs)
Both iME1 and iME2 were performed using NVIDIA's graphic processing unit C2070 with C and CUDA programming platform (NVIDIA, Santa Clara, CA, USA). The number of knots was 16, 16, 9-10 knots in the x, y, z (longitudinal) axes, and 20 knots in the temporal axis, which corresponded to intervals of Δ x = 14.6 mm, Δ y = 14.6 mm, Δ z = 15.5-16.0 mm, and Δ x = 5% of the R-R interval. The regularization parameters were b ĩ = 7.0 and b s = 3.0 for both iME1 and iME2 except that b s = 0 between the end of diastole and the beginning of systole for iME2 (discussed in mod-4 in Section 2.B). The median filter size was 3 9 3 9 3 and the temporal filter was operated with a threshold value of 0.15.
The iME1 outputs the cardiac motion vector fields (MVFs) from the end-systole to the 20 cardiac phases in CFA images, while the iME2 outputs MVFs from the CTA image to the 20 phases. The MVFs from the end-systole to the 20 phases in CFA images were calculated by inverting the estimated MVF from the CTA image to the end-systole using a method proposed by Ref. [9] and then concatenating it with each of the MVFs to the 20 phases [see Fig. 2(d) ].
3.A.4. Assessment
The following five observers participated in the study: two cardiologists with 20 and 5 yr of experience, respectively, in electro-physiology and cardiac function; one radiologist with 8 yr of clinical experience with and research interest in cardiac CT; one medical physicist with 25 yr of experience including cardiac CT; and one medical physicist with 2 yr of experience. The observers independently rated the accuracy of the estimated MVFs using iME1 and iME2 methods. The observers were blinded to the iME method used (iME1 or iME2). The observers viewed the continuous movies of CFA-CT images with MVFs overlaid (such as images presented in Figs. 2-3 ) which loop through the 20 phases of a cardiac cycle. The MVFs were displayed as 2-D quiver plot with the arrows representing the motion vectors along the display planes using software (MATLAB R2011a; MathWorks, Inc., Natick, MA, USA). The observers used ImageJ software developed by the National Institutes of Heahth 10 to view the movies at the frame rate of 10 frames per second. The new anchor frame was end-systole (at either 35% of 40% of the R-R interval) for all of the cases. Both axial and sagittal views provided good views of LV and LA motions, respectively, and were assessed by the observers. The movies of different patients were presented to the observers in random order. The movies were displayed with window center of 0 HU and width 1000 HU. The MVF quality were graded on a 4-point scale: 1 = "Excellent": Vectors are smooth and agreed with wall motion observed in CT images; 2 = "Good":
Satisfactory but worse than Excellent; 3 = "Fair": Qualitatively sufficient for CFA; and 4 = "Unacceptable": Vectors look weird and the CFA information not trust worthy. The potential risk of bias was minimized as follows. First, the MVFs estimated by iME1 and iME2 were presented with the same format on the same CFA-CT images, which made it very difficult for observers to recognize by which iME method the motion vectors were obtained. In addition, prior to the grading session, the guidelines of grading with sample MVF movies (see Data S1; summary described in Table I and Fig. 2) were presented to the observers as an essential training for the observers to unbiasedly assess the MVF accuracy and calibrate the grading score standard. The reading session was performed twice with a 1-week interval between the sessions to assess intra-observer reproducibility.
3.A.5. Statistical analysis
As an exploratory study of the new method and protocol, relatively small number of suitable clinical cases was available for processing and evaluation. Statistical analyses were performed by using statistical software (MATLAB Statistic and Machine Learning Toolbox; MathWorks, Inc., Natick, MA, USA). A P value of less than 0.05 was considered to indicate statistical significance. Scores were expressed as 
3.B. Evaluation results
3.B.1. CTA and CFA images and estimated MVFs
A total of 13 patients were included in the study, out of which two cases were used for training and 11 cases for testing. 
Guidelines for MVF accuracy assessment
Myocardial walls of LA and LV are the regions for MVF assessment. The MVF away from the regions of interest, such as regions inside blood pools, at RA, RV, aorta, and lung, should be ignored. Assess LV motion in axial images and LA motion in sagittal images. Although some part of the LA (LV) can be viewed in axial (sagittal) view in some movies, ignore them because large out-of-plane motion could affect the accuracy of the assessment
The agreement between the tip of arrows and the boundaries of LA and LV walls is the most important evaluation criteria. Both the magnitude and direction of the arrows with the wall movement are important. It is important to note that, for some patients at a certain view, the translation motion (additional to the contraction and relaxation motions) of the whole LA or LV is possible Spatial and temporal smoothness and stability of MVF affect the evaluation. Except at the boundary, spatial neighboring vectors should point to similar direction with similar magnitude. Similarly, the vectors at same location of the neighboring frames should have similar trends in terms of directions and magnitude. Therefore, the change of the vectors should match well and be synchronized with that of CT images (with no early onset or lagging)
Noise level in CT images is NOT a factor affecting the grading score. It is understandable that observers might have difficulty to track the LA and LV wall motions from very noisy CT movies. Observers should estimate the LA and LV wall motions purely based on the information from the CT movies the CFA image at 40% of the R-R interval and the CTA image. Figures 3(d)-3(f) depict the CFA images at 0%, 40%, and 75% of the R-R interval and the corresponding MVFs estimated by iME2. The new anchor of MVFs was at 40% of the R-R interval of the CFA image. In the majority of cases, the locations of surrounding structures such as chest wall, aorta, and spines were qualitatively similar between two scans, while there were significant differences with respect to image noise levels, contrast enhancement timing, heart shape, etc.
3.B.2. Accuracy of MVFs (rating tests)
The five observers each analyzed 44 movies per session (11 patients 9 2 views 9 2 methods = 44 readings). In total, there were 440 readings in this study (44 readings 9 5 observers 9 2 sessions = 440 readings). The results of 440 readings are summarized and plotted in Fig. 4 . Similar to most observer studies, the inter-observer variation between different observers and the intra-observer variation between different sessions of the same observer are noticeable. Therefore, we need to confirm these interand intra-observer variations are within acceptable level, thus the study could lead to conclusive observation. The inter-observer agreements between each pair of the five observers were presented in Table II with iME1 and iME2 scores were analyzed together. The Kendall's coefficients range from 0.41 to 0.67 with P < 0.01 in all combinations. Moreover, the ICC of inter-observer variation was good for MVF accuracy with ICC = 0.63 measured by ICC as described in Table III . The intra-observer ICC value between two sessions was 0.76. This good ICC value indicated good agreement between two sessions and reliable repeatability of the assessment on the accuracy of the MVFs. Table III presents the MVF accuracy scores of iME1 and iME2 for each observer and all of the five observers. The MVF accuracy scores for iME2 were better than the ones for iME1 for any observers individually, 1.82-2.36 for iME2 versus 2.59-3.05 for iME1 (P < 0.05 with any cases), and better for all of five observers, 2.08 for iME2 versus 2.77 for iME1 (P < 0.01).
DISCUSSIONS AND CONCLUSIONS
In this study, our dataset included both coronary CTA and CT-CFA images and were acquired from patients with atrial fibrillation. This dataset possessed two characteristics, which were the mismatch of the noise level of CTA and CT-CFA images and the temporal discontinuity in CFA images between the end of diastolic phase and the start of the systolic phase. These posed a challenge to motion estimation part of CFA -our original image-based motion estimation (iME1) method. Therefore, we have implemented the four modifications to our original image-based motion estimation method (iME1) and developed a new method, iME2, to manage the problems. We have compared the accuracy of iME1 and iME2 methods, and the results showed that the proposed iME2 effectively has overcome the challenges with having two CT scans, CTA and CT-CFA scans.
To the best of the authors' knowledge, there is no established standard way to evaluate the accuracy of estimated cardiac MVF quantitatively when the true MVF is not available. Besides, true motion may not be present in CT images due to the limitation of images itself, such as the aperture problem. Therefore, in this study, we focused on evaluating the agreement of the estimated MVFs and the motion presented by CT images using the observer's scores. Grading the accuracy of motion, however, has not been performed by many, unlike grading the goodness of the image quality of clinical images for clinical tasks. In order to improve the repeatability and reliability of the assessment, we provided clearly written instructions and guidelines with training data for the normalized assessment procedures, the scoring criteria, the potential common mistakes, and confusions. The results showed that the assessment had good repeatability and good inter-observer correlations.
We have identified a number of potential issues in our result analysis. First, although iME2 was better than iME1 in general, in a very small number of cases, the modifications added in iME2 degraded the performance and achieved lower accuracy than iME1 did. There are multiple potential causes of degradation including the large mismatch in blood pool enhancement, the surrounding tissue mismatch due to respiration motion, the difference in noise texture, etc. Further investigation in these cases is needed. Second, our study was based on the evaluation on the small CTA and CT-CFA datasets acquired from a limited number of patients with atrial fibrillations. The quality of CTA and CT-CFA images as well as the differences between the two images depend on the conditions of patients, and both of which affect the value of iME2 in general: iME2 may not be necessary if the quality is high and the difference is small; or iME2 may not be sufficient if the quality is very low and the difference is too large. While we believe that the patient dataset we used in this study presented reasonable quality and difference we expect from a typical patient for CFA, a larger study with more patients for specific and different conditions is necessary to assess the effectiveness of iME2 for each patient condition. We shall leave it in the future study. Third, although our observers have achieved reasonably good inter-observer correlation coefficients, with the qualitative 4-point scale, some observers tend to be more reluctant to give good score than other observers. As qualitative evaluation using discrete score tends to encourage this inter-observer variation issue, it would be desirable to develop a quantitative evaluation with respect to gold standard.
The merit of using CTA images in two-scan protocol (a) may go beyond the accurate motion estimation results based TABLE II. The mean and standard deviation of the average accuracy scores of the MVFs for the five observers in Study Session 1. Statistical analysis using the Kendall's rank correlation coefficients between each pair of the five observers and the intra-class correlation between observers were obtained. Both iME1 and iME2 scores were analyzed together. on CT-CFA images only. Many methods for automated feature extraction, landmarks identification, and image segmentation, etc. work better, more robustly and stably with CTA images than they would with CFA images, as CTA images have smaller image noise and larger contrast enhancement than CFA images. This would make motion estimation workflow more efficient and reproducible for feature-and segmentation-based approaches. We believe that the three modifications made for iME2 -the image noise reduction filter, the adaptive temporal regularization parameter, and the temporal smoothing filtercan be applied to one-scan protocol (b) and will be as effective as cases with two-scan protocol (a). The accuracy of motion estimation might be better with protocol (b) than with protocol (a), because there will be no difference between the reference image and other phase images with respect to the contrast agent concentration and the orientation and shape of the heart.
There are limitations in the design of the study. First, there was no gold standard in clinical data. The accurate cardiac motion and functions were not available. One way to overcome the problem could have been to compare CFA indices, such ejection fraction, myocardial strain, calculated from iME2 data with those obtained by other modalities such as MRI or echocardiography. However, the actual cardiac motion during the scan may be different between the two examinations. There are no physical or digital phantoms designed and validated for CFA. Second, we have not evaluated the effectiveness of the four modifications separately. We suspect that results would have depended on cases. The image noise reduction filter might have played the most critical role when CFA images were very noisy, while the adaptive temporal smoothing filter might have been the most important when motion artifacts were present. While it may be of interest to study the effectiveness of each modification methods separately, we argue that it does not provide practical merits because if we could afford the computational expense, we would want to apply all of the schemes against various potential errors anyway. Finally, since the relatively low temporal resolution of CT images could limit the utility of iME methods, we are currently investigating in the projection-based motion estimation methods that could potentially overcome this limitation. Author to whom correspondence should be addressed. Electronic mail: ktaguchi@jhmi.edu; Telephone: +1 443 287 2425.
