On the nullity of line graphs of trees  by Gutman, Ivan & Sciriha, Irene
Discrete Mathematics 232 (2001) 35–45
www.elsevier.com/locate/disc
On the nullity of line graphs of trees
Ivan Gutmana, Irene Scirihab; ∗
aFaculty of Science, University of Kragujevac, P. O. Box 60, YU-34000 Kragujevac, Yugoslavia
bDepartment of Mathematics, Faculty of Science, University of Malta, Msida, Malta
Received 18 June 1999; revised 29 March 2000; accepted 17 April 2000
Abstract
The spectrum of a graph G is the set of eigenvalues of the 0–1 adjacency matrix of G. The
nullity of a graph is the number of zeros in its spectrum. It is shown that the nullity of the line
graph of a tree is at most one. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
In this paper we are concerned with certain spectral properties of line graphs of
trees.
The spectrum of a graph G is the set of eigenvalues of the 0–1 adjacency matrix A
of G [2]. An eigenvalue  ∈ R of G satis;es the equation Ax= x for some non-zero
vector x ∈ Rn, called a -eigenvector of G; some eigenvalues may be repeated. The
number of eigenvalues of G that are equal to zero is called the nullity of the graph G
and will be denoted by (G). If (G)¿ 0 then G is said to be singular.
The characteristic polynomial of the graph G, de;ned as det(I−A), will be denoted
by (G) = (G; ). Thus, the eigenvalues of G are just the solutions of the equation
(G; ) = 0. Clearly, G is singular if and only if (G; 0) = 0.
A well-known result that we use on several occasions is the Interlacing Theo-
rem. It states that if G is an n-vertex graph with eigenvalues 1; 2; : : : ; n and H
is a vertex-deleted subgraph of G with eigenvalues 
1; 
2; : : : ; 
n−1, then i6
i6i+1;
i = 1; 2; : : : ; n− 1.
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Fig. 1. The line graph with maximum nullity.
Let G be a graph and let V(G) and E(G) be its vertex and edge sets, respectively.
The line graph of G, denoted as L(G), is the graph whose vertex set is E(G); two
vertices of L(G) are adjacent if the corresponding edges of G are incident.
Denition 1.1. A star in a graph G corresponding to a vertex v in G is the subset
of the edges, E(G), of G, incident to v. A Krausz decomposition K(L(G))(=K) of
a line graph L(G) is a decomposition of the edges of L(G) into cliques (maximal
complete subgraphs) such that every edge of L(G) is in exactly one clique and every
vertex of L(G) is in exactly two cliques, with pendant edges in G corresponding to
cliques K1 in K(L(G)) [10].
It is well known that for a given connected line graph, L(G), this decomposition
(induced by the stars in G) is unique apart from that of the four line graphs L(G)
where G is K1;3; K1;3 + e; K4 − e; or K4.
A tree is a connected graph without cycles. A graph is a line graph of a tree iH it
is a connected block graph in which each cutpoint is in exactly two block subgraphs.
Other basic notions of graph theory and graph spectral theory, not de;ned above,
can be found in appropriate books, e.g. in [2,9].
Singular graphs or topics closely related to them were investigated in a number
of mathematical papers [1,3,7,8,12,13,17–19]. The nullity of a graph is important in
chemistry, because (G)=0 is a necessary (but not suIcient) condition for a so-called
conjugated molecule to be chemically stable, where G is the graph representing the
carbon-atom skeleton of this molecule; for details and further references see [2,4,5].
If T is a tree, then (T ) is equal to the number of vertices of T , not belonging to
a maximal matching of T [2,3]. In particular, T is non-singular if and only if T has a
perfect matching.
The eigenvalues of L(T ); −1 and the golden section in particular, have been the sub-
ject of recent papers [15,16]. In this paper we focus on the eigenvalue zero
of L(T ).
2. The main result
We ;rst observe that the nullity of a line graph may assume any positive integer
value. A trivial example for this is L(pK2), whose nullity is p (see Fig. 1).
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Fig. 2. A line graph with nullity r + 1 ∀r ∈ N.
If we restrict ourselves to connected graphs then the nullity of the line graph may still
be any positive integer. For instance, for the graph Gr depicted in Fig. 2, (L(Gr)) =
r + 1.
With the line graphs of trees the situation is diHerent. We have
Theorem 2.1. If T is a tree; then L(T ) is either non-singular or has nullity one.
In order to prove Theorem 2.1 we need a few lemmas. These are stated and proven
in the subsequent section.
Remark: It is easy to ;nd examples of trees with (L(T )) = 0 and with (L(T )) = 1.
For instance, if Pn is the n-vertex path, then (L(Pn)) = 0 and (L(Pn)) = 1 for odd
and even values of n, respectively.
3. Three auxiliary results
When proving Theorem 2.1 we will encounter a system of homogeneous linear
equations
1C1 + C2 + C3 + · · ·+ Cq = 0;
C1 + 2C2 + C3 + · · ·+ Cq = 0;
C1 + C2 + 3C3 + · · ·+ Cq = 0;
· · · · ·
C1 + C2 + C3 + · · ·+ qCq = 0: (1)
For q¿2, de;ne the matrix q as follows:
q = q(1; 2; : : : ; q) =


1 1 1 · · · 1
1 2 1 · · · 1
1 1 3 · · · 1
· · · · · · ·
1 1 1 · · · q


: (2)
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Lemma 3.1.
det(q) = (1 − 1)(2 − 1) · · · (q − 1) + [(2 − 1)(3 − 1) · · · (q − 1)
+ (1 − 1)(3 − 1) · · · (q − 1) + · · ·+ (1 − 1)(2 − 1) · · · (q−1 − 1)]:
Proof: Transform the determinant of the matrix q, Eq. (2) as
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 1 1 · · · 1
1 2 1 1 · · · 1
1 1 3 1 · · · 1
1 1 1 4 · · · 1
· · · · · · · ·
1 1 1 1 · · · q
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 1 1 · · · 1
1− 1 2 − 1 0 0 · · · 0
1− 1 0 3 − 1 0 · · · 0
1− 1 0 0 4 − 1 · · · 0
· · · · · · · ·
1− 1 0 0 0 · · · q − 1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
:
Then expand it with respect to the last row to obtain
det(q) = (q − 1) det(q−1) + (1 − 1)(2 − 1) · · · (q−1 − 1):
Since 2 = 12 − 1 = (1 − 1)(2 − 1) + [(1 − 1) + (2 − 1)], this recursion relation
leads to the formula given in Lemma 3.1.
Lemma 3.2. If q is singular and each zero-eigenvector has no zero entries; then
rank (q(1; 2; : : : ; q)) = q− 1.
Proof: All zero-eigenvectors of q are multiples of each other, since otherwise a suit-
able linear combination of two such eigenvectors, which is also an eigenvector, has a
zero entry. Thus, the dimension of the nullspace of q is one.
Lemma 3.3. rank (q(1; 2; : : : ; q)) = q − 1 and a zero-eigenvector (C1; C2; : : : ; Cq)T
has no zero entries if and only if either
1; 2; : : : ; q = 1 and 1 +
q∑
i=1
1
i − 1 = 0 (3)
or
q= 2 and 1 = 2 = 1: (4)
Proof: (1) If conditions (3) are true, i.e. if 1; 2; : : : ; q = 1 and [1+
∑q
i=1 1=(i−1)]=0,
then the formula given in Lemma 3.1 can be written as
det(q) = (1 − 1)(2 − 1) · · · (q − 1)
[
1 +
q∑
i=1
1
i − 1
]
:
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Thus the matrix q is singular. Moreover, the submatrix q−1(1; 2; : : : ; q−1) is non-
singular because
det(q−1)(1; 2; : : : ; q−1) = (1 − 1)(2 − 1) · · · (q−1 − 1)
[
1 +
q−1∑
i=1
1
i − 1
]
= (1 − 1)(2 − 1) · · · (q−1 − 1)
×
[
1 +
q∑
i=1
1
i − 1 −
1
q − 1
]
=− (1 − 1)(2 − 1) · · · (q−1 − 1)
q − 1 = 0:
Therefore, if conditions (3) hold, then rank (q) = q− 1.
Now suppose that one of the entries of a zero-eigenvector, say Cq, is zero. At
least one of the entries, say C1, is non-zero. But then from Eqs. (1), we deduce that
(i − 1)C1 = 0, a contradiction.
Thus from (3), it follows that no entry of an eigenvector in the one-dimensional
nullspace of q can be zero.
(2) Suppose now that conditions (4) hold. Then by direct calculation, it follows that
the rank of q (=2) is one and the vector (1;−1)T spans the nullspace of q. Thus
from conditions (4), we deduce that the rank of q is q − 1 and that no entry of an
eigenvector in the one-dimensional nullspace of q is zero.
Conversely, if the rank of q is q−1, then det(q)=0 and there exists a non-singular
submatrix of q of order q − 1. If detq = 0 then either conditions (3) hold (when
det(q−1) = 0 follows) or else (without loss of generality) 1 = 2 = 1. In the lat-
ter case, i =1; i¿3 must follow otherwise rank(q)¡q − 1. A zero-eigenvector is
(1;−1; 0; : : : ; 0)T. Moreover, if no entry of a zero-eigenvector is zero, then q= 2.
This completes the proof of Lemma 3.3.
4. Proof of Theorem 2.1
The proof of Theorem 2.1 proceeds by induction on the number n of vertices of the
tree T .
For trees with n=2; 3; 4; 5 vertices the validity of Theorem 2.1 is checked by direct
calculation. This starts the induction.
Any n-vertex tree T can be constructed from an (n−1)-vertex tree T ∗, by attaching
to T ∗ a new vertex of degree one. Let this new vertex be x and let the vertex of T ∗
to which it is attached be y.
The induction hypothesis is (L(T ∗))61 and (L(T ∗ − y))61, provided T ∗ − y is
a tree.
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Fig. 3. Construction of L(T ) and L(T∗).
We have to distinguish between two cases:
(a) the vertex y of T ∗ has degree one, and
(b) the vertex y of T ∗ has degree greater than one.
In the case (a), L(T ) is obtained from L(T ∗) by attaching to some vertex, say vp,
of L(T ∗) a new vertex, say vp+1, of degree one. Due to a well-known result [2–4,19],
the nullity of a graph G is not changed by deleting from G a vertex of degree one
and its ;rst neighbour. As a special case of this result, (L(T ))= (L(T )− vp+1− vp).
On the other hand, L(T )− vp+1 − vp is the same as L(T ∗ − y). Then the induction
hypothesis (L(T ∗ − y))61 implies that (L(T ))61 and we are done.
The rest of the proof deals with the case (b).
In case (b), the line graph L(T ) is obtained from L(T ∗) by attaching to it a new
vertex, say vp+1, which is connected to all vertices of an appropriate clique of L(T ∗).
The vertices belonging to this clique are labelled v1; v2; : : : ; vp and p¿2.
The general form of L(T ) and L(T ∗) is shown in Fig. 3.
In Fig. 3, Kp stands for a clique which is a complete subgraph on p vertices, and
G1; G2; : : : ; Gp are line graphs of the respective branches of T ∗.
If (L(T ∗)) = 0, then by the interlacing theorem [2], (L(T )) = 0 or 1 and we are
done. We therefore need only consider the subcase when (L(T ∗)) = 1.
If (L(T ∗)) = 1, then (L(T )) = 0; 1, or 2 and L(T ∗) has a zero-eigenvector C.
Denote by C1; C2; : : : ; Cp the components of this eigenvector, pertaining to the vertices
v1; v2; : : : ; vp, respectively (see Fig. 3).
The sum of the components of C over all ;rst neighbours of any vertex is zero (the
‘zero-sum rule’ [1,5,7]).
The following holds for i = 1; 2; : : : ; p. Because Gi is connected to the rest of the
graph via only one vertex, namely vi, the zero-sum rule, applied to the vertices of
Gi − vi will determine whether Ci = 0 or Ci = 0.
Thus, the existence of the property Ci=0 is fully determined by the structure of the
fragment Gi. Consequently, whenever Ci = 0 in L(T ∗), then Ci = 0 also in L(T ).
If C1=C2= · · ·=Cp=0 in L(T ∗), then C1=C2= · · ·=Cp=0 in L(T ). Consequently,
in L(T ); Cp+1 = 0. This means that if there is a unique zero-eigenvector of L(T ∗)
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with C1 = C2 = · · · = Cp = 0, then there is a unique zero-eigenvector of L(T ) with
C1 = C2 = · · ·= Cp = Cp+1 = 0, and we are done.
It remains to consider the case when some (or, perhaps all) C1; C2; : : : ; Cp are
non-zero. Without loss of generality, we may assume that Ci = 0 for i = 1; : : : ; q
and Ci = 0 for i = q + 1; : : : ; p, where 16q6p. As explained above, Ci = 0;
i = q + 1; : : : ; p, will hold also in any zero-eigenvector of L(T ), provided such an
eigenvector exists.
Consider the zero-eigenvector C of L(T ∗). The following holds for i = 1; : : : ; q.
Because Gi is connected to the rest of the graph via only one vertex, namely, vi,
by means of the zero-sum rule, all the entries of C pertaining to vertices of Gi are
determined by Ci.
Denote by iCi the sum of the components of C corresponding to vertices of Gi
that are ;rst neighbours of vi. Bearing in mind the zero-sum rule, and the fact that
v1; v2; : : : ; vq are all mutually adjacent, we arrive at Eqs. (1).
In order that L(T ∗) be singular, Eqs. (1) must have a non-trivial solution and the
condition det(q) = 0 must be satis;ed. We consider conditions under which Ci = 0
for i = 1; 2; : : : ; q.
If (L(T ∗)) = 1, then either condition (3) or (4) of Lemma 3.3 is satis;ed.
To see this take into account Lemma 3.3 and observe that if (L(T ∗)) = 1, then
Eqs. (1) hold. Then there exists a zero-eigenvector (C1; C2; : : : ; Cq)T of q, such that
no entry Ci is zero and the rank of q is q− 1.
Continuing the analysis of the subcase (L(T ∗))=1, note that if L(T ) is non-singular,
we are done. Therefore, we assume that L(T ) is singular.
In order that (1) has a non-trivial solution, the condition det(q)=0 must be satis;ed.
In order to have a solution of (1), with Ci = 0 for each i, by Lemma 3.2, the rank of
q must be q− 1.
Recall that L(T ) is derived from L(T ∗) by joining a new vertex vp+1 to all vertices
of an appropriate clique of L(T ∗). Let Cp+1 denote the entry, corresponding to vp+1
of a zero-eigenvector (C1; C2; : : : ; Cq; Cp+1)T of L(T ). In full analogy with Eqs. (1),
the zero-eigenvector(s) of L(T ) must obey the conditions (cf. Fig. 3):
1C1 + C2 + C3 + · · ·+ Cq + Cp+1 = 0;
C1 + 2C2 + C3 + · · ·+ Cq + Cp+1 = 0;
C1 + C2 + 3C3 + · · ·+ Cq + Cp+1 = 0;
· · · · ·
C1 + C2 + C3 + · · ·+ qCq + Cp+1 = 0;
C1 + C2 + C3 + · · ·+ Cq = 0
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and the matrix q,
q =


1 1 1 · · · 1 1
1 2 1 · · · 1 1
1 1 3 · · · 1 1
· · · · · · · ·
1 1 1 · · · q 1
1 1 1 · · · 1 0


should be singular.
Noting that q=q+1(1; 2; : : : ; q; 0) and using Lemma 3.1 we immediately deduce
that
det(q) =−[(2 − 1)(3 − 1) · · · (q − 1) + (1 − 1)(3 − 1) · · · (q − 1)
+ · · ·+ (1 − 1)(2 − 1) · · · (q−1 − 1)]: (5)
Now, by Lemma 3.3, (L(T ∗)) = 1 implies either (3) or (4). Consider ;rst case (4).
By direct calculation we easily verify that rank (2) = 2 which implies (L(T )) = 1.
When q = 1; 1 = 0 and the zero-sum rule applied to vertex vp+1 shows that L(T )
is non-singular.
Consider now case (3) and let q¿ 2. Then i = 1 for all i = 1; 2; : : : ; q. In view of
this, Eq. (5) can be rewritten as
det(q) =−(1 − 1)(2 − 1) · · · (q − 1)
q∑
i=1
1
i − 1 : (6)
Also from (3), 1 +
∑q
i=1 1=(i − 1) = 0. Then from Eq. (6) we see that det(q) = 0,
which implies (L(T )) = 0. In other words, when q¿ 2, if L(T ∗) is singular and
conditions (3) hold, then L(T ) must be non-singular.
Hence, we demonstrated that in all cases, if (L(T ∗))61, then (L(T ))61. By this
the induction has been completed.
Theorem 2.1 has thus been proved.
5. Properties of L(T∗) and L(T)
As before, denote by T ∗ an arbitrary tree and by y its arbitrary vertex. Further, let
T be the tree obtained from T ∗ by attaching to its vertex y another vertex x of degree
one; (see Fig. 4).
Theorem 5.1. L(T ∗) and L(T ) cannot simultaneously be singular.
Proof: Denoted by w the edge of T , connecting x and y. Take another copy of the
graph T , denoted by T ′, and label by x′; y′; w′ and T ∗
′
its structural features cor-
responding to x; y; w and T ∗, respectively. Construct the tree T † by identifying the
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Fig. 4. Construction of T† and T‡.
vertices x and x′; this vertex of T † (formed by coalescing x and x′) is denoted by x′′
(see Fig. 4).
The line graph of T † has vertices w and w′ connected by the edge e (see Fig. 4).
The edge e is a bridge, i.e., the subgraph L(T †)− e is disconnected.
If uv is a bridge connecting the vertices u and v of an arbitrary graph G, then a
well-known result of graph spectral theory reads [2,6]:
(G) = (G − uv)− (G − u− v): (7)
Applying formula (7) to the edge e of L(T †) yields
(L(T †)) = (L(T ))2 − (L(T ∗))2: (8)
If both L(T ) and L(T ∗) were singular, then the right-hand side of (8) would be divisible
by 2, implying that (L(T †); ) is divisible by 2, i.e., that the nullity of L(T †) is at
least two. By Theorem 2.1 the nullity of L(T †) must not exceed one. Therefore L(T )
and L(T ∗) cannot be both singular.
Denote by det(G) the determinant of the adjacency matrix of the graph G. Using
the same notation as in Theorem 5.1 we have:
Theorem 5.2. det(L(T ∗)) = det(L(T )).
Proof: Construct the tree T ‡ by attaching to the vertex x′′ of T † a new vertex z of
degree one; (see Fig. 4). Then L(T ‡) contains a triangle to which two isomorphic
L(T )-fragments are joined; (see Fig. 4).
If G and H are two arbitrary graphs, u a vertex of G, v a vertex of H , and if G •H
is the coalescence of G and H , obtained by identifying the vertices u and v, then [2,11]
(G • H) = (G)(H − v) + (G − u)(H)− (G − u)(H − v): (9)
Applying Theorem 4:1 of [14] whose proof is based on the application of formula (9)
to the graph L(T ‡) and bearing in mind that (K3) = 3− 3− 2; (K2) = 2− 1 and
(K1) = , we obtain
(L(T ‡)) = [(L(T )) + (L(T ∗))] [(L(T ))− (+ 2)(L(T ∗))]: (10)
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Relation (8) can be rewritten as
(L(T †)) = [(L(T )) + (L(T ∗))] [(L(T ))− (L(T ∗))]: (11)
Comparing Eqs. (10) and (11), we deduce that if (L(T ); 0) + (L(T ∗); 0) = 0 then
(L(T †); 0)=0 and (L(T ‡); 0)=0, that is both L(T †) and L(T ‡) are singular. However,
by Theorem 5.1 this is impossible. Therefore we deduce that
(L(T ); 0) + (L(T ∗); 0) = 0: (12)
Since for any graph G with n vertices, det(G) = (−1)n(G; 0),
det(L(T ))− det(L(T ∗)) = 0: (13)
Theorem 5.2 now follows.
6. Entries of a kernel eigenvector of L(T)
By applying Theorem 5.1 and the diHerent cases brought up in the proof of Theorem
2.1, we can rule out the con;gurations of singular line graphs of trees outlined in the
following three corollaries:
Corollary 6.1. If T is a tree such that L(T ) is singular then there is no clique in the
Krausz decomposition of L(T ); with exactly two non-zero entries; corresponding to
the vertices of the clique; in a zero-eigenvector.
Remark: Equivalently, if q is de;ned as in the proof of Theorem 2.1, for a singular
line graph of a tree, q = 2.
Corollary 6.2. Let T be a tree having a vertex v of degree two and let L(T ) be
singular. In the Krausz decomposition; K(L(T )); there is a clique K2 whose end-
vertices are the edges incident to v in T . Then one of the entries of a zero-eigen-
vector; corresponding to these end-vertices; is zero.
Remark: It is easy to ;nd examples with q = 1 ((Corona of Kr) − e where e is a
pendant edge) and with q=3 (Kr with three triangles coalesced at three distinct points
of Kr and pendant edges coalesced at the remaining r − 3 vertices of Kr).
Corollary 6.3. If T is a tree such that L(T ) is singular; then there is no clique
in the Krausz decomposition of L(T ) such that a zero-eigenvector has all entries
corresponding to the vertices of the clique equal to zero.
Equivalently, if L(T ) is singular, at least one vertex of each clique in K(L(T ))
contributes to the weight of a zero-eigenvector x0, the weight being the number of
non-zero entries in x0.
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