In this paper, we propose a general approach for improving the efficiency of computing distribution functions. The idea is to truncate the domain of summation or integration.
Then,
Proof. Obviously, P ′ ≤ P is true since D ′ is a subset of D. Thus, it suffices to show P ≤ P ′ + m i=1 (α i + β i ). Note that
and C = {a i < X i < b i , i = 1, · · · , m}. By Bonferroni's inequality,
(Pr{A i } + Pr{B i }).
By the definitions of P and P ′ ,
Hence,
(Pr{A i } + Pr{B i })
This completes the proof of the theorem.
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To ensure that P ′ ≤ P ≤ P ′ + η for a prescribed η > 0, it suffices to choose
As can be seen from Theorem 1, a critical step is to determine u and v for a random variable X such that Pr{X ≤ u} ≤ α, Pr{X ≥ v} ≤ β for prescribed α, β ∈ (0, 1). For this purpose, we have the following theorem.
Theorem 2 Let X be a random variable with mean
Then the following statements hold true:
(II) For any z < µ,
(III) Both C (µ + ∆) and C (µ − ∆) are monotonically decreasing with respect to ∆ > 0.
(IV) For any α ∈ (0, 1), there exists a unique ∆ > 0 such that
Proof. By Jensen's inequality
Combing these observations and the fact that
we have
By the Chernoff bounds [1] ,
for z < µ; and
for z > µ. This completes the proof of statements (I) and (II).
To show that C (µ + ∆) is monotonically decreasing with respect to ∆ > 0, let t ∆ be the number such that inf
Then, t ∆ is positive and
It follows that
Similarly, to show that C (µ − ∆) is monotonically decreasing with respect to ∆ > 0, let t ∆ be the number such that inf
Then, t ∆ is negative and
Consequently,
This concludes the proof of statements (III).
To show statement (IV), note that lim inf
and that lim
as a result of lim inf
Hence, (IV) follows from (1), (2) and the fact that C (µ − ∆) is monotonically decreasing with respect to ∆ > 0.
To show statement (V), note that lim inf
Hence, (V) follows from (3), (4) and the fact that C (µ + ∆) is monotonically decreasing with respect to ∆ > 0.
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As can be seen from Theorem 2, since C (µ − ∆) is monotonically decreasing with respect to ∆ > 0, we can determine ∆ > 0 such that C (µ − ∆) = α by a bisection search. Then, setting u = µ − ∆ yields Pr{X ≤ u} ≤ α as desired. Similarly, we can determine ∆ > 0 such that C (µ + ∆) = β by a bisection search and set v = µ + ∆ to ensure Pr{X ≥ v} ≤ β.
Applications
The approach of reducing the domain D to its subset D ′ is referred to as truncation technique in this paper. By the Chebyshev's inequality, it can be visualized that if the variances of X i are small, then the size of the truncated domain D ′ can be much smaller than that of domain D, even though η is extremely small.
For the truncation technique to be of practical use, it is desirable that functions C (z) associated X i have closed form. This is indeed the case for many important distributions. For example, when X is the average of i.i.d Bernoulli random variables Y 1 , · · · , Y n such that Pr{Y i = 1} = p for 1 ≤ i ≤ n, the Hoeffding's inequality [2] asserts that
For another example, when X is the average of i.i.d Poisson random variables Y 1 , · · · , Y n such that E{Y i = 1} = λ for 1 ≤ i ≤ n, it can be shown by the Chernoff bounds [1] that
Similar truncation techniques can be developed for hypergeometric distribution, negative binomial distribution, hypergeometric waiting-time distribution, etc. In the case that simple and tight bounds of C (z) are available, it is convenient to use the bounds in the truncation of D. In this regard, we have established the following result.
Theorem 3 Let K be a binomial random variable such that
where p ∈ (0, 1) and n is a positive integer. Then, for arbitrary real numbers a, b and any η ∈ (0, 1),
with ⌊.⌋ and ⌈.⌉ denoting the floor and ceiling functions respectively.
We would like to remark that T + − T − can be much smaller than b − a even though η is chosen as an extremely small positive number.
To prove Theorem 3, we need some preliminary results.
for 0 < µ < 1 and −2µ < z < 3 − 2µ. Then, for any fixed µ ∈ (0, 1), M (z, µ) is monotonically increasing from −∞ to 0 as z increases from −2µ to µ, and is monotonically decreasing from 0 to −∞ as z increases from µ to 3 − 2µ.
Proof. After a lengthy calculation, we obtained > 0 for any µ ∈ (0, 1) and z ∈ (−2µ, µ). In view of the positive sign of the partial derivative and the fact that lim z→−2µ M (z, µ) = −∞, M (µ, µ) = 0, we have that, for any fixed µ ∈ (0, 1), M (z, µ) is monotonically increasing from −∞ to 0 as z increases from −2µ to µ.
Similarly, observing that w(3 − 2µ, µ) = 1−µ 2 > 0, w(µ, µ) = µ(1 − µ) > 0 and that w(z, µ) is linear with respect to z, we have that w(z, µ) > 0 for any µ ∈ (0, 1) and z ∈ (µ, 3 − 2µ). Consequently, ∂M (z,µ) ∂z < 0 for any µ ∈ (0, 1) and z ∈ (µ, 3 − 2µ). In view of the negative sign of the partial derivative and the fact that lim z→3−2µ M (z, µ) = −∞, M (µ, µ) = 0, we have that, for any fixed µ ∈ (0, 1), M (z, µ) is monotonically decreasing from 0 to −∞ as z increases from µ to 3 − 2µ. This completes the proof of the lemma.
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The following lemma is a slight variation of Theorem 2 at page 1271 of [3] , which was obtained by Massart as a byproduct in determining the tight constant in the Dvoretzky-Kiefer-Wolfowitz inequality.
Lemma 2 Let
We can extend Lemma 2 as follows.
Proof. To show Pr X n ≥ z < exp (nM (z, µ)) for any z ∈ (µ, 3 − 2µ), we shall consider three cases: (i) z ∈ (µ, 1); (ii) z = 1; (iii) z ∈ (1, 3 − 2µ).
In Case (i), the statement has been established as Lemma 2.
In Case (ii), we have Pr
We claim that ln(µ) < M (1, µ). To prove this claim, it suffices to show ln(µ) < 9(µ−1) 4(2µ+1) for any µ ∈ (0, 1), since M (1, µ) = 9(µ−1) 4(2µ+1) . For simplicity of notation, define g(µ) = ln(µ) − 9(µ−1) 4(2µ+1) . Then, the first derivative of g(µ) with respect to µ is g ′ (µ) =
> 0 for any µ ∈ (0, 1). This implies that g(µ) is monotonically increasing with respect to µ ∈ (0, 1). By virtue of such monotonicity and the fact that g(1) = 0, we can conclude that g(µ) < 0 for any µ ∈ (0, 1). This establishes our claim that ln(µ) < M (1, µ). It follows that Pr X n ≥ z < exp (nM (z, µ)) holds for z = 1.
In Case (iii), since 0 ≤ X n ≤ 1, we have Pr X n ≥ z = 0 < exp (nM (z, µ)) for z ∈ (1, 3−2µ).
To show Pr X n ≤ z < exp (nM (z, µ)) for any z ∈ (−2µ, µ), we shall consider three cases as follows.
In the case of z ∈ (0, µ), we define y = 1−z and
we have Pr Y n ≥ y < exp (nM (y, 1 − µ)) = exp (nM (z, µ)) for 1 − µ < y < 1, i.e., 0 < z < µ. This shows that Pr X n ≤ z < exp (nM (z, µ)) holds for z ∈ (0, µ).
In the case of z = 0, we have Pr X n ≤ z = Pr X n = 0 =
We claim that ln(1 − µ) < M (0, µ). To prove this claim, it suffices to show ln(1 − µ) < Since Pr{a ≤ K ≤ b} ≤ Pr{T − ≤ K ≤ T + } + Pr{T + < K ≤ b} + Pr{a ≤ K < T − } and Pr{T + < K ≤ b} ≤ Pr{K > ⌊nz 2 ⌋}, Pr{a ≤ K < T − } ≤ Pr{K < ⌈nz 1 ⌉}, we have
On the other hand, Pr{T − ≤ K ≤ T + } ≤ Pr{a ≤ K ≤ b} is trivially true. This completes the proof of Theorem 3.
