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КАТЕГОРИЗАЦІЯ МЕТОДИК ФАЗЗІНГУ
Вступ. Статичний аналіз початкового коду як метод виявлення урзливостей — це метод 
білого ящика. Перевірка початкового коду при цьому вимагає того, щоб початковий код був 
доступний. Проте існують альтернативні методи чорного ящика, при яких доступ до 
початкового коду не потрібен. Одна з таких альтернатив — технологія фаззінгу, яка чудово 
себе зарекомендувала при знаходженні серйозних уразливостей, які іншими методами не 
вдалося виявити [1]. 
Фаззінг (fuzzing) — це метод виявлення уразливостей у програмному забезпеченні за 
допомогою передачі йому різноманітних несподіваних вхідних даних та моніторингу винятків, 
тобто проблемних реакції під час виконання. Звичайно це автоматизований або 
напівавтоматизований процес. Це досить загальне визначення, але воно висвітлює основну 
концепцію фаззінгу [1].
Фаззінг був вперше запропонований в дослідницькій роботі 1990 року під керівництвом 
професора Бартона Міллера [2]. Протягом 90-х років XX ст. фаззінг розвивався досить мляво. 
Дослідження в сфері фаззінгу пожвавішали протягом першого десятиліття XXI ст. і 
продовжують набирати оберти. Незважаючи на такий значний розвиток, фаззінг як технологія 
ще тільки розвивається. Більшість розроблених до цього часу засобів — це досить невеликі 
проекти, створені дрібними групами дослідників або взагалі одним програмістом [1]. Тільки в 
останні декілька років дослідження у сфері фаззінгу знайшли комерційне застосування. 
Отже, проведено чимало різноманітних досліджень щодо застосування фаззінгу у 
виявленні уразливостей в програмах, і виникає актуальна потреба впорядкувати результати цих 
робіт з метою покращення ефективності нових розроблюваних засобів фаззінгу, що в свою 
чергу сприятиме підвищенню захищеності програмного забезпечення. Тому завданням статті є 
категоризація відомих методик фаззінгу та з’ясування суті специфічних ключових понять, які 
розкривають концепцію та зміст цих категорій методик.
Проаналізувавши низку джерел [1–35], можна загалом усі дослідження у сфері фаззінгу 
структурувати на такі узагальнюючі категорії методик: 
1) традиційний фаззінг;
2) фаззінг-методики білого ящика, засновані на символічному виконанні;
3) методики безпосереднього фаззінгу, засновані на аналізі вад;
4) методики аналізу протоколів та форматів вхідних даних для керівництва фаззінгом.
Традиційний фаззінг. Перший простий засіб фаззінгу, представлений у роботі [2], тільки 
породжував потоки випадкових символів і надсилав їх у цільові програми, але цей інструмент 
зміг викликати аварійне завершення 25-33% утиліт в системі UNIX. З тих пір був розроблений 
широкий спектр засобів фаззінгу. 
Щоб здійснювати фаззінг, потрібні специфічні вхідні дані. Всі методики фаззінгу 
ґрунтуються на одному з двох наступних підходів до підготовлення вхідних даних, які були 
встановлені у працях [1] та [3]:
1) мутування вхідних даних — полягає у модифікації існуючих зразків даних;
2) породження вхідних даних — полягає у створенні умов для тестування з чистого 
аркушу за допомогою моделювання даних (протоколу або формату файлу).
Так, формувач (наприклад, Spike [1; 2], Peach [1], SNOOZE [5]) створює неправильний 
вхідні дані на основі визначених специфікації і пізніше (наприклад, FileFuzz [1]), мутує добре 
сформовані вхідні дані. 
Тим не менше, загальний недолік традиційних методів фаззінгу полягає у тому, що 
обробка програмою більшості неправильних вхідних даних передчасно переривається. Для 
підвищення ефективності інструментів фаззінгу наступні категорії нових методик були 
запропоновані.
Фаззінг-методики білого ящика, засновані на символічному виконанні (Symbolic-
execution-based white-box fuzzing). Цей метод широко реалізований в низці програмних 
засобах, таких як CUTE [6], DART [7], EXE [8], SAGE [9], KLEE [10] та SmartFuzz [11]. У 
цілому, засновані на оснащенні засобами контролю коду або відстеженні програм, ці засоби 
заміняють конкретні вхідні дані символічними значеннями, збирають і вирішують обмеження 
на виконання програмних слідів і керують виявленням та породженням помилкових вхідних 
даних. Для випадку, коли тестуються застосунки з високо структурованими вхідними даними, 
такі як компілятори та інтерпретатори, у роботах [12] та [13] запропоновано варіант методу, 
який використовує вхідні символічні специфікації граматики. Ці засоби доведено дуже 
підвищили ефективність традиційних засобів фаззінгу. Вони успішно виявили серйозні 
помилки в основних утилітах GNU [10], Windows-застосунках [9; 12], і файлових системах 
Linux [8].
З нульовим знанням про алгоритм контрольної суми, автоматичне породження тестових 
випадків з правильними полями контрольних сум є великою проблемою. Тестовий випадок (test 
case) у розробці програмного забезпечення — це набір умов, за яких тестувальник буде 
визначати чи задовольняється заздалегідь певна вимога. Щоб визначити, що вимога повністю 
виконується, може знадобитися багато варіантів тестування [14].
Для простих алгоритмів контрольної суми існуючі системи символічного виконання, такі 
як Replayer [15], можуть автоматично генерувати правильні контрольні суми. Однак, як 
показано в [15], обчислення контрольної суми значно збільшує складність зібраної символічної 
формули. Крім того, попередні дослідження [16; 17] показали, що нинішні двигунці 
символічного виконання і вирішувачі обмежень не можуть точно генерувати і вирішувати 
обмеження, які описують повний процес складних алгоритмів контрольної суми. У роботі [15] 
також запропоновано прийнятну схему для вирішення проблеми складних алгоритмів 
контрольної суми, тобто ітеративне обмеження деяких вхідних змінних, щоб мати конкретні
значення, а потім спрощення і рішення обмежень слідів. Замість цього, TaintScope 
безпосередньо залишає всі байти конкретними, за винятком полів контрольних сум, що значно 
знижує складність обмежень слідів.
Методики безпосереднього фаззінгу, засновані на аналізі вад (Taint-analysis-based 
directed fuzzing). Перевірка на вади (taint checking) — засіб у деяких комп'ютерних мовах 
програмування, таких як Perl та Ruby, призначений для підвищення безпеки, перешкоджаючий 
зловмисникам виконати команди на комп'ютері. Перевірка на вади виділяє конкретні ризики 
для безпеки в першу чергу, пов'язані з веб-сайтами, які піддаються нападу з використанням 
методів, таких як SQL-ін'єкція або переповнення буферу.
Основна ідея перевірки на вади полягає у тому, що будь-яка змінна, яка може бути 
модифікована зовнішнім користувачем (наприклад, змінна, яка задається у полі веб-форми) 
являє собою потенційний ризик для безпеки. Якщо ця змінна використовується у виразі, який 
визначає іншу змінну, ця інша змінна тепер також підозріла. Засіб перевірки на вади проходить 
змінну за змінною до тих пір поки не завершить складання переліку усіх змінних, які 
потенційно знаходяться під впливом зовнішнього введення. Якщо будь-яка з цих змінних 
використовується для виконання небезпечних команд (таких як безпосередня команда до бази 
даних SQL або операційної системи комп’ютера), засіб перевірки на вади попереджає програму, 
що вона використовує потенційно небезпечну ´зіпсовануµ змінну. Програміст має 
переконструювати програму, щоб створити надійну стіну навколо небезпечного введення [18].
Перевірка на вади може розглядатися як традиційна апроксимація повної верифікації 
невтручання або більш загальної концепції захищеного потоку інформації [19]. Оскільки потік 
інформації у системі не може бути перевірений шляхом контролю одинарного трасування 
виконання цієї системи, результат аналізу вад неминуче відображатиме наближену інформацію 
відносно характеристик інформаційного потоку системи, до якої він застосований [20].
Таким чином, перевірка на вади — це метод складання чорних списків змінних, які 
небезпечні.
BuzzFuzz [21] — це засіб фаззінгу методом білого ящика, заснований на безпосередньому 
динамічному аналізі вад. Щоб відстежувати приховану інформацію, BuzzFuzz необхідно 
оснащення початковим кодом застосунка. Оснащені програми відповідають за визначення 
вхідних даних, які можуть вплинути на значення системних викликів. Проте, сучасні програми 
широко використовують сторонні бібліотеки. BuzzFuzz не може бути оснащеним такими 
бібліотеками, якщо їх початковий код недоступний, що призводить до втрати інформації про 
вади. На відміну від BuzzFuzz, TaintScope безпосередньо опрацьовує бінарний виконуваний код 
і може спостерігати виконання всіх бібліотек. Крім того, TaintScope може обійти перевірку 
контрольної суми в програмах [22].
Flayer [23] — це засіб відстеження вад з можливістю перенаправлення потоків виконання 
під час зміни команд умовного переходу. Flayer заснований на функціональності Memcheck 
[24], і помічає вхідні дані лише міткою 0/1. Таким чином, Flayer не може коректно відстежувати 
вплив вхідних даних на виконання програми. Перетворення потоку виконання також 
використовується в аналізі шкідливої поведінки, наприклад, вивчення кількох шляхів 
виконання [25], і примусова подача пробного виконання для виявлення різних поведінок 
руткіта ядра [26].
Corpus Distillation [27] — це система фаззінгу зі зворотнім зв'язком, яка використовує 
евристичне покриття коду для вибору і мутування вхідних зразків. 
Під покриттям коду (code coverage) мається на увазі метод для визначення того, які 
частини коду запущені протягом певного періоду часу, часто шляхом оснащення коду, який 
випробується, спеціальними командами, які виконуються на початку і наприкінці функції. 
Якщо код виконується, спеціальні команди записують те, які функції були виконані. 
Записування того, який код покривається тестовим випадком, можете вказати, скільки 
додаткового тестування необхідно, щоб здійснити покриття всього коду [3].
Зокрема, для подолання проблеми контрольної суми для Corpus Distillation розроблений 
метод підкомандного профілювання, тобто порівняння команд (таке як безпосередне 
порівняння) розбиті на шматки бітових розмірів і оцінка охоплення цих команд залежить від 
´глибиниµ порівняння. На підставі профілювання підкоманд Corpus Distillation здатний
генерувати правильні контрольні суми CRC в PNG файлах без необхідності рішення 
обмеження. Однак через відсутність дрібнозернисті відстеження вад та ідентифікації полів 
контрольної суми, щоб пройти контрольну перевірку, Corpus Distillation має мутувати всі біти у 
вхідному зразку до досягнення полів контрольної суми, що може сильно обмежити його 
ефективність.
Крім того, Corpus Distillation та TaintScope можуть взаємодоповнювати один одного. Поки 
методи визначення розміщення контрольних точок контрольної суми та її обходу TaintScope 
можуть бути використані в Corpus Distillation для поліпшення методу профілювання підкоманд, 
метод вибору і мутації вхідного зразка на основі покриття коду в Corpus Distillation також може 
бути використаний у фазі фаззінгу системи TaintScope [22].
Методики аналізу протоколів та форматів вхідних даних для керівництва фаззінгом. 
Під протоколом у інформаційно-комунікаційних технологіях розуміють угоду або стандарт, 
який контролює та забезпечує комунікацію та передачу даних між двома кінцевими точками. 
Окремі компоненти, з яких складається протокол, зазвичай називають полями. У специфікаціях 
протоколів вказується, як ці поля впорядковані та відокремлені один від одного. Протоколи та 
формати файлів описують структуру даних і можуть мати відкриті або закриті стандарти [1].
Чим більше відомо про структуру вхідних даних, тим краще можна визначити їх ділянки, 
які слід обробляти для покращення ефективності фаззінгу. Якщо структура вхідних даних 
визначається закритим протоколом або форматом, то виникає необхідність у методах їх 
дослідження.
Багато засобів зворотного інжинірингу протоколів (такі як Prospex [28], Tupni [29], 
AutoFormat [30], Polyglot [31], Discoverer [32], FFE/x86 [33]) можуть бути використані для 
керівництва фаззінгом. Ці інструменти можуть витягти специфікації формату для вхідних даних 
на основі аналізу мережевого трафіку [32], моніторингу виконання програми під час обробки 
вхідних даних [29; 30; 31; 34; 35], або аналізі бінарних виконуваних кодів безпосередньо [33]. 
Витягнуті специфікації протоколу можуть у подальшому переведені на специфікації фаззінгу. 
Однак, жодна з цих систем явно не вирішує проблему перевірку контрольної суми.
У табл. 1 за результатами аналізу приведені специфічні ключові поняття, які розкривають 
концепцію та зміст відповідних категорій методик, які були встановлені на основі аналізу 
досліджень в сфері фаззінгу, наведених у списку літератури.
Висновки. За результатами проведеного аналізу відомих методик фаззінгу, усі 
дослідження у сфері фаззінгу структуровані на чотири узагальнюючі категорії методик. 
Загальний недолік традиційних методів фаззінгу полягає у тому, що обробка програмою 
більшості неправильних вхідних даних передчасно переривається. Щоб подолати цей недолік 
були розроблені інші методики фаззінгу. Для фаззінг-методик білого ящика, заснованих на 
символічному виконанні, характерна проблема автоматичного породження тестових випадків з 
правильними полями контрольних сум. Цю проблему частково вирішує методика 
безпосереднього фаззінгу, заснована на аналізі вад. Методики аналізу протоколів та форматів 
вхідних даних для керівництва фаззінгом дозволяють покращити ефективність фаззінгу, 
завдяки реконструкції специфікації протоколу або формату вхідних даних та визначенню для 
подальшої обробки певних їх ділянок. Проте остання категорія методик не розглядає проблему 
контрольних сум.
Також з’ясована суть специфічних ключових понять, які розкривають концепцію та зміст 
категорій методик фаззінгу.
Таблиця 1
Категорії методик фаззінгу та специфічні поняття, які розкривають їх концепцію
Специфічні ключові поняття
Категорії методик 
фаззінгу
Приклади 
фаззерів, що 
реалізують 
методику
англомовний 
термін
український 
відповідник
Номер у 
списку 
джерел
black box чорний ящик [1]
data
generation
породження 
даних [1], [3]традиційний фаззінг
Spike, Peach, 
SNOOZE, 
FileFuzz
data mutation мутація даних [1], [3]
white box білий ящик [1], [9]фаззінг-методики білого 
ящика, засновані на 
символічному виконанні
CUTE, DART, 
EXE, SAGE, 
KLEE, SmartFuzz, 
Replayer
test case тестовий випадок [14]
taint checking перевірка на вади
[18],
[19],
[20], 
[21], [22]
методики 
безпосереднього 
фаззінгу, засновані на 
аналізі вад
BuzzFuzz, Corpus 
Distillation, 
TaintScope
code coverage покриття коду [3]
protocol протокол [1], [3]методики аналізу 
протоколів та форматів 
вхідних даних для 
керівництва фаззінгом
Prospex, Tupni, 
AutoFormat, 
Polyglot, 
Discoverer, 
FFE/x86
protocol 
reverser 
engineering
зворотній 
інжиніринг 
протоколу
[1]
Результати цієї роботи можуть бути використані при розробці узагальненої класифікації 
методів фаззінгу.
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