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Introduction and Notation
The Lebesgue spaces (⋅) with variable exponent and the corresponding Sobolev spaces (⋅) have been the subject of considerable interest since the early 1990s. These spaces are of interest in their own right and also have applications to PDEs of nonstandard growth and to modelling electrorheological fluids and to image restoration. For a thorough discussion of these spaces and their history, see [1, 2] . Our paper lies in this field of variable exponent function spaces and is a continuation of [3] (see also [4, 5] ). In [5] the (nonweighted) variable exponent Hörmander spaces (⋅) , (⋅) (Ω), and loc (⋅) (Ω) were introduced (recall that the classical Hörmander spaces , , , (Ω), and loc , (Ω) play a crucial role in the theory of linear partial differential operators (see, e.g., [6] [7] [8] [9] [10] )) and there, extending a Hörmander result [6, Chapter XV] to our context, the dual of (⋅) (Ω) (when 1 < − ≤ + < ∞) was calculated (as a consequence some results on sequence space representation of variable exponent Hörmander spaces were obtained). In [3] the dual ( (⋅) (Ω)) was calculated when 0 < − ≤ + ≤ 1 (with techniques necessarily different from those used in [5] ) and a number of applications were given. In the current article we show that the dual ( 
Applications to the study of the structure of complemented subspaces of loc (⋅) (Ω) are also given. The techniques used in the article (also in [3] ) are based on the inequalities of the extrapolation theorems obtained by the authors in [4] and on the properties of the Banach envelopes of the 0 -Banach local spaces of loc (⋅) (Ω). Finally, three questions on duality and on sequence space representation of variable exponent Hörmander spaces are proposed.
Notation
(1) Let and be Hausdorff topological linear spaces over C. If and are isomorphic (i.e., there exists a linear homeomorphism from onto ) we put 2 Abstract and Applied Analysis ≃ . The (topological) dual of is denoted by and is given (unless otherwise stated) the topology of uniform convergence on all the bounded subsets of (sometimes denoted by ( , )). The completion of is denoted bỹ. If is metrizable and complete, is said to be an -space. A locally convex -space is said to be a Fréchet space. We put → if is a linear subspace of and the canonical injection is continuous. If is a Banach space, N (resp., (N) ) is the topological product (resp., the locally convex direct sum) of a countable number of copies of . C N (resp., C (N) ) is denoted by (resp., ). For unexplained notation we refer to [11] [12] [13] [14] .
If is a function on R , theñ( ) = (− ) for ∈ R . is the closed Euclidean ball { : | | ≤ } in R . , and (R ) are their corresponding duals. E ( ) ( compact in R ) is the set of distributions on R with support contained in . The Fourier transform in (R ) is also denoted by ∧ (or F). If ∈ (R ), is defined by ⟨ ,̃⟩ = ⟨̃, ⟩ for all ∈ (R ); thus ∼ coincides with the operator (2 ) − F 2 . When we consider function spaces (or distribution spaces) defined on the whole Euclidean space R , we shall omit the "R " of their notation. The letter will always denote a positive constant, not necessarily the same at each occurrence.
(3) Throughout this paper all vector spaces are assumed complex. By definition, a quasi-normed space is a vector space with a quasi-norm → ‖ ‖ satisfying (i) ‖ ‖ > 0, ̸ = 0, (ii) ‖ ‖ = | |‖ ‖, and (iii) ‖ + ‖ ≤ (‖ ‖ + ‖ ‖), , ∈ , for some independent of , . If is complete, we say it is a quasi-Banach space. The quasi-norm is -subadditive for some > 0 if ‖ + ‖ ≤ ‖ ‖ + ‖ ‖ , , ∈ ; in this case, if is complete, we say it is a -Banach space. Recall that if a quasi-normed space ( , ‖ ⋅ ‖) is locally convex then it becomes a normed space: Let = { : ‖ ‖ < 1} be and let be a balanced convex open neighborhood of 0 such that 
− < 1 we can also define (⋅) as the set of all measurable functions such that | | 0 ∈ (⋅) , where 0 < 0 ≤ − and ( ) = ( )/ 0 . In this case we have , 16] .) (5) If is a compact subset of R and 0 < ≤ ∞, then
) is a quasi-normed space (normed if − ≥ 1) linear space. From the Paley-Wiener-Schwartz theorem it follows that the elements of (⋅) are entire analytic functions of exponential type. When (⋅) ≡ , a constant, then (⋅) = with equality of quasinorms (resp., norms). We shall denote by the collection of all ∈ such that supp̂⊂ ; obviously ⊂ (⋅) . The spaces (⋅) have been introduced and studied in [4] . 
If
) is a quasi-normed space (a Banach space isomorphic to
If every (⋅) ∩ E ( ) is equipped with the topology induced by (⋅) , then (⋅) (Ω) (endowed with the corresponding inductive linear topology) becomes a strict inductive limit
(Each step (⋅) ∩ E ( ) is a quasi-Banach space since it is isomorphic to − (⋅) via the Fourier transform and this space is a quasi-Banach space by [4, Theorem 3.5] . On the other hand, the bilinear mapping ×( ∩E ( )) → ∩E ( ) : ( , ) → is continuous (see [5] )). Finally,
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The topology of this space is generated by the seminorms ( 0 -seminorms when Let ( , ‖ ⋅ ‖ ) be a quasi-normed space whose dual separates the points of and let be the unit ball of . Then is a Banach space under the norm ‖ ‖ = sup{|⟨ , ⟩| : ∈ }. The Banach envelopê of ( , ‖⋅‖ ) is the completion of in the norm ‖⋅‖ defined by
‖ ⋅ ‖ coincides with the Minkowski functional of the convex hull of , ‖ ⋅ ‖ ≤ ‖ ⋅ ‖ and the inclusion →̂is continuous with dense range (if is a Banach space then =̂).̂has the property that any bounded linear operator : → into a Banach space extends with preservation of norm to a bounded linear operator̂:̂→ ; thus (̂) (and ( , ‖ ⋅ ‖ ) ) becomes linearly isometric to (see, e.g., [12, pp. 27, 28] and [18, Section 2] ; in the last paper the Banach envelopes of some Besov and Triebel-Lizorkin spaces are computed; in [19] the Banach envelope of PaleyWiener type spaces is also computed). [20, 21] ; furthermore, in these papers and in [12] , the Fréchet envelopes of several -spaces of holomorphic and harmonic functions are computed.)
The Dual and the Fréchet Envelope of
In [6] , the isomorphism ( 2, (Ω)) ≃ 
. Furthermore, of the embedding
which proves that ∈ . Hence the required conclusion follows easily.
The second part of lemma is obvious taking into account that ‖ ⋅ ‖ * , is a -norm and that [5 Proof. Let ‖ ⋅ ‖ be the quasi-norm on which generates the topology of . Then the identity id : ( , ‖ ⋅ ‖ ) → [T] is an isomorphism. Thus, for every , there exists an > 0 such that ‖ ‖ ≤ ‖ ‖ for all ∈ , and there exist also an integer and > 0 so that ‖ ‖ ≤ ‖ ‖ for all ∈ . Next, fix ≥ . Then, for every ∈ , we have
which shows that on ‖ ⋅ ‖ is a -norm equivalent to ‖ ⋅ ‖ . Furthermore, these inequalities prove immediately that the restriction to of the canonical mapping :
If is complemented in and is a continuous projection in such that Im = , there exist an integer ≥ and a constant > 0 such that ‖ ‖ ≤ ‖ ‖ for every ∈ . Then it is easy to check that, for every ≥ , the mapping :
Finally, if is complete then the extension of tõ,̃, is a continuous projection iñsuch that Im̃= ( ).
Remark 4.
This lemma is well known in the locally convex case (see, e.g., [22] ). (1) The completion of is a -Banach space (∞-dimensional and with separating dual) isomorphic to a subspace of and contains a subspace isomorphic to .
(2) loc (Ω) is not locally convex.
is an isometry, the completion of is a -Banach space isometric to a closed subspace of ∩ E ( +1 ). Let , > 0 be such that < and +1 ⊂ [− , ] and consider the following diagram:
where ∧ is the Fourier transform, is the canonical injection, is the isomorphism defined by ( ) = (( / )⋅), and is the isomorphic embedding defined by ( ) = ( ( ) (2) First we observe that, for each compact ⊂ Ω, the restriction mapping Φ : ∩ E ( ) → loc (Ω) : → ∘ ∘ Ω (here is the natural injection from ∞ 0 into and Ω is the natural extension from
for every ∈ ∞ 0 (Ω) (we have used the continuity of the bilinear mapping × ( ∩ E ( )) → ∩ E ( ) : ( , ) → ; see (6) in Section 1.1). Next we show that the space loc (Ω)
is not locally convex. Suppose otherwise and recall that the family { , : ∈ N, > 0} is a local base of loc (Ω). Then,
given , there exist an absolutely convex neighborhood of 0 and , with > such that , ⊃ ⊃ , and so we have But then, reasoning as in the proof of (1), it is found that contains a subspace isomorphic to which contradicts a result of Stiles (see, e.g., [12, Corollary 2.8] ).
(4) Let be a quasi-Banach subspace of loc (Ω). By using Lemma 3, becomes isomorphic to a complemented subspace of the local -Banach space
for all large enough . But we know by (1) that each of these spaces is isomorphic to a subspace of . This concludes the proof of (4).
Proof. For each let be the normed space ( and . Then, by using the isomorphism and we obtain the following representation of :
Now we shall prove that the mapping
defined by
is an algebraic isomorphism (here ( ) is the sequence which represents to and, for every
, [ ] is the tempered distribution defined by 
Taking here absolute values and using [2, Lemma 3.2.5], we get
Therefore 19) holds for all ∈ .
We have proved that Φ (⋅) is well defined, and it is obvious that it is linear. If Φ (⋅) ( ) = 0 then ⟨ , ⟩ = 0 for all ∈ , but is dense in 
and we show that it is continuous. These integrals converge because
, and 
holds for all ∈ loc (⋅) (Ω) and so ∈ (
represents to and recall that = ( = 1, 2, . . .) and
holds for all ∈ . Finally, if (⋅) ≡ and 0 < ≤ 1 then the HardyLittlewood maximal operator is bounded on / 0 for each ,̂is also a linear and continuous mapping from [S] into [S] . Furthermore, if ∈ [S] and ( ) is a sequence in convergent to in
Therefore, Im̂= [S] . To conclude we check that̂is a projection: If ∈ and ( ) is a sequence in such that lim
The continuity of the mapping follows from the fact that every ( , )-bounded subset of is S-bounded subset of (by (1), S = ( , )). and is an isomorphism of onto (these spaces equipped with the norms ‖ ‖ = sup ‖ ‖ ≤1 |⟨ , ⟩|, ‖ ‖ = sup ‖ ‖ ≤1 |⟨ , ⟩|, resp.): It suffices to take into account that if is a Banach space and a dense linear subspace; then every bounded subset of is contained in the closure of a bounded subset of .
Thus Theorem 7 recovers known results (see, e.g., [18, Theorem 5] ).
In Proposition 9 and Theorem 10 we will use the same notation as in the proof of Theorem 6. 
holds for all ] ∈ ∞ ∩ E ( ), which shows the continuity of Φ
. By a result of Vogt [10] 
for all ∈ ∞ 0 (Ω). Since 
