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Abstract—This paper presents a methodology to process air-
borne interferometric synthetic aperture radar (SAR) data to
measure surface velocity fields (SVFs) of temperate glaciers, and
applies it to data acquired over the Aletsch glacier. The first part
of this paper deals with the main limitation in airborne interfero-
metric SAR to retrieve reliable interferometric products, namely,
the existence of the so-called residual motion errors—inaccuracies
on the order of a few centimeters in the navigation system. An
extended multisquint approach is proposed for their estimation in
the case of nonstationary scenes. The second part of this paper
expounds an efficient methodology to derive SVFs with airborne
systems, where the line-of-sight displacement is estimated using
differential interferometry and the along-track component by
estimating the azimuth coregistration offsets. The necessary steps
to finally obtain the 3-D SVF are also presented, as well as the
possibility of combining different acquisition geometries. Airborne
interferometric SAR data acquired by the Experimental SAR
system of the German Aerospace Center over the Aletsch glacier,
located in the Swiss Alps, are used to evaluate the performance
of the proposed approach. The motion of the corner reflectors
deployed in the scene is retrieved with an accuracy between 1 and
5 cm/day using L-band data.
Index Terms—Cryosphere, differential synthetic aperture radar
(SAR) interferometry (DInSAR), SAR interferometry.
I. INTRODUCTION
THE MONITORING of alpine glaciers is essential to pre-dict their evolution under the threat of global warming.
However, data are often scarce (covering a few glaciers),
given the difficulties in making field measurements in such
high-altitude and remote scenarios. A solution is provided
by remote-sensed synthetic aperture radar (SAR) data, which
offers the possibility of obtaining surface velocity fields (SVFs)
of glaciers within wide areas and with high accuracy. This
information can be used within ice-flow models to derive the
ice thickness of the glacier [1]. In particular, differential SAR
interferometry (DInSAR) is a well-known technique to measure
surface subsidence/motion for a wide range of applications—
modeling surface deformation, landslides, soil compaction rate,
atmosphere estimation, and glacier monitoring, among others.
Spaceborne SAR systems have already proven the possibility
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to measure the SVFs [2]–[8]; however, the lack of flexibility
in the acquisition configuration, as well as the fixed and usu-
ally too large revisit time, can become a limitation in many
cases. Airborne SAR systems offer an excellent opportunity
to overcome the limitations of spaceborne sensors, given their
inherent flexibility in the sense of data-acquisition geometry
and used wavelength, not to mention their higher spatial res-
olution. However, the processing of airborne data is not as
straightforward as in the spaceborne case. The fact that the
platform does not follow an ideal linear trajectory does not turn
out to be a problem itself, considering that an efficient motion
compensation (MoCo) is possible [9]–[11]. However, the main
drawback is the existence of the so-called residual motion errors
(RMEs)—inaccuracies in the navigation data on the order of
a few centimeters. Such azimuth-varying errors can strongly
limit the accuracy of the obtained interferograms, completely
masking the motion to be measured.
This paper presents, for the first time, SVFs derived from
airborne SAR interferometry. The first part of this paper
(Section II) deals with the estimation of RMEs in nonstationary
scenes. Among existing algorithms for estimating RMEs are
those that estimate the difference between individual RME
in an interferogram, i.e., the baseline error [12]–[15]. These
approaches rely on the integration of the azimuth coregistration
error between the interferometric images, considering that such
offsets occur due to the presence of RMEs. Therefore, if the
scene is experiencing some along-track motion, a biased esti-
mation of the baseline error will result. Section II expounds
this problem and proposes a solution based on an extension
of the multisquint (MS) technique [15], which we have named
extended MS (EMS).
The second part of this paper (Section III) is focused on the
estimation of the SVFs of temperate glaciers using multibase-
line airborne SAR interferometry. Once the baseline error is
removed from the interferograms by using MS and EMS, it is
possible to retrieve the 2-D SVFs in the azimuth/slant-range
plane. In particular, conventional DInSAR is used to obtain the
line-of-sight (LOS) displacement of the glacier, whereas
the spectral diversity (SD) technique [16] is used to retrieve
the along-track displacement. Note that an important advantage
of using coherent techniques is that they do not rely on tex-
ture, hence working in areas with homogeneous backscattering.
Section III discusses the necessary processing steps, including
also the retrieval of the 3-D SVFs and the combination of
different configurations.
0196-2892/$25.00 © 2008 IEEE
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Finally, Section IV evaluates the performance of the
proposed approach using airborne data acquired by the
Experimental SAR (E-SAR) system of the German Aerospace
Center (DLR) in the frame of the SWISAR campaign. The
data were acquired at X-, C-, L-, and P-bands over the Aletsch
glacier of the Swiss Alps in the years 2003 and 2006.
II. EMS
This section describes the retrieval of relative RMEs, i.e.,
baseline errors, in the presence of a nonstationary scene. As it
will be shown, the effects of the RMEs and a real azimuth dis-
placement in the scene between the acquisitions, from now on
called a true coregistration error (TCE), are similar. Therefore,
the separation of these two effects can become problematic.
Section II-A explains the coupling between these two contri-
butions, whereas Section II-B proposes an efficient solution for
separating them on a pixel-by-pixel basis.
A. Problem Statement
Let us consider two interferometric signals, master and slave,
where the master image is considered to be RME-free, while the
slave image is affected by an RME, whose projection in LOS
yields the following phase error:
φrme(t) =
4π
λ
Δrrme(t)
≈ 4π
λ
·
(
a0 + a1 · (t− tc) + a22 · (t− tc)
2 + · · ·
)
(1)
where t is the azimuth time, λ is the wavelength, ai represents
the coefficients of the Taylor approximation around tc of the
error in the LOS Δrrme(t), and tc is the beam-center time
instant, i.e., the time when the target is at the center of the beam
tc = t0 − r0
v
tanβ (2)
where t0 is the zero-Doppler time, r0 is the closest approach
distance, v is the forward velocity, and β is the processed squint
angle. The 1-D compressed master signal in a zero-Doppler
geometry using matched filtering is given by
sm(t) = sinc (B · (t− t0)) · exp[jφm] · exp [j2πfc · (t− t0)]
(3)
where sinc(x) is the sin(πx)/(πx) function, B is the signal
bandwidth, fc is the Doppler centroid, and φm is a constant
phase value. In the case of the slave signal, the linear component
of the RME of (1) will introduce a shift in the impulse response
given by [10], [17]
Δtrme(tc;Lsa) = − r0
v2
∂Δrrme(t)
∂t
∣∣∣∣
t=tc
≈ −r0a1
v2
(4)
where the dependence of Δtrme on the synthetic aperture length
Lsa is also stated. Aside from this shift, the slave signal is also
affected by a coregistration error Δttce due to the relative move-
ment of the scene in the time interval between the acquisitions,
where the subscript tce stands for the TCE. Consequently, the
slave compressed signal is given by
ss(t) = sinc (B · (t− t0 −Δtrme(tc;Lsa)−Δttce(t0)))
· exp[jφs] · exp
[
j
4π
λ
a0
]
· exp [j2πfc · (t− t0 −Δtrme(tc;Lsa)−Δttce(t0))]
(5)
where the effects of second and higher order terms have not
been considered. The dependence of Δtrme with tc states that
the induced shift due to the RMEs depends on the squint angle
used to focus the signal, for a different squint angle implies
a different time instant [see (2)] and, consequently, a different
RME. Therefore, the final shift due to the RME will depend on
the linear term of the RME along the processed aperture Lsa
(processed bandwidth) for a given squint, or in other words,
it will depend on the portion of the track used to focus the
signal. On the other hand, Δttce depends on the target position
t0 and, hence, is independent of both the processed squint and
the processed aperture.
A suitable approach in estimating the coregistration er-
ror between two signals is the SD technique [16]. It con-
sists of generating two low-resolution signals sAi and sBi by
splitting the spectrum of the full-resolution one, where the
superscripts A and B denote the different looks. By combining
the master and slave looks in the following manner:
ssd(t) = sAm(t) · s∗As (t) ·
(
sBm(t) · s∗Bs (t)
)∗ (6)
a differential interferogram is retrieved, whose phase informa-
tion is related to the coregistration error with
Δt(t) =
arg{ssd(t)}
2π · (fAc − fBc )
(7)
where fAc and fBc are the central frequencies of the looks.
Therefore, the coregistration error is estimated on a pixel-
by-pixel basis. Nevertheless, a filtering approach is usually
performed to reduce the phase noise in the differential phase.
The SD technique has been reported to achieve the Cramér–Rao
bound for the estimation of the differential shift when the
separation of the looks and their width are both equal to 1/3
of the full bandwidth [18].
The technique presented in [13] exploits the possibility of
estimating the baseline error using SD based on the fact that
Δtrme(tc;Lsa) depends on the squint angle used to focus the
signal. The SD phase difference between two consecutive pixels
will be slightly different, considering that their relative shift is
1/PRF. Consequently, their Δtrme(tc;Lsa) will depend on the
linear terms of the RMEs along their corresponding synthetic
apertures. Therefore, the measured coregistration error along
the azimuth is indeed the derivative of the baseline error so that
after a proper scaling and integration, the baseline error can be
retrieved [13]–[15].
The MS technique [15] enhances the initial approach by
using multiple looks instead of only two. It generates N − 1 SD
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phases based on (6) from N overlapped looks, which have
a small width compared with the full-resolution bandwidth
(for the E-SAR system, the look bandwidth is usually selected
between 15 and 30 Hz, considering that it depends on the
characteristics of RMEs for a particular aircraft and navigation
system). Afterward, the SD signals are aligned to the geometry
of the track by applying a range-dependent shift given by
Δti(r) =
r
v
tan β¯i,i+1 (8)
where βi,i+1 is the mean squint between the two consecutive
looks i and i + 1. This shift is necessary because the signal is
focused in a zero-Doppler geometry; however, the location of
the baseline error depends on the aspect angle used to focus
the look. Finally, the differential phases are coherently added
in order to reduce the phase noise. The reason for generating
several looks is because of the behavior of the RMEs. If a
large separation between looks is selected, then the RMEs
are no longer linear through the two looks, resulting in an
underestimation of the final baseline error, and similarly, a
small look bandwidth ensures that the error is approximately
linear. Considering that only two small looks would give a noisy
result, several looks are generated instead, making use of the
whole available bandwidth. Furthermore, an iterative approach
is recommended in order to remove the underestimation.
In SD-based techniques for estimating RMEs, it is assumed
that the only coregistration error in azimuth comes from the
RMEs. This is usually a valid assumption when interferometric
airborne data are processed with the same azimuth sampling
and when parallel tracks are used. It ensures that the images
are automatically aligned in the azimuthal dimension, but for
a possible constant offset and the possible presence of the
RMEs. However, if a localized TCE is present, the conventional
approach will yield a biased estimation of the baseline error,
hence degrading the final interferometric product. One might
think of the possibility of masking the area where the motion
is taking place, provided that it is known beforehand (which
is the case in a glacier scenario). However, this option might
result in insufficient data in areas under study where the motion
area is large, as it is the case in the results shown in Section IV.
In the following, an approach based on MS is proposed, which
separates the two contributions on a pixel-by-pixel basis, hence
allowing for a proper estimation of the baseline error, as in the
case of a stationary scene.
B. EMS
The SD phase between the three equidistant looks A, B, and
C can be written as
dA,B(t) = 2πΔf ·
(
Δtrme
(
t− r0
v
tan β¯A,B
)
+ Δttce(t)
)
dB,C(t) = 2πΔf ·
(
Δtrme
(
t− r0
v
tan β¯B,C
)
+ Δttce(t)
)
(9)
where Δf is the difference between the center frequencies.
On the one hand, it can be observed that the contribution to
Fig. 1. Block diagram of the EMS approach. SLC stands for single-look
complex and SD for spectral diversity.
the differential phase of the TCE Δttce remains unchanged,
independent of the look combination used. On the other hand,
the vector Δtrme is shifted between the different looks an
amount given by the distance between them. Hence, the N − 1
SD phases can be written as:
di(x)= f˙be(x− r0 tan β¯i,i+1) + gtce(x) ∀i=1, . . . , N − 1
(10)
where f˙be(·) corresponds to the derivative of the baseline error
(subscript be) and is related to Δtrme; gtce(·) corresponds to
the contribution of the TCE; and the space variable x is used in
substitution of the azimuth time t, for convenience. Note also
that the range dependence has been omitted for simplicity.
Fig. 1 shows the proposed method to retrieve the baseline
error without introducing a bias due to the TCE. From the
N looks, N − 1 SD phases can be generated. The proposed
solution, in order to separate the derivative of the baseline error
from the TCE, is to take the difference between two adjacent
SD phases. By doing so, the TCE given by gtce(x) will be
completely removed. Therefore
d˙i(x) = f˙be(x− r0 tan β¯i+1,i+2)
− f˙be(x− r0 tan β¯i,i+1) ∀i = 1, . . . , N − 2.
(11)
Moreover, if the squint centers are equispaced, it turns out
that (11) is nothing but the second derivative of the baseline
error, i.e.,
d˙i(x) ≈ f¨be
(
x− r0 tan β¯′i
) ∀i = 1, . . . , N − 2 (12)
where β¯′i is the mean squint between squints β¯i+1,i+2 and
β¯i,i+1. This way, N − 2 differential SD phases are retrieved.
Similar to conventional MS, all differential SD phases need to
be aligned to the same geometry, where the shift is now given
by the mean angle β¯′i. Each differential SD phase contains the
same valuable information, i.e., the second derivative of the
baseline error in the LOS ¨los(x, r), and in order to reduce
the phase noise, they are all added in the complex domain.
Then, a model-based inversion (based on an least-squares (LS)
solution), as presented in [15], is carried out to retrieve the
second derivative of the horizontal ¨y(x) and vertical ¨z(x)
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baseline errors. Finally, a two-step integration yields the desired
solution
i =
x′1∫
0
x′2∫
0
¨i
Δx1 ·Δx2 dx
′
1dx
′
2, i = {y, z} (13)
with
Δx1 = r0 · (tanβ1 − tanβ0) (14)
Δx2 = r0 · (tan β¯1,2 − tan β¯0,1) (15)
where Δx1 is the distance corresponding to two consecutive
looks and Δx2 corresponds to the distance between the center
frequencies of two SD phases.
One drawback of this approach is that aside from the constant
and linear components of the baseline error, the quadratic com-
ponent of the baseline error also remains unknown. Note that
the original MS approach has the main limitation that constant
and linear terms cannot be estimated. In [15], a solution is
proposed to estimate them by means of an external digital
elevation model (DEM) and an LS estimation. Similarly, the
quadratic component can be added to the model to estimate it.
The procedure consists in subtracting, from the interferometric
phase, the synthetic phase computed with the DEM. Then,
an LS estimation is applied to this residual phase to estimate
the constant, linear, and quadratic terms of the baseline error.
However, it has been found experimentally that with the E-SAR
system, the quadratic component of the baseline error can be
neglected for long data takes.
Due to the two-step integration, the EMS is more sensitive
to phase noise compared with the conventional approach. The
performance will mainly depend on the coherence of the scene;
in practice, however, several iterations should be carried out
to better estimate the baseline error. Once the baseline error
is estimated, the track of the slave image can be updated with
y and z so that both images will have the same RME after
reprocessing, hence canceling out after the interfereogram gen-
eration. Finally, any azimuth coregistration error in the scene
will correspond to a TCE, which can be efficiently estimated
using the SD [16].
The main assumption made in the EMS approach is that
the azimuthal coregistration error is not larger than the pixel
resolution of a look. This usually applies for RMEs with the
E-SAR system. However, this might not be the case with the
azimuthal glacier movement so that special care must be taken
in this case. Nevertheless, in the results shown in Section IV,
the maximum azimuthal displacement of the glacier after one
day is around one half of the azimuthal image resolution of the
single-look complex for a processed bandwidth of 100 Hz.
Concluding, the proposed EMS technique allows for the
separation of RMEs and a TCE on a pixel-by-pixel basis based
on the different nature of these two phenomena. Therefore, to-
gether with the LS estimation to retrieve the individual vertical
and horizontal deviations, it turns into an efficient approach.
Further, less accurate approaches to separate the RME and
the TCE based on their different natures are commented in [19].
Fig. 2. Block diagram of the implemented processing chain to obtain the
3-D SVFs. ECS stands for extended chirp scaling, TAD for topography- and
aperture-dependent (MoCo algorithm), SD for spectral diversity, and WLS for
weighted least squares (estimation).M is the motion vector.
III. METHODOLOGY TO RETRIEVE SVFs WITH
AIRBORNE INTERFEROMETRIC SAR
The previous section dealt with the particularities of airborne
systems in repeat-pass scenarios, where RMEs must be com-
pensated. This section presents the methodology to retrieve the
3-D SVFs using multibaseline airborne SAR interferometry, as
several steps must be carried out in order to retrieve reliable
displacement information in the airborne case. In particular, the
classical three-image DInSAR approach [20], [21] is used to
retrieve the LOS displacement, where two images are acquired
the same day and a third one (the long-term slave) is acquired
after the event. In addition, the along-track displacement is
retrieved by estimating the azimuth offsets between the master
image and the long-term slave. In the present case, the SD tech-
nique is used [16]. Section III-A expounds the interferometric
processing chain, whereas Section III-B details the procedure
to obtain the 3-D SVFs.
A. Interferometric SAR Processing
Fig. 2 shows the proposed processing chain. The different
steps are described next.
1) Preprocessing: In order to ease the forthcoming interfer-
ometric processing, several issues should be considered. On the
one hand, the reference tracks should be parallel and with the
same azimuth sampling for the three acquisitions. By doing so,
the images will be automatically aligned along the azimuthal
dimension, but for the existence of RMEs and TCE. On the
other hand, the strong topography present in the scene must
be considered during MoCo. As already discussed in several
sources [10], [11], the assumption of a constant reference
height, which is the standard approach when focusing SAR
data using Fourier-based processing algorithms [9], [17], can
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introduce severe phase and azimuth coregistration errors in
repeat-pass scenarios. Therefore, an external DEM is manda-
tory, taking into account that its accuracy and resolution will
have a direct impact on the accuracy of the retrieved SVFs.
There are several possibilities in order to take into account
the topography, such as time-domain approaches [22] and
topography- and aperture-dependent (TAD) MoCo algorithms
[10], [11], [23]. With the use of the reference tracks, the external
DEM is back-geocoded to the azimuth/slant-range plane, which
is then used to compute the synthetic phase. The back-geocoded
DEM is used by the TAD algorithm and for the computation of
the local off-nadir angle, whereas the synthetic phase is used
during the interferometric processing—range coregistration,
coherence computation, and phase unwrapping.
2) SAR Processing: The raw data are focused using the
extended chirp scaling (ECS) algorithm with the integrated
two-step MoCo [9], whereas the subaperture topography- and
aperture-dependent (SATA) algorithm [11] and the precise
topography- and aperture-dependent (PTA) algorithm have
been selected as TAD algorithms to accommodate the strong
topography of the scene. In particular, SATA is used for the
L-band data sets, whereas PTA is used with the P-band ones,
as the resolution in the accommodation of the topography for
SATA is degraded at lower frequencies [23].
3) Estimation of the Baseline Error: The conventional MS
approach [15] is used with the short-term interferogram,
whereas the EMS algorithm presented in Section II-B is used
with the long-term one. Afterward, the slave tracks are updated
with their corresponding baseline errors and are reprocessed.
This way, all images have the same RME as the master image
so that any combination of images will result in interferograms
free of azimuth-varying baseline errors.
4) Interferometric Processing: A conventional interfero-
metric processing is carried out. First, the range coregistration
offsets computed from the external DEM are used to carry out
the range interpolation for both slaves. The interferogram can
now be generated for the short-term pair, as no TCE is present.
However, SD is applied in both dimensions to estimate the
TCE in the long-term interferogram. The retrieved offsets are
used to further correct the coregistration values of the long-
term slave. Finally, the long-term interferogram is generated,
and a classical three-image DInSAR approach is performed in
order to estimate the LOS displacement Δrlos. Together with
the along-track displacement Δxsd estimated before with SD,
the 2-D SVFs of the glacier in the azimuth/slant-range plane is
retrieved. It should be stressed that due to the azimuth-varying
baseline of airborne systems, the real track deviations should
be used to compute the height sensitivity, which is used to
scale the residual interferometric phases during the DInSAR
processing [24].
B. Retrieval of the 3-D SVFs
Once the 2-D SVF has been estimated, it is then possible to
retrieve the 3-D one. To do so, it is necessary to make some
assumptions, considering that for every pixel, only two mea-
surements are available, which are Δrlos and Δxsd; however,
there are three unknowns for the displacement. This can be
solved by assuming that the glacier flows in the direction of the
maximum slope and that there is no emergence/submergence
subsidence (surface parallel flow assumption) [6]. With the ex-
ternal DEM, it is possible to estimate the depression angle and
orientation of the slope, yielding the direction of the movement,
so that only the magnitude of the displacement M is unknown.
Considering that, now, two measurements are available with
only one unknown, a weighted LS (WLS) estimation to retrieve
the magnitude of the displacement M can be performed using
M = (HTWH)−1HTWΔ (16)
with
H =
[
eˆM · eˆlos
eˆM · eˆsd
]
Δ =
[
Δrlos
Δxsd
]
(17)
W =
[
1/σ2los 0
0 1/σ2sd
]
(18)
where eˆM is the unitary vector indicating the direction of the
maximum slope, eˆlos indicates the LOS direction, eˆsd indicates
the along-track direction of the sensor, σlos and σsd are the
standard deviations of the LOS and along-track measurements,
respectively, and the symbol · stands for the dot product. Note
that, in this case, the computation of the inverse is trivial, as the
term HTWH is a scalar. The phase standard deviations can be
retrieved using
σlos =
λ
4π
√
σ2φlong +
B2⊥,long
B2⊥,short
σ2φshort (19)
σsd =
3
√
3
4
√
Lsd
√
1− γ2long
πγlong
v
PRF
(20)
where the subscripts short and long refer to the short- and
long-term interferograms, respectively, Lsd is the number of
independent looks used to reduce the noise in the SD phase,
γ is the interferometric coherence, PRF is the pulse repetition
frequency, and B⊥ is the perpendicular baseline. The formula
to compute σsd is given in [18], where the separation and width
of the looks for the SD have been selected to be 1/3 of the
processed bandwidth. The phase standard deviation σφ can be
computed using the well-known formula given in [25]
σφi =
1
γi
√
1− γ2i
2Llosi
, i = {short, long} (21)
where Llos is the number of looks applied to the interferometric
phase. Fig. 3 shows the accuracy in the measurement of the
LOS and along-track motions for a different number of looks.
The L-band parameters shown in Table II have been used to
generate the plots, with a ratio between perpendicular baselines
equal to 0.1. As expected, the accuracy of the LOS displace-
ment is more than one order of magnitude more accurate than
the along-track one for an equal number of looks.
A last step involves converting the retrieved 3-D SVF, which
is in a local coordinate frame (with the x-axis pointing to
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Fig. 3. Standard deviation of the estimation for (top) Δrlos and (bottom)
Δxsd for different number of looks. The LOS estimation is almost one
order of magnitude more accurate than the SD one for the same number
of looks.
the along-track direction), to a global reference system, e.g.,
WGS-84 or Universal Transverse Mercator (UTM). It is worth
commenting that the intrinsic flexibility of an airborne platform
allows multiple acquisitions in a short time frame. Therefore,
several tracks can be flown in order to retrieve different pro-
jections of the displacement and consequently obtain a better
estimation of the SVF [4]. In fact, with one more pair of
measurements, e.g., acquired in a track perpendicular to the
previous one, it is possible to avoid any assumption concerning
the direction of the glacier motion, hence estimating directly
the motion vector M [8]. The system of equations, in that case,
would be ⎡
⎣ eˆ1..
.
eˆi
⎤
⎦
⎡
⎣MxMy
Mz
⎤
⎦ =
⎡
⎣Δ1..
.
Δi
⎤
⎦ , i ≥ 3 (22)
where the subscript i indicates different measurements either
in LOS or along-track. The solution can be retrieved again
via WLS. However, it will be necessary to transform all
unitary vectors of the different slant-range geometries to the
same coordinate system. Section IV shows an example using
two DInSAR and two SD measurements obtained with two
perpendicular configurations.
As a final comment, note that because two measurements are
available, an altenative approach for (16) would be to project
the displacements on the plane defined by the slope, instead of
using the slope vector, so that the x and y components of the
velocity are retrieved while the z component is constrained by
the slope [4].
IV. EXPERIMENTAL RESULTS
Data acquired by DLR’s E-SAR system are used to validate
the proposed approach. The data were acquired over the Aletsch
TABLE I
E-SAR FLIGHTS WITHIN THE SWISAR CAMPAIGN
TABLE II
MAIN SYSTEM AND PROCESSING PARAMETERS (L-/P-BANDS)
glacier (located in the Swiss Alps), in the frame of the SWISAR
campaign, in the years 2003 and 2006. Several data takes were
performed at P-, L-, C-, and X-band; however, only P- and
L-band were acquired on two consecutive days in order to
perform differential interferometry. Table I summarizes the
acquisitions, whereas Table II shows the main system and
processing parameters for P- and L-band. The flight altitude
above mean sea level was around 6000 m, and considering that
the aircraft, a Dornier 228, is not pressurized, the crew had
to wear oxygen masks during the flights. The configuration
acronyms stand for Fieschersattel (FISA) and Jungfraujoch
(JUJO), named after two geographical locations in the area.
Fig. 4 shows the flight configuration, where it can be noted
that the FISA configuration was acquired from opposite flights
in 2003 and 2006. Note also that there are only two P-band
acquisitions for every configuration so that, in this case, the ex-
ternal DEM is used to remove the topography when performing
DInSAR. It is worth mentioning that although the long-term
flights were acquired with a mean baseline of 0 m, motion
deviations from the reference track introduce a small azimuth-
varying baseline, hence being sensitive to the topography and
requiring a third image or a DEM to remove it.
Section IV-A shows results to validate the EMS technique
with one of the L-band data takes, whereas Section IV-B
focuses on the retrieval of the SVF of the Aletsch glacier.
A. EMS Validation
This section presents results to show the performance of the
proposed EMS approach with L-band data corresponding to
the 2003 campaign. In particular, the baseline error was com-
puted between acquisitions 0305 and 0401, i.e., with a one-day
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Fig. 4. Flight configuration for 2003 and 2006 campaigns. Both the P- and
L-band antennas are left-looking.
Fig. 5. Spectral diversity phases of different looks between two images where
a TCE is present. The vertical stripes correspond to the derivative of the baseline
error, whereas the large red patch on the right side of the image corresponds to
an area experiencing a TCE. The azimuth direction is horizontal and the range
one is vertical, with near range on top of the images.
difference in order to have a TCE. The number of generated
looks was N = 9, with a bandwidth of 30 Hz each and with
center frequencies equal to −60, −45, −30, −15, 0, 15, 30, 45,
and 60 Hz (note that, in this case, the processed bandwidth was
200 Hz to allow for a better performance). The resulting number
of SD images is therefore eight, and their phases are shown in
Fig. 5. First of all, one can notice the vertical stripes, which
correspond to the baseline error, and how they shift in azimuth
between consecutive looks. However, the interesting effect to
note is the big red patch on the right side of the image, which
can be observed in all of them. This patch corresponds, indeed,
to a TCE, and it does not move for different SD phases. On the
left side of the image, there is also some area experiencing a
TCE (blue area); however, in this case, it is more difficult to
see, considering that the TCE is smaller. If these SD images are
aligned and added to estimate the baseline error, a bias will be
Fig. 6. Differential SD phases of the SD phases shown in Fig. 5. In this case,
the vertical stripes correspond to the second derivative of the baseline error,
whereas the contribution due to the TCE has been canceled out. (Bottom right)
Coherent addition of the differential SD phases after aligning them to the track
geometry (beam-center geometry), which helps in reducing the phase noise.
The azimuth direction is horizontal and the range one is vertical, with near
range on top of the images.
Fig. 7. Estimated baseline error using the EMS at mid range for the (solid)
first, (dotted) second, and (dashed) third iterations. FISA configuration, L-band,
2003 campaign.
introduced due to the undesired effect of a TCE. Therefore, the
solution proposed in this paper is to use EMS by just making the
difference between two consecutive SD phases. Consequently,
the TCE contribution cancels out, as it remains constant among
looks. Fig. 6 shows this effect by showing the seven differential
SD phases. These phases correspond to the second derivative
of the baseline error, and note how the effect due to the TCE
is no longer visible. The drawback is that the noise level has
increased; however, it is effectively reduced when all phases
are aligned and added, as shown in the bottom right image
of Fig. 6. Finally, the baseline error is retrieved after applying
the LS estimation to the differential SD phase and integrating
twice as expressed in (13). Fig. 7 shows the estimated baseline
error in LOS at midrange. The result after the second and third
iterations is also shown, proving that the baseline error can be
properly estimated and removed. Correcting the baseline error
ensures that any remaining coregistration error comes from a
TCE and, also, the phase accuracy is improved.
B. SVF of the Aletsch Glacier
Fig. 8 shows the reflectivity image at L-band for the 2006
acquisition, whereas Fig. 9 shows the external X-band DEM
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Fig. 8. L-band reflectivity image for the 2006 campaign, FISA configuration.
Fig. 9. X-band DEM used during MoCo for the 2006 campaign. The cross
and the black circles indicate the location of the CRs in the 2003 and 2006
campaigns, respectively. The black triangle indicates the location of the scien-
tific observatory located at Jungfraujoch.
in a UTM projection. This DEM was computed from single-
pass interferometric SAR data acquired by the E-SAR system
during one of the two days of the campaign. Note that two
DEMs were generated, one for each year, considering that large
changes can occur even in a few months’ difference due to the
fast glacier dynamics. In order to improve the quality of this
DEM, the X-band data were reprocessed with a TAD algorithm
using the DEM of the first iteration. Then, after processing an
L-band short-term interferogram, an L-band DEM was re-
trieved, which was used to reprocess the data. By doing so
ensures that the heights of the DEM correspond to an L-band
phase center rather than to the X-band one, improving, this
way, the performance of the MoCo step and avoiding undesired
azimuth shifts due to unknown topography [24]. Note that this
approach was not possible with the P-band, as there were no
short-term acquisitions available. Nevertheless, the P-band data
were processed using the L-band DEM.
The calibration of the interferometric phase before applying
DInSAR is a major issue in airborne SAR. Usually, the largest
error that remains after applying MS is a constant baseline
Fig. 10. Retrieval of the 2-D SVFs. (Top) Along-track displacement mea-
sured with SD. (Middle) LOS displacement measured with DInSAR. (Bottom)
Combination of both. FISA configuration, L-band, 2003 campaign. Scene
dimensions: 6.8 km × 1.4 km (azimuth × slant range).
error [15]. One can estimate it using an external DEM or two
corner reflectors (CRs) located at different range distances. The
latter option is not possible in the 2003 campaign, considering
that there was only one CR available. In the 2006 campaign,
there were only two CRs; thus, calibrating with them would not
allow one to evaluate the accuracy of the proposed approach.
Therefore, the calibration of the constant baseline error was
performed using the external DEM.
After applying the processing chain expounded in
Section III-A to each group of images (see Table I), several
SVFs were retrieved. Fig. 10 shows the estimated along-track
and LOS displacements with the corresponding 2-D SVFs for
the 2003 campaign in the FISA configuration. From the 2-D
SVFs, it is clear that the along-track information is very valu-
able, considering that in some areas, the DInSAR measurement
cannot yield any estimation due to the lack of movement in the
LOS. Fig. 11 shows the same configuration as Fig. 10 but for
2006, also at L-band. The areas circled in white in the LOS
displacement images of Figs. 10 and 11 show quite different
estimated motions due to the fact that in the 2003 campaign,
the LOS vector eˆlos was almost perpendicular to the motion
vector eˆM, resulting in an almost zero motion measurement.
Fig. 12 shows the along-track and LOS displacements to-
gether with the 2-D SVFs of the JUJO configuration. The
estimated motion in the along-track is noisier than in the
FISA configuration, as the coherence is, in general, lower (see
coherence analysis in the following). Finally, Fig. 13 shows the
retrieved 3-D SVFs in UTM coordinates for both the L- and
P-bands in the FISA configuration, obtained after applying (16).
Fig. 14 shows the one-day coherences at L-band for the
2003 and 2006 campaigns. It is interesting to observe that for
FISA 2006, the (left side in the middle image) higher part of
the glacier is quite coherent, in opposition to the lower part.
This occurs due to melting in the lower part because of higher
temperatures. The melting and coherence loss is more evident
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Fig. 11. Retrieval of the 2-D SVFs. (Top) Along-track displacement mea-
sured with SD. (Middle) LOS displacement measured with DInSAR. (Bottom)
Combination of both. FISA configuration, L-band, 2006 campaign. Scene
dimensions: 7.6 km × 1.9 km (azimuth × slant-range).
Fig. 12. Retrieval of the 2-D SVFs. (Top) Along-track displacement mea-
sured with SD. (Middle) LOS displacement measured with DInSAR. (Bottom)
Combination of both. JUJO configuration, L-band, 2006 campaign. Scene
dimensions: 7.5 km × 2.3 km (azimuth × slant-range).
in the (bottom image) JUJO configuration. However, this is
not the case for the (top image) 2003 campaign, where the
coherence is kept high all over the observed portion of the
glacier. For the 2006 campaign, the temperature on the science
Fig. 13. Estimated SVFs in UTM coordinates derived from the 2006 acquisi-
tion in FISA configuration for (left) L- and (right) P-bands.
Fig. 14. Long-term coherences at L-band for (top) FISA 2003, (middle) FISA
2006, and (bottom) JUJO 2006.
observatory at JUJO (see its location in Fig. 9) was about
−3 ◦C in October 16 and around 0 ◦C in October 17, whereas,
unfortunately, no weather data are available for the 2003 cam-
paign. The results for the 2006 campaign indicate the altitude at
which temperatures start to increase above the melting point of
snow within the one-day time interval of the two acquisitions.
For October 16/17, 2006, this altitude was about 3200 m. It is
anticipated that frequent monitoring and coherence evaluation
would allow for the estimation and tracking of the so-called
equilibrium line (snow–ice boundary) [26].
The accuracy of the proposed approach can be evaluated
using the positions of the CRs deployed in the scene (see
location in Fig. 9), which were measured using differential
GPS. For the 2003 campaign, the position of the only CR
was measured on October 22 and November 5 so that a mean
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Fig. 15. Estimated motion versus GPS measurement for the CRs in the
(left) azimuth/slant range and (right) UTM coordinates. The colors stand for
the different configurations. (Red) FISA L-band 2006. (Green) JUJO L-band
2006. (Blue) FISA P-band 2006. (Cyan) JUJO P-band 2006. (Magenta) FISA
L-band 2003.
Fig. 16. Estimated SVFs at L-band in UTM coordinates derived from the
combination of the FISA and JUJO configurations in 2006. In this case, the
slope was not used in the estimation.
displacement was computed for the motion in centimeter per
day. In the 2006 campaign, the measurements were performed
within ±2 h of the data acquisitions. The left image of Fig. 15
shows the measurements with respect to the GPS ones for each
DInSAR group in the azimuth and slant-range plane, whereas
the right image shows them in UTM coordinates. In general, it
can be stated that the agreement with the in situ measurements
is acceptable, above all, at L-band.
As commented in Section III-B, the combination of different
acquisition configurations is possible. The FISA and JUJO
configurations of 2006 were combined to obtain the 3-D SVFs
without considering the slope, resulting in the SVFs shown in
Fig. 16. The combination using only the more accurate DInSAR
measurement from each configuration was also performed (note
that, in this case, the slope is needed again). Fig. 17 shows the
measurements in the CRs after combining the information in
these two different ways. Again, results show a good agreement
with the in situ measurements, and note that using the DInSAR
measurement alone improves the accuracy of the result in the
P-band case.
In the following, a discussion on the expected performance is
presented. From the error plots, it can be stated that the accuracy
at L-band is quite good and of about 1–5 cm/day. Nevertheless,
Fig. 17. Estimated motion versus GPS measurement for the CRs when
combining the FISA and JUJO configurations (red) at L- and (green)
P-bands, (left) when using all four available measurements (no slope used) and
(right) when using only the DInSAR estimations plus the slope.
a better performance could be expected, above all, at L-band.
The main effects that affect the final accuracy are as follows.
1) Data Processing: The processing of the data becomes a
challenge due to the high topographic variations, which need
to be considered during the focusing using an external DEM.
Errors in the DEM will degrade the performance, resulting
mainly in undesired coregistration (bias in the estimation of
the along-track displacement of the glacier) and phase (bias in
the LOS measurement) errors [24]. An iterative approach can
be carried out to improve the DEM, something that could not
be done at P-band due to the lack of a short-term pair. The
large differences between the DEM and the P-band phase center
resulted in a poor performance in this case.
2) RMEs: The second main limitation is the existence of
RMEs. Using the proposed MS approach can reduce them to a
large extent; however, phase ramps in azimuth and range might
still persist, which can introduce phase errors as large as 1–5 cm
at the edges of the scene. These ramps can be reduced using
either an accurate DEM or a couple of CRs. Note that in the
former case, the final accuracy will strongly depend on the
accuracy of the external DEM.
3) Coherence: Both along-track and LOS measurements are
subject to the coherence, with the former being much more
sensitive (see Fig. 3). Filtering can improve the estimation to
some extent, at the expense of spatial resolution.
Finally, note that just a few CRs were available during the
campaign. A proper validation should consider several CRs
deployed at different locations of the glacier.
V. CONCLUSION
This paper has shown, for the first time, the possibility of
retrieving the 2- and 3-D SVFs of a glacier using airborne
SAR interferometry. In the first part of this paper, it has been
shown that the main limitation of airborne repeat-pass SAR
interferometry is the presence of the so-called RMEs. Usually,
interferometric techniques based on the azimuth coregistration
offsets between looks are used to estimate the baseline error.
However, any movement of the scene itself in the along-track
direction can lead to a biased estimation of the baseline error
and, hence, to a degraded result. In this paper, a solution has
been proposed to overcome this limitation, which makes use
of the different nature of RMEs and TCE. With the EMS
technique, it is possible to estimate the baseline error without
being affected by the nonstationarity of the scene.
Authorized licensed use limited to: IEEE Xplore. Downloaded on February 4, 2009 at 04:41 from IEEE Xplore.  Restrictions apply.
PRATS et al.: ESTIMATION OF SURFACE VELOCITY FIELD OF ALETSCH GLACIER 429
The methodology to efficiently retrieve the SVFs using air-
borne SAR interferometry has been expounded next. All the
steps, from SAR processing until the reconstruction of the 3-D
SVFs, have been detailed. The availability of an external DEM
is mandatory, considering that it is required for accurate MoCo.
In the presented case, the X-band DEM acquired by the E-SAR
system in the single-pass mode was used in a first iteration,
whereas improved versions based on L-band data were used
in further iterations. In this sense, the quality of the external
DEM plays an important role, as the whole MoCo scheme is
based on it.
Exemplary results have been shown with L- and P-band data
acquired over the Aletsch glacier by DLR’s E-SAR system,
demonstrating the potential of airborne platforms to monitor
SVFs. The combination of different configurations has been
also shown, with the advantage that, in this case, it is not
necessary to use the slope to compute the 3-D SVFs. The use
of the DInSAR measurements allows for a better performance;
however, in the presented results, the slope information had
to be used, as only two measurements were available. Ideally,
a minimum of three configurations using only the DInSAR
measurements would allow an optimum estimation. This option
becomes possible thanks to the flexibility in the flight configu-
ration of airborne SAR systems.
The presented results, together with the evaluation using
the CRs deployed in the scene, which resulted in an accuracy
between 1–5 cm/day at L-band, allow for the validation of
the proposed methodology, hence opening a new possibility to
monitor temperate glaciers.
A future work will address alternative approaches to estimate
the RMEs, such as the use of autofocus techniques using
isolated or pointlike scatterers [27], [28]. Moreover, the analysis
of the derived SVFs as input to glacier flow models will be the
subject of future studies.
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