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ABSTRACT 
 
Interest in use of near- (NIR) and mid-infrared (MIR) spectroscopic methods for soil quality 
assessment has grown rapidly. Ideally robust calibration of models can be developed to rapidly 
and affordably predict soil quality (SQ) indicators that are more costly to measure.  Refinement 
of data libraries and standardization of data processing steps are needed to improve prospects for 
reuse of predictive models. To explore the potential for a regional library to predict SQ, this 
study used 468 topsoil samples collected from Illinois grain farms with loess-derived soils 
where, fields were managed using conventional-tillage, conservation-tillage or organic practices 
and so were expected to vary in SQ. Partial Least Squares Regression (PLSR) and Random 
Forest (RF) algorithms were used to predict SQ indicators, including soil organic carbon (SOC), 
total N (TN), soil C and N ratio (C: N), soil pH, particulate organic matter (POM), potentially 
mineralizable nitrogen (PMN), fluorescein diacetate (FDA) hydrolysis, soil nutrient abundance, 
and productivity proxy Normalized Difference Vegetation Index (NDVI), using the whole NIR 
or MIR spectra or reduced data sets comprised of spectral features associated with organic 
functional groups. Monte Carlo feature selection (MCFS) was used as a variable selection tool 
for PLSR spectra refinement. Overall, NIR models slightly outperformed MIR models and, both 
NIR and MIR methods were better able to predict SOC, Ca, TN, Mg, and PMN than other SQ 
indicators. While RF models slightly outperformed PLSR models when estimating a range of SQ 
indicators in NIR regions that fell within the midrange of the data set; PLSR performed better 
than RF for most SQ indicators using MIR spectra and had a better estimation on high or low soil 
property values. Neither NIR nor MIR model performance was improved when spectral ranges 
primarily associated with organic functional groups were used, but variable selection did 
significantly improve MIR model performance (p < 0.01). Unfortunately, soil region, not 
management, explained most differences among samples, suggesting that within IL croplands, 
spectral features associated with mineralogy overwhelm information about SQ obtained from 
this technique. Our evaluation suggests that development of robust prediction models should rely 
not only on careful interpretation of statistical techniques used to select peaks retained, but also 
careful consideration of their physical meaning.  
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CHAPTER 1   REVIEW OF INFRARED SPECTROSCOPY 
APPLICATIONS ON SOIL AND METHODS FOR SOIL QUALITY 
ASSESSMENT 
 
ABSTRACT 
Desire for rapid soil health assessment has prompted research to develop models based on 
infrared (IR) spectroscopy to predict soil quality (SQ) indicators commonly included in 
minimum data sets (MDS) used to quantify soil condition. These include: soil organic C (SOC), 
total N (TN), bulk density (BD), potentially mineralizable N (PMN), microbial biomass C 
(MBC), soil pH, electrical conductivity (EC), aggregate stability (AGG) or water stable 
aggregates (WSA), mean weight diameter (MWD), soil C to N ratio (C: N), particulate organic 
matter (POM), fluorescein diacetate (FDA) hydrolysis, and soil extractable nutrients. While 
numerous studies have shown that IR models with adequate explanatory power can be developed 
with spectral libraries, few models have been reliably re-applied to new datasets. After failing to 
successfully apply a recently developed National IR model for SOC to a regional library, spectral 
regions explanatory for soil physical meanings were explored. Generally, regions associated with 
soil organic functional groups are 1100 - 1200 nm, 1450 - 1750 nm, and 2000 - 2500 nm for 
near-infrared (NIR) spectra, and 1250 - 1750 cm-1, and 2850 - 3000 cm-1 for mid-infrared (MIR) 
spectra. Literature was reviewed to identify spectral features that are frequently retained in 
models to determine whether there is consensus about which features have predictive values and 
discover whether features that were retained were chromophoric in nature. Following this, model 
develop protocols were summarized in an attempt to help formalize methods to include a series 
of transparent, reproducible steps. This is needed to help analysts compare aspects of data 
processing and model calibration process, and identify, interpret and retain important spectral 
features in order to increase prospects for IR model reuse. 
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1.1   INTRODUCTION 
Renewed concern over finite soil resources and soil health has increased interest in soil 
assessment methods that can track soil quality, which is closely linked to ecosystem productivity, 
environmental quality, and plant and animal health (Doran and Parkin, 1994). Efforts to assess 
soil quality have traditionally relied on soil quality (SQ) indicators that are responsive to 
agricultural management, indicative of soil ecosystem functions, and accessible to decision 
makers and land managers (Doran, 2002). Because combinations of SQ indicators are needed to 
describe soils’ multiple functions (Gil-Sotres et al., 2005), soil quality assessment can be costly 
in terms of time and money required to complete analyses. Technical and analytical methods 
capable of estimation of multiple SQ indicators could offer significant benefits for soil quality 
assessment. Using IR methods, soil samples can be scanned within several minutes to generate 
spectra that reflect the chemical composition, which can then be related to multiple SQ indicators 
by extrapolating results obtained from traditional laboratory soil assessments through statistical 
techniques (Bertrand et al., 2002). Advances in spectroscopy and computational capacity have 
made the implementation of infrared (IR) techniques desirable, since it is rapid, cost-effective, 
and non-destructive (Cohen et al., 2005). To predict SQ indicators, the collected soil IR spectra 
need to be processed and analyzed. The choice of suitable process and analysis technique should 
be included within the model-building framework so that models can be optimized on a case-by-
case basis. Framework for local IR model building should also involve steps solving validation 
and interpretation issues. 
Recently, efforts have been made to develop IR calibration models with the capacity to estimate 
soil properties at national or even global scales (Baldock et al., 2012; Brown et al., 2006; Stevens 
et al., 2013). The goal to develop models stems from the assumption that the robustness of 
calibration models will depend upon the extent to which samples fall within the property domain 
of the calibration sets (Brown et al., 2005; Murphy et al., 2009). To explore model-reuse 
potential, we obtained the near-infrared (NIR) model developed by Natural Resources 
Conservation Service (NRCS) for 30 of the conterminous United States (Wills et al., 2014). We 
applied it to soil samples from Illinois farm fields (that data set is described more fully in 
Chapter 2) to predict SOC contents and found very poor prediction results (R2 of 0.25) 
(APPENDIX A). Disparities among IR spectra of national library and local library may limit the 
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utility of large-scale predictive models. Additionally, important features associated with SOC 
may not be notable enough to discern when spectra were incorporated into a data set representing 
a larger geographic and mineralogical range (Gogé et al., 2014). It is therefore hypothesized that 
the performance of regional IR models may be enhanced if we could better utilize the most 
significant or explanatory spectral features. This chapter considers approaches to select IR 
spectral features with high explanatory power for use within predictive models that might be able 
to satisfactorily estimate soil components using regional spectral libraries.  
The objectives of this chapter were to: (1) identify indicators commonly used in MDS developed 
for soil quality evaluation in croplands; (2) propose data reduction methods and tools for 
building refined NIR and mid-infrared (MIR) spectra; and, to (3) outline a framework for 
spectral analysis and model development and evaluation to estimate soil quality.   
1.2   SOIL QUALITY INDICATORS AND MANAGEMENT GOALS 
1.2.1   Minimum Data Sets for Soil Quality Assessment 
Soil quality is a key factor determining land use potentials and is closely related to agriculture 
sustainability (Herrick, 2000). To quantitatively evaluate soil health of agricultural lands, 
Gregorich et al. (1994) proposed the use of minimum data sets (MDS), which includes SQ 
indicators that are sensitive to management practices and are closely tied to agricultural soil 
functions. Studies have explored the potential of incorporating a suite of soil biological, physical, 
and chemical properties into MDS for further interpretation (Karlen et al., 2003). Assessment 
tools like the Soil Management Assessment Framework (SMAF) (Andrews et al., 2004), the 
Cornell Soil Health Test (CSHT) (Gugino et al., 2009), and Agro-Ecosystem Performance 
Assessment Tool (AEPAT) (Liebig et al., 2004) are examples of frameworks used to relate SQ 
indicators within MDS to outcomes by generating a summative score or soil quality index (SQI) 
derived from indicator values. To determine how indicators were chosen for use within MDSs, a 
systematic review of the scientific literature published between January of 2000 and October of 
2015 was carried out using the Thomas Reuters Web of Science database (Thomas Reuters, 
Philadelphia, Pennsylvania) to search for the key words “soil quality indicators”, “minimum data 
sets”, and “agricultural”. The search identified 35 (of 96 recovered) peer-reviewed articles that 
provided detailed information about indicator selection methods and/or criteria applied to 
determine a MDS. A variety of statistical methods, including Principal Component Analysis 
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(PCA), Correlation Analysis (CORR), Analysis of Variance (ANOVA), and Expert opinion 
(EO), were used to build MDSs based on the ability of SQ indicators to explain soil variability, 
to be correlated with management goals, and to determine how management altered indicators 
and associated soil functions (Table 1.1). The choice of SQ indicators within MDSs varied 
among research sites and with management goals. Soil organic matter (SOM), which is directly 
related to soil energy and nutrient supply, soil structural stability and water-holding capacity, and 
the adsorption and retention of mineral elements and organic compounds in soil (Maia et al., 
2013), is widely considered to be the most critical single indicator of soil quality (Reeves, 1997; 
Shukla et al., 2006). The commonly selected SQ indicators (identified by more than 15% of 
studies included in Table 1.1) are: SOC (83%), available (AN) or total N (TN) (40%), bulk 
density (BD) (37%), potentially mineralizable N (PMN) (29%) microbial biomass C (MBC) 
(57%), soil pH (57%), electrical conductivity (EC) (29%), aggregate stability (AGG) or water 
stable aggregates (WSA) (43%), mean weight diameter (MWD) (20%), P (69%), and K (54%). 
Interestingly, Fe and Zn, which are not traditional SQ indicators, are also included in more than 
10% of MDS studies.  
In this review, more than 90% of the studies included indicators reflecting soil biochemical 
properties in their MDSs because these indicators are sensitive to management changes and are 
relatively easy to measure (Zornoza et al. 2015). Biochemical properties that have been widely 
used for soil quality assessment continue to receive attention (Gil-Sotres et al., 2005). For 
example, Wienhold et al. (2009) suggested fluorescein diacetate (FDA) hydrolysis should be 
used as an indicator for assessing soil enzyme activities, and FDA hydrolysis is found to be 
sensitive to different soil rotation and tillage systems (Benintende et al., 2008; Diack and Stott, 
2001). Several commonly used biochemical SQ indicators were rarely identified within the 
MDSs studies retained for review. These include soil C to N ratio (C: N) and particulate organic 
matter (POM) (Chan et al., 2002; Marinari et al., 2006). Soil C: N is associated with SOM decay 
and the quality of substrates available to sustain soil microbes (Benbi, 2012). Soil POM level 
reflects stocks of labile organic matter and is an important source of plant available N that has 
been related to soil structure and physical condition (Bongiovanni and Lobartini, 2006; Martín-
Lammerding et al., 2013). Both the quality (eg: C: N) and the quantity of POM have been used 
as proxies for SOM quality (Maughan et al., 2009). It is not clear whether the additional 
biochemical SQ indicators would be easily accessed by innovative technology such as IR and 
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thus alters the utility of a MDS. 
1.2.2   Soil Quality Assessment and Management Goals 
According to Andrews et al. (2004), selected SQ indicators should be associated with endpoint 
management goals including agricultural productivity, waste management, and environmental 
function. Herrick (2000) suggests that soil quality assessment requires more than making mere 
comparisons among management systems; arguing that, assessments must employ SQ indicators 
to evaluate progress toward goals or resource status resulting from use or management (soil 
fertility, tillage, and/or cover cropping practices). The review of the literature presented here 
shows that assessment of progress toward productivity goals remains the dominant outcome 
addressed by indicator frameworks (Table 1.1). About 70% of the studies reviewed sought to 
select MDS based on crop yield quantity and/ or quality. However, less than half of them 
explored the quantitative relationship between crop productivity and the summative SQIs. 
Presumably, there should be a significantly positive correlation when MDS selection is 
legitimate. Even fewer studies related SQ indicators to environmental goals or other outcomes. 
Accordingly, selected SQ indicators are not fully validated. Work remains to relate SQIs to 
specific soil ecosystem functions and develop MDS that have predictive utility.  
There is reasonably good data coverage of crop productivity that is constantly being improved 
with the availability of satellite imagery to derive Normalized Difference Vegetation Index 
(NDVI), which is a proxy for crop productivity (Mkhabela et al., 2005; Mkhabela et al., 2011; 
Moriondo et al., 2007; Prasad et al., 2006). Satellites and airborne sensors include Landsat, 
Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER), Système Pour 
I’Observation de la Terre (SPOT), Moderate Resolution Imaging Spectroradiometer (MODIS), 
and Advanced Very High Resolution Radiometer (AVHHR), that have all been used to produce 
NDVI with different spatial and spectral resolutions (Doraiswamy et al., 2004; Mkhabela et al., 
2011; Panda et al., 2010; Sumfleth and Duttmann, 2008; Weissteiner and Kühbauch, 2005). 
Numerous studies show NDVI is correlated with crop yields and aboveground biomass (Moulin 
et al., 1998; Tucker et al., 1980). It has also been used to identify crop yield variation and 
associated fertilizer N rate requirements (Raun et al., 2005). Spatial variability of NDVI can be 
used to identify factors limiting crop growth (Govaerts and Verhulst, 2010). For example, 
Verhulst et al. (2009) mapped NDVI together with soil properties, and found that soil moisture, 
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soil organic matter, soil EC, and soil Na contents were the primary factors distinguishing crop 
performance. Emerging space borne imaging spectroscopy to date has only been applied to soil 
quality assessment on a limited basis (Ben-Dor et al., 2009; Gomez et al., 2012). The relationship 
between NDVI and soil properties might contribute to the selection and utility of SQ indicators 
retained in MDSs. 
1.3   BUILD NEAR- AND MID-INFRARED MODELS FOR SOIL QUALITY 
INDICATORS 
1.3.1   Selection between Near and Mid-Infrared Spectra 
Spectroscopic methods investigating NIR and MIR regions have been widely used to rapidly 
assay different SQ indicators in both field and laboratory settings (Gholizadeh et al., 2013; 
Idowu et al., 2008; Soriano-Disla et al., 2014; Sudduth et al., 2009; Vohland et al., 2014). The 
NIR regions correspond to overtones and combinations of fundamental bands over 700 - 2500 
nm, whereas the MIR regions correspond to more intense fundamental bands of molecular 
vibrations over 2500 - 25000 nm, which are typically expressed as 400 - 4000 cm-1 (Burns and 
Ciurczak, 2007; Dalal and Henry, 1986; McBratney et al., 2003). 
Compared to NIR spectra, the MIR spectra contain more specific spectral features (Bellon-
Maurel and McBratney, 2011; Reeves III et al., 2002). Under laboratory conditions, MIR spectra 
are commonly found to be more accurate than NIR spectra when used to determine soil physical 
and chemical properties (Soriano-Disla et al., 2014). However, the MIR techniques are more 
complex and expensive to use than are NIR techniques because soil materials typically need to 
be diluted in an infrared transparent substrate and ground to optimize the MIR spectra and reduce 
spectral noise (Bellon-Maurel and McBratney, 2011; Ge et al., 2014; Rossel et al., 2006). 
Ultimately, selection of spectral regions for use in predictive models depends on the accuracy of 
the prediction required as well as the ease of sample acquisition and analysis (Chang et al., 
2001). 
1.3.2   Selection of Process and Analysis Methods  
The performance of IR models developed to predict SQ indicators is greatly influenced by 
process and analysis techniques that are applied to the spectral libraries (Askari et al., 2015; 
Butkutė and Šlepetienė, 2006; Cohen et al., 2007; Jia et al., 2014; Knox et al., 2015; Lu et al., 
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2013). There is no consensus on which is the best modeling method for IR studies (Sequeira et 
al., 2014; Van Groenigen et al., 2003; Wills et al., 2014). The method selected for separate 
studies varies on a case-by-case basis according to soil texture, mineralogical composition, and 
organic matter content.  
Spectra pre-processing has become an integral part for IR model building. Mathematical tools 
including logarithmic transformation, Multiplicative Scatter Correction (MSC), Standard Normal 
Variate (SNV), detrended transformation, and derivative transformation have been most 
commonly applied to process raw spectral data (Bruun et al., 2005; McDowell et al., 2012; Van 
Waes et al., 2005). Log transformation is a commonly used pre-processing method when 
statistical assumptions of parametric techniques are not met (Sakia, 1992; Rossel et al., 2006). 
Care is needed in this process because back-transformation of data can reduce the accuracy of 
the calibration model (Sequeira et al., 2014). Both MSC and SNV process are used for spectral 
scatter-correction. Results between these two methods are well correlated, so they have similar 
utility for practical applications (Dhanoa et al., 1995). Nevertheless, the SNV correction is easier 
to apply and more commonly used because it does not require a common reference signal, which 
is necessary for the MSC process (Rinnan et al., 2009). The detrended transformation can be 
applied to remove baseline shifts and multicollinearity effects (Fuentes et al., 2012), its use is 
only recommended when the overall signal is dominated by background noise and is not 
significantly affected by soil properties (Marini, 2013). First and second order derivative 
transformations are also commonly used to remove baseline shift effects and increase the 
discrimination of the spectra (Chang et al., 2001; Karpinska, 2012; Rinnan et al., 2009). 
However, since spectral noise is sometimes enhanced by derivative transformation (Kemper and 
Sommer, 2002), smoothing methods namely Savitzky-Golay and Norris-Williams are 
correspondingly used to enhance the signal-to-noise ratio of derivative transformed spectral data 
(Rinnan et al., 2009). In most situations, the pre-processing method that yields the best prediction 
results after model fitting is selected for use. Of all the techniques, first derivative transformation 
appears to be the most frequently adopted method for spectral preprocessing. 
To build IR calibration models, chemometric techniques are applied to mathematically extract 
information from processed spectral data and empirically relate to conventional laboratory 
measurements after spectral pre-processing. The benefits of using chemometric techniques 
include data reduction and the graphical representation of spectral information (Brereton, 2003). 
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The most popular used chemometric techniques for IR analysis are regression-based linear 
methods that include: Partial Least Squares Regression (PLSR), Principal Component 
Regression (PCR), Multiple Linear Regression (MLR), and Multivariate Adaptive Regression 
Splines (MARS), and, non-linear methods that include: Support Vector Machines (SVM), 
Random Forests (RF), Boosted Trees (BT) and Artificial Neural Networks (ANN) (Brown et al., 
2006; Cozzolino and Morón, 2006; Knox et al., 2015; Rossel and Behrens, 2010; St Luce et al., 
2014; Vasques et al., 2008).  
The regression-based methods that assume a linear relationship between IR spectral peak 
intensity and soil properties, such as PCR and PLSR (Wold et al., 1983; Wold et al., 1987), have 
been widely applied to extract soil attribute-information from the spectra of calibration data sets 
because the results of this method are easy to interpret (Cambule et al., 2012; Chang et al., 2001; 
Gholizadeh et al., 2013; He et al., 2007; Islam et al., 2003; Rossel and Behrens, 2010; Stenberg 
et al., 2010). Unlike PCR, the PLSR not only considers the characteristics of independent 
variables, it also explores the structure of dependent variables to optimize the prediction (Abdi, 
2010). In Australia, a national calibration was developed to estimate SOC in different 
agricultural regions using a PLSR model with MIR spectra (Baldock et al., 2012). However, such 
linear methods are considered to be sensitive to non-normally distributed datasets and can cause 
over-fitting risks, potentially resulting in limited predictive powers (McDowell et al., 2012; 
Reeves III and Smith, 2009; Sequeira et al., 2014).  
Non-linear chemometric techniques, such as RF method (Breiman, 2001), have been developed 
to solve problems caused by linear regression methods in recent years. For instance, RF method 
was used for the U.S. National model for SOC estimation using visible and near-infrared (VNIR) 
spectra of soils collected from across the conterminous U.S. (Wills et al., 2014). The RF is a 
multivariate regression technique that consists of classification and regression trees (Svetnik et 
al., 2003). While the RF algorithm may be harder to interpret (McDowell et al., 2012), it is 
invulnerable to model over-fitting and robust against noise and irrelevant features (Breiman, 
2001; Diaz-Uriarte and De Andres, 2006). The RF technique has been widely applied in remote 
sensing studies, however, it has only recently been used for lab-based soil spectroscopy analysis 
(Mouazen et al., 2010; Wiesmeier et al., 2011). Accordingly, the performance of RF for IR 
analysis warrants further investigation.   
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To maximize the power of prediction or goodness of fit and identify factors that influence model 
performances, studies should systematically evaluate and compare the results from linear and 
non-linear chemometric methods applied. Chapter 2 tested the performance of a representative 
subset of the methods for local calibration models built on Illinois soils. The PLSR model and 
RF models were chosen to represent linear and non-linear methods because they are the most 
widely applied for each category. 
1.4   REDUCTION OF INFRARED SPECTRAL REGIONS 
1.4.1   Spectra Refinement Based on Properties of Interest 
In most studies, the whole NIR or MIR spectra are used for soil quality evaluation even though 
some spectral features may have little physical or chemical meaning and large data sets are used 
for analysis. Better model fits might be obtained through data reduction, which could be 
achieved by regions of IR spectra selected because of their relationships with soil properties of 
interest. In particular, the use of biochemistry based spectral indices associated with organic 
matter provide a logical basis for data reduction (Bartholomeus et al. 2008); Not only is SOM of 
tremendous importance to soil quality, it is also regarded as the determining factor influencing 
soil optical properties (Ayoubi et al., 2011). To obtain information about IR spectral regions 
closely associated with soil organic functional groups, peer-reviewed articles published between 
January of 1990 and October of 2015 were searched for using the key words “infrared 
spectroscopy”, “peak assignments”, and “soil organic functional groups”. It should be noted that 
the spectral assignment is subjective due to interferences from various types of clay, especially in 
MIR regions (Reeves, 2012), the assignment of organic functional groups are therefore expressed 
as small ranges instead of each individual spectral variable.  
Accepting the difficulty to accurately assign spectral features to specific SOM functional groups 
(Ladoni et al., 2010), a variety of bands featuring different organic molecular structures and 
functional groups have been assigned in NIR and MIR regions. Figure 1.1 summarizes the 
important wavebands related to organic functional groups discovered by this literature review. 
The O-H group-related peaks are largely explained by soil clay minerals instead of organic 
hydroxyl groups, thus were not chosen for model refinement unless it was specified as organic 
group in the original study. Using N-H, C-H, C-O, C=O, COO-, C-C, and C=C groups as criteria 
for model refinement, we found: NIR regions of 1100 - 1200 nm, 1450 - 1750 nm, and 2000 - 
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2500 nm were closely related to SOM functional groups, and MIR regions of 1250 - 1750 cm-1 
and 2850 - 3000 cm-1 were typically related to SOM functional groups. Chapter 2 will determine 
whether use of OM-associated peaks alone can improve the utility and ability to interpret 
models.  
To understand the influence of mineralogical background on model outcomes, information about 
IR peak assignments associated with soil mineral components was collected from numerous 
sources (eg: Calderón et al., 2011; Clark et al., 1990; Cozzolino and Morón, 2006; Demyan et 
al., 2012; Djomgoue and Njopwouo, 2013; Grinand et al., 2012; Leifeld, 2006; McDowell et al., 
2012; Nguyen et al., 1991; Rossel et al., 2008; Soriano-Disla et al., 2014; Stenberg et al., 2010; 
Tatzber et al., 2007). We found: NIR regions of 900 - 950 nm, 1700 - 2000 nm, and 2200 - 2450 
nm were closed related to soil mineral components, and MIR regions of 450 - 1340 cm-1, 1700 - 
2000 cm-1, 2500 - 2600 cm-1, 3300 - 3400 cm-1, and 3600 - 3700 cm-1 were typically related to 
soil mineral components. The contributions of mineral-dominated regions to model performance 
will be considered in Chapter 2.  
1.4.2   Spectra Refinement Based on Monte-Carlo Feature Selection 
Dimensionality problems can happen where independent variables are correlated and are not 
equally informative, which is usually the case for spectroscopic data (Zou et al., 2010). When 
number of spectral predictors (p) is smaller than that of observation numbers (n), vast majority of 
factors may have zero effects and only a few factors can actually affect the response (Box and 
Meyer, 1986). Therefore, a sparse model with fewer than n active variables is needed before 
conducting traditional least squares analysis (Stodden, 2006). Although spectral refinement may 
require intensive computational time (Mehmood et al., 2012), selecting significant spectral 
variables may be particularly effective at solving dimensionality problems (Chong and Jun, 
2005; Mehmood et al., 2012). Selection based on statistical importance of spectral variables has 
been used to reduce variables and improve model fit (Cécillon et al., 2008). The Monte Carlo 
(MC) sampling process uses resampling techniques wherein a fixed ratio of samples are 
randomly selected in each run to establish calibration models, followed by calculation of 
regression coefficient matrix of different spectral variables (Yun et al., 2015). Monte Carlo 
Feature Selection (MCFS) technique therefore selects the most statistically significant spectral 
features and optimizes the predictive function through error minimization (Cao et al., 2011). 
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Several studies (Han et al., 2008; Esquerre et al., 2012; Cai et al., 2008) have shown use of MC 
methods that employ resampling techniques to develop the most stable models with maximum 
explanatory power can produce models with better fits. 
Increased computational capacity has allowed spectral interpretation to move away from 
somewhat arbitrary and subjective evaluations of spectra that compared the relative intensity of 
selected peaks or integrated areas within a peak range to methods that rely on statistical tools. 
Comparison of the performance of traditional calibration models that use the whole spectra with 
those refined by applying criteria for inclusion (OM-association of features) or MCFS may help 
us formalize effective and transparent model-development procedures.  
1.5   NEAR- AND MID-INFRARED MODEL VALIDATION AND 
INTERPRETATION 
1.5.1   Selection of Independent Validation Sets 
Once IR models are developed, they need to be independently validated or cross-validated. 
Comparisons of IR calibration models can be made using validation results produced by 
independent data set that was not used for model development. Typically, datasets are divided 
into calibration and validation sets using a fixed proportion (70: 30). Bellon-Maurel and 
McBratney (2011) have noted that the separation step greatly influences prediction errors of the 
resulting IR calibration models. Several approaches have been used to separate calibration and 
validation sets to ensure that both are representative of the full data set. Techniques include: PCA 
(Chang et al., 2001), stratified randomization (Cohen et al., 2007; Zhang et al., 2012), 
constraining the validation set within the range of calibration set (Kalivas, 1997), application of 
the Kennard and Stone algorithm (Gogé et al., 2012), and randomization with Levene's test 
followed by application of the student's t-test (McDowell et al., 2012). This review found most 
IR studies done to date have ignored the influence of dataset division. Model evaluation should 
compare results from multiple validation runs to account for random effects of data-division. 
1.5.2   Conventional Validation of Near- and Mid-Infrared Calibration Models 
Commonly reported error metrics of IR models include Coefficient of Determination (R2) (Eq. 
1), Root Mean Squared Error (RMSE) of validation set (Eq. 2), and Residual Prediction 
	   12	  
Deviation (RPD) (Eq. 3), which is the ratio of Standard Deviation of the validation dataset (SD) 
and Standard Error of Prediction (SEP) (Sudduth and Hummel, 1993).  
R! = !!-­‐! !!!!! !!-­‐! !!!!!    (Equation 1) 
RMSEP = !! y!-­‐y !!!!!    (Equation 2) RPD = !"!"#!"#$% !/ !-­‐!    (Equation 3) 
where 𝑦, 𝑦, and y represent measured values, mean of measured values, and predicted values, 
respectively. 𝑛  is the number of measurement with i = 1,2,… ,n. The SD!"#  represents the 
standard deviation of the validation set. 
The RPD values are considered especially useful for comparing IR model performances 
(Cozzolino and Morón, 2006). Most studies interpret their modeling results based on the criteria 
proposed by Chang et al. (2001), who categorized the ability of IR methods to predict soil 
properties using three groups according to RPD values, with RPD > 2.0 grouped into Category 
A, RPD = 1.4 ~ 2.0 grouped into Category B, and RPD < 1.4 grouped into Category C. It is 
suggested that a more robust index, RPIQ, may be used when the dataset is not normally 
distributed (Bellon-Maurel et al., 2010). The RPIQ replaces the SD!"# used by the RPD method, 
with the interquartile distance from validation set. The RPIQ index has not been widely adopted 
because unlike the RPD technique, its results are not easily interpreted and compared to other 
studies.  
1.5.3   Interpretation of Influential Spectral Features  
While error metrics have been the main and only criterion used for model comparison and 
interpretation, Rossel and Behrens (2010) have noted the importance of interpreting influential 
spectral features selected by models. Besides interpreting the variables of high loadings of 
regression-based models and importance index of spectral variables of non-linear models, a 
series of statistically-based variable selection approaches such as Successive Projections 
Algorithm (SPA), Competitive Adaptive Reweighted Sampling (CARS), and Variable 
Importance for Projection (VIP) have been applied to select key variables of IR spectra for soil 
quality evaluation (Jia et al., 2014; Lee et al., 2009; Rossel and Behrens, 2010; Vohland et al., 
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2014; Yang et al., 2012a). Such variable selection technique not only provides a cost-effective 
way to improve model performance, but also improves users’ ability to interpret the meaning or 
origin of spectral features (Guyon and Elisseeff, 2003). Factor Analysis (FA) can also be used to 
select latent spectral variables, which are unobserved, underlying, and error free from the model 
(Velicer and Jackson, 1990). Although in some situations the results from FA can be close to 
those from PCA (Schneeweiss and Mathes, 1995), FA is able to further reduce the influence of 
spectral variables of less significant contributions based on PCA (Johnson and Wichern, 1992). 
Chapter 2 conducts the comparison of influential spectral variables derived from linear, non-
linear, MCFS analysis, and FA in order to provide a better understanding of factors that enhance 
or decrease model performances and their correlation with soil physical components.  
To develop a resource to compare and interpret modes, a review was conducted to summarize 
spectral features that previous IR studies have related to each SQ indicator. A search for peer-
reviewed articles relating influential spectral regions to specific SQ indicators was collected from 
literature published between January of 2000 and October of 2015. The key words generally 
include “infrared spectroscopy”, “soil”, and “wavelength selection”. As shown in Figure 1.1 and 
1.2, spectral variables selected are related to both soil organic components and inorganic 
components. Bands around 1400 nm and 1900 nm relating to water (Fidêncio et al., 2002; Dalal 
and Henry, 1986) and 2000 - 2500 nm relating to soil organic functional groups are selected as 
important spectral features for multiple SQ indicators in NIR regions. In MIR regions, important 
features for estimating SQ indicators typically include 1050 cm-1, 1250 - 1750 cm-1, 2850 - 3000 
cm-1, 3400 cm-1, and 3600 - 3800 cm-1, which are closely related to organic functional groups, 
quartz (Clark et al., 1990; Nguyen et al., 1991), Si-O bonds (Leifeld, 2006; Nguyen et al., 1991), 
carbonates (Clark et al., 1990; Tatzber et al., 2007), water (Tremblay and Gagné, 2002; Clark et 
al., 1990; Van Groenigen et al., 2003), and hydroxyls groups of clay minerals (Djomgoue and 
Njopwouo, 2013). Information about soil inorganic components may be provided by ancillary 
parameters for IR calibration models. Demattê et al. (2004) pointed out that soils of different 
parent materials could be distinguished by spectroscopy in that soil organic matter, total iron, 
texture, and soil mineralogy complicated soil spectral features. Novel spectroscopic approaches 
that consider soil origins such as X-ray fluorescence (XRF) may be further developed to help 
better classify and estimate SQ indicators (Kaniu and Angeyo, 2015). Due to the complex 
influencing factors on soil spectra, the role of IR modeling in soil survey warrants further 
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investigation. Soils of different mineralogy may be segmented for IR model building, and 
models with better representative of soil physical meanings are needed. 
1.5.4   Categorization of Chromophores and Non-chromophores 
Soil infrared-active properties are called as chromophores. These properties are directly related 
to the mineral soil matrix and tend to be predicted successfully by IR method (Soriano-Disla et 
al., 2014). The ‘non-chromophoric’ properties are predicted indirectly via their correlations to 
chomophores and are most likely to encounter model transportability problems (Reeves et al., 
2001; Udelhoven et al., 2003). While successful predictive models can be established empirically 
for non-chromophores at specific sites, their inclusion within calibration models may hinder 
model success when extrapolated to a larger scale. Sarathjith et al. (2014) categorized SOC, Fe, 
and soil texture as chromophores, and soil pH and P as non-chromophores. Reeves et al. (2010) 
also attributed the predictions of pH to surrogate calibrations caused by correlations with other 
soil properties, concurring to the observation that pH prediction did not respond to NIR regions 
directly (Dunn et al., 2002). The study by Zornoza et al. (2008) suggests that soil exchangeable 
Ca and Mg contents should be categorized as non-chromophores. In addition to the widely 
identified chromophore SOC, the prediction of TN may also be independent because specific N-
containing functional groups are observed in NIR and MIR regions (Chang et al., 2001; Jia et al., 
2014; Vohland et al., 2014).  
Comparisons of influential spectral variables can elucidate the theory of chromophores and non-
chromophores. Literature review showed that influential spectral variables selected for SOC, pH, 
POM, and soil nutrients were relatively similar to each other (Figure 1.2), indicating that the 
prediction of soil pH, POM, and soil nutrients may be influenced more by their relation with 
SOC than by their intrinsic spectral characteristics. The explanatory spectral regions selected for 
PMN and TN seemed to be different from those selected for SOC predictions, which means 
PMN ad TN may be soil chromophores. However, there is a lack of reports of influential spectral 
variables for TN in MIR regions and PMN in NIR regions. Correspondingly, the spectral features 
for TN and PMN requires further discovery. Chapter 2 categorizes chromophores and non-
chromophores of the SQ indicators selected by comparing important spectral features obtained 
from this study and results from literature review. Such interpretation is necessary to evaluate the 
IR model transportability of different SQ indicators. 
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1.6   SUMMARY AND FUTURE CONSIDERATIONS 
This review found SQ indicators used for cropland assessment usually include SOC, TN, BD, 
PMN, MBC, soil pH, EC, AGG or WSA, MWD, and soil extractable nutrients. Soil biochemical 
indicators are of particular importance for soil quality assessment and thus MDS may also 
include C: N, FDA, and POM. The evaluation of SQ indicators needs to be connected better with 
endpoint management goals, and NDVI values can be used as surrogates for crop production to 
meet such requirements. Research is needed to compare the prediction of crop productivity index 
using IR model and using regression on SQ indicators within MDS.  
We proposed refined spectral regions for IR model development, which include 1100 - 1200 nm, 
1450 - 1750 nm, and 2000 - 2500 nm for NIR regions, and 1250 - 1750 cm-1, and 2850 - 3000 
cm-1 for MIR regions. These spectral regions are exclusively explanatory for soil organic 
components and are hypothesized to work better for soil quality assessment. According to our 
review, influential spectral features selected by statistical tools are complicated by both soil 
organic and inorganic components. SOC, TN, and PMN may be considered as chromophores as 
having their specific IR features for prediction. Contrary to them are pH, POM, and soil 
nutrients. Further efforts are needed to better identify influential spectral features for TN and 
PMN predictions. 
The steps for IR model development consist of spectral data acquisition and separation of 
calibration and validation sets, spectra processing and analysis, and model validation and 
interpretation (Figure 1.3). The selection of spectral processing and analysis methods is usually 
site-specific. Based on this review, we suggest systematic comparison of linear and non-linear 
techniques be used for IR model building. In addition, results from IR models refined by 
properties of interest and statistical significance of features need to be compared with the results 
of models that use the whole NIR or MIR spectra. With regards to model validation, the 
influence of random separation of calibration set and validation set must be considered. Besides 
error metrics for model validation, we propose that the steps for interpreting influential spectral 
variables need to be included in a framework to uncover factors contributing to model success 
and strengths and weaknesses of the different techniques. 
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CHAPTER 2   RAPID ASSESSMENT OF SOIL QUALITY IN ILLINOIS 
USING NEAR- AND MID-INFRARED SPECTROSCOPY 
 
ABSTRACT 
Infrared (IR) spectroscopic methods are increasingly used to rapidly and efficiently investigate 
soil quality. The objectives of this study were to develop a regional IR spectral library to 
accompany a previously determined suite of soil quality (SQ) indicators and to identify ways to 
improve model accuracy and utility by systematically evaluating model building steps using 
spectral region-selection and chemometric techniques. The application of laboratory-based near- 
(NIR) and mid-infrared (MIR) spectroscopy to local calibration model building was investigated 
using 468 topsoil samples from Illinois grain farms under conventional, conservation, and 
organic management practices. Using NIR models, relatively reliable predictions with Residual 
Prediction Deviations (RPD) > 2.0 were obtained for soil organic C (SOC) and soil Ca 
abundance. Models for Mg abundance, total N (TN), soil C to N ratio (C: N), potentially 
mineralizable N (PMN), and Normalized Difference Vegetation Index (NDVI) were acceptable 
with 1.4 < RPDs < 2.0. Using MIR models, reliable prediction was obtained for SOC (RPD > 
2.0); and, models for Ca and Mg abundance, total N (TN), and potentially mineralizable N 
(PMN) were acceptable (1.4 < RPDs < 2.0). Use of the Monte Carlo Feature Selection (MCFS) 
tool significantly improved MIR model performance (p < 0.01). For NIR, use of the non-linear 
Random Forest (RF) technique produced models with slightly better goodness of fit than those 
developed with PLSR. For MIR, PLSR-based models better predicted biochemical SQ indicators 
and extreme soil values than RF-based alternatives. Exclusive use of spectral features associated 
with organic functional groups did not improve model performance. Principal Component 
Analysis (PCA) suggests this is because mineral-associated features account for the greatest 
amount of variance among spectra and that, rather than being large in scale, spectral libraries and 
associated models might perform better if they were segmented to describe soils with specific 
mineralogy. Most significant spectral variables used for SQ predictions involved both organic 
and mineralogical features. The interpretation of influential spectral variables indicates that SOC, 
TN, and PMN may be chromophores, which means they have good potential for transportability 
and inclusion with future IR-based assessments of SQ. 
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2.1   INTRODUCTION 
During the past few decades, rapid assessment of soil quality has remained a goal for scientists 
and decision makers interested in soil change. Dense sampling, subsequently followed by time-
consuming analysis, is commonly required to detect differences among agricultural fields where 
there is high spatial variability or where differences are relatively small. Despite the use of 
minimum data sets (MDS) that have identified a core suite of useful measures, few identified soil 
quality (SQ) indicators satisfy the needs for affordable and rapid quantification as they rely on 
elaborate wet-chemistry measurement (Ugarte and Wander, 2013). These techniques are not well 
suited for rapid soil quality assessment needed for precision agriculture and the widespread use 
of related information. Spectroscopic methods that are rapid and less costly to perform have been 
proposed as a way to assay SQ more efficiently (McCarty and Reeves, 2006). 
Assessment of SQ using infrared (IR) technology is time-efficient because calibration model for 
each SQ indicator can be obtained from the same set of spectra collected (Islam et al., 2003). 
Rapid-IR based methods thus provide an ideal tool for the building of local calibration models to 
predict a suite of SQ indicators needed to evaluate soil health. The set of SQ indicators that can 
be effectively predicted by IR models, however, remains to be determined. To date, the majority 
of spectroscopic studies have focused on determination of soil organic C (SOC) and total N (TN) 
contents (Deng et al., 2013; Jia et al., 2014; Sequeira et al., 2014; Xie et al., 2011). Only a 
handful of studies have sought to predict dynamic soil properties (DSPs) that are thought to be 
more sensitive to management and desired outcomes. Studies have used IR to predict soil C 
fractions (Cozzolino and Morón, 2006; Knox et al., 2015; Moron and Cozzolino, 2004; Yang et 
al., 2012b), soil organic N fractions (St Luce et al., 2014), soil C and N mineralization (Chang et 
al., 2001; Fystro, 2002; Idowu et al., 2008; Murphy et al., 2009; Russell et al., 2002; Shepherd 
and Walsh, 2002), and enzyme activities (Veum et al., 2014). Since relevance and ease of 
measurement are important criteria for MDS selection (Garrigues et al., 2012), SQ indicators that 
can be rapidly and accurately quantified by IR techniques would have an advantage. Chapter 1 
determined that, promising soil chemical and biochemical indicators include SOC, TN, 
potentially mineralizable N (PMN), microbial biomass C (MBC), soil C to N ratio (C: N), 
quantity and quality of particulate organic matter (POM), and fluorescein diacetate (FDA) 
hydrolysis. All aforementioned DSPs are potential components of MDSs; whether IR models can 
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predict them effectively requires further investigation. To move beyond proof of concept and 
into use, predicted factors need to be associated with endpoint management goals. Chapter 1 
showed that studies rarely attempt to directly relate SQ indicators to management goals and that 
when they do, studies mostly focus on developing predictive ties to crop productivity. Satellite-
derived Normalized Difference Vegetation Index (NDVI) might be a useful proxy for crop yield 
that can be used to develop predictive relationships between crop productivity and SQ indicators. 
Comparing the predictive power of IR models and regressions of SQ indicators on NDVI can 
benefit the choice of models evaluating crop productivity goal more effectively. 
The transportability from one region to other regions, or capacity for reuse of IR models that 
have been developed using empirical methods to predict selected soil properties remains limited 
and the reason for this is poorly understood in spite of their promise in quick assessment 
(Grunwald et al., 2014). Some assert that IR calibration models should be based on libraries that 
capture wide sample variation with materials representing multiple soil orders (Bonett et al. 
2015). This may not always make sense if the area includes multiple parent materials (Reeves 
and Smith, 2009) since complexities of soil spectra associated with soil inorganic components 
and mineralogy frequently contribute to geographical disparities in IR spectra (Nguyen et al., 
1991). Model robustness might be enhanced if soils with common parent materials are used to 
develop regionally tailored models (Terhoeven-Urselmans et al., 2010). Restricting or 
segmenting the library so that soils used to develop models possess similar mineralogical 
backgrounds is hypothesized to yield better results. The relative homogeneity of Illinois soils 
presents an ideal opportunity to explore this premise as soils derived from different aged loess, 
outwash, and glacial till (Willman and Frye, 1970), have surface characteristics that are mainly 
affected by the thickness of loess (Fehrenbacher et al., 1986).  
In addition to the library used, IR model performance depends on the chemometric techniques 
and spectral regions used to make estimations (Bellon-Maurel and McBratney, 2011; Du and 
Zhou, 2009; Mouazen et al., 2010). Ideally, a standard approach to model development could be 
used. The most commonly applied chemometric techniques include linear (Partial Least Squares 
Regression (PLSR)) and non-linear (Random Forest (RF)) statistical techniques which are used 
to fit spectral data against training datasets. Model evaluation should compare results from 
multiple validation runs to account for random effects of data-division (Chapter 1). Chemometric 
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techniques can be applied to the whole dataset or to a set that has been filtered to include only 
those peaks that are significant or are associated with organic-functional groups (Chapter 1).  
Typically error metrics are used to compare IR models and to select the analysis technique that 
yields the best model fit, and with this, both informative and irrelevant peaks contribute to the 
modeling results (Vohland et al., 2014). The MCFS technique selects spectral features with high 
rankings of importance (Draminski et al., 2008). Influential spectral features can also be selected 
by using the loadings of significant Principal Components (PCs) obtained from factor analysis 
(FA) (Nosrati, 2013), the loadings on the main components of PLSR models (Moron and 
Cozzolino, 2004), or the importance index associated with RF models (Liaw and Wiener, 2002; 
Terhoeven-Urselmans et al., 2010). The origins of features selected by various techniques should 
be interpreted by inherent mineralogical and soil organic functional groups concluded in Chapter 
1 to increase our ability to understand the physical meanings of IR models. Comparisons of 
influential features selected for each SQ indicator can also contribute to the evaluation of its 
model transportability. 
2.2   OBJECTIVES 
The objectives of this study were to use a regional soil database collected in Illinois to: (1) 
evaluate the accuracy and utility of local NIR and MIR models for predicting SQ indicators 
(SOC, TN, pH, C: N, PMN, POMC, POMN, POM-C: N, FDA, P, K, Ca, Mg, and Fe) and 
surrogate crop yield index NDVI using PLSR and RF techniques; (1) examine whether model 
performance can be improved by using refined models based on spectral features associated 
exclusively with organic components; (3) investigate whether model performance can be 
improved by application of Monte Carlo Feature Selection followed by Partial Least Squares 
Regression (MCFS - PLSR) or refined organic model proposed in Chapter 1; and, (4) interpret 
influential spectral features and understand the main factors leading to spectral differences. 
2.3   MATERIALS AND METHODS 
2.3.1   Site and Treatment Description 
Soil samples that were part of a recent soil quality assessment conducted in Illinois were used to 
capture regional soil variability. A spectral library was built using soil samples collected in 
Springs of 2011-2013 from the 0-15 cm depth of 57 fields in Dekalb, Piatt, Christian, Kankakee, 
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Iroquois, Ford, Vermillion, Livingston, Mclean, Macoupin, and Shelby counties in Illinois. The 
area encompasses 5 soil regions that include soils derived from loess over Wisconsinan drift, 
deep loess, Wisconsinan outwash, Wisconsinan drift, and loess over Illinoisian drift as 
categorized by USDA et al. (2010). To create a gradient in soil quality, samples were collected 
from fields from fields with the same soil types that had different land use histories and that had 
produced corn or soybean the previous year. Samples were taken from 19 paired-locations where 
fields had been managed under either conventional practices with standard or conservation 
tillage, or had used organic management for at least 5 years. The soil samples were air-dried and 
passed through a 2 mm sieve for the subsequent soil quality assessment and spectral 
measurement. 
2.3.2   Indicators for Model Development 
Soil samples were analyzed for SOC, TN, pH, C: N, PMN, POMC, POMN, POM-C: N, FDA, 
extractable P, K, Ca, Mg, Fe, and bulk density (BD) by the Soil Ecology lab in the University of 
Illinois at Urbana-Champaign. In brief, the SOC and TN contents were determined by dry 
combustion method with an ECS 4010 Elemental Combustion System (Costech, Valencia, CA). 
Plant available P was determined with Bray-1 P solution extractant (Bray and Kurtz, 1945). 
Exchangeable K, Ca and Mg were extracted with an ammonium acetate solution. The Fe content 
was determined using the DTPA micronutrient extraction method developed by Lindsay and 
Norvell (1978). Soil pH was determined in a solution with a 1:1 soil to water ratio. The PMN 
was measured by anaerobic incubation described by Drinkwater et al. (1996); and, FDA 
hydrolysis and the POM fraction were determined using methods described by Ugarte and 
Wander (2013). Soil BD was determined using the cylindrical core method (Blake and Hartge, 
1986).  
We extracted the NDVI time series for all the 57 sites at the 16-day intervals from Jan 2011 to 
Dec 2014 from the Landsat 5 and 7 Top-of-Atmosphere (TOA) products through the Google 
Earth Engine (Google, Inc., Mountain View, CA). The NDVI value, which ranges from -1 to 1 
with healthy crops represented by high NDVI values (Tucker, 1979), was calculated using the 
reflectance ratio from the Red and NIR bands of a given image and is expressed as 𝑁𝐷𝑉𝐼 = (!"#!!"#)(!"#!!"#)    (Equation 4) 
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Three Landsat scenes were used to cover all the sites and all images used were atmospherically 
corrected. The generic spatial resolution of Landsat images is 30 meters, and we extracted the 
site-level NDVI by sampling the regions that are centered at the site locations (from GPS) with 
radius of 30 m, 60 m, and 120 m. An example for one of the sites used is shown in Figure 2.1. As 
NDVI data with different spatial sampling areas provided similar results, we only provide results 
based on the 30 m radius. All NDVI data was post-processed at the site level by aggregating 
results into monthly time series using the monthly maximum value, and then used a robust 
smoothing algorithm to gap fill and smooth the time series (Chen et al., 2006). For our analysis, 
we used the three-year mean of the growing season average NDVI values from June to August. 
Correlation between SQ indicators and NDVI was calculated in the R environment (Team, 2012) 
using the ‘psych’ package (Revelle, 2014). Both Stepwise Multiple Linear Regression (SMLR) 
and Multiple Linear Regression (MLR) were conducted to explain NDVI results using laboratory 
measured SQ indicators include SOC, TN, C: N, POMC, POMN, PMN, FDA, pH, K, P, Ca, Mg, 
Fe, and BD. The POMC: PMN index was also included in the correlation analysis as a 
representative of soil C and N nutrient supply potential (APPENDIX B). 
2.3.3   Near and Mid-Infrared Spectra Collection and Pretreatment 
In total, 502 NIR spectra of soil samples were collected with 12 subsamples for fields in 2011 
and 8 subsamples for fields in 2012 and 2013. Soil samples were placed in a 2 cm diameter 
sample cup with transparent bottom placed on top of the muglight. The NIR reflectance spectra 
were recorded on a Cary 5E NIR spectrophotometer (Varian Inc., Palo Alto, CA) in the range of 
900 - 2500 nm and the sampling interval was 2 nm. There were 801 spectral variables collected 
for NIR spectra. The internal scan rate was 1200 nm min-1. The MgO (Varian Inc., Palo Alto, 
CA) white reference was scanned as a baseline spectrum at the beginning of each session. The 
NIR spectral collection and baseline correction were performed using Cary WinUV (Varian Inc., 
Palo Alto, CA).  Spectra were stored in the form of reflectance. 
In total, 228 MIR spectra of soil samples were collected with 4 replicates for all fields, and the 
subsets of NIR soil samples were selected in a stratified way for MIR analysis. For the 
determination of MIR transmission spectra, 1.00 mg of soil sample was mixed with 200 mg IR-
grade potassium bromide (KBr) (Fisher Scientific, Waltham, MA). The mixture was then fine 
ground with mortar and pestle for about 30 s, and a pellet was prepared using a press connected 
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to a vacuum pump. The pellet was then transferred to the sample holder immediately. The cell 
containing the samples was flushed with N2 gas for 10 min before scanning to remove impacts of 
atmospheric water vapor and CO2 from the spectrophotometer. The MIR spectra were recorded 
on Graseby Specac (MIDAC Co., Westfield, MA) in the range of 400 - 4000 cm-1 with 32 scans. 
The average resolution is 1.927 cm-1 so 1869 spectral variables were collected for MIR spectra. 
1748 variables were kept after excluding H2O and CO2 features. The background spectrum was 
determined with KBr powder. The MIR spectral collection and maximum-minimum 
normalization were performed using Essential FTIR (Operant LLC., Burke, VA); and spectra 
were stored in the form of absorbance.  
Post processing of spectra included evaluation of outliers identified by Robust Principal 
Component Analysis (PCA) using the ‘rrcov’ package (Todorov, 2009) in the R environment. As 
a result, 34 NIR samples and 31 MIR samples were ruled out as outliers. The preliminary results 
derived from logarithm transformation, the SNV transformation, first derivative transformation, 
second derivative transformation, and the combination of first derivative and SNV were 
investigated, but only the first derivative transformation was used for the final analysis since 
modeling results were not significantly improved by other preprocessing methods (APPENDIX 
C). The first derivative transformation through Savitzky-Golay method with a second-order 
polynomial across smoothing segments of 21 nm was implemented by ‘signal’ package (Signal 
Developers, 2013) in the R environment.  
2.3.4   Principal Component Analysis on Near- and Mid-Infrared Spectra 
To evaluate the effects of inherent and dynamic factors on spectra features, we used PCA carried 
out with the ‘prcomp’ process in the R environment for spectra processed with first derivative 
transformation. Significant PCs were retained according to cumulative proportion of variance 
explained (more than 60 %) and the results from screeplots (APPENDIX D). When at least 3 
PCs are considered significant, 3D PCA plots were made using ‘scatterplot’ package (Ligges and 
Mächler, 2003) in R environment. The PCA plots were used to visualize soils of different 
regions and features with high loadings on retained PCs were determined to be the main factors 
explaining spectral differences of soil associated with different parent materials or management 
systems (APPENDIX E). 
2.3.5   Calibration and Validation of Near and Mid-Infrared Models 
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Data sets were randomly divided into calibration (70%) and validation (30%) sets using the 
‘sample’ process in the R environment. Then, models were developed using the calibration 
dataset with PLSR, the MCFS-PLSR, and RF multivariate approaches. The PLSR modeling 
technique was implemented using the ‘pls’ package (Mevik and Wehrens, 2007) with the ‘leave-
one-out’ cross validation method. Optimal subsets of components were selected according to the 
changes in Root Mean Squared Error of Cross Validation (RMSECV) of the calibration set 
(Vohland et al., 2014). The model with the lowest RMSECV was chosen, except when the 
number of PLSR components was bigger than 10 percent of the number of samples in calibration 
set, which would lead to over-fitting problems. In that case, we chose 10 percent of the number 
of samples in the calibration set as PLSR components (He et al., 2007). More parsimonious 
models with fewer components were selected in the condition that similar RMSECV results were 
acquired (Rossel et al., 2006). The spectral reduction technique MCFS was implemented in the R 
environment with ‘enpls’ package (Xiao et al., 2014). The maximum number of components 
included in the models was 20, and the spectral variables ranked within the first 200th were kept 
in both NIR and MIR regions for the following PLSR analysis. The RF modeling was 
implemented using the ‘randomForest’ package (Liaw and Wiener, 2002) in the R environment. 
A total of 500 trees were generated for each random forest model. The NIR and MIR calibration 
models were developed for analytes including SOC, TN, C: N, POMC, POMN, POM-C: N, 
PMN, FDA, pH, extractable K, P, Ca, Mg, Fe, and NDVI.  
The calibration models were established based on both the whole NIR or MIR spectra and 
refined spectral regions suggested by literature review in Chapter 1, which included 453 
variables for NIR refined organic models and 303 variables for MIR refined organic models. 
Model performance based on spectral features primarily related to soil mineral components 
proposed in Chapter 1 was also tested for representative SQ indicators and compared with other 
models (APPENDIX F). Significant spectral features from each refined model were selected by 
PCA and the performance for predicting SOC was tested for the combined new model 
(APPENDIX F).  
Independent validation with the 30% validation set was applied to evaluate the performance of 
calibration models in terms of the produced error metrics. Analysis of Variance (ANOVA) was 
conducted in SAS by PROC MIXED process (SAS, 2004) to compare RPD results of different 
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SQ indicators and chemometric techniques. Brown and Forsythe’s Test was used to analyze the 
homogeneity of variance and PROC LSMEANS results were used for model comparisons. 
2.3.6   Identification of Influential Spectral Features  
The loadings of raw NIR and MIR spectral variables were reported by FA carried out in SAS 
using the ‘PROC FACTOR’ process (SAS, 2004) with the varimax rotation method to minimize 
the number of variables of high loadings on each factor. The spectral variables with high 
loadings of important components of the PLSR model, the spectral variables with high 
importance values of the RF model, and the influential features selected by MCFS tools were 
used to identify the main soil factors influencing each model. The MCFS results were compared 
to other studies to identify chromophores and non-chromophores, and the results of RF, PLSR, 
and MCFS models were compared to evaluate model performance. 
2.4   RESULTS AND DISCUSSIONS 
2.4.1   Summary of Soil Properties and their Relations to Normalized Difference Vegetation 
Index 
Soil materials used in this study were collected from a large geographical area in Illinois 
covering a wide range of soil types, with a relative predominance of silty clay loam soils. Many 
of the soil samples were collected from Wisconsinan drift regions and loess over Wisconsinan 
drift regions in Illinois. The descriptive statistics of conventional laboratory wet-chemistry 
measured SQ indicators are shown in Table 2.1. Generally, concentrations of SQ indicators 
showed substantial variations and were not normally distributed. The SOC ranged from 8.2 to 
38.8 g C/ kg dry soil after removal of outliers, averaged 22.54 g C/ kg dry soil and the standard 
deviation was 21.2% of the mean for the topsoils. Distribution of TN, POMC, POMN, POM-
C:N, PMN, FDA, K, P, Mg and Fe abundance were positively skewed, while distribution of C: 
N, pH, and Ca abundance were negatively skewed (Table 2.1). Differences in soil regions and 
management practices may be the reason that the soil properties have a wide range. 
Conducting SMLR and MLR with SQ indicators to estimate NDVI in soybean fields explained 
80.5% and 63.1% of the variability, but regression models generally failed to represent NDVI in 
cornfields, with less than 40% of the variability explained (Table 2.2). Regressions based on 
statistically selected SQ indicators were better able to represent characteristics of NDVI dataset 
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than regressions that used the whole set of SQ indicators. The inclusion of significant SQ 
indicators for evaluating crop productivity varies by crops and fields (Chapter 1). In our models, 
important SQ indicators selected by SMLR for NDVI prediction were slightly different, but 
generally included SOC, TN, BD, POM, and Ca abundance. PMN, FDA, K, P were considered 
as explanatory SQ indicators for NDVI as well, while pH, Mg, and Fe were generally less useful 
than other SQ indicators for regression on NDVI in this study.  
2.4.2   Semi-Qualitative Analysis on Spectral Features and Associated Functional Groups  
Collected raw NIR and MIR spectra are presented in Figures 2.2 and 2.3. The MIR spectral 
regions of 1350 - 1419 cm-1 and 2482 - 2450 cm-1 affected by adsorbed water and carbon dioxide 
(Figure 2.3) were excluded from MIR calibration models. MIR spectra also showed more 
discrete peaks than NIR spectra and; according to Reeves III (2010), this is because they contain 
information derived from both soil organics and minerals, while NIR spectra mainly contain 
information derived from organic materials. In NIR regions, the most intense absorption bands 
are associated with O-H and C=O bonds (1400 - 1450 nm), O-H, C-H, N-H, and C=O bonds 
(1870 - 1950 nm), and O-H, C-H, and C-O bonds (2250 - 2500 nm), similar to the prominent 
absorption bands identified by Islam et al. (2003). In MIR regions, distinct fingerprints are 
generally related to O-H, N-H, C-O, C=O, and COO- bonds (1510 - 1740 cm-1), N-H, C-H, and 
C-C bonds (2830 - 3000 cm-1), and O-H bond (3500 - 3700 cm-1) (Figures 1.1 and 2.3). The MIR 
peaks under 1000 cm-1 and the peaks at 1870 cm-1 are most likely to be associated with inorganic 
compounds (Demyan et al., 2012). 
2.4.3   Principal Component Analysis on Soils of Different Groups 
The PCs were generated from first derivatives of NIR and MIR spectra to identify features that 
differentiate the data (Figures 2.4 and 2.5). The first 2 PCs explained 61.9% and 57.3% of the 
variance in NIR and MIR spectra, respectively. Adding a 3rd PC explained an additional 5.0% 
(NIR) and 11.1% (MIR) of the variance and so was used to assess factors influencing MIR 
results. Plots of the first 2 PCs showed separation of NIR data according to soil regions; this was 
not as obvious for PC plots of MIR results. NIR features from 1400 - 1500 nm, 1850 - 1900 nm, 
1950 - 2100 nm, 2200 nm, and 2300 - 2500 nm generally had significant PC1 loadings (> 0.03), 
with the 1850 - 1900 nm regions contributing the most (Figure 2.6). Among the most significant 
NIR regions, spectra around 1400 nm and 1900 nm can be attributed to soil water, and the 
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regions around 2200 nm, 2340 nm, and 2445 nm can partly be explained by clay minerals 
(Chapter 1). The regions of 2000 - 2500 nm can also be explained by soil organic components 
(Figure 1.1). Unfortunately, NIR features of interest are difficult to detect compared to scattering 
caused by minerals and possibly water. In MIR regions, the spectral features from 400 - 500 cm-
1, 700 - 900 cm-1, 1000 - 1300 cm-1, 2850 - 3000 cm-1, and 3300 - 3700 cm-1 had significant 
loadings on PC1, PC2, and PC3, with the regions of 400 - 500 cm-1, 850 - 900 cm-1, and 1000 - 
1100 cm-1 contributed most to PC1 loadings (> 0.05) (Figure 2.7). Unlike PCs 1 and 2, regions 
around 1600 - 1750 cm-1 and 2850 - 3000 cm-1 separated samples along PC3. The MIR regions 
around 1000 - 1100 cm-1 may be indicative of soil quartz, and the regions around 3300 - 3400 
cm-1 and around 3620 - 3690 cm-1 can be attributed to soil clay minerals as generalized by 
Soriano-Disla et al. (2014), whereas the regions of 1250 - 1450 cm-1, 1450 - 1700 cm-1, and 2850 
to 3000 cm-1 can mainly be explained by soil organic components (Figure 1.1). While soils from 
different management histories were not distinguishable using PCs derived from either NIR or 
MIR spectra (APPENDIX E); plots of the first 2 NIR PCs separated data according to soil 
regions (Figure 2.4). Regional differences were also separated effectively using MIR with 3PCs 
(Figure 2.5). Use of IR spectra to distinguish among soils in different regions depends on both 
soil mineral and organic components. Soils with parent material of loess over Illinoisian drift are 
most clearly differentiated from soils of other parent materials using both NIR and MIR spectra. 
This shows that within this region disparities among soil spectra associated with mineralogy and 
parent material cannot be ignored. Future efforts might use this kind of analysis to segment soils 
into appropriately delineated libraries before model development. 
2.4.4   Comparison of Models Developed by Near- and Mid-Infrared Spectra 
To evaluate the prediction results, error metrics including R2, RMSE, and RPD of validation sets 
were generated for both NIR and MIR calibration models (Tables 2.3 and 2.4). Relationships 
between IR prediction results and reference data from lab-measurement of validation set are 
shown for NDVI and SQ indicators (Figures 2.8 and 2.9). In this study, randomization was 
conducted three times to separate the dataset into calibration and validation sets that contained 70 
and 30 % of the data, respectively, to allow us to assess consistency of our calibration models. 
Descriptive statistics of the SOC contents of the datasets, summarized in Table 2.5, suggest that 
divisions used for the three NIR and MIR model runs did not differ at P < 0.05. Calibration and 
validation sets did differ at P = 0.053 in the 3rd NIR run. While similarity in calibration and 
	   27	  
validation sets provides the essential bases for IR calibration building and evaluation, few studies 
evaluate this directly. According to Xie et al. (2011), the range and variation of SQ indicators 
used in calibration and validation datasets must be similar to building effective calibration 
models. Our results demonstrate that data used in this study met the criteria.  
In general, NIR calibration models (Table 2.3) outperformed MIR calibration models (Table 2.4) 
in their prediction of NDVI and SQ indicators including SOC, TN, C: N, K, Fe, Ca, and Mg. The 
MIR calibration models only slightly outperformed NIR at predicting FDA, and performed 
similarly to NIR calibration models in their prediction of PMN and TN (Figure 2.10). Both NIR 
and MIR models were ineffective in predicting POM, soil pH, and soil P abundance. Our work is 
at odds with some who have found MIR performs slightly better than NIR for soil C analysis 
(Bellon-Maurel and McBratney, 2011; Gholizadeh et al., 2013). McCarty and Reeves (2006) and 
Pirie et al. (2005) also reported that SOC, TN, Ca, Mg, K, and pH are better predicted using MIR 
than NIR regions. McDowell et al. (2012) found NIR and MIR performed similarly when applied 
to estimate C in Hawaiian soil. Xie et al. (2011) found almost identical results of SOC and TN 
prediction by both types of spectra for clay loam soils in Canada. Consistent with our results, 
Veum et al. (2014) found that the VNIR spectra outperformed MIR spectra in estimating SOC. 
The balance between cost, accuracy and sample preparation has led some to conclude that NIR 
modeling for SQ indicators may be preferable (Rossel et al. 2006; Xie et al. 2011). Soriano-Disla 
et al. (2014) found the best prediction results for soil biological properties were acquired using 
VNIR spectroscopy, suggesting useful information was masked by soil mineral components 
absorbing strongly in MIR regions. The complicated effects from soil mineral components may 
help explain our relatively unsatisfactory MIR prediction results. Another contributing factor 
may be the fact that we collected data from fewer sub-samples from each site and so the dataset 
was smaller; this and imprecisions introduced during the pellet making process may be 
important. In our study, MIR sample analysis took approximately five times longer than that did 
NIR analysis. Based on all of this, and the fact that NIR was able to distinguish among soil 
regions as well or better than MIR, we would favor use of NIR for further regional IR library 
development efforts. 
2.4.5   Comparison of Models Developed for Soil Quality Indicators and Normalized 
Difference Vegetation Index 
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Prediction results were categorized into different groups using RPD values reported by the best-
fitted chemometric technique. Using NIR spectra, the prediction models of SOC and Ca were 
categorized into group A, the prediction models of TN, Mg, C: N, PMN, and NDVI were 
categorized into group B, and the prediction models of K, P, Fe, pH, and POM qualities were 
categorized into group C (Table 2.3). Using MIR spectra, group A included SOC, and group B 
included TN, Ca, Mg, and PMN (Table 2.4). MIR based models developed for the rest of the 
indicators (group C) were unreliable. The models of SQ indicators that belonging to the B 
category may be improved by using different calibration strategies, or by adding information 
about auxiliary variables including clay and sand contents (Brown et al., 2006; Cambule et al. 
2012; Chang et al., 2001; Veum et al., 2015). For instance, even though models for soil pH are 
typically not promising (Soriano-Disla et al., 2014), associated information can be used as 
covariate to help improve the predictive power of calibration models for other SQ indicators 
(Brown et al., 2006). Our categorization of SQ indicators was generally consistent with the 
findings of Chang et al. (2001), who assigned SOC, TN, and Ca to group A, PMN, pH, Mg 
included to group B, and P contents to group C. Similar work by Veum et al. (2015) that reported 
on prediction results based on NIR applied to oven-dried soil samples, found the best prediction 
results were achieved for SOC and TN, followed by Mg, Ca, and PMN, and the predictions of 
pH, P, K, and Fe were considered unreliable. Work employing VNIR spectra by Askari at al. 
(2015) obtained excellent results for TN, C: N, and Mg predictions. Work by Sudduth et al. 
(2012) also showed encouraging results for SOC, TN, and pH predictions. Likewise, Kinoshita et 
al. (2012) included SOC and Ca in group A, Mg and pH in group B, and P and K in group C 
using VNIR spectra. Similarly, Cohen et al. (2007) reported effective models for SOC, moderate 
models for pH, P, and Ca, and inefficient models for K, Mg, and Fe using NIR spectra only. 
Using MIR spectra, Terhoeven-Urselmans (2010) reported good predictions for pH and SOC and 
moderate prediction for Mg abundance. The Ca abundance was predicted poorly in their study, 
which was caused by their extraction method and calcareous soil samples. The predictions of pH 
may rely greatly on its correlation with SOC since pH is commonly considered as a non-
chromophore. In our study, the correlation between SOC and pH was weak (APPENDIX B), 
which may partly explain the unreliable prediction of pH. Poor prediction of POM and other 
measures of labile organic matter may stem from the fact these indicators are more influenced by 
management than soil mineralogy (Marriott and Wander, 2006), which may not be reflected well 
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from spectral features. If development of IR calibration models for these potential SQ indicators 
is desirable, one might expect them to fall into the A and B groups for the purpose of rapid soil 
quality assessment.  
Yang et al. (2012b) note that the interpretation of RPD depends on purposes of the measurement. 
Although the RPD values reported in our study were relatively low compared to other studies, 
results can be used to compare SQ indicators and evaluate how various analysis methods 
influence model performance. Non-normally distributed reference data and the large number of 
spectral variables included (especially in MIR regions) may explain why IR models did not 
perform well. Other possible explanations include experimental errors, a lack of heterogeneity of 
sample sets, and inaccuracies associated with lab-measured data. Of the three, the size and 
composition of the data set is the most likely factor. Many have argued that soil mineralogical 
range may be associated with model accuracy. For example, Cécillon et al. (2009) proposed that 
limited but sufficient set heterogeneity would optimize model performance. Udelhoven et al. 
(2003) suggests that models should be developed within geologically homogeneous areas. Our 
results suggest that this may be a factor as disparities among soil spectra associated with soil 
parent materials may have an impact on model performance. 
The relationship between lab-based NIR and MIR spectra of agricultural soil and crop yield 
surrogate NDVI value has not been widely explored. Our results showed that the IR modeling 
results for NDVI prediction was comparable to that of soil properties assigned to group B (Table 
2.3; NIR) and group C (Table 2.4; MIR). Use of only organic functional groups to build the 
models did not improve predictive power of NDVI. Compared to NDVI estimates using SMLR 
on lab-measured SQ indicators (Table 2.2), results from the best-fitted NIR model (R2 = 0.7) was 
not less reliable even that IR models for crop and soybean samples were not developed 
separately. Prediction of NDVI using best-fitted MIR model (R2 = 0.4) was better than SMLR 
developed for corn fields but worse than that for soybean fields. Our limited fits for NDVI using 
IR models might suggest that there is a limit for predictive power when applied to a region where 
all the soils are relatively similar in terms of their productive potential and other factors such as 
variable weather, farm-specific issues with planting, and non-soil based limits to production. 
Application of power analysis of results (both IR and supporting soil quality data) going forward 
might help determine whether empirical prediction of NDVI using IR is plausible. Providentially, 
the IR calibration models would yield modest results for the most explanatory SQ indicators for 
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NDVI such as SOC, TN, and Ca. Estimation of BD is also needed, which is purely correlative, 
likely to be closely tied to SOC and texture. The prediction of BD using IR methods may not be 
as reliable as using pedotransfer functions that draw on these properties directly to estimate 
changes in density (Moreira et al., 2009). Therefore, use of directly measured estimates of SQ 
indicators to estimate soil productivity semi-quantitatively might be aided by use of auxiliary 
information such as BD.  
2.4.6   Comparison of Models Developed by Different Chemometric Techniques 
Efforts to determine the best analysis method for IR spectra based on model fit suggest this 
varies with SQ indicators and depends upon the dataset and chemometric techniques (Tables 2.2 
and 2.3). This was notable for biochemical indicators estimated with either NIR or MIR regions, 
and evident for physico-chemical SQ indicators estimated with NIR regions (p < 0.05).  
Although the average RF models slightly outperformed PLSR models for NIR spectral analysis, 
MIR model performance was relatively better using PLSR than RF. Generally speaking, model 
performance of these two chemometric techniques did not differ significantly (p > 0.05). Using 
the whole NIR spectra, RF models outperformed PLSR models for a range of SQ indicators 
including TN, PMN, FDA, pH, K, P, and NDVI (Table 2.3). Using the whole MIR spectra, RF 
models only better predicted soil TN, pH, Fe, and NDVI, but PLSR fits generally better 
predicted SOC, C: N, PMN, FDA, and Mg contents (Table 2.4). Comparisons of RF and PLSR 
models have mixed results. For example, RF modeling results of SOC and pH were not as good 
as fits from PLSR models obtained for an Australian soil (Rossel and Behrens, 2010). Similar 
performance was reported when PLSR models were not over-fitted (Knox et al., 2015). 
However, large-scale applications of RF models to predict SOC outperformed those derived 
from PLSR models (Sequeira et al. 2014; Stevens et al., 2013). Additionally, Chakraborty et al. 
(2012) found PLSR less accurately predicted soil properties with larger concentrations. This is at 
odds with regression slopes observed in this work which largely deviate from 1 and suggest RF 
models tended to underestimate high or low soil property values which was not the case for 
PLSR models (Figures 2.8 and 2.9), which suggests the statistical advantage provided by RF 
models may be lost or diminished when the soil property values fall outside the common range. 
In such instance, the reported R2 would not necessarily reflect model performance. To date, RF 
models have not been widely used to develop IR models to predict lab-based soil quality 
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measures. Further investigation is needed to explore the potential advantages and trade-offs this 
technique might provide over more standard linear regression-based methods for different soil 
properties and studies in different scales. 
2.4.7   Calibration and Prediction Models with Spectral Refinement 
As compared to using the whole MIR spectral variables, models refined by MCFS significantly 
outperformed both PLSR and RF predictions for SQ indicators categorized into A and B groups 
(p < 0.01). The improved predictive power of MCFS refined models for MIR spectra analysis 
could be related to the huge numbers of MIR spectral variables involved in this study. The 
MCFS technique extracted the most explanatory features from MIR spectra; as a consequence, 
the variable reduction tool likely avoided over-fitting problems. We found the MCFS tool was 
more efficient for use in MIR than NIR analysis, as the performance of MCFS-PLSR, PLSR, and 
RF models were not significantly different from each other for NIR spectral analysis (p > 0.05), 
so it is possible that the wavelength selection tool would be more useful when a large set of 
spectral variables were involved. More work is needed to amplify features that are indicative of 
soil quality and suppress or diminish the importance of features tied to inherent soil properties. 
Contrary to our hypotheses, ‘refined’ models that were based on datasets reduced to include only 
organic functional groups had a tendency to decrease model fits. Models using the whole NIR 
spectra significantly outperformed refined organic models for both biochemical and physico-
chemical SQ indicators (p < 0.01). Refined organic models only slightly improved prediction 
results obtained with whole MIR spectra for some biochemical indicators such as SOC and C: N, 
but had no benefits for most physico-chemical SQ indicators. The greater performance of refined 
model on MIR spectral analysis may be due to the larger number of spectral variables available 
for model building and provide weak support for our hypothesis; where, selection of organic 
bands increased chances for detecting biochemical indicators. The prediction of SQ indicators 
using IR spectra may be complicated by both organic and mineral group alignments; exclusion of 
information about influential factors like clay or mineral content may not be helpful. 
2.4.8   Interpretation of Influential Near and Mid-Infrared Spectral Features  
The influential spectral features selected to predict SQ indicators using PLSR (Figures 2.6 and 
2.7) and RF models (APPENDIX G) both included organic and inorganic components but were 
quite different from each other. The important spectral features selected for SOC and TN of RF 
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models generally coincided with features selected by the MCFS process (Figures 2.11 and 2.12). 
Like results obtained from MCFS, the prediction of TN using RF involved specific spectral 
features that were not included in SOC models that were obtained using the same technique.  
This suggests prediction of TN were likely based on N-associated infrared features. In contrast to 
RF based results, important features of PLSR models were not similar to those selected by 
MCFS process; this implies explanatory features selected by MCFS may be crucial for 
improving PLSR modeling results. Since PLSR modeling involves both dependent variables and 
independent variables (Cleophas and Zwinderman, 2015), FA was conducted to identify the most 
significant features of spectral variables with a cut-off loading of 0.70 (APPENDIX H). 
Important features reported from the 1st component of FA associated with varimax rotation 
include 1500 - 1890 nm, 2000 - 2330 nm, and 2390 - 2500 nm in NIR regions, the 2nd 
component of FA with high loadings include 900 - 1450 nm, and the 3rd component of FA with 
high loadings include 1900 - 1920 nm and 2390 - 2500 nm. In MIR regions, important features 
reported from the 1st component of FA associated with varimax rotation include 400 - 980 cm-1, 
the 2nd component of FA with high loadings include 2510 - 3190 cm-1, and the 3rd component 
of FA with high loadings include 2550 - 3620 cm-1 and 3710 - 3850 cm-1. It is noteworthy that 
influential features selected by the 1st components of FA differed from those driving the PLSR 
model and the RF models. While MIR features associated with organic functional groups loaded 
onto all PCs, iron oxides and iron oxyhydroxides features contributed to the 1st PC (assignments 
by Soriano-Disla et al., 2014); thus, demonstrating that mineralogy is a more important 
distinguishing feature.   
Using the MCFS tool, the most important spectral variables reported from NIR regions were 
generally distributed evenly within the spectra (Figure 2.11), unlike that of MIR regions, where 
important features were clustered (Figure 2.12). The selected NIR spectral variables were not 
particularly related to ranges identified with soil organic components (Figure 1.1). The NIR 
regions of 1250 - 1350 nm, 1570 - 1640 nm, 1900 nm, and the regions of 2100 - 2300 nm were 
considered important for both SOC and TN predictions, and generally agreed with other studies 
(Figure 1.2). These regions can mainly be explained by C=O, N-H, O-H, and N-H groups of soil 
organic components and soil water contents (Fidêncio et al., 2002). Based on the similarities 
between NIR features selected by different statistical models and, the relevance (i.e. organic 
nature) of what those features represent, we would expect local calibration models developed for 
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SOC and TN to be transportable. The important spectral features selected for POMC and POMN 
predictions were similar to each other, but differed from regions selected in other works, where 
identified spectral regions mostly ranged around 2000 - 2300 nm. For soil nutrients and pH, we 
did not find a skewed distribution of important features that is often reported in the literature; 
features selected in our study were distributed evenly within NIR regions. Instances where the 
literature and our work do not agree on whether regions contribute to model predictive power 
tend to be associated with non-chromophores, which in our study would probably include POM 
(which was isolated using sieving and so contains the sand size fraction along with 
undecomposed organic matter), pH, and soil nutrients (Bray-P, Ca, and Mg). This is consistent 
with the idea that IR-based prediction of non-infrared active SQ indicators will be derived 
through indirect association with correlated variables that could differ among locations.   
Commonly selected influential MIR spectral variables identified by MCFS included: 600 - 900 
cm-1, 1100 - 1900 cm-1, 2800 - 3000 cm-1, and 3400 - 3600 cm-1 regions (Figure 2.12). These 
regions can be explained by different factors including soil organic components (Figure 1.1), 
clay minerals, carbonates, and iron oxides assigned by Soriano-Disla et al. (2014). Selected 
spectral variables for predicting soil nutrients shared some similarities with those selected for 
SOC and TN predictions, but were quite different from other studies (Figure 1.2). Based on the 
fact that influential spectral features identified in this study were not consistent with those found 
by other works, we expect the MIR models developed for soil nutrients would not be 
transportable. The relatively reliable predictive results for Ca observed in this study may be 
explained the presence of infrared-active mineral components (Soriano-Disla et al., 2014). 
However, it is more likely that the prediction of Ca is closely related to SOC contents as the 
correlation of Ca and SOC is high in this study (APPENDIX B). As was true for NIR, the 
influential MIR features selected for SOC and TN were similar to other studies; again, this may 
be because these SQ indicators are chromophores. Noting the spectral response for modeling 
SOC and PMN were very similar, Chang et al. (2001) argued PMN as a non-chromophore. This 
disagrees with our observation that the influential spectral features of PMN models were not 
particularly akin to that of SOC models, especially for MIR spectral analysis. Only few studies 
have investigated important spectral features of PMN and FDA, therefore, whether their 
predictions are independent form soil SOC and TN as shown in this study warrants further 
investigation. 
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2.5   CONCLUSIONS 
Our results showed that model fit was not improved when refined NIR or MIR spectral regions 
affiliated with organic components were used, probably because soil spectra are complicated by 
both organic components and mineralogy components. Soil mineralogical components that were 
associated with different regions in Illinois and not soil management (and presumably quality) 
accounted for the most notable differences among spectra. 
Laboratory measurements of NIR and MIR spectra allowed us to predict local soil properties 
including SOC and Ca contents. While local models developed for Mg, TN, C: N, PMN, and 
NDVI index were acceptable, improvements are needed before they can be applied quantitatively. 
The local IR calibration models for POM, pH, K, P, and Fe were considered unacceptable using 
either NIR or MIR regions, and thus is not suitable for quantitative use. The regression of lab-
measured SQ indicators was able to represent crop productivity surrogate NDVI in soybean 
fields and only best-fitted NIR models have comparative results.  
We found NIR spectroscopy to be more rapid and effective for use in this regional study since 
the prediction models based on NIR regions generally took shorter time to develop and had 
better fits than those using MIR regions. The MCFS tool improved model performance 
particularly for MIR spectral analysis on soil SOC, TN, C: N, PMN, FDA, Ca, and Mg 
abundance. The SOC, TN, and PMN were determined to be chromophores in this study by 
interpreting influential spectral features. The spectral variables selected by RF models were akin 
to the results yielded from MCFS process. RF models generally outperformed PLSR models in 
NIR regions, but MIR models and soil properties with extreme values (high or low) tended to be 
better predicted by PLSR than RF. 
Further work is needed to better understand the relationship between influential spectral features 
selected by statistical tools and soil organic and inorganic components for validation and 
interpretation purposes. The advancements in developing variable selection tools may provide 
prospects for soil spectral analysis. The selection of SQ indicators in MDS may take the results 
from IR techniques into consideration for rapid soil quality assessment. 
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CHAPTER 3   SUMMARY 	  
Near-infrared (NIR) and mid-infrared (MIR) spectroscopic methods can be used to rapidly and 
affordably estimate soil quality (SQ) indicators of Illinois farm fields including soil organic C 
(SOC), soil Ca and Mg abundance, total N (TN), and potentially mineralizable N (PMN) with 
acceptable accuracy. The prediction of SOC, TN, C: N ratio, soil extractable nutrients, and 
Normalized Difference Vegetation Index (NDVI) using NIR models was relatively more reliable 
than using MIR models. For most SQ indicators, RF models slightly outperformed PLSR models 
in NIR regions, but MIR models and soil properties with extreme values were better predicted by 
PLSR than RF. Random separation of calibration set and validation set can lead to different 
validation results. 
Refined organic models were proposed to include only bands associated with soil organic 
functional groups: 1100 - 1200 nm, 1450 - 1750 nm, and 2000 - 2500 nm for NIR analysis, and 
1250 - 1750 cm-1, and 2850 - 3000 cm-1 for MIR analysis. Compared to models using the whole 
NIR or MIR spectra, refined organic model generally failed to improve predictive accuracy. 
Principal Component Analysis (PCA) shows that soil spectra are complicated by both organic 
and mineralogical components, but soil parent materials that were associated with different 
regions in Illinois accounted for the most notable differences among spectra. Therefore, 
segmenting soils based on their mineralogical components or obtaining homogenous soil 
samples may be required for future regional model improvement. 
The infrared (IR) prediction models based on regions refined by Monte-Carlo Feature Selection 
(MCFS) had better fits than those using the whole MIR spectral regions. The feature selection 
tool was effective probably because over-fitting problems associated with the large sets of 
spectral variables originally included were ameliorated. Interpretation of influential spectral 
features of different models indicates that SOC, TN, and PMN may be chromophores, and their 
predictions can be potentially more transportable.  
Spectroscopic methods for quick soil quality assessment have great application potential for 
agricultural management. Future work is needed to develop models of better soil physical 
meanings based on interpretation of influential spectral features. Moreover, the relationship 
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between SQ indicators and endpoint management goals need to be established in order to 
evaluate the ability of using IR to access overall soil quality.  
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TABLES 	  
Table 1.1 Soil quality indicators commonly selected in minimum data sets for agricultural 
soil quality assessment. 
Soil quality 
indicators† 
Statistical 
tool
‡
  
Site Land use/ Main crop 
Soil 
texture Management goal Reference 
SOC/ AN/ P/ K/ 
Texture 
CORR/ 
PCA 
Jiangxi, 
China Paddy field Loam Rice yield 
(Li et al., 
2013) 
SOM/ TN/ pH/ 
AMF/ DHA PCA 
Anhui/ 
Jiangsu, 
China 
Rice/ 
Wheat Loam Crop yield 
(Liu et al., 
2014) 
MBC/ TN/ Si/ 
K/ AMF PCA 
Hubei/ 
Zhejiang, 
China 
Paddy field Loam Rice yield (Liu et al., 2014) 
MBC/ TN/ Si/ 
Zn/ K 
ANOVA/ 
PCA 
Guangdong, 
China Paddy field Clay loam Rice yield 
(Liu et al., 
2014) 
TN/ P/ ACP/ 
TB/ AMF PCA 
Sichuan, 
China Paddy field NS
* Rice yield (Liu et al., 2015) 
SOM/ K/ Fe/ 
AHD/ DM PCA 
Jiangsu, 
China Wheat 
Loamy 
clay NS 
(Qi et al., 
2009) 
pH/ EC/ NO3--
N/ P/ K/ PMN/ 
MBC/ SOC 
EO Taiwan Cabbage/ Corn 
Sandy 
clay loam Crop yield 
(AdhikariA, 
2010) 
Fe/ WSA/ MBC PCA/ SMLR 
New Delhi, 
India 
Rice/ 
Wheat  
Sandy 
clay loam 
Rice yield/ 
Environmental 
protection 
(Bhaduri et 
al., 2014) 
SOC/ Mn PCA/ SMLR 
New Delhi, 
India 
Rice/ 
Wheat 
Sandy 
clay loam 
Wheat yield/ 
Environmental 
protection 
(Bhaduri et 
al., 2014) 
Fe/ HC/ Zn/ 
WHC/ WSA/ 
PMN/ MBC 
PCA New Delhi, India 
Rice/ 
Wheat 
Sandy 
clay loam 
Rice yield/ 
Environmental 
protection 
(Bhaduri et 
al., 2014) 
Cu/ WSA/ P/ 
PMN/ ESP/ 
DHA/ SOC/ Mn 
PCA New Delhi, India 
Rice/ 
Wheat 
Sandy 
clay loam 
Wheat yield/ 
Environmental 
protection 
(Bhaduri et 
al., 2014) 
MBC/ TN/ P/ K/ 
Ca PCA Punjab, India 
Maize/ 
Wheat 
Loamy 
sand/ 
Sandy 
loam 
Crop yield (Sharma et al., 2015) 
EON/ Zn/ Cu/ 
MBC/ MWD/ 
HC 
PCA Hyderabad, India 
Sorghum/ 
Mung bean 
Sandy 
loam 
Crop yield/ 
Sustainable yield 
(Sharma et 
al., 2008) 
MBC/ HC/ AN/ 
K/ S 
ANOVA/ 
PCA 
Hyderabad, 
India 
Sorghum/ 
castor bean 
Sandy 
loam 
Crop yield/ 
Sustainable yield  
(Sharma et 
al., 2005) 
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Table 1.1 (continued) 
Soil quality 
indicators† 
Statistical 
tool
‡
  
Site Land use/ Main crop 
Soil 
texture Management goal Reference 
AN/ SOC/ 
MBC/ BD/ Zn/ 
P 
PCA 
New 
Delhi, 
India 
Maize/ Wheat Sandy loam Wheat yield 
(Masto et al., 
2008) 
AN/ SOC/ K/ P/ 
DHA SMLR 
New 
Delhi, 
India 
Maize/ Wheat Sandy loam Wheat yield 
(Masto et al., 
2008) 
EC/ BD/ HC/ 
SOC/ MWD/ 
NH4+-N/ K/ P/ 
NO3--N / MBC/ 
DHA 
PCA Meerut, India 
Wheat/ Barley/ 
Cluster bean/ 
Cowpea/ 
Broccoli 
Clay 
loam Crop yield 
(Nishant et al., 
2014) 
P/ TOP/ EC/ 
MBN/ MBC/ 
SOC/ TN/ BR/ 
NH4+-N/ K/ pH/ 
NO3--N/ PMN 
PCA Surin, Thailand Paddy field 
Clay 
loam/ 
Sandy 
loam 
Rice yield (Thuithaisong et al., 2011) 
SOC/ MBN/ K PCA/ SMLR 
Surin, 
Thailand Paddy field 
Clay 
loam/ 
Sandy 
loam 
Rice yield (Thuithaisong et al., 2011) 
Co/ Cr/ pH/ 
SOM/ K PCA 
Qazvin, 
Iran 
Agricultural 
land NS 
Compare 
management 
practices 
(Rahmanipour 
et al., 2014) 
MBC/ BD/ 
AGG/ SOC/ pH/ 
AWC/ P 
EO Ethiopia Wheat/ Lentil/ Tef Clay Crop yield 
(Erkossa et al., 
2007) 
SOC/ TN/ CEC/ 
P/ Texture/ 
DBD/ Fe 
PCA Ethiopia 
Natural forest/ 
Grazed land/ 
Teff-Faba bean/ 
Teff-Wheat/ 
Barley/ Maize 
NS Compare land use (Tesfahunegn, 2014) 
SOC/ TN/ 
Earthw/ Zn/ 
POR/ WHC/ P/ 
AGG/ K/ CEC/ 
Ca/ Mg/ 
Texture/ DBD/ 
pH/ EC/ Fe/ Na/ 
ESP/ SBF/ AHD 
EO Ethiopia 
Natural forest/ 
Grazed land/ 
Teff-Faba bean/ 
Teff-Wheat/ 
Barley/ Maize 
NS Compare land use (Tesfahunegn, 2014) 
 
WSA/ BD/ 
POR/ SOC/ 
MBC/ TN/ 
CEC/ pH/ P/ K 
EO Ethiopia 
Red fed 
cultivation/ 
Agroforestry/ 
Irrigated crop 
production 
Sand/ 
Loamy 
sand/ 
Sandy 
loam 
Accommodate water 
entry/ Facilitate 
water movement 
and availability/ 
Resist surface 
degradation/ Supply 
plant nutrient 
(Gelaw et al., 
2015) 
Texture/ SOM/ 
K/ PAW/ P PCA Italy 
Wheat/ Dry 
bean 
Slty 
clay 
loam 
Crop yield (Armenise et al., 2013) 
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Table 1.1 (continued) 
 
Soil quality 
indicators† 
Statistical 
tool
‡
  
Site Land use/ Main crop 
Soil 
texture Management goal Reference 
SOC/ TN/ Earthw / 
MBC/ %bacnem PCA 
Melle, 
Belgium Potato/ Maize 
Loamy 
sand Crop yield 
(D’Hose et 
al., 2014) 
BD/ MWD/ SOC/ 
POMC/ CO2-C14d 
ANOVA/ 
PCA 
Navarre, 
Spain 
Rainfed 
cereal 
production 
Silty 
clay 
Soil water retention/ 
Earthworm activity/ 
Organic matter 
stratification 
(Imaz et al., 
2010) 
TTP/ AGG/ WP/ 
TR/ SOC/ TN/ K/ 
Zn 
PCA Puebla, Mexico Wheat/ Maize NS 
Compare tillage 
practices 
(Govaerts et 
al., 2006) 
BD/ MWD/ 
Texture/ AWC/ 
MBC/ HC/ pH/ 
EC/ SOC/ T/ M 
EO OH, USA Corn 
Silt 
loam Corn yield 
(Nakajima 
et al., 2015) 
SOC/ TN/ WSA/ 
MWD/ fe/ SWC/ 
BD/ Texture/ pH/ 
FC 
FA OH, USA Corn 
Silt 
loam 
Crop yield/ Compare 
management 
practices 
(Shukla et 
al., 2006) 
MBC/ PMN/ EOC/ 
TN/ SOC/ P/ K/ 
pH/ BD/ WSA/ 
MWD/ SWC 
EO WI, USA 
Corn-
Soybean-
Alfalfa/ 
Pasture 
Silt 
loam Compare land use 
(Jokela et 
al., 2011) 
pH/ EC/ SOC/ P EO IA, USA Corn/ Soybean Loam 
Compare 
management 
practices/ Soil N 
leaching/ Soil loss 
(Karlen et 
al., 2008) 
WSA/ BD/ pH/ 
EC/ P/ K/ SOC/ 
MBC/ PMN 
EO IA, USA Corn/ Soybean 
Clay 
loam/ 
Loam 
Tillage comparison (Karlen et al., 2013) 
AGG/ BD/ MBC/ 
pH/ PMN/ SOC PCA IA, USA Corn 
Silt 
loam 
Crop yield/ Tillage 
comparison 
(Andrews et 
al., 2004) 
pH/ WSA/ SOM/ 
AP/ PMN/ EC/ 
SAR 
EO CA, USA Tomato/ Cotton NS Crop yield 
(Andrews et 
al., 2003) 
SOM/ EC/ P/ pH/ 
SAR EO CA, USA 
Tomato/ 
Corn/ Wheat/ 
Bean 
Silt 
loam/ 
Loam 
Crop yield/ Plant 
health 
(Andrews et 
al., 2002) 
Na/ pH/ Zn PCA CA, USA Tomato 
Silt 
loam/ 
Loam 
Crop yield/ Plant 
health/ Weed control/ 
Water use 
(Andrews et 
al., 2002) 
SOM/ Na/ Ca PCA CA, USA Corn 
Silt 
loam/ 
Loam 
Crop yield/ Plant 
health/ Weed control/ 
Water use 
(Andrews et 
al., 2002) 
SOC/ EC/ P/ Zn PCA CA, USA Safflower 
Silt 
loam/ 
Loam 
Crop yield/ Plant 
health/ Weed control/ 
Water use 
(Andrews et 
al., 2002) 
EC/ Zn/ SAR PCA CA, USA Bean 
Silt 
loam/ 
Loam 
Crop yield/ Plant 
health/ Weed control/ 
Water use 
(Andrews et 
al., 2002) 
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Table 1.1 (continued) 
 
Soil quality 
indicators† 
Statistical 
tool
‡
  
Site Land use/ Main crop 
Soil 
texture Management goal Reference 
SOC/ pH/ BD/ P/ 
K/ MBC/ BG EO TN, USA Cotton Silt loam 
Crop yield/ Tillage 
comparison/ 
Ecosystem 
functioning 
(Mbuthia et 
al., 2015) 
WSA/ AWC/ SH/ 
SSH/ SOM/ EOC/ 
PMN/ RDP/ pH/ P/ 
K/ Mg/ Fe/ Mn/ Zn 
EO NY, USA Corn/ Soybean 
Clay 
loam/ Silt 
loam 
Tillage and cover 
crop comparison  
(Idowu et 
al., 2009) 
SOC/ PMN/ P/ 
AWC/ pH/ BD/ EC EO 
ND, 
USA 
Pea/ Wheat/ 
Maize 
Sandy 
loam/ 
Loam/ 
Clay 
loam 
Crop yield (Merrill et al., 2013) 
SOC/ AGG/ MBC/ 
BD/ pH/ K/ P EO NE, USA 
Corn/ 
Switchgrass 
Silty clay 
loam 
Compare 
management 
practices 
(Liebig et 
al., 2009) 
SOC/ TN/ PMC/ 
PMN/ MBC/ WSA/ 
Texture/ Mg/ K/ 
Na/ AHV/ AHD 
FA/ DA CO/ WY/ NE, USA 
Rangeland/ 
Wheat-Corn-
Alfalfa 
Sandy 
loam 
Compare land use 
types 
(Brejda et 
al., 2000) 
AGG/ BD/ SOC/ 
EC/ pH/ MBC/ 
qCO2/ PMN 
EO 
CO/ SD/ 
TX/ ND/ 
NE/ MT/ 
SK, USA 
Wheat/ Corn/ 
Alfalfa/ Pea/ 
Soybean 
Silt loam Crop yield/ N leaching 
(Wienhold 
et al., 2006) 
† Soil quality indicators included in minimum data sets: SOC, soil organic C; AN, available N; AMF, arbuscular 
mycorrhizal fungi; DHA, dehydrogenase activity; MBC, microbial biomass C; TN, total N; ACP, acid phosphatase; 
TB, total bacteria; AHD, A-horizon depth; DM, drainage modulus; EC, electrical conductivity; PMN, potentially 
mineralizable N; WSA, water stable aggregates; HC, saturated hydraulic conductivity; WHC, water-holding 
capacity; ESP, exchangeable sodium percentage; EON, permanganate oxidisable-N; MWD, mean weight diameter; 
BD, bulk density; TOP, total organic phosphates; MBN, microbial biomass N; BR, soil basil respiration; AWC, 
available water capacity; AGG, aggregate stability; CEC, cation exchange capacity; DBD, dry bulk density; Earthw, 
number of earthworms; POR, total porosity; SBF, sum base forming cations; PAW, plant available water; % bacnem, 
relative bacterivorous nematode abundance; POMC, poticulate organic C; TTP, Time-to-pond; WP, Wilting point; 
TR, Topsoil resistance; T, soil temperature; M, mean volumetric water content; fe, efficient porosity; SWC, soil 
water content; FC, field water capacity; EOC, permanganate oxidisable-N; SAR, sodium adsorption ratio; BG, β-
glucosidase activity; SSH, subsoil surface hardness; RDP, root disease potential; PMC, potentially minerlizable C; 
AHV, A horizon value;  qCO2, metabolic quotient. 
 ‡ Statistical tool for identifying soil quality indicators in MDS: CORR, correlation analysis between soil quality 
indicators and management goals; PCA, principal component analysis; ANOVA, analysis of variance; EO, expert 
opinions; SMLR, stepwise multiple linear regression; FA, factor analysis; DA, discriminant analysis. 
 * NS, not specified. 
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Table 2.1 Laboratory measurements of soil properties of 0-15 cm soils collected from 57 
fields in different regions of Illinois (n=468). Near-infrared spectra are collected from these 
samples and mid-infrared spectra are collected from a subset of these sample. 
Soil properties † Min Max Mean 
Standard 
Deviation 
p value of Shapiro-
Wilk normality test 
SOC (g C/ kg dry soil) 8.2 38.8 22.54 4.80 0.03 
TN (g N/ kg dry soil) 1 3.4 1.93 0.36 <0.01 
C: N 2.56 15.6 11.50 1.47 <0.01 
POM - C (g C/ kg dry soil) 0.22 8.01 2.47 0.93 <0.01 
POM - N (g N/ kg dry soil) 0.02 0.48 0.17 0.07 <0.01 
POM - C: N 3.65 85.75 15.00 4.44 <0.01 
PMN (mg NH4+-N/ kg dry soil/ week) 9.8 204.5 59.83 30.38 <0.01 
FDA (𝜇g FDA/ g dry soil/ hr) 9.6 99.4 43.01 16.52 <0.01 
pH 5.1 7.9 6.36 0.52 <0.01 
K (mg K/ kg dry soil) 61 474 209.83 72.34 <0.01 
P (mg P/ kg dry soil) 1 159 30.40 22.89 <0.01 
Ca (mg Ca/ kg dry soil) 1581 5872 3304.14 835.79 <0.01 
Mg (mg Mg/ kg dry soil) 152 1126 545.45 204.08 <0.01 
Fe (mg Fe/ kg dry soil) 49 357 169.99 46.95 <0.01 
  † Soil properties: SOC, soil organic C; TN, total N; C: N, soil C to N ratio; POM, particulate organic matter; PMN, 
potentially mineralizable N; FDA, fluorescein diacetate hydrolysis. 
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Table 2.2 Regression equations for Normalized Difference Vegetation Index with reference 
soil quality indicators (n=468). 
Crop Regression equations R2 
Corn + Soybean 
SMLR: Y † = 0.355 - 0.014 SOC* + 0.118 TN + 0.160 BD* + 0.036 
POMC* + 0.0004 K* - 0.001 P 
0.199** 
 
MLR: Y = 0.229 - 0.017 SOC* + 0.140 TN + 0.183 BD* + 0.062 POMC - 
0.317 POMN - 0.00001 PMN - 0.001 FDA + 0.009 pH + 0.0004 K - 0.001 P 
+ 0.00002 Ca - 0.00001 Mg + 0.0002 Fe 
0.113 
Corn 
SMLR: Y = 0.360 - 0.022 SOC** + 0.144 TN + 0.197 BD** + 0.060 
POMC - 0.470 POMN + 0.00004 Ca* 
0.353** 
 
MLR: Y = 0.538 - 0.023 SOC + 0.143 TN + 0.172 BD* + 0.055 POMC - 
0.392 POMN - 0.0003 PMN - 0.00005 FDA - 0.015 pH - 0.00003 K + 
0.0002 P + 0.00004 Ca + 0.000002 Mg - 0.0002 Fe  
0.182 
Soybean 
SMLR: Y = - 0.071 - 0.090 SOC** + 1.585 TN** - 0.156 BD + 0.180 
POMC** - 1.543 POMN* + 0.004 PMN** + 0.005 FDA* + 0.0006 K** - 
0.008 P*** - 0.0002 Ca** 
0.805** 
 
MLR: Y = - 0.060 - 0.087 SOC + 1.504 TN - 0.205 BD + 0.187 POMC - 
1.651 POMN + 0.004 PMN + 0.005 FDA + 0.009 pH + 0.001 K - 0.008 P* 
- 0.0002 Ca - 0.00004 Mg + 0.0002 Fe 
0.631 
† Y: Normalized Difference Vegetation Index. 
‡ Soil quality indicators: SOC, soil organic C; TN, total N; C: N, soil C to N ratio; POM, particulate organic matter; 
PMN, potentially mineralizable N; FDA, fluorescein diacetate hydrolysis. 
*** p < 0.001.  
** p < 0.01.  
* p<0.05. 
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Table 2.3 Modeling results for soil quality indicators and normalized difference vegetation 
index using near-infrared regions (n=468). Grey areas represent the best significant model fits 
for indicators based on the average and standard deviation of Residual Prediction Deviation 
(RPD) from three runs and Root Mean Squared Error (RMSE). 
Property † Method ‡  
1 2 3 
Avg* Std** 
R2 RMSE RPD R2 RMSE RPD R2 RMSE RPD 
SOC 
Whole - PLSR 0.8 2.5 2.0 0.7 2.8 1.8 0.8 2.1 2.1 2.0 0.2 
Organic -PLSR 0.7 2.7 1.9 0.7 2.9 1.8 0.7 2.4 1.9 1.8 0.1 
MCFS - PLSR 0.7 2.7 1.9 0.7 2.9 1.8 0.8 2.1 2.1 1.9 0.2 
Whole - RF 0.8 2.5 2.0 0.7 2.8 1.8 0.7 2.3 2.0 1.9 0.1 
Organic - RF 0.7 2.6 1.9 0.7 2.8 1.8 0.7 2.4 1.9 1.9 0.1 
TN 
Whole - PLSR 0.7 0.2 1.7 0.6 0.2 1.6 0.6 0.2 1.7 1.6 <0.1 
Organic -PLSR 0.6 0.2 1.6 0.6 0.2 1.5 0.6 0.2 1.5 1.5 <0.1 
MCFS - PLSR 0.7 0.2 1.7 0.6 0.2 1.6 0.7 0.2 1.8 1.7 0.1 
Whole - RF 0.7 0.2 1.7 0.6 0.2 1.6 0.6 0.2 1.6 1.6 <0.1 
Organic - RF 0.6 0.2 1.6 0.6 0.2 1.6 0.6 0.2 1.6 1.6 <0.1 
C: N 
Whole - PLSR 0.6 1.0 1.6 0.4 1.0 1.3 0.6 1.0 1.4 1.4 0.1 
Organic -PLSR 0.6 1.0 1.5 0.4 1.1 1.2 0.5 1.1 1.3 1.3 0.2 
MCFS - PLSR 0.7 0.9 1.7 0.5 1.0 1.3 0.6 0.9 1.5 1.5 0.2 
Whole - RF 0.6 1.0 1.6 0.5 0.9 1.4 0.5 1.0 1.4 1.5 0.1 
Organic - RF 0.6 1.1 1.4 0.5 1.0 1.4 0.4 1.1 1.3 1.4 0.1 
POMC 
Whole - PLSR 0.1 0.9 1.0 0.1 1.0 1.0 0.2 0.9 1.1 1.0 0.1 
Organic -PLSR 0.1 0.9 1.0 0.0 1.0 0.9 0.1 0.9 1.0 1.0 <0.1 
MCFS - PLSR 0.1 0.9 0.9 0.1 0.9 1.0 0.1 0.9 1.1 1.0 0.1 
Whole - RF 0.2 0.8 1.1 0.1 0.9 1.1 0.2 0.8 1.1 1.1 <0.1 
Organic - RF 0.2 0.8 1.1 0.1 0.9 1.0 0.2 0.8 1.1 1.1 <0.1 
POMN 
Whole - PLSR 0.2 0.1 1.1 0.2 0.1 1.1 0.2 0.1 1.1 1.1 <0.1 
Organic -PLSR 0.2 0.1 1.1 0.2 0.1 1.0 0.1 0.1 1.0 1.1 <0.1 
MCFS - PLSR 0.2 0.1 1.1 0.2 0.1 1.1 0.2 0.1 1.1 1.1 <0.1 
Whole - RF 0.2 0.1 1.1 0.2 0.1 1.1 0.3 0.1 1.1 1.1 <0.1 
Organic - RF 0.2 0.1 1.1 0.1 0.1 1.1 0.3 0.1 1.1 1.1 <0.1 
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Table 2.3 (Continued) 
Property † Method ‡ 
1 2 3 
Avg* Std** 
R2 RMSE RPD R2 RMSE RPD R2 RMSE RPD 
POM-C: N 
Whole - PLSR 0.2 0.1 1.1 0.2 0.1 1.1 0.2 0.1 1.1 1.1 <0.1 
Organic -PLSR 0.2 0.1 1.1 0.2 0.1 1.0 0.1 0.1 1.0 1.1 <0.1 
Whole - RF 0.2 0.1 1.1 0.2 0.1 1.1 0.3 0.1 1.1 1.1 <0.1 
Organic - RF 0.2 0.1 1.1 0.1 0.1 1.1 0.3 0.1 1.1 1.1 <0.1 
PMN 
Whole - PLSR 0.5 22.0 1.3 0.5 20.6 1.4 0.5 19.2 1.4 1.4 0.1 
Organic -PLSR 0.5 22.0 1.3 0.5 20.6 1.4 0.5 19.9 1.4 1.3 0.1 
MCFS - PLSR 0.5 22.6 1.2 0.5 19.8 1.4 0.5 19.9 1.4 1.3 0.1 
Whole - RF 0.6 19.7 1.4 0.6 19.4 1.4 0.6 19.4 1.4 1.4 <0.1 
Organic - RF 0.5 20.5 1.4 0.5 20.1 1.4 0.6 19.8 1.4 1.4 <0.1 
FDA 
Whole - PLSR 0.3 13.9 1.2 0.5 13.4 1.4 0.4 13.7 1.2 1.2 0.1 
Organic -PLSR 0.2 14.2 1.1 0.4 14.4 1.3 0.3 13.7 1.2 1.2 0.1 
MCFS - PLSR 0.3 13.0 1.2 0.4 13.7 1.3 0.3 14.3 1.2 1.2 0.1 
Whole - RF 0.2 13.8 1.2 0.3 15.1 1.2 0.3 13.7 1.2 1.2 <0.1 
Organic - RF 0.2 14.1 1.1 0.3 15.3 1.2 0.3 14.0 1.2 1.2 <0.1 
pH 
Whole - PLSR 0.2 0.4 1.1 0.2 0.5 1.1 0.2 0.5 1.1 1.1 <0.1 
Organic -PLSR 0.2 0.4 1.1 0.1 0.5 1.1 0.2 0.5 1.1 1.1 <0.1 
MCFS - PLSR 0.1 0.5 1.0 0.1 0.5 1.1 0.2 0.5 1.1 1.1 <0.1 
Whole - RF 0.3 0.4 1.2 0.3 0.5 1.1 0.2 0.5 1.1 1.1 <0.1 
Organic - RF 0.3 0.4 1.1 0.2 0.5 1.1 0.2 0.5 1.1 1.1 <0.1 
K 
Whole - PLSR 0.2 68.9 1.1 0.3 60.6 1.2 0.3 65.3 1.2 1.1 0.1 
Organic -PLSR 0.3 65.0 1.1 0.3 60.7 1.2 0.3 66.9 1.1 1.2 <0.1 
MCFS - PLSR 0.3 62.6 1.2 0.4 58.7 1.3 0.4 61.6 1.2 1.2 <0.1 
Whole - RF 0.4 58.4 1.3 0.5 56.7 1.3 0.3 62.9 1.2 1.3 <0.1 
Organic - RF 0.4 61.6 1.2 0.4 59.0 1.2 0.3 65.8 1.2 1.2 <0.1 
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Table 2.3 (Continued) 
Property † Method ‡ 
1 2 3 
Avg* Std** 
R2 RMSE RPD R2 RMSE RPD R2 RMSE RPD 
P 
Whole - PLSR 0.2 21.1 1.1 0.2 19.5 1.1 0.2 20.3 1.1 1.1 <0.1 
Organic -PLSR 0.1 22.7 1.0 0.1 21.1 1.0 0.2 21.1 1.1 1.0 <0.1 
MCFS - PLSR 0.2 21.4 1.1 0.2 19.7 1.1 0.2 20.8 1.1 1.1 <0.1 
Whole - RF 0.3 20.1 1.1 0.3 17.8 1.2 0.2 19.9 1.1 1.2 <0.1 
Organic - RF 0.2 20.7 1.1 0.2 18.4 1.1 0.2 20.2 1.1 1.1 <0.1 
Ca 
Whole - PLSR 0.8 399.4 2.3 0.8 404.2 2.1 0.8 406.2 2.1 2.2 0.1 
Organic -PLSR 0.8 443.7 2.1 0.8 400.2 2.2 0.8 395.0 2.2 2.1 0.1 
MCFS - PLSR 0.8 445.3 2.1 0.8 401.8 2.1 0.8 414.4 2.1 2.1 <0.1 
Whole - RF 0.8 436.2 2.1 0.8 401.3 2.2 0.8 425.2 2.0 2.1 0.1 
Organic - RF 0.8 443.7 2.1 0.8 407.0 2.1 0.8 425.5 2.0 2.1 <0.1 
Mg 
Whole - PLSR 0.7 116.1 1.9 0.8 105.9 2.0 0.7 121.8 1.7 1.9 0.2 
Organic -PLSR 0.7 120.4 1.8 0.7 122.8 1.8 0.6 122.3 1.7 1.8 0.1 
MCFS - PLSR 0.7 117.8 1.9 0.7 115.2 1.9 0.6 127.8 1.6 1.8 0.2 
Whole - RF 0.7 119.2 1.9 0.7 115.4 1.9 0.7 122.8 1.7 1.8 0.1 
Organic - RF 0.7 121.7 1.8 0.7 114.7 1.9 0.7 121.1 1.7 1.8 0.1 
Fe 
Whole - PLSR 0.4 43.5 1.3 0.3 38.8 1.2 0.4 38.1 1.2 1.2 <0.1 
Organic -PLSR 0.3 46.7 1.2 0.3 40.2 1.2 0.2 40.8 1.1 1.2 <0.1 
MCFS - PLSR 0.3 45.5 1.2 0.3 38.9 1.2 0.4 37.7 1.2 1.2 <0.1 
Whole - RF 0.4 43.9 1.2 0.4 38.2 1.3 0.4 37.0 1.2 1.2 <0.1 
Organic - RF 0.3 45.1 1.2 0.3 39.9 1.2 0.3 39.4 1.2 1.2 <0.1 
NDVI 
Whole - PLSR 0.5 0.1 1.4 0.5 0.1 1.4 0.5 0.1 1.3 1.4 <0.1 
Organic -PLSR 0.4 0.1 1.2 0.3 0.1 1.2 0.3 0.1 1.1 1.2 <0.1 
MCFS - PLSR 0.5 0.1 1.4 0.5 0.1 1.4 0.4 0.1 1.2 1.3 0.1 
Whole - RF 0.7 0.0 1.6 0.7 0.0 1.6 0.6 0.0 1.5 1.6 <0.1 
Organic - RF 0.6 0.1 1.4 0.5 0.1 1.3 0.6 0.0 1.4 1.4 0.1 
† Soil quality indicators: SOC, soil organic C; TN, total N; C: N, soil C to N ratio; POM, particulate organic matter; 
PMN, potentially mineralizable N; FDA, fluorescein diacetate hydrolysis; NDVI, Normalized Difference Vegetation 
Index. 
‡ Whole, whole spectral region (900 - 2500 nm); Organic, spectral region related to organic functional groups (1100 
- 1200 nm, 1450 - 1750 nm, and 2000 - 2500 nm), MCFS: most important spectral variables selected by Monte-
Carlo feature selection process; PLSR, Partial Least Squares Regression; RF, Random Forest. 
* Avg, average value of RPD from 3 runs with different divisions of calibration and validation sets. 
** Std, standard deviation of RPD from 3 runs with different divisions of calibration and validation sets. 
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Table 2.4 Modeling results for soil quality indicators and normalized difference vegetation 
index using mid-infrared regions (n=197). Grey areas represent the best model fits considering 
the average and standard deviation of Residual Prediction Deviation (RPD) from three runs and 
Root Mean Squared Error (RMSE). 
Property † Model ‡ 
1 2 3 
Avg* Std** 
R2 RMSE RPD R2 RMSE RPD R2 RMSE RPD 
SOC 
Whole - PLSR 0.5 3.6 1.4 0.7 2.4 2.0 0.7 2.7 1.8 1.7 0.3 
Organic -PLSR 0.7 2.9 1.8 0.7 2.4 2.0 0.7 2.5 1.9 1.9 0.1 
MCFS - PLSR 0.7 2.7 1.9 0.8 2.0 2.3 0.8 2.2 2.2 2.1 0.2 
Whole - RF 0.6 3.4 1.5 0.7 2.9 1.6 0.7 2.9 1.7 1.6 0.1 
Organic - RF 0.7 3.2 1.6 0.6 3.0 1.6 0.6 3.1 1.6 1.6 <0.1 
TN 
Whole - PLSR 0.4 0.3 1.3 0.6 0.2 1.8 0.7 0.2 1.7 1.6 0.3 
Organic -PLSR 0.5 0.3 1.4 0.6 0.2 1.6 0.6 0.2 1.5 1.5 0.1 
MCFS - PLSR 0.7 0.2 1.7 0.8 0.2 2.0 0.7 0.2 1.9 1.9 0.2 
Whole - RF 0.6 0.3 1.5 0.6 0.2 1.5 0.7 0.2 1.8 1.6 0.2 
Organic - RF 0.6 0.3 1.5 0.6 0.2 1.5 0.6 0.2 1.6 1.5 0.1 
C: N 
Whole - PLSR 0.2 0.8 1.1 0.3 0.8 1.1 0.2 1.0 1.1 1.1 <0.1 
Organic -PLSR 0.3 0.8 1.1 0.4 0.7 1.2 0.4 0.9 1.2 1.2 0.1 
MCFS - PLSR 0.3 0.8 1.1 0.3 0.8 1.1 0.4 0.8 1.3 1.2 0.1 
Whole - RF 0.1 0.8 1.1 0.3 0.8 1.2 0.3 0.9 1.2 1.1 0.1 
Organic - RF 0.2 0.8 1.1 0.2 0.8 1.1 0.4 0.8 1.3 1.1 0.1 
POMC 
Whole - PLSR 0.1 1.1 1.0 0.1 1.0 1.1 0.1 1.0 1.0 1.0 <0.1 
Organic -PLSR 0.1 1.0 1.1 0.1 1.0 1.0 0.1 0.9 1.0 1.0 <0.1 
Whole - RF 0.1 1.0 1.1 0.1 1.0 1.0 0.1 0.9 1.0 1.0 <0.1 
Organic - RF 0.1 1.0 1.1 0.0 1.0 1.0 0.1 0.9 1.0 1.0 <0.1 
POMN 
Whole - PLSR 0.1 0.1 1.0 0.1 0.1 1.1 0.1 0.1 1.0 1.0 0.1 
Organic -PLSR 0.2 0.1 1.1 0.2 0.1 1.1 0.1 0.1 1.0 1.1 0.1 
Whole - RF 0.2 0.1 1.1 0.1 0.1 1.1 0.2 0.1 1.1 1.1 <0.1 
Organic - RF 0.2 0.1 1.1 0.1 0.1 1.1 0.1 0.1 1.1 1.1 <0.1 
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Table 2.4 (Continued) 
Property † Model ‡ 
1 2 3 
Avg* Std** 
R2 RMSE RPD R2 RMSE RPD R2 RMSE RPD 
POM-C: N 
Whole - PLSR 0.0 3.0 0.8 0.2 2.2 1.0 0.1 2.4 0.9 0.9 0.1 
Organic -PLSR 0.1 2.7 0.9 0.2 2.4 0.9 0.0 2.9 0.9 0.9 <0.1 
Whole - RF 0.0 3.2 0.7 0.0 4.7 0.5 0.0 5.5 0.5 0.6 0.2 
Organic - RF 0.1 3.1 0.8 0.2 2.7 0.8 0.1 2.8 0.9 0.8 <0.1 
PMN 
Whole - PLSR 0.6 20.7 1.6 0.4 24.7 1.2 0.5 20.4 1.5 1.4 0.2 
Organic -PLSR 0.5 24.0 1.4 0.5 22.4 1.4 0.5 21.6 1.4 1.4 <0.1 
MCFS - PLSR 0.5 23.2 1.4 0.5 22.9 1.3 0.5 20.6 1.4 1.4 <0.1 
Whole - RF 0.5 24.0 1.4 0.4 24.1 1.3 0.5 22.0 1.3 1.3 <0.1 
Organic - RF 0.5 24.4 1.3 0.4 23.2 1.3 0.5 22.1 1.3 1.2 <0.1 
FDA 
Whole - PLSR 0.4 12.9 1.2 0.6 11.1 1.5 0.4 12.5 1.2 1.3 0.2 
Organic -PLSR 0.4 12.9 1.2 0.4 13.0 1.3 0.3 13.7 1.1 1.1 0.1 
MCFS - PLSR 0.5 12.3 1.3 0.7 9.8 1.7 0.4 11.9 1.3 1.3 0.2 
Whole - RF 0.4 12.5 1.3 0.5 12.6 1.3 0.3 12.8 1.2 1.2 0.1 
Organic - RF 0.4 12.2 1.3 0.4 13.3 1.3 0.2 13.4 1.1 1.1 0.1 
pH 
Whole - PLSR 0.0 0.5 1.0 0.0 0.1 1.0 0.0 0.6 0.9 1.0 <0.1 
Organic -PLSR 0.0 0.5 0.9 0.1 0.4 1.1 0.0 0.5 1.0 1.0 0.1 
Whole - RF 0.0 0.5 1.0 0.1 0.4 1.1 0.2 0.5 1.1 1.1 0.1 
Organic - RF 0.0 0.5 0.9 0.2 0.4 1.1 0.1 0.5 1.1 1.1 0.1 
K 
Whole - PLSR 0.3 88.3 1.2 0.2 71.5 1.1 0.1 78.3 1.0 1.0 0.1 
Organic -PLSR 0.1 83.1 1.1 0.1 76.6 1.0 0.0 78.8 1.0 1.0 <0.1 
Whole - RF 0.2 79.1 1.1 0.3 70.2 1.1 0.1 73.2 1.0 1.0 0.1 
Organic - RF 0.1 81.6 1.1 0.2 72.6 1.1 0.0 74.5 1.0 1.0 <0.1 
P 
Whole - PLSR 0.0 31.6 1.0 0.0 26.9 1.0 0.1 22.7 1.0 1.0 <0.1 
Organic -PLSR 0.1 30.2 1.0 0.1 25.6 1.0 0.0 22.9 1.0 1.0 <0.1 
Whole - RF 0.0 30.9 1.0 0.2 24.6 1.1 0.0 22.8 1.0 1.0 0.1 
Organic - RF 0.0 30.4 1.0 0.0 26.2 1.0 0.0 23.0 1.0 1.0 <0.1 
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Table 2.4 (Continued) 
Property † Model ‡ 
1 2 3 
Avg* Std** 
R2 RMSE RPD R2 RMSE RPD R2 RMSE RPD 
Ca 
Whole - PLSR 0.7 438.4 1.7 0.7 499.9 1.8 0.7 423.3 1.7 1.7 0.1 
Organic -PLSR 0.7 416.9 1.7 0.7 543.6 1.6 0.6 440.0 1.6 1.6 <0.1 
MCFS - PLSR 0.7 383.3 1.8 0.7 487.8 1.8 0.7 437.6 1.6 1.8 0.1 
Whole - RF 0.7 392.4 1.8 0.7 554.6 1.6 0.7 433.4 1.7 1.7 0.1 
Organic - RF 0.7 408.9 1.7 0.7 577.1 1.5 0.6 446.2 1.6 1.6 0.1 
Mg 
Whole - PLSR 0.6 145.5 1.5 0.6 127.9 1.5 0.7 127.5 1.7 1.6 0.1 
Organic -PLSR 0.4 184.0 1.2 0.5 149.5 1.3 0.6 138.3 1.6 1.4 0.2 
MCFS - PLSR 0.6 138.7 1.6 0.7 117.7 1.7 0.8 99.7 2.2 1.8 0.3 
Whole - RF 0.4 171.6 1.3 0.6 125.2 1.6 0.7 131.3 1.7 1.5 0.2 
Organic - RF 0.3 192.3 1.1 0.4 155.0 1.3 0.6 149.8 1.5 1.3 0.2 
Fe 
Whole - PLSR 0.2 38.4 1.1 0.1 36.5 0.9 0.2 37.5 1.1 1.0 0.1 
Organic -PLSR 0.1 40.1 1.1 0.2 33.1 1.0 0.2 40.3 1.0 1.0 <0.1 
Whole - RF 0.3 36.2 1.2 0.2 30.8 1.1 0.3 35.5 1.2 1.1 <0.1 
Organic - RF 0.2 37.4 1.1 0.2 31.5 1.1 0.2 36.8 1.1 1.1 <0.1 
NDVI 
Whole - PLSR 0.2 0.1 1.1 0.3 0.1 1.2 0.3 0.1 1.2 1.1 0.1 
Organic -PLSR 0.1 0.1 1.0 0.0 0.1 0.9 0.2 0.1 1.1 1.0 0.1 
MCFS - PLSR 0.2 0.1 1.1 0.2 0.1 1.1  0.2 0.1 1.1 1.1 <0.1 
Whole - RF 0.4 0.1 1.2 0.3 0.1 1.2 0.3 0.1 1.2 1.2 <0.1 
Organic - RF 0.2 0.1 1.1 0.2 0.1 1.1 0.2 0.1 1.1 1.1 <0.1 
† Soil quality indicators: SOC, soil organic C; TN, total N; C: N, soil C to N ratio; POM, particulate organic matter; 
PMN, potentially mineralizable N; FDA, fluorescein diacetate hydrolysis; NDVI, Normalized Difference Vegetation 
Index. 
‡ Whole: whole spectral region (400 - 1350 cm-1, 1419 - 2482 cm-1, and 2450 - 4000 cm-1); Organic: spectral region 
related to organic functional groups (1250 - 1350 cm-1, 1419 - 1750 cm-1, and 2850 - 3000 cm-1); PLSR, Partial 
Least Squares Regression; RF, Random Forest. 
* Avg, average value of RPD from 3 runs with different divisions of calibration and validation sets. 
** Std, standard deviation of RPD from 3 runs with different divisions of calibration and validation sets. 
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Table 2.5 Summary statistics of lab-measured reference soil organic C contents used in 
calibration and validation datasets used for chemometric analyses. For near- and mid-
infrared models, three runs were conducted for each with different divisions of calibration and 
validation sets. For each division, the influences of chemometric techniques and soil quality 
indicators on model fits were subsequently studies. 
Spectral 
Region † Run Dataset 
‡ Min Max Mean Standard Deviation 
p value of t-
test 
   g C/ kg dry soil  
NIR 
1 CAL 8.2 38.8 22.6 4.72 0.590 VAL 9.7 36.1 22.4 5.00 
2 CAL 13.4 38.8 22.7 4.69 0.458 VAL 8.2 36.1 22.3 5.06 
3 CAL 8.2 38.8 22.8 4.90 0.053 VAL 14.0 34.7 21.9 4.53 
MIR 
1 CAL 8.2 34.7 22.8 4.99 0.249 VAL 14.0 38.8 23.7 5.07 
2 CAL 9.7 34.7 22.7 4.99 0.651 VAL 8.2 38.8 22.5 4.74 
3 CAL 9.7 36.1 22.6 4.72 0.802 VAL 8.2 38.8 22.6 4.72 
† Spectral regions: NIR, near-infrared; MIR, mid-infrared. 
‡ Data set: CAL, calibration set; VAL, validation set. 
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FIGURES 	  
 
Fig 1.1 Summary of important near- and mid-infrared wavebands for functional groups 
found to be common components of soil organic matter through literature review. The 
results are based on Ahmed, 2011; Baes and Bloom, 1989; Bornemann et al., 2010; Calderón et 
al., 2011; Capriel, 1997; Cozzolino et al., 2006; Demyan et al., 2012; Ding et al., 2002; 
Ellerbrock et al., 1999; Fidêncio et al., 2002; Grinand et al., 2012; Inbar et al., 1989; Janik et al., 
2007; Knox et al., 2015; McDowell et al., 2012; Moron and Cozzolino, 2004; Niemeyer et al., 
1992; Rossel et al., 2008; Stenberg et al., 2010; Stevenson, 1994; Tremblay and Gagné, 2002; 
Van Groenigen et al., 2003; Veum et al., 2014; Vohland et al., 2014; Xie et al., 2011. 
 
 
Fig 1.2 Important near- and mid-infrared spectral features found to be closely related to 
soil quality indicators identified by statistical methods through literature review. The results 
are based on Ahmed, 2011; Baldock et al., 2012; Bikindou et al., 2012; Brown et al., 2006; 
Cambule et al., 2012; Gholizade et al., 2013; Grinand et al., 2012; Janik et al., 2007; Jia et al., 
2014; Lee et al., 2009; Lee et al., 2003; Lu et al., 2013; Martin et al., 2002; McDowell et al., 
2012; Moron and Cozzolino, 2002; Moron and Cozzolino, 2004; Rossel et al., 2008; Rossel and 
Behrens, 2010; Schirrmann et al., 2013; Shi et al., 2013; St Luce et al., 2014; Terhoeven-
Urselmans et al., 2010; Vohland et al., 2014; Yang et al., 2012a.  
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Fig 1.3 Illustration of flow charts of Infrared calibration model building and evaluation 
using multiple chemometric techniques. Blue parts are associated with sample collection and 
pretreatment, purple parts are associated with infrared spectroscopy model building, and green 
parts are associated with infrared spectroscopy model evaluation. 
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Fig 2.1 The Normalized Difference Vegetation Index of a typical site from 2010 to 2014 
obtained by sampling the regions that are centered at this site location with a radius of 30 
m, 60 m, and 120 m. 
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Fig 2.2 Raw soil spectra collected from near-infrared regions (n=468). The collection range 
was 900 - 2500 nm. 
 
 
Fig 2.3 Raw soil spectra collected from mid-infrared regions (n=197). The collection range 
was 2500 - 25000 nm, which could be expressed as 400 - 4000 cm-1. 
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Fig 2.4 Principal Component Analysis of near-infrared spectra differences for soils from 
different regions in Illinois using the first two Principal Components (n=468). Parent 
materials include loess over Wisconsin drift, deep loess, Wisconsinan outwash, Wisconsinan 
drift, and loess over Illinoisian drift. 
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Fig 2.5 Principal Component Analysis of mid-infrared spectra differences for soils from 
different regions in Illinois using the first three Principal Components (n=197). Parent 
materials include loess over Wisconsin drift, deep loess, Wisconsinan outwash, Wisconsinan 
drift, and loess over Illinoisian drift. 
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Fig 2.6 Variable loadings of the 1st component of Principal Component Analysis using 
near-infrared spectra. The result is identical to the 1st component of Partial Least Squares 
Regression in establishing calibration models. 
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Fig 2.7 Variable loadings of the 1st component of Principal Component Analysis using mid-
infrared spectra. The result is identical to the 1st component of Partial Least Squares 
Regression in establishing calibration models. 
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Fig 2.8 Predicted versus reference values of the validation set in near-infrared regions. A: 
soil organic C (SOC); B: total N (TN); C: C to N ratio (C: N); D: potentially mineralizable 
nitrogen (PMN); E: fluorescein diacetate (FDA) hydrolysis; F: Ca abundance; G: Mg abundance; 
H: Normalized Difference Vegetation Index (NDVI). A1, B1, C1, D1, E1, F1, G1, and H1 
represents Random Forest models and A2, B2, C2, D2, E2, F2, G2, and H2 represents Partial 
Least Squares Regression models. Dashed line represents diagonal and solid line represents 
regression results.  
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Fig 2.8 (Continued) 
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Fig 2.8 (Continued) 
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Fig 2.8 (Continued) 
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Fig 2.8 (Continued) 
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Fig 2.8 (Continued) 
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Fig 2.8 (Continued) 
 
Observed Mg (mg Mg/ kg dry soil)
Pr
ed
ic
te
d 
M
g 
(m
g 
M
g/
 k
g 
dr
y 
so
il)
500
1000
500 1000
0 500 1000 1500
0
50
0
10
00
15
00
Observed Mg (mg Mg/ kg dry soil)
Pr
ed
ic
te
d 
M
g 
(m
g 
M
g/
 k
g 
dr
y 
so
il)
G2	  
G1	  
	   65	  
  
 
Fig 2.8 (Continued) 
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Fig 2.9 Predicted versus reference values of the validation set in mid-infrared regions. A: 
soil organic C (SOC); B: total N (TN); C: C to N ratio (C: N); D: potentially mineralizable 
nitrogen (PMN); E: fluorescein diacetate (FDA) hydrolysis; F: Ca abundance; G: Mg abundance; 
H: Normalized Difference Vegetation Index (NDVI). A1, B1, C1, D1, E1, F1, G1, and H1 
represents Random Forest models and A2, B2, C2, D2, E2, F2, G2, and H2 represents Partial 
Least Squares Regression models. Dashed line represents diagonal and solid line represents 
regression results.  
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Fig 2.9 (Continued) 
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Fig 2.9 (Continued) 
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Fig 2.9 (Continued) 
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Fig 2.9 (Continued) 
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Fig 2.9 (Continued) 
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Fig 2.9 (Continued) 
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Fig 2.9 (Continued) 
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Fig 2.10 Residual Prediction Deviation calculated from LSMEANS procedure in SAS for 
different soil quality indicators and spectral regions.  SOC, soil organic C; TN, total N; C: N, 
soil C to N ratio; POM, particulate organic matter; PMN, potentially mineralizable N; FDA, 
fluorescein diacetate hydrolysis; NDVI, Normalized Difference Vegetation Index. RPD represent 
Residual Prediction Deviation, which was explained in chapter 1. The performances of near- 
(NIR) and mid-infrared (MIR) spectroscopic models were compared. 
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Fig 2.11 Important near-infrared spectral variables selected by Monte-Carlo feature 
selection technique. Grey area indicates selected regions related to organic functional groups. 
SOC, soil organic C; TN, total N; C: N, soil C to N ratio; POM, particulate organic matter; PMN, 
potentially mineralizable N; FDA, fluorescein diacetate hydrolysis; NDVI, Normalized 
Difference Vegetation Index. 
 
 
Fig 2.12 Important mid-infrared spectral variables selected by Monte-Carlo feature 
selection technique. Grey area indicates selected regions related to organic functional groups. 
SOC, soil organic C; TN, total N; C: N, soil C to N ratio; PMN, potentially mineralizable N; 
FDA, fluorescein diacetate hydrolysis. 
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Figure 3.30, Figure 3.40, and Figure 3.43), coincided with the corresponding features 
selected by MCFS process, while the important features of PLSR method were not 
similar to that selected by MCFS process (Figure 3.27), revealing that the source of 
improved MCFS-PLSR performance compared to PLSR models may attribute to 
explanatory features selected by MCFS process. Since PLSR involves both dependent 
variables and independent variables (Cleophas & Zwinderman, 2015), the FA was 
conducted to explore the innate features of spectral variables. Important features 
reported from FA associated with varimax rotation include 1550 - 1880 nm, and 2050 
- 2290 nm in NIR regions (Figure 3.44), and 400 - 500 cm-1, 650 - 800 cm-1, 850 - 900 
cm-1, and 1150 - 2300 cm-1 in MIR regions (Figure 3.45). It is noteworthy that these 
features selected differed from the PLSR, the MCFS process, and the RF models. By 
using FA, selected features were partly related to C=O and C-H groups in NIR 
regions, and were partly explained by iron oxides and iron oxyhydroxides in MIR 
regions (Soriano-Disla et al., 2014). Generally, the features selected by FA were not 
as explanatory as those selected by RF models and MCFS processes with regards to 
soil components, therefore were not be suitable for establishing IR calibration models 
in our study. Considering the confounding effects of soil inorganic components on 
soil spectra, using models merely representing soil organic components may not 
reasonable enough to predict different SQ indicators. Therefore, novel spectroscopic 
approaches consider soil origins such as X-ray fluorescence (XRF) may be further 
developed to help better estimate SQ indicators (Kaniu & Angeyo, 2015). Information 
of soil inorganic components may also be measured as ancillary parameters to be 
included in IR calibration models. 
 
 
 
 
Fig 3.27 portant NIR spectral features sele ed by MCFS process, black area indica s selected 
reg s r lated to organic functional group . 
 
 
 
  
Fig 3.28 Important MIR spectral features selected by MCFS process, black area indicates selected 
regions related to organic functional groups. 
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Fig 3.27 Important NIR spectral features selected by MCFS process, black area indicates selected 
regions related to organic functional groups. 
 
 
 
  
Fig 3.28 Important MIR spectral features selected by MCFS process, black area indicates selected 
regions related to organic functional groups. 
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APPENDIX A: Application of National Model on Local Soil Samples 	  
A model recently developed by the Natural Resources Conservation Service (NRCS) used a 
National near-infrared (NIR) spectral library (Figure A.1) that was based on soils obtained from 
30 of the conterminous United States that had been developed to predict soil organic C (SOC) 
(Wills et al., 2014). The model used NIR regions between 900 nm and 2500 nm with 
preprocessing of Savitzky-Golay first derivative and calibration of Random Forest (Wills et al., 
2014). We applied the national model to NIR spectra we had obtained using soil samples from 
Illinois farm fields (that data set is described in Chapter 2) to predict SOC contents. After using 
baseline correction (Figure A.2) to improve the match between our spectra and the national 
library, we found very poor prediction results (R2 of 0.25) even though SOC values fell within 
the ranges used to develop the National model (Figure A.3).  
 
 
 
Figure A.1 Raw spectra used in national model development. The near-infrared regions 
(900 - 2500 nm) were used to predict local soil samples.  
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Figure A.2 Local spectra used to predict soil organic C content using algorithm from 
national model after baseline correction.   
 
 
Figure A.3 Prediction results for local soil samples using national model. R2 = 0.205, RMSE 
= 6.89, RPD = 0.73. RPD represents Residual Prediction Deviation as explained in chapter 
1. 
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APPENDIX B: Relationship between Soil Quality Indicators and Normalized 
Difference Vegetation Index 	  
Correlation between soil quality (SQ) indicators and the crop yield proxy Normalized difference 
Vegetation Index (NDVI) were investigated. The general correlation between NDVI and SOC 
was not significant in either corn or soybean fields in our study (Tables B.1 and B.2). This is at 
odds with the findings of Ayoubi and Karchegani (2012), who found NDVI values associated 
with some terrain attributes can explain more than 80% variability of SOC fractions, and NDVI 
was identified as the most important input factor over other soil and topographic data in 
explaining variability in SOC fractions at landscape scale. On the other hand, Sumfleth and 
Duttmann (2008) conducted Stepwise Multiple Linear Regression (SMLR) between NDVI and 
soil properties, and concluded that NDVI together with ancillary terrain variables only explained 
about 30% of the variability in SOC and soil TN contents. Work by Gomez et al. (2008) noted 
that the correlation between NDVI and SOC may not be clear when the SOC level is relatively 
low. In this study, SOC was highly and positively correlated with TN and Ca (R > 0.70, p < 
0.01), and weakly positively correlated with C: N, K, and Mg contents (R > 0.40) in cornfields 
(Table B.1). In soybean fields, SOC was highly and positively correlated with TN, C: N and Ca 
(R > 0.85) (Table B.2). Less significant, yet similar correlation was found with POMN (R > 0.40) 
(Table B.2). High fertility associated with base cations (K and Ca) was positively related to soil 
TN level in both fields (Tables B.1 and B.2). Soil POMC can supply nutrients to microbes and is 
sensitive to soil quality changes (Cambardella and Elliott, 1992). The PMN has been considered 
to be a good indicator of soil N supply (Sharifi et al., 2007). Significant and positive correlations 
(R > 0.50, p < 0.01) found between NDVI and POMC: PMN ratios (Table B.1) suggest corn 
productivity may be sensitive to improvements in soil quality driven by management. Such 
correlation fluctuated with NDVI data collected from different years, which may be caused by 
different weather conditions. No similar correlation was observed in soybean fields (Table B.2), 
but this may make sense as soybean and corn have different fertility needs. For example, pH 
optima are lower for soybean and, of course, they fix their own N so it may not be surprising that 
there was not a significant positive correlation between soybean NDVI and SQ indicators.   
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Table 3.5 Pearson Correlation among SQ indicators and between SQ indicators and NDVI in cornfields 
(n=335). * p< 0.05; **p<0.01; NDVI = (NDVI
1
+NDVI
2
+NDVI
3
) / 3; NDVI
1
=Average of NDVI index 
from June to August in 2011; NDVI
2
=Average of NDVI index from June to August in 2012; 
NDVI
3
=Average of NDVI index from June to August in 2013. 
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Table 3.6 Pearson Correlation among SQ indicators and between SQ indicators and NDVI in soybean 
fields (n=133). * p< 0.05; **p<0.01; NDVI = (NDVI
1
+NDVI
2
+NDVI
3
) / 3; NDVI
1
=Average of NDVI 
index from June to August in 2011; NDVI
2
=Average of NDVI index from June to August in 2012; 
NDVI
3
=Average of NDVI index from June to August in 2013. 
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APPENDIX C: Preliminary Modeling Results using Different Spectral Pre-
processing Methods 	  
The influence of pre-processing techniques on soil organic C (SOC) predictions was 
investigated. The error metrics of raw spectra, spectra pre-processed with first derivative, second 
derivative, logarithm transformation, Standard Normal Variate (SNV) transformation, and a 
combination of SNV and first derivative were compared for near-infrared (NIR) models (Table 
C.1) and mid-infrared (MIR) models (Table C.2). The results were obtained as the average value 
of three separate runs with different divisions of calibration sets and validation sets. Generally, 
the first derivative transformation led to better model fits for SOC prediction than other pre-
processing methods regardless of the combined chemometric techniques. 
 
Table C.1 Error metrics of preliminary modeling results for soil organic C predictions 
using different pre-processing methods on near-infrared spectra.  
Chemometric technique * Pre-processing method ** 
Calibration set Validation set 
R2 RMSE † R2 RMSEP † RPD ‡ 
RF 
Raw 0.68 2.84 0.68 2.81 1.75 
1st 0.69 2.79 0.76 2.39 2.05 
2nd 0.64 3.07 0.65 3.03 1.62 
log 0.67 2.84 0.70 2.85 1.82 
SNV 0.75 2.47 0.74 2.61 1.96 
1st and SNV 0.72 2.66 0.74 2.50 1.97 
PLSR 
Raw 0.75 2.44 0.76 2.48 2.03 
1st 0.73 2.57 0.82 2.22 2.32 
2nd 0.73 2.62 0.74 2.46 2.03 
log 0.77 2.40 0.73 2.56 1.98 
SNV 0.76 2.43 0.76 2.40 2.06 
1st and SNV 0.75 2.44 0.79 2.41 2.18 
* RF, Random Forest; PLSR, Partial Least Squares Regression. 
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** Raw, raw spectra; 1st, first derivative transformation of raw spectra; 2nd, second derivative transformation of raw 
spectra; log, logarithm transformation of raw spectra; SNV, SNV transformation of raw spectra; 1st and SNV, the 
combination of first derivative transformation and SNV transformation of raw spectra 
† RMSE, Root Mean Squared Error; RMSEP, Root Mean Squared Error of prediction sets 
‡ RPD, Residual Prediction Deviation 
 
Table C.2 Error metrics of preliminary modeling results for soil organic C predictions 
using different pre-processing methods on mid-infrared spectra.  
Chemometric technique * Pre-processing method ** 
Calibration set Validation set 
R2 RMSE † R2 RMSEP † RPD ‡ 
RF 
Raw 0.35 4.16 0.41 4.13 1.29 
1st 0.61 3.28 0.64 3.29 1.63 
2nd 0.52 3.71 0.58 3.50 1.49 
log 0.38 4.15 0.35 4.19 1.23 
SNV 0.36 4.12 0.35 4.46 1.22 
1st and SNV 0.63 3.25 0.74 2.67 2.23 
PLSR 
Raw 0.58 3.29 0.60 3.71 1.53 
1st 0.52 3.53 0.63 3.44 1.63 
2nd 0.48 3.75 0.51 3.83 1.42 
SNV 0.58 3.37 0.63 3.17 1.65 
1st and SNV 0.57 3.41 0.58 3.63 1.48 
* RF, Random Forest; PLSR, Partial Least Squares Regression 
** Raw, raw spectra; 1st, first derivative transformation of raw spectra; 2nd, second derivative transformation of raw 
spectra; log, logarithm transformation of raw spectra; SNV, SNV transformation of raw spectra; 1st and SNV, the 
combination of first derivative transformation and SNV transformation of raw spectra 
† RMSE, Root Mean Squared Error; RMSEP, Root Mean Squared Error of prediction sets 
‡ RPD, Residual Prediction Deviation 
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APPENDIX D: Screeplots from Principal Component Analysis of Near- and 
Mid-infrared Spectra  
 
Fig D.1 Screeplot from Principal Component Analysis of near-infrared spectra. X-axis 
represents the number principal components (PCs) and Y-axis represents the variances of each 
principal components. From this plot, the first 2 PCs provides enough information because the 
line starts to straighten after factor 3.  
 
 
 
Fig D.2 Screeplot from Principal Component Analysis of mid-infrared spectra. X-axis 
represents the number PCs and Y-axis represents the variances of each principal components. 
From this plot, the first 3 PCs provides enough information because the line starts to straighten 
after factor 4.  
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APPENDIX E: Distinguish Management from Principal Component Analysis 	  
Using the first 3 Principal Components (PCs) to distinguish soils under different management 
systems and crop plantation, the variability explained for cornfields were respectively 65.1% and 
73.7% of near- (NIR) and mid-infrared (MIR) spectra. The variability explained for soybean 
fields were respectively 73.7% and 75.3% of NIR and MIR spectra.  
 
  
Fig E.1 Principal Component Analysis of near-infrared spectra differences for soils under 
different management practice systems in Illinois using the first 3 PCs. Left represents 
cornfield (n=335) and right represent soybean field (n=133).   
 
  
Fig E.2 Principal Component Analysis of mid-infrared spectra differences for soils under 
different management practice systems in Illinois using the first 3 PCs. Left represents 
cornfield (n=149) and right represent soybean field (n=48).   
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APPENDIX F: Preliminary Results using Refined Mineralogical Models  	  
The refined mineralogical models were built on spectral regions suggested by literature review in 
Chapter 1, which included 303 variables for near-infrared (NIR) refined models and 780 
variables for mid-infrared (MIR) refined models. The comparison of modeling results using 
different spectral regions with the same separation of calibration and validation set were shown 
in Table F.1. Since refined mineralogical models failed to outperform either whole spectral 
models or refined organic models, comparison results were only reported for soil organic C 
(SOC), total N (TN), and Ca, which are generally predicted more accurately than other SQ 
indicators. SOC and TN are closely related to soil organic components and Ca is representative 
of soil inorganic components.  
In order to improve model performance by selecting spectral features that are not only of 
significant soil physical meanings but also are statistically influential, spectral variables with 
high loadings of the explanatory Principal Components (PCs) were reported for both organic and 
mineral models. Due to the large number of spectral variables involved and the fact that spectral 
variables can be auto-correlated, the loadings of each separate variable was relatively low. In this 
study a cutoff of 0.07 on the first 3 PCs was used to select influential spectral variables, in which 
case the newly selected variables are between 11.5% and 26.7% of the variables used for the 
original refined models (Table F.2 and F.3). The Residual Prediction Deviation (RPD) values for 
SOC prediction using a combination of the newly selected spectral variables from organic model 
and mineralogical model were 1.49 and 1.61, respectively, using NIR and MIR spectra. Efforts 
to improve model performance by selecting spectral variables of both physical and statistical 
significance were not successful in this study. It may be caused by the characteristics of soil 
spectral data, which are highly correlated and are complicated by different soil organic and 
inorganic components. More powerful data-mining tool may be needed for soil spectra analysis 
and better understandings are needed to interpret the physical meaning of such spectral features.  
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Table F.1 Preliminary comparisons of models build on whole spectral regions, reduced 
organic regions, and reduced mineralogical regions. 
Soil quality indicator Spectral region and chemometric technique * 
Residual Prediction Deviation  
Near-infrared  Mid-infrared  
SOC 
Whole-RF 1.97 1.61 
Whole-PLSR 2.14 1.73 
Org-RF 1.88 1.58 
Org-PLSR 1.91 1.90 
Min-RF 1.70 1.59 
Min-PLSR 1.75 1.72 
TN 
Whole-RF 1.58 1.52 
Whole-PLSR 1.63 1.58 
Org-RF 1.53 1.51 
Org-PLSR 1.50 1.60 
Min-RF 1.51 1.52 
Min-PLSR 1.50 1.54 
Ca 
Whole-RF 2.03 1.60 
Whole-PLSR 2.13 1.73 
Org-RF 2.03 1.53 
Org-PLSR 2.18 1.64 
Min-RF 1.86 1.54 
Min-PLSR 1.93 1.76 
* Whole, whole NIR or MIR spectra; RF, Random Forest; PLSR, Partial Least Squares Regression; Org, refined 
organic model; Min, refined mineralogical model 
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Table F.2 Influential NIR spectral features selected by Principal Component Analysis from 
refined organic and mineralogical models and model performance using the selected 
features 
Model Number of PCs needed PC 
Proportion of variables 
retained (%) * 
Variation 
explained (%) 
Wavelength (nm) with 
high loadings 
Organic model 7 
PC1 
11.5 
27 2492-2500/ 2470-2484/ 2444-2454/ 2422-2424 
PC2 23 2488-2500/ 2398-2470 
PC3 7 2474-2498/ 2452-2466 
Mineralogical 
model 2 
PC1 
21.1 
67 2442-2450/ 2432-2434/ 1870-1920 
PC2 5 2240-2268/ 1906-1936/ 1886-1894 
 
* Spectral variables were retained if their loadings on any of the first three PCs were higher than the cutoff value 
0.07. 
 
Table F.3 Influential MIR spectral features selected by Principal Component Analysis from 
refined organic and mineralogical models and model performance using the selected 
features 
Model Number of PCs needed PC 
Proportion of 
variables retained 
(%) * 
Variation explained 
(%) 
Wavenumber (cm-1) with 
high loadings 
Organic model 2 
PC1 
26.7 
50 1250-1279/ 2968-2977 
PC2 24 
1250-1260/ 1269-1275/ 
1585-1622/ 1639-1677/ 
2908-2941 
Mineralogical 
model 3 
PC1 
24.7 
44 803-824/ 1030-1220 
PC2 20 
454-471/ 481-494/ 597-
604/ 973-1019/ 1106-
1129/ 1216-1218 
PC3 12 
481-492/ 790-811/ 955-
984/ 1004-1036/ 1258-
1278 
* Spectral variables were retained if their loadings on any of the first three PCs were higher than the cutoff value 
0.07. 
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APPENDIX G: Influential Spectral Features of Random Forest Models  	  
The ranking of importance of near- (NIR) and mid-infrared (MIR) spectral features for Random 
Forest (RF) models was implemented using the ‘randomForest’ package (Liaw and Wiener, 
2002). The relative importance of different spectral features were shown for soil organic C 
(SOC), total N (TN), C to N ratio (C: N), particulate organic matter (POM), potentially 
mineralizable N (PMN), fluorescein diacetate hydrolysis (FDA), pH, K, P Ca, Mg, Fe, 
Normalized Difference Vegetation Index (NDVI) from Figure G.1 to Figure G.15 according to 
Gini index (black lines) with NIR figures on the left and MIR figures on the right. The MIR 
spectral regions of 1350 - 1419 cm-1 and 2482 - 2450 cm-1 were excluded from the calculation of 
importance because they were considered artifact bands. 
 
  
Fig G.1 Important spectral features of soil organic C prediction selected by Random Forest 
model, left represents near-infrared spectra and right represents mid-infrared spectra. 
 
 
  
Fig G.2 Important spectral features of total N prediction selected by Random Forest model, 
left represents near-infrared spectra and right represents mid-infrared spectra. 
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Fig G.3 Important spectral features of C to N ratio prediction selected by Random Forest 
model, left represents near-infrared spectra and right represents mid-infrared spectra. 
 
 
  
Fig G.4 Important spectral features of particulate organic C prediction selected by 
Random Forest model, left represents near-infrared spectra and right represents mid-
infrared spectra. 
 
 
  
Fig G.5 Important spectral features of particulate organic N prediction selected by 
Random Forest model, left represents near-infrared spectra and right represents mid-
infrared spectra. 
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Fig G.6 Important spectral features of C to N ratio of particulate organic matter prediction 
selected by Random Forest model, left represents near-infrared spectra and right 
represents mid-infrared spectra. 
 
  
Fig G.7 Important spectral features of potentially mineralizable N prediction selected by 
Random Forest model, left represents near-infrared spectra and right represents mid-
infrared spectra. 
 
 
  
Fig G.8 Important spectral features of fluorescein diacetate hydrolysis prediction selected 
by Random Forest model, left represents near-infrared spectra and right represents mid-
infrared spectra. 
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Fig G.9 Important spectral features of pH prediction selected by Random Forest model, 
left represents near-infrared spectra and right represents mid-infrared spectra. 
 
 
  
Fig G.10 Important spectral features of K prediction selected by Random Forest model, left 
represents near-infrared spectra and right represents mid-infrared spectra. 
 
 
  
Fig G.11 Important spectral features of P prediction selected by Random Forest model, left 
represents near-infrared spectra and right represents mid-infrared spectra. 
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Fig G.12 Important spectral features of Ca prediction selected by Random Forest model, 
left represents near-infrared spectra and right represents mid-infrared spectra. 
 
 
  
Fig G.13 Important spectral features of Mg prediction selected by Random Forest model, 
left represents near-infrared spectra and right represents mid-infrared spectra. 
 
 
  
Fig G.14 Important spectral features of Fe prediction selected by Random Forest model, 
left represents near-infrared spectra and right represents mid-infrared spectra. 
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Fig G.15 Important spectral features of Normalized Difference Vegetation Index prediction 
selected by Random Forest model, left represents near-infrared spectra and right 
represents mid-infrared spectra. 
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APPENDIX H: Influential Spectral Features Identified by Factor Analysis  
 
The loadings of spectral variables on the first 3 Principal Components (PCs) were reported from 
Factor Analysis (FA) for raw near-infrared (NIR) spectra (Figure H.1) and mid-infrared (MIR) 
spectra (Figure H.2). The higher the loading is, the more important the spectral variable is for 
explaining the first PC.  
 
Fig H.1 Rotated loadings of near-infrared spectral variables of the first three components 
from Factor Analysis. 
 
 
Fig H.2 Rotated loadings of mid-infrared spectral variables of the first three components 
from Factor Analysis. 
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APPENDIX I: R Codes used in Data Analysis 
 
Building of calibration model (Take soil organic C analysis using near-infrared as an 
example) 
data <-read.table("/Users/…/Desktop/NIR.txt", header=TRUE, sep="\t") 
data.spc <- data[,c(21:821)] 
peaksHubPCA <- PcaHubert(data.spc) 
plot(peaksHubPCA, cex=.3) 
print(peaksHubPCA, print.x=TRUE) 
data <- data[data$Sample!=**,]  #Robust PCA 
RanSample <- sample(data$Sample, dim(data)[1]*.7, replace=FALSE, prob=NULL)  #separation of calibration and 
validation sets 
CAL <- data[data$Sample%in%RanSample,] 
CAL.spc <- CAL[,c(21:821)] 
CAL.prop <- CAL[,c(6)] 
VAL <- data[!data$Sample%in%RanSample,] 
VAL.spc <- VAL[,c(21:821)] 
VAL.prop <- VAL[,c(6)] 
boxplot(list(CAL.prop,VAL.prop),ylab="SOC (gC/kgSoil)") 
t.test(CAL.prop,VAL.prop) 
CAL[,c(21:821)] <- t(apply(CAL.spc, MARGIN=1, FUN=sgolayfilt, n=21, m=1)) #preprocessing 
fmlaTOC<-as.formula(paste("TOC~",paste(names(CAL[,seq(21,821,1)]),collapse="+"))) 
SOC.rf.1d21cs<-randomForest(fmlaTOC, data=CAL,  ntree=500, importance=TRUE)  #RandomForest 
summary(lm(SOC.rf.1d21cs$predicted~CAL$TOC)) 
resids <- SOC.rf.1d21cs$predicted - CAL$TOC; 
rmse=sqrt(mean(resids^2)); 
rmse 
VAL[,c(21:821)] <- t(apply(VAL.spc, MARGIN=1, FUN=sgolayfilt, n=21, m=1)) 
SOC.rf.pred.1d21cs <- data.frame(obs=VAL$TOC, pred=predict(SOC.rf.1d21cs, newdata=VAL)) 
summary(lm(SOC.rf.pred.1d21cs$pred~VAL$TOC)) 
sd(VAL.prop) 
sqrt(mean((SOC.rf.pred.1d21cs$pred-VAL.prop)^2)) 
sd(VAL.prop)/sqrt(mean((SOC.rf.pred.1d21cs$pred-VAL.prop)^2))/sqrt(148/147)  #RPD 
x=as.matrix(CAL.spc)  
y=as.matrix(CAL.prop) 
SOC.plsr.1d21cs <-plsr(y~x, ncomp=10,data=CAL,validation="LOO")  #PLS regression 
summary(SOC.plsr.1d21cs) 
R2(SOC.plsr.1d21cs) 
xpred<-as.matrix(VAL.spc) 
ypred<-as.matrix(VAL.prop) 
SOC.plsr.pred.1d21cs <-predict(SOC.plsr.1d21cs,xpred,ncomp=6) 
SOC.plsr.pred.1d21cs.lm <- lm(ypred ~ SOC.plsr.pred.1d21cs) 
summary(SOC.plsr.pred.1d21cs.lm)$r.squared 
sd(VAL.prop) 
sqrt(mean((SOC.plsr.pred.1d21cs-VAL.prop)^2)) 
sd(VAL.prop)/ sqrt(mean((SOC.plsr.pred.1d21cs-VAL.prop)^2))/sqrt(148/147) 
Building of calibration model (Take soil organic C analysis using mid-infrared as an example) 
data <-read.table("/Users/…/Desktop/MIR.txt", header=TRUE, sep="\t") 
RanSample <- 
c(2,4,5,14,15,17,19,21,22,24,26,27,28,29,30,31,32,33,34,35,36,41,43,44,45,46,47,48,49,50,51,52,53,56,57,58,59,60,
61,62,64,65,67,68,69,70,71,72,73,75,77,78,79,80,81,82,83,84,85,87,88,90,91,92,94,95,97,98,99,101,103,111,112,11
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3,114,115,124,128,132,135,136,137,139,141,142,145,149,150,153,154,156,157,158,160,161,163,164,166,168,169,1
72,173,174,175,177,179,180,181,182,183,185,186,187,189,191,193,195,196,198,202,203,205,206,207,208,212,213,
214,216,217,221,222,223,224,225,226,227) 
data.spc <- data[,c(21:1889)] 
CAL <- data[data$Sample%in%RanSample,] 
VAL <- data[!data$Sample%in%RanSample,] 
fmla1 <- paste(names(CAL[,seq(21,514,1)]), collapse= "+") 
fmla2 <- paste(names(CAL[,seq(550,997,1)]), collapse= "+") 
fmla3 <- paste(names(CAL[,seq(1084,1889,1)]), collapse= "+") 
CAL.spc <- CAL[,c(21:514,550:997,1084:1889)] 
VAL.spc <- VAL[,c(21:514,550:997,1084:1889)] 
CAL.prop <- CAL[,c(6)] 
VAL.prop <- VAL[,c(6)] 
CAL[,c(21:514,550:997,1084:1889)]<- t(apply(CAL.spc, MARGIN=1, FUN=sgolayfilt, n=21, m=1)) 
fmlaTOC <- as.formula(paste("TOC ~ ", fmla1, "+", fmla2, "+", fmla3, collapse="")) 
SOC.rf.1d21cs<-randomForest(fmlaTOC, data=CAL,  ntree=500, importance=TRUE) 
summary(lm(SOC.rf.1d21cs$predicted~CAL$TOC)) 
resids <- SOC.rf.1d21cs$predicted - CAL$TOC; 
rmse=sqrt(mean(resids^2)); 
rmse 
VAL[,c(21:514,550:997,1292:1889)] <-t(apply(VAL.spc, MARGIN=1, FUN=sgolayfilt, n=21, m=1)) 
SOC.rf.pred.1d21cs <- data.frame(obs=VAL$TOC, pred=predict(SOC.rf.1d21cs, newdata=VAL)) 
summary(lm(SOC.rf.pred.1d21cs$pred~VAL$TOC)) 
sd(VAL.prop) 
sqrt(mean((SOC.rf.pred.1d21cs$pred-VAL.prop)^2)) 
sd(VAL.prop)/sqrt(mean((SOC.rf.pred.1d21cs$pred-VAL.prop)^2))/sqrt(59/58) 
x=as.matrix(CAL.spc)  
y=as.matrix(CAL.prop) 
SOC.plsr.1d21cs <-plsr(y~x, ncomp=10,data=CAL,validation="LOO") 
summary(SOC.plsr.1d21cs) 
R2(SOC.plsr.1d21cs) 
xpred<-as.matrix(VAL.spc) 
ypred<-as.matrix(VAL.prop) 
SOC.plsr.pred.1d21cs <-predict(SOC.plsr.1d21cs,xpred,ncomp=6) 
SOC.plsr.pred.1d21cs.lm <- lm(ypred ~ SOC.plsr.pred.1d21cs) 
summary(SOC.plsr.pred.1d21cs.lm)$r.squared sd(VAL.prop) 
sqrt(mean((SOC.plsr.pred.1d21cs-VAL.prop)^2)) 
sd(VAL.prop)/ sqrt(mean((SOC.plsr.pred.1d21cs-VAL.prop)^2))/sqrt(59/58) 
Calibration models refined by organic functional groups (Take soil organic C analysis using 
near-infrared as an example) 
fmla1 <- paste(names(CAL[,seq(21,271,1)]), collapse= "+") 
fmla2 <- paste(names(CAL[,seq(396,546,1)]), collapse= "+") 
fmla3 <- paste(names(CAL[,seq(671,721,1)]), collapse= "+") 
CAL.spc <- CAL[,c(21:271,396:546,671:721)] 
VAL.spc <- VAL[,c(21:271,396:546,671:721)]  #spectral region selection 
CAL.prop <- CAL[,c(6)] 
VAL.prop <- VAL[,c(6)] 
fmlaTOC <- as.formula(paste("TOC ~ ", fmla1, "+", fmla2, "+", fmla3, collapse="")) 
SOC.rf.1d21cs<-randomForest(fmlaTOC, data=CAL,  ntree=500, importance=TRUE) 
summary(lm(SOC.rf.1d21cs$predicted~CAL$TOC)) 
resids <- SOC.rf.1d21cs$predicted - CAL$TOC; 
rmse=sqrt(mean(resids^2)); 
rmse 
SOC.rf.pred.1d21cs <- data.frame(obs=VAL$TOC, pred=predict(SOC.rf.1d21cs, newdata=VAL)) 
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summary(lm(SOC.rf.pred.1d21cs$pred~VAL$TOC)) 
sd(VAL.prop) 
sqrt(mean((SOC.rf.pred.1d21cs$pred-VAL.prop)^2)) 
sd(VAL.prop)/sqrt(mean((SOC.rf.pred.1d21cs$pred-VAL.prop)^2))/sqrt(148/147) 
x=as.matrix(CAL.spc)  
y=as.matrix(CAL.prop) 
SOC.plsr.1d21cs <-plsr(y~x, ncomp=10,data=CAL,validation="LOO") 
summary(SOC.plsr.1d21cs) 
R2(SOC.plsr.1d21cs) 
xpred<-as.matrix(VAL.spc) 
ypred<-as.matrix(VAL.prop) 
SOC.plsr.pred.1d21cs <-predict(SOC.plsr.1d21cs,xpred,ncomp=6) 
SOC.plsr.pred.1d21cs.lm <- lm(ypred ~ SOC.plsr.pred.1d21cs) 
summary(SOC.plsr.pred.1d21cs.lm)$r.squared 
sd(VAL.prop) 
sqrt(mean((SOC.plsr.pred.1d21cs-VAL.prop)^2)) 
sd(VAL.prop)/sqrt(mean((SOC.plsr.pred.1d21cs-VAL.prop)^2))/sqrt(148/147) 
Monte-Carlo Feature Selection (Take soil organic C analysis using near-infrared as an 
example) 
data <-read.table("/Users/…/Desktop/NIR.txt", header=TRUE, sep="\t") 
RanSample <- sample(data$Sample, dim(data)[1]*.7, replace=FALSE, prob=NULL) 
CAL <- data[data$Sample%in%RanSample,] 
CAL.spc <- CAL[,c(21:821)] 
CAL.prop <- CAL[,c(6)] 
VAL <- data[!data$Sample%in%RanSample,] 
VAL.spc <- VAL[,c(21:821)] 
VAL.prop <- VAL[,c(6)] 
CAL.spc <- t(apply(CAL.spc, MARGIN=1, FUN=sgolayfilt, n=21, m=1)) 
x=as.matrix(CAL.spc)  
y=as.matrix(CAL.prop) 
enpls.fs(x, y, maxcomp = 6)  #MCFS process 
CAL.spc <- CAL[,c(623, 622, 625, 631, 624, 628, 753, 484, 635, 567, 626, 528, 486, 634, 659, 621, 632, 619, 568, 
677, 482, 483, 604, 566, 754, 629, 678, 544, 565, 526, 527, 542, 755, 752, 618, 485, 456, 620, 304, 525, 652, 481, 
760, 633, 466, 327, 663, 188, 305, 684, 570, 642, 627, 681, 679, 564, 529, 186, 543, 569, 662, 644, 326, 636, 656, 
759, 524, 455, 328, 751, 571, 655, 306, 758, 545, 630, 660, 608, 658, 307, 572, 189, 653, 605, 601, 573, 641, 470, 
539, 303, 308, 309, 576, 761, 657, 523, 463, 540, 756, 643, 574, 680, 324, 541, 187, 372, 190, 329, 607, 654, 310, 
640, 685, 325, 462, 480, 467, 603, 637, 757, 612, 454, 479, 664, 638, 478, 469, 639, 661, 465, 575, 665, 811, 457, 
371, 311, 645, 810, 171, 812, 538, 461, 314, 172, 313, 750, 145, 602, 730, 315, 800, 468, 813, 191, 426, 312, 577, 
323, 666, 682, 419, 316, 330, 464, 166, 193, 370, 430, 458, 667, 425, 302, 151, 617, 687, 749, 729, 331, 613, 805, 
683, 609, 686, 317, 522, 411, 333, 799, 804, 152, 762, 731, 675, 318, 165, 651, 748, 207, 91, 600)] 
VAL.spc <- VAL[,c(…)] 
x=as.matrix(CAL.spc)  
y=as.matrix(CAL.prop) 
SOC.plsr.1d21cs <-plsr(y~x, ncomp=10,data=CAL,validation="LOO") 
summary(SOC.plsr.1d21cs) 
R2(SOC.plsr.1d21cs) 
xpred<-as.matrix(VAL.spc) 
ypred<-as.matrix(VAL.prop) 
SOC.plsr.pred.1d21cs <-predict(SOC.plsr.1d21cs,xpred,ncomp=6) 
SOC.plsr.pred.1d21cs.lm <- lm(ypred ~ SOC.plsr.pred.1d21cs) 
summary(SOC.plsr.pred.1d21cs.lm)$r.squared 
sqrt(mean((SOC.plsr.pred.1d21cs-VAL.prop)^2)) 
sd(VAL.prop)/ sqrt(mean((SOC.plsr.pred.1d21cs-VAL.prop)^2))/sqrt(148/147) 
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Important variable graphs (Take soil organic C analysis as an example) 
varImpPlot(SOC.rf.1d21cs) 
wavelength <- seq(2500,900,-2) 
rf.imps <- importance(SOC.rf.1d21cs) 
plot(wavelength, rf.imps[,1]/max(rf.imps[,1]), type="l", xlab="wavelength(nm)", ylab='variable importance',lty=3, 
lwd=0.2, col=2) 
lines(wavelength, rf.imps[,2]/max(rf.imps[,2])) 
legend("topright", legend=c("Error decrease", "Gini index"), col=2:1, lty=1) 
rf.imps <- importance(SOC.rf.1d21cs) 
wavelength<-c((seq(399,1349.997,1.929)),(seq(1419.441,2281.704,1.929)),(seq(2449.527,4002.372,1.929))) 
plot(wavelength, rf.imps[,1]/max(rf.imps[,1]), type="l", xlab=expression(paste("wavenumber (cm"^"-
1"*")")),ylab="Importance", lty=3, lwd=0.2, col=2) 
lines(wavelength, rf.imps[,2]/max(rf.imps[,2])) 
legend("topright", legend=c("Error decrease", "Gini index"), col=2:1, lty=1)  ##RandomForest MIR 
load.SOC.plsr.1d21cs <- abs(loadings(SOC.plsr.1d21cs)) 
wavelength <- seq(2500,900,-2) 
plot(wavelength, load.SOC.plsr.1d21cs[,1], type="l",xlab="Wavelength (nm)",ylab="loadings for 1st Comp", lty=3, 
lwd=2, col=2)  ##PLSR 
Prediction vs. Reference graph (Take soil organic C analysis using near-infrared as an 
example) 
xyplot(pred~obs, data=SOC.rf.pred.1d21cs, 
xlim=c(0,40),ylim=c(0,40), 
scales=list(at=c(0,10,20,30,40), lwd=1, tck=2 ,cex=2), 
xlab="Observed SOC (gC/kgSoil)", 
ylab="Predicted SOC (gC/kgSoil)", 
panel=function(x,y){ 
panel.abline(a=0,b=1, lty=2, lwd=2, col="darkgrey") 
panel.points(x,y, cex=1, col="black", pch=20, alpha=0.5) 
panel.lmline(x,y, lty=1, lwd=2, col="black") 
}) 
SOC.plsr.pred.1d21cs.lm <- lm(SOC.rf.pred.1d21cs$pred ~ SOC.rf.pred.1d21cs$obs) 
plot(SOC.rf.pred.1d21cs$obs, SOC.rf.pred.1d21cs$pred,asp=1, xlim=c(0,40), ylim=c(0,40),xlab="Observed SOC 
(gC/kgSoil)",  ylab="Predicted SOC (gC/kgSoil)"); 
abline(0,1,lty=2,lwd=2,col="darkgrey") 
abline(SOC.plsr.pred.1d21cs.lm, lty=1, lwd=2, col="black") #Another way to plot RF 
plot(ypred, SOC.plsr.pred.1d21cs,asp=1, xlim=c(0,40), ylim=c(0,40),xlab="Observed SOC (gC/kgSoil)",  
ylab="Predicted SOC (gC/kgSoil)"); 
abline(0,1,lty=2,lwd=2,col="darkgrey") 
abline(SOC.plsr.pred.1d21cs.lm, lty=1, lwd=2, col="black") #plot PLSR 
Whole spectra graph 
data.spc <- data[,c(21:1889)]  
matplot(wavelength, t(data.spc), type="l", lty=1, xlab=expression(paste("wavenumber (cm"^"-1"*")")), ylab=" 
Pseudo Absorbance")  #MIR 
Principal Component Analysis  
data <-read.table("/Users/…/Desktop/NIR texture.txt", header=TRUE, sep="\t") 
data.spc <- data[,c(14:814)] 
data.spc <- t(apply(data.spc, MARGIN=1, FUN=sgolayfilt, n=21, m=1)) 
data.pca=prcomp(data.spc) 
texture <- as.factor(data[,6]) 
scores=data.pca$x 
plot(scores[,1],scores[,2],pch=c(2,4,15,17,19)[as.numeric(texture)],col=texture,xlab="PC1",ylab="PC2",font.lab=2) 
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legend("topright",legend=c("loess over WI Drift","Deep loess","WI outwash","WI drift", "loess over IL drift"), 
pch=c(2,4,15,17,19),col=c("red","black","green","blue","cyan"),cex=0.75)  #make PCA graph for NIR 
summary(data.pca)  #variability explained 
PC1 <- data.pca$rotation[,1] 
PC2 <- data.pca$rotation[,2] 
PC1 <- abs(PC1) 
PC2 <- abs(PC2) 
wavelength <- seq(2500,900,-2) 
plot(wavelength, PC1, type="l",xlab="Wavelength (nm)",ylab="loadings for 1st PCA Comp", lty=1, lwd=1, 
col=1,font.lab=2)  #loading graph 
library(‘scatterplot3d’) #3-D plots 
colors <- c("#000000","#EE3B3B", "#7FFF00","#0000FF", "#00FFFF") 
colors <- colors[as.numeric(texture)] 
shapes = c(2,4,15,17,19) 
shapes <- shapes[as.numeric(texture)] 
scatterplot3d(scores[,1],scores[,2],scores[,3],pch=shapes,color=colors,xlab="PC1",ylab="PC2",zlab='PC3') 
legend("topleft",legend=c("loess over WI Drift","Deep loess","WI outwash","WI drift", "loess over IL drift"), 
pch=c(2,4,15,17,19),col=c("black","red","green","blue","cyan")) 
data <-read.table("/Users/…/Desktop/MIR texture.txt", header=TRUE, sep="\t") 
data.spc <- data[,c(22:515,551:998,1085:1890)] 
data.spc <- t(apply(data.spc, MARGIN=1, FUN=sgolayfilt, n=21, m=1)) 
data.pca=prcomp(data.spc) 
texture <- as.factor(data[,6]) 
scores=data.pca$x 
plot(scores[,1],scores[,2],pch=19,col=texture,xlab="PC1",ylab="PC2",font.lab=2) 
legend("topright",legend=c("loess over WI Drift","Deep loess","WI outwash","WI drift", "loess over IL 
drift"),pch=19,col=c("red","black","green","blue","cyan"),cex=0.75) #make PCA graph for MIR 
wavelength<-c((seq(399,1349.997,1.929)),(seq(1419.441,2281.704,1.929)),(seq(2449.527,4002.372,1.929))) 
plot(wavelength, PC1, type="l",xlab=expression(bold(paste("wavenumber (cm"^"-1"*")"))),ylab="loadings for 1st 
PCA Comp", lty=1, lwd=1, col=1, font.lab=2) 
screeplot(data.pca,npcs=6,type=c('lines')) #screeplots 
data <-read.table("/Users/…/Desktop/NIRcornPCA.txt", header=TRUE, sep="\t") #management practices 
data.spc <- data[,c(14:814)] 
data.spc <- t(apply(data.spc, MARGIN=1, FUN=sgolayfilt, n=21, m=1)) 
data.pca=prcomp(data.spc) 
texture <- as.factor(data[,7]) 
scores=data.pca$x 
colors <- c("#000000","#EE3B3B", "#7FFF00") 
colors <- colors[as.numeric(texture)] 
shapes = c(2,4,15) 
shapes <- shapes[as.numeric(texture)] 
scatterplot3d(scores[,1],scores[,2],scores[,3],pch=shapes,color=colors,xlab="PC1",ylab="PC2",zlab='PC3') 
legend("topleft",legend=c("Conventional","No-tillage","Organic"), 
pch=c(2,4,15,17,19),col=c("black","red","green")) 
Correlation analysis 
library(psych) 
corr.test(data[c("TOC","TN","CN","POMC","POMN","PMN","POMCPMN","FDA","pH","K","P","Ca","Mg","Fe"
,"NDVIAvg","NDVI2011","NDVI2012","NDVI2013")]) 
Regression analysis on Normalized Difference Vegetation Index and soil quality indicators 
data <-read.table("/Users/…/Desktop/NDVI reg.txt", header=TRUE, sep="\t") 
step(lm(data$NDVI~data$TOC+data$TN+data$POMC+data$POMN+data$PMN+data$FDA+data$pH+data$K+dat
a$P+data$Ca+data$Mg+data$Fe))  #SMLR 
summary(lm(formula=data$NDVI~data$TOC+data$TN+data$POMC+data$K+data$P))  #MLR 
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APPENDIX J: SAS Codes used in Data Analysis 
 
Model comparisons (PLSR/ MC-PLSR/ RF) 
data NIR; 
do SQI = "SOC", "TN", "CN", "POC", "PON", "PMN", "FDA", "pH", "K", "P", "Ca", "Mg", "Fe"; 
do method = "PLS","MCPLS", "RF"; 
do rep = 1 to 3; 
input RPD @@; 
output; 
end;  
end; 
end; 
cards; 
; 
run; 
proc mixed data = NIR; 
class SQI method rep; 
model RPD = SQI method SQI*method/ ddfm = kr; 
random rep; 
lsmeans method/ pdiff cl; 
lsmeans SQI/ pdiff cl; 
run; 
PLSR/ RF models for soil physico-chemical indicators using whole/ organic regions) 
data IRMin; 
do SQI = "pH", "K", "P", "Ca", "Mg", "Fe"; 
do method = "PLS", "RF"; 
do region = "Wh", "Org"; 
do rep = 1 to 3; 
input RPD @@; 
output; 
end;  
end; 
end; 
end; 
cards; 
; 
proc mixed data = IRMin; 
class SQI method region rep; 
model RPD = SQI|method|region; 
random rep; 
lsmeans method/ pdiff cl; 
lsmeans region/ pdiff cl; 
lsmeans SQI/ pdiff cl; 
run; 
Factor Analysis 
libname IR "C:\Users\...\IR"; 
proc factor rotate=VARIMAX scree n=3 out=factor data=IR.MIR; 
var … 
; 
run; 
