ABSTRACT Service-oriented architecture (SOA) has gained great attention in the enterprise information technology environments (EITE) due to its technically adapted performance and its affordable cost. As a part of the successful quality of service (QoS) scenario, providing software development in a service-based conceptual style for the business companies has become a vital issue. However, this would require more hardware resources, which increase cost and complexity. The main objective of this study is to introduce a new performance-oriented integration design (POID) framework with five middleware algorithms to reliably achieve SOA constraints. The POID framework is proposed to provide two features: (i) acting as a decision support system (DSS) to guide the software architects and designers to build software architectures with better QoS attributes in terms of the scalability and end-to-end performance, and (ii) achieving high accuracy in recommending the best composite services in the simple and complex SOA integration contexts. A set of case studies based on real experiments are conducted in a telecom environment are demonstrated. The experimental results prove that the POID framework achieves better accuracy (97%-98%), average availability (92.18% -97.89%), and enhances the average response time by 17%.
I. INTRODUCTION
Software Architecture (SA) is the basic organization of a system incarnated in its components as well as its relationships to each other, to the environment, and the principles directing its design and evolution. SA is a style of software engineering design including a set of significant decisions about the organization of a software system [1] . As shown in figure 1 , the architecture and design phase of the software application has three main outputs which are: an architectural pattern, a design pattern, and a low-level pattern. The different architectural styles describe different aspects of software applications (e.g., some architectural styles describe the deployment patterns, some describe the communication issues, and others describe the design and structure issues). Typically, choosing the architectural style plays a key role in IT environments to guide the enterprises; however, it suffers from the complexity in design [2] .
The associate editor coordinating the review of this manuscript and approving it for publication was Fabrizio Messina. Service Oriented Architecture (SOA) is a software architectural style, where the services are considered as a software component can available to clients via the application components [1] . The term SOA was used as a reference model to construct and describe the correlations among services in a specific domain such as healthcare, smart transportation, and logistics [3] . SOA exploits the Quality of Service (QoS) scenario to gain the loose coupling among services, and thus the dependency correlations are VOLUME 7, 2019 This generally minimized. Three components are used to describe the SOA conceptual model: the service provider, the service consumer, and the service broker. These components are illustrated in figure 2 . SOA is related to several applications and concepts such as the functionality as a service, the information as a service, the master data management, and the enterprise service bus [4] . SOA modeling is a framework can identify the various disciplines to guide SOA architects to conceptualize, analyze, design, and architect their service-oriented assets [5] . However, it would provide a modeling language and a working structure depicting the various components that contribute to a successful service-oriented modeling approach. These models define a high-level structure for the software components and their interaction to fulfill specific business requirements. The SOA meta-model framework that is presented by the Linthicum Group is generic. Each Enterprise Information Technology Environments (EITE) has its customized SOA framework that operates its organization's business model [5] .
The term ''design pattern'' is usually used to describe any pattern that handles the issues of software programming implementation, architecture, and design. Thomas Erl formalized several specific categories to determine the architecture and design patterns in the SOA [6] . The SOA modeling and design patterns are used during the analysis and design phases of the software development life-cycle. Context-aware systems provide the user with relevant information based on context and counting on the user's task for relevancy. These systems are useful not only to build business-driven models in several complex business organizations but also to achieve the end-to-end QoS among services and their contexts [7] .
QoS has different meanings in different contexts. QoS can be defined as the level at which a service can be satisfying for its service consumers, and it is usually a target for enhancement to meet the user acceptance requirements and criteria. The term Service Level Agreement (SLA) is often linked to the QoS, and it is used to define the agreement between the service user and the consumer to make the QoS satisfying for the consumer. An SLA may also contain agreed-upon cost, service functionality and other agreed-upon parameters that might be used to monitor and control specific agreed-upon metrics for the QoS.
An architect should understand how the architectures and design decisions impact the different quality attributes for a system. Choosing and designing an architecture that satisfies the functional, as well as the quality attribute requirements, is vital to the success of the system. The quality attribute requirements, in particular, driving the software architecture design. A good awareness of the relationship between the SOA and quality attributes is essential, as well as the open issues that are still open and shall be addressed in the research field. The aspects related to the different quality attributes in SOA are performance, availability, security, reliability, interoperability, and scalability. This paper considers the performance and availability enhancement in the SOA due to their critical impact that shows up once the software application is launched.
In this study, a Composition Algorithm Selection Module (CASM) under global QoS constraints is proposed. The QoS-aware services composition is formulated as a clustering problem. The k-means clustering method is exploited to group candidate services into clusters, where each cluster represents a QoS level. Moreover, a new formulation of the utility function based on the characteristics of the resulting clusters (QoS level and the centroid of each cluster) is proposed to remove unpromising candidate services in terms of QoS
The practical contributions of this study include proposing a Performance Oriented Integration Design (POID) framework for SOA with five algorithms working cooperatively. POID framework helps to build SOAs with better performance. The POID framework can be considered reliable for practical use due to the following features: 1) Acting as a decision support system to guide the software architects in building better designs for service-oriented integrations. 2) Achieving high accuracy in recommending the best service compositions in the SOA integration's context which lead to better design decisions. 3) Independence in technology, design-pattern, and context-condition. 4) Supporting the correction of poor designs and architectures for up and running systems. 5) Providing low-cost solution through being proactive in avoiding the development re-work to fix poor architectures and designs in the SOA.
The rest of this paper is organized as follows: In section II, the related work and some literature review are reviewed. In section III, the problem statement is determined. In section IV, the proposed POID framework is presented. In section V, the five middleware algorithms are elaborated. In section VI, the evaluation metrics are discussed. In section VII, different case studies are detailed. In section VIII, the conclusion and future work are provided.
II. RELATED WORK
The system architecture is one of the important artifacts. The overall quality of SOA is dependent mainly on the right decisions made during the architecture and design phase [8] . As a beginning trial to model and design the SOA, Baresi et al. represented the SOA in the Unified Modeling Language (UML) notations by representing a static model and dynamic model respectively [7] . This trial did not provide much contribution as the UML-based approaches to modeling fits for the object-oriented architecture best rather than the SOA. Then, some studies utilized the Business Process Execution Language (BPEL) which is considered an open XML-based standard for describing the business process flows [9] . However, it is unfit for SOA description as it focuses on the specification of abstract or executive business processes. From the other side, other Architecture Definition Languages (ADLs) couldn't specify SOA very well [10] .
The researches concerned with enhancing the performance and availability of the SOA can be categorized into four categories as follows: (1) QoS middleware frameworks and Web Service Definition Language (WSDL) updates, which enhance the end-to-end QoS prediction and conduct performance monitoring [11] . On the other side, those frameworks were part of the integration and they impacted the processing time of the complex integrations badly, (2) QoS negotiation frameworks and protocols, that ensure the delivery of certain SLAs which are based on agreed QoS attributes but focused on one aspect of the QoS [12] . Such category of works didn't address how to improve the integration components themselves, (3) analytical performance models including the deterministic and stochastic approaches, which enhance the QoS prediction by applying the context-awareness concept [13] . However, they provide low accuracy (85%-88%). Also, the test of those frameworks was done in simple integration contexts, but when they were applied to complex contexts they recorded noticeable variance of accuracy, and (4) memory-based and model-based approaches for QoS prediction, which apply the context-awareness concept, but do not address the QoS of the composite services and they only focused either on the server-side or the client-side [14] .
Automatic syntactic service composition problem consists in automatically selecting services, from a registry, by matching their input and output data [15] . Web service composition is the process of aggregating services with disparate functionalities into a new composite service to meet the increasingly complex needs of the back-end systems in heterogeneous environments. QoS-aware composition techniques can be classified into static and adaptive approaches. Each of them has a set of sub-types based on the mathematical model that was used and its evolutions. Liu et al. proposed a web service composition method based on global QoS constraints decomposition and dynamic prediction [16] . Global constraints are decomposed into local constraints before selecting the optimal web service based on predicted QoS. da Silva et al. used genetic programming for web service composition [17] . It ensures the creation of functionality of correct solutions. These solutions are optimized according to their QoS.
Rodriguez et al. presented a successful SOA implementation to explore SOA design alternatives [18] . The main objective was to reduce developers' efforts and reuse knowledge in assessing alternatives. Rodriguez-Mier et al. proposed an approach that generates web service composition with a minimum number of services and optimal QoS [19] . This approach contains a combination of local and global optimization. This hybrid strategy extracts optimal compositions to obtain optimal QoS. Ghobaei-Arani et al. proposed a search algorithm for web service composition [20] . It provides web service composition to improve the QoS of both web service and network. Gabrel et al. proposed an approach that is an extension of a Dijkstra-like scheduling algorithm [15] . They used a simple directed graph structure with AND/OR constraints. Xu et al. developed a Fuzzy Set Theory (FST) and Genetic Algorithm (GA) based model to select quickly the most suitable service composition such that user's QoS requirements are satisfied [21] . They addressed the following quality attributes: performance, powerful searching, stability, and convergence. Barakat et al. developed an adaptive composite service execution approach that manages service and exceptions variations occurring in parallel throughout execution time [22] . However, this approach suffers a lack of scalability, reliability, and needs improvement in the service re-selection process.
Due to the dynamic nature of ubiquitous computing environments, the most important challenging issue that needs to be addressed is how to construct composite services that satisfy users' requirements in terms of quality of service (QoS). The most relevant QoS-aware services composition approaches have been classified into five main categories: 1) graph search-based approaches, 2) Pareto dominance-based approaches, 3) meta-heuristic population-based approaches, 4) machine learning-based approaches, and 5) other methods. Table 1 summarizes the approaches presented in the related work and compares them in three terms precisely, resolution method, scalability, and optimality of the composition.
III. PROBLEM STATEMENT
SOA is a kind of software application architecture that relies on web service technology to achieve integration between different back-end web applications that are deployed on heterogeneous systems. This architecture represents the major and the most critical type of integration architectures in EITEs like those located in the telecommunications, banking and airlines organizations.
In such complex EITE environments, many software applications are being implemented and developed together simultaneously. The problem shows up when most of the architectural decisions are not made based on analytical studies and real information about the integration contexts. That leads to owning poor software architectures concerning scalability and performance, maintenance, and disaster recovery. Accordingly, a lot of time and financial resources are lost due to the rework that might be requested after the launch of the application or due to the late delivery or even due to the conflict between the different technical parties.
The process of composite services consists of choosing the most appropriate existing services for each requested functionality; such that the resulting composite service best matches the user's functional requirements and fulfills the user's QoS requirements, such as minimizing the composite service cost while maximizing its availability. Evaluating all of the possible combinations of existing services allows determining the optimal composition in terms of the QoS that satisfies the global QoS constraints. However, this approach results in an excessive amount of computation time because the search space of compositions increases exponentially with the number of services. To address this issue, two categories of QoS-aware services composition approaches have been proposed in the literature: local selection-based approaches and global optimization-based approaches.
Enhancing the performance of the SOA in such EITE is a challenge with significant added value. A lot of business functions in such organizations are vital and not subject to be stopped or function with low performance.any challenges had to be considered such as:
1) The different levels of complexity in the integration contexts.
2) The various factors of the integration context that affects the SOA. For instance, different Multi-Service Access Node (MSAN) devices are used in telecom environments and they function with noticeable variance in their performance while they implement the same technology. Such kind of factors shall be considered during the test of the framework to guarantee the implementation feasibility of the framework in real complex environments.
3) The end-to-end Quality of Service (QoS) requirements should be achieved at the whole integration points.
IV. PROPOSED PERFORMANCE ORIENTED INTEGRATION DESIGN (POID) FRAMEWORK
As shown in figure 3 , the proposed POID framework consists of four layers; each of which has a set of modules. Those modules are interacting with each other within the same layer or with modules of different layers through five proposed algorithms. POID framework is proposed to work with applications deployed on heterogeneous servers that need to integrate to operate an enterprise business model. The integrating applications are: (i) deployed on servers or devices that include mobiles, sensors, and regular computers, (ii) located in different networks, and (iii) expose and consume web services in a form of composite web services. Those web services are developed using different languages.
POID framework is designed to work as a centralized middleware between the integrating application servers. However, it is not a part of the integration itself, so it is not a single point of failure and it does not impact the processing time of the integration. The POID framework as middleware receives the composite web services to analyze and assess their contexts. Unlike the other context management solutions, the POID framework is concerned with the end-toend performance of the web services integration architecture (i.e. all the integration points and even the end user or the service consumer are concerned). Therefore, it acts upon the feedback that is received from the users and the servers of the integrating applications. The next subsections provide the details of each layer and its modules.
A. SERVICE INTERFACE (SI) LAYER
This layer is the interface between the framework and other integrating servers. It receives and exposes the required web services for integration, and analyzes the service's metadata to store it in proper repositories. It also receives feedback about the QoS values achieved at the users' side. This layer is composed of the following four modules:
• Inbound Broker Module (IBM): it receives the services from the integrating systems, classifies them according to their criticality and puts them in queues. • Outbound Broker Module (OBM): it queues the outbound services according to their criticality after they are composed with a proper algorithm, then, it exposes them to the requesting system.
• Metadata Interface Module (MIM): it extracts the data related to the service context. If the service is integrating for the first time, it will be marked as a new subscription.
Otherwise, it will be in the operation mode.
• Outbound Service Monitor Module (OSMM): it receives the real-time feedback violation flags and triggers the QoS Mismatching Processor Module (QMPM) at layer three.
B. SERVICE COMPOSITION (SC) LAYER
This layer recommends the proper service composition algorithm. It is composed of the following two modules:
• Composition Algorithm Selection Module (CASM): the CASM gets the available flows (service compositions) for certain transaction and checks if the service composition is needed. If so, it selects the proper composition algorithm according to the context complexity and the function criticality.
• Composition Algorithms Repository Module (CARM): it stores all composition algorithms that are being used in the integration.
C. QOS VALIDATION (QOSV) LAYER
This layer validates the QoS values for the service composition flow that is selected, and this is after predicting the QoS according to the previous readings. This layer is composed of the following modules:
• QoS Validation Module (QVM): it validates the predicted QoS values for services versus their SLAs.
• QoS Prediction Algorithm Module (QPAM): it predicts the QoS values for subsequent service flow using one of the model-based approaches.
• QoS Mismatching Processor Module (QMPM): it defines the root cause for the QoS violation and triggers the handling algorithm.
D. CONTEXT AND MODELING MANAGER (CMM) LAYER
This layer stores the contexts' data for the users, the integrating servers, the predefined SLAs for services and all the modeling information for the available interfaces for each service. It is composed of the following four modules:
• SOA Repository Module (SOARM): it stores the data that represent the integration transactions and their feasible flows, and the structures of all integration services and their feasible instances to be represented in design patterns.
• SLA Repository Module (SLARM): it stores the QoS threshold values and their updates for services.
• Context Manager Module (CMM): it measures the context complexity. Then it recommends the proper composition and fault tolerance algorithm related to the complexity of the context and the transaction criticality.
• Design Patterns Repository Module (DPRM): it stores the available composition flows, the previous readings for the QoS values against the used composition flow and the corresponding context complexity. This supports the CMM in decision-making.
V. MIDDLEWARE ALGORITHMS
The POID framework depends on five algorithms working cooperatively. The principle steps and pseudo code for each algorithm will be presented in the following subsections.
A. SERVICE INTERFACE (SI) ALGORITHM
The SI algorithm receives invocation requests for inbound services between the integrating servers. Then it extracts service's metadata to get information about their contexts and SLAs for their QoS values. The steps shown in Algorithm 1 can be elaborated as follows:
• Step 1: the IBM in the SI layer receives the service invocation calls for a service S i . S i might be stored in the SOARM or it will be stored if it is a new service subscription.
• Step 2: the IBM will classify the received services according to their criticality and will put them into a queue. Then, it will trigger the MIM.
• Step 3: the MIM will refer to the SLARM to recognize if there is a need to update the SOA repositories or to trigger the Service Composition (SC) algorithm presented in the following subsection.
• Step 4: the MIM will extract the service metadata to recognize if this service needs to create a new data record or to update it.
• Step 5: if S i is new, new data records will be created to hold the QoS, SLAs and the server context information. This algorithm recommends the proper service composition based on the context complexity. The basic steps shown in Algorithm 2 can be elaborated as follows:
• Step 6: the CASM will refer to the DPRM to detect if the required transaction needs to be fulfilled by a flow (composite service) or by a single service. If there is no need for service composition, the QoS validation algorithm will be triggered as presented in the next subsection. In contrast, if the service composition is required, step7 will be triggered.
•
Step 7: the CASM will refer to the CMM to measure the integration's context complexity in terms of the available service instances and the number of feasible compositions. Then, step 8 will be triggered for the complex context, and step 10 for simple context.
• Step 8: the CMM will define the service criticality after referring to SOARM. After that, a proper fault tolerance algorithm will be triggered. If the service is not critical, the CMM will directly trigger step 9.
• Step 9: for complex context, the CASM will recommend the proper algorithm for composition after checking if the QoS values are static or dynamic.
• Step 10 and Step 11: same as step 8 and 9 respectively, but they are concerned with handling simple contexts. 
C. QOS VALIDATION (QV) ALGORITHM
This algorithm detects the QoS violations and logs the QoS values and the context information during the web services' invocation. However, it triggers fault tolerance built in algorithms if configured. The basic steps, as shown in Algorithm 3, can be elaborated as follows:
• Step 12: this step is triggered by step 6, 9 or 11. The CASM will get the SLAs of the QoS attributes for S i from the SLARM.
• Step 13: for the selected composition flow or service instance (if it doesn't have composition flow), the QVM will get predicted QoS values from the QPAM.
• Step 14: the QVM will validate the predicted QoS values versus the SLAs, and will trigger step 15 for QoS fulfillment cases. For QoS violation cases, it will trigger step17.
Step 15: the QVAM will refer to the DPRM to log the runtime QoS values at the integrating servers in the integration context, the corresponding composition algorithm that has been used and the composition flow of the transaction. This algorithm monitors and logs the QoS values that are reported from the user context. The basic steps shown in Algorithm 4 can be elaborated as follows:
• Step 1: the OSMM receives feedback from the context of the user who invoked the transaction. When this feedback is received for the first time, it includes the QoS values detected at the user side as well as other information about the user context (IP, country, city, device memory, and connection bandwidth). During the session initiation, the user can notify about any QoS violations.
• Step 2: the QVM will refer to the SLARM to get the SLAs for the transaction concerned. Then it validates the QoS values versus the SLAs. If the QoS is fulfilled, step5 will be triggered. Otherwise, step 3 will be triggered.
Step 3: the QMPM will start in the root-cause analysis process to identify if the violation happened due to poor specs for the user device or due to connection stability or bandwidth.
• Step 4: the QMPM will log violation parameters.
• Step 5: the QMPM will log user context parameters.
E. CONTEXT MANAGEMENT (CA) ALGORITHM
This algorithm monitors the context change and defines an ideal design pattern for the integration. The basic steps in Algorithm 5 are as follows: Step 1: the CMM will refer to the DPRM to get previous QoS readings for transactions, and will refer to the SLARM to get the corresponding SLAs.
Step 2: the CMM will review the logged QoS values versus the SLAs from the SLARM and DPRM. If the QoS is fulfilled, the CMM will define profiles for ideal integration design patterns. If the QoS is violated, the CMM will use the recommendation mechanism to provide design recommendations. 
VI. EVALUATION METRICS
This section discusses the principal steps for the evaluations. The performance evaluation metrics in this section are concerned with: 1) the end-to-end response time for the flow as well as for each service in the flow, and 2) the availability of each service in the flow.
A. END-TO-END RESPONSE TIME
The QVAM uses equation 1 to calculate the response time T R for a service S i or flow (service composition). T R is a function of the flow f, considering that a transaction T can be fulfilled by different flows (service composition scenarios). Hence, T R (f ) denotes to the end-to-end response time. T R (f ) is calculated by accumulating three terms as follows:
• T sr (f ) denotes to the time that is consumed to fulfill the flow f from the integrating servers' side.
• T s (f ) represents the time that is consumed by the security algorithms or tools if applied. However, it is worthy to clarify that T s (f ) is a function of the flow f.
• T u (f ) represents the time that is consumed after the flow f is processed on the integrating server and after the response that fulfills the transaction is sent to the user.
The term T sr (f ) in equation 1 is practically calculated by the QVM. As shown in equation 2, it is calculated by accumulating four terms ( T m (s),T w (s), T e (s), and T l (s)) for each service s in the service composition for the flow f.
T sr (f ) is calculated by accumulating four terms as follows:
• T m (s) denotes to the delay time of the message due to the network latency for each service S i .
• T w (s) is calculated by equation 3, and it denotes to the waiting time to start processing the services if it is waiting in queued (in case if there is queuing systems used by the application of this service). Hence, T w (s) is impacted by how the application implements the service s. It is a function of the service, and k represents the length of the queue. T e (s) represents the execution time consumed by the server that handles the services s, which is one of the service composition flow f.
• T l (s) is calculated by equation 4. It denotes to the time that is consumed by the server before starting the execution of the service s. This time is impacted by the throughput of the server that hosts the service. M (s) represents the message size of the service s, while M SPS denotes to the average message size per second for the server T r , In other words, the M SPS is the message that can be processed by the server S r per second.
B. SERVICE AVAILABILITY
The service availability A(s) is calculated over a time period as in equation 5. The length of this time period is represented by k. T down denotes to the time period in which the service s is down, while T up denotes to the time period in which the service s is up.
C. MODEL ACCURACY
Model accuracy is defined as the proportion of true recommendations over the total number of recommended solutions.
where,
• FP denotes false positive as the number of incorrect patterns recommended as correct.
• TP denotes true positive as the number of correct patterns recommended as correct.
• FN denotes false negative as the number of correct patterns recommended as incorrect.
• TN denotes true negative as the number of incorrect patterns not recommended as correct.
VII. CASE STUDIES
In this section, four different case studies are illustrated in details to prove the effectiveness of the proposed framework. The first case study is a real enterprise integration's context of a telecom ISP. The next three cases are applications in different domains. These applications have easy to understand functionalities, and their source code, documentation, and other artifacts are publicly available. AWESOME technique was implemented as in [18] and applied in the context of these case studies. Both response time and accuracy matrices were measured and compared with POID. 2) Testing response times of all flows of the transactions at the same workloads that are presented by Teixeira et al. [13] . This is to compare the accuracy of the stochastic model with the accuracy of the POID framework.
3) Test the availability of all transactions in simple and
other complex integration contexts. This is to show how far the availability is enhanced when the POID framework could define accurately the better service compositions.
The complex context is characterized by its heavy workload, which varies from 100 to 1000 transaction request/second and the message size is around 50 Kilobytes. The second scenario is conducted in a simple context. On the other side, the simple context is characterized by its light workload, which varies from 1 to 100 transaction request/second and the message size is around 5 Kilobytes. A composite web service represents the flow of a transaction. The web services that compose the flow are exposed by six different web applications as follows: (1) Customer Relationship Management (CRM) system that is being used to manage and process the customers' information system, (2) Billing Operation (BO) system that is managing the billing cycles and charges for the products and services that are consumed by customers, (3) Order Management (OM) system that is used to handle and track all services' orders created for customer, (4) Logical Provisioning (LP) System, which is used to provide the service on the Multi-Service Access Node (MSAN), (5) Physical Provisioning (PP) System that is used to provide the service on the network elements, and (6) MSAN: A networking device that connects multiple subscribers of the digital subscriber line or fiber line to one Internet backbone. Figure 4 depicts in general how the integration context and service composition look like, while Figure 5 shows samples of service compositions (flows) of each flow the tested transactions. Table 2 has a summary of the sequence of the invocations (calls) to each flow. The actual end-to-end response time and availability are captured as well. Then, the actual values of each QoS reading for the response time and availability were applied to the equations prescribed in section VI to confirm the validity of the prescribed equations. In the end, we presented the variance between the framework calculations and the actual readings. The presented readings are captured during the peak time in one month to consider the worst and most critical operation mode in the simple and complex integration contexts.
B. RESPONSE TIME ANALYSIS AND THE POID ACCURACY IN THE DIFFERENT CONTEXTS
To verify the capability of the POID framework to achieve its objective effectively in different context conditions, we conducted two test scenarios as follows: The first scenario was in a complex context. A complex context means a context with the low workload and small message size the integration flow (service composition). In contrast, the complex context is the one with big message size for the integrating web services, heavy workload, and a big number of web service invocations (which is impacted the length of the service composition and the number of integrating applications). In the simple context (in which the first test scenario is conducted), the range of the workload is varying between 100 and 1000 request/second. However, the overall message size of each transaction is 50 kilobyte (KB).
In each test scenario, the measured response time for each flow was recorded and compared with the corresponding values that had been calculated values by the proposed model (based on the equations (1 -4) ). This is to verify the capability of the POID framework to perform accurate calculations and accordingly provides correct recommendations to the architects and designers in the ITEA. As a result of the first test scenario, its findings can be summarized as follows: 1) Regarding the results recorded in the complex integration context, as shown in Table 3 and Figure 6 , the POID framework recommended the second flow of the first transaction ''disable by user", which reduced the response time by 25%. 2) On the other hand, the framework recommended the first flow of the second transaction ''disable by agent", which reduced the response time by 19%. However, the variance between the values that are calculated by the POID framework and the actual values that are measured doesn't exceed 2% (98% accuracy), as shown in Figure 6 . It is worthy to highlight here that the composition algorithm selector module is doing this analysis in the POID framework by using the SCA (see step 9). However, to verify the reliability of the POID framework to accurately define the better flows that achieve shorter response time, A comparison is conducted between the average response time that is achieved by all flows in the first test scenario (that is conducted in the complex context) and the average response time that is measured from the real applications. As shown in Table 4 and Figure 7 , the average percentage of the variance between the values that are calculated by the proposed model and the actual values that are measured doesn't exceed 2%, which means that the proposed model can guide the architects and designers to more reliable service compositions in complex contexts with 98% accuracy.
In the first test scenario (the previous one conducted in complex context), we showed the findings that are relevant to the variance between the flows, the capability of the framework to recommend the better flow, and the reliability of the POID framework to guide the architects to take better design decisions based on accurate analysis. As for the second test scenarios, we tested the same flows for the two transactions ("user disable'' and ''agent disable") but in simple context conditions, in which the message size is fixed (5kB) and the workload is varying between 1 and 100 (request/second).This test scenario is conducted to verify the capability of the POID framework to perform in different context conditions with the same accuracy and reliability. The findings of the second test scenarios can be summarized as follows:
1) Flow2 achieved average response time TR shorter than flow1 by 1.5 Sec, which means that is reduced the response time by 32.5% for the "user disable" transaction. 2) Flow1 could reduce the response time (TR) by 0.8 Sec (or by 25%) as shown in Table 5 and Figure 8 . The POID framework could recommend the better flows through step 11 from the SCA that is used by the composition algorithm selector module. As for the framework accuracy, as shown in Table 6 and Figure 9 , the average of the response time variance between the measured values and modeled values by the framework doesn't exceed 2.8%, which means that the POID framework can guide to select the best service compositions in simple context with 97.2% accuracy.
The conclusion from the first and second test scenarios can be summarized as follows:
1) Recommending better service compositions' approaches could enhance the average response time by 17%.
2) The capability of the POID framework to achieve high and similar accuracy percentage at different conditions for the integration context is verified, as the accuracy level that is achieved in the complex context test scenario is 98% and 97% in the simple context. Hence, the POID framework could overcome that challenge that is relevant to having different efficiency level when switching from the complex context to simple one. 
C. THE POID VERSUS THE STOCHASTIC MODEL IN RESPONSE TIME
The test scenario that is discussed in this subsection is conducted to compare the POID framework with a commonly used Stochastic approach, proposed by M. Teixeira in [13] , to enhance the performance of composite services in SOA. This Stochastic approach is selected to be a defense for comparison because it is concerned with the adaptive QoS enhancement and it has recorded the best accuracy at different workloads. The accuracy of the response time is calculated by the framework and compared with the Stochastic model to all flows at different workloads, similar to the workloads that were used by Teixeira, as shown in figure 10 and Table 7 .
The average accuracy recorded for the stochastic model was varying between 85% and 88%, while the POID framework recorded accurately between 97% and 98%. That makes the POID framework, efficient at the different levels of integration complexity.
D. THE POID CONTRIBUTION TO AVAILABILITY
To analyze and recognize the flows (service compositions) that achieve better availability for the transactions (use disable and agent disable), the context manager module in the POID framework calculates the availability using equation 5 for each flow (as clarified in section 7.1).
As shown in Table 8 and Figure 11 , the first flow of ''User disable'' transaction achieved better availability than the second flow by 5% at the maximum workload (1000 request/second). However, the third flow of ''Agent disable'' transaction could enhance the availability more than the fourth flow by 6.1% (see Figure 12 ). This means that the proposed framework can guide the architects and designers to choose the service compositions that achieve higher availability, which enhance the availability in this case for the disable transactions by 5%-6%.
A thing worth mentioning here is that the POID framework logs all QoS violations for the availability attribute including the available information that is related to the context condition at the integration time (like the flow identification, the transaction's timestamp, the hardware specs for the servers that host the integrating web services (i.e. RAM, CPU utilization), etc.). This is to allow designers to handle the reasons that lead to poor performance.
From another side, the context manager module in the POID framework performs its analysis to guide the software architects and designers to the systems that need enhancement. For more clarification on how it goes, a test scenario is conducted to measure and calculate the availability of each service, knowing that each service is hosted on different systems. This test was done for the four flows at a fixed message size for each flow (50kB) and workload (1000 req/Sec) to let the systems to reach to the unavailability status. By calculating the average of the availability for the good flows that achieved higher availability records (flow 1 and 3), the context manager module can flag the systems that have lower performance at well designed flows. For instance, although the design approaches for the service compositions are better, some systems achieved low availability like the LP and CRM systems as both of them had recorded 93%. However, with the design approaches that are considered as poor, three systems (LP, OM, and CRM) recorded low availability values (91%-93%).
As shown in Table 9 and Figure 13 , we can observe that the good flows that could be recognized by the proposed framework are recommended for use to the software architects and designers. Such a recommendation can enhance the average availability from 92.18% to 97.89% (i.e. 6% higher availability). However, with such analysis, the architects can take the decision to upgrade the systems that need to be improved (like the LP and CRM), use a load balancing solution, or find whatever solution to enhance the systems that have poor performance. 
E. CASE 2
The second case study is a simple Soccer application [18] . It consists of two components as shown in Figure 14 . The application components are as follows: 1) the SoccerAppClient (SAC) component which manages information related to soccer players. This component adds new players to a database, and gets data of a given player (e.g., name, last name, and position), and 2) the SoccerInfoProvider (SIP) component is responsible for implementing the way of adding new players as well as retrieving their data. To perform the queries of these services, the set of external services provided by the World Football Cup Pool 1 is used. The interactions between SAC and SIP happen through a Remote Procedure Call (RPC) connector, which is responsible for finding the service provider and binding it with the service consumer. Also, both components can connect to a Universal Description Discovery and Integration (UDDI) registry employing the Service Registry (SR) connector, to publish and remove services related to soccer players. Figure 15 shows the average response time of the simple soccer application. The figure compares between actual response time, the POID calculated response time and the AWESOME calculated response time [18] . The average percentage of the variance between the values that are calculated by the proposed model and the actual values that are measured doesn't exceed 3%, while the variance between the actual values and AWESOME values is 5%. This means that the proposed model can guide the architects and designers to more reliable service compositions in complex contexts with 97% accuracy. Figure 16 shows model accuracy of the simple soccer application. The figure compares between Stochastic model accuracy, the POID calculated model accuracy and the AWE-SOME model accuracy. The average accuracy recorded for the stochastic model was varying between 91% and 86%, the POID framework recorded accurately between 98% and 97%, and AWESOME recorded accurately between 94% and 90%. That makes the POID framework, efficient at the different levels of integration complexity.
F. CASE 3
The Adventure Builder is an e-commerce application that sells adventure packages for vacationers over the Internet [18] . It uses Web services, defined in terms of SOA, to interact with external suppliers such as banks, airlines, hotels and adventure providers. The architecture consists of six components as shown in Figure 17 . The application components are as follows: 1) CosumerWebSite (CWS) that accepts purchase order requests from the customers, 2) OrderProcessingCenter (OPC) that fills a purchase order by communicating with external suppliers, 3) BankManagerProvider (BMP) which is responsible for dealing with financial issues, 4) AirlineProvider (ALP) which is responsible for dealing with airline tickets, 5) ActivityProvider (AP) related to the organization of tour activities, and 6) LodgingProvider (LP) which manages hotel books by connecting with lodging provider systems. The interactions between CWS and OPC happen through Remote Procedure Calls PurchaseService (PS) and TrackingManager (TM). While other interactions occur between OPC and other components through brokers: FinancialBroker (FB), AirlineBroker (ALB), ActivityBroker (AB), and LodgingBroker (LB). Figure 18 illustrates adventure builder application actual response time vs. POID calculated response time and AWE-SOME response time. The average percentage of the variance between the values that are calculated by the proposed model and the actual values that are measured doesn't exceed 4%, while the variance between the actual values and AWESOME values is 7%. This means that the proposed model can guide the architects and designers to more reliable service compositions in complex contexts with 96% accuracy. Figure 19 illustrates adventure builder application stochastic model accuracy vs. POID model accuracy. The average accuracy recorded for the stochastic model was varying between 93% and 87%, the POID framework recorded accurately between 98% and 96%, and AWESOME recorded accurately between 92% and 87%. That makes the POID framework, efficient at the different levels of integration complexity. 
G. CASE 4
Virtual Scrum is a tool to enrich the learning experience of Scrum within the framework of a capstone project in a Scrum course [48] . Virtual Scrum operates in a distributed environment and stands on a SOA based on the HyperText Transfer Protocol (HTTP). The architecture consists of four components as shown in Figure 20 . The application components are as follows: 1) VirtualScrumManager (VSM) in which The user can interact with each of the Scrum artifacts of the team room and change of room through the ServerOperationBroker (SOB) connector, 2) DatabaseManager (DBM) in which the user can add a project, create a team and add a team member through the connector DataOperationBroker (DOB), 3) SmartFoxServer (SFS) in which developers may extend the SmartFox server by using Java extensions through the connector ServerBroker (SB), and 4) ServerExtensionManager (SEM) from which statistics can be obtained from the database through the ServerExtensionBroker (SEB) connector. Figure 21 shows Virtual Scrum application actual response time vs. POID calculated response time and AWESOME response time. The average percentage of the variance between the values that are calculated by the proposed model and the actual values that are measured doesn't exceed 3%, while the variance between the actual values and AWESOME values is 5%. This means that the proposed model can guide the architects and designers to more reliable service compositions in complex contexts with 98% accuracy. Figure 22 shows Virtual Scrum application Stochastic model accuracy vs. POID model accuracy. The average accuracy recorded for the stochastic model was varying between 93% and 85%, the POID framework recorded accurately between 98% and 97%, and AWESOME recorded accurately between 92% and 84%. That makes the POID framework is more efficient at the different levels of integration complexity.
VIII. CONCLUSION AND FUTURE WORK
This paper proposed the POID framework to help the IT solution architects and designers to assess the impact of the continual function requirements linked with business growing day by day in the enterprise business organizations. The proposed POID framework was characterized by a set of features such as 1) acting as a decision support system, 2) achieving high accuracy in recommending better service compositions, 3) supporting the correction of poor designs and architectures of running systems, and 4) providing a low-cost solution for the EITE. The experimental results demonstrated several feasibility of the proposed POID such as 1) the POID has better integration architecture can enhance the response time by (17%) and availability by (6%), 2) the POID achieved high accuracy rate in different integration contexts (98%) in a complex context and (97%) in simple context, and 3) the POID achieved higher than the Stochastic approach and previous approaches (from 88% to 97%).
There are some issues and challenges should be investigated in future work. For instance, a new layer can be added to recommend the best integration architecture based on the available resources of the integration context. Also, a separate security algorithm can be defined to control the access and the security of the composite web services based on the information about the integration contexts that are stored in the repository layer.
