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Abstract
Let F be a non archimedean local field, let k be an algebraically closed field of character-
istic ℓ different from the residual characteristic of F , and let A be a commutative Noethe-
rian W (k)-algebra, where W (k) denotes the Witt vectors. Using the Rankin-Selberg func-
tional equations and extending recent results of the second author, we show that if V is an
A[GLn(F )]-module of Whittaker type, then the mirabolic restriction map on its Whittaker
space is injective. In the special case where A = k = Fℓ and V is irreducible generic, our
result in particular answers a question of Vignéras from [Vig89].
1 Introduction
Let F be a nonarchimedean local field with residue characteristic p. Kirillov, in [Kir63] for
irreducible unitary complex representations acting on Hilbert spaces, and then Jacquet and
Langlands in [JL70] for smooth irreducible complex representations, produced models for rep-
resentations of GL2(F ) in the space Ind
P2
U2
ψ of locally constant functions f on the mirabolic
subgroup P2 := {(
g x
0 1 )} satisfying f(up) = ψ(u)f(p), u ∈ U2, p ∈ P2, where U2 := {(
1 x
0 1 )},
and ψ is a nondegenerate character of U2. Gelfand and Kazhdan [GK75] showed that all cuspi-
dal irreducible representations of Gn := GLn(F ) admit a Kirillov model, and conjectured that
all generic irreducibles do, where generic is a condition generalizing “infinite-dimensional,” and
means having non-vanishing twisted coinvariants πUn,ψ. Bernstein and Zelevinsky proved this
conjecture in [BZ77] using their theory of “derivatives,” which express the representation theory
of Pn in terms of Gm for m < n. Another proof was then given by Bernstein using methods
of harmonic analysis in [Ber84], and then Jacquet and Shalika gave a proof which applies to a
more general class of representations which are nowadays called standard modules, in [JS83].
The Kirillov model property has proved useful to study local constants, for instance it is used
to establish properties of local new vectors and conductors of generic representations of Gn in
[JPSS81] (see [Cas73] for G2).
For the group G3, a proof was given by Jacquet, Piatetski-Shapiro, and Shalika in [JPSS79,
Prop 7.5.1], using their functional equation of the Rankin-Selberg local gamma factor, which
was never generalized. Our goal is to expand the method of [JPSS79, Prop 7.5.1] in order
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to establish Kirillov models for “essentially” generic representations and, more generally, for
generic ℓ-adic families. Essentially generic representations form a broader class than irreducible
generic ones: we define them, following [EH14], to be the finite-length representations with a
single irreducible generic subquotient, which is positioned as a submodule. Up to isomorphism,
they are the Whittaker spaces W(π, ψ) associated to representations π of Whittaker type in the
terminology of Jacquet, Piatetski-Shapiro, and Shalika ([JPSS83]), i.e., finite-length π satisfying
dimC(πUn,ψ) = 1. The existence of Kirillov models for essentially generic representations over C
(which generalizes [JS83]) first appeared in [EH14, 4.3], and can also be found in [KM18]. Using
the idea of [JPSS79, Prop 7.5.1], we give a new proof, which is quicker than all previous proofs
if the Rankin–Selberg functional equation is taken for granted. Moreover, our method works in
the broader setting of ℓ-adic families, where the coefficient field C is replaced by an ℓ-adic ring,
for a prime ℓ 6= p.
Some of the deepest number-theoretic properties of automorphic forms are expressed in terms of
their congruences modulo various prime numbers ℓ. In the local setting, this motivates the study
of congruences among admissible representations of GLn(F ), or more broadly, the deformation
of representations in ℓ-adic integral families. When ℓ 6= p, it was observed in [EH14], guided
by the local Langlands correspondence, that irreducible generic objects are not well-suited to
deformation in families, and should be replaced by essentially generic ones. The existence of
Kirillov models for essentially generic objects means the injectivity of the restriction-to-Pn map,
W 7→W |Pn : Ind
Gn
Un
ψ → IndPnUn ψ, (1)
on the space of W in the Whittaker space of a Whittaker type representation.
Let k be an algebraically closed field of characteristic ℓ 6= p, let W (k) denote the ring of Witt
vectors, and let A be a commutative W (k)-algebra. A smooth A[Gn]-module is a “family” of
representations over the base scheme Spec(A) in the sense that its fiber at each point is a smooth
representation over the residue field at that point. Let ψ : Un → W (k)
× be a nondegenerate
character and let ψA : Un → A
× be the character induced by ψ. Our first main result is that
this injectivity of (1) holds after replacing C with a W (k)-algebra A, and ψ with ψA.
Theorem 1.1. Let A be a Noetherian W (k)-algebra, and let W be an A[Gn]-submodule of
IndGnUn ψA that is admissible, finitely generated over A[Gn], such that WUn,ψ is free of rank one
over A. Then the map W 7→W |Pn is injective for all W ∈ W.
If K = W (k)[1ℓ ], and we choose an isomorphism K
∼= C, then taking the W (k)-algebra A = C
gives the one-point family of a usual smooth representation over C, and Theorem 1.1 specializes
to the existence of Kirillov models over C for essentially generic representations.
In [Vig89], Vignéras used Kirillov models to define integral structures for irreducible generic
representations of G2, and asked whether it could be done for Gn. Vignéras established existence
of Kirillov models for cuspidal irreducible k[Gn]-modules in [Vig98]. Taking A = k, Theorem 1.1
gives the existence of Kirillov models in the mod-ℓ setting for essentially generic objects. It
follows that any Kirillov function f : Pn → Qℓ that is Zℓ-valued extends uniquely to a Zℓ-valued
Whittaker function GLn(F ) → Qℓ, which shows that Kirillov models define integral structures
for essentially generic objects (Corollary 4.4).
Our proof of the Kirillov model relies on the Rankin–Selberg functional equation of Jacquet–
Piatetski-Shapiro–Shalika. Thus, for our purposes, we need to establish the functional equation
for Whittaker type families: admissible, finitely generated A[Gn]-modules with VU,ψ free of rank
one over A. Our second main result, Corollary 3.10, is the functional equation in this generality.
In the second author’s thesis [Mos16a], the functional equation was established for “co-Whittaker”
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families using Helm’s theory of the integral Bernstein center [Hel16]. Co-Whittaker families are
the subset of Whittaker type families whose generic subquotients are always quotients; this
means their associated Whittaker spaces do not see much of their structure (for example, if A
is a field, co-Whittaker A[Gn]-modules have irreducible Whittaker spaces). Thus the functional
equation appearing in Corollary 3.10 is stronger than that in [Mos16a]. It is obtained by showing
a certain module of bilinear forms is free of rank one (Theorem 3.9), which is the most natural
statement one could hope for in this setting. By specialization, one immediately recovers the
local functional equations in [Tat67, GJ72, JPSS79, JPSS83, Mos16b, KM17, Mos16a]. Our
proof of the functional equation uses the idea of [KM17], which reinterprets the patterns of the
original proof in [JPSS83] in the functorial framework of Bernstein and Zelevinsky in [BZ77].
Not only does this method adapt to our more general setting of families of Whittaker type, it
avoids the co-Whittaker machinery used in [Mos16a].
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2 Setting
We denote by A a commutative NoetherianW (k)-algebra for k an algebraically closed field. If G
is a locally compact totally disconnected group, we denote by ModA(G) the category of smooth
A[G]-modules. We will work inside ModA(G), hence we will not mention that the modules
that we consider are smooth anymore. We fix a square root q1/2 of q in W (k) which we use to
normalize the different induction functors, as well as the Bernstein-Zelevinsky functors. For V
and V ′ in ModA(G) and χ : G→ A
× a character of G, we denote by
BilG(V, V
′, χ)
the set of bilinear forms from V × V ′ to A such that
B(g. , g. ) = χ(g)B.
If H is a closed subgroup of G, We denote by indGH and Ind
G
H respectively normalized compact
induction and normalized induction from ModA(H) to ModA(G). If R is any A-algebra and
V ∈ ModA(G), we set VR := V ⊗A R ∈ ModR(G) and we shall use both notations. We denote
by F a non archimedean local field, and by val : F → Z its normalized valuation. We denote by
Gn the group GLn(F ) and by Pn its mirabolic subgroup (consisting of matrices with last row
equal to ηn = (0, . . . , 0, 1)). We denote by Nn the subgroup of Gn the elements of which are
upper triangular unipotent matrices. We occasionally drop the subscript (−)n on these groups
when it is not needed. We consider a fixed nontrivial W (k)×-valued additive character ψ of F .
We set ψA = ψ ⊗ IdA. We will use the following basic lemma.
Lemma 2.1. Let G be a locally compact totally disconnected group such that G has a compact
open subgroup with pro-order invertible in A, H a closed subgroup of G, and V ∈ ModA(G). If
R is a commutative A-algebra, then
indGH(V ⊗A R) ≃ ind
G
H(V )⊗A R
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Proof. For this proof only, we consider non normalized induction, for lighter notations. We
denote by
b : indGH(V )⊗A R→ ind
G
H(V ⊗A R)
the obvious map. For any compact open subgroup K ofG, it sends indGH(V )
K⊗AR to ind
G
H(V ⊗A
R)K , and we denote by bK its restriction to ind
G
H(V )
K⊗AR. LetK0 be a compact open subgroup
of G with pro-order invertible in K, and consider only such groups K inside K0. Set (gi)i a
set of representatives of H\G/K. For w ∈ V ⊗A R fixed by H ∩ giKg
−1
i we set f
K
gi,w the only
function in indGH(V ⊗A R)
K supported on HgiK such that f(gi) = w. Then any function in
indGH(V ⊗A R)
K can be written uniquely (i.e. with the wi unique) as a finite sum
f =
∑
i
fKgi,wi
and a similar statement is true for indGH(V )
K . Note that (V ⊗AR)
KH = V KH ⊗AR for KH any
small enough compact open subgroup of H because averaging over KH is possible. Now each
wi above is of the form
∑
ki
rkivki with vki ∈ V
H∩giKg
−1
i . We set
b′K(f) =
∑
i
b′K(f
K
gi,wi)
where
b′K(f
K
gi,wi) =
∑
ki
rkif
K
gi,vki
.
One checks that b′K is well-defined, and provides an inverse to bK . Then the maps b
′
K when K
varies form a compatible system, so that there is b′ : indGH(V ⊗A R)→ ind
G
H(V )⊗A R such that
b′|K = b
′
K . In particular b
′ = b−1.
We define the derivative functors Φ± and Ψ± as in [BZ77] with respect to ψA.
Remark 2.2. Note that in our context (as opposed to the special case A = k), there is no reason
for the set of characters of the form ψA to be conjugate under the action of the diagonal torus
of Gn. In particular we should add a reference to ψA while writing the Bernstein-Zelevinsky
functors and the derivatives. We do not in order to lighten notations, as ψ is fixed. However
note that we inevitably have to consider derivatives with respect to ψ−1A , but then it is alright
as ψA and ψ
−1
A are always in the same orbit under the action of the diagonal torus.
Amongst the properties satisfied by the Bernstein-Zelevinsky functors, hereunder are those that
we shall need.
Proposition 2.3. 1) The Bernstein-Zelevinsky filtration: if M is an A[Pn]-module then {0} ⊆
Mn ⊆ · · · ⊆ M1 = M with Mi ≃ (Φ
+)i−1(Φ−)i−1M and Mi/Mi+1 ≃ (Φ
+)i−1Ψ+(M (i))
where the i-th derivative M (i) is the A[Gn−i]-module equal to Ψ
−(Φ−)i−1(M).
2) If V and V ′ are A[Gn]-modules, χ : Gn+1 → A
× is a character, and M and M ′ are smooth
A[Pn]-representations, then
BilPn+1(Ψ
+(V ),Ψ+(V ′), χ) ≃ BilGn(V, V
′, χ)
BilPn+1(Φ
+(M),Φ+(M ′), χ) ≃ BilPn(M,M
′, χ)
BilPn+1(Ψ
+(V ),Φ+(M), χ) = {0}
3) Let R be a commutative A-algebra. IfM is an A[Pn]-module and V is an A[Gn]-module, then
Φ±(M⊗AR) ≃ Φ
±(M)⊗AR, Ψ
−(M ⊗AR) ≃ Ψ
−(M)⊗AR and Ψ
+(V ⊗R) ≃ Ψ+(V )⊗AR.
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Proof. For the part 1), the proof in [BZ77] for C[Pn]-modules holds without modification for
W (k)[Pn]-modules. Now if one starts with an A[Pn]-module, hence a W (k)[Pn]-module, the
filtration by W (k)[Pn]-modules is in fact a filtration by A[Pn]-modules. Indeed the functors Φ
±
and Ψ± factor through the forgetful functor which takes an A[G]-module to a W (k)[G]-module
for G = Pn or Gn−1. For part 2), the proofs in [BZ77] hold over A directly. Finally, Part 3) is
obvious for Ψ− and Φ− and it is a consequence of Lemma 2.1 for Φ+ and Ψ+.
Finally we end this section with the following definition which is central for our purpose.
Definition 2.4. We say that an A[Gn]-module V is of Whittaker type if it is admissible, is
A[Gn]-finitely generated, and if V
(n) is isomorphic to A as an A-module.
If V is of Whittaker type, then HomA(V
(n), A) ≃ HomNn(V, ψA) ≃ HomGn(V, Ind
Gn
Nn
(ψA)) is a
free A-module of rank one. We denote by W(V, ψA) the Whittaker space of V with respect to
ψA, i.e. the image of V in Ind
Gn
Nn
(ψA) via any homomorphism corresponding to an isomorphism
between V (n) and A. We will use the following observation. Set wn =


1
. .
.
1

 ∈ Gn. If V
is an A[Gn]-module of Whittaker type, then the A[Gn]-module V˜ with underlying A-module V ,
but with Gn-action twisted by i : g 7→ wn
tg−1w−1n is also of Whittaker type. Indeed admissibility
and finite generation are obvious, and because Nn is i-stable and ψ(i(n)) = ψ
−1(n) for n ∈ Nn,
we have V˜ (n) ≃ V (n). Moreover if for W ∈ W(V, ψA) we set
W˜ (g) =W (wn
tg−1)
for g ∈ Gn, then the map W 7→ W˜ is an A-module isomorphism from W(V, ψA) to W(V˜ , ψ
−1
A ).
3 The Rankin-Selberg functional equation for representations of
Whittaker type
3.1 Schur’s lemma for Whittaker spaces
We let A and A′ be Noetherian W (k)-algebras.
Given a representation V of such that V (n) ∼= A, its so-called “Schwartz functions” are the sub
A[Pn]-module which is the image of the embedding
(Φ+)n−1Ψ+(1A)→ V.
The proof of the following proposition gives a hint as to their importance in this circle of ideas.
Proposition 3.1. Let A be a Noetherian W (k)-algebra and let V be an A[G]-module of Whit-
taker type. Then the natural map
A→ EndA[G](W(V, ψA))
is an isomorphism (i.e. the Whittaker space of V satisfies Schur’s lemma).
Proof. We identify W(V, ψA)(n) = V (n) = A. Let S(V, ψA) denote the Schwartz functions of
W(V, ψA). Let φ be a G-equivariant endomorphism of W(V, ψA). Since φ is P -equivariant, it
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follows that φ(S(V, ψ)) ⊆ S(V, ψ), this is a consquence of the Bernstein-Zelevinsky filtration as
the only possible nonzero derivative of φ(S(V, ψ)) must be φ(S(V, ψ))(n) as it is the case for
S(V, ψ). Let S˜(V, ψA) denote the A[G]-submodule of W(V, ψA) generated by S(V, ψA). Thus
the following map is well defined,
EndG(W(V, ψA))→ EndG(S˜(V, ψA))
φ 7→ φ|
S˜(V,ψA)
.
Suppose φ|S˜(V,ψA) ≡ 0. Then φ defines a morphism from the quotient Q :=W(V, ψA)/S˜(V, ψA)
to W(V, ψA). But every nonzero submodule in the target space W(V, ψA) has nonzero highest
derivative, so the fact that Q(n) = 0 implies φ(Q) = 0. Therefore φ ≡ 0, so the restriction map
is injective.
On the other hand, since S(V, ψA) generates S˜(V, ψA), the map φ 7→ φ|S(V,ψA) defines an injection
EndG(S˜(V, ψA))→ EndP (S(V, ψA)).
But S(V, ψA) satisfies Schur’s lemma, by the adjunctions of Φ
+ and Φ− (e.g. [EH14, 3.1.16]).
Thus the composition
A→ EndG(W(V, ψA)) →֒ EndG(S˜(V, ψA)) →֒ EndG(S(V, ψA))
is an isomorphism. Thus the maps are all isomorphisms.
We note the following corollary of the previous proof, which is a sort of generalization of [EH14,
3.2.3 Lemma].
Corollary 3.2. If V is an A[G]-module of Whittaker type, and S(V, ψA) denotes the Schwartz
functions of W(V, ψA), then restriction to S(V, ψA) defines an isomorphism
EndG(W(V, ψA))→ EndP (S(V, ψA)).
3.2 Bilinear forms
We let A′ be a commutative finitely generated W (k)-algebra. As in [Mos16a], [Mos16b], we
introduce S the multiplicative subset of (A ⊗W (k) A
′)[X±1] given by the Laurent polynomials
with dominant and trailing coefficient equal to 1, we set
R = S−1
(
(A⊗W (k) A
′)[X±1]
)
.
We consider invariant measures with values in R as in [KM17]. Note that R is a Noetherian
W (k)-algebra. For r ∈ R×, we write
χr : GLn(F )→ R
×
for the composition of the unramified character of F× sending a uniformizer of F to r−1 with
the determinant on GLn(F ). For m < n two positive integers we set
Um+1,n−m−1 = {
(
Im+1 x
y
)
, x ∈ Mm+1,n−m−1, y ∈ Nn−m−1}
and consider ψ as a character of Um+1,n−m−1 through the projection on the y coordinate. We
consider V ′ an A′[Gm]-module of Whittaker type and see it as an A
′[GmUm+1,n−m−1]-module
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by making Um+1,n−m−1 act trivially. We now follow the original method of [JPSS83], as adapted
in [KM17]. Note that [KM17] contains an embarrassing typo throughout the whole section 3.2:
V and V ′ should be replaced everywhere by their Whittaker models. For V an A[Gn]-module
of Whittaker type, we set:
D(W(V, ψA),W(V
′, ψ−1A′ )) := BilGmUm+1,n−m−1(W(V, ψA)R,W(V
′, ψ−1A′ )R, χq(n−m)/2X ⊗ ψR).
Before stating the functional equation, we do some reduction steps backwards. For X ⊆ Gm,
we set
X(l) = {g ∈ Gn, val(det(g)) = l}.
We recall the following (see [JPSS79, proposition 2.3.6], however in our context where A is not
necessarily a domain we have to be a little careful so we give the proof):
Lemma 3.3. For W ∈ IndGnNn(ψA) and fix l ∈ Z. Then W|G(l)n−1
is compactly supported modulo
Nn−1.
Proof. Set An the diagonal torus of Gn. By Iwasawa decomposition it is sufficient to check that
W
|A
(l)
n−1
is compactly supported. However because of the restiction on the determinant in A
(l)
n−1
it is sufficient to prove that there is r ∈ Z such that the condition val(ai) − val(ai+1) 6 r for
i = 1, . . . , n− 2 implies that W (diag(a1, . . . , an−1, 1)) is zero. Consider
ui(x) = diag(1, . . . , 1,
(
1 x
1
)
, 1, . . . , 1) ∈ Gn−1
where the 2× 2 matrix is in position i, then W is fixed by ui(x) on the right for x nonzero but
small enough, but on the other hand it is equal to
(ρ(ui(x)W −W )(diag(a1, . . . , an−1, 1)) = (ψ(
aix
ai+1
)− 1)W (diag(a1, . . . , an−1, 1)).
Now ψ( aixai+1 )− 1 belongs to W (k)
× for val(ai)− val(ai+1) small enough, hence is invertible in A
and the result follows.
For W ∈ (Φ+)m−1Ψ+(1R) = ind
Pm
Nm
(ψR) and W
′ ∈ W(V ′, ψ−1A′ )R we set
I1(X,W,W
′) =
∑
l∈Z
[
∫
Nm\P
(l)
m
W (p)⊗W ′(p)dg]ql/2X l =
∫
Nm\Pm
W (p)⊗W ′(p)χq−1/2X−1(p)dp.
As in [Mos16a], one has I1(X,W,W
′) ∈ R.
Lemma 3.4. Suppose V ′ is an A[Gm]-module of Whittaker type.
BilPm((Φ
+)m−1Ψ+(ψR),W(V
′, ψ−1A′ )R, χq−1/2X) ≃ BilPm((Φ
+)m−1Ψ+(ψR), (Φ
+)m−1Ψ+(ψR), χq−1/2X)
≃ BilG0(1R,1R, χq−1/2X) ≃ R.
Proof. The last isomorphism is clear, and the one before follows from Proposition 2.3. For the
first isomorphism, we certainly have a natural R-linear map
Res0 : B 7→ B|(Φ+)m−1Ψ+(1R)×(Φ+)m−1Ψ+(1R)
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from BilPm((Φ
+)m−1Ψ+(1R),W(V
′, ψ−1A′ )R, χX) to BilPm((Φ
+)m−1Ψ+(1R), (Φ
+)m−1Ψ+(1R), χX).
The map is moreover clearly surjective because the natural basis Ψ0(X, . , . ) of the R-
module on the right is the image of I1(X, . , . ). Let’s prove that it is injective. Take an
element B of BilPm((Φ
+)m−1Ψ+(1R),W(V
′, ψ−1A′ )R, χX) which vanishes on (Φ
+)m−1Ψ+(1R) ×
(Φ+)m−1Ψ+(1R). Consider the Bernstein-Zelevinsky filtration of M = W(V
′, ψ−1A′ )R. By com-
mutation of derivatives and tensor product it has bottom piece (Φ+)m−1Ψ+(1R) and the other
sub-quotients are of the form (Φ+)i−1Ψ+(M (i)) with i < m. But
BilPm((Φ
+)m−1Ψ+(1), (Φ+)i−1Ψ+(M (i)), χq−1/2X)
≃ BilPm((Φ
+)m−1Ψ+(1), (Φ+)i−1Ψ+(M (i)), χq−1/2X) = {0}
thanks to Proposition 2.3 again, hence B = 0 and this finishes the proof.
For W ∈ (Φ+)mΨ+(1R) = ind
Pm+1
Nm
(ψR) and W
′ ∈ W(V ′, ψ−1A′ )R we write
I2(X,W,W
′) =
∫
Nm\Gm
W (g)⊗W ′(g)χq1/2X−1(g)dg
=
∫
Pm\Gm
(
∫
Nm\Pm
W (pg)⊗W ′(pg)χq−1/2X−1(p)dp)χq1/2X−1(g)dg
=
∫
Pm\Gm
I1(X, ρ(g)W,ρ(g)W
′)χq1/2X−1(g)dg.
I.e.
I2(X,W,W
′) =
∫
Pm\Gm
I1(X, ρ(g)W,ρ(g)W
′)χq1/2X−1(g)dg (2)
Lemma 3.5. Let N be an R[Pm]-module, then
BilGm(Φ
+N,W(V ′, ψ−1A′ )R, χq1/2X) = BilPm(N,W(V
′, ψ−1A′ )R, χX),
in particular
BilGm((Φ
+)mΨ+(1R),W(V
′, ψ−1A′ )R), χq1/2X) ≃ BilPm((Φ
+)m−1Ψ+(1R),W(V
′, ψ−1A′ )R, χX).
Moreover the isomorphism from the right to the left sends the basis I2(X, , ) to I1(X, , ).
Proof. By Mackey theory Φ+(N)|Gm ≃ ind
Gm
Pm
(N) as explained in the proof of [KM17, Lemma
3.8]. Hence
BilGm(Φ
+(N),W(V ′, ψR), χq1/2X) ≃ BilGm(ind
Gm
Pm
(N),W(V ′, ψ−1A′ )R, χq1/2X)
= BilGm(ind
Gm
Pm
(N),W(V ′, ψ−1A′ )R, χq1/2X).
By [BZ76, Proposition 2.29] this latter space is isomorphic to BilPm(N,W(V
′, ψ−1A′ )R, χX) and
this concludes the proof of the first assertion. The proof of the second assertion follows from
taking N = (Φ+)m−1Ψ+(1R). That of the last assertion follows from the explicit description of
α in [BZ76, Proposition 2.29] and Equation (2).
We take a break in our chain of isomorphisms to record the following two key lemmas.
Lemma 3.6. Let N be an A[Gl]-module and N
′ an A′[Gl]-module such that N and N
′ are
admissible and Gl-finitely generated. Then BilGl(NR, N
′
R, χX) = {0}.
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Proof. In this proof, let V denote the exterior tensor product N ⊗ N ′, and set B := A ⊗ A′.
Since A is Noetherian, and A′ is finitely generated as a W (k)-algebra, B is Noetherian. The
module V is admissible and finitely generated as a B[Gl ×Gl]-module. We would like to prove
that HomB[Gl×Gl](V, χX ) = {0}. Choose a compact open subgroup K of Gl × Gl such that
V is generated over B[Gl × Gl] by V
K . The center Z = F× acts on V K via the diagonal
embedding Z →֒ Gl × Gl. Let ̟ in EndB(V
K) denote the action of a uniformizer ̟F of F .
The integer powers of ̟ generate a sub-B-algebra 〈̟〉 of EndB(V
K). By admissibility, V K is
finitely generated as a B-module, hence EndB(V
K) is finitely generated as a B-module because
B is Noetherian. Again because B is Noetherian the sub-B-module 〈̟〉 is also finitely generated
over B. Hence by Cayley-Hamilton Theorem the endomorphism ̟ satisfies a monic polynomial
f(X) in B[X]. Moreover, since ̟ acts invertibly on V K , the constant term of f(X) is a unit in
B. Since we have f(̟)v = 0 for any v in V K , we also have f(̟)v = 0 for all v in V , since V K
generates V and ̟ commutes with the action of Gl ×Gl.
Now let φ be any element of HomB[Gl×Gl](V, χX). Then
0 = φ(f(̟)v) = f(χX(̟F ))φ(v) = f(X
−l)φ(v).
Since f(X l) is a monic polynomial with unit constant term, f(X−l) is invertible in the ring
R = S−1(B[X,X−1]). We conclude that φ(v) = 0.
Lemma 3.7. Let N be an admissible, finitely generated A[Gl]-module for 1 6 l 6 m, then
BilGm((Φ
+)
m−l
Ψ+(NR),W(V
′, ψ−1A′ )R, χq1/2X) = {0}.
Proof. If l = m, then
BilGm(Ψ
+(NR),W(V
′, ψ−1A′ )R, χq1/2X) = BilGm(NR,W(V
′, ψ−1A′ )R, χX)
by definition of Ψ+, which is equal to zero by Lemma 3.6.
If l < m, then
BilGm((Φ
+)
m−l
Ψ+(NR),W(V
′, ψ−1A′ )R, χq1/2X)
≃ BilPm((Φ
+)
m−l−1
Ψ+(NR),W(V
′, ψ−1A′ )R, χX)
according to Lemma 3.5. Now thanks to the Bernstein-Zelevinsky filtration, it is sufficient to
prove (as the Bernstein-Zelevinsky functors commute with tensor product) that
BilPm((Φ
+)
m−l−1
Ψ+(NR), (Φ
+)
m−l′−1
Ψ+(N ′R), χX ⊗ ψ) = {0}
when N ′ is an admissible finite type A′[Gl′ ]-module for 0 6 l
′ 6 m. However if l 6= l′ (in
particular when l′ = 0 this is automatic) this follows at once from the adjunction properties of
the Bernstein-Zelevinsky functors, whereas if l = l′ these properties tell us that
BilPm((Φ
+)
m−l−1
Ψ+(NR), (Φ
+)
m−l−1
Ψ+(N ′R), χX) ≃ BilGl(NR, N
′
R, χX)
and this latter space is zero by Lemma 3.6.
Here is the final step. For W ∈ W(V, ψA)R and W
′ ∈ W(V ′, ψ−1A′ )R we set
I(X,W,W ′) =
∑
l∈Z
∫
Nm\G
(l)
m
W (g)⊗W ′(g)dg)ql(n−m)/2X l.
By [Mos16a] again, one has I(X,W,W ′) ∈ R
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Lemma 3.8. The restriction map B 7→ B|(Φ+)m−1Ψ+(1R)×W(V ′,ψ−1A′ )R
gives an isomorphism
between the following two R-modules:
BilGm((Φ
−)n−m−1W(V, ψA)R,W(V
′, ψ−1A′ )R, χq1/2X)
≃ BilGm((Φ
+)mΨ+(ψR),W(V
′, ψ−1A′ )R, χq1/2X).
Moreover
BilGm((Φ
−)n−m−1W(V, ψA)R,W(V
′, ψ−1A′ )R, χq1/2X)
is canonically isomorphic to
BilGmUm+1,n−m−1(W(V, ψA)R,W(V
′, ψ−1A′ )R, χq(n−m)/2X ⊗ ψ)
as an R-module.
Proof. First note that I(X, , ) belongs to
BilGmUm+1,n−m−1(W(V, ψA)R,W(V
′, ψ−1A′ )R, χq(n−m)/2X ⊗ ψ).
By definition of (Φ−)n−m−1 the space
BilGmUm+1,n−m−1(W(V, ψA)R,W(V
′, ψ−1A′ )R, χq(n−m)/2X ⊗ ψ)
is canonically isomorphic to
BilGm((Φ
−)n−m−1W(V, ψA)R,W(V
′, ψ−1A′ )R, χq1/2X).
In particular we see I(X, , ) as an element of
BilGm((Φ
−)n−m−1W(V, ψA)R,W(V
′, ψ−1A′ )R, χq1/2X).
Now we prove that the restriction map of the statement has to be injective. SetM :=W(V, ψA)R.
By the Bernstein-Zelevinsky filtration it is sufficient to prove that
BilGm((Φ
−)n−m−1(Φ+)
i
Ψ+(M (i+1)),W(V ′, ψ−1A′ )R, χq1/2X) = {0}
when i = 0, . . . , n− 2. However for i < n−m− 1 module (Φ−)n−m−1(Φ+)
i
Ψ+(M (i+1)) is equal
to zero by the properties of the Bernstein-Zelevinsky functors, and for n+ 1−m 6 i 6 n− 2 it
is equal to (Φ+)
i+m+1−n
Ψ+(M (i+1)). Because derivatives commute with tensor products, each
M (i+1) is of the form NR for N an admissible finite-type A[Gn−i−1]-module. But we know that
BilGm((Φ
+)
i+m+1−n
Ψ+(NR),W(V
′, ψ−1A′ )R, χq1/2X) = {0}
thanks to Lemma 3.7.
Finally the restriction of bilinear forms map is surjective as the restriction of the bilinear form
I(X, , ) is precisely I2(X, , ), which is a basis of the target space.
Together Lemmas 3.4, 3.5, 3.8 imply:
Theorem 3.9. Let A and A′ be Noetherian W (k)-algebras, and suppose that A′ is finitely
generated overW (k). Letm < n be two positive integers, let V be anA[Gn]-module of Whittaker
type, and let V ′ be a A′[Gm]-module of Whittaker type. Then D(W(V, ψA),W(V
′, ψ−1A′ )) is a
free R-module of rank one.
Note that the finite generation of A′ is only needed insofar as it guarantees A ⊗W (k) A
′ is
Noetherian, for the purpose of Lemma 3.6.
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3.3 Functional Equation
Again let A′ be a finitely generated commutative W (k)-algebra. We now introduce some more
notation. We denote by Ma,b the space of a × b matrices with coefficients in F . Let V and
V ′ be A[Gn]- and A
′[Gm]-modules of Whittaker type, with n < m. For 0 6 j 6 n − m − 1,
W ∈ W(V, ψA) and W
′ ∈ W(V ′, ψ−1A′ ) we set
I(X,W,W ′; j) =
∑
l∈Z
cl(W,W
′; j)X l,
where
cl(W,W
′; j) =
∫
Mj,m
∫
Nm\G
(l)
m
W

gx Ij
In−m−j

⊗W ′(g)dgdx.
Note that I(X,W,W ′) = I(X,W,W ′; 0).
We set
wt,r = diag(It, wr) ∈ Gt+r.
An immediate corollary of Theorem 3.9 is the functional equation of local Rankin-Selberg inte-
grals:
Corollary 3.10. Let V be an A[Gn]-module of Whittaker type, let V
′ be an A′[Gm]-module of
Whittaker type with n < m, and let 0 6 j 6 n−m− 1. Then there is a unique γ(X,V, V ′, ψ) ∈
R× such that for all W ∈ W(V, ψA) and W
′ ∈ W(V ′, ψ−1A′ ), one has:
I(q−1X−1, ρ(wm,n−m)W˜ , W˜
′;n−m− 1− j) = ωV ′(−1)
m−1γ(X,V, V ′, ψ)I(X,W,W ′; j), (3)
where ωV ′ is the central character of W(V
′, ψA′) (c.f. Prop 3.1).
If f : A→ B and f ′ : A′ → B′ are ring homomorphisms, and V , V ′ are of Whittaker type, then
V ⊗A B and V
′ ⊗A′ B
′ are also of Whittaker type, by Proposition 2.3. Let
R′ = S˜−1(B ⊗W (k) B
′)[X±1],
where S˜ is the subset of (B⊗B′)[X±1] with leading and trailing coefficients 1. Denote by f ⊗ f ′
either the map A⊗ A′ → B ⊗ B′ or the induced map R → R′, depending on the context. The
factor γ(X,V, V ′, ψ) ∈ R× is compatible with extension of scalars in the following sense.
Corollary 3.11. γ(X,V ⊗A B,V
′ ⊗A′ B
′, ψ) = (f ⊗ f ′)(γ(X,V, V ′, ψ)) in (R′)×.
Proof. Apply f ⊗ f ′ to Equation (3) means applying f ⊗ f ′ to the coefficients cl(W,W ′; j), and
cl(ρ(wm,n−m)W˜ , W˜
′;n − m − 1 − j). Then f ⊗ f ′ can be moved inside the integrals because
they are finite sums. The Whittaker space W(V ⊗A B,ψB) = W(W(V, ψA) ⊗A B,ψB) is the
image of W(V, ψA) under the pushing-forward map Ind
G
U ψA → Ind
G
U ψB, so the result follows
from uniqueness in Corollary 3.10.
Thus γ(X,V, V ′, ψ) generalizes the gamma factors in [Tat67, GJ72, JPSS79, JPSS83, Mos16b,
KM17, Mos16a].
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4 Kirillov models
4.1 Kirillov models via the functional equations
Now we can show that the Whittaker space of an A[Gn]-module of Whittaker type admits a
Kirillov model, for A a commutative Noetherian W (k)-algebra. To this end we use the following
“completeness of Whittaker models” statement, which follows from [HM18], Cor 3.6.
Theorem 4.1. Take W ∈ indGnNn(ψ). Suppose that for any finite-type commutative W (k)-
algebra A′, and any Whittaker type A′[Gn]-module V
′, one has
∫
Nn\Gn
W (g)⊗W ′(g)dg = 0 for
all W ′ ∈ W(V ′, ψ−1A′ ), then W = 0.
Remark. The theorem stated above is slightly weaker than what is proved in [HM18], which
only requires V ′ to run over so-called “co-Whittaker” A′[Gn]-modules, which are in particular
Whittaker type. See also [Mos20, Theorem 5.1].
Denoting by Zn the center of Gn, we also recall the following form of the double-coset decom-
position of Chen.
Lemma 4.2. (Chen, [Che06])
Gn = ZnPn ⊔
n−1⊔
m=1
Nnwn.wn,n−mZnPn.
From the above results and the functional equations from (n, 1) to (n, n − 1), we deduce the
existence of modular Kirillov models. As mentioned before this proof is a non immediate gen-
eralization of that in [JPSS79, Proposition 7.5.1] for GL3(F ).
Theorem 4.3. Let A be a NoetherianW (k)-algebra and let V be an A[Gn]-module of Whittaker
type. Then the map ResPn :W 7→W|Pn is injective on W(V, ψA).
Proof. Suppose that W|Pn = 0 for W ∈ W(V, ψ). Then clearly for any fixed m ∈ {1, . . . , n− 1}
any finite type W (k)-algebra A′, any A′[Gn]-module of Whittaker type V
′ and any W ′ ∈
W(V ′, ψ−1A′ ), one has I(X,W,W
′;n − m − 1) = 0. Then according to Theorem 3.9, we have
I(X,W,W ′;n−m−1) = 0, hence I(X, W˜ , W˜ ′; 0) = 0. So I(X, W˜ , . ; 0) vanishes onW(V ′, ψ−1A′ )
for all A′[Gn]-module of Whittaker type V
′, when A′ varies through all commutative finitely gen-
eratedW (k)-algebras. This implies that for fixed l ∈ Z, the same is true for cl(X, ρ(wm,n−m)W˜ , . ; 0).
Now by Theorem 4.1 and Lemma 3.3 we deduce that ρ(wm,n−m)W˜ vanishes on G
(l)
n−1 for all l,
hence on Gn−1, hence on Pn = NnGn−1. This is true for m = 1, . . . , n − 1, so W vanishes
on
⊔n−1
m=1Nnwn.wn,n−mPn, hence on
⊔n−1
m=1Nnwn.wn,n−mZnPn because W(V, ψA) has a central
character thanks to Proposition 3.1. Now as W also vanishes on Pn by hypothesis, hence on
ZnPn, we deduce that it is equal to zero on Gn thanks to Lemma 4.2, so that ResPn is indeed
injective on W(V, ψ).
4.2 Integral Kirillov models
We now answer a question of Vignéras. Let k = Fℓ, let ψ = ψQℓ , and let V be a Qℓ[G]-
module of Whittaker type. By Theorem 4.3, ResP is injective on W(V, ψ). We set K(V, ψ) =
ResP (W(V, ψ)). Vignéras has shown in [Vig04, Prop II.4] that, if the Zℓ[G]-module W(V, ψ)e of
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Whittaker functions with values in Zℓ is nonzero, it forms an integral structure of W(V, ψ), that
is, a G-stable free Zℓ-module that contains a Qℓ-basis of W(V, ψ). If M denotes the maximal
ideal of Zℓ, we denote by rℓ the reduction modulo M map on functions in W(V, ψ)e. The
representation rℓ(W(V, ψ)e) is then a k[G]-module of Whittaker type, which is isomorphic to
its Whittaker model, as it is contained in IndGU ψk. Now one can define K(V, ψ)e in a similar
manner, and ask if K(V, ψ)e is an integral structure for K(V, ψ). This was asked by Vignéras in
[Vig89]. Theorem 4.3 answers this question in the affirmative.
Corollary 4.4. The map ResP from W(V, ψ)e to K(V, ψ)e is bijective, hence K(V, ψ)e is an
integral structure on K(V, ψ).
Proof. Clearly ResP sendsW(V, ψ)e to a free submodule inside K(V, ψ)e in an injective manner.
TakeK = ResP (W ) ∈ K(V, ψ)e. Suppose thatW /∈ W(V, ψ)e. Note thatW has image in a finite
extension E of Qℓ by standard results of Vignéras (see [Vig04] for example), and denoting by ̟E
a uniformizer of E, this means that there exists a minimal n > 0 such that ̟nEW takes values
in OE the ring of integers of E, in particular ̟
n
EW takes at least one value in O
×
E . However
ResP (rℓ(̟
n
EW )) = rℓ(̟
n
EK) = 0 because K ∈ K(V, ψ)e, hence rℓ(̟
n
EW ) = 0 according to
Theorem 4.3, contradicting that ̟nEW reaches an element of O
×
E . Hence W ∈ W(V, ψ)e and
the statement follows.
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