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Resumen
El ca´lculo de las bandas electro´nicas requiere resolver la ecuacio´n de Schro¨dinger
en presencia de un potencial debido a los iones de la red. En el presente trabajo
estudiamos las propiedades electro´nicas de un sistema unidimensional, considerando
una serie de potenciales perio´dicos, en los cuales se puede variar la forma, magnitud y
el periodo. Esto permite una familiarizacio´n con el estudio de electrones en cristales
y da la base para entender los feno´menos ele´ctricos en metales, semiconductores, etc.
Finalmente, introducimos el formalismo de las funciones de Green, para resolver el
hamiltoniano del sistema y hacemos algunas aplicaciones.
Palabra-clave
Sistemas unidimensionales; Sistemas de baja dimensio´n
Abstract
The calculation of the electronic bands requires solving the equation of Schrdinger
in the presence of a potential due to the ions of the lattices. In this work we study
the electronic properties of a system one-dimensional, considering a series of periodic
potentials, in which we can vary the forms, magnitude and the period. This allows
a familiarization with the study of electrons in crystal lattices and you give the base
to understand the electric phenomena in metals, semiconductors, etc. Finally, we
introduce the formalism of Green’s functions, to solve the hamiltoniano of the system
and we make some applications.
Keywords
One-dimensional systems;
Cap´ıtulo 1
Introduccio´n
Un a´rea particularmente importante, que se encuentra en cualquier curso de f´ısica del
estado so´lido, es el estudio de las energ´ıas de los electrones en cristales. Familiarizarse
con este tema es la base para entender los feno´menos ele´ctricos en metales y
semiconductores.
Cualquier sistema, que involucra part´ıculas, muestra caracter´ısticas meca´nico
cua´nticas cuando la longitud de onda de de Broglie, asociada con el momento de
la part´ıcula, es del mismo orden de magnitud que una distancia caracter´ıstica en que
el potencial actuando sobre la part´ıcula, cambia significativamente. Es fa´cil mostrar
que e´ste es el caso para los electrones de conduccio´n en un so´lido, teniendo en cuenta
lo siguiente:
• En el caso de los metales la densidad de electrones libres1 (n) es del orden de
4× 1028m−3.
• Un gas ideal Fermi-Dirac con esta densidad tendr´ıa energ´ıa cine´tica por
part´ıcula1 E = h¯
2(3π2n)2/3
2me
∼ 7× 10−19J , una rapidez v =

2E
me
∼ 1.2× 106ms−1
y una longitud de onda λ = h
mev
∼ 6× 10−10m
• Para semiconductores, la energ´ıa es del orden1 E ∼ kBT ∼ 10−21J , la rapidez
v ∼ 105ms−1 y una longitud de onda λ ∼ 7× 10−9m.
El potencial que actu´a sobre los electrones varia significativamente en el espacio
interato´mico ∼ 3 × 10−10m y, por lo tanto, concluimos que es necesario utilizar
me´todos meca´nico cua´nticos para resolver el problema2,3.
Uno de los factores ma´s significativos que influyen en el comportamiento de los
electrones en un metal y un semiconductor, es el hecho de que el potencial al cual
11
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ellos esta´n sujetos es perio´dico. La razo´n de la periodicidad es que los a´tomos esta´n
dispuestos en una red cristalina regular. En el caso de materiales amorfos y aleaciones
es necesaria una aproximacio´n diferente.
En el presente trabajo resolvemos la ecuacio´n de Schro¨dinger, para electrones
en un potencial perio´dico unidimensional (rectangular, diente de sierra, coseno y
armo´nico). Estudiamos el caso unidimensional con la idea de aprender y evitar las
complicaciones nume´ricas y conceptuales del caso tridimensional. Sin embargo, debe
tenerse en cuenta que en muchos sistemas, el movimiento del electro´n esta´ en realidad
efectivamente confinado a una dimensio´n.
La idea de crear artificialmente potenciales unidimensionales (1D) para el movimiento
del electro´n por medio del crecimiento epitaxial de capas muy finas (≤ 100A˚) de
semiconductores diferentes, surgio´ hace ma´s de 30 an˜os con Esaki y Tsu4,5. En
esa e´poca, la realizacio´n experimental de esas ideas ten´ıan dificultades tecnolo´gicas
en la obtencio´n de interfaces de calidad. Las primeras evidencias claras de estados
cuantizados en superredes6 (SR) de GaAs−Ga1−xAlxAs crecidas por Molecular Beam
Epitaxy, MBE, datan de 1972.
Las te´cnicas de MBE o Metalorganic Chemical Vapor Deposition, MOCVD, permiten
crecer heteroetructuras libres de defectos y rugosidades con dopaje selectivo en las
capas de la SR. De este modo una enorme cantidad de perfiles se pueden obtener
experimentalmente haciendo una inyeccio´n, controlando los espesores de las capas
y las alturas de las barreras controlando el dppaje selectivo. Posteriormente se
paso a proyectar teo´ricamente esas eestructuras para ser utilizados en dispositivos
electro´nicos y foto´nicos.
A trave´s de la yuxtaposicio´n de pel´ıculas finas de semiconductores diferentes, se
puede obtener potenciales 1D para el movimiento electro´nico como en problemas
de meca´nica cua´ntica ba´sica. Una capa de un semiconductor de gap menor (GaAs)
entre dos capas de otro de gap mayor (GaAlAs) crea un pozo de potencial para
el movimiento electro´nico perpendicular a los planos. Si ese pozo tiene un ancho
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del orden, o menor, que la longitud de onda de De Broglie del electro´n en el
GaAs volume´trico (≤ 250A˚), el movimiento perpendicular queda cuantizado y los
portadores quedan confinados en la capa de GaAs. A esa estructura se le da el
nombre de Pozo Cua´ntico (PC). La yuxtaposicio´n de una serie de pozos, dejando
ahora las barreras de GaAlAs lo suficiente finas para permitir la superposicio´n de las
funciones de onda confinadas, dan origen a una SR. La periodicidad de los pozos
que interactu´an dan origen al alargamiento de los niveles del pozo haciendo aparecer
minibandas. El origen de las minibandas es exactamente el mismo que el de las bandas
de energ´ıa en un so´lido, donde en el caso de las superredes los niveles individuales
no pertencen a un u´nico a´tomo sino a un pozo cua´ntico. En ambas estructuras el
movimiento electro´nico puede ser separado en un movimiento 1D cuantizado, en la
direccio´n de crecimiento de las capas, y un movimiento bidimensional (2D) libre,
donde los portadores se mueven como un gas dependiendo de la densidad.
A continuacio´n damos un breve resumen de los temas que sera´n abordados. En
el cap´ıtulo II desarrollamos el modelo de un electro´n en un potencial perio´dico
unidimensional, considerando el teorema de Bloch. Como generalmente se emplea
el me´todo variacional en el ca´lculo de la estructura electro´nica, desarrollamos este
me´todo en el cap´ıtulo III, donde tambie´n definimos los potenciales que utilizaremos
en el presente trabajo.
En el cap´ıtulo IV consideramos algunas aproximaciones para resolver la ecuacio´n
de Schro¨dinger en un potencial unidimensional y al final de este cap´ıtulo tambie´n
se calculan la masa efectiva y la densidad de probabilidad. Tambie´n explicamos la
estructura del ca´lculo y como ejemplo hacemos un ca´lculo completo utilizando un
potencial rectangular y un potencial diente de sierra.
En el cap´ıtulo V hacemos un desarrollo de las funciones de Green independiente del
tiempo, presentamos la expansio´n perturbativa que da como resultado las ecuaciones
de Dyson y el uso de las funciones de Green para el ca´lculo de la densidad de estados
y finalmente en el cap´ıtulo VII presentamos las conclusiones.
Cap´ıtulo 2
Electrones en un potencial perio´dico
2.1 Movimiento de un electro´n en una red unidimensional, funciones de
Bloch.
En el modelo del electro´n libre, el potencial perio´dico presente en el metal es
despreciado. Con el fin de obtener alguna idea de los efectos del campo perio´dico,
debemos discutir el problema idealizado del movimiento de un electro´n en una red
cristalina unidimensional1,2,7,8. Siendo el potencial una funcio´n perio´dica de x (la
distancia medida a lo largo de la red), ver figura 2.1, tomamos a como el periodo de
la red y L = aG como la longitud de la red, donde G es un nu´mero entero.
Figura 2.1: Potencial de un electro´n en una red unidimensional.
Aplicando la condicio´n de frontera perio´dica, debemos imaginar la red como
circular, coincidiendo los terminales para formar un anillo. Se sabe que la funcio´n
de onda de un electro´n en un potencial constante (en particular V (x) = 0, electro´n
14
Cap´ıtulo 2. Electrones en un potencial perio´dico 15
libre) es:
ψ(x) = eikx (2.1)
donde
k =
2πG
L
, G = 0,±1,±2, · · · (2.2)
Ahora, teniendo en cuenta la periodicidad del potencial, esperamos que la funcio´n
de onda sea similar a la ecuacio´n (2.1), pero modulada por el campo. Puesto que
la suposicio´n de la condicio´n de frontera perio´dica implica efectos de superficie, o en
nuestro caso efectos terminales, la funcio´n de onda debe tener la periodicidad de la
red, en otras palabras, se espera que la funcio´n de onda tenga la forma:
ψ(x) = eikxuk(x) (2.3)
donde la funcio´n uk(x) tiene la periodicidad de la red,
uk(x+ a) = uk(x) (2.4)
el sub´ındice k, en uk(x), implica una dependencia de la funcio´n de onda perio´dica
sobre k.
La demostracio´n de que la funcio´n de onda de un electro´n en un potencial perio´dico
es de este tipo, es conocido como el Teorema de Bloch. Dicho teorema afirma que
la autofuncio´n, solucio´n de la ecuacio´n Schro¨dinger, debe de ser una onda plana
modulada por una funcio´n que tiene el mismo periodo que el potencial. Las funciones
de onda (2.3) son llamadas funciones de Bloch.
La ecuacio´n de Schro¨dinger independiente del tiempo para un electro´n en una
dimensio´n es:
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^
− h¯
2
2me
d2
dx2
+ V (x)

ψ(x) = εψ(x) (2.5)
Si usamos unidades ato´micas y medimos las energ´ıas en Rydbergs y las distancias
en unidades del radio de Bohr (a0), entonces esto es equivalente a fijar: h¯ = 1 y
me = 1/2. Por consiguiente, para un electro´n la ecuacio´n (2.5) toma la forma:
^
− d
2
dx2
+ V (x)

ψ(x) = εψ(x) (2.6)
donde V (x), es el potencial perio´dico, con periodo a, es decir:
V (x) = V (x+ma) (2.7)
y m es un nu´mero entero.
Si, como describimos anteriormente, imaginamos la red como una curva circular
que forma un anillo, es claro que de la simetr´ıa del anillo, la densidad de probabilidad
debe ser una funcio´n de periodo a, es decir:
ψ∗(x)ψ(x) = u∗k(x)uk(x) (2.8)
que demuestra que la densidad de probabilidad es de periodo a.
2.2 Zona de Brillouin.
Una consecuencia de la forma de las funciones de Bloch, es que k no esta un´ıvocamente
determinada por (2.3) y (2.4); es decir, hay estados k + 2πn
a
(n = ±1,±2, · · ·) que
poseen la misma energ´ıa que un estado k.
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Consideremos el estado k
ψk(x) = eikxuk(x) (2.9)
y el estado en kI = k + 2nπ
a
, de la ecuacio´n (2.3)
ψkI(x) = eik
IxukI(x) (2.10)
remplazando kI en la ecuacio´n anterior, se tiene
ψkI(x) = eikxei
2nπ
a
xukI(x) (2.11)
donde
ei
2πnx
a (2.12)
es de periodo a tal que
ei
2πnx
a uk (2.13)
es de periodo a.
Una posible forma de funcio´n, que corresponda a una solucio´n de la ecuacio´n (2.6),
es:
ei
2πnx
a ukI(x) = uk(x) (2.14)
en cuyo caso
ψk(x) = ψkI(x) (2.15)
es decir, ambos estados son los mismos.
Por consiguiente, es posible restringir los valores de k a un intervalo de valores de
longitud 2π
a
y por conveniencia tomamos sime´tricamente alrededor de k = 0, es decir,
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escogemos k en el intervalo −π
a
≤ k ≤ π
a
, el cual es llamado dominio fundamental de
k.
Las funciones de onda son entonces representadas por:
ψnk(x) = eiknunk(x) (2.16)
donde
unk(x+ a) = unk(x) (2.17)
y hay un nu´mero infinito de estados, designados por los nu´meros cua´nticos n,
correspondiente a cualquier valor de k en el dominio fundamental.
Remplazando, (2.16) en (2.6) y dividiendo entre eikx, encontramos que unk debe
satisfacer la ecuacio´n fundamental
− d
2
dx2
unk(x) + 2ik
d
dx
unk(x) + [εn(k)− k2 − V (x)]unk(x) = 0 (2.18)
El complejo conjugado de esta ecuacio´n, donde se asume que V (x) es real (V (x) =
V ∗(x)), es:
− d
2
dx2
u∗nk(x)− 2ik
d
dx
u∗nk(x) + [εn(k)− k2 − V (x)]u∗nk(x) = 0 (2.19)
y haciendo el cambio de k por −k en (2.18), la ecuacio´n para un,−k es:
− d
2
dx2
un,−k(x) + 2ik
d
dx
un,−k(x) + [εn(−k)− k2 − V (x)]un,−k(x) = 0 (2.20)
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Comparando (2.19) y (2.20) deducimos que:
u∗nk(x) = un,−k(x) (2.21)
y
εn(k) = εn(−k) (2.22)
Las funciones ψnk y ψn,−k son por consiguiente degeneradas.
Un cambio muy pequen˜o en k debe dar solamente un cambio pequen˜o en unk y en
εn(k), ecuacio´n (2.18). Por consiguiente, si dado un nivel n, este debe especificar una
serie de estados, uno para cada valor de k, para el cual la energ´ıa εn(k) es una funcio´n
casi continua de k. Este conjunto de estados es llamado una zona de Brillouin.
Existen tres formas completamente diferentes de presentar la relacio´n ε(k)
denominadas esquema de la zona extendida, de zona reducida y de zona perio´dica.
Presentamos los casos cuando V (x) = 0 (electro´n libre) y cuando el potencial es
perio´dicamente de´bil (V (x) ≈ 0).
2.2.1 Esquema de zona extendida
En este esquema ε es una funcio´n univaluada de k y las diferentes bandas se
representan sobre las distintas zonas del espacio de vectores de onda. La figura 2.2,
muestra el caso de un electro´n libre, donde se observa que la banda es una para´bola
simple.
Ek =
h¯2k2
2m
(2.23)
La figura 2.3, muestra la energ´ıa de un electro´n afectado por un potencial perio´dico
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Figura 2.2: Energ´ıa de un electro´n libre (V (x) = 0) en una red
unidimensional.
Figura 2.3: Energ´ıa de un electro´n en un potencial de´bil con
V (x) ≈ 0 (electro´n casi libre) en una red unidimensional.
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de´bil. Se muestran todas las bandas sin restriccio´n, donde la primera zona de Brillouin
corresponde a los valores de k entre −π
a
y π
a
, la segunda zona de Brillouin entre −2π
a
y −π
a
y tambie´n entre π
a
y 2π
a
, etc. En las figuras 2.2 y 2.3 se muestran varias zonas
de Brillouin.
2.2.2 Esquema de zona reducida
Aqu´ı ε es una funcio´n multivaluada de k y todas las bandas se representan en la
primera zona de Brillouin. En el esquema de zona reducida encontramos, para un
mismo valor del vector de onda, distintos valores de energ´ıa y cada valor de energ´ıa
caracteriza una banda diferente. Por lo tanto, so´lo tenemos que determinar los valores
de energ´ıa en la primera zona de Brillouin, para cada banda, llamando banda de
energ´ıa a cada una de las ramas de la representacio´n de E en funcio´n de k. En las
figuras 2.4 y 2.5 se observan los casos del electro´n libre y casi libre respectivamente.
Figura 2.4: Energ´ıa de un electro´n libre (V (x) = 0) en una red
unidimensional como funcio´n de k.
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Figura 2.5: Energ´ıa de un electro´n con (V (x) W= 0) en una red
unidimensional como funcio´n de k.
2.2.3 Esquema de la zona perio´dica
En esta representacio´n la energ´ıa ε es una funcio´n multivaluada de k y todas las
bandas se representan en todas las zonas de Brillouin, figura 2.6. En algunos casos,
es conveniente imaginar que la primera zona de Brillouin se repite perio´dicamente en
el espacio de los vectores de onda. Para repetir la zona solo tenemos que trasladar ε
por un vector de la red rec´ıproca.
εk = εk+G (2.24)
en donde εk+G se refiere a la misma banda de energ´ıa que Ek.
El esquema en zona perio´dica es u´til, por ejemplo, al analizar las orbitas de los
electrones en un campo magne´tico.
Puesto que εk = ε−k (teorema de Kramers), la energ´ıa del electro´n depende de
λ = 2π/k, pero no de que si el electro´n este movie´ndose en la direccio´n +x o −x
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Figura 2.6: Energ´ıa de un electro´n en una red unidimensional,
como funcio´n multivaluada de k, cuando k no esta restringida.
por consiguiente, solamente es necesario presentar los resultados para k > 0.
Cap´ıtulo 3
El me´todo variacional, las funciones de base y el potencial
perio´dico
Muchos problemas de la meca´nica ondulatoria no pueden ser tratados
convenientemente ya sea por una solucio´n directa de la ecuacio´n de onda o por el uso
de la teor´ıa de perturbacio´n. En muchas aplicaciones, sin embargo, existen me´todos
accesibles que permiten obtener valores aproximados de las energ´ıas de ciertos estados
del sistema. El me´todo variacional es aplicable especialmente al estado de energ´ıa
fundamental y que puede ser generalizado al ca´lculo de estados superiores9. El me´todo
variacional (de Ritz), considera la solucio´n de cierta ecuacio´n diferencial discutiendo
el problema varacional equivalente. Una de las te´cnicas comu´nmente usadas para el
ca´lculo de la estructura de bandas es el me´todo variacional, puede ser usada para
encontrar las ecuaciones de Hartree y Hartree - Fock8, as´ı como tambie´n se usa un
procedimiento variacional en el me´todo de la teor´ıa del funcional de la densidad para
desarrollar las ecuaciones de Kohn - Sham8.
3.1 El me´todo variacional
Sea una funcio´n ψ (funcio´n variacional) y es expresado como una sucesio´n de N
para´metros ajustables (para´metros variacionales) c1, c2, · · · y cn, es decir:
ψ = ψ(x, c1, c2, · · · , cn) (3.1)
Entonces los valores de estos para´metros para el cual:
24
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∂EX
∂cl
= 0 (3.2)
donde EX es el valor esperado de la energ´ıa, da un buen estimado para la funcio´n de
onda verdadera. En el me´todo variacional, que es el ma´s conveniente para aplicaciones
nume´ricas (el me´todo variacional de Ritz9,10), la funcio´n de onda no conocida es
expresada como una combinacio´n lineal de N funciones χl (funciones de base) que
forman un conjunto ortonormal completo, los cl escogidos son los coeficientes de la
sucesio´n, es decir:
ψ(x) =
N3
l=1
clχl(x) (3.3)
donde
8
χ∗l (x)χm(x) dx = δlm (3.4)
es la definicio´n de ortogonalidad.
Para estados ligados, los l´ımites de esta integral, son generalmente −∞ y +∞. Para
estados no ligados, el cual es de intere´s en el ca´lculo de estructuras de bandas,
comu´nmente se lleva la integracio´n fuera de la celda unitaria (0 ≤ x ≤ a). Para
N →∞ la serie se aproxima a una solucio´n exacta de la ecuacio´n de Schro¨dinger. En
la pra´ctica, por supuesto, la sucesio´n usada es finita, pero se escoge suficientemente
grande para que cualquier error debido al truncamiento de la sucesio´n sea pequen˜o y
por tanto despreciable.
El valor esperado EX, viene dado por:
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EX =
$
ψ∗(x)Hψ(x) dx
$
ψ∗(x)ψ(x) dx
(3.5)
Remplazando la ecuacio´n (3.3) en (3.5):
EX
8 N3
l=1
c∗lχ
∗
l
N3
m=1
cmχm(x) dx =
8 N3
l=1
c∗l χ
∗
lH
N3
m=1
cmχm(x) dx (3.6)
Luego
EX
N3
l=1
N3
m=1
c∗l cm
8
χ∗lχm(x) dx =
N3
l=1
N3
m=1
c∗l cm
8
χ∗lHχm(x) dx (3.7)
Teniendo en cuenta la condicio´n de ortonormalidad de las funciones χl(x), ecuacio´n
(3.4), y escribiendo en forma compacta el segundo miembro de la ecuacio´n (3.7), se
tiene:
EX
N3
l=1
N3
m=1
c∗l cmδlm =
N3
l=1
N3
m=1
c∗l cmHlm (3.8)
donde
Hlm =
8
χ∗lHχm(x) dx (3.9)
De la ecuacio´n (3.8) y la condicio´n de ortogonalidad (ecuacio´n 3.4):
EX
N3
l=1
c∗l cl =
N3
l=1
N3
m=1
c∗l cmHlm (3.10)
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Tomando la derivada, con respecto a c∗l , en la ecuacio´n anterior se tiene:
∂EX
∂c∗l
N3
l=1
c∗l cl + EXcl =
N3
m=1
cmHlm (3.11)
Pero, de acuerdo con el principio variacional, el valor de las constantes cl,
correspondientes a las soluciones de la ecuacio´n de Schro¨dinger, ocurren para:
∂EX
∂c∗l
= 0 (3.12)
Por tanto la ecuacio´n 3.11 toma la forma:
N3
m=1
cmHlm = EXcl (3.13)
Esto constituye un conjunto de ecuaciones simulta´neas, que tienen soluciones no
triviales si:
det
eeeeeeeeeeeeeeeeee
(H11 − EX) H12 . . . H1N
H21 (H22 − EX) . . . H2N
...
...
...
...
HN1 . . . . . . (HNN − EX)
eeeeeeeeeeeeeeeeee
= 0 (3.14)
Esta ecuacio´n tiene N ra´ıces para EX y puede se resuelta. Las N ra´ıces constituyen
una buena aproximacio´n de los N niveles de energ´ıa del sistema, para las funciones
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de base escogida.
Los valores correspondientes de los coeficientes cl y por consiguiente ψ(x), pueden
tambie´n ser hallados.
Un problema clave, por consiguiente, es la seleccio´n de una base χl(x) y el siguiente
problema central es el ana´lisis de la evaluacio´n de:
Hlm =
8
χ∗lHχm(x) dx (3.15)
Una caracter´ıstica del me´todo variacional es que los resultados para EX son
generalmente ma´s exactos que los resultados para ψ(x), porque un error de primer
orden para ψ(x) lleva a un error de segundo orden en EX.
3.2 Las funciones de base
Para aplicar el me´todo variacional del Ritz, debemos expresar uk(x) como una
combinacio´n lineal de funciones ortogonales completas, de la forma:
uk(x) =
N3
l=1
clχl(x) (3.16)
El hecho de que uk(x) sea perio´dica, de periodo a, sugiere la posibilidad de expresar
uk(x), como una serie de Fourier completa, con:
χl(x) = ei
2πlx
a (3.17)
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y expresar la serie de Fourier como:
uk(x) =
N3
l=−N
cle
i 2πlx
a (3.18)
donde los cl son en general complejos.
Estas funciones esta´n normalizadas a a, antes que a 1, sobre la celda unitaria pero
este factor posteriormente se cancela.
El potencial V (x) es tambie´n perio´dico y puede igualmente ser desarrollado como
una sucesio´n de Fourier:
V (x) =
N3
j=−N
fje
i 2πjx
a (3.19)
Muchos cristales poseen centro de inversio´n y si dicho punto es elegido como el origen
de coordenadas entonces V (nr) = V (−nr). Las simetr´ıas de esta clase llevan a una
reduccio´n considerable en los ca´lculos. Para todos los potenciales considerados en el
presente trabajo, podemos escoger un origen tal que:
V (x) = V (−x) (3.20)
por tanto, como el potencial es una funcio´n par se tiene
fj = f−j (3.21)
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y, puesto que V (x) es real, todos los fj son reales.
El operador Hamiltoniano tiene la forma:
H = − d
2
dx2
− 2ik d
dx
+ k2 + V (x) (3.22)
Remplazando, 3.19 en 3.22, se tiene:
H = − d
2
dx2
− 2ik d
dx
+ k2 +
N3
j=−N
fje
i 2πjx
a (3.23)
Por consiguiente, de la ecuacio´n 3.9, el elemento Hlm del operador hamiltoniano en
la base χl toma la forma:
Hlm =
1
a
8 a
0
e−i
2πlx
a
⎡
⎣4π
2m2
a2
+ k2 −
N3
j=−N
fje
i 2πjx
a
⎤
⎦ ei
2πmx
a dx (3.24)
La integral es sobre la celda unitaria y el factor de celda, 1
a
, se cancela con la norma
de las funciones de base. A causa de la ortogonalidad de las funciones de base sobre
la celda unitaria, la ecuacio´n 3.24 toma la forma:
Hlm =
⎧
⎪⎨
⎪⎩
fl−m, l W= m
(k + 2πm
a
)2 + f0, l = m
(3.25)
Por consiguiente, usando la ecuacio´n 3.21, la matriz hamiltoniana toma la forma:
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H =
eeeeeeeeeeeeeeeeeeeeeee
(k − 2πN
a
)2 + f0 · · · · · · · · · · · · · · · fN
...
...
...
...
...
...
...
... · · · (k − 2π
a
)2 + f0 f1 f2 · · · ...
... · · · f1 k2 + f0 f1 · · · ...
... · · · f2 f1 (k + 2πa )2 · · ·
...
...
...
...
...
...
...
...
fN · · · · · · · · · · · · · · · (k + 2πNa )2 + f0
eeeeeeeeeeeeeeeeeeeeeee
(3.26)
El problema se reduce al ana´lisis de Fourier del potencial y de la matriz hamiltoniana
H. Luego para determinar las energ´ıas y las correspondientes funciones de onda, se
emplean te´cnicas nume´ricas (diagonalizacio´n).
3.3 Potencial perio´dico
En un cristal real, el potencial perio´dico (de periodo a) da lugar a la interaccio´n de
Coulomb entre los electrones y de e´stos con todos los nu´cleos ato´micos.
Los potenciales que tenemos en cuenta en el presente trabajo fueron seleccionados
desde un punto de vista dida´ctico, antes que a su similitud a potenciales reales.
Los potenciales son de periodo a y el origen es un centro de inversio´n, es decir
V (x) = V (−x), tal que solamente es necesario especificar ellos para 0 ≤ x ≤ a
2
.
Los potenciales son:
3.3.1 Potencial rectangular
V (x) =
⎧
⎪⎨
⎪⎩
0, 0 ≤ x < (a
2
− b
2
)
V0, (
a
2
− b
2
) < x ≤ a
2
(3.27)
Ver figura 3.1
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Figura 3.1: Potencial rectangular.
3.3.2 Potencial diente de sierra
V (x) = 2V0
x
a
, −a
2
< x <
a
2
(3.28)
tal que
V
w
x = ±a
2
W
= V0 (3.29)
Ver figura 3.2
Figura 3.2: Potencial diente de sierra.
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Figura 3.3: Potencial coseno.
3.3.3 Potencial Coseno
V (x) = V0
}
1− cos
w
2πx
a
W]
(3.30)
Ver figura 3.3
3.3.4 Potencial Armo´nico
V (x) = 4V0
x2
a2
, −a
2
< x <
a
2
(3.31)
tal que
V
w
x = ±a
2
W
= V0 (3.32)
Ver figura 3.4
Figura 3.4: Potencial armo´nico.
Cap´ıtulo 4
Me´todos de aproximacio´n, masa efectiva y densidad de
probabilidad
Los electrones en un a´tomo aislado pueden ser divididos en electrones de coraza, que
esta´n fuertemente ligados al nu´cleo y electrones de valencia que esta´n de´bilmente
ligados al nu´cleo y son pocos. Estos a´tomos al condensarse para formar un so´lido
(por ejemplo un metal) mantienen sus electrones de coraza fuertemente ligados al
nu´cleo, en tanto que los electrones de valencia se mueven libremente a trave´s del
so´lido y son llamados electrones de conduccio´n en el contexto meta´lico (ver figura
4.1) Por lo tanto, esto es equivalente a considerar que los electrones de coraza tienen
Figura 4.1: a) A´tomo aislado. b) En un metal los nu´cleos e iones
de coraza mantienen sus configuraciones como en un a´tomo libre,
pero los electrones de valencia abandonan el a´tomo para formar el
gas de electrones.
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pra´cticamente las mismas energ´ıas y funciones de onda en el so´lido como en un a´tomo
aislado. Una condicio´n necesaria para la validez de la aproximacio´n de los estados de
coraza puede ser obtenida de la teor´ıa de perturbaciones de segundo orden.
4.1 La aproximacio´n de electrones casi libres
La aproximacio´n de electrones casi libres (Nearly Free Electrons, NFE) corresponde a
valores muy pequen˜os V0a. En el caso de electrones libres, es decir cuando V (x) = 0,
la funcio´n de onda y la energ´ıa del electro´n viene dado por:
ψ(x) = eikx (4.1)
y
E ∝ k2 (4.2)
Si el potencial V (x) es pequen˜o, podemos tratar esto como una perturbacio´n aplicada
a un sistema de electrones libres y de la teor´ıa de perturbaciones no degenerada de
segundo orden se tiene:
E = k2 +
1
a
8 a
0
ψ∗(x)V (x)ψ(x) dx+
1
a2
8 +∞
−∞
| $+∞0 ψ∗(x)V (x)ψ(x) dx|2
k2 − kI2 dk
I (4.3)
= k2 +
1
a
8 a
0
e−ikx
N3
j=−N
fje
i 2πjx
a eikx dx
+
1
a2
8 +∞
−∞
eee
$ a
0 e
−ikIxN
j=−N fje
i 2πjx
a eikx dx
eee
2
k2 − kI2 dk
I (4.4)
Los factores 1
a
y 1
a2
surgen de las normas de las funciones de onda sobre la celda
unitaria que es a.
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Como las funciones exponenciales son ortogonales sobre la celda unitaria se tiene:
E = k2 + f0 +
N3
j=−N
j W=0
f2j}
k2 −
p
k − 2πj
a
Q2] (4.5)
La ecuacio´n (4.5) es exacta, excepto cuando hay degeneracio´n o casi degeneracio´n,
entre estados en k y k − 2πj
a
, es decir:
|k| ≈
eeeek −
2πj
a
eeee , j W= 0 (4.6)
principalmente para
k ≈ πj
a
, j = ±1,±2, · · · (4.7)
que implica
k ≈ −k + 2πj
a
(4.8)
como seria el caso en la zona de frontera. Necesitamos entonces considerar la forma
explicita de las funciones de onda.
Como un ejemplo de la aproximacio´n, consideramos la banda de energ´ıa ma´s baja.
La funcio´n de onda no perturbada es ψ(x) = eikx y la perturbacio´n V (x) mezcla en
la zona de frontera los estados no perturbados con funciones de onda:
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ei(k−
2πj
a )x, j = ±1,±2, · · · (4.9)
que son degenerados pro´ximos a k = π
a
(la zona de frontera), es decir:
ψ(x) ≈ αeikx + βei(k−
2πj
a )x (4.10)
donde α y β son constantes por determinar y la contribucio´n principal es debido al
estado ei(k−
2πj
a )x.
Remplazando en la ecuacio´n de Schro¨dinger (2.6)e´ste toma la forma:
⎡
⎣− d
2
dx2
+
N3
j=−N
fje
i 2πj
a
⎤
⎦
}
αeikx + βei(k−
2π
a )x
]
= E
}
αeikx + βei(k−
2π
a )x
]
(4.11)
y llegamos a la forma,
(k2 −E)αeikx +
}w
k − 2π
a
W
− E
]
βei(k−
2π
a )x
+
N3
j=−N
fje
i 2πj
a
}
αeikx + βei(k−
2π
a )x
]
= 0 (4.12)
Puesto que esta ecuacio´n es verdadera para todo x, los coeficientes de todos los
te´rminos exponenciales deben anularse.
El coeficiente de eikx es:
(k2 −E)α+ f0α+ f1β = 0 (4.13)
y el coeficiente de ei(k−
2π
a )x es:
^w
k − 2π
a
W2
− E

β + f0β − f−1α = 0 (4.14)
Los otros te´rminos exponenciales son incorporados en ecuaciones similares,
incluyendo las funciones de onda mixtas (despreciables).
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Eliminando α y β de las ecuaciones anteriores y sustituyendo para f0 y f1(= f−1)
se tiene:
^
k2 − d0
2
− E
 ^w
k − 2π
a
W2
+
d0
2
−E

− d
2
1
2
= 0 (4.15)
que tiene como ra´ıces:
E = k2 +
d0
2
+
2π
a
⎡
⎢⎣
π
a
− k ±
>:
wπ
a
− k
W2
+
X
ad1
4π
~2
⎤
⎥⎦ (4.16)
La ra´ız menor se aplica a la banda ma´s baja y la ra´ız mayor a la segunda banda de
energ´ıa, pro´xima a la zona de frontera. La energ´ıa del gap (∆) en la primera zona de
frontera (k = π
a
) es por consiguiente |d1| y en forma similar la energ´ıa del gap (∆j) en
la j-esima zona de frontera es |dj|. Este resultado se obtiene fa´cilmente diagonalizando
la submatriz bidimensional degenerada de la matriz Hamiltoniana, ecuacio´n (3.26),
apropiada en la j-e´sima zona de frontera, es decir:
det
eeeeee
π2j2
a2
+ d0
2
dj
2
dj
2
π2j2
a2
+ d0
2
eeeeee
= 0. (4.17)
Por consiguiente:
E
w
k =
πj
a
W
=
π2j2
a2
+
d0
2
± d1
2
(4.18)
4.2 La aproximacio´n de Enlace Fuerte
Si V0a es grande, pero no lo suficiente como para aplicar la aproximacio´n de los estados
de coraza, podemos asumir que una buena aproximacio´n para las funciones de onda
verdaderas sea una combinacio´n lineal de funciones de onda ato´micas φatm(x) sobre
cada posicio´n ato´mica.
Bloch sugirio´ una combinacio´n lineal de la forma:
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ψk(x) = A
∞3
n=−∞
eiknaφatm(x− na) (4.19)
donde φatm(x− na) es una funcio´n de onda centrada sobre el lugar en na y A es
un factor de normalizacio´n.
Estas funciones satisfacen la condicio´n de Bloch:
ψk(x) = eikxuk(x) (4.20)
donde uk(x) es de periodo a. La condicio´n lineal sugerida viene dada por:
uk(x) = e
−ikxA
∞3
n=−∞
eiknaφatm(x− na) (4.21)
Por consiguiente:
uk(x+ma) = e
−ik(x+ma)A
∞3
n=−∞
eiknaφatm(x+ma− na)
= e−ikxA
∞3
n=−∞
eik(n−m)aφatm(x− (n−m)a) (4.22)
y puesto que la suma en n va desde −∞ a ∞,
uk(x+ma) = e
−ikxA
∞3
n=−∞
eiknaφatm(x− na)
= uk(x) (4.23)
Ahora de la ecuacio´n (3.5) se tiene:
EX =
$ a
0 ψ
∗(x)Hψ(x) dx
$ a
0 ψ∗(x)ψ(x) dx
=
N
D
(4.24)
Usando la ecuacio´n (4.19), el denominador toma la forma:
D =
8 a
0
ψ∗(x)ψ(x) dx
= A∗A
8 a
0
dx
∞3
n=−∞
e−iknaφ∗atm(x− na)
∞3
m=−∞
eikmaφatm(x−ma)
= A∗A
∞3
n=−∞
∞3
m=−∞
e−ik(n−m)a
8 a
0
dxφ∗atm(x− na)φatm(x−ma) (4.25)
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Si hacemos l = n−m, la ecuacio´n (4.25) toma la forma:
D = A∗A
∞3
n=−∞
∞3
l=−∞
eikla
8 a
0
φ∗atm(x− na)φatm(x− (n− l)a) dx (4.26)
Sumar en n y luego integrar en el intervalo 0 ≤ x ≤ a, es decir sobre la celda unitaria,
es equivalente a integrar sobre todo el espacio:
D = A∗A
∞3
l=−∞
eikla
8 ∞
−∞
φ∗atm(x)φatm(x+ la) dx (4.27)
Si hacemos:
Sl =
8 ∞
−∞
φ∗atm(x)φatm(x+ la) dx (4.28)
la ecuacio´n (4.27) toma la forma:
D = A∗A
∞3
l=−∞
eiklaSl (4.29)
en donde se ve que S0 es simplemente la norma de φatm(x).
Cuando la aproximacio´n de enlace fuerte es la adecuada, ocurre una mejor
simplificacio´n, porque las funciones de ondas ato´micas φatm(x) esta´n bien localizadas
y Sl es significativo solamente para l = 0 (el te´rmino dominante) y para l = ±1.
El numerador en la expresio´n (4.24) para el valor esperado de la energ´ıa EX es:
NX =
8 a
0
ψ∗(x)Hψ(x) dx
= A∗A
8 a
0
∞3
n=−∞
e−iknaφ∗atm(x− na)H
∞3
m=−∞
eikmaφatm(x−ma) dx (4.30)
y si definimos:
Hl =
8 ∞
−∞
φ∗atm(x)Hφatm(x+ la) dx (4.31)
la ecuacio´n (4.30) toma la forma:
N = A∗A
∞3
l=−∞
eiklaHl (4.32)
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Ahora,
Hφatm(x+ la) =
^
− d
2
dx2
+ V (x)

φatm(x+ la)
=
^
− d
2
dx2
+ Uatm(x+ la)

φatm(x+ la)
+
}
V (x)− Uatm(x+ la)
]
φatm(x+ la) (4.33)
donde Uatm(x+ la) es el potencial ato´mico centrado en la.
Por consiguiente:
Hφatm(x+ la) = Eatmφatm(x+ la) + [V (x)− Uatm(x+ la)]φatm(x+ la) (4.34)
tal que:
Hl =
8 ∞
−∞
φ∗atm(x)Hφatm(x+ la) dx (4.35)
Hl = EatmSl + gl (4.36)
donde,
gl =
8 ∞
−∞
φ∗atm(x) [V (x)− Uatm(x+ la)]φatm(x+ la) dx (4.37)
Los te´rminos gl se refieren como las integrales de sobrelapamiento. Por consiguiente:
EX =
∞
l=−∞ e
−ikla(EatmSl + gl)∞
l=−∞ e
−iklaSl
= Eatm +
∞
l=−∞ e
−iklagl∞
l=−∞ e
−iklaSl
(4.38)
y los te´rminos significativos correponden a |l| pequen˜os.
Para V0a→∞ los te´rminos significativos son para l = 0 y
EX ≈ Eatm +
g0
S0
(4.39)
El primer te´rmino es la aproximacio´n de los estados de coraza. El segundo te´rmino
es la correccio´n determinada por la teor´ıa de perturbaciones de primer orden.
Cap´ıtulo 4. Me´todos de aproximacio´n, masa efectiva y densidad de probabilidad 42
Para valores muy pequen˜os de V0a los te´rminos |l| = 1 deben tambie´n ser
significativos. Generalmente el te´rmino g±1 es significativo antes que S±1 y puesto
que g1 = g−1,
EX ≈ Eatm +
g0
S0
+
g1
S0
p
eikx + e−ikx
Q
≈ Eatm +
g0
S0
+ 2
g1
S0
cos(ka) (4.40)
y si φatm(x) esta´ normalizada a la unidad
EX ≈ Eatm + g0 + 2g1 cos(ka) (4.41)
As´ı, en la aproximacio´n de Enlace Fuerte
E(k = 0)−E(k = π/a) = 4g1 (4.42)
y
E(k = π/2a) = Eatm + g0 (4.43)
Aplicamos la aproximacio´n de Enlace Fuerte a los potenciales:
4.2.1 Potencial coseno
Para la banda de energ´ıa ma´s baja,
g0 = V0
w
2V0
a2
W1/4 8 ∞
−∞
e−
√
2V0π
a
x2
^
1− cos
w
2π
a
x
W
− 2π
2
a2
x2

dx
= V0
^
1− π√
2V0a
− e−
π√
2V0a

(4.44)
y
g1 = V0
w
2V0
a2
W1/4 8 ∞
−∞
e
−π
a

V0
2
x2
^
1− cos
w
2π
a
x
W
− 2π
2
a2
(x+ a)2

e
−π
a

V0
2
(x+a)2
dx
= V0 −
πa
2

V0
2
^
1− π
2
2
− π
a
√
2V0
e
− π
a
√
2V0

(4.45)
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4.2.2 Potencial armo´nico
Para la banda de energ´ıa ma´s baja:
g0 =
8
a2
w
4V0
a2π2
W1/4 8 ∞
−∞
e−
2
√
V0
a
x2

V0(x− a)2 − V0x2
=
dx
= 4V0

1− φ
p√
aV
1/4
0
Q=
− 4
√
2V 3/4√
πa
e−
√
V0a
2 (4.46)
y
g1 =
4
a2
w
4V0
a2π2
W1/4 8 a/2
−a/2
e−
√
V0
a
x2

V0x
2 − V0(x+ a)2
=
e−
√
V0
a
(x+a)2 dx
= 2
√
2
V
3/4
0√
πa
e
a
2
√
V0

e−2a
√
V0 − 1
=
(4.47)
Para el potencial armo´nico, se requiere la integral de probabilidad:
φ(z) =
2
π
8 z
0
e−
t2
2 dt (4.48)
Esta integral no puede obtenerse en forma exacta. Se aproxima por una expansio´n
en serie, pero para valores grandes de z la convergencia es lenta y por eso es ma´s
conveniente usar valores tabulados de φ(z).
4.3 Masa efectiva
Existen situaciones, particularmente aquellas en las que se tiene en cuenta el
comportamiento dina´mico de los electrones, donde relaciones entre E ∼ k no son
de la forma ma´s u´til para presentar los resultados del ca´lculo de una estructura de
bandas.
La funcio´n de onda ψ(x) = eikxuk(x) se extiende sobre todo el espacio, si deseamos
presentar el movimiento de un electro´n localizado, el principio de indeterminacio´n
indica que debemos construir un paquete de ondas con un intervalo de valores de
k. La velocidad apropiada es entonces la velocidad de grupo vG, que es igual a la
derivada de la frecuencia angular ω con respecto a k,
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vG =
∂ω
∂k
=
∂E
∂k
(4.49)
donde E = ω puesto que h¯ = 1 en el sistema ato´mico de unidades.
Si actu´a una fuerza F sobre este paquete de onda del electro´n en la direccio´n +x,
entonces:
FvG =
∂E
∂t
(4.50)
y derivando (4.49) con respecto al tiempo se tiene:
∂vG
∂t
=
∂
∂t
X
∂E
∂k
~
=
∂
∂k
X
∂E
∂t
~
(4.51)
Remplazando las ecuaciones (4.49), (4.50) en (4.51)
∂vG
∂t
= F
∂2E
∂k2
(4.52)
Comparando este resultado con la segunda ley de Newton para el movimiento de
una part´ıcula de masa M, es decir, con:
∂v
∂t
=
1
M
F (4.53)
vemos que el movimiento del paquete de onda del electro´n puede ser descrito por el
concepto semicla´sico de una masa efectiva:
m∗ =
1
∂2E
∂k2
(4.54)
Debemos quiza´s observar que hay situaciones donde puede ser apropiado una
definicio´n diferente de masa efectiva, usando la ecuacio´n (4.49) y vg = p/m
∗ = k/m∗,
como:
1
m∗
=
1
k
∂E
∂k
(4.55)
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De la ecuacio´n (4.54), se tiene para la banda de energ´ıa ma´s baja que ∂2E/∂k2 > 0
pro´ximo a k= 0, pero ∂2E/∂k2 < 0 pro´ximo a k = π/a. Antes que referirnos a una
masa efectiva negativa, es conveniente tomar el valor absoluto:
m∗ =
1
|∂2E∂k2 |
(4.56)
Donde nos referimos a electrones (con carga ele´ctrica negativa -e) cuando
∂2E/∂k2 > 0 y a huecos (con carga positiva +e) cuando ∂2E/∂k2 < 0, considerando
al hueco como la ausencia de un electro´n en una banda.
Adema´s, la relacio´n entre masa efectiva y masa del electro´n (en unidades ato´micas
me = 1/2), viene dado por:
m∗
me
=
2
|∂2E∂k2 |
(4.57)
Es fa´cil ver que la ecuacio´n es admisible, en los dos extremos de la aproximacio´n,
tanto en la aproximacio´n de electrones completamente libres, como en el caso de los
electrones de coraza.
Para los electrones completamente libres E = k2, entonces:
∂2E
∂k2
= 2 (4.58)
por tanto m∗ = me, la masa efectiva es igual a la masa del electro´n.
En el caso de la aproximacio´n de estados de coraza (donde los electrones no esta´n
libres para viajar a trave´s del cristal) E es independiente de k y M∗ →∞.
En la aproximacio´n NFE o de Enlace Fuerte, la expresio´n anal´ıtica E(k) puede
ser transformada a una expresio´n anal´ıtica para m
∗
m
como una funcio´n de k.
El comportamiento aparentemente intratable de los huecos se puede entender si
tenemos en cuenta que en zona de frontera las reflexiones de Bragg llevan a funciones
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de onda que son estacionarias. Por consiguiente, un paquete de onda en la frontera
tiene vG = 0 y no puede propagarse. Para la banda de energ´ıa mas baja entonces,
en k = 0 el paquete de onda tiene velocidad cero y cuando E y k aumentan, sus
velocidades iniciales aumentan, sin embargo, cuando k = π/a la velocidad nuevamente
disminuye nuevamente a cero. Por consiguiente, hay regiones de la banda de energ´ıa
pro´xima a la zona de frontera donde un incremento de energ´ıa lleva a una disminucio´n
en la velocidad, la aceleracio´n esta´ en direccio´n opuesta a la fuerza. El concepto de
hueco es usado para describir este comportamiento inesperado.
Habiendo encontrado E en k = 0, · · · , π/a, calculamos ∂2/∂k2, para estos valores
de k.
Haciendo un desarrollo en series de Taylor:
Ek+∆k = Ek +∆k
∂E
∂k
+
1
2
(∆k)2
∂2E
∂k2
+ · · · (4.59)
y
Ek−∆k = Ek −∆k
∂E
∂k
+
1
2
(∆k)2
∂2E
∂k2
− · · · (4.60)
Por consiguiente:
∂2E
∂k2
|k ≈ 1
(∆k)2
[Ek+∆k + Ek−∆k − 2Ek] (4.61)
de donde calculamos la relacio´n m∗/m como una funcio´n de m.
4.4 Densidad de probabilidad
La variacio´n de E con k es comu´nmente el resultado ma´s importante de un ca´lculo
de estructura de banda. Sin embargo, hay situaciones donde son importantes las
funciones de onda o variables relacionadas con ella. En particular, la densidad total
de probabilidad del electro´n, que puede determinarse experimentalmente por te´cnicas
de rayos X y difraccio´n de neutrones.
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Por tanto, de acuerdo a la ecuacio´n (2.16), vemos que esta involucra los productos
u∗kuk(x), donde:
uk(x) =
N3
l=−N
cle
i 2πl
a
x (4.62)
Considerando que para sistemas con un centro de inversio´n, la matriz hamiltoniana
es real y por consiguiente las constantes cl son reales.
El complejo conjugado de (4.62) es:
u∗k(x) =
N3
m=−N
cme
−i 2πm
a
x (4.63)
Por tanto:
u∗k(x)uk(x) =
N3
m=−N
cme
−i 2πm
a
x
N3
l=−N
cle
i 2πl
a
x (4.64)
=
N3
m=−N
N3
l=−N
cmcle
i
2π(l−m)
a
x (4.65)
=
N3
m=−N
N3
l=−N
cmcl cos
^
2π(l −m)
a
x

(4.66)
= 1 +
N3
m=−N
N3
l=m+1
cmcl cos
^
2π(l −m)
a
x

(4.67)
Puesto que
N3
m=−N
c2m = 1 (4.68)
y u∗k(x)uk(x) es real.
Debemos advertir que, cuando se emplea el me´todo variacional, los resultados
para la densidad de estados son menos exactos que los resultados para las energ´ıas.
Cap´ıtulo 5
Aplicaciones y resultados
En este cap´ıtulo realizamos algunas aplicaciones del ca´lculo de la estructura de bandas
de una red perio´dica unidimensional para los potenciales descritos en el cap´ıtulo
anterior, as´ı como tambie´n las masas efectivas de las tres primeras bandas de energ´ıa.
Realizamos ca´lculos instructivos usando la ecuacio´n (3.26) mediante una
diagonalizacin directa, tomando una forma de potencial perio´dico, ecuaciones (3.27),
(3.28), (3.30) y (3.31), variamos V0 en un intervalo de valores y mantenemos constante
el para´metro de red a. Los resultados son mostrados en las figuras (5.1), (5.2), (5.3)y
(5.4).
a) Bandas de energ´ıa de un sistema unidimensional con potencial rectangular.
Figura 5.1: Bandas de energ´ıa de en sistema unidimensional con
potencial rectangular. (a) V0 = 5.0Ry, (b) V0 = 20.0Ry y a = 1.5
en radios de Bohr.
48
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b) Bandas de energ´ıa de un sistema unidimensional con potencial diente de sierra.
Figura 5.2: Bandas de energ´ıa de en sistema unidimensional con
potencial diente de sierra. (a) V0 = 5.0Ry, (b) V0 = 10.0Ry y
a = 1.5 en radios de Bohr.
c) Bandas de energ´ıa de un sistema unidimensional con potencial coseno.
Figura 5.3: Bandas de energ´ıa de en sistema unidimensional con
potencial coseno. (a) V0 = 5.0Ry, (b) V0 = 10.0Ry y a = 1.5 en
radios de Bohr.
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d) Bandas de energ´ıa de un sistema unidimensional con potencial armo´nico.
Figura 5.4: Bandas de energ´ıa de en sistema unidimensional con
potencial armo´nico. (a) V0 = 5.0Ry, (b) V0 = 10.0Ry y a = 1.5 en
radios de Bohr.
Podemos observar efecto del potencial perio´dico sobre las bandas de energ´ıa, figuras
(5.1), (5.2), (5.3)y (5.4), en la aproximacio´n de electrones casi libres, principalmente
en la frontera de la primera zona de Brillouin. Tambie´n, podemos ver que la forma
del potencial no produce grandes cambios en la estructura de las bandas de energ´ıa
y en las bandas prohibidas.
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5.1 Masa efectiva
Usando la ecuacio´n (4.56) calculamos las masas efectivas de las tres primeras bandas
de energ´ıa, las cuales se muestran en tabla 5.1, donde hemos considerado las siguientes
notaciones: me = 1 es la masa del electro´n libre, E representa al electro´n y H
representa la hueco.
k m1 m2 m3
0,0000 1,05 E 0,03 H 0,03 E
0,2094 1,05 E 0,38 H 0,21 E
0,4189 1,06 E 1,98 E 0,66 E
0,6283 1,08 E 1,10 E 0,86 E
0,8378 1,12 E 0,97 E 0,93 E
1,0472 1,20 E 0,89 E 0.96 E
1,2566 1,43 E 0,79 E 0,98 E
1,4661 2,60 E 0,63 E 0,99 E
1,6755 2,07 H 0,41 E 0,99 E
1,8850 0,35 H 0,21 E 0,47 E
2,0944 0,18 H 0,13 E 0,01 H
Tabela 5.1: Masas efectivas para las tres primeras bandas de
energ´ıa
Cap´ıtulo 6
Funciones de Green
El me´todo de la funcio´n de Green11 es reconocido como una herramienta matema´tica
potente para estudiar sistemas interactuantes de la f´ısica del estado so´lido. Efectos
f´ısicos, corrimiento de niveles, inestabilidad, amortiguamiento caracter´ısticas de
sistemas interactuantes, son tomados en cuenta por las funciones de Green en su
forma anal´ıtica en el plano complejo. Una caracter´ıstica fundamental de la funcio´n
de Green es su conexio´n con la densidad de estados.
Como aplicacio´n de esta te´cnica analizamos el tratamiento de la densidad de estados
para sistemas de enlace fuerte.
6.1 Funciones de Green independiente del tiempo
Sea un operador hamiltoniano, H, actuando en un espacio de estados, ε, de una
part´ıcula. Se define el operador de Green independiente del tiempo para ese
hamiltoniano como el operador, G(z), que satisface la ecuacio´n:
[z −H]G(z) = 1, z ∈ C (6.1)
Escogiendo bases diferentes de ε, podemos escribir estas ecuaciones de diversas
maneras. En la representacio´n |r >,
8
d3nr|nr >< nr| = 1 (6.2)
Usando
8
d3nrII < nr|H|nrII >< nrII|G(z)|nrI >= H(nr)G(z,nr,nrI) (6.3)
donde
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H(nr) = − h¯
2
2m
∇2 + V (nr) (6.4)
la ecuacio´n (6.1) se escribe:
[z −H(nr)]G(z,nr,nrI) = δ(nr − nrI) (6.5)
Si el hamiltoniano es el de una red cristalina, puede ser conveniente escoger como
base para ε ya sea las funciones de Bloch, |nk >, donde n es el ı´ndice de banda y k es
un vector de la primera Zona de Brillouin (ZB), u orb´ıtales localizados en los sitios
|ni >, donde n designa el tipo de orbital (s, px, py, ...) e i es un sitio de la red de
Bravais.
En un tratamiento simplificado se considera apenas estados de una banda
particular (generada apenas por un tipo de orbital). En ese caso el operador identidad
en εn (subespacio de ε) es:
3
i
|i >< i| =3
nk
|nk >< nk| = 1 (6.6)
donde la suma es sobre los N sitios que forman la red o sobre los N valores de nk en
la primera ZB.
En esa representacio´n la ecuacio´n (6.1) se escribe
z < i|G(z)|j > −3
l
< i|H|l >< l|G(z)|j > = < i|j >
zGij(z)−
3
l
HilGlj(z) = δij (6.7)
Manipulando la ecuacio´n (6.1), se obtiene algunas propiedades del operador G.
Representando 1 por los autoestado de H:
H|En > = En|En > (6.8)
1 =
3
n
|En >< En|+
8
dE|E >< E| (6.9)
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donde el espectro de H fue dividido en una parte discreta y una continua:
< En|EnI > = δnnI (6.10)
< E|EI > = δ(E −EI) (6.11)
< En|E > = 0 (6.12)
Con eso,
G(z) =
1
z −H 1 (6.13)
=
3
n
|En >< En|
z −En
+
8 |E >< E|
z −E dE (6.14)
En la representacio´n enlace fuerte, |i >, Gij(z) es una funcio´n compleja de la variable
z.
Gij(z) =
3
n
< i|En >< En|j >
z −En
+
8 < i|E >< E|j >
z − E dE (6.15)
Gij(z) tiene polos simples en z = En. En la regio´n del espectro continuo, z = E,
Gij(z) tiene un corte (figura 6.1).
Figura 6.1: Polos y corte de la funcio´n Gij(z)en el plano complejo
z.
Sean
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G+ij(z) = lim
δ→0+
Gij(z + iδ) (6.16)
G−ij(z) = lim
δ→0+
Gij(z − iδ) (6.17)
entonces
G+ij(z)−G−ij(z) = lim
δ→0+
^3
n
< i|En >< En|j >
E + iδ − En
−
3
n
< i|En >< En|j >
E − iδ − En

(6.18)
Cambiando el l´ımite con la integracio´n, y usando
lim
δ→0+
1
x± iδ = P
w
1
x
W
∓ iπδ(x) (6.19)
El te´rmino con la parte principal, P (1/E −Ei), es cancelado y queda:
G+ij(z)−G−ij(z) = −2πi
^3
n
< i|En >< En|j > δ(E − En)
+
8
< i|EI >< EI|j > δ(E − EI)dEI
]
(6.20)
Si E pertenece a la regio´n del espectro continuo todas las funciones delta de la
sumatoria son nulas y queda apenas:
G+ij(z)−G−ij(z) = −2πi < i|E >< E|j > (6.21)
donde E ∈ al espectro continuo, mostrando que la regio´n del espectro continuo es un
corte en la funcio´n Gij(z) (G
+
ij(E) = G
−
ij(E)).
La diferencia entre G+ y G−, ecuacio´n (6.20), so´lo es nula cuando E = En o
E ∈ al espectro continuo de H. Se puede obtener informacio´n sobre el nu´mero de
autoestados de H en funcio´n de la energ´ıa, E, por medio de (6.20).
Tomando la traza de Gij(E) en (6.20) y usando la relacio´n de completitud (6.6)
y la de normalizacio´n de |En >,
3
i
G+ii(z)−G−ii(z) = −2π
^3
n
δ(E −En) +
8
δ(E − EI) < EI|EI > dEI

(6.22)
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Multiplicando la traza, calculada en una energ´ıa cualquiera, por dE se obtiene:
(−2πi)× (# de estados entre E y E + dE) (6.23)
Por tanto
Tr
+
G+ii (E)−G−ii (E)

= −2πiDOS(E) (6.24)
donde DOS(E) es la densidad de estados de H con energ´ıa E.
Usando (ver ecuacio´n 6.15)
G+ii(E) =

G−ii(E)
=∗
(6.25)
se puede escribir DOS(E) como
2iTr
+
4m

G+ii(E)
=
= −2πiDOS(E)
DOS(E) = − 1
π
Tr
+
4m

G+ii(E)
=
(6.26)
El procedimiento para obtener DOS(E) de un hamiltoniano cualquiera es resolver
las ecuaciones (6.7) con z = E + iδ para encontrar G+ij(E) en cada sitio de la red. La
ecuacio´n (6.26) inmediatamente nos da DOS(E).
6.2 Densidad de estados
6.2.1 Caso unidimensional
Sea un sistema perio´dico cualquiera descrito por un hamiltoniano de enlace fuerte
con solo un orbital tipo s por sitio y una interaccio´n entre primeros vecinos. En esta
aproximacio´n se obtiene solo una u´nica banda que puede ser, por ejemplo, la banda
de conduccio´n.
Denotando por |i > al orbital centrado en el sitio i (restringiendo el estudio a una
dimensio´n) el hamiltoniano en segunda cuantizacio´n se escribe como:
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H =
3
i
< i|H|i > c†ici +
3
<i,j>
< i|H|j > c†icj (6.27)
donde

<i,j> denota i y j primeros vecinos (j = i ± 1 en el caso unidimensional), y
c+i (ci) son operadores de creacio´n (aniquilacio´n) de electrones en el sitio i.
Los para´metros y son ajustados de la siguiente manera:
Sea un cristal puro formando una red de Bravais cu´bica simple de para´metro de
red a.
El Hamiltoniano enlace fuerte que describe la banda de conduccio´n de este cristal
solo tiene 2 para´metros Hii = E y Hij = V .
Como se trata de un cristal tridimensional i en realidad representa un vector ni y nj
denota uno de los seis primeros vecinos de ni.
Con los orbitales |i > construimos una funcio´n de Bloch, |nk >, autoestado de H.
|nk >= 1√
N
3
nl
ei
nk·nl|nl > (6.28)
donde N es el nu´mero de sitios y nk es un vector de la primera ZB (kx, ky, kz ∈ (−π/a,
π/a]). Con eso:
H|nk > = Enk|nk > (6.29)
< j|H|nk > = Enk < j|nk > (6.30)
< j|H|j > +3
nδ
ei
nk·nδ < j|H|j + nδ > = Enk (6.31)
donde en el u´ltimo paso el te´rmino comu´n, ei
nk·nj/
√
N , fue cancelado y

nδ indica una
suma sobre los seis posibles valores (red cu´bica simple) de nδ = {±axˆ,±ayˆ,±azˆ}.
Por lo tanto:
E(nk) = 6+ 2V [cos(kxa) + cos(kya) + cos(kza)] (6.32)
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Para V < 0 tenemos el mı´nimo de la banda en nk = n0, con E(n0) = 6 − 6|V |, y el
ma´ximo en nk =
p
π
a
, π
a
, π
a
Q
, con E(n0) = 6 + 6|V |. Podemos ahora obtener la masa
efectiva en el fondo de la banda de conduccio´n usando la definicio´n de masa efectiva1.

M−1(nk)
=
ij
=
1
h¯2
∂2E(nk)
∂ki∂kj
(6.33)
En el presente caso, el tensor es un mu´ltiplo de la identidad y vale en nk = 0

M−1(n0)
=
ij
= m∗δij = −
h¯2
2a2V
δij (6.34)
Con eso se ajusta el valor de V con el valor de la masa efectiva
V δij = −
h¯2
2a2m∗
(6.35)
y el valor de 6 fija un origen para las energ´ıas. En el caso en que la cadena no sea
pura (compuesta de ma´s de un tipo de a´tomos) los te´rminos de interaccio´n Vij entre
a´tomos del mismo tipo son ajustados para reproducir la masa efectiva en el cristal
puro de aquellos a´tomos (redes cu´bicas simples del mismo para´metro de red), y se usa
una prescripcio´n para el te´rmino de interaccio´n entre a´tomos diferentas. Por ejemplo,
si hay dos tipos de a´tomos P y B y los te´rminos de interaccio´n entre a´tomos P (B),
Vp (Vb), ya fueron definidos, se puede usar |Vij| = (VpVb)1/2 para la interaccio´n entre
P y B.
La diferencia de energ´ıa de los sitios, (Ep − Eb), es fijada para reproducir el
desordenamiento del fondo de la banda de conduccio´n de esos materiales ∆6c.
[6b − 6|Vb|]− [6p − 6|Vp|] = ∆6c (6.36)
Queda entonces un para´metro para fijar el origen de las energ´ıas.
Con los para´metros del hamiltoniano (6.27) definidos, se puede obtener la densidad
de estados por unidad de energ´ıa (DOS) de un sistema perio´dico cualquiera. En el caso
espec´ıfico de las SR, PC y BD (compuestas solamente por dos tipos de materiales) el
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hamiltoniano solo depende de cuatro para´metros: 6p, 6b, Vp y Vb, Fig. 6.2, donde los
a´tomos del tipo P (B) forman un pozo (barrera) de potencial.
Figura 6.2: Super red 1D en la descripcio´n de enlace fuerte.
Esto es realizado usando (6.26) que relaciona la DOS de un hamiltoniano H con
las funciones de Green independientes del tiempo G+(E) y G−(E), donde:
G+ii(E) = lim
η→0+
r
i
eeeee
1
E − iη +H
eeeee i
S
(6.37)
G−ii(E) =

G+ii(E)
=∗
(6.38)
Una vez que se conoce todos los elementos de matriz, Hij, se resuelve la ecuacio´n de
Dyson (6.7) usando z = E − iη y se encuentra G+ii(E) en el l´ımite η → 0+. Esta
ecuacio´n es resuelta usando el me´todo de diezmacio´n (o te´cnica de renormalizacio´n
del espacio real).
Para calcular G+ii(E) en un sitio particular es necesario resolver un sistema de infinitas
ecuaciones acopladas (en el l´ımite en que el nu´mero de sitios → ∞). Tenemos,
omitiendo la dependencia de G+ii con eneg´ıa E,
G+ji = gjδji + gjVjj+1G
+
j+1i + gjVjj−1G
+
j−1i (6.39)
donde
gj = (E + iη − 6j)−1 (6.40)
Se puede eliminar la j-e´sima ecuacio´n, sustituyendo Gji en las (j+1)-e´sima y (j−1)-
e´sima ecuaciones (j, j ± 1 W= i). Esas dos queda:
Cap´ıtulo 6. Funciones de Green 60
G+j−1i = g
(1)
j−1Vj−1j−2G
+
j−2i + g
(1)
j−1V
(1)
j−1j+1G
+
j+1i (6.41)
G+j+1i = g
(1)
j+1Vj+1j+2G
+
j+2i + g
(1)
j+1V
(1)
j+1j−1G
+
j−1i (6.42)
donde
g
(1)
j−1 =
gj−1
1− gj−1Vj−1jgjVjj−1
(6.43)
g
(1)
j+1 =
gj+1
1− gj+1Vj+1jgjVjj+1
(6.44)
V
(1)
j−1j+1 = Vj−1jgjVjj+1 (6.45)
V
(1)
j+1j−1 = Vj+1jgjVjj−1 (6.46)
Todo sucede como si la energ´ıa 6i de los sitios vecinos al sitio j fuese redefinida, y se
usase una interacio´n efectiva entre j + 1 y j − 1 mediada por j.
Procediendo de ese modo se puede aislar un conjunto de sitios no equivalentes
del sistema perio´dico (un sitio cualquiera de una cadena simple o un periodo de
(Np + Nb) a´tomos en el caso de la SR, siendo Np (Nb) el nu´mero de a´tomos en
los pozos (barreras)) aniquilando sucesivamente a sus vecinos a la derecha y a la
izquierda. Eso es posible toda vez que la interacio´n efectiva obtenida despue´s de una
aniquilacio´n es menor en valor absoluto que el original, y despue´s de cierto nu´mero n
de aniquilaciones, |Vjj+1|( |V (n)jj+1+n|. En la figura 6.3 esta´ esquematizada el proceso
de eliminacio´n de sitios en una diiezmacio´n.
Este procedimiento da como resultado un sistema de N ecuaciones (N es el nu´mero
de sitios no equivalentes) con N inco´gnitas, G+ji (j = 1, ..., i, ..., N), que es resuelto
para calcular G+ii . Con eso
DOS(E) = − 1
Nπ
N3
i=1
4m

G+ii(E)
=
(6.47)
donde se usa la periodicidad de la cadena para sumar solo sobre los sitios localizados
en un periodo particular
N3
i=1
G+ii(E) =
1
Np
NpN3
i=1
G+ii(E) (6.48)
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Figura 6.3: Proceso de eliminacio´n de sitios en una diezmacio´n.
Vj,j+1+n → 0 para n→∞.
donde Np es igual al nu´mero de periodos.
Como
− 1
πNpN
NpN3
i=1
4m

G+ii(E)
=
(6.49)
es normalizado a 1 (existen NpN autoestados de H), se sigue que la DOS dada por
(6.47) tambie´n esta´ normalizada a 1.
−
8 ∞
−∞
1
πN
l
N3
i=1
4m

G+ii(E)
=M
dE = 1 (6.50)
Como ejemplo del uso del me´todo de las funciones de Green calculamos la densidad
de estados para una cadena infinita y una cadena semi-infinita.
a) La densidad de estados de una cadena lineal es
DOSsc(E) =
1
π
1√
4V 2 −E2
(6.51)
El resultado se muestra en la figura 6.4 y la principal caracter´ıstica principal de
esta densidad de estados es la divergencia en los extremos (l´ımites) de la banda.
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Figura 6.4: Densidad de estados de una cadena simple 1D.
b) La funcio´n de Green de la semicadena es
Gsc(E) =
E ±√E2 − 4V 2
2V 2
(6.52)
Figura 6.5: Densidad de estados de una semicadena simple 1D.
El resultado se muestra en la figura 6.5 y la caracter´ıstica principal de la DOS
es la forma semicircular.
Cap´ıtulo 7
Conclusio´n
Con el objetivo de estudiar las propiedades de electro´nicas de sistemas
unidimensionales, partimos de solucio´n de la ecuacio´n de Schro¨dinger para varios
potenciales perio´dicos en los cuales se puede variar la forma, magnitud y el periodo.
Hacemos ca´lculos instructivos tomando una forma de potencial, primero variamos
V0 en un intervalo de valores manteniendo constante el periodo, y comparamos
gra´ficamente la diferencia de energ´ıa entre la primera y segunda banda de energ´ıa
en k = π/a y/o entre la segunda y tercera banda de energ´ıa en k = 0 en funcio´n de
V0.
De esta forma se puede hacer estimaciones de valores de V0 bajo el cual la
aproximacio´n de electrones casi libres es exacta y los valores de V0 arriba del cual
la aproximacio´n de estados de coraza se mantiene. Un segundo criterio que ayuda
a identificar cual aproximacio´n, si alguna, es apropiada, es la forma misma de la
relacio´n de E v.s. k. Si el gap de energ´ıa en la zona de frontera es pequen˜o entonces la
aproximacio´n de electrones casi libres es probable mantener; si E es casi independiente
de k la aproximacio´n de estados de coraza probablemente se aplique.
Finalmente, usando el formalismo de las funciones de Green, en la aproximacio´n
enlace fuerte de una banda por sitio, a modo de ejemplo calculamos la densidad de
estados de una cadena infinita y de una semicadena observando que se obienen buenos
resultados.
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