We undertake a systematic comparison between implied volatility, as represented by VIX (new methodology) and VXO (old methodology), and realized volatility. We compare visually and statistically distributions of realized and implied variance (volatility squared) and study the distribution of their ratio. We find that the ratio is best fitted by heavy-tailed -lognormal and fat-tailed (power-law) -distributions, depending on whether preceding or concurrent month of realized variance is used. We do not find substantial difference in accuracy between VIX and VXO. Additionally, we study the variance of theoretical realized variance for Heston and multiplicative models of stochastic volatility and compare those with realized variance obtained from historic market data.
Introduction
The implied volatility index VIX was created in order to estimate, looking forward, the expected realized volatility. CBOE introduced the original VIX (now VXO) in 1986. It was based on an inverted BlackScholes formula, where S&P 100 near-term, at-the-money options were used to calculate a weighted average of volatilities. However, the Black-Scholes formula assumes that the volatility in the stock returns equation is either a constant, or at least does not have a stochastic component, while in reality it was already understood that volatility itself is stochastic in nature. A number of well-studied models of stochastic volatility have emerged, such as Heston (HM) [1, 2] and multiplicative (MM) [3, 4] . Consequently, a need arose for an implied volatility index, which would not only be based on stochastic volatility but would also be agnostic to a particular model of the latter [5, 6] . CBOE introduced its current VIX methodology on September 22, 2003 [7] to fulfill the above requirements and was based on [8, 9] , where a closed-form formula for the expected value of realized volatility [10] was derived using call and put prices. Notably, it utilized the S&P 500 index, which is far more representative of the total market, both near-term and next-term options and a broader range of strike prices. CBOE publishes historic data using both methodologies, VIX (new) and VXO (old) dating back to 1990 [11] (historic stock prices used in calculation of realized volatility can be found at [12] ). Here we call 1990 through September 19, 2003 Naturally, the question arises of whether VIX, designed to be a superior methodology, has a better track record than VXO. The short answer is that it is unclear. All-in-all, VIX/VXO is still too young to have accumulated sufficient amount of data and only time will tell how reliable it is in predicting realized volatility. Still, one of our notable observations discussed below is that the ratio of realized to implied variance (squared volatility) is best fitted with a fat-tailed (power-law) distribution, which clearly signals occasional large discrepancies between prediction and realization. This is not surprising, given that we are trying to predict the future (by pricing options) based on what we know today and thus are unaware of unexpected future events that can spike the volatility.
On the other hand, we also find that the distribution of the ratio of realized variance of the preceding month to the implied volatility, as well as of its inverse, is distributed with lognormal distribution. While the latter is heavy-tailed, this nonetheless shows that VIX is better attuned to the known volatility. We note a recent surmise that VIX can be manipulated [13, 14] and that Nasdaq is working on its own volatility index [15] . Hopefully, this work will establish a proper framework for testing implied volatility indices.
This paper is the second in a series devoted to analysis of historic market data, the other two discussing, respectively, stock returns [16] and relaxation and correlations [17] . It is organized as follows. In Section 2 we give a detailed visual and statistical comparison between realized volatility (RV ) and implied volatility represented by VIX 
where
are daily returns and S i is the reference (closing) price on day i. Time-averaged realized variance can be calculated from stochastic volatility σ t [10] , [16] as
Evaluation of the implied volatility is based on the evaluation of the expectation value of (3) [8, 9] . VIX uses options prices to estimate this expectation value via the generalized formula [7] 
where T is the time to expiration; F is the forward index level desired from index option price; K 0 is the first strike below the forward index level, F ; K i is the strike price of ith out-of-money option: a call if K i > K 0 , a put if K i < K 0 and both a put and a call if K i = K 0 ; ∆K i is the interval between strike prices, that is half the difference between the strike on either side of
R is the risk-free interest rate to expiration and Q(K i ) is the midpoint of bid-ask spread for each option with strike K i . This formula is then used for near-and next-term options [7] and the final expression for VIX is effectively an average between the two so the latter and the sum in (4) are intended to approximate the time average in (3). VIX and VXO were designed to measure a 30-day expected volatility. However, in their final form V IX 2 and V XO 2 are annualized by the ratio of 365/30 ≈ 12 [7] . As is clear from (1), RV 2 is also annualized and for comparison with VIX/VXO, we should take n = 21, so that 252/21 = 12; unlike VIX/VXO, RV is calculated based on the number of trading days. Accordingly, to compare the distributions of V IX 2 and V XO 2 with RV 2 , we must rescale one of them with the ratio of their mean values. Table 1 lists ratios of the mean of V IX 2 and V XO 2 over the mean of RV 2 . In what follows, the distributions of RV 2 are rescaled with the respective ratios from Table 1 . We also analyze data for VIX Current and VXO Current both in aggregate form and split nearly evenly for a period covering the financial crisis and after (see Appendix).
It should be emphasized that for n = 21 in (1) the distribution of RV 2 should be approaching normal. Fig. 1 hints at that but with an extended tail. The tail may be exponential or power-law, depending on how single-day returns are distributed. While the longer-time returns are better described by the Heston model and exponential tails [16] , single-day returns is still an open question. As always, the tail behavior is hard to pinpoint, especially with smaller data sets. Fig. 2 confirms the RV 2 distribution approach to modified normality. ; lower numbers indicate a better fit. N and ExGa are normal and exGaussian distributions respectively. Ga PD and IGa PD are product distributions of gamma and inverse gamma distributions respectively and normal distribution -which describe the distributions of stock returns in the Heston and multiplicative models [16] -modified by a change of variables to squared returns. Right: Log-log plot of the variance of the RV 2 distribution versus n. The slope of the straight-line fit is -0.9635.
Visual comparison of realized volatility and VIX/VXO
As previously mentioned, realized variance RV 2 is scaled by entries in 
Ratio distribution
To further compare the volatilities, we examined the ratios RV 2 /V IX 2 and RV 2 /V XO 2 . In plots below we show their time series and distribution functions. The latter are fitted using maximum likelihood estimation (MLE) and the parameters of the fits and KS statistics are collected in the tables. Six functionsnormal, lognormal, inverse gamma, gamma, Weibull and inverse Gaussian were used but only three best fits are shown with data PDFs. Clearly, barring VIX Archive, the fat-tailed IGa was the best fit. The hypothesis is that fat tails are due to sudden spikes in RV. The inverse distributions V IX 2 /RV 2 and V XO 2 /RV 2 are given to illustrate that there were no unexpected surges in VIX and illustrate consistency of MLE. 
Ratio distribution revisited
Here we repeat the calculation from the Sec. 2.3 except with the RV for the month preceding the month for which VIX/VXO is calculated. For instance, if on March 31 VIX/VXO predict RV for April, we compare them to RV for March. This is to test the hypothesis that VIX/VXO are pretty much as good a predictor as the RV they are already aware of. Indeed, LN distribution fits best both RV 2 /V IX 2 and RV 2 /V XO 2 , as well as their inverse, consistent with the fact that for a LN distribution the distribution of the inverse variable is also LN. In Sec. 2.3 we hypothesized large spikes of RV as the reason for fat tails. This is congruent with uncertainty -even with the knowledge of preceding RV -reflected in heavy LN tails. 
Variance of realized variance
The goal of this section is to evaluate the expectation value of theoretical variance of realized variance
and compare it with the market data using historic squared stock returns. Here v t = σ 2 t is the stochastic variance and θ is the mean (expectation) value of v t in the mean-reverting models,
Below we discuss two such models -Heston and multiplicative [16] .
Heston Model
In the Heston model the equation for stochastic variance is given by
To evaluate (5), we need to know the correlation function [17] 
From (5) and (8) we find
with the following limits
Multiplicative Model
In the multiplicative model the equation for stochastic variance is given by
In this case [17] 
From (5) and (13) we find
Numerical simulations
Clearly, for both models the following holds
meaning that in the regime of strong correlations in (8) and (13), the value of the variance of realized variance does not depend on T and is consistent with central limit theorem otherwise.
In Fig. 27 we compare the historic market data with theoretical predictions (10) and (15), including the limiting behaviors (11) and (16) . To do so, we need to identify the values of parameters θ, κ and γ. one way to accomplish this is by fitting historic data with (6), (8) and (13) and the results are summarized in Table  11 . Thus found values of parameters are close to those obtained from leverage [17] , [18] and by averaging the values of parameters obtained from fitting multi-day stock returns [16] , [17] . Alternatively, in Table 12 we use parameters obtained from single-day returns (τ = 1 values in [16] , with the same γ as in Table 11 ). While multiplicative model does better, a continuous model may not be appropriate for single-day returns. In Fig. 28 the comparison between theory and data is performed for the universal expression (17), including the limiting behaviors (18) . Clearly, agreement between theory and data in Fig. 28 is quite good, while it is not as close in Fig. 27 . The reason is that former depends only on one parameter γ, which is well established correlation and relaxation scale for mean reverting models [16] - [19] . 
Conclusions
Previously [16] we showed that the multi-day -typically longer than several weeks, to account for relaxation processes -stock returns are better described by the Heston model. Realized volatility, conversely, is calculated from single-day returns, which are presumably on the borderline between intra-day jump processes and continuous processes, such as Heston and multiplicative. Furthermore, realized volatility is square root of the realized variance, which is a sum of roughly 21 realized daily variances representing the trading month. As such, it is clear that the realized variance should be approaching normal distribution. Figs. 1-2 reflect this conjecture, with the caveat that the distribution maintains a tail similar to that of a single-day variance distribution.
Regarding the latter, we showed that an exGaussian distribution provides an excellent fit. This, however does not necessarily indicate that the tail is in fact exponential. An exGaussian is a sum of normal and exponential distributions and is an artificial construct, where all parameters are shape parameters and the distribution rescales only when all parameters rescale simultaneously. On the other hand, exGaussian has the right properties for the realized variance distribution and can be described analytically. It is quite possible that a distribution exists, which combines normality with a heavy, perhaps fat, tail that gives comparable Kolmogorov-Smirnov statistics to exGaussian. This is something we intend to study in the future.
With respect to comparison of the realized volatility to predictions of volatility indices, we found no discernible advantages between VIX and VXO. We also found that the ratio of the realized variance to squared VIX and VXO is best fitted by a fat-tailed (power-law) distribution -in this case Inverse Gamma. This most likely reflects large unexpected spikes of realized volatility not foreseen by volatility indices. The inverse distribution, which is the distribution of the inverse variable, is best fitted with an exponentially decaying distribution -in this case Gamma. This reflects no unexpected surges in volatility indices relative to realized volatility. When we use realized volatility of the preceding month, however, the ratio distributions are all best fitted with lognormal distribution. This most likely reflects the fact that while we predict future volatility based on what we presently know (past realized volatility and current information [20] ), large spikes in volatility still result in heavy lognormal tails of the ratios due to uncertainty associated with such spikes. We will discuss relationship between volatility spikes and tails in a future work.
Finally, evaluation of the theoretical dependence of variance of realized variance and its limiting behaviors compares well vis-a-vis historic data, with the prediction of the multiplicative model having an edge over the Heston model. The latter may be due that single-day returns, on which realized variance is based, are better described by the Student's distribution [16] , [21] . Interestingly, 21 days, over which the realized variance is calculated, is also roughly the relaxation time of stochastic volatility, γ −1 . Additionally, the mean value of the volatility in the mean-reverting models may be stochastic itself [18] -with similar time scales -which may as well affect the comparison. Ideally, one would also want to study the higher moments of the realized variance distribution. The difficulty, however, is that decoupling the higher-order correlation functions of stochastic variance into pair-wise correlation functions leads trivially to a normal distribution, which is not the case per above. This is a challenging problem that also needs to be addressed. 
