



Title of dissertation: Characterization and Application of Angled 
Fluorescence Laminar Optical Tomography  
 Chao-Wei Chen, Doctor of Philosophy, 2013 
Directed By: Professor Yu Chen,  
Fischell Department of Bioengineering 
Angled fluorescence laminar optical tomography (aFLOT) is a modified fluorescence 
tomographic imaging technique that targets the mesoscopic scale (millimeter 
penetration with resolution in the tens of microns). Traditional FLOT uses multiple 
detectors to measure a range of scattered fluorescence signals to perform 3D 
reconstructions. This technology however inherently assumes the sample to be 
scattering. To extend the capability of FLOT to cover the low scattering regime, the 
oblique illumination and detection was introduced. The angular degree of freedom for 
the illumination and detection was theoretically and experimentally investigated. It 
was concluded that aFLOT enhanced resolution 2.5 times and depth selectivity 
compared to traditional FLOT, and that it enabled the stacking representation, a 
process that skips the computationally-intensive reconstruction usually needed to 
render the tomogram. Because stacking is enabled, the necessity of a reconstruction 
process is retrospectively discussed. aFLOT systems were constructed and applied in 
tissue engineering. Phantoms and engineered tissue models were successfully imaged. 
The aFLOT was shown to perform non-invasive in situ imaging in biologically 
 
 
relevant samples with 1mm penetration and 9-400 micron resolution, depending on 
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Chapter 1 introduces fluorescence imaging, and 3 common parameters for evaluating a 
mesoscopic imaging system. Chapter 1 also covers the previous study, the first OCT-
FLOT integration, which was done exclusively in Dr. Chen’s lab back in early 2009.  
Chapter 2 walks through the linear theory of aFLOT. Only the details necessary to 
understand my contribution are covered. For example, the expectation-maximization, one 
non-linear algorithm for the reconstruction, is not covered even though I still 
implemented it during my PhD training. I will show a brief comparison that both the 
linear and non-linear reconstruction gave comparable tomogram, justifying the linear 
approach is applicable. Chapter 2 is intended to be self-contained. In the end, I hope I can 
provide a comprehensive starting point for the reader.  
Having described the basics of aFLOT, I add my own contribution in Chapter 3, which 
explores the angular degree of freedom in the illumination and detection of the optics. I 
will discuss the optimization of the angle FLOT (aFLOT) using Monte-Carlo simulation 
and singular value analysis. Chapter 3 also covers the instrumentation and data 
acquisition of aFLOT. 
Chapter 4 details the experimental characterization of aFLOT images. Well-designed 
phantoms were fabricated and imaged. Resolution, penetration depth, and sensitivity 
against scattering and penetration depth were characterized. 
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Chapter 5 details the application of aFLOT in tissue engineering. aFLOT successfully 
resolved 3D human mesenchymal stem cell (hMSC) distribution in engineered tissue 
models. This advance demonstrates the potential of aFLOT to perform a non-invasive in 
situ imaging, compared to laborious and destructive cryo-sectioning of an imaged sample.  
Chapter 6 concludes the thesis by summarizing the keynote about aFLOT. My 
contribution is shortly repeated and itemized in section 2. Section 3 closes the thesis by 
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In the field of imaging, resolution, contrast, and penetration depth are among the most 
common parameters for evaluating imaging systems. In section 1.1, I summarize the 
history, definition, and measurement of those parameters. In section 1.2, I briefly state the 
history, advantages, disadvantages, and principles of fluorescence imaging. Sections 1.1 
and 1.2 outline a way to categorize the fluorescence imaging according to the size of the 
objects being observed. Historically, imaging has focused on microscopy and later on 
macroscopy. The mesoscopic middle ground is rarely explored, yet is important because 
it provides a link between extreme local fragmentation and global unity. The application 
in chapter 5 shows its unique advantage in studying the cell-cell or cell-material 
interactions. In section 1.3, the previous work done in our lab by Dr. Yu Chen and Dr. 
Shuai Yuan was briefed; one aim of this thesis is to improve upon the previous work. 
 Resolution, contrast, and penetration depth 1.1
Resolution and contrast have been the two most critical parameters for evaluating 2D 
imaging systems. It was not until 1895, the year in which Wilhelm Röntgen discovered 
and systematically studied X-rays, that the need for 3D imaging became apparent. 
Clinical motivations such as the desire to avoid invasive medical procedures into the 
human drove the development. The first 3D imaging technique was X-ray computed 




imaging techniques prospered, such as MRI and ultrasonic tomography, both of which 
were developed in the 1950s. Tomography refers to imaging by sections, through the use 
of any kind of penetrating wave. The range of depth sectioning, termed penetration depth, 
became the third most important parameter for evaluating (3D) imaging systems. 
Depending on their resolution and penetration depth, imaging technologies can now be 
categorized into macroscopic, mesoscopic, and microscopic scales. Figure. 1 illustrates 
some multi-scale biomedical imaging modalities and platforms. 
 




Resolution describes the ability of an imaging system to resolve detail in the object that is 
being imaged. Resolution is usually measured by the point-spread function (PSF) of the 
imaging system. The most common historical criterion (as the focus was on 2D 
microscopes) was suggested by Rayleigh. Rayleigh’s criterion states “two point sources 
are regarded as just resolved when the principal diffraction maximum of one PSF 
coincides with the first minimum of the other.” As a result, the dip formed by the two 
separated PSFs is about 26% and the corresponding separation (resolution) is 0.61 789. 
The formula, involving the wavelength and the numerical aperture, is a diffraction-
limited estimate of resolution.  
An alternative to estimate resolution is to use full-width-half-maximum (FWHM) of the 
PSF. It disregards the imaging scale and is more general because in fact some PSFs do 
not have first minimum and because the PSF is a summary of both diffraction and 
aberration. At macroscopic and mesoscopic scales, where diffraction is irrelevant, it 
appears that only this FWHM alternative is a well-defined measure of resolution. At 
microscopic scales where diffraction dominates, the FWHM of a PSF is comparable to 
Rayleigh’s criterion. Furthermore, for current imaging technologies such as super-
resolution, many of which break down the diffraction limit, the FWHM of a PSF is 
repeatedly used in the literature.  
One another measure of resolution is inter-quartile range (IQR), which represents the 




curve. IQR provides a more stable estimate of spread than FWHM in the presence of a 
long tail distribution [9]. In this thesis, I use the FWHM or IQR of a PSF as the resolution. 
Contrast is the difference among luminance, phase, wavelength (color), and polarization 
of electromagnetic light that makes an object representing in an image distinguishable. 
There are several origins of optical contrast. Bright field illumination obtains contrast 
from absorbance of light in the sample. Cross-polarized light illumination obtains 
contrast from rotation of polarized light through the sample. Dark field illumination 
obtains contrast from light scattered by the sample. Phase contrast illumination obtains 
contrast from interference of different path lengths of light through the sample. In this 
thesis, a fluorescence technique is used to obtain contrast. Fluorescence technique 
essentially recognizes that the wavelength of signal can be exclusively designed and 
selected. 
Penetration depth was introduced after the advent of 3D imaging techniques. Current 
convention considers a good 3D imaging system to be one which maintains depth-to-
resolution ratio >100. [10] 
 Fluorescence imaging 1.2
The history of fluorescence is as long as that of optics, dating back to the 15
th
 century. It 
was however not until the 20
th
 century that fluorescence and optics were combined. In 
1911-1913, the first auto-fluorescence microscope was developed by Otto Heimstaedt 




In addition to absorption, scattering, phase, and polarization, fluorescence takes a 
fundamentally different approach to provide contrast. Although the intensity of 
fluorescence is usually 1000 times lower than that of reflection, an emission filter able to 
reject unwanted wavelengths by 6 orders makes this alternative possible. What makes 
this approach useful is the variety of available fluorescent dyes that target particular 
components of complex biomolecular assemblies and functions. In 1994, when M. 
Chalfie et al. succeeded in expressing a naturally fluorescent protein, the now-famous 
green fluorescent protein (GFP), in living organisms, a whole new class of labeling 
methods makes fluorescence imaging indispensable[11]. On the other hand, 
photobleaching and phototoxicity are two limitations of fluorescence imaging. After a 
long exposure to incident light, photobleaching denatures fluorophores, which then lose 
their ability to fluoresce. This phenomenon may severely limit the time over which a 
sample can be imaged. Phototoxicity is an adverse effect due to exposure to the intensive 
light. Fluorescent molecules may further generate reactive chemical species when under 
illumination which enhances the phototoxic effect. 
All fluorescence imaging techniques follow similar principles. A sample is illuminated 
with light of a wavelength which excites fluorescent molecules in the sample. The 
relaxation of the excited molecules releases energy that is either thermally dissipated or 
radiatively emitted. The latter is recognized as either fluorescence (spin transition 
allowed) or phosphorescence (spin transition forbidden). The remitted energy must be 




the illumination source. After passing an emission filter that exclusively select the 
fluorescing wavelength, fluorescence is detected by the detector. 
If categorized by scales, fluorescence microscopes use techniques including confocal, 
multi-photon, structured light illumination, temporal focusing, and selective plane 
illumination to achieve and improve sub-micron resolution and sub-millimeter 
penetration depth. Fluorescence confocal microscopy (FCM) uses a pinhole to reject off-
axis focused signals. Multiphoton microscopy (MPM) uses high intensity light to 
generate an appreciable nonlinear effect to excite fluorophores, further enhancing both 
resolution and penetration depth, compared to CM, because of the typically lower 
scattering in biological samples in near infrared light. Common CM and MPM techniques 
rely on scanning an optical probe point to form a tomogram, which limits the acquisition 
speed. Structured light illumination projects grid patterns onto the objects by recognizing 
that optical sectioning strength depends on particular spatial frequency. Temporal 
focusing uses a pulse laser to achieve optical sectioning. Light-sheet/selective plane 
illumination takes an instrumentation approach by separating the illumination arm from 
the detection arm.  
Macroscopically, diffuse optical tomography (DOT) captures the multi-scattered 
fluorescence from the sample surface and uses it to reconstruct the intensity and 
distribution of fluorophores within the sample, typically yielding 3D spatial resolution on 




Based on the same idea, a family of fluorescent mesoscopic imaging technologies has 
been designed, including fluorescence molecular tomography [12], mesoscopic epi-
fluorescence tomography [13], and fluorescence laminar optical tomography (FLOT) [14-
16], each targeting a slightly different regime of resolution and penetration depth. Unlike 
CM, FLOT uses an array of detectors with different separation from the source, each of 
which simultaneously records scattered fluorescence, which is weighted differently at 
each depth. FLOT uses reconstruction, a post-processing procedure, to render depth-
resolved information. However, the typical source-detector separations in FLOT are 
much shorter (typically a few millimeters) than those in DOT. FLOT can therefore yield 
higher resolution than DOT. FLOT established a >2mm penetration depth and a 100-200 
micron resolution when imaging a rat cortex. Capillary phantoms have also been used to 
characterize FLOT, showing that the FWHM of the axial PSF increases as depth 
increases. Previous work in Dr. Chen’s lab indicates an axial FWHM of 400-500 micron 
at 1-mm depth.  
In this thesis, I focus on using the angular degree of freedom to improve resolution and 
penetration depth, theoretically in chapter 3 and experimentally in chapter 4.  The 
framework of traditional FLOT is however required and is described in chapter 2. Before 
proceeding, it is worthwhile to mention our previous work in the next section. Dr. Chen’s 
lab is the first lab that developed the multi-modal optical coherence tomography (OCT) -




 Multi-modal OCT-FLOT system  1.3
Multi-modal optical imaging techniques offer a more comprehensive understanding about 
the imaged subject. The development has been focused on tomographic imaging, co-
registering tomograms, and performing simultaneously combined imaging. Usually, one 
modality performs high resolution structural imaging, and the other monitors the 
molecular, biochemical, or metabolic function. Being able to simultaneously acquire such 
complementary information about the imaged subject is beneficial because the merged 
imaging procedure would simplify the patient/hospital workflow. More, complementary 
information provides more accurate diagnosis and therapy.  
The synergy has evolved from offering complementary information to refining image 
reconstruction. For biomedical applications, by interpreting the structural and functional 
images simultaneously, one is able to attain a diagnostic accuracy which may be not 
achievable by each individual modality. For example, in animal studies, fluorescence-
guided OCT demonstrated that the specificity of fluorescence detection of transitional 
cell carcinoma was significantly enhanced (53% vs. 93%), and the sensitivity of 
fluorescence detection also improved by combination with OCT (79% vs. 100%) [17].  
In this section, the combination of OCT and FLOT as a mesoscopically co-registered 
structural and molecular imaging platform is introduced (the red “⇔” in Figure. 1). OCT 
is primarily based on contrasts from the scattering, birefringence, and refractive index 
variations of the tissue, providing resolution of 1-10 µm and penetration depth of 1-2mm 




molecular information through the use of fluorescence contrast agents [16, 18]. Their 
comparable imaging scales and complementary contrast mechanisms motivated the 
integration of OCT and FLOT. 
1.3.1 Result: Phantom Experiments 
The performance of the OCT-FLOT system was first demonstrated by imaging a tissue 
phantom[8], which consisted of a capillary tube suspended in a scattering medium. The 
capillary tube (100 µm inner diameter and 125 µm outer diameter) was filled with 
fluorescent dye (10 µM Cy5.5). The scattering medium was 2% Intralipid with Indian ink 
(μ; = 0.2 mm>?, μ@ = 7.2 mm>? at 670 nm, anisotropy factor g = 0.9), which is similar 
to human skin tissue. This tissue phantom was designed to provide contrasts for both 
OCT and FLOT. For OCT, the contrast was from the scattering medium and the glass 
walls of the capillary tube; for FLOT, the contrast was from the Cy5.5. The wavelengths 
of the illumination source, dichroic mirrors, and filters in FLOT were chosen based on the 
optical properties of Cy5.5. They can be adapted to other fluorescent dyes.  
Figure. 2 shows the comparison of OCT and FLOT images of the capillary tube phantom. 
OCT readily imaged the 3D structure of the tube as shown in (A). Figure. 2 (B, C, D) 
show the comparison of OCT cross-sectional image (YZ) and FLOT image at location 
“1”, “2”, and “3” denoted in (A) respectively. Observations include: First, the FLOT 
image of the capillary cross-section at deeper location was larger in size, indicating the 
resolution degraded. Second, the FLOT image (XZ) revealed a similar contour of the 




least deep to 1mm. Third, the reconstructed intensity was nearly constant, which agrees 
with the fact that fluorophore concentration in the capillary should be uniform. 
 
1.3.2 Result: Subsurface Cancer Imaging 
Using the same system, a human breast cancer xenograft animal model of cell line, 
MDA-MB-231, was labeled by tdTomato dye for in vivo OCT-FLOT imaging. [7] 
Figure. 3(A, E) show an OCT cross-sectional image of the breast tumor. The high 
scattering of mouse skin layer limited the penetration depth. The boundary between the 
skin and the tumor remained visible in A while the boundary was less well-defined in E 
indicating tumor invasion. (B, F) show the co-registered FLOT image revealing the 
subcutaneous tumor with exclusively high sensitivity at least 1.5mm below the surface. 
(C, G) show the fused OCT-FLOT image which shows the relative position and 




distribution of tumor regions underneath the skin. (D, H) show the corresponding 
histology confirming the presence of a tumor. (I) shows the 3D view of mouse skin (from 
OCT) and subsurface tumor (from FLOT). 
 
In sum, the OCT image provided the structural information of the phantom and the FLOT 
reconstructed image provides the fluorescence fluorescence-dye-targeted molecular 
information. Together, the hybrid OCT-FLOT system showed the concurrent depth-
resolved tissue-structural and molecular imaging.  
 




2 Theory of Fluorescence Laminar Optical Tomography 
and Local Image Reconstruction 
The radiative transport equation (RTE)
1
 is derived, as is its frequency domain application 
under monochromatic light operation. In addition, linear image reconstruction is 
discussed. Two extreme cases (high and low scattering) are considered first. 
Simplification of linear image reconstruction can be made for each. Then I will cover the 
general case where Monte-Carlo simulation comes into the picture. The developed theory 
is general for 3D reconstructions. Because line illumination was implemented, the 
reconstruction process was simplified to generate 2D images representing ZX local cross-
sections of the sample. The formation of the global 3D tomogram was accomplished by a 
tiling process. 
Two good references are Chapters 5 and 11 in Dr. Li-Hong Wang’s Biomedical Optics: 
Principles and Imaging, and Dr. David Boas’ PhD thesis. 
 Radiance and the Radiative transport equation 2.1
2.1.1 Radiance  is the unknown to solve for  
For general purposes, physicists like to define fundamental physical quantities such as the 
density of a material rather than the particular mass of a material because the latter 
requires one to specify the amount of the material, while the former is a constant. A 
                                                 




quantity that can be kept more constant is more desirable. In the RTE, the most 
fundamental quantity is spectral radiance LJ, defined as the energy flow per normal area 
per unit solid angle per unit time per unit temporal frequency bandwidth. In practice, 
since experiments are usually performed with specific range of wavelength Δv, radiance 
L = LJΔv = LML9 LNLO (unit = W/mQsr ) is a scalar quantity that is more accessible. In fact, 
the RTE is all about solving for L. When facing challenging differential problems such as 
RTE, a routine trick is to decompose/expand L by a convenient basis, in a hope that the 
analysis becomes feasible. In the mesoscopic regime, light propagates in scales of tens to 
hundreds of mm while the size of fluorophores is measured in microns. That fluorophores 
are relatively sparse and light propagates isotropically makes spherical coordinates the 
best description for RTE. Therefore, one can decompose R by spherical harmonics: 
R(ST, V̂, t) = limX→Z [ [ R\,](ST, ^)_\,](V̂) \]`>\
X
\`a   
where V̂ =  (VbcdefVg, VbcdVbcg, efVd) in Cartesian coordinates. The zero-th and first 
moments are of particular interests at least for one reason that they, by themselves, 
sufficiently describe the diffusion approximation. Because the diffusion approximation 
goes up to the first order moment, it is also known as the h? approximation2. The zero-th 
moment is called fluence rate (or intensity) ϕ, and the first moment is called current 
                                                 




density jT. While both have the same unit (k/lQ), ϕ is scalar and jT  is a vector. The 
operational formula needed to extract ϕ and jT from R is  
mno
np g(ST, ^) = q R(ST, V̂, t)rs tV̂ = q q R(ST, V̂, t)VbcdtdtgQsu`asv`a  jT(ST, ^) = q V̂R(ST, V̂, t)rs tV̂ = q q V̂R(ST, V̂, t)VbcdtdtgQsu`asv`a
 
Under the diffusion approximation,  
Equ.1 R(ST, V̂, ^) ≈ xRa,a(ST, ^)_a,a(V̂)y + xR?,>?(ST, ^)_?,>?(V̂) + R?,a(ST, ^)_?,a(V̂) +
R?,?(ST, ^)_?,?(V̂)y = ?rs g(ST, ^) + {rs jT(ST, ^) ⋅ V̂  
As alternatives to  R(ST, V̂, t), other equivalent quantities include  
1. R(ST, V̂, t)/} (Jm>{): Energy density, the propagating energy per unit volume per unit 
solid angle. } is the speed of light the media. 
2. R(ST, V̂, t)/}ℎ  (m>{): Photon density, the number of propagating photons per unit 
volume. Note however this expression is valid only if light is monochromatic. 
2.1.2 Radiative transfer equation (RTE) 
The change in energy in every volume element within the solid angle element per unit 
time is dP = (T,̂,O)/ ttV̂. Energy conservation requires that this change equal the 
balance of 4 other factors:  




th = V̂ ⋅ ∇R(ST, V̂, t)tΩt = ∇ ⋅ [R(ST, V̂, t)V̂]tV̂t addresses the divergence of the local 
photon beam.  th = 0 if the beam is collimated. th > 0 if the beam diverges, and 
th < 0 if the beam converges.  
th = (tV)[R(ST, V̂, t)ttV̂] = R(ST, V̂, t)ttV̂ addresses the extinction of photons, 
or the energy loss. tV represents the probability of extinction (by either scattering or 
absorption) in a distance tV. th > 0 means energy is lost. 
th = (t)tV̂  R(ST, V̂′, t)h(V̂, V̂)tV̂′  rs addresses the energy incident on the volume 
element t from any direction  V̂ and scattered into tV̂ around direction V̂. h(V̂, V̂), the 
so-called phase function, is a probability density function:  h(V̂, V̂)tV̂ rs = 1. If the 
phase function only depends on the angle between V̂ and V̂, h(V̂, V̂) = h(V̂ ⋅ V̂), where 
V̂ ⋅ V̂  is the directional cosine. Physically, this means scattering depends only on the 
change in direction of the photon. The scattering anisotropy is  (V̂ ⋅ V̂)h(V̂ ⋅ V̂)tV̂ rs ≡, which ranges from -1 to 1.  = 1 means photons simply travel forward (from V̂to V̂) 
as if they were not scattered.   = −1 means photons travel backward (from V̂to -V̂). 
 = 0 means photons scatter evenly in every direction, or isotropically.  
th = (ST, V̂, t)ttV̂ accounts for the energy produced by a source in certain volume 
element within the solid angle element per unit time. (ST, V̂, t) has units W/m{VS 





R(ST, V̂, ^)/}^ = −V̂ ⋅ R(ST, V̂, ^) − R(ST, V̂, ^) +  q R(ST, V̂′, ^)h(V̂, V̂)tV̂ rs + (ST, V̂, ^) 
This is the so-called radiative transfer function. 
2.1.3 Diffusion equation 
Under the diffusion approximation (μ@ ≫ ), the RTE degenerates into the diffusion 
equation. In Equ.1, R(ST, V̂, t)  is decomposed to ϕ(ST, ^)  and jT(ST, ^) . Here, the source 
(ST, V̂, t)  is decomposed to the same order: (ST, V̂, t) = ?rs a(ST, t) + {rs S?T(ST, t) ⋅ V̂ . 
Therefore, after substituting Equ.1 into Equ.3, one may intermediately obtain  
Equ.4 ? u(T,) + g(ST, ^) +  ⋅ jT(ST, ^) = a(ST, ^) 
Equ.5 ? ¢T(T,) + ( +  )jT(ST, ^) + ?{ g(ST, ^) = ?T(ST, ^) 
Where μ@ = µ@(1 − g)  is referred to as the reduced scattering coefficient. Because 
ϕ(ST, ^) and jT(ST, ^) appear in both Equ.4 and Equ.5, it is intended to decouple Equ.4 and 
Equ.5 for ϕ(ST, ^) . Strategically, one can differentiate Equ.4 with respect to ^  and 
substitute 
¢T	 using Equ.5 to obtain: 
−∇ ⋅ £jT+ D∇ϕ¤ = −3¥} ¦ ∂ϕ∂t + 1} ∂Qϕ∂tQ ¨©ªªªªª«ªªªªª¬~a	®	¯°±≫²³	




Where D = ?{(¯¹º¯°± ) is referred to as the diffusion coefficient. All terms on the right-hand 
side are small under the diffusion approximation. Note the special case jT+ D∇ϕ = 0 is 
Fick’s law, and using Equ.4: 
−∇ ⋅ £jT+ D∇ϕ¤ = 1} ∂ϕ∂t + ϕ − ∇ ⋅ "D∇ ⋅ ϕ$−Sa 
Therefore, if −∇ ⋅ £jT+ D∇ϕ¤ = 0, we arrive at the diffusion equation: 
Equ.6	 ? u + g −  ⋅ "¥ ⋅ g$ = a	
If the diffusion coefficient D  is spatial-invariant, ∇ ⋅ "D∇ ⋅ ϕ$ = ¥∇Qϕ . Hereafter we 
assume this case. 
2.1.4 Examples: Impulse responses in an infinite scattering medium 
Examples in this section repeatedly use the Helmholtz wave equation and its Green 
function: 
»(∇Q + ¼Q)½(rT) = −δ(rT)G(rT) = 14ÀS	 ÁÂ 		 
Where k can take complex values. Besides, the integrals of Gaussian are also useful. 
q e>Ã;ÄÅºÆÄºÇÈtÉZ`>Z = ÊÀË eÆÅ>rr  




For an infinitely short-pulsed (δ(t)) point source (δ(rT)), the source term is modeled as 
SO(rT, ^) = Saδ(rT, ^) = Saδ(rT)δ(^). The diffusion equation and answer pair is: 
mno
np1} ∂ϕ(rT, ^)∂t + ϕ(rT, ^) − ¥∇Qϕ(rT, ^) = aÍ(^)δ(rT)ϕ(rT, ^) = a }(4À¥}^){Q	 Á> 
ÅrÎ>²³ ≡ ϕO(rT, ^) 		 
For constant power Sa, monochromatic (e>Ï) and point source (δ(rT)), the source term 
is modeled as SÐ(rT, ^) = Sae>Ïδ(rT). The diffusion equation and answer pair is: 
Ñ1} ∂ϕ(rT, ^)∂t + ϕ(rT, ^) − ¥∇Qϕ(rT, ^) = Sae>Ïδ(rT)ϕ(rT, ^) = a 14À¥S	 ÁÂ>Ï	 ≡ ϕÐ(rT, ^) 		 
Where kQ = − ¯¹Î + b ÏÎ is a function of Ò. Note also that because ϕ is driven by S(rT, ^), 
it has the same factor e>Ï. Intuitively, one can show ϕÐ(rT, ^)|Ï`a =  ϕO(rT, ^)t^Z`a .  
One trick (though practical) when modeling the source is that the spatial and temporal 
components have been independent and decoupled. This allows us to apply separation of 
variables (ϕ(rT, ^) = ϕÔ(rT)ϕO(^)) to simplify the equations. For example, here, by writing 
S(rT, ^) = e>Ïδ(rT), we also write ϕ(rT, ^) of the form ϕ(rT, ^) = ϕ(rT, Ò)Á>Ï. Therefore, 
Equ.6 becomes  
´− iwv + μ;µ ϕ(rT, Ò) − ¥∇Qϕ(rT, Ò) = Í(rT) 




»(∇Q + ¼Q)½(rT) = −δ(rT)G(rT) = 14ÀS	 ÁÂ  
One immediately identifies kQ = − ¯¹Î + b ÏÎ, and G(rT) = ¥ϕ(rT, Ò).  
2.1.5 Units 
It is good to keep in mind the units of these quantities. ¥ is has units of l. Sa has units  
of k.	δ(rT) has units  of l>{. ϕÐ(rT, ^) has units  of k/lQ.  ϕO(rT, ^) has units  of k/lQV. 
Finally, SO(rT, ^) has units of k/l{V and SÐ(rT, ^)  has units of k/l{. 
 Modes of operations: TD vs. FD 2.2
R is the solution to the RTE. As a general solution to a differential equation, R contains 
homogeneous and inhomogeneous solutions. A homogeneous solution is the natural 
response describing how radiance evolves/propagates without a driving force  during 
the observation time window. It does however depend on initial condition that may be 
caused by a source that happens before the observation window. Investigating the 
homogeneous solution is the main subject if operating in the time-domain as its source 
would be modeled as δ(ST)δ(t) where the source is off after ^ = 0. On the other hand, the 
inhomogeneous solution of R is the response to the continuous excitation source . If  
operates with frequency ω,  = Í(ST)ÁÖ× , R will also respond in the same frequency, 
meaning R is of the form of RTÁÖØ(T)ÁÖ×. This is the frequency domain operation, the 
most mature and dominant to date. Because R   is expected to respond in the same 




usually the experiment is carried out in one single frequency. The information obtained is 
less complete than that obtained in time-domain operation. To bring the missing 
information back (for example, to be able to separate absorption μ; from scattering μ@ , 
rather than a lump sum as extinction μO = μ; + μ@ ), mathematics gives a clue by 
observing that δ(t) = ?QÙ eÚÛOtÜZ>Z , meaning as long as multiple and sufficient 
frequencies are used, the same amount of information can be recovered. 
 Linear image reconstruction 2.3
2.3.1 Linear relationship between fluorescence and fluorophore distribution 
In section 0, we see the equivalence of time-domain and frequency-domain mode 
operations. I continue to develop the linear image reconstruction in the following two 
sections. In this section, I derive the linear relationship between the measured 
fluorescence and the fluorophore distribution, which is the tomography of interest to 
solve. In the next section, I explicitly express the fluorophore distribution in terms of the 
measured fluorescence.  
The frequency-domain result in section 2.1.4 is 
Equ.7	 Ý(Q + ¼Q)g(ST, Ò) = −Í(ST)ag(ST,Ò) = a ?rsÎ	 ÁÂ 	




The optical contrast of FLOT is fluorescence. The fluorescence intensity Þ depends on 
multiple factors, including the detector’s quantum efficiency, the detector’s geometry, the 
fluorophores’ quantum efficiency, and the number of photons absorbed. The fact that the 
fluorescence intensity is proportional to the absorption [19], suggests that we can apply 
the perturbation theory to μ;, one of which is Born approximation3. The aim of the linear 
image reconstruction is to relate the measured fluorescence intensity distribution to the 
local change ∆μ; = ∆μ;(rT) = ∆μ;(É, à, á).  
By perturbation, ∆ ≪  is assumed. Mathematically, we replace  →  + ∆μ;(rT). ϕ(rT, Ò) must accommodate this change to be a legitimate solution to Helmholtz equation. 
Therefore, we replace ϕ(rT, Ò) → ϕ(rT,Ò) + ∆ϕ(rT,Ò)and obtain: 
Equ.8	 	ãQ− ²³Î + b ÏÎ©ªª«ªª¬ÂÅ − ∆²³(T)Î ä "g(ST,Ò) + ∆g(ST, Ò)$ = −Í(ST)a	
The idea of the perturbation theory is to require Equ.7 and Equ.8 hold true 
simultaneously. Also, as a first-order approximation, 
∆¯¹(ÔT)Î ∆ϕ(rT,Ò)  is ignored. After 
simplified by Equ.7, Equ.8 becomes  
(∇Q + ¼Q)∆ϕ(rT, Ò) = ∆μ;(rT)¥ 	ϕ(rT, Ò) = −Í(rT) ∗ "−∆μ;(rT)¥ 	ϕ(rT, Ò)$ 
                                                 





∆ϕ(rT, Ò) = ½(rT)æ?rs	çèé ∗ ê−
∆μ;(rT)¥ 	 ϕ(rT, Ò)©ª«ª¬¶ërsÎ	çèéì 
Where ∗ stands for convolution. This is the solution when the source is placed at the 
origin. If the point source is at r@T, 
Equ.9	 ∆g(ST, Ò) = ½(ST) ∗ í− ∆²³(T)Î 	g(|ST − ST|, Ò)î	
= qt{ST ∙ ½ÃST − STÈ©ª«ª¬?rsðT>±TðçèðéTñé±Tð
∙ − ∆ÃSTÈ¥ ∙ gÃòST − STò, ÒÈ©ªªª«ªªª¬¶ërsÎð±T>óTð	çèðé±TñéóTð
≡ ∆Þ(ST, ST)	
∆ϕ(rT,Ò) ≡ ∆Þ(r@T, rLT), rLT = rT is denoted to emphasize that the fluorescence difference 
is measured by placing source at r@T and detector at rLT. It is reasonable to assume that both ST and ST point towards the surface of the sample. The surface may not be flat, but the 
emphasis is that we use the fluorescence light that escapes from the sample surface to 
estimate fluorophore (the origin of the local change ∆μ;) distribution deep within the 
sample.  
Equ.9 is instructive. First of all, it shows that rT and r@T are interchangeable. This is more 
than a coincidence; this has a physical significance and is referred as principle of 
reciprocity: exchanging the source and observation points does not affect the solution. 




illustrates that what the detector at rT receives is the summed-up fluorescence intensity 
propagating to rT  from every possible r′T , while the strength of the fluorescence also 
depends on how much the source power can deliver from r@T to every possible r′T. Here we 
reserve the flexibility of GÃrT − rTÈ and ϕxðr′T − r@Tð , wy, which are equal to a spherical 
wave as a result of the diffusion approximation. In section 2.3, we will take the advantage 
of Monte-Carlo simulation to enrich their content. 
 
Figure. 4 is a graphical illustration, where OÃrTÈ = − ∆¯¹xÔ±TyÎ t{rT stands for a fluorophore 
object at rT. The general principle of LOT families is now clear. Since we are able to 
physically vary the detector’s position and even its viewing angle, we can modulate the 




ϕ r?′  rs , Ò ϕ rQ′  rs , Ò
ϕ r{′  rs , Ò ½ rT  r{
′
½ rT  r?′











is possible to recover OÃrTÈ from ∆Þ(r@T, rLT). For example, in Figure. 4, if we know there 
are only 3 fluorescence objects in the sample for sure, then we know we can acquire 
∆Þ(r@T, rLT) at least at 3 different positions rLT = r?T, rQT, r{T to recover O xr?Ty , O xrQTy , O xr{Ty 
because  
mno
np∆Þ(r@T, r?T) = k??O xr?Ty + k?QO xrQTy + k?{O xr{Ty∆Þ(r@T, rQT) = kQ?O xr?Ty + kQQO xrQTy + kQ{O xr{Ty∆Þ(r@T, r{T) = k{?O xr?Ty + k{QO xrQTy + k{{O xr{Ty
 
Equ.10 k]\ ≡ ½ÃS]T − S\TÈgÃòS\T − STò, ÒÈ 
Where k]\ is of unit W/m{. OÃr\TÈ is of unit m. 
However, practically, we don’t know the number of fluorophores within the sample. 
Moreover, they may even be grouped. So it is preferred to acquire as many different 
∆Þ(S]T, S]T)  values as possible, and understand OÃr\TÈ  as the relative unit-less 
fluorophore concentration at r\T. As a result, in the discrete form of Equ.9, we arrive at 
Equ.11 Þ ≡ ê ∆Þ(S?T, S?T)∆Þ(SQT, SQT)⋮∆Þ(S÷T, S÷T)ì = ø









Equ.11 implies that M different measurements are used to attempt to reconstruct O xS′Ty, 




tomogram, but in my thesis, it will represent a ZX cross-section of the sample. k =
[k]×8  is referred to as  the weight matrix, sensitivity matrix, or Jacobian matrix. Each 
row of the matrix is a vectorized sensitivity profile indicating the probability density of 
photons delivered to each location by the source and captured by the detector. 
2.3.2 The method of least squares 
By solving Þ = k, the task is to estimate an  such that k matches F as closely as 
possible. This process is called a forward problem. Alternatively, the backward problem 
focuses on how to derive . A well-established mathematical tool, known as the method 
of least squares, has been widely applied. Using this tool, the mathematical question is to 
look for an  such that it minimizes ‖Þ − k‖QQ ≡ Σ
 |Þ] − Σ\k]\\|Q.  
This question has the analytical answer. One approach is to perform singular value 
decomposition (SVD) on k, namely [k]÷×ú = []÷×÷[]÷×ú[]ú×ú . The beauty of 
singular value decomposition is that both  and  are unitary matrices, and that []÷×ú 
is effectively a min(M,N)-by-1 vector (its off-diagonal elements are all zero).  The idea of 
SVD is to bring Þ and  to the common space through  and , respectively. In other 
words, UÞ and V are in the same space where manipulation could probably be the 
simplest. Through the aid of SVD, we can reformulate our task again: to look for an V 
such that it minimizes 
‖Þ − ‖QQ ≡ Σ
 |[Þ]] − Σ\]\[]\|Q=Σ




The last equality is because ]\ = ]]Í]\. It is clear that the minimum is achieved by 
setting  []] = ?¶ [Þ]],∀m = min (M,N) . If N < M , Þ = k  is an over-
determined system. There are not enough degree of freedom of   to set to meet 
[Þ]],∀m = N + 1~M. Nevertheless,  and therefore  is certain. This is however 
a rare case because a fine tomography is always desirable, meaning that N is normally 
huge and N > M. This is an under-determined system, meaning the choice of  is not 
unique because every such candidate minimizes ‖Þ − k‖Q as well as any others. The 
physical explanation of non-uniqueness of  is that the depth selectivity and resolution 
degrades as the depth of fluorescent object increases. To extreme, whether a very deep 
fluorophore is present or not does not change the measurement. Therefore,   is not 
unique. 
In order to make  unique, we have to add additional assumptions about . We will 
focus on the most common assumption, the LQ norm, to develop the solution . In the 
sense of LQ norm, it is assumed that   is smooth. The task is modified as to look for the 
(smoothest)   such that it minimizes ‖Þ − k‖QQ + λQ‖‖QQ . Because   and   are 
unitary, ‖Þ − k‖QQ + λ‖‖QQ = ‖Þ − ‖QQ + λ‖‖QQ . The solution is 
[]] = ¶¶Å ºÅ [Þ]],∀m = min (M,N). For N > M, although there are still many 
solutions to  that can give the minimal ‖Þ − k‖QQ, there is only one  among others 
that is the smoothest (having the minimal ‖‖QQ ). λ  is known as the regularization 
parameter. The selection of λ will be discussed in section 2.3.3. In the  LQ norm, this is 




Equ.12  =  í ¶¶ÅºÅîú×÷ Þ =  í ¶Å¶ÅºÅ  ∙ ?¶îú×÷ Þ 
Note again that ]\ = ]]Í]\ are the entries in matrix . 
While Equ.12 suggests that  is uniquely determined (even if we deal with an under-
determined system), caution should be exercised. The uniqueness of  comes from the 
modeling of  k. In other words, one adds an additional expectation or assumption on the 
measured Þ. One is therefore able to infer the content of higher dimensioned  from 
lower dimensioned F. Moreover, the measured Þ  is always corrupted by noise. The 
reconstructed   based on this noisy Þ  is also noisy. Tikhonov regularization in fact 
reflects such process. Its preference on the minimal LQ  form of   expects/prefers a 
smooth object. 
2.3.3 Discrepancy principle and L-curve 
The measurement in general is corrupted by noise. One way to remove the noise is to 
apply a filter. In fact, the coefficients  
Å¶ÅºÅ that appear in Tikhonov regularization in the 
previous section 2.3.2 are the Wiener filter weights. The strength of the filter is controlled 
by . Among others, discrepancy principle and L-curve are two criteria needed to select . 
First, instead of Þ = k, the reconstruction scheme has to be modified as 
Equ.13 Þ = k +   
Where   models the noise. The discrepancy principle [20] states that if we have an 




error of the same magnitude as noise is acceptable. For example, if ε ∈ R satisfying 
ε~N(0,σQ), then  is acceptable if ‖Þ − k‖QQ ≤ ‖‖QQ = Q. Along with Tikhonov 
regularization, the  is the unique root of the function 
f(λQ) =  [  QÖÖQ + Q

 (÷,ú)
Ö`? ÞÖQ! +  [ ÞÖQ

Ö`
 (÷,ú)º? ! − ‖‖QQ 
Alternatively, the L-curve criterion [21] is to find the λ that minimizes the curvature 
k(λQ) of the L-curve: 
k(λQ) = ξη − ηξ′′($′Q + %Q){/Q 
where the superscripts ′ and ′′ denotes respectively the first and second derivatives with 
respect to λ, and  ‖Þ − k‖ ≡ $(λQ) and ‖‖ ≡ %(λQ). Both ξ and η are functions of λ 
because  is influenced by λ, as shown in Equ.(12). Also see Figure. 5. 
The L-curve is given its name due to the appearance of the plot (η, ξ). Remembering that 
the task is to minimize ‖Þ − k‖QQ + λQ‖‖QQ, to plot (η, ξ) is therefore understandable 
and intuitive. The fact that the plot of (η, ξ) shows a L shape4 indicates that the corner of 
the L-curve is a good balance between minimization of the sizes of $ and %. If  λ is too 
small, the demand of smoothness is eased and  tends to be over fitted, resulting in a 
                                                 




noisy , small ξ, and large η. On the other hand, in the reverse case,  would be over-
smoothed, giving large ξ and small η. The distinct L-shaped corner indicates exactly 
where   changes in nature. One remark is that ξ and η may be replaced by ln (ξ) and 
ln (η) to emphasize the “flat” parts of the L-curve. [2, 21] 
In my experience, I used either the discrepancy principle or the L-curve criteria, 
depending on the level of noise,  $ , which in turn is determined by how well the 
fluorescence signal stands out from the background noise, or signal-to-noise ratio SNR. If 
the SNR is high, λ shall be small to prevent  from over-smoothing, satisfying the L-
curve criterion. Alternatively, If the SNR is low, λ  has to be large, satisfying the 
discrepancy principle criterion. Because λ'( > λ)*, it can be foreseen that '( is usually 






2.3.4 The hard constraint 
Equ.9 shows that the origin of the contrast is from absorption. The hard constraint is that 
the absorption coefficient μ;(ST) = μ;a + ∆μ;(ST) is always a positive quantity. (Note that 
the perturbed part ∆μ; can be either positive or negative.) This means that the magnitude 
of ∆μ; should always be smaller than that of μ;a. When performing the reconstruction 
using the preceding matrix inversion method, Equ.12, negative absorption coefficients 
can however occur. The rigorous way to solve for  is therefore to additionally abide by 
the non-negativity of . This can be done analytically, for example, using Matlab’s built-
in function lsqlin. However, it is a time-consuming process (Without the hard constraint, 
the inversion takes 0.06 sec; with the hard constraint, the inversion solving by lsqlin takes 




700 sec when solving [W]r+aa×r+aa using a dual-core 2.53GHz CPU, 32bit-Windows XP, 
and 3.5GB RAM) 
The convenient way is to set those negative elements in  to zero afterwards, where  is 
obtained using the normal inversion as if there is no hard constraints.  
Because of the hard constraint (HC), the feasible domain of  is reduced, increasing the 
size of ‖Þ − k‖. The rigorous way searches the best  (in the sense of the smallest 
‖Þ − k‖) within the feasible domain. The convenient way picks a good one from 
within. Empirically, (probably can be mathematically proven),  
‖Þ − k‖Ï,·- ./ < ‖Þ − k‖Ï, ./ < ‖Þ − k‖·\\\ 
This again reminds us that importance of high SNR measurements. In fact, in a special 
case, the matrix inversion can be simply skipped while the hard constraint is naturally 
satisfied. 
2.3.5 Stacking representation 
For the high scattering applications where diffusion approximation is valid, Equ.9 and 
Equ.10 have revealed the analytical form of k, where the impulse response of both  G 
and ϕ from a point source is a spherical wave. Modeling illumination source as a point 
source is also justifiable because the high scattering nature destroys the directionality of 
incident photons quickly after photons enter the sample. The weight matrix k 




implementations of k for general scattering cases will be mentioned in section 2.3. It is 
however worthwhile to explore the other extreme, the no scattering case. 
For no scattering applications, such as when the background of the sample is air or water, 
the diffusion approximation is invalid. While in general RTE can be applied, the 
tomogram  in fact can be geometrically determined from the measurement Þ. [22] The 
stacking representation simply renders Þ in an attempt to represent as much as possible 
the tomogram  . Figure. 6 explains the procedure to infer the depth from raw 
measurements. The acquired reflection and fluorescence images showed a distinct shift in 
distance. A simple application of Snell’s law determined the depth of the capillary tube. 
In other words, a 2D image can include the 3D depth information. See Figure. 7 as an 
example. Note however that the enabling of stacking, oblique illumination/collection has 
been assumed.  
The simple relation Þ ≅  is actually not a surprise. The fact is that between the image 
plane/volume and the object plane/volume there exists more or less point-to-point 
mapping, depending on the PSF of the optical system. This is in fact the fundamental of 
geometric optics. In one ideal situation, the PSF is the delta function, and therefore 
Þ(ST) =  ∗ hÞ = (ST)Í(ST − ST)t{ST = (ST). Even though the PSF is not a delta 
function, it does not (should not) deviate significantly from the delta function. Many 
optical systems achieve δ-like PSFs for the sake of higher resolution.  
Between the low and high scattering extreme, one question is when the stacking 




it does when photons travel within one the mean free path (MFP), the reciprocal of 
reduced scattering coefficient. Within one MFP, Þ ≅  . Beyond, the inversion of 
Þ = k should be necessary.  
Comparing Þ ≅  and Þ = k, we draw several observations. 
1. It is found that k is more or less an identity matrix [1]×8. 5 Every single row of k 
has one distinct large entry and every other entries are close to 0. Physically, the large 
entry at index k means the optic system probes at SÂT.  
2. It is expected that if the scattering gradually increases, k would deviate from the 
identity matrix gradually, de-emphasizing the weighting at the entry k, and slightly 
emphasizing the neighbors of the entry k.  
3. The inversion of Þ = k  is like a PSF-de-convolution process, trying to replace 
each measured PSF pattern with a point. Because Þ = k, rendering Þ  gives the 
PSF-convolved image of  . A comparison between the stacking and the 
reconstruction is shown in Figure. 8. 
4. If Þ ≅ , simply rendering Þ can give a reasonable understanding about . Take the 
most common microscope as an example: the user places the specimen under the 
                                                 
5 W being the identity is an ideal but not the only ideal situation. In optical coherence tomography, WL2;3,




microscope and is ready to see the magnified image of the specimen through the eye 
piece. The optics setup simply performs a relay and a magnification.  
5. The PSF in a broader sense depends on both imperfection of the optical system itself 
and the characteristics of the specimen. The power of using k is in that one can bring 
additional information about the specimen, described in k , into the system, thus 
resolving . 
6. Especially in mesoscopic 3D optical imaging, the PSF evolves along the axial 
direction (because of either the optics or the scattering of the specimen). A more 
accurate system should use many PSFs, instead of a single PSF. One may take 
advantages of these abundant yet distinct PSFs to perform tomographic imaging. In 
appendix 2, a primitive idea about using aberration and apodizaiton to achieve 
tomographic imaging is described. The content however is limited to the no scattering 
case, which means the scattering from the sample plays no part in distorting the PSFs 
of the optical system. The PSFs of aFLOT were experimentally demonstrated in 
section 4.6. 
7. Because the measurement Þ  is fluorescence intensity, Þ  by nature is positive. 
Therefore, if Þ ≅  holds,  satisfies the hard constraint. 
8. The possible meaningful stacking representation gives the optician an important tool. 
If PSFs have been similar to the δ function, it may be unnecessary to perform the 
inversion or the de-convolution because performing de-convolution is usually 
difficult. On the other hand, if k  is far different from the identity matrix, the 




there are two ways to reduce the size of PSFs: One is to modify optics, such as to 
introduce the oblique illumination, one main body of this thesis that will be discussed 
in chapter 3; the other is through the aid of de-convolution signal processing.  
 
Figure. 6 Geometrical determination of the depth of fluorescence object.  The Rd6G fluorescent dye was injected into a capillary tube which was immersed in water. (A) Perspective view. (B) Experimental image. Green signal is the reflected excitation light. Red signal is the emission fluorescence from the capillary tube buried in water. (C) Cross-section view and also the formula for determining depth from the SD distance. 






Figure. 7 Example of dictating depth from 2D image. Oblique line sheet was shone on the PEG hydrogel, a semi-transparent sample, in which two capillaries were embedded. SD , the distance between the fluorescing spot and illumination surface, infers the depth of the capillaries. 



















2.3.6 Revisit RTE: the angular degree of freedom 
Equ.9 and Equ.11 are arrived at by assuming that the diffusion equation and first-order 
perturbation (or Born approximation) apply, but Þ = k  may still hold in a broader 
scheme. Essentially, Equ.9 reveals this relationship: 
 ∆Þ(ST, ST) = q ½ÃST − STÈ ∙ ÃSTÈ ∙ gÃST − ST, ÒÈt{ST 




According to the derivation in [23]
6
, it appears that one may not need to assume an 
isotropic source (as is here) before arriving such relationship. The fluorescence signal 
with angular dependence FÃST,Ω<L; ST,Ω<È (Wm>Qsr>Q) can be similarly expressed as: 
FÃST,Ω<L; ST,Ω<È = q G xS′T − ST;Ω<Ly O xS′Ty ϕ xS′T − ST;Ω<y t{S′T 
Or  
Equ.14 Ý ÞÃST,Ω<; ST,Ω<È =  k(ST; ST,Ω<, ST,Ω<)(ST)t{STkÃST; ST,Ω<, ST,Ω<È = ½ÃST − ST;Ω<ÈgÃST − ST;Ω<È 
Where Ω<L  and Ω<@  stand for the detection and illumination direction, respectively. 
Therefore, Þ = k  is still applicable. More importantly, one is able to design and 
describe the system more flexibly, which is the angular degree of freedom. A side remark 
is that the unit of FÃST,Ω<L; ST,Ω<È  is now kl>QVS>Q . Physically, one still needs to 
integrate FÃST,Ω<L; ST,Ω<È  over a small range of angles around Ω<L  and Ω<@ , but 
preservation of the angular directionality is certain.  
The question now is how to describe GÃST − ST;Ω<LÈ and ϕÃST − ST;Ω<È. We have seen that 
they have analytic forms in Equ.9, but the form is arrived at by assuming the diffusion 
approximation. Alternatively, Monte-Carlo simulation provides numerical description of 
photon distribution. 
                                                 




 Monte-Carlo simulation 2.4
Extremely high and low scattering cases have been reviewed in previous sections. The 
lesson is that if considering the no scattering case, one may render a simple stacking 
result to represent the tomography. In the high scattering case, one may write the 
sensitivity matrix k  in the analytical form, which is derived from the diffusion 
approximation. In the middle ground, Monte-Carlo (MC) simulation is another option for 
attaining a more accurate description of k, given additional optical properties about the 
sample. 
2.4.1 Introduction 
MC simulation is a statistically-based method designed to simulate time-resolved photon 
transport in a 3D turbid media. Unlike most model-based techniques which produce 
solutions by solving a set of differential equations, such as the RTE in section 2.1.2, MC 
simulation generates solutions by modeling photon migration and distribution in turbid 
media after launching a large number of independent random trials.  
As we have seen, solving RTE is non-trivial, especially in arbitrarily complex media. 
When an analytical solution is not possible or finite-element modeling of the RTE 
becomes unreasonable, MC simulation should be considered. Regarding its accuracy, one 
study has shown that the solution to the diffusion equation and the MC solution are 
comparable for highly scattering media.  
Other reasons why MC simulation became popular include its generality and capability of 




generation as in finite-element modeling, and the recent advent of parallel computing 
techniques[24]. MC simulation used to be an intensive computing task due to the large 
amount of photons needing to be simulated. For a typical domain size in the human head, 
over an hour or more of computational time is required [25] in comparison to a few 
seconds for solving the DE [26] or a few minutes for solving the RTE [27]. In recent 
years, Graphical Processing Units (GPU) based on massively parallel computing 
techniques have been applied, dramatically enhancing the computational efficiency. MC 
simulation therefore advances to be a practical method for data analysis in a wide range 
of diffuse optical imaging applications, such as human brain or small-animal imaging. 
2.4.2 Implementing the weight matrix using MC simulation 
In Equ.7, Equ.9, and Equ.10, we see that W = GÃrT − rTÈϕ xðr′T − r@Tð , wy. That G and ϕ 
have an analytical form is a result of the diffusion approximation. In Equ. 14 , 
kÃST; ST,Ω<@, ST,Ω<LÈ = GÃST − ST;Ω<LÈϕÃST − ST;Ω<È  where G  and ϕ  do not have simple 
analytical forms, MC simulation numerically generates G and ϕ. While ϕ is the source 
photon distribution and G  is the probability density or positional importance, the 
difference is in scalar units. Therefore, very often, one uses Monte-Carlo simulation to 
generate both ϕ and G. 
Because how photons distribute themselves directly relates to the optical properties of the 
sample, MC simulation requires the user to specify (1) the index of refraction of the 
sample, (2) the scattering coefficient μ@ of the sample, (3) the absorption coefficient μ; of 




In this thesis, Monte-Carlo-Extreme (MCX), developed by Dr. Qianqian Fang, was 
used.[24] 10= photons were routinely simulated for one sensitivity profile, or a row in k. 
To achieve a fine tomogram, the voxel size was usually around 6{μm{. This means a 
typical field of view (FOV) describing the 3D  photon distribution in cubes of size 2.4 
mm required about 400×400×400 voxels. The position and incidence angle of the 
illumination source can be specified by the user. Because aFLOT was implemented using 
line-illumination (line along Y), photon distribution in the Y direction was summed up 
(instead of picking the central cross-section). Note however this step is valid only when 
assuming the sample is homogeneous. Line illumination reduced the computation 
significantly and allows us to represent the photon distribution in 2D, since it is 
homogeneous along Y.  
One question was that since the line illumination only requires a 2D photon distribution, 
would it be necessary to simulate a 3D photon distribution in advance? The answer is yes. 
For example, if a volume of 400×1×400 (in XYZ) voxels is simulated, it will be 
different from the simulated volume of 400×400×400 voxels, whose Y dimension is 
later projected. The volume required is the volume where the photon distribution is 
observed, but not the volume which confines the photons. 
One example of the 3D oblique line illumination is shown in Figure. 9. As illustrated, the 
2D representation suffices. Figure. 10 gives 6 examples of measurement configurations 




examples of configurations for both FLOT and aFLOT. Each configuration after 
vectorized corresponds to a row in k.  
Lastly, to prevent the case in which one configuration is superior to one another, k is 
normalized. In this thesis, the normalization is done by  
1. weighting the elements in  according to the sum of each column of k, and 
2. weighting the elements in   according to the sum of each row of k .
 





 Comparing different reconstruction approaches 2.5
Comparing different reconstruction approaches was briefly investigated. Figure. 11 
compares 4 different approaches. Stacking is the fastest approach to represent the 
tomogram because no k is involved. Tikhonov and SIRT are two linear approaches. EM 
is one non-linear approach. One lesson that all approaches gave similar results is  that it is 
as critical to take good, reliable measurement as to perform any reconstruction 
approaches. 





 Formation of the tomogram 2.6
The theory is developed for 3D reconstruction. However, in this thesis, because the line 
illumination is implemented, 3D photon distributions as well as sensitivity profiles are 
later projected to 2D. The reconstructed image represents a local 2D ZX cross-section of 
the sample as shown in Figure. 11. Tiling these 2D cross-sections formulates the 3D 
tomogram. This section details the tiling process and the specification of each local 2D 
tiles. 
With the convention that illumination line (wavefront) is along Y axis, or illumination 
direction lying in ZX plane (See Figure. 6), the acquired data cube is a series of YX 
images. More specifically, Y represents vertical columns and X represents horizontal 




rows. Because the sample is translated
7
, the illumination position is still in certain 
columns
8
. Each row records a light distribution consisting of the intensities of a confocal 
spot and other peripheral neighbors, which can be reconstructed into one depth-resolved 
profile of the sample, or an A-scan, representing a depth (Z) profile at certain (x,y) 
position. Since the sample is scanned along X, a series of A-scans forms a B-scan image 
representing a ZX cross-section. Finally, all other rows lie at different Y positions. 
Juxtaposing all B-scan images constitute the C-scan image, volumetrically represents a 
tomogram of the sample.  
It is possible to use multiple light distributions to directly reconstruct B-scan or even C-
scan images, depending on the computation memory. In this thesis, where line-scan 
aFLOT was constructed, 70 line distributions, each of which is also 70 pixels long, were 
used simultaneously to reconstruct a 2D local tile. In other words, 70 × 70 = 4900 
measurements were used to reconstruct a ZX cross-section. The size of this ZX cross-
section can be arbitrarily specified. For example, the ZX cross-section can be described 
using 100 or 10000 pixels. However, only a certain amount of pixels can be rendered 
meaningfully. Other pixels merely represent noise. Whether a pixel represents a 
meaningful fluorescence or meaningless noise depends on which spatial location the 
                                                 
7 As long as illumination light and the illuminated sample have relative motion, aFLOT will work. Alternative to this instrumentation, another way is to translate the illumination beam, such as [MEFT, JBO 046005] 




pixel represents. In this thesis, the reconstructed ZX cross-section was represented by a 
grid map. Each pixel represented the fluorescence intensity in an equally-distant area. 
The pixel size and the number of pixels are predefined. For example, one may choose the 
pixel to have size of 40μm and 70 × 70 pixels to form a ZX FOV of 2.8 × 2.8 mmQ. 
However, apparently, FLOT (and other optical systems) is more sensitive to fluorescence 
close to the surface than underneath, and the penetration depends on the scattering of the 
sample. It is therefore wiser to address the region within penetration depth using more 
pixels. Also, fewer pixels should be used to describe regions beyond. One future work 
can be to implement the mesh method. As a result, the reconstruction can benefit from 
dynamically assigning the size for each meshed area and allocating the required number 
of pixels.  
 Summary 2.7
The goal of this chapter was to derive Equ.14. Equ.14 gives us a clue about how to relate 
the fluorescence measurements Þ  to fluorophore distribution   through a sensitivity 
matrix k. One can transcribe the information about the optical properties of the imaged 
subject into k . More importantly, one also has the freedom to design, configure, or 
manipulate the system about how the measurements are taken. (Again, one can transcribe 
the information of such design into k). The purpose of the next chapter is to explain how 





In this thesis, once the configuration of the system and optical properties of the sample 
were known, Monte-Carlo simulation generated k  numerically. k  was normalized so 
that each measurement is equally important. The SVD decomposed k into . The 
reconstruction was performed under the scheme of Tikhonov regularization. A 
regularization parameter was estimated using criteria of either the L-curve or discrepancy 
principle. Then the solution  , representing a local ZX cross-section, was calculated 
using Equ.12. The hard constraint was post-imposed by replacing all pixels with negative 





3 The Angular Degree of Freedom: Simulation and 
Implementation 
A qualitative explanation about the effect of the oblique illumination/collection is given 
in section 3.1. To establish a quantitative description, the concept of the measurement 
configuration is defined in section 3.2. In section 3.3, based on the concept, theoretical 
singular value analysis (SVA) was performed to evaluate the ability of an optic system to 
acquire the amount of information about the imaged sample. In section 3.4 the PSF of the 
proposed system, aFLOT, was estimated using Monte-Carlo simulation to support the 
result from SVA. Instrumentation of aFLOT is given in section 3.5. Data acquisition is 
given in section 3.6. Other degrees of freedom are discussed in section 3.7. A summary is 
given in section 3.8. 
 Qualitative explanation of the effect of oblique 3.1
illumination/collection 
In FLOT, both source and detectors are arranged perpendicular to the sample surface. 
The degree of freedom that can be manipulated is the distance between the source and 
detector, known as source-detector (SD) separation. The wider the SD is, the longer the 
photons on average travel, the deeper the fluorescence origin is probed. One assumption 
is that the sample must scatter. If the sample is otherwise transparent, FLOT would fail to 
infer the depth of fluorescence origins in principle. In other words, FLOT has poor depth 




one can see that in Figure. 6, interpreting the depth from SD fails when the source and the 
detector are normal, which is the configuration of FLOT.  
The key reason for the counter-intuitive inability is that its source and detection paths do 
not intersect. Except SD=0 where source and detector paths are fully overlapped, in every 
other SD≠0, source and detector paths are parallel. FLOT relies on the uncontrollable 
scattering of the sample to perform the reconstruction.  
Oblique illumination/collection effectively tackles the problem of poor depth selectivity 
in low scattering applications. The idea was firstly proposed and implemented in confocal 
theta microscopy (CTM) in 1994 by Ernst Stelzer [28]  in an attempt to improve 
resolution. The spirit of CTM is the following observation: “The PSF of the pinhole is an 
ellipsoid, several times as long as it is wide. This limits the axial resolution of the 
microscope. In CTM the cone of illuminating light and detected light are at an angle to 
each other (best results when they are perpendicular
9
). The intersection of the two PSFs 
gives a much smaller effective sample volume.” Later, work in optical spectroscopy also 
suggested that using angled illumination-collection fiber design would enhance the depth 
selectivity of epithelium tissues [29-33]. Recently, systems that take advantage of oblique 
illumination/collection including confocal theta line-scanning microscopy and selective 
plane illumination microscopy (SPIM) were developed [22, 34]. Both resolution and 
                                                 




depth selectivity were explicitly recognized. Figure. 12 illustrates the depth selectivity 
obtained by the oblique illumination/collection. “…normal incidence case tends to collect 
fluorescence originating from a range of depths … yet when light is delivered or 
collected at an oblique angle, the cone overlap volume shrinks to a region close to the 
surface. [3]” More clearly, comparing (c,f), one can see that the depth is selected by 
selecting the SD.  
 
In this thesis, the idea of the oblique illumination and detection is introduced to FLOT. 
The source and detection paths intersect intentionally. As a result, aFLOT combines 
several advantages and wisdom from other optic systems. First, as in CTM, the size of 




PSF reduces, so the resolution is improved. Second, as in SPIM, the fluorescence signal 
is spatially selectively excited, so the depth selectivity is improved. Because of this 
feature, the stacking representation is enabled (section 2.3.5). Third, as in FLOT, 
scattering is another mechanism to estimate the depth of fluorescence origins using the 
SD. One can transcribe the information of scattering of the sample into the reconstruction 
process. 
 Measurement Configurations 3.2
To evaluate the ability of an optic system to acquire the amount of information about the 
imaged sample, the concept of measurement configurations is defined here. One 
measurement configuration is referred to as a scalar measurement of light intensity per 
source position per source angle per detector position per detector angle. In this thesis, 
only the positions and angles of the source and detectors are considered. Other degrees of 
freedom are not considered but possible. See section 3.6. 
Each unique source-detector arrangement is considered as a measurement mode. One 
designs where to place the source (illumination light), where to place the detector, what 
the source’s incident angle is, and what the detector’s detection angle is. Conducting 
multiple measurements using the same arrangement is equivalent to increasing the 
exposure time. Therefore, it is not considered a different source-detector arrangement. 
The number of measurement configurations is physically limited. For example, [15] used 
7 individual fiber channels as detectors, meaning intensities from 1 confocal spot and 6 




positions, 7 × 100 = 700 measurement configurations are established. (Remember the 
positions of the source and detector can be separately configured, thereby having 2 
degrees of freedom.) EM-CCD was used as a detector array where each pixel is 
considered a detector. In this thesis, even though the EM-CCD was a 2D array (1002 ×
1003 >bÉÁ?V ), only 70 pixels in X direction were used to record the confocal and 
peripheral fluorescence intensities. Along with 70 illumination positions (by translating 
the sample), 4900 measurement configurations were used for the Tikhonov 
reconstruction. (See section 2.6) 
Compared to the approach of using multiple fiber channels to form a detector array, EM-
CCD has the advantage that the number of pixels (or SD) is usually more than sufficient 
(7 vs. 70). However, it appears that 1002 SDs in our EM-CCD are available per 
illumination position and/or angle. Why only 70 SDs were used? This is limited by the 
computation memory for the Tikhonov reconstruction. After multiplying the number of 
illumination positions, 4900 measurement configurations require the manipulation of 
matrices having size of 4900 × 4900 , for example, singular value decomposition. 
However, if the reconstruction is not necessary or the stacking suffices, one is not limited 
by 70 SDs. 
Given the condition that the number of measurement configurations is limited, the design 
of source-detector arrangements becomes important. The goal of designing the 
arrangements is to acquire as much information as possible. Singular value analysis is an 




 Singular Value Analysis (SVA) 3.3
SVA is an approach to quantitatively measure a linear system’s ability to acquire the 
information about the imaged sample. SVA has been demonstrated in the optimization of 
DOT to achieve a favorable image resolution [35, 36]. 
After designing the source-detector arrangements, the ZX sensitivity profile (such as 
Figure. 10) of each arrangement is generated using Monte-Carlo simulation. If the profile 
is described using 3000 pixels (section 2.6), the vectorized profile is therefore a row 
having size of 3000 entries. 4900 measurement configurations constitute 4900 rows and 
therefore a sensitivity matrix k having size of 4900 × 3000 (Equ.11).  
The procedure of SVA is to singular value decompose k, yielding a triplet of matrices: 
[k]÷×ú = []÷×÷[]÷×ú[]ú×ú  where the diagonal entries of []÷×ú is the singular 
value spectrum of the system, which provides a measure of the relative effects of these 
image-space modes on the detected signal. The singular values are arranged in 
magnitude-decreasing order with increasing image-space mode indices. The spectrum is 
therefore a signature of the system.  
By saying one system is better than one other, one shows that the spectrum is generally 
higher in magnitude than the others’. One should however normalize k  before the 
comparison. For example, a k that is simulated by using 10?a photons is different from 
one by using 10@  photons. The number of photons used is equivalent to how long a 




is to shift the spectrum upwards. In other words, every singular values is multiplied by a 
constant factor. Therefore, the comparison emphasizes the shape of the spectrum.  
The k however should not be normalized by keeping the number of photons (or the 
energy shone on the sample) constant because adjusting the illumination power is usually 
flexible. In this thesis, the normalization is to divide all singular values by the first 
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System 1 and 2 acquires the same amount of information except that the exposure time of 
system 2 is doubled. System 3 performs duplicated measurements, effectively the same as 
system 2. Designs of system 1 to 3 essentially take advantage of only 1 measurement 
configuration even though 2 are available. Only system 4 fully uses 2 measurement 
configurations. With this understanding, an optimized system should have a spectrum 
whose shape is as uniform as possible. This task is however non-trivial. Singular values 
usually span several orders of magnitude [21], meaning the spectrum can be steep. 
(Remember that the spectrum is monotonically non-increasing.) During the 
reconstruction, the inversion of Þ = k  involves dividing Þ  by singular values. It is 




reconstructed   would be unstably large. This is exactly the reason to apply 
regularization to avoid the division by any small singular values. (Equ.12) For the same 
reason, a threshold corresponding to the dynamic range of the detector array will be set to 
cut off any singular values below the threshold. In our EM-CCD, the dynamic range is 12 
bit. The threshold was set to be 2>?Q = 10>{.B.The useful singular values are singular 
values above the threshold. The number of useful singular values is collected and is a 
measure of the amount of information obtainable. 
The SVA applied in this thesis focuses on the enhancement due to the oblique 
illumination incidence angle and the detector’s detection angle. Therefore the spectrum of 
aFLOT is compared with that of FLOT. The source incidence angle and detector 
detecting angle were varied. Even though in practice both angles may vary independently, 
because the sample can rotate freely, what’s more important is the intersect angle 
between the illumination and detection axis. Without loss of generality, I studied systems 
where both angles are equal. 
Figure. 13 shows the 3 representative sensitivity profiles of FLOT and aFLOT under 
different background scattering (μ@= 5, 10, and 15 mm-1). Configurations with 0o (top 
row) and 30
o
 (bottom row) incidence and detection angles showed distinct sensitivity 
patterns. 30
o
 is the angle for both illumination and detection, giving a 60
o
 intersection. 
Photon paths can be seen more ballistic for low-scattering medium (μ@= 5 mm-1) but 
became more scattered in high-scattering medium (μ@ = 15 ll>?). The intersection can 
be seen clearly for the 30
o




intersection was destroyed by high scattering. The disappearance of the intersection 
breaks down the stacking representation.  
To be general, the criterion for enabling the stacking was speculated to be one mean 
(reduced scattering) free path (MFP). Under the background (μ@ = 15 mm>?, g=0.9), the 
MFP = ?̄°±  = ?²ó(?>C) = 0.67mm . In Figure. 13, one can qualitatively see that the 
penetration depth was indeed about one MFP long.  
 
Besides, to answer which angle performs best, singular value spectra were generated for 






 increment and plotted in Figure. 14. (A-C) correspond 




to different background scattering coefficients (μ@= 5, 10, 15 mm-1, respectively). Note 
the dash line was plotted at 10
-3.6
 to represent the threshold. Figure. 14(D) plots of the 
number of useful singular values against angles and scattering coefficients. 30
o
 aFLOT 
exceled among other configurations, especially in low scattering medium. It also showed 
that the angular advantage diminished with increasing scattering. Again, this is because 
photons lose directionality faster in highly scattering medium. Therefore, both source and 
detector become more isotropic. Besides, going higher than 30
o 
angle did not give more 
useful singular values is understandable. To extreme, if both illumination and detector are 
90
o








 PSF simulation 3.4
To independently validate the results from SVA, image reconstruction of a point object 
(with intensity equal to 1) was performed under different configurations. The simulated 
measurement was added with 1.5% Gaussian-distributed noise
10
. The point spread 
function along axial (z) direction through the position of point object was quantified at 
every depth of the object. The details of PSFz were further analyzed using two parameters: 
1) the reconstructed peak intensity (or depth sensitivity); and 2) the interquartile range 
(IQR).  
Figure. 15(A-D) shows the PSFz peak intensity (or depth sensitivity) verses depth for 
different configurations. In general, at a given depth, the 30
o
 configuration had higher 
peak intensity (sensitivity) than 0
o
 configuration, especially in the shallower depth region. 
The difference becomes less prominent for a highly scattering medium. It is interesting, 
however, that when normalizing these sensitivity curves in units of MFP (1/ ) (i.e., 
replacing d with μ@ t in x-axis of the plot), only 30o configurations grouped together, as 
shown in Figure. 15(D). The result that curves of FLOTs were not unified indicates that 
the underlying mechanism of depth selectivity between aFLOT and aFLOT was different. 
One speculation is that photons significantly rely on backscattering to travel from source 
to detector in FLOT, while aFLOT can additionally rely on the intersection of the 
incidence and detection paths. When normalized to MFP, that curves unified in aFLOT 
                                                 




when MFP<1 indicates depth selectivity due to the geometrical intersection is a linear 
process, and that curves not unified in FLOT indicates depth selectivity due to the 
(multiple) scattering is a non-linear process. [4] 
Figure. 15 (E-H) plot the IQR of PSFz against depth. In general 30
o
 configuration had 
smaller IQR (higher axial resolution) than 0
o
 configuration. This agrees with the theory of 
CTM or SPIM. Especially, in low scattering medium, IQR for 30
o
 configuration 
remained 30 µm up to 1 mm, and remains <100 µm up to 1.5 mm. In contrast, IQR for 0
o
 
configuration increased rapidly to ~400 µm at 1 mm. Note that 30 µm was the pixel size. 
So the estimated size of true PSFz might even be smaller. However, the difference 
between these two configurations becomes less prominent as the background scattering 
increased, and the IQRs for both configurations were almost identical for high scattering 
medium. Again, when normalized to MFP as shown in Figure. 15(H), unified curves 
were observed. However, different from the sensitivity, unified IQR curves occurred for 
both FLOT and aFLOT. This result indicated that IQR and sensitivity provide inherently 







The critical component for FLOT and aFLOT is the array of detectors. That the array 
acquires a fluorescence distribution, not only scalar fluorescence intensity, enables the 
3D reconstruction. In this thesis, the EM-CCD (sensicam em, Cooke, Germany) was used 
to satisfy this requirement. Though expensive, it provided several advantages. First, it had 
size of 8.03 × 8.02 mmQ. The large size is one approach to simplify the mechanism of 
image formation. For example, one can simply use a 2D camera to form an image, or one 
can use a photodiode paired with 2 galvanometers to form an image. Second, because 
each detector/pixel reads signal simultaneously, it provides higher imaging speed, 
Figure. 15 the peak intensity and iterquartile range of PSFz verses depths. 
(A-D) PSFz peak intensity verses depth for different source/detector angle 
configurations and background scattering. (E-H) PSFz interquartile range 





compared to raster scanning a point across the image. Third, individual small 
detector/pixel (8 μm in our EM-CCD) preserves the sub-millimeter resolution. While CM 
and CTM may use an even smaller pinhole, for example 100μm, to reject off-focused 
light to appreciate obtainable sub-micron resolution, the common size of each individual 
pixel in the EM-CCD is sufficient for mesoscopic resolution.
11
 Fourth, scattered 
fluorescence emerged from sub-surfaces requires the detector to have high dynamic range 
(DR). The EM-CCD had 12 bit DR. In chapter 4, I will point out that one future work is 
to implement evener higher DR. For this 12 bit DR EM-CCD, it was characterized in 
chapter 4 that 1mm penetration depth can be routinely achieved in biological relevant 
samples. Fifth, the EM-CCD had quantum efficiency above 45% between 450-800nm, 
sufficient for common fluorescence imaging. Sixth, the architecture of EM-CCD has the 
gain register before the analog-to-digital converter reduces the readout noise from 
common 5e
- 
to less than 1e
-
. Also, because of the gain register, one can locate a better DR 
window to fully use the 12 bits of the EM-CCD. 
The other novelty of aFLOT over FLOT is the implementation of the oblique 
illumination/detection, which further improves resolution and depth selectivity for each 
                                                 
11 To see why the size of pixel or pinhole affects resolution, one can hypothetically 
consider a huge pixel having size of 100 μm for example, which is 10 times larger 
than the typical. With such a large pixel, there is no need to optically design small 
PSFs because a significant amount of off-focused signal is integrated with the 
focused/targeted signal. The inability to differentiate focused from off-focused 





individual detector. It is possible to implement the task using a single objective [34]. 
However, to obtain an appreciable angle, the implementation here separated the 
illumination and detector arms.  The separation demanded additional optics but saved a 
dichroic mirror. Both arms are implemented in the 4f structure. 
Figure. 16 shows the schematic diagram and the photo of two aFLOT systems, which 
only had the different detection angles. In the illumination arm, the excitation light source 
(laser diodes, wavelengths varied) was collimated using a spherical lens (f=60mm, 
AC254-060-C, Thorlabs), passed through a polarizer (P), and expanded into line-field 
illumination using a cylindrical lens (CL, f=75mm, LJ1703L1, Thorlabs); in the detector 
arm, the fluorescence signal passed through an objective (varied), another polarizer, an 
emission filter (F, varied, depending on fluorophore spectrum), an eye-piece (varied), and 
reached the EM-CCD. A stage (CMA-25CCCL, Newport) was used to translate sample. 
This design was similar to the early development of confocal microscopes. It was mainly 
for simplifying the optics. 
The purpose of the pair of polarizers was to reject the specular excitation light that may 
leak through the emission filter. By fixing the orientation of one polarizer, the other 
polarizer was rotated to minimize the detected intensity. Because fluorescence was 
spontaneously emitted, the polarization state was partly different from that of excitation 
light. 
To improve the quality of line illumination, an iris and a diffuser can be used. In the 




improved the shape of the line. The diffuser made the illumination uniform (flat topped 
instead of Gaussian) along the line.  
To improve the quality of measured signal (precisely to reduce the out of focus aberration) 
another iris placed between the objective and the eye-piece in the detection arm can help. 
Excited fluorophores away from the focused plane suffered from out of focus more. 
Reducing the size of the iris also reduced the size of PSF. More, the size of PSF away 
from the focused plane reduced faster than that close to the focused plane. For one reason, 
reducing the size of iris improved the resolution. For the other, acquiring multiple 
measurements using different sizes of the iris is an approach to modulate the PSFs of 
aFLOT. The drawback of reducing the size of the iris is the reduced fluorescence signal. 
If one can modulate the PSFs, one may be able to combine the advantages of high signal 
from a large opening and high resolution from a small opening. (Appendix 2) 
Lastly, 3 optional translation stages are helpful. The sample was placed additionally on a 
z stage, which was able to adjust the height of the sample so the sample was focused 
under the objective. The place a focused illuminating line on and sample and within the 





 Data acquisition 3.6
Before the data acquisition, the sample was placed under the objective and focused by 
adjusting the height of the z stage. The excitation power was controlled around 10-20 
mW. The illuminating line was translated so that the line was focused on the sample 
surface and in the central FOV of the objective. Image preview was turned on to adjust 
Figure. 16 Schematic and photo of two aFLOT systems.  
CL: cylindrical lens. F: filter. P: Polarizer. CCD2 is used as the reflectometry to 
estimate the reduced scattering coefficient of the sample.[6] (A, B) the 
illumination/detection arms are arranged at 45° in air (or 30° inside the 
sample assuming an index of refraction of 1.4), suitable for low scattering 





the polarizer so the specular excitation was minimized. The EM-CCD gain was adjusted 
so that the 12-bit DR was used as much as possible. Yet, it is critical for the 
reconstruction not to saturate the EM-CCD (section 4.2). Gain between 2-20 was 
typically used, depending on the fluorophores used. Lastly, data acquisition was in the 
dark room to avoid any light interfering with the fluorescence signal. 
Two datasets were acquired. One was fluorescence signal and the other was reflection. 
These two were co-registered. To achieve co-registration, a script was designed for the 
automation. The routine of the script was 
1. to translate the sample constantly in X-direction,  
2. to record a sequence of YX images, and 
3. after recording, to save data and translate the sample back to the original position. 
To record the reflection (for the structural information of the sample and for estimating 
the reduced scattering coefficient), the emission filter was removed. The high 
illumination power usually saturated the EM-CCD. Both gain and illumination power 
were reduced before starting the script again. 
The scanning speed was determined by the image pixel size
12
 and the exposure time. For 
example, if the image pixel size is 20 μm and the exposure time for each frame is 0.2s, 
                                                 
12 The pixel size of the EM-CCD is 8μm. The optics usually provided additional 





then the scanning speed is 20/0.2 = 40 μm/s. EM-CCD recorded a sequence of YX 
frames. The raw measurement was therefore a 3D data cube structured as YXS. The “S” 
dimension corresponds to the line scanning during translating the sample. Typically, each 
YX frame had size of 500 × 500 pixels and 300-700 frames (scans, or S) were acquired, 
so YXS had size of  500 × 500 × (300~700) voxels. Because the scanning speed was 
specified in the above convention, the voxel size was isotropic. 
If only the stacking is required, the reflection measurement can be omitted. If the 
reconstruction is required, 70 pixels that covered the excitation position on the sample in 
X direction was extracted (so the processed YXS had size of 500 × 70 × (300~700)). 
For example, if the procedure above is followed so that the illuminating line is in the 
central FOV, then the extracted 70 pixels are from pixel 250 to 319. 
The YXS is the data that is ready for either the stacking or the reconstruction. See section 
2.6 for the formation of the tomogram. 
The total acquisition time was about 6 minutes (3 for fluorescence and 3 for the reflection) 
for a 3 × 3 × 3 mm{ tomogram, depending on how laterally wide the tomogram was.  
The interface that the automation script coordinates with is described in appendix 1. 
 Other measurement configurations 3.7
In this thesis, aFLOT was implemented with a fixed angle configuration. Angled 
compounded configuration can be implemented and may perform as well as aFLOT. 




and angle compounded FLOT. The evaluation metric is the singular value spectrum. A 
better set of configurations gives an evener (section 3.3). The comparison kept the same 
number of photons (or constant power) and the same number of measurement modes. 
Observations in Figure. 17 include 
1. Conventional FLOT has the worst performance. The spectrum dropped 
significantly in the very beginning until index ~300.  
2. Angle compounded FLOT performs slightly worse than 30°  aFLOT, but it 
appeared to be more resilient to scattering than 30°  aFLOT. As scattering 
increases, the spectrum of 30° aFLOT decreases dramatically. 
3. 30° aFLOT performed the best, suggesting that the photon budget is wiser used in 
30° aFLOT  than other two systems. 







The oblique illumination/collection was introduced to the technology of FLOT. As a 
result, aFLOT provided better imaging for low scattering applications. Essentially, the 
oblique illumination/collection improved the resolution and the depth selectivity. SVA 
Figure. 17 30° configuration vs. 0° and angle compounding configurations. 
The metric is singular value distribution. 0° configuration (dash line), as is 
FLOT, performed the worst. Angle compounding configuration (dot line) 
appeared resilient to scattering. 30° configuration (solid line) performed the 
best but appears vulnerable to scattering. mud is scattering coefficient 
normalized by mean free path. The compounded angle ranged from 0° to 60°, 
but the total number of measurement modes was kept the same for all 




and PSF simulation supported the statement. In sections 3.3 and 3.4, it was pointed out 
that there were two mechanisms of depth selectivity. Scattering discriminates the depth 
for regions where MFP>1. Because discriminating depths even when MFP>1 is possible, 
the mechanism increases the penetration depth, which is otherwise thought difficult for 
high scattering applications. Depth selectivity relied on scattering, which however 
requires the sample to be scattering. Oblique illumination and detection to intentionally 
intersect axes provides depth selectivity within MFP<1 where the photon path remains 
ballistic. aFLOT can therefore rely on both to infer the depth of fluorescence origins, 





4 Experimental Characterization of aFLOT 
Calibrated phantoms were imaged using aFLOT. Because the size, geometry, and depth 
of the features in phantoms were well-defined, the resolution and penetration depth of 
aFLOT were able to be characterized. 
Two aFLOT systems were characterized. In chapter 2, I explained that the oblique 
illumination was exclusively advantageous when the sample is low scattering. Therefore, 
for low scattering samples, the configuration of 45° illumination - 45° detection (45°-45°) 
was preferred (Figure. 16A). For high scattering samples, 45°-0° configuration was 
preferred (Figure. 16B). The simulation in section 3.4 supported such arguments. In 
physics, the reason is that each photon loses directionality when the sample is highly 
scattering. Therefore, 45°-0° and 45°-45° configurations were comparable. 45°-0° 
configuration was further preferred because of two other reasons. First, the measured 
image could not maintain in focus over a few millimeter FOV if EM-CCD was placed at 
45
o
. The out of focus aberration would become severe. Second, arranging the detector 
arm to be normal to the sample surface gave a greater depth of field
13
 in the z direction. 
Indeed, improving the resolution in z should be emphasized. Plus, one has been able to 
use fine scanning of tight illumination point or line to achieve high resolution in lateral x, 
y directions. There is no need to “waste” depth of field in lateral directions. 
                                                 




45°-45° configuration was characterized in sections 4.1 and 4.2. 45°-0° configuration was 
characterized in sections 4.3-4.6. The summary is in section 4.7. 
 Capillary tube phantom in 1% Intralipid: comparing aFLOT 4.1
with FLOT 
Following the same idea in section 1.3.1, the capillary tube phantom was imaged again. 
The capillary tube (110 µm in diameter) was filled with 1 µM fluorescent dye Rodamine 
6G (Rd6G) and embedded at 1.2 mm deep inside 1% Intralipid. The excitation 
wavelength was 532nm and the emission wavelength of the filter was 605±15 nm. Figure. 
18(A) shows the cross-section of the reconstructed capillary tube phantom using aFLOT. 
The depth of the capillary cross-section from the reconstructed image was ~1.14 mm. 
Independently, OCT dictated ~1.2 mm. As a comparison between angled and 
conventional FLOT systems, Figure. 18(B) shows the reconstruction using FLOT with 
normal incidence/detection. Figure. 18(C-D) illustrate the central depth profiles of the 
reconstructed capillary tube. Quantitatively, IQR was measured and compared.  The 
measured IQR was 178.5 µm for the aFLOT system and was 450 µm for the conventional 
FLOT. This represents approximately 2.5-fold improvement in axial resolution.  
One note is that the reconstruction in FLOT was SIRT, but the reconstruction in aFLOT 
was Tikhonov. Therefore, the origin of this 2.5-fold resolution improvement needs some 
clarification. One factor was the oblique illumination, and the other was the 
reconstruction scheme. According to Figure. 11, Tikhonov appeared to be slightly better 




conclude that this 2.5-fold resolution improvement resulted from both a better 
reconstruction scheme and the oblique illumination/detection.  
 
 
 Capillary in homogeneous medium (Intralipid) 4.2
To obtain the penetration depth, the capillary tube (I.D=400 μm , Cat.1-000-800, 
Drummond Scientific Co.) was obliquely placed in a tank filled with intralipid. By 
changing the concentration of intralipid, different background scatterings were created. 
Specifically, the tank was filled with 72ml water in the beginning. Once the measurement 
Figure. 18 Comparing the reconstructed capillary cross-section using aFLOT 
(A,C) and conventional FLOT (B,D). [5] 
(A,B) cross-sectional reconstruction; (C,D) axial profile through the center of 
the object. Gray area denotes the true position and thickness of the capillary 




was acquired, 2ml from the tank was removed and 2ml 20% intralipid was added. 
Repeating the process gradually increased the amount of intralipid in the tank. The 
process was repeated until the volume concentration of intralipid reached 1.5%.  
Scattering coefficients were obtained by interpolating
14
 the scattering coefficient of 10% 
intralipid [37]. The excitation wavelength and emission filter in this experiment were 
532nm and 605 ± 15nm, according to the spectrum of the dye Rd6G. 
Figure. 19 summarizes the cross-sections of the capillary at various depths and scattering 
coefficients. The cross-section was the stacking representation (because intensity would 
be saturated, disabling reconstruction. Discussion soon). All subplots are plotted in the 
same linear intensity scale. Because the capillary was placed obliquely, multiple depths 
can be acquired in one measurement. The columns in Figure. 19 only represent 6 depths 
at 0, 500, 1000, 1500, 2000, and 2500μm. The scattering coefficients acquired were from 
0 to 9/mm. From low to high scattering, it can be observed that not only the intensity 
dropped, but the profile of the capillary cross-section became blurring. In terms of the 
same detectability, a red dashed curve is plotted. The curve empirically suggested the 
detection limit as a function of depth and scattering. For example, one can dictate that 
2mm penetration depth was expected if the background scattering was 1/mm. This agreed 
with the theoretical predication. According to Beer’s law, intensity would drop with a 
                                                 





factor 0.1353 (= exp(−>ÁcÁ^SË^bfc ×  ) = exp(−2)). Given that our EM-CCD had a 
dynamic range of 12 bit, 2?Q × 0.1353 = 554, comparable to our noise level. 
However, penetration of only 2mm at scattering 1/mm still appeared to be shallow. This 
was caused by the constant short exposure time, the limited dynamic range and low gain 
of the EM-CCD across all subplots for a fair comparison. While increasing any factor 
would increase the detectability, another concern was the saturation of the EM-CCD. 
Keeping EM-CCD not saturated is critical. Expect stacking, any reconstruction schemes 
requiring description of sensitivity matrix need accurate (so not saturated) intensity 
distribution to perform reconstruction. Figure. 19 clearly shows that the dynamic range of 
the fluorescence intensity exceeded the 12 bit window of our EM-CCD. Therefore, using 
single constant exposure time and gain (as in this experiment), it appears impossible to 
keep EM-CCD not saturated for cases of low scattering and shallow regions while 
requiring the high detectability for cases of high scattering and deep regions at the same 
time.  
Therefore, there is a dilemma in balancing non-saturation and detectability. This exposed 
a deficiency of the current (a)FLOT system. Due to the high dynamic range of 
fluorescence intensity from different depths, all fluorescence signals must be kept within 
the 12 bit window of the EM-CCD even at the image acquisition phase.  
For future work, one idea can be to dynamically vary the exposure time and gain and to 
normalize the detected intensity by post processing. As the data precision can be 64 bit 




CCD. The idea virtually increases the effective dynamic range of the EM-CCD by 
sequentially shifting the 12 bit window to constitute the 64 bit data. 
On the other hand, the current implementation of aFLOT still applies to simplified 
situations. For example, all the fluorescence signals come from comparable depths, not 
necessarily on the surface. Besides, if the scattering of the sample is low, the dynamic 
range of the fluorescence can be low as well. In either situation, a fixed exposure time 






 Layered PEG hydrogel 4.3
To show the penetration depth can be longer in a low scattering environment, one 5-
layered PEG hydrogel was fabricated. Layers with and without ICG 14.75μM  were 
alternatively fabricated. Each layer was about 3mm thick. Pure PEG hydrogel was almost 
transparent. The reduced scattering coefficient was 0.1/mm . Figure. 20 shows the 
resulting image of the cross-section of the layered gel. Seeing the deepest interface of 
Figure. 19 detectability of the capillary cross-section vs. scattering and depth. 
The top-left inset showed the imaged phantom, a capillary filled with Rd6G 
obliquely immersed in various concentrations of intralipid. Every subplot 
showed a cross-section of the capillary in a FOV deep to 3mm. Columns 
compare the detectability against depth. Rows compare the detectability 
against scattering. The red dashed curve may serve as a rule of thumb. For 
example, when the scattering μ@ = 1/mm, one was able to detect the 




layers suggested that 9 mm penetration was achieved. Again, low scattering is a 
prerequisite for long penetration. Because of low scattering, the dynamic range of 
fluorescence was kept narrow. The aFLOT measurement was therefore able to be free 
from saturation. 
Besides, Figure. 20B also shows the effect of out of focus aberration. In the current 
implementation of aFLOT, the effect was considered as another deficiency. However, in 
appendix 2, I briefed an idea to take advantage of the aberration to improve the image 




Figure. 20 Cross-section of a layered PEG hydrogel. 
(A) Schematic of the layered hydrogel. Layers with and without ICG 
14.75μM were alternating. Each layer was 3mm. (B) Acquired cross-section 





 Capillary in homogeneous PEG 4.4
Similar to section 4.1, the capillary was imaged again. The difference was that the 
background medium was changed from intralipid to PEG hydrogel [38]. First, intralipid 
was liquid, difficult to control precision compared to solid phantoms. Crosslinked PEG 
was solid. Second, the transparency of PEG can be adjusted by the concentration of salt, 
NaCl. While it is possible to mix intralipid in PEG, intralipid is not soluble in either water 
or PEG. By contrast, salt is soluble in PEG. Therefore, using salt to control the 
transparency of PEG is ideal in the sense of maximizing the spatial homogeneity of 
opacity. Third, in the field of tissue engineering, PEG is a common model. Fourth, the 
system was switched from 45°-45° to 45°-0° configuration. 
The capillary (I.D. = 62μm) was obliquely inserted into a solid crosslinked PEG hydrogel. 
The capillary was filled with 50μM (diluted in alcohol) indocyanine green (ICG). The 
reduced scattering coefficient of the PEG was 
 = 0.7mm>? at 780 nm. Anisotropy was 
assumed 0.9. Index of refraction was assumed 1.35. With the above parameters, the 
scattering coefficient was  =
²ó
±
?>C = 7/mm. 
Figure. 21 shows the result. OCT was co-registered to confirm the aFLOT reconstruction 
by Tikhonov. The co-registration was done by co-registering OCT tomogram and angled 
reflection measurement
15
. To facilitate the co-registration, fiducial markers were placed 
                                                 





on the sample surface. Here, a paper ruler was used, which can be seen in Figure. 21F. 
Generally, the co-registration was successful. The aFLOT reconstruction was therefore 
reliable.  
One can draw more observations from Figure. 21A. First, the resolution degraded when 
the capillary went deeper. Even though it became worse, the reconstructed capillary 
maintained high contrast at 1mm. This suggested that aFLOT can further resolve deeper 
fluorescence signals. An OCT tomogram on the other hand had reached its penetration 
limit about 1mm. Second, the contrast mechanisms between OCT and aFLOT were 
different. OCT relied on the scattering of the glass wall of the capillary, and aFLOT 
relied on fluorescence. It is crucial to design a phantom that can provide contrasts for 
both systems. Third, the fluorescence was missing around depth 800μm. The instability 
of Tikhonov reconstruction suggested the erroneous mathematical description of the 
sensitivity matrix. A better reconstruction scheme to satisfy the hard constraint will be 





 Capillary in macroporous PEG 4.5
In this thesis, the background medium was assumed homogeneous. The Monte-Carlo 
simulation didn’t adapt the possibly spatially heterogeneous scattering of the background 
medium. Surprisingly, the reconstruction remained valid to certain degree. In this section, 
a capillary was again obliquely inserted into a macroporous PEG hydrogel [38]. The 
capillary profile was reconstructed at least down to 1mm using Tikhonov.  
Figure. 21 Co-registration of OCT and line-scan aFLOT of a capillary tube filled 
with fluorescence dye ICG. 
(A) Co-registered OCT/aFLOT YZ cross-section of the phantom. (B) OCT YZ 
cross-section.  (C)  Co-registered OCT/aFLOT XZ cross-section. (D) OCT XZ 
cross-section. (E) The slice where (A) was taken. (F) Perspective view. FOV = 




The capillary tube (62 µm in diameter) contained 50 µM (diluted in alcohol) ICG. The 
reduced scattering coefficient of the macroporous PEG hydrogel μ@
 = 1.1mm>? at 780 
nm, compared to 0.7mm>? in homogeneous PEG in previous section. 
Again, the aFLOT tomogram was co-registered with OCT. Figure. 22A shows XZ and 
YZ cross-sections. Because of even higher scattering, the penetration depth of OCT was 
reduced to 600μm. Yet, aFLOT resolved the capillary deep to 1.1mm. Figure. 22C gives 
a quantitative evaluation of the resolution against depths. The FWHM in x and z of the 
capillary cross-section and the depth of the capillary center can be derived in each XZ 
frame. The resulting dots were further least squares fitted. For example, FWHM =
280, 520μm in x and z respectively at 1mm depth. 
In this experiment, the capability of aFLOT imaging in heterogeneous macroporous PEG 
hydrogel was demonstrated. The success of the reconstruction was because the spatial 
scale of diffused fluorescence was much wider than the heterogeneity of the PEG. Again, 
while resolution degraded to half-millimeter, the contrast remained high. This suggested 





 PSF phantoms 4.6
PSF phantoms based on unstructured distributions of sub-resolution particles in a 
transparent matrix have proven effective for evaluating resolution and its spatial variation 
in optical coherence tomography (OCT) systems.  [39]. Because the size of the particle is 
smaller than the tested imaging system, the image of the particle approximates the PSF of 
the imaging system. Imaging PSF phantoms therefore provides an approach to capture 
and evaluate the evolution of PSF along the depth. For example, plotting the FWHM of 
each individual PSF against their depth reveals the out of focus aberration of the system. 
Figure. 22 Imaging capillary tube through heterogeneous PEG. 
(A) XZ and YZ cross-sections of OCT/aFLOT tomogram. The red arrow 
indicates the position of the capillary. (B) Perspective view. (C) FWHM 
statistics of the capillary in each XZ cross-sections verses depths. (blue ×) is 
FWHM in z direction. (red •) is FWHM in x direction. Straight lines are linear 




Following this idea, unstructured fluorescent microspheres (DG06M, Bangs Lab, Inc., IN) 
encapsulated in PEG hydrogels were fabricated and imaged using 45°-0° aFLOT. The 
microspheres were of size 8.31 μm. The excitation wavelength peak was at 480nm and 
the emission wavelength peak was at 520nm. Homogeneous PEG hydrogel was 6mm 
thick, enough to cover the useful penetration depth. Figure. 23 shows one aFLOT 
stacking image of the microsphere distribution. Quantitatively, in Figure. 24A, the 
FWHMs in x,y,z directions (the center panel) and the peak intensity (the right panel) of 
each PSF were plotted against the depth of the corresponding PSF. At the focus plane, 
which was at 1500μm, the resolution (FWHM) was 9, 9, 27.6 μm in x,y,z directions 
respectively. The effect of out of focus aberration was clear in the x direction. About +/- 
800μm away from the focus plane, the resolution in x,y,z degraded to 40, 25, 100 μm 
respectively. The corresponding intensity evolution showed a clear Gaussian distribution. 
Lastly, for scales above 9mm, the diffraction factor in PSF should be safely neglected. 
PSFs in transparent medium in mesoscale was mainly influenced by the out of focus 
aberration only. 
Figure. 24 also showed other 3 subplots. The purpose was to compare the effect of 







FOVÄK8 =   2.75 × 2.29 × 2.51 mm{ 





4.6.1 Scattering effect on resolution and intensity 
Figure. 24B showed the evaluation of another PSF phantom with higher scattering 
(μ@
 = 0.3/mm). The scattering was obtained by increasing the concentration of NaCl 
(2M) in the PEG hydrogel. Compared with Figure. 24(A,B), the effect of out of focus 
Figure. 24 Resolution (FWHM) and intensity vs. depth, scattering, and iris 
opening.  
Unstructured micro Beads encapsulated in PEG hydrogel. The opacity of PEG 
was adjusted by the concentration of NaCl. The reduced scattering coefficient 
was 0.1/mm in (A,C) and 0.3/mm in (B,D). Resolution was modulated by the 
opening of iris in the detector arm. The iris was largely opened in (A,B) and 
smally opened in (C,D) Comparing (A,B) or (C,D), higher scattering rendered 
poorer resolution. Comparing (A,C) or (B,D), small opening of iris decreased 




aberration became more severe and the intensity of signal dropped. The resolutions were 
however comparable.  
4.6.2 The effect of the iris opening on resolution and intensity 
In an attempt to improve resolution, here I present another approach to improve the 
resolution. Instead of using a mathematical description of PSFs to perform post-
reconstruction (section 2.3), I adjusted the opening of the iris in the detection arm. 
Controlling the opening of the iris appears to be a way to modulate the shape of PSFs. 
Historically studying the opening of iris was about apodization of light, which is 
considered as another aberration. It may however be interesting to see the interplay 
between the aberration of out of focus and apodization (Appendix 2). 
Figure. 24(B, D) illustrate the effect of apodization on the resolution and intensity. 
Resulting from closing the iris, the effect of out of focus aberration was dramatically 
reduced. This is good because as a tomogram, resolution should be kept constant and 
small over the whole imaging volume. In Figure. 24B, the resolution in x,y,z at the focus 
plane degraded to 10.6, 10.6, 28.5  μm  (compared to 9, 9, 27.6  μm  in Figure. 24A). 
However, at +/-800 μm away from the focus plane, the resolution in x,y,z was kept to 





The price for the reduced out of focus aberration was the reduced signal intensity. 
However, one future direction may be to combine the high intensity signal acquired using 
the large opening of iris and the sharp feature acquired using the small opening of the iris. 
 Summary 4.7
Table 1 summarizes the key parameters of the experiments described in chapter.  
Table 1 Summary of characterization of aFLOT. Anisotropy was assumed 0.9. Index 
of refraction was 1.35.  
section 4.1 4.2 4.3 4.4 4.5 4.6 
configuration 45°-45° 45°-45° 45°-0° 45°-0° 45°-0° 45°-0° 
date of 
experiment 
2010.11.04 2011.09.24 2012.02.13 2012.01.17 2012.01.17 2012.10.19 
Lõ
 (/mm) at ex 1.1 0-0.9 0.1 0.7 1.1 0.1-0.2 
ex (nm) 532 532 780 780 780 473 
em filter (nm) 605F15 605F15 845F27.5 845F27.5 845F27.5 517F10 
object capillary capillary layered PEG capillary capillary microsphere 
background 1% IL 0-1.5% IL PEG salted PEG salted PEG PEG 
fluorophore Rd6G 1	μM Rd6G ICG 14.75μM ICG 50	μM ICG 50	μM DG06M 
size of feature 
(MN) 
110 400 3000 62 62 8.31 
depth of 
feature (mm) 
1.2 0-2.4 9 0-1 0.5-1.1 0-6 
reconstructed 
size of feature 
(MN) 
178.5 >400 3000 60-400 in z 
60-250 in x 
210-600 in z 
9 in x y 




1.14 0-2.4 9 0-1 0.5-1.1 0-2.5 
 
In section 4.1, I showed that a comparable phantom that was imaged previously using 
FLOT was imaged again using aFLOT. Because of the oblique illumination, the depth 




cross-section against depths and scattering was systematically studied. The high dynamic 
range of fluorescence intensity would necessitate the high dynamic range of 
measurements. It is critical not to saturation EM-CCD for quality reconstruction. High 
scattering samples fall into this situation. On the other hand, if samples are low scattering, 
I showed that penetration depth can be as deep as 9mm in section 4.3. Besides, out of 
focus aberration would become severe in such deep penetration. In sections 4.4 and 4.5, I 
showed that in high scattering materials, 1mm penetration was routinely achieved. Such 
penetration was a good match to OCT’s, supporting the idea to combine these two 
modalities. In section 4.6, I imaged the PSF phantom, an emerging standard to 
characterize 3D imaging systems. The PSFs of aFLOT were strongly influenced by out of 
focus aberration. Yet, one may be able to modulate this aberration, thereby improving the 
image quality in the future.  
To sum, current implementation of aFLOT was able to perform 1mm penetration and up 






5 Application of aFLOT: Tissue Engineering 
Regenerative medicine has emerged as an important discipline which aims at introducing 
living cells or functioning tissues to repair injury or replace damaged tissues or organs 
which lose functions. Optimization of regenerative medicine strategies includes the 
design of biomaterials, cell-seeding methods, cell-biomaterial interactions, and molecular 
signaling within the engineered tissue. One challenge is to non-destructively observe and 
quantify the distribution and migration of seeded cells throughout the bulk scaffold. The 
development of tissue engineered products is limited by the lack of laboratory imaging 
techniques which are capable of non-destructive imaging of the three-dimensional 
morphology as well as the cell response of a tissue engineering scaffold. The current 
method for quantifying 3D cell distribution involves fluorescent confocal microscopy 
imaging of cryo-sectioned scaffolds followed by digital 3D image recompiling [40]. 
Although robust, this approach is destructive and time-consuming, and thereby may 
become a concern in longitudinal inspection of massive amount of samples. 
In this chapter, aFLOT was used to resolve the distribution of human mesenchymal stem 
cells (hMSCs) embedded in or seeded on hydrogels. 
 
 hMSCs embedded in PEG 5.1
hMSC embedded in PEG hydrogel is a common construct of the engineered-tissue 






. hMSCs are a promising cell source for bone tissue engineering as they can be 
isolated from bone marrow and readily differentiated into osteoblasts [41]. In this 
experiment, a bi-layer model was fabricated.  The bottom layer was pure PEG. The top 




 /mL). The thickness of the top 
layer was 0.5, 1, 2, and 3 mm (4 samples were prepared). 







 sequentially. The cross-linked PEG was homogeneous and almost 
transparent in visible wavelengths. For Monte-Carlo simulation and Tikhonov 
reconstruction, the measured reduced scattering coefficient was 0.1/mm. Anisotropy g = 
0.9, refractive index = 1.33, and absorption coefficient of 0.01 	mm>?  of PEG were 
assumed.  
hMSCs were labeled with LIVE/DEAD assay (invitrogen), but only the LIVE part was 
imaged. Polyanionic dye calcein (the LIVE assay), retained within live cells, produces an 
intense uniform green fluorescence (ex/em 485/530 nm). In this experiment, the 
excitation was at 473nm and the emission filter was at 517 F 10nm. 
                                                 







Figure. 25 shows the YZ projections and perspectives of the cell distribution. From the 
projections (A1-D1) and the histogram (F), the thicknesses of the top cell-contained 
layers were clearly distinguished. The estimated cell distribution depths were distinct and 
consistent with the nominal thickness of each sample during fabrication. From the 
histogram, the cut-offs were at 0.7mm, 1mm, 1.8mm, and 2.9mm, compared to the 
nominal thickness 0.5mm, 1mm, 2mm, and 3mm. Besides the clear cut-offs, the 
fluorescence intensity of the 2mm and 3mm samples gradually dropped toward deeper 
region. This should be because of the out of focus aberration. Lastly, it was consistently 
observed that all the cell-distributions patterns peaked at the bottom surface. This may be 
attributed to the condensation of cells or interface reflection.  
This experiment demonstrates that aFLOT can resolve the depth-dependent cell 







 hMSCs seeded on macroporous (heterogeneous) PEG 5.2




 can diffuse out from the PEG. 
Using this property, Salt, or NaCl, has been used as the porogen, to create pores inside 
Figure.	25	3D	aFLOT	imaging	of	PEG	hydrogels	with	stem	cells	embedded	at	top	layers.		Cell	 layer	 thickness	 was	 nominally	 0.5mm(A),	 1mm(B),	 2mm(C),	 and	3mm(D).	 (A1-D1)	 YZ	 projection.	 (A2-D2)	 Perspective.	FOV = 10.6  6.5 2.9mm{.	 (E)	 Photo	 of	 a	 sample.	 Transparency	 indicates	 low	 scattering.	 (F)	
Histogram	of	the	depth	of	cells.		




PEG. Because of the pores, MSCs can be seeded after PEG is cross-linked. (In the 
previous model, MSCs was mixed with PEG during the cross-linking.) Macroporous 
PEG maintains mechanical sustainability for MSCs to grow within. More, it facilitates 
the behavior of MSCs, such as migration. (In the model in the previous section where 
MSCs were encapsulated in PEG, MSCs may mainly perform proliferation, but not 
migration.) 
Using salt as the porogen changed the transparency of PEG. The opacity of PEG 
depended on the concentration of NaCl. To create pores inside PEG, during cross-linking, 
saturated salt solution was used to prevent NaCl crystal from dissolving. From Table 1, 
the reduced scattering coefficient of macroporous PEG was 1.1/mm. Therefore, 1.1/mm 
should be the maximal reduced scattering coefficient that salted PEG can be. 
NaCl was however lethal to MSCs. Therefore, once the PEG was cross-linked, it was 
immersed in a tank of water for 3 days for NaCl to dissolve and diffuse out from the PEG, 
leaving only pores inside. After NaCl had been sufficiently leached, MSCs were seeded. 
In this experiment, 180K cells were seeded on the macroporous PEG.  
The fluorescence of hMSCs was from quantum dots whose emission was peaked at 
665nm.  (QD665, Ocean Nano Tech.) The excitation was at 473nm. The quantum dot had 
exclusively high quantum yield. However, there was no particular reason to switch from 
the LIVE/DEAD assay to QD665.  
Again, the cell distribution was of interest. Figure. 28 (A,B) compares the stacking 




PSFs of the aFLOT, giving better quality of the image of the cells. (C) is co-registration 
of the structural macroporous PEG. In addition, for comparison, images acquired by 
white light and fluorescence microscope are shown in (D) and (E). The image acquired 
by two photon microscope is shown at (F). 
 
 hMSCs sandwiched between two macroporous (heterogeneous) 5.3
PEGs 
While cells may take advantage of the pores to migration or infiltrate into PEG, to 
demonstrate that aFLOT can see through the PEG, a thin 0.2mm layer of another 




macroporous PEG was piled onto the cell-seeded macroporous PEG. In other words, 
MSCs were sandwiched between two macroporous PEGs. During the handling, few 
hMSCs were still on the top surface of the PEG. However, major portion of MSCs were 
sandwiched.  
It is worthwhile to look at one example of the raw measurement image. In Figure. 27, 
besides the central cloud of fluorescence representing the sandwiched cell clusters, two 
other individual cells labeled as c1 and c2 are of interest. C1 and c2 represents one single 
cell that was on the surface and in the matrix (0.2mm below the surface), respectively. 
During the scanning, the image of c1 appeared brightly and sharply while the image of c2 
never did so even if adjusting the focal plane. The comparable depths ruled out the effect 
of the out of focus aberration. The nature that c2 always appeared dim and blur concluded 





Figure. 28 shows the result. From both the stacking (A) and the Tikhonov reconstruction 
(B), the resolved cells appeared larger due to scattering, which diffused the fluorescence. 
The image quality of Tikhonov reconstruction was still better than that of stacking. 





 hMSCs in alginate beads 5.4
One present difficulty in tissue engineering is the inability to successfully culture a large, 
clinically relevant 3D construct in vitro. Often, a scaffold is constructed in its final shape 
and seeded with cells. The largeness of the scaffold however limits the later 
homogeneous cell proliferation and matrix deposition. Even when cells are cultured in 
the bioreactor, central oxygen concentration in the construct is low and therefore cells 
cannot remain viable [42]. 
Alginate bead is the small-scale building block, each of which can be cultured 
individually before being assembled into the large final construct. This will allow for the 
Figure.	28	hMSCs	sandwiched	between	two	macroporous	PEGs.		




in vitro development of tissue engineering constructs on size scales not easily possible 
with aforementioned methods [41]. 
A model like alginate bead is suitable for aFLOT imaging, as the size of cells is relevant 
to the resolution of aFLOT ( 10-100 μm) and the size of the bead is relevant to the 
penetration of aFLOT ( 2-4  mm). The ability that aFLOT can monitor in situ the cell 
proliferation in the construct provides a powerful tool for optimizing the tissue 
engineering strategy. 
In this section, the experiment involved the culture of hMSCs in alginate beads in the 
tubular perfusion bioreactor. After culturing, the bead was labeled with the LIVE assay 
and imaged under aFLOT. The hMSCs were encapsulated in alginate, a natural 
biomaterial derived from algae that is frequently used in bone tissue engineering [43, 44]. 
First, hMSCs were mixed in the alginate solution. Second, a droplet of such alginate cell 
solution was ejected from the syringe needle tip into the calcium chloride solution. The 
calcium ionically crosslinks and therefore gels the alginate solution. The culture medium 
was pumped and perfused by the bioreactor, which has been shown to support the growth 
and osteoblastic differentiation of hMSCs [1].  
The uncultured bead at day 0 and the bead cultured bead for 21 days were labeled with 
the LIVE assay. Both beads were imaged under aFLOT afterwards. 
Figure. 29 shows the summary, comparing the hMSC distributions in alginate beads at 
day 0 and day 21. At day 0, hMSCs were homogeneously distributed (XYc0). During 




Therefore, a homogeneous cell distribution can be expected. After culturing for 21 days 
in the perfusion bioreactor, the constantly refreshing medium kept cells at the peripheral 
of the bead viable. By contrast, cells in the center of the bead underwent hypoxia. 
Therefore, after the labeling of the LIVE assay, viable cells can only be seen at the 
peripheral area (XYc21). Besides, during the 21 day culturing, calcification produced by 
the cells turned the alginate bead from transparent to semi-opaque (PB0 vs. PB21). The 
semi-opacity didn’t prevent aFLOT from seeing through the other side. That a full cell 
distribution around the bead was captured indicates that the illumination fully penetrated 
the bead. No fluorescence emitted from the center of the bead was because of no viable 
cells, but not because the opacity blocked the light. However, more solid evidence can be 
established by using the DEAD assay. The DEAD assay (ex/em 530/645nm) is rejected 
by the intact membrane of viable cells and can only enter the nucleus of dead cells. In our 





Figure. 30 is a direct comparison between full field fluorescence microscopy and aFLOT. 
The former is non-destructive, almost real time, and gives planar or projected information 
of cell distribution. The latter is non-destructive too. The tomogram can be acquired and 
rendered in 3 minutes, giving 3D information. 
Figure.	29	Alginate	beads	at	day	0	and	day	21	
XZ,	YZ,	 XY	 are	 projections	 of	 the	 stacking	 representation.	 XYc	 is	 one	 cross-section	in	the	center	of	the	bead.	P	is	perspective.	The	position	of	the	cross-section	was	also	shown.	PB	is	the	perspective	with	bead	profile	co-registered.	







The results in chapter show that aFLOT is a promising imaging technique to resolve in 
situ and quantify the information of depth-resolved fluorophore distributions in several 
common engineered tissue constructs. As investigating cell-scaffold interactions is a 
routine task in tissue engineering studies, yet cryo-sectioning and histology are still the 
laborious tools, the advent of aFLOT would provide another powerful tool for tissue 
engineering. Several key advantages are repeated. First, aFLOT performs non-destructive 
imaging. The merit of in situ imaging is preserved. Second, aFLOT performs 3D imaging. 
A global full picture of the sample reveals cell-cell or cell-scaffold interactions, which is 
not the emphasis of either microscopy or macroscopy. Third, the non-destructive imaging 
nature usually guarantees the high speed imaging. As a comparison, acquiring 
Figure.	30	compare	the	image	by	fluorescence	microscopy	(A)	and	aFLOT	(B).	




histological results at 4 to 5 discrete time points (for example, at day 1, 7, 14, 21, 28) is 
standard. With aFLOT, a denser sampling can be achieved. The convenience also saves 








 A unified system 6.1
A new system capable of non-invasive, three-dimensional fluorescence imaging is 
described. The system, termed angled fluorescence laminar optical tomography (aFLOT), 
fills the gap between microscopy and macroscopy, offering a balance of penetration and 
resolution designed to provide quality images of biological structures whose sizes and 
locations fall somewhere between the typical ranges of microscopy and macroscopy. 
aFLOT non-invasively resolved three-dimensional images of the distribution of 
fluorophore-labeled, live stem cells growing in either low or high scattering environments, 
facilitating research in regenerative medicine. 
Simulations and experiments demonstrated that introducing the angular degree of 
freedom improved the depth selectivity. Oblique illumination is not itself a novel idea. 
For example, in the regime of microscopy, both SPIM and CTM take advantage of 
oblique illumination. While successful, the main limitations of these techniques are that 
the sample has to be small and transparent. Small size is required because of the 
configuration of the instrument. Transparency is required because they fail to pass the 
optical properties of opaque tissues to mathematic system required for post-processing. 





When an opaque sample is of interest, aFLOT overcomes the limitations by borrowing 
the knowledge from FLOT to recover the underlying fluorophore distribution. The image 
quality depends not only on the instrument itself, but also on the imaged subject. 
Therefore, transferring additional information about the optical properties of the subject 
enables us to further improve the image quality. While the advantage of oblique 
illumination diminishes with increasing scattering, the Monte-Carlo simulation showed 
that aFLOT still outperformed FLOT. 
In a sense, aFLOT unifies several optical systems. First, when transparent samples are 
imaged, aFLOT is similar to mesoscopic SPIM. Second, when opaque samples are 
imaged, aFLOT is similar to FLOT. Third, by removing the emission filter, the reflection 
mode is the same as LOT. Fourth, oblique illumination as in the reflectometry enables 
one to derive the reduced scattering coefficient from measured light distributions. 
 Contribution 6.2
1. The thesis is the first study that introduces the angular degree of freedom into 
FLOT technology. Oblique illumination improved both the resolution and depth 
selectivity. 
2. Oblique illumination also enables the stacking representation. Avoiding the 
reconstruction simplified the aFLOT data processing. 
3. The thesis pointed out that there were two mechanisms of depth selectivity. When 
photons remain to travel ballistically (MFP<1), one obtains the depth selectivity 




multiple scattered (MFP>1), one obtains the depth selectivity through the 
scattering. aFLOT can use both mechanisms to enhance the depth selectivity. 
 Future work 6.3
In chapter 2, a mesh-based reconstruction scheme was discussed to ease the intensive 
computation of the reconstruction process. In the special low scattering application, the 
stacking is one approach to avoid the reconstruction. To further improve the resolution in 
stacking, an idea of modulating PSFs of aFLOT through changing the size of iris was 
mentioned in section 2.3.5, 3.5, and 4.3. The idea was primitively elaborated in appendix 
2. 
In section 4.2, the high dynamic range in scattered fluorescence intensities necessitates 
the implementation of a high dynamic range detection. As a result, one can resolve 
deeper fluorophores, further increasing penetration. 
In section 4.4, random erroneous Tikhonov reconstruction that led to missing 
fluorescence was seen. In the present approach to satisfy the hard constraint by simply 
replacing negative values with zeros, the analytical algorithm takes an unreasonably long 
time to search the legitimate solution. This demanded a better reconstruction process. 





1 Interface of aFLOT data acquisition 
Several applications are used and synchronized. CamWare is the application interfacing 
EM-CCD. ESP 300 is the motor controller that controls Newport’s actuator CMA-
25CCCL to translate the sample. ESP-Util is the application interfacing ESP 300. Sikuli
20
 
is an application that executes a user-defined script so that synchronization between ESP-
Util and CamWare is achieved.  
CamWare. User specifies the electronic gain, exposure time, and the number of frames 
being recorded here. The total acquisition time can therefore be derived by multiplying 
the number of frame with exposure time per frame. For example, 500 frames and 0.2s per 
frame render 100s. 
ESP-Util. This application supports scripting to control ESP300. aFLOT only need 3 
commands: 2VA0.05, 2PA0, and 2PA6. The first number 2 indicates it is axis 2 that is 
under control. 2VA0.05 sets axis 2’s scanning speed 0.05mm/s. 2PA0 moves axis 2 to 
absolute position 0mm. 2PA6 moves axis 2 to absolute position 6mm. Note however that 
the absolute position is not in the memory once ESP300 is turned off. ESP300 always 
regards the current physical position as 0mm when turning on. Therefore, before turning 
off ESP300, it is always a good practice to send 2PA0. 6mm was a typical scanning 





distance. Using the above example, 100s are the total acquisition time and the speed of 
scanning is 0.05mm/s, the stage would accordingly move 5mm<6mm. The 1mm buffer 
distance is required because the actuator starts moving before EM-CCD acquires images 





2 Achieving tomographic imaging through out of focus 
aberration and apodization 
  Motivation 2.1
During the development of aFLOT instrumentation, both illumination and detection arm 
are implemented using 4f configuration. One main advantage of 4f configuration is its 
insensitivity to path length between 2 lenses as long as the detector (EM-CCD) or light 
source and specimen are placed in the focal plane of the corresponding lens. This 
simplifies the design of optics. Besides, magnification is simply the focal length ratio 
between two lenses. Lastly, one gains the access to manipulate spatial frequencies of light 
that travels between the 2 lenses.  
To achieve tomographic imaging, one related parameter should be depth of field (DoF), 
which is defined as a region within which every feature is with comparable sharpness. If 
short DoF is used, the tomography may severely suffer from out-of-focus aberration. To 
alleviate the effect, quoted from Jeff Conrad’s concise statement, “Controlling DoF 
ultimately is quite simple—the aperture stop controls the size of the blur spot, and the 
focus determines the position of the DoF,” one can simply reduce the aperture size to 
increase DoF. Therefore, by inserting one iris in the middle of the 4f configuration, we 
may study how to manipulate the aperture size to take fully advantage of long DoF, 
achieving a tomography in which everywhere is with comparable sharpness. It is 




spatial light modulator which controls how high frequency the sample’s angular spectrum 
can pass through. 
During implementation, I added an iris in between 2 face-to-face AC-254-60-B 
(Thorlabs). Because the 2 lenses are face-to-face, the 4f configuration is symmetric. The 
effect of different DoF was strong: What is focused remains focused. What is out-of-
focused can become in focus as well. Features that are far from focus plane suffer from 
out-of-focus effect most, but the rate of getting in focus is also the fastest when reducing 
aperture. 
This appendix explores see the interplay between the out-of-focus aberration and the 
apodization through changing the aperture size, but only the coherent illumination was 
investigated. 
 Physics understanding 2.2
The more open the iris is, the larger the aperture is, the more diverse directions of light 
the lens can capture, the richer the sample object’s angular spectrum is perceived. As a 
result, the object in focus plane can be perceived with better resolution. What’s 
compromised is the object other than in focus plane now becomes blurring. A vivid 
example is to change the objectives in a common microscope. High NA objective 
resolves finer feature, but the working distance is shorter than low NA objective. What 
causes blurring is counter-intuitively by overwhelmed information in angular spectrum. 
The signal from the focus plane is so strong that it overwhelms signals from other planes.  




On the other hand, when iris closes, the aperture rejects light from large angle. This is 
especially profound for near field. The same object, when placed at near field, requires 
light from larger angle than when placed at far field. Since light from near field is 
rejected, one can better perceive object in the far field. Note however that the lens still 
independently determines where to focus. What is changed is DoF. 
As a result, if continuously reducing the size of aperture, one can see that objects other 
than in focus plane gradually become in focus. The rate of becoming in focus is faster for 
object farther away from focus plane, as object in focus plane barely changes.  
By playing the trick of changing aperture, one may additionally use the rate of changing 
PSF size to determine the distance of signal from the focus plane, therefore achieving 
tomographic imaging. 
  Mathematics formulation 2.3
This section attempts to formulate the mathematic foundation to recover depth resolved 
tomogram from measurements. The measurements here are a series of 2D images, each 
of which is acquired using different opening of aperture. More, each such image by 
nature is a lumped-sum of information at different depths. The key idea is that the 
weighting among different depths is able to be manipulated through different opening of 





The mathematics here describes the coherent, mono-chromatic wavelength case. I start 
from Huygens-Fresnel principle. Fresnel approximation will be assumed immediately. 
Then we investigate the field that propagates t·, encounter a thin symmetric lens with 
focal length Q and finite aperture R, and propagates another t to reach the detector. 
Based on Huygens-Fresnel principle, if propagating in free space, two fields separated by 
distance z are related as 
Equ.15	 (É?, à?) = ?Ö∬tÉatàa	(Éa, àa) TèéëUëU efV(d)				
Where  is the wavelength of light, d is the angle between the optical axis direction cT and 
Sa?T so that efV(d) = VëU, and Sa? = WáQ + (Éa − É?)Q + (àa − à?)Q	. (É, à) is the linear 
polarized complex field. To relate to physical electrical or magnetic field, use 
X(É, à, ^) = YÁ[(É, à)Á>ÖÏ]  where X  fields satisfy 
QX(É, à, ^) − ?Å ÅÅX(É, à, ^)=0. 
Under Fresnel approximation, Sa? ≈ á + ?QV [(Éa − É?)Q + (àa − à?)Q] ≈ á . Equ . 15 
becomes  
Equ.16	 (É?, à?) = TèZÖV ∬tÉatàa(Éa, àa)ÁÖ èÅZ£(ë>U)Åº(Aë>AU)Å¤				
This integral is space-invariant. As an application, without loss of generality, consider a 




Equ.17	 [\(],^) = _`abc`dbc ∬bebf[c(e,f)_` agbc£(e>])gº(f>^)g¤				
A thin symmetrical finite lens adds a factor >($, %)Á>Ö èÅh£iÅºjÅ¤ to X, where >($, %) is the 
pupil function that controls the aperture and Á>Ö èÅh£iÅºjÅ¤ is because of the lens. Again, by 
propagating another t to reach the image plane, the final field (k, }; á = t· + t) on 
the detector is 
Equ.18	 (k, }) 	= TèlçÖç ∬t$t%X($, %)Á>Ö èÅm£nÅºoÅ¤ÁÖ èÅlç£(->n)Åº(>o)Å¤				
To focus on the relation between initial field · and final field , substitute Equ.(17) 





(k, }) = p(t;k, })∬ tÉtà·(É, à)p(t·; É, à),A h(É, à;k, }; t· , t; R)h(É, à; k, }; t· , t; R) = >?qç Þr>s($, %)ÁÖstÃnÅºoÅÈu x q + -ç , Aq + çyp(t; É, à) = ÁÖÂºÖ èÅl£ÅºAÅ¤v = wbc + wbx − wy
	
All above has been well developed. From now on, I attempt to elaborate more on h. I call 
h(É, à;k, }; t· , t; R)  pupil modulation function. Þz⋅{  is 2D Fourier transform, 
transforming argument ($, %) to spatial frequency ÃVn , VoÈ = ( q + -ç , Aq + ç). Despite h 
depends on many parameters, it appears that h should weakly depend on (É, à;k, }) if in 




x q + -ç , Aq + çy ≈ (0,0). If so, it is reasonable to approximate h(É, à;k, }; t· , t; R) ≈
h(t· , t; R). As a result,  
(k, }) = p(t;k, })| tÉtà·(É, à)p(t·; É, à),A h(t· , t; R) 
This expression indicates what is seen using aperture R  if a single plane object ·  is 
placed. Now we generalize this expression by adding object at different depths. This can 
be done by replacing ·(É, à)p(t·; É, à) with ∑ \(É, à)p(t\; É, à)ú\`? . \ is the field 
representing the slice of object at depth t\ . In order to resolve individual 
\(É, à)p(t\; É, à), it looks feasible by varying the aperture size R because h depends 
on t·. Assuming M different apertures are used, ]  is the image under aperture R] , 
then 
](k, }) = p(t;k, })| tÉtà[h(t\, t; R])ú\`? \(É, à)p(t\; É, à),A  
Or  
[](k, })]÷×? 	= p(t;k, })| tÉtà	[h]÷×ú,A [\(É, à)p(t\; É, à)]ú×?		 





2.4.1 Verify the prediction of geometric optics.  
If the lens is infinitely large and no aperture, >(É, à) = 1. Besides, the position of object 
and image follows v = ?q + ?ç − ?® = 0, then h = >?qç Í x q + -ç , Aq + çy. 
(k, }) = p(t;k, })| tÉtà·(É, à)p(t·; É, à),A h= p(t;k, })p ~t·; − t·t k, − t·t } × −t·t ·(−t·t k, − t·t })
= ÁÖÂçºÖ ÂQç£-ÅºÅ¤ÁÖÂqºÖ ÂQq~qçÅ£-ÅºÅ¤ × −t·t · ~−t·t k, − t·t } ≡ a(k, })
	
Geometric optics predicts − qç ·(− qç k, − qç }) . Fourier optics further predicts two 
additional quadratic phase terms. Let’s denote the resulting field a(k, }). 
In this example, we can imagine that under practical large aperture, h would not be away 
from Í functional. It is this Í functional that gets rid of the double integral. 
2.4.2 Out-of-focus aberration and sufficiently large aperture 
If the aperture is sufficiently large, same as no aperture, >(É, à) = 1 everywhere. One the 
other hand, the out-of-focus aberration is characterized by Δ. Using the identity: 





h(É, à;k, }; t· , t; R) = −1t·t ÞrÁÖsØÃnÅºoÅÈu ~ Ét· + kt , àt· + }t
= − 1Δ Á>ÖsØ[~ qº-ç
Åº~ Aqº çÅ] 	
Equ.(19) can be summarized in a convolution form: 
(k, }) = a(k, }) ∗∗ − 1ΔdQ Á>
ÖsØLÅ[~>qç-
Åº~>qçÅ] 
∗∗ means 2D convolution. It can be seen that the out-of-focused image is the focused 
image convoluted with the out-of-focus kernel. It should be noted that in a(k, }), only 
p xt·; − qç k, − qç }y ×− qç ·(− qç k, − qç }) participates the convolution. p(t;k, }) 
is a constant. 
2.4.3 Fourier transform pair (in sufficiently large aperture) 
If t = t· = Q, (k, }) = TÅèmÖ® Þz·(É, à){( -® , ®). Therefore,  and · can be seen as 
a Fourier transform pair. Equivalently,  is also resulting from Fraunhofer diffraction. 
One can find Equ.(16) gives a very similar form if dropping the quadratic phase terms, 
which is the condition of Fraunhofer approximation. 
Besides, as a mathematical manipulation, one can proof that  
 Þz(É, à){ÃQ, QAÈ = ?Å Þ  x , Ay x® , ® y ,∀Ë ∈ Y.		




2.4.4 4f configuration with sufficiently large aperture. Planar object in focus.  
This is to cascade 2.4.3 twice.   
($, %) = ÁÖQÂ®Q Þ ÝÁÖQÂ®Q Þz·(É, à){ ~ kQ , }Q ~ $Q , %Q
= ÁÖQÂ®Q\XÞ − Q Á
ÖQÂ®Þz·(QÉ, Qà){(k, }) ~ $Q , %Q
= ÁÖrÂ® × −·(−$, −%)
 
Note that ÞrÞz(É, à){u = (−É,−à) 
2.4.5 4f configuration with finite aperture. Planar object in focus 
[x(],^) = −_`ay| tÉtà·(É, à)z(dy,dy){(e+ ],f+ ^),A  
One can see that if >s = 1	Á}ÁSàÒℎÁSÁ, [x(],^) degenerates to 2.4.4. 
2.4.6 4f configuration with sufficiently large aperture. Planar object out-of-focus 
Let t = Q and remain the freedom of t·. The first lens transforms · into ¸: 
¸(k, }) = ÁÖÂ(®ºq)t· Þ Ý·(É, à)ÁÖ
sqx?> ®qyÃÅºAÅÈ ~ kt· , }t·
= −t·ÁÖÂ(®ºq)Þ Ý·(t·É, t·à)ÁÖsqx?> ®qyÃÅºAÅÈ (k, }) 
¸ is the field where the aperture is going to be applied soon in 2.4.7.The second lens 




	 	 ($, %) = TÅèmÖ® Þr¸(k, })u x n® , o®y= ÁÖÂ({®ºq) ×− q® · x− q® $, − q® %y ÁÖ mxlqm >?y(nÅºoÅ)	
2.4.7 4f configuration with finite aperture. Planar object out-of-focus 
Assume symmetric aperture, hs(k, }) = hs(−k, −}) . Note Þ>?zÞ()Þ(){ =  ∗∗  . 
Apply a finite aperture hs(k, }) at ¸(k, }) in 2.4.6, 	
($, %) = ÁÖQÂ®Q Þz¸(k, })hs(k, }){( $Q , %Q)
= ÁÖÂ({®ºq) × −t·Q · ~−t·Q $, − t·Q % ÁÖ s®xq® >?yÃnÅºoÅÈ ∗∗ Þzh	s(k, }){( $Q , %Q)
	
As can be seen, if >s = 1	Á}ÁSàÒℎÁSÁ, Þz>s{ = Í, 2.4.7 degenerates to 2.4.6. If t· = Q, 
2.4.7 degenerates to 2.4.5.  
2.4.8 Two point objects at different depths 
On the other extreme, if >(É, à) = δ(x, y) 
Assume there are two point objects at different depths: · = ?Í(É − É?, à − à?, á −
t?) + QÍ(É − ÉQ, à − àQ, á − tQ), and two different apertures are used: R? and RQ. We 
obtain  
»?(k, })Q(k, }) = p(t;k, }) ´h?? h?QhQ? hQQµ?p(t?;k, })Qp(tQ;k, })h]\ = h(É\, à\;k, }; t\, t; R])  
Of course, one may use more than two apertures to solve the matrix equation. This result 




2.4.9 Useful formula 
Þzh(É, à){ = Þ ebSe ~R S = R j? x2À
R VyV 				 , VQ = VQ + VAQ 
bce(É) = ¢U(s)Q , bce(0) = sr 
  Conclusion 2.5
Common practice of using aperture is to choose a best size for purposes. A dilemma often 
follows: while reducing aperture decreases out-of-focus aberration (therefore increases 
resolution), it also reduces SNR. It should be possible to modulate PSF through changing 
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