In order to improve reliability of wind turbines, it is important to detect and isolate faults as fast as possible, and handle them in an optimal way. An important component in modern wind turbines is the converter, which for a wind turbine control point-of-view normally provides the torque acting on the wind turbine generator, as well as measurement of this torque. In this work, a diagnosis strategy based on fuzzy prototypes is presented, in order to detect these faults in the converter, and isolate them either to be an actuator or a sensor fault. The fuzzy system is used since the model under investigation is nonlinear, whilst the wind speed measurement is highly noisy, due to the turbulence around the rotor plane. The fuzzy system consists of a set of piecewise affine Takagi-Sugeno models, which are identified from the noisy measurements acquired from the simulated wind turbine. The fault detection and isolation strategy is thus designed based on these fuzzy models. The wind turbine simulator is finally used to validate the achieved performances of the suggested fault detection and isolation scheme.
INTRODUCTION
The application of fuzzy logic and control to model-based fault diagnosis has gained increasing attention in both theory and application in recent years. The former method exploits fuzzy set theory to express cause-effect relations in expert systems. On the other hand, the key idea of the model-based approaches is the generation of signals, the so-called residuals, obtained by using observers, parameter estimation or parity equations designed on the basis of mathematical models of the monitored system (Chen and Patton [1999] ). The majority of industrial processes cannot be modelled by using a single model for all operating conditions because they are nonlinear and non-stationary (Chen and Patton [1999] ). Since a mathematical model is a description of system behaviour, accurate modelling for a complex nonlinear system is very difficult to achieve in practice. Sometime, for some nonlinear systems, it can be impossible to describe them by analytical equations. Instead of exploiting complicated nonlinear models obtained by modelling techniques, it is also possible to describe the plant by a collection of local affine models obtained by identification procedures.
Residuals are signals representing inconsistencies between the model and the actual system being monitored. Any inconsistency will indicate a fault in the system. Residual must, therefore, be different from zero when a fault occurs Corresponding author. and zero otherwise. However, the deviation between the model and the plant is influenced not only by the presence of the fault but also the modelling error. Several techniques had been proposed for Fault Detection and Isolation (FDI) in dynamic systems (Chen and Patton [1999] ). In particular, in this work, fuzzy modelling is combined with the model-based method to formulate a FDI technique exploiting the Takagi-Sugeno fuzzy model (Babuška [1998] ) for residual generation. The Takagi-Sugeno fuzzy model for nonlinear dynamic systems is described by a number of local affine models. Each submodel approximates the system locally around an operating point and a selection procedure determines which particular submodel has to be used. Such a multiple model structure is called multiplemodel approach. Under such a fuzzy scheme, a number of local affine models are designed and the estimate of outputs is given by a fuzzy fusion of local outputs. The residual the difference between the estimated and actual system output.
Several methods for wind turbine FDI can be found in the related literature, e.g. (Odgaard et al. [2009a] , Wei et al. [2008] , Hameeda et al. [2009] , ).
In this paper, the different operating points are selfselected with a fuzzy clustering method (Babuška [1998] ). On the basis of knowledge of the operating point regions, the identification of the structure, and the parameters of each local Takagi-Sugeno model can be performed (Rovatti et al. [2000] , Simani et al. [1999] ). The remainder of this paper is organised as follows. Section 2 presents the structure of the multiple model, and briefly recalls how to integrate a well-established identification method for the estimation of affine systems within a general procedure for nonlinear fuzzy identification. Section 3 shows the design of the diagnostic scheme for FDI of dynamic systems. The application of the FDI approach to the wind turbine is described in Section 4. The example demonstrates the effectiveness of the technique proposed. Finally, some concluding remarks are included in Section 5.
FUZZY MODELLING AND IDENTIFICATION
This section deals with the decomposition of input-output data u(t) and y(t) (t = 1, . . . , N) , acquired from the actual process, into fuzzy subsets, which are approximated by local affine input-output models.
Fuzzy Prototype
Fuzzy clustering algorithms can be used as a tool to obtain partitioning of data into subsets, which can be approximated by local affine models. It is assumed that the dynamics of the system under observation is described by the following Equation Error (EE) model (Babuška [1998] ):
where the vector y(t) is the system output, x(t) is a collection of a finite number of inputs and outputs, the vector x
, f (·) describes the input-output link, while ε(t) reflects the fact that y(t) is not an exact function of x(t). n is an integer related to the system memory, or order.
The objective of fuzzy clustering algorithms is to partition the set of observed inputs and outputs {x(t)} t of an unknown system into a number M of fuzzy subsets. Each subset, R i , representing an operating condition of the dynamic system, can be approximated by an affine dynamic model. Partition of the data set into fuzzy subset can be achieved, for instance, by using the wellestablished Gustafson-Kessel (GK) clustering algorithm (Babuška [1998] ). Each cluster R i (i = 1, · · · , M) of the data {x i (t)} t obtained by fuzzy partitioning is regarded as a local approximation of the real process. The global EE model (1) can be conveniently represented using local affine Takagi-Sugeno rules y i (t) (Babuška [1998] ):
where θ i is the i-th parameter vector of the i-th submodel, with i = 1, . . . , M. The Takagi-Sugeno fuzzy model is a simple way to describe a nonlinear dynamic system using local affine models. The global system behaviour is thus described by a fuzzy fusion of all affine model outputs:
in whichŷ(t) is the estimate of the output y(t) at the instant t. The results of the clustering algorithms are M , the membership functions μ i (·), and the subsets of input- (Babuška [1998] ).
Dynamic System Identification
Without loss of generality, a simple single-input singleoutput (SIS0) discrete system will be considered. For the identification in each region R i of the local affine model, a finite sequence of the variables x i (t) ∈ R i observed with a constant sampling interval is considered. If dynamic linear relations exist among these variables, they can be described by models of the type:
which represent a linear SISO discrete-time system, whose order is n, and whose parameters are the entries of the vector θ i .
If the following vectors and matrices are defined:
where N is assumed large enough to solve the problem considered. The matrixΣ k is defined according to the partition:
To solve the realization problem (noise-free data) it is possible to consider the sequence of increasing-dimension matrices:Σ
testing their singularity. As soon as a singular matrixΣ k is found then n = k − 1 and the 2n − 1 parameters θ i describe the dependence relationship of the n-th vector of Σ n+1 on the remaining ones.
It has been assumed that N is large enough to avoid unwanted linear dependence relationships due to limitations in the dimension of the involved vector spaces; this means N ≥ 2n + 1.
In the noisy case, the following identification method was proposed (Rovatti et al. [2000] , Simani et al. [1999] ). In this condition, the procedure described for the solution of the realization Problem (7) would obviously be useless since matricesΣ k would always be non-singular because of the presence of noise.
The considered identification scheme normally assumes that (Rovatti et al. [2000] , Simani et al. [1999] ):
where u * (t) and y * (t) are the noise-free data, and noise termsũ(t) andỹ(t) are independent of every other term and only u(t) and y(t) are known. Note that, in the realization problem, u(t) = u * (t) and y(t) = y * (t) sincẽ u(t) = 0 andỹ(t) = 0. Consequently the generic positive definite matrix Σ k associated with the input-output noisecorrupted sequences may always be expressed as the sum of two terms Σ k =Σ k +Σ k where:
since no correlation has been assumed among the noise samples at different times. This condition is verified for additive white noise with varianceσ y andσ u on the inputoutput sequences.
In the stochastic case, the following problem should be solved. Given a sequence of increasing-dimension (2k − 1) × (2k − 1) symmetric positive definite covariance matrices:
find, for each k, all diagonal non-negative definite matrices
It is worth noting that for each k the solution set of relation (11) describes, in the general multi-dimensional case, in the first orthant of the (σ y ,σ u ) hyperplane, a hypersurface whose concavity faces the origin (Rovatti et al. [2000] , Simani et al. [1999] ). Previous results hold for every value of k. Since determination of the system order requires the increasing values of k to be tested, it is relevant to analyse the behaviour of the associated surfaces when k varies. This corresponds to a comparison of the admissible solution sets for different model orders.
It can be shown that the solution sets of condition (11) for different values of k are non-crossing surfaces (Rovatti et al. [2000] , Simani et al. [1999] ). Moreover, since it is assumed that a system (4) has generated the noiseless data, for k > n all the hypersurfaces of type (11) have necessarily at least one common point, i.e. point (σ y * ,σ u * ) corresponding to the true variancesσ y * andσ u * of the noise affecting the output and the input of the system. The search for a solution for the identification problem can thus start from the determination in the noise space of this point. The following considerations can now be stated.
With reference to the diagonal non-negative definite ma-
, the following properties hold:
(1) If k ≤ n the matricesΣ k are positive definite; (2) If k > n the dimension of the null space ofΣ k and, consequently, the multiplicity of its least eigenvalue, is equal to (k − n); (3) For k = (n + 1) matrixΣ k is characterised by a linear dependence relation among its 2k − 1 vectors and the coefficients which link the k-th vector ofΣ k to the remaining ones are the parameters in θ i of the system (4) which has generated the noiseless sequences; (4) For k > (n + 1) all linear dependence relations among the vectors of the matrixΣ k are characterised by the same 2n − 1 coefficients in θ i .
If m models of the type (4) are used to describe the mathematical behaviour of a multivariable dynamic system with r inputs and m outputs, the previous identification procedure must be repeated m times. At every step the identification procedure must lead to the same values for the input noise variances (
Finally, note that this approach cannot be applied immediately to the identification of real processes, since the hypotheses on the linearity, finite dimensionality and time independence of the system and on the additivity and whiteness of the noise are not usually verified, so that the hyper-surfaces (11), in the general multi-dimensional case, have no common point for k > n. The definition of a suitable criterion of model selection in such cases was suggested in (Rovatti et al. [2000] , Simani et al. [1999] ).
In real applications, in fact, no common point can be determined among the surfaces Γ (i) n = 0 in the noise plane (Rovatti et al. [2000] , Simani et al. [1999] ), in the general multi-dimensional case of the unknown inputoutput noise variances, and a unique solution to the identification problem can be obtained only by introducing a criterion to select a different noisy point for each region as best approximation of the ideal case.
With reference to the identification of the system order n in the i-th cluster, it must be noted that the Γ (i) n+1 = 0 surface has a single point in common with the Γ (i) n = 0 surface in ideal conditions, which corresponds to a double singularity of the matrixΣ n+1 (Rovatti et al. [2000] , Simani et al. [1999] ).
In real cases, the order n can be computed, finding the point (σ u ,σ y ) ∈ Γ (i) n+1 = 0 that makesΣ n+1 closer to the double singular condition (Rovatti et al. [2000] , Simani et al. [1999] ). As n is unknown, increasing system orders k must be tested, and the value of k associated to the minimum of the second eigenvalue of the matrixΣ k+1 corresponds to the order n. This criterion is consistent, as it leads to the common point of the surfaces, in the general multi-dimensional case, when the assumptions of the Frisch scheme (Rovatti et al. [2000] , Simani et al. [1999] ) are not violated.
MULTIPLE MODEL-BASED FDI
The problem treated in this section regards the detection and isolation of the actuator and sensor faults of the process under diagnosis on the basis of the knowledge of the measured uncertain sequences u(t) and y(t).
In the following, it is assumed that the monitored system, depicted in Fig. (1) , is described by a model of the type (1). The term y(t) ∈ m is the system output vector, and u(t) ∈ r the control input vector. The signal ε(t) takes into account the modelling error, which is due to process noise, parameter variations, nonlinearities, etc. According to Eqs. (8), in realistic situations the variables u * (t) and y * (t) are measured by means of sensors, whose outputs are uncertain, and thus affected by noise.
Neglecting sensor dynamics, as well as the noise signalsσ u andσ u , the faults affecting the measured input and output signals u(t) and y(t) are modelled as: Fig. 1 . The structure of the monitored system. in which, the vectors f u (t) ∈ r and f y (t) ∈ m are composed of additive signals, which assume values different from zero only in the presence of faults.
In this work, a model-based approach is used to estimate the outputs of the system from the input-output measurements. As depicted in Fig. (2) , residuals can be generated by the comparison of the measured and the estimated outputs:
r(t) =ŷ(t) − y(t).
(13) Faults can be detected from the residual signals by using a simple thresholding logic:
and, in more detail, according to the following relations:
r(t) <r − ν σ r or , in faulty conditions. r(t) >r + ν σ r (15) wherer and σ r represent the mean and the standard deviation values of the fault-free residual r(t), respectively. Due to the presence of modelling errors, ν has to be properly selected in order to achieve the best performances in term of false alarm and missed fault rates, as shown in Section 4.
WIND TURBINE MODELLING AND FDI
The three blade horizontal axis turbine considered in this paper works by the principle that the wind is acting on the blades, and thereby moving the rotor shaft. In order to upscale the rotational speed to the needed one at the generator, a gear box is introduced. A more accurate description of the benchmark model can be found in (Odgaard et al. [2009b] , ). The rotational speed, and consequently, the generated power can be regulated by means of two control strategies: the converter torque and the pitch angle of the turbine blades. In partial load of the wind turbine is controlled to generate as much power as possible. This is achieved by keeping a specific ratio between the tip speed of the blades and the wind speed, which in turn is regulated by controlling the rotational speed and by adjusting the converter torque. In the full power region the converter torque is kept constant and the rotational speed is adjusted by controlling the pitch angle of the blades, which changes the aerodynamic power transfer from the wind to the blades (Odgaard et al. [2009b] ). This section of the wind turbine model is illustrated in Fig. 3 .
Wind Gear Box
Generator Converter From the wind turbine drive train considered here, a number of measurements can be acquired. ω r (t) is the measurement of the rotor speed, ω g (t) the measurement of the generator speed, τ gen (t) the torque of the generator controlled by the converter, which is provided with the torque reference, τ ref (t) . The estimated aerodynamic torque is defined as τ aero (t). This estimate clearly depends on the wind speed, which unfortunately is very difficult to measure correctly. A very uncertain measurement is normally provided, which is used to provide 10 minutes mean values, since this measurement is heavily influenced by measurement noises. In this benchmark, a sample time of T s = 0.01 s. is used (Odgaard et al. [2009b] ).
Wind Turbine Model Description
The wind turbine model is briefly recalled in this section in the continuous-time, and subsequently described as identified fuzzy prototype in the discrete-time. The following model equations are derived from (Johnson et al. [2006] ) and describe the benchmark model presented in (Odgaard et al. [2009b] ).
The aerodynamic model is defined as in (16):
where ρ is the density of the air, A is the area covered by the turbine blades in its rotation, θ(t) is the pitch angle of the blades, v(t) the wind speed, whilst λ(t) is the tip-speed ratio of the blade, defined as:
with R the rotor radius. C p represents the power coefficient, here described by means of a two-dimensional map (look-up table) (Odgaard et al. [2009b] ). Equation (16) is used to estimate τ aero (t) based on an assumed estimated v(t), and measured θ(t) and ω r (t). Due to the uncertainty of the wind speed, the estimate of τ aero (t) is considered affected by an unknown measurement error, which can be estimated by means of the approach described in Section 2.2. Moreover, the nonlinearity represented by the relations (16) and (17), and the exploited wind turbine control strategy, motivate the nonlinear modelling approach suggested in Section 2.1.
A simple one-body model is used to represent the drive train, in the following form ):ω
where:τ
The generator torque τ gen (t) and the reference τ ref (t) are in this context transformed to the low speed side of the drive train (rotor side), whilst p gen is the generator power. With these assumptions, the complete continuous-time description of the system under diagnosis has the following form:
where
T are the input and the monitored output measurements, respectively. f c (·) represents the continuoustime nonlinear function that will be approximated with the discrete-time fuzzy prototype from N sampled data u(t) and y(t), with t = 1, 2, . . . N, and using the procedure presented in Section 2. Finally, the model parameters and the map C p (θ, λ) are chosen such that they represent a realistic turbine, which is used as case study, as shown in (Odgaard et al. [2009b] ).
Wind Turbine FDI
The proposed methodology was applied to the identification, as well as the fault detection and isolation of the wind turbine described in Section 4.1. The considered process is shown in Fig. 3 , where the considered r = 2 inputs are the aerodynamic torque τ aero (t), and the reference signal τ ref (t) measurements, whilst the m = 2 outputs are the rotor angular speed ω r (t), and the generator torque τ gen (t) measurements. The available data from the measured inputs and outputs were 440 × 10 3 samples from normal operating records acquired with a sampling rate of 100 Hz.
Because of the underlying physical mechanisms described in Section 4.1, and because of the switching control logic described in (Odgaard et al. [2009b] , ), the wind turbine system has nonlinear steady state, as well as dynamic characteristics. According to Section 2, the GK clustering algorithm (Babuška [1998] ) with M = 4 clusters and a number of shifts n = 2 was applied to the sampled data {τ ref (t) , τ aero (t), ω r (t)}.
On the other hand, a number of clusters M = 4 and n = 3 were considered for clustering of the sampled data {τ ref (t) , τ aero (t), τ gen (t)}. After clustering, the system parameters θ i , with i = 1, · · · , M for each output, were estimated using the identification method presented in Section 2.2. Therefore, the i-th output y(t) of the wind turbine (i = 1, . . . , m and m = 2) continuous-time model (20) is approximated by a Takagi-Sugeno fuzzy MultipleInput Single-Output (MISO) discrete-time prototype (3) with r = 2 inputs. The relative mean square errors of the output estimations r(t), under no-fault conditions, are 0.0254 for the first output, and 0.0125 for the second one. The fitting capabilities of the estimated fuzzy models can be expressed also in terms of the so-called Variance Accounted For (VAF) index (Babuška [1998] ). In particular, the VAF value for first output is bigger than 90%, whilst bigger than 99% for the second one. Hence, the fuzzy multiple models seem to approximate the process under diagnosis quite accurately. Using these fuzzy descriptions, the model-based approach presented in Section 3 for fault detection and isolation is exploited, and applied to the benchmark wind turbine system.
The following simulation results were obtained by considering a fault f y (t) affecting the ω r (t) sensor, whose measurement gets stuck to the constant value 1.4 rad s , for 100 s., and commencing at the instant t = 1500 s. On the other hand, a different fault, f u (t), corresponding to a converter fault situation is considered. This fault is active for 100 s., in the period between 3800 s. and 3900 s. This fault is due to a constant offset of 100 N. in the converter torque control.
In general, the controller in this wind turbine simulation model, runs in two modes: power optimisation (speed controlled by converter torque), and speed control (speed controlled by pitching blades) (Odgaard et al. [2009b] , The considered faults cause alteration of the signals u(t) and y(t), and therefore of the residuals r(t) given by the predictive model in the form of (3). Residuals indicate fault occurrence according to the logic (14), whether their values are lower or higher than the thresholds fixed in fault-free conditions.
As an example, Fig. 4 represents the fault-free (grey continuous line) and the faulty (black dashed line) residuals r(t) related to the ω r (t) sensor fault. The fault detection thresholds reported in the relations (14) and (15) are represented as dotted constant lines in Fig. 4 . Their values were settled, with a trial and error procedure, by selecting ν = 2.5, which leads to minimise the false alarm and missed fault rates, while maximising the correct detection and isolation rates. In these conditions, the fault is correctly detected when, for example, the corresponding residual signals exceed the thresholds by more than 50 consecutive samples, as indicated by the fault indicator function depicted in Fig. 4 . The residual function r(t) exceeds the threshold 0.18 s. after the fault occurrence. The fault detection thresholds represented as dotted constant lines in Fig. 5 were obtained with a trial and error procedure with ν = 2.1, leading to minimise the false alarm and missed fault rates, while maximising the correct detection and isolation rates. Also in these conditions, the fault is correctly detected when the residuals exceed the thresholds, as indicated by the fault indicator function of Fig. 5 . Also in this condition, the residual function r(t) exceeds the threshold 0.01 s. after the fault occurrence.
Finally, it is worth noting that the developed strategy based on fuzzy prototypes allows the detection and isolation of realistic faults using uncertain measurements acquired from the wind turbine simulator.
CONCLUSION
This paper proposed a procedure for the identification, and fault detection and isolation of a wind turbine model using a fuzzy prototype estimated from uncertain input-output measurements. It was assumed that the process under investigation is nonlinear, and these available measurements are normally not very reliable, due to the wind speed uncertain nature. The fuzzy multiple model considered here consists of a collection of several local affine models, each describing a different operating point of the process. The identification algorithm was based on fuzzy clustering in order to determine the regions in which measured data can be approximated by affine local dynamic models. The proposed identification approach provided a model of the wind turbine, which was exploited to generate redundant residuals. The effectiveness of these strategies was tested on the data acquired from a wind turbine benchmark.
