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ABSTRACT 
ECI 927-B7221-82-B 
An attempt is made at identifying the most important factors which introduce 
difficulties in the analysis of results from tests on pollutant dispersal : 
the unsteadiness of the phenomenon, the effect of external uncontrollable 
parameters, and the inherent complexity of the problem itself. 
The basic models for prediction of dispersion of passive contaminants are 
discussed, and in particular a Lagrangian approach which seems to provide 
accurate results. 
For the analysis of results many problems arise. First the need of 
computing for the results the statistical quantities which describe them: 
the mean, the variance and higher order moments are important. 
It is shown that there is no easy solution if the duration and/or the 
number of independent "events" to be analyzed are too limited. The probability 
density function provides the most useful information, but is not easy 
to measure. A family of functions is recalled which predict reasonably 
well the trend of the pdf. Then the role of intermittency is shown in 
some detail. Its importance cannot be underestimated and its relationship 
to pdf and the effects on measurements are shown to be rather complex. 
Finally, an example is made to show the effects of the variance of 
external factors. 
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1. INTRODUCTION 
The purpose of the present research is to determine 
the limits of confidence which can be associated with concentra-
tion measurements in full scale tests, where most of the domi-
nant elements governing the phenomenon are not under full control. 
These may be an incomplete knowledge of the meteorolo-
gical conditions, the uncertainties of the characteristics of 
the release source, and even accuracies of the measuring instruments 
Knowing that the problem of turbulent diffusion is one 
of the most complex in fluid dynamics, adding all the uncertainties 
associated with experiments in real atmospheric flows, makes the 
task very daunting. Really, one should start from the analysis 
of the solution of Navier-Stokes and diffusion equations for 
stochastic boundary conditions. 
For the present research, the author hopes to arrive 
at some useful conclusions of practical interest, but so far as 
the work advances the problem becomes so wide and takes on so 
many facets that a sort of unitary view of the problem still 
seems difficult to achieve. 
The present report is not intended to provide any con-
clusion, but just illustrates some of the subjects available in 
the literature and which have attracted the interest Of the author 
as useful in the present context. Of course some discussion will 
be made and some conclusions drawn, but the author himself is not 
fully satisfied nor absolutely sure that they should not be re-
vised in future research. 
For the problem stated above, there are at least two 
possible ways of looking for a solution. One is to start from 
the available full scale results or wind tunnel measurements and 
to try to correlate them with appropriate rules. This approach 
which can be considered as a trial and error one is in fact not 
so bad, not being based on a crude attempt to fit a curve into 
the available data, but on what can be considered an educated 
guess based on accumulated knowledge of average behaviour of 
dispersion phenomena. 
The second approach is based on the analysis of the 
fundamental equation governing the dispersion phenomena in tur-
bulent flow fields. The hope here is to be able to understand 
and master the essential elements involved without running into 
the problem of too big mathematical difficulties in the solution. 
That the problem in general is not so easy has already been said 
and the sort of difficulties which may be encountered when trying 
to deal with the whole situation is clearly illustrated in the 
analysis of Farmer. Nevertheless, if one really wants to arrive 
at conclusions supported by an understanding of the phenomena in-
volved, this is the only way to approach the problem. 
Again there are two possibilities of looking at it; 
one which may be called microscopic and the other macroscopic. 
Without going into too much detail, one can establish the dif-
ference between the two by considering that in the first one 
the real mechanism of turbulent dispersion is analyzed and the 
final results obtained by the logical consequences of each step. 
In the second only the gross features are looked at, such as 
mean concentration, meandering, intermittency and so on, the 
finest details being hidden or covered by more or less local 
coefficient of diffusion of universal nature and acting at a 
scale much smaller than the one of interest. 
The problem of the accuracy or better of the statisti-
cal relevance of the measured results is also important; espe-
cially if one has to take into account the averaging effect of 
the finite size of the instruments themselves and of the region 
of the flow over which they respond. 
In the following it will be attempted to provide some, 
at least qualitative, answer to the above questions. 
2. SOME EXPERIMENTAL OBSERVATIONS 
This type of approach, based on the fitting of experi-
mental data with empirical correlation is widely used and well 
documented in the literature. As mentioned before, such work 
is far from being as trivial as it seems from the above state-
ment, because if consistent results are looked for, they should 
be based not only on sound experimental evidence, but also on a 
correct interpretation of the fundamental mechanism of turbulent 
dispersion. Experimental data can here be considered as origi-
nating either from full scale or wind tunnel simulated tests, 
although the main field of application of such an analysis is 
for the interpretation of full scale results. Accounts, des-
criptions and justification of such approaches are given by 
Csanady, Larsen, Cats and Haltslag, Nieuwstad, Tsukatani, 
to quote some examples. 
In each case the problem is that of determining the 
dependence of air pollution frequency distribution on meteoro-
logical data. The starting point can probably be traced back 
to Larsen who suggested in 1969 that air pollution frequencies 
in complex source areas are approximately described by a log-
normal distribution of the probability. 
There are some good reasons to suggest such a conclu-
sion, and in particular the fact that this can be considered as 
the limit to be achieved when dealing with large sequences of 
measured air pollution concentration. In fact, it probably 
can be considered as a limit situation which is reached when 
it is assumed that air pollution concentrations are independent 
and identically distributed. 
As always the proof of any theory rests on the availa-
bility of a good set of experimental data : ideally this will 
require the measurement at a given site over a long period of 
the entire probability distribution function of the concentra-
tion. 
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Long sequences of observation are required because 
air pollution concentration depends on the random fluctuation 
of weather and also on the variability of emission from the 
source itself. 
Also the actual concentration depends very much on 
the local topography near the source emission and near the 
monitoring point. 
But probably the wind velocity and direction (and 
their variabilities) are the main meteorological factors 
determining local concentrations. It should also be stated 
that actual, local concentration in itself is not a useful para-
meter being a random variable, and so likely to be described 
only by a large set of information. Depending on the type of 
pollutant and on its possible effect, what is more useful is to 
be able to describe, or predict, the statistical properties of 
say maximum values, or of exceeding prescribed values for a 
specified time or to be within certain prescribed limits. 
It is in this context that the availability of air 
pollution frequency distribution model is helpful because it 
allows the further estimation of the required quantities. It 
is also important here to note that there are a few different 
situations which may require different analysis. Without going 
into the details it can be expected that different approaches 
should be used, let us say, for the case of distributed sources 
as opposed to point sources, for the case of the data being the 
results of a number of individual short time releases 
opposed to continuous sources and so on. 
More important (as will be discussed later on because 
it involves the applicability of the models themselves) is the 
difference between sources near the ground and elevated ones. 
It seems that the applicability of the above described 
model is best suited to the case of distributed ground sources, 
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which clearly best approach the limit condition consisting 
of dealing with a large number of independent realisations. 
For the same reason it seems that such an analysis 
is least well suited for the prediction of a "one-off" 
release of pollutants of short duration. 
Even in the best conditions there is strong evidence 
(see above references), that the log normal distribution does 
not always fit the data in the best possible way (it should 
be stated again that the problem here is not to determine the 
centerline trajectory of pollutant release nor its mean concen-
tration. These definitely are important parameters, even more 
so because the mechanism of turbulent transport is the same 
whether one looks for the instantaneous values or the mean one, 
and after all the mean concentration is nothing else than the 
cumulative probability of the instantaneous realisation. The 
relations one is looking for are, as stated before, those 
giving the probabilities of having certain specified values 
for a specified duration). 
Most of the results show some kind of variation with 
respect to the log normal model. Such discrepancies are not 
always large and it is always difficult to attribute them to a 
true behaviour, to the fact that the available data are in-
sufficient for a correct statistical analysis, or that (as is 
often said) eventual background levels are difficult to sepa-
rate from the rest. The fact that these differences are often 
small is not sufficient to say that they can be neglected. If 
this can be done is some cases, when the conditions are criti-
cal, either because of the nature of the pollutant or because 
of the site, further refinement is required. 
There are furthermore some other reasons for the 
discrepancies, which may seem more relevant, such as the fact 
that the conditions of independence are not (or cannot be) 
reached in the actual situations. Another reason could be the 
dominant effect of large scale eddies in the atmosphere. 
The fact that better approximations can be obtained 
by using different distributions for concentration frequencies, 
and in particular some with more free parameters than the log 
normal one, does not really solve the problem, which is to know 
which one has to be applied when an assessment has to be made 
about the limits of confidence to be associated with the result 
of a given test or of a given survey of site conditions. 
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3. MODELS FOR DISPERSIONS OF PASSIVE CONTAMINANTS 
IN TURBULENT FIELDS 
Reviews of models for pollutant dispersal in turbu-
lent flows abound. References describing the problem are in 
Hama, Csanady, Robins, Farmer, not to mention the fundamental 
book of Monin and Yaglom, and the extremely interesting even 
if very complex paper by Lin. In view of this there is no 
point in remaking in full such a review here except to 
mention a few points which are considered of primary concern. 
For the sake of simplicity, all the following analyses 
and examples will be made considering a time dependent, uni-
dimensional or plane flow field. Extension to multi dimensional 
problem and to sheared flows is discussed in the literature, 
(but it is not evident that the word easily can be used for such 
an extens i o n ) . 
From a practical standpoint contaminants can be classified as : 
- Passive 
- no action on the flow field; 
- uniform density, no gravity forces; 
- no momentum excess or defect; 
- in practice simply a tagged or marked particle. 
- Active 
- action on flow field; 
- density difference, gravity forces; 
- etc. 
- Reactive 
- chemical reaction, change in volume, etc. 
The following analysis will essentially deal with passive 
contaminants. 
3.1 Notes on terminology 
It was said that some definition of terms to be used 
to describe the turbulent transport contaminants is required. 
It is in particular important to make a clear difference 
between the meaning of terms such as "diffusion" and "dispersion" 
DISPERSION is a general term and in most contexts it 
can be used to describe all the phenomena associated with 
turbulent transport. 
DIFFUSION is a much more restrictive phenomenon and 
when associated with turbulence it should be used with care. 
It is important to note in this context that all molecular 
transport phenomena can be considered as "diffusive" from a 
macroscopic standpoint. This is true when the Knudsen number 
is large enough, which is the case for all practical problems 
of interest in our context. It was already said that for a 
turbulent flow the situation is more complicated because one 
is always dealing with scales which cannot be neglected in 
comparison to mean flow scales. Dispersion can be considered 
as diffusion only if it can be assumed to take place in a 
system which has no memory of its past history. This means 
that the future state of each particle in the system is only 
determined by the present status of the system, independently 
from the way taken to arrive at it. 
As a consequence it may be stated that any variable 
in a system which satisfies the above conditions must have a 
correlation scale small enough in comparison to the time in-
volved in the computations. In a discretized system the 
variable W. must be uncorrelated for successive time steps, 
that is, its correlation is defined by Dirac delta function. 
Such systems are stochastic. Continuous ones, defined as 
MARKOVIAN systems, are characterized by a correlation 
function of the type : 
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R0 = exp — 
Diffusion can only take place in such systems, as 
opposed to dispersion. Because the notion of diffusion is 
encountered very often in turbulence problems (eddy diffusivity, 
gradient diffusion, and so on) such a definition is important 
and clearly is bound to set limits to the applicability of some 
theories. The existence of such limits is well understood in 
most cases, but the full implications of the limits are so 
stringent that sometimes they are neglected in practical 
applications. Nevertheless, this does not always lead to 
easily identifiable consequences. 
It should be noted that the above correlation 
implies that variables have no microscale, but a macroscale Τ, 
and very often it is used to desribe the longitudinal correla­
tion of velocity in homogeneous isotropic turbulence (Ref. 15,3)„ 
The mean concentration at a given point and time 
C(x,t), form a source at x 0, with intensity C(X 0) will be 
defined as : 
C(x,t) = P(x,t,x 0) C(x 0) dx 0 (1) 
where P(x,t,x 0) is the probability of a particle originating 
from x 0, being at the time t at the point x. 
This simply means that one is looking at all the 
possible random trajectories of the particles generated in x 0 , 
for all the possible sources x 0 (Ref. 1 2 ) . 
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It should be noted that the above equation goes 
backwards, i.e., from a fixed observation point to any source 
point. When required such an approach can be reversed if it 
is more practical. Second, it reduces the problem to that of 
determining particle trajectories so it is essentially a 
Lagrangian approach to the problem. The problem of determin­
ing the particle trajectories in turbulent flows can be done 
using the assumption that one is dealing with a stochastic 
system. The knowledge of the trajectories provide the necessary 
information on the shape of probability P ( x , t , x 0 ) . Otherwise 
the equations for the transport of Ρ can be written without 
considering each single trajectory : it will be briefly shown 
that this is equivalent to considering the problem from an 
Eulerian standpoint. 
In all cases to solve the problem the statistics of 
the velocity field must be known in their entireness, which 
is a very demanding request. 
Simple models (such as gradient models, or eddy 
diffusion model) only require knowledge of the "gross features" 
of turbulence, namely of typical macroscales, and variance 
of velocity. From this simple example it is evident why they 
are much more widely employed. But this is also a reason for 
a number of their major limitations. 
In the above approach tie actual path from x 0 to χ 
is not important in itself, but is determined by the charac­
teristic of the flow field. Not all the possible 
positions χ can be obtained, from x 0, so for a given elapsed 
time there will be regions where the probability is identically 
equal to zero. The properties of the boundary of the region 
of interest are also important and a detailed analysis is 
given in reference 12. The details of this model will be 
discussed later on. 
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3.2 The gradient diffusion equations 
On the other hand, by making the statistical average 
before the determination of the paths of the particles, one may 
define the concentration C as a continuous property which is, 
as such, transportable in an Eulerian framework. 
Then one can write the transport equation (or con­
servation equation) for C as : 
DC 
Dt 
3 
3 X . 
J 
Γ c 1 
K -±-3 χ . 
(2) 
where Κ is the molecular diffusivity. 
With the above observations it could be stated that 
equation 2 is a "diffusion" equation. From the above considera­
tions, and considering the definition 1, if the flow field is 
turbulent, the concentration C at a given point and time 
C(x , t ) , will also be a random variable, with average value C. 
Making the usual separation, one writes : 
C = C + c 
(where for a time dependent flow C has the meaning of an 
ensemble average and not time average). 
Then, limiting the case to a plane parallel flow 
for simplicity 
jiC + u 3C 
3t 3X 3X . 
* 
κ 
L 
3C | 
S X jJ 
3UC + 3UV (3) 
3x 9y 
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The three dimensional components u,v,w appear because 
of the three dimensional nature of turbulence which is essen­
tial (the contribution on w disappears because of lack of 
gradients in that direction). 
The important terms here are (uc") and (UV) . They 
describe the tranport of C generated by the turbulence motion. 
They are important first because they are a priori unknown, 
and second because their effect may be that equation 3 is no 
more a simple "diffusion" equation. This is because the scale 
over which their action is felt may be not negligible in com­
parison with the mean scale associated to the gradients of C 
(as is the case when only K is acting). In fact in most 
practical situations they are so large that the effect of K 
can be neglected and the corresponding term suppressed in the 
equation (see § 3.5 ) . 
The way of determining the (u!c) terms is the whole 
problem of turbulence modelling, which remains largely empiri­
cal or phenomenological , because there is no "theory of turbu­
lence" as such available. A good analysis of the problem can 
be found in reference 1. 
The problem is that the correlation uc , a "gross 
feature" of turbulence, is unknown, and for that matter very 
difficult to measure. Results are available, (references 
7 and 14, for example), but are very limited. In any 
case it is impossible to write an exact equation for the 
evolution of cTJ which does not include further unknowns of 
higher order. Unless one goes back to a stochastic approach, 
but then one is changing one's model. 
The simplest approach is to analyse their 
dimensions 
uc = L Τ 
(4) 
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In the second expression it is easy to see that they 
can be expressed as the product of a term with dimension of 
concentration gradients and a second with dimension of 
"diffusivity". So in a first simplified approach one may 
write (Ref. 10) : 
V ■ ηί 
3C 
3Xi 
(5) 
There is nothing wrong about that, if one assumes for n a 
variable value 
π = n(x,t) 
except that this does not solve the problem and one has to make 
assumptions for the dependence of n on the other known para­
meters. For boundary layer flows this can be of the type 
(Ref. 7) : 
n = u * ( y + y 0 ) - f ( Z ) 5 δ 
with f =α near the surface (6) 
u the shear velocity, and y 0 tne roughness thickness. 
A couple of points are important in this context 
First is the fact that the (u·c) terms are only dependent 
on absolute position in the flow field (and absolute time, 
for time dependent flows. The same, because of 5, should 
be applied to n so that 
π = n(x»y.t) 
in absolute terms. So one is not allowed, in principle, to 
use expressions for η which are based on relative distance from 
the source (or elapsed time since the release). Even if this 
is sometimes adopted it seems (Ref. 12) that there is no 
ground; to justify it. Second, the above expression is of 
"gradient diffusion", and excludes any possibility of any kind 
- 14 -
of "bulk transport". This question is a delicate one in terms 
of turbulence modelling, but contributions of this type have 
in some cases been suggested (Ref. 3 2 ) , and may take on more 
importance if the existence and role of "coherent structures" 
is fully understood and explained. 
Finally, it transforms equation 3 into a pure dif-
fusion equation, so it is likely to violate some of the rules 
stated at the beginning of the chapter. This is likely to be 
true near the source, where the dimensions of the region of 
"contaminated flow" are smaller than the typical dimensions 
associated to turbulent motions. If one considers equation 6, 
then the assumption is valid everywhere only for the case of 
sources located at ground level, where turbulence scale tends 
to zero value (Ref. 7 ) . 
3.3 The statistical approach 
A completely different approach to the problem is 
based on the study of the statistical properties of turbulent 
dispersion, for passive contaminants. This was first suggested 
by Taylor (-Ref. 31), and then widely analyzed and extended. 
Quickly summarizing, it considers the relative probability of 
a particle to disperse from the source x 0 as a function of time, 
taking into account the fact that the velocity at each succes-
sive location is not independent, or that there is "correlation" 
of velocity fluctuation over a finite distance. Then the 
"markers" are assumed to follow perfectly the velocity, and 
as a consequence tend to spread. The above considerations 
are along the same lines as the remarks made at the beginning 
of this chapter. A ^ery comprehensive analysis of the problem 
can be found in reference 10, where the important extension to 
the relative dispersion between two markers is also analyzed. 
In simple terms, considering a homogeneous flow, 
without mean velocity (or with uniform mean velocity but then 
having a moving reference), one can say that the average 
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position (computed as an ensemble average for all the particles) 
of the markers is by definition : 
X = u(t)dt = 0 
o 
where u(t) represent the fluctuating velocity component. 
The first useful statistical quantity which can be 
computed is the variance of the marker position, which is equi 
valent to the spread, or average size of the cloud over which 
it is likely to have presence of markers. 
This can be expressed as : 
tt 
-
oo 
u(t)u(t')dtdt' (7) 
The variance of the concentration is the first useful 
statistical quantity which can be computed, the mean value 
being identically equal to zero. 
Usi ng 
R o ( d t ) , u ( t ) u ( f ) (8) 
one obtains 
X 2 = 2Ü 2 (t-t') R(t') dt' (9) 
Knowing the shape of R ( t ) , X 2 can be computed. But it should 
be noted that, as opposed to the previous approach, in this 
case only the spread can be computed, and not the distribution 
of contaminants. 
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Recalling that the correlation Ro(t) and the spectrum 
of fluctuations S(f) are related by the Fourier transform, one 
can write for the symmetric function R : 
MM 2π > S(u))cosu>t do» (10) 
and make the substitutions to obtain, with f = ■£-
¿TT 
~~2 2 r 
U t S(f) 'sin(wft)' 
nft 
df ( Π ) 
sin(^ft)i acts on the It is evident that the term F(f,t) = 
spectrum as a low pass filter, or bandwidth function of the 
elapsed time, t. This presentation is very much favored by the 
author because it illustrates ^ery clearly the different scales 
of the turbulence during the successive stages of turbulent 
dispersion. 
Equations 9 and 11 can be solved if an expression is 
available for the autocorrelation function. Using the already 
mentioned formula 
­t/T 
R = e 
where Τ has the meaning of the turbulence macroscale, one 
obtains (Ref. 9) : 
2 2 2 
X = u 2T 
t/T 
(12) 
It is easy to see that the above relation tends, for 
large t (in comparison to T ) , to the same results as the gra­
dient diffusion equation under similar conditions, i.e., 
X * nt if η «U 
- 17 
The important difference is that relation 12 depicts 
correctly the first phases of the phenomenon, when because of 
high correlation the spread X 2 tends to be proportional to (t ) 
An extensive comparison of the two approaches with experimental 
results is made in reference 7. 
The filtering effect indicated by relation 11 is 
illustrated in figure 1. It appears clearly that the most 
active scales of turbulence, in terms of dispersion, increase 
with elapsed time. A possible consequence of this effect will 
be analyzed later on. 
3 . 4 The random walk approach 
While references to this approach are mentioned in 
the literature and used in some applications (Refs. 2, 3 3 ) , 
probably the most complete analysis is that made by Durbin 
(Ref.12). In the referred paper almost all the relevant 
aspects are dealt with and the brief description given here 
only represents a simplified description. 
Values of C(x,t) as given in equation 1 can be 
obtained by generating random walk for particles from a fixed 
source or to a fixed observation point. The description here 
will be very limited and it will not deal with all the subtle­
ties nor with all the mathematical requirements necessary to 
provide an exact proof. 
In a random system particle trajectories may be compu­
ted in a discretized way at successive constant time increments 
At, using what is known as the "drunkard walk", that is using 
random number generators. This drunkard walk has been 
extended by Wiener to continuous system. If AW is a random 
walk having the value AW. at time t, the value at Τ = NAt 
is given by : 
Ν 
W T = Σ AW n A f n nAt discrete system (13) 
or 
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dW. continuous system 
The AWt must have a certain number of properties, namely that 
they are independent of one another and statistically identical 
In this case, for the central limit theorem the 
probability density distribution of W T will tend to be Gaussian 
If Y(t) is the trajectory of a particle it can be 
computed in such a system as the solution of the equation : 
dY(t) = a(Y)dW t (14) 
subject to a certain number of conditions (Ref. 12). 
If one is interested in evolution in terms of time 
then a normalization can be made by assuming : 
dwt = 0 and (dW.r = dt. 
Equation 4 can be solved numerically, for large enough samples 
of dW and time s 
of the dispersion 
teps, to obtain the statistical properties 
From equation 14 it is evident that 
7(t) = a(Y) d~Wt Ξ 0 
while the variance, or typical cloud size is of the type 
(wi th a = const. ) : 
Y (t) = a t (15) 
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so within these limits this represents (see previous sections) 
a pure diffusion phenomenon. The extension to deal with the 
finite correlation of velocity fluctuations is analyzed in 
reference 12. 
Also in non homogeneous turbulence, the mean velocity 
(in a Lagrangian sense) may be different from zero. This may 
be accounted for by modifying equation 14 to become : 
dY(t) = b(Y)dt + a(Y)dW (16) 
The meaning of a and b is somewhat similar to the Lagrangian 
displacement velocity as defined by Batchelor and discussed 
in reference 29. 
Then, if the dispersion takes place in a flow with 
mean velocity U ( y ) , the longitudinal displacement can be 
computed as : 
dX = U(Y)dt. 
This approach is less often used than the other, so 
examples of application are illustrated. One is given, by com-
parison, in Appendix 1, two others are briefly discussed here. 
The first one, over-simplified because of the small number of 
time steps and "markers" used, involves a source at ground level. 
The surface is considered as fully reflecting in the sense defined 
in reference 12. Figure 2 represents the concentration at various 
tiles in a homogeneous flow, that a a = const, b = 0. 
In figure 3 are the results for a "homogeneous shear" 
flow, where the diffusivity is n = K ( y + y 0 ) , so similar to relation 
6, and so a = V T n and b = K (the reason for these values will 
be shown later). 
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So in both cases the time shown in the figure could be replaced 
by the travelled distance χ = U«t. 
The density of points plotted is the "representation" 
of the local concentration, and the solid line shown represents 
the position of the cloud centroid. 
The appeal of the method for such computations is 
evident, even with the limited number of points used. 
A practical drawback is shown by contrast in figure 4 
where the final position of the cloud (for similar condition as 
in previous cases) is shown and where the same diffusivity is 
used but the mean velocity is : U = C χ + C2y (a crude represen­
tation of a gradient layer). 
The limited number of markers used is now so dis­
persed that it becomes difficult to evaluate a mean value of 
concentration at each position (x,y). 
It should be stressed that this is not a defect of 
the approach; simply it indicates that a very large number of 
markers (and of computations) should be used to obtain a useful 
result. This may be in fact the practical limitation on the 
usefulness of this technique, and is in a sense a pity because 
this seems one of the best suited approach 
of dispersal of buoyant (or heavy) gas. It should be hoped 
that such limits may be overcome. 
The second example of application of this method is provided 
by the work carried out at VKI and given in references 33, 49 
and 50. The last one is probably the more comprehensive and 
takes into account the full theoretical development outlined 
above and as suggested by reference 12. Henceforth some 
results will be presented here to give an idea of the suitabi­
lity and power of the method. They are an attempt at predict­
ing the results of the experiments by Schlien & Corrsion, Ref. 51 
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What is measured is the spread from a line source of ground 
level and at some height inside a boundary layer. Heat is 
used as a tracer, but the temperature differences are kept low 
so that this can be considered as dispersion of neutral 
contai nment. 
Comparisons of the experimental results with the 
theoretical ones are shown in figures 5 for the position of the 
centroid and in figures 6 for the concentration (temperature) 
profiles in dimensionless form. It can be seen that the agree-
ment of the two is pretty good and further work suggests that 
even more difficult situations can be treated with equally 
satisfactory results. This seems to apply in particular to 
the three dimensional source of reference 8. 
It should be stressed, however, that the satisfactory 
results obtained are also due to a useful implementation of the 
theory in a numerical code. This is essential if the already 
mentioned limitations due to the finite (and relatively small) 
number of particles used are to be overcome, and requires a 
careful definition of the control values over which the averages 
are taken and of their evolution with distance. 
3.5 The effect of molecular diffusivity 
In all the above derivations it is assumed that the 
particle retains its relative concentration C ( x 0 ) . This means 
that all molecular diffusivity phenomena can be neglected. This 
may not always be the case, so it is important to have a rough 
indication of its importance. 
All passive scalars have a molecular diffusivity K 
(widely different values) and this has to be compared to the 
turbulent phenomenon of dispersion (the use of two different 
terms is made purposely). Molecular diffusion is a small scale 
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feature, so it can be expected to act only at a level compar­
able, at most, to the microscale of the turbulent flow field, 
λ, and over distances of the same order (Refs. 2,27). 
Turbulent transport in contrast, at least for its 
dominant features, may be associated with the macroscale L of 
the flow. So the relative importance of the two phenomena is 
given by the ratio z/l. As well as for the case of turbulent 
versus laminar viscosity a ratio can be found of the type : 
_t 
ι 
-± = VRe 
V 
for the diffusivity one obtains 
t = 7P~i 
λ 
where the Peclet number is given as 
Pe = u'L 
u' being the variance of the velocity fluctuations 
A very deep analysis of the problem is given in 
Tennekes & Lumley, and the result indicates that molecular 
phenomena can be neglected if (Pe) 
case in atmospheric flows. 
1/2 » 1, which is the 
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4. STATISTICAL PROPERTIES OF THE CONCENTRATION 
4.1 The probability density function 
From what was said before it should be evident that 
the "instantaneous" concentration at given point in space 
and time, C(x,y,z,t), should be a random variable, because it 
is in itself the result of a random series of events. 
Hence one will require the tools to describe such a 
variable in a concise, but nevertheless comprehensive way. 
Up to now the only statistical values introduced were the mean 
values, the variance, and the average cloud spread. 
A useful description of a stationary variable can be 
obtained by means of its power spectral distribution. This is 
very important in terms of turbulence modelling and provides 
a deep understanding of the phenomena involved. 
However, in the context of pollutant dispersal a 
more useful description of C is in terms of its probability 
density distribution, p.d.f. In terms of our description of 
concentration the p.d.f. determines the probability of a tra-
jectory passing infinitesimally close to a given point 
(Ref. 1 2 ) . In the general case this p.d.f. is function of 
position in the fluid and time. Alternatively (Ref. 12) it 
can be said that if a large number of markers are released 
from a source then the p.d.f. gives the fraction of these, that 
at a fixed time are in a small volume around a given point. 
By making use of conditional averages it is possible to deter-
mine the p.d.f., and its transport equation from a description 
as given in § 3.4. 
Alternatively they can be derived directly from the 
diffusion equation of § 3.3, as indicated in reference 21. 
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C o n s i d e r i n g a u n i d i m e n s i o n a l f l o w f o r s i m p l i c i t y 
one o b t a i n s : 
iE + i. 
3t sy 
v- in. 
3yJ 
3 
ay 
if. 
ayj 
( 1 7 ) 
where Ρ indicates the p.d. function. 
The similarity with the gradient diffusion equation 
for C is evident. There is nevertheless one extra term in-
dP eluded in the convection term : instead of V — one has to 
3y 
to include the effect of the diffusion itself as — . The 
3y 
result is that in a non linear problem the shape of the p.d.f. 
is modified as a function of the non homogeneity of the 
diffusivity (as opposed to what happens in most linear mechani 
cal systems in random vibration analysis). 
The term — 1 plays in the Eulerian framework the ay] 
role of convection velocity. It can also be shown that it 
is related to the parameters a and b of section 3.4 by the very 
simple relations b = V and a 2 = 2n. Again reference can be made 
,to the formulation quoted in reference 29, for the "meaning of this velocity. 
When the mean convection is equal to zero (as it 
should be in the case of "homogeneous shear" flow discussed in 
the example), then b = a 2. This is the way in which the cons­
tants were determined in the quoted example. 
4.2 Some practical problems related to p.d.f. 
The p.d.f. is expressed by considering the probability 
of C(x,t) being smaller than a fixed value θ : 
P(x,t) = p(c(x,t)<e) 
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The range of Ρ is from 0 to 1. Furthermore, C is a 
bounded variable, 0 < C < 1, and so is θ. 
The probability density is the likelihood of C(x,t) 
being in the range θ-δθ < C < θ+δθ, so it can be obtained as 
the derivative of Ρ with respect to θ as : 
ρ(θ) = iE 
9Θ 
and p(e)de = 1; p(e)de 
For a random variable ρ(θ) has, typically, a 
Gaussian distribution. In the case of concentration it must 
also satisfy the condition that ρ(θ) Ξ 0 for θ < 0 and θ > 1. 
The importance of the p.d.f. in analyzing the hazard 
associated with the value of the concententration at a given 
point and time is now fully recognized. It is evident that in 
most cases the "mean value" (whatever its definition) is almost 
irrelevant. A flame can be ignited at a given point even if C 
is outside the limits of flowability, if it happens that at a 
certain moment its "instantaneous value" is within the above 
limits and at the same time there is a source of ignition. In 
the same way toxic levels may be exceeded if one happens to be 
at a given point when the "instantaneous concentration" is 
above a fixed value at a certain time or for a number of times 
(accumulated ef f e c t ) , no matter what is the mean value at that 
point. Practical mathematical formulations of this problem 
have been made by different authors; an extensive example is 
made in reference 27 and there is no need to repeat it here. 
For the case of the flame ignition a very good example is the 
experiments performed and reported in reference 27 by Birch. Fig. 
qualitatively illustrates a typical result (it should be added 
that for this particular case Birch was able to explain the 
results by making use of the p.d.f. of concentration, but 
again this will not be discussed here as it is extensively dealt 
with in the quoted reference. 
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One point which needs to be added is that the likelihood 
of an "unwanted situation" does not depend only on the p.d.f. of 
concentration, but also on the probability that there is some 
triggering phenomenon sensitive to it (in other words it will 
be immaterial to have a toxic concentration level if there is 
no "observer" there likely to be affected). This requires the 
introduction of the joint probability of two events : for 
example that there is a given value of concentration, and simul-
taneously that the conditions at that point are such that it 
may result in damaging effects. The second condition is also 
likely to be, in most practical situations, a random variable, 
described by its own probability. 
So the final hazard will depend not only on the p.d.f. 
of C, but also on the p.d.f. of the (let us say) "situation". 
Hence the likeliness of the final hazard could be expressed in 
terms of the joint p.d.f. : 
Pj - Pjfcs) 
Unless what we called for simplicity concentration (C) and 
situation (S) are statistically independent variables there is 
no direct way of determining P. from the individual p.d.f. 
of the two. 
There is enough good evidence, experimental and theo-
retical to justify the assumption of a Gaussian shape for the 
p.d.f. in homogeneous turbulence and the fully developed tur-
bulence in other flows (Refs. 34,38). This will solve (or at 
least simplify) the problem if it were not for the fact that 
the exceptions are associated with the situation of most practical 
interest. Two of them are particularly important in this con-
text. The first, which is valid also for stationary flow, is 
that the edges of the turbulent flows with gradients (of velo-
city and/or concentration) are not sharply defined, but charac-
terized by the so called phenomena of intermittency (Ref. 4 0 ) . 
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The second exception happens when the shear flow of 
interest develops in an environment which is not stationary, 
or affected by a random component. To treat this will require 
to solve the relevant equations (at least those of the gradient 
diffusion type) for stochastic boundary condition. Such an 
attempt is made in reference 1, but it also shows that it is 
almost impossible to arrive at a general type of solution. 
Hence some form of phenomenological approach is the best alter-
native, at least from a practical standpoint. One of the most 
often quoted examples of such a phenomenon is the so called 
"meandering" of plumes,or puffs,of pollutant. 
However, it is our opinion that in most situations 
(including situations where buoyancy plays a predominant r o l e ) , 
the distinction between meandering and intermittency is a very 
thin one. Except when the scale (or time) of such phenomenon 
is large in comparison with the typical plume dimensions (and 
because this dimension increases with time elapsed, the scale 
of the external perturbation should be larger and larger as the 
distance from the source increases), there is no obvious way to 
make a clear cut distinction between the effects of large flow 
eddies (a stationary feature of the flow) and the effect of 
so called "external random perturbation". 
Even if the curve in figure 1 may be of some help in 
trying to decide where to place the limit, one should admit 
that the distinction will never be a clear cut one. 
Finally there is the important consideration that the 
p.d.f. is a statistical quantity and as such obtained by averaging 
techniques (be it as time averages or ensemble averages.depending 
on the problem,makes no difference), and cannot be depicted from 
the result of a single event. However there are situations where 
from a limited number of tests one must try to assess not only 
what are the confidence limits of the result, but also to try 
to determine how they can be representative of a more general 
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behaviour. Considering the previous remarks on possible use 
of the p.d.f. for the determination of hazard this point seems 
to be of outmost interest. 
Due to their importance the above mentioned problems 
will be discussed in a separate chapter. 
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5 · EFFECTS OF MEASUREMENT INSTRUMENTS 
5 .1 The sensor effects 
A problem always associated with all evaluations of 
experimental results and also with their comparison to theory, 
is that the measured value may be different from the ideal one. 
The point raised here is not that of the errors which 
are (or could be) associated with any measurement, but rather 
a matter of definition. 
In a theoretical approach an "infi nitesimally small 
value around a given point", means that the dimensions consi­
dered tend; to zero and, as an example, the value of the concen­
tration at one point at a given time really means at χ and t, 
and not at ( X ± A X ) and (t±At), no matter how A X and At are small. 
In practice any instrument is limited in its possibi­
lity to give a value of a quantity in the sense defined before. 
The spatial dimensions(be it a length, a surface, or a volume) 
over which is making the measurement (and the time duration) can 
be small, but they are almost inevitably finite. 
This will be completely irrelevant if the quantity to 
be measured is uniform and steady, but not if one is in presence 
of space and time gradients. It is almost trivial to say that 
the extent of the problem will be dependent on the relative 
dimensions of the probe and of the scales associated with the 
variation of the quantity to be measured. 
The result is that the probe will be making a sort of 
averaging of the spatial and time variations over its dimensions 
There are different ways to approach the problem, 
but before discussing them it will be useful to mention a few 
other possible effects. 
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The first one which comes to mind is the possible 
intrusive effect of the probe on the quantity to be measured. 
If the probe, or for that matter its support or any other element, 
is so large as to modify the flow field, then one will be measu-
ring not only an averaged value, but an average of values which 
are modified by the presence of the probe itself. This consi-
deration is so obvious that it will not be discussed here. 
Furthermore, it is so dependent on the interaction that it will 
be impossible to treat in general terms. 
A second effect, which is related to the above, and 
which is of particular importance in the field of concentration 
measurements is the one related to the fact that in some cases 
probes are not just "sensing" the flow properties but require 
samples to be taken for analysis. The sampling may be continu-
ous or in the form of finite burst. If one is interested, as 
in the present case, in time dependent measurement, then only 
the first case has to be considered. 
Here, with the possible exception of truly isokinetic 
probes, it is difficult to evaluate the value of the flow domain 
which influences the sensor response; the path to the "sink" 
produced by the probe is different depending of the flow condi-
tions. Also, it is difficult to evaluate the effect of such 
mode of action on fluctuations with time of the quantity to 
be measured. 
Then one must also consider a point which is difficult 
to introduce in any simple treatment : namely the possibility 
of the probe having an inbuilt delay time. By this we mean 
that, apart from the averaging effect mentioned, and to be dis-
cussed later on, the sensor may react only after a fixed delay. 
This may be a consequence of its construction as in the case of 
the probes described in reference 35, or by any other cause. 
In principle such behaviour should be known, and accounted for 
in the probe specification, but the question becomes complex if 
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the response delay is related to the value of the quantity to 
be measured or to any other quantity determining the field of 
interest (such as velocity or pressure, in the case of measu-
rement of concentration, for example). 
The last point is related to the threshold of sensiti-
vity of the probe itself. That i s.measurements may be impossible 
or unreliable when the value to be measured is below a certain 
small value. This is not so much a problem in itself, if this 
value is small, but raises the problem of the effect of the back-
ground level, or of the level of reference. By this we mean the 
fact that the background level of, say, concentration, is so 
small as to be undetected; but if the concentration suddenly 
jumps above the threshold level, then an output is present, 
which does not represent the actual increase in concentration» 
being interpreted as referenced to a zero value. It is true 
that in many cases this question (Ref. 28) is unimportant, but 
it should not be neglected for instance in the case of toxic 
gases, as opposed to the case of explosion hazard. 
Coming back now to the determination of sensor response 
it is important to make a distinction between conditions in 
which the measurements are carried out. 
The essential difference to be considered here, and 
this point has to be stressed, no matter how many times it has 
already been discussed, is between stationary and non stationary 
behaviour. 
Stationarity is intended in the true sense of the 
term, and is not to be confused with steady : in a stationary 
phenomenon all the variables may be time dependent (turbulence 
being a typical example), but their statistical value is constant 
This applies to the so called expected or statistical value of 
average, variance, spectral distribution and so on. Obviously 
thereis no practical situation which corresponds to the absolute 
definition of stationarity, so a phenomenon should be considered 
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as stationary if it is so over a time much larger than the time 
required to make all the necessary measurements. 
The concept of stationarity in time could be transla-
ted to its equivalent in space, and in this case one speaks of 
homogeneity. The same considerations made before,for time 
dependence ,can then be translated in terms of space dependence. 
However, while there is a large number of flow conditions of 
practical interest which can be considered as stationary, the 
number of practical situations in turbulent flows where the 
condition of homogeneity could be applied is much more limited. 
In the domain of pollutant dispersion the classical 
examples of stationary and non stationary situations are the 
dispersion of a continuous plume, as opposed to that of a puff 
from an instantaneous source. 
It is a matter of fact that in most cases of interest 
one has to consider that the problem to be analyzed is time 
dependent. This applies in particular to the heavy gas dispersal 
test (and to most accident-release situations). 
The extent to which, in practice, the dispersion of a 
plume from a chimney can be considered as stationary may be the 
object of some discussion. In fact the source itself is constant, 
but the environment into which it disperses cannot always be 
considered as such. An example of such an effect is the change 
in meteorological conditions, such as wind velocity and/or 
direction. The limit here is again fixed by the rate at which 
such change takes place with respect to the observation time. 
To make a trivial example, if the environment is the same, the 
plume development under the action of a steady north wind will 
be the same as for the same plume under the action of a 
southern one, if the axes are aligned with the wind direction. 
However, the results will not be the same if during the observa-
tion time the wind direction changes and the axes are kept 
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aligned to its mean value. This raises1, (or can be interpreted 
in terms of) the question of absolute versus relative diffusion 
discussed elsewhere. However, the author feels that this should 
not be extended too much to cover for instance the meandering 
problem, which taken in its strict definition should probably 
be considered as an inherent feature of turbulence. 
On the other hand, one may ask the question of the 
possibility of making time dependent phenomena look like a 
stationary one. This question is possibly less "naive" than it 
seems, because of the way in which statistical properties are 
defined for the turbulence. In fact, if one is allowed to re-
peat the same time dependent experiment a large number of times, 
under identical external conditions, then averages could be 
made, at given (x,t),from the results of the ensemble of experi-
ments. This is precisely the way in which "averages", which 
are in fact "ensemble averages", are defined for turbulent 
quantities. Time averages used in substitution are only an 
easier way to deal with the problem and justified by the exis-
tence of an ergodicity theorem. 
So, in theory at least, there is no essential 
difference between the stationary and time dependent phenomena. 
The problem is that it is almost impossible to reproduce the 
experiment under identical conditions,and second that the 
number of tests required should be so large to make it virtually 
impracti cal. 
The conclusion is then probably that one must consider 
all the problems of interest here as time dependent, and consi-
der all instrumentation problems in this context. 
If this is done then one should be able to have 
experimental information on the "statistical properties" over 
a limited number of events in a given boundary condition and 
extrapolate them to different ones. 
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The fact that we consider all the phenomena as time 
dependent is important in defining the response of the sensor 
because it makes impractical the use of the spectral represen­
tation and of the associated Fourier transform and transfer func­
tion in a straightforward manner. This is not to say that this 
is impossible or unjustified, because recourse could be made 
to so called "instantaneous spectra", or to a description of 
the time/frequency/amplitude domain (a technique widely used 
in speed analysis for instance, and more recently in the 
research in coherent structure in turbulence), but that the 
approach could be too complex to be justified (Ref. 3 9 ) . 
One advantage of these descriptions is that in some 
cases they are reversible (if the transfer function of the 
instrument is fully known) so that under some conditions it is 
possible to obtain the real value from the measured one. How­
ever, this applies in a simple way only for situations dependent 
on a single variable and their interest will decrease in any 
case when applied to the four dimensional problems of interest 
here. 
A very interesting analysis of this problem is to be 
found in reference 36 which investigates the response of hot 
wire anemometers in turbulent flow field. 
On the other hand, an often accepted relationship between 
the real and measured values is the one given in reference 27 as 
w(x',t')A(x' ,t')dV(x')dt' 
Am (18) 
w(x' ,t)dV(x') dt' 
where the integration is over the four dimension D, defined by 
the volume dV around χ and the time t. The size of the region 
D depends on the sensors. The function w(x,t) indicates the 
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weight that the sensor gives to the local value of A, and is 
also function of the sensor. The integral at the denominator 
simply helps in normalizing the results. 
The averaging effect of the above relationship on the 
quantity to be measured is self evident, as it is a fact 
that there is no way of reconstructing the true A(x,t) from the 
measured one. However, it seems also that it is based on a sort 
of superposition of effects, that is the result of the sum of local 
values of A and w over the value of the transducer, and gives 
no immediate indication of the sensor size on the result. 
The result is then a fluctuating variable Am 
3 m 
(dampened in time and space), to which statistical considera­
tions could be applied for the computation of mean value, 
variance, etc. A couple of points are also discussed in 
reference 28, in relation to this, to which we will come later. 
However, for further appreciation of the effects of 
the sensor on the measured value, it is useful to tentatively 
try to evaluate directly its effect on the variance of A. This 
will be done simply for a one dimensional case. 
If A(x,t) is a fluctuating quantity acting on a sensor 
of dimensions ι then, assuming w Ξ 1, one obtains : 
V*·1) '\ A(x,t)dx (19) 
For the variance of A , one must take into account the concept 
m r 
of simultaneity of fluctuation over the length ι, so, indica­
ting with a the fluctuating component of A : 
m 
or if 
il 
ι2 > 
00 
ΑΧ = Χ'­Χ" 
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Α(χ' ,t)dx,A(x",t)dx" = a„,(x»t) 
a! = 2 i­m 2 J (A­AX) A(X,t)A(x+AX,t)dAX (20) 
The product A(x)A(x+Ax), averaged, is the spatial autocorrela­
tion of the function A = R ( A X ) . 
Obviously to go further one requires an expression 
for the autocorrelation (x). The choice of an expression of 
the type 
R(x) = f(*> 
has the drawback that it is based :>n the macroscale L of the 
f1uctuations,while one is more intîrested here in the effect 
of small scale perturbations. In cjmparison to £, (in 
general) L could be expected to be much larger. 
To take a very simplifie! approach one may consider 
as reference the Taylor microscale of turbulent fluctuation λ (in 
a very crude way one may express tie relationship between λ and 
­1/2 L as ι * L Re ) . Then the autocorrelation near the origin 
can be expressed,in a power series development,as 
R ( A X ) = a 2 Ax 21 (21) 
valid for Ax « % . 
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The integral in 20 can then be solved for two condi 
tions, namely £ « λ, using relation 21 and £ » λ taking 
R ( A X ) = a2 over the length of the integration. 
This results in 
= a' 
αλ­
ί « λ (22) 
m a
2L . 2 £ » λ (23) 
The two results are plotted in figure 8, with the dotted line 
representing the approximate expected behaviour over the full 
range of £/λ values. 
In laboratory conditions it is not unusual, or at 
least not impossible that the situation is close to case one, 
w\hile in most practical application the second situation may 
be more likely. 
In this context λ can be assumed as a typical dimen­
sion over which the quantity to be measured is extremely well 
correlated, that is the dimension of fluid pockets inside which 
it can be assumed to be practically constant. 
It is easy to see that for the ratios £/λ of the order 
of 10 the effect is already very large (however, it should be 
noted that the Taylor microscale £ is larger than the 
Kolmogo.-off microscale often given as a reference value). 
It should be noted, however, that to obtain the 
results one had to consider the likelihood of the simultaneity 
of the events on the length of the probe: this had led to 
equation 18 which i^ averaged with respect to time so while a2 
- o m 
is function of t,a (in a steady state situation) is not. 
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To illustrate this one can make a single example : 
consider that a pocket of fluid is convected with velocity U 
over the probe for a time At. Inside this pocket (of dimen-
sion U«At«£), the containment (quantity to be measured) may be 
contained, with concentration 1, over 25% in a single lump, 
or, also with concentration 1 in a large number of smaller 
lumps also accounting for 25% of the total. Also the position 
of these lumps may be different within U«At«£. The real values 
of concentration are always either 0, or 1. The measured values 
will change as function of the above quoted parameters. The 
average measured will always be 0.25. In contrast, the 
measured values of the variance (evaluated over At) will be 
different, depending on the relative position of the lumps, 
as indicated schematically in figure 9. 
Over the time At (and assuming a perfect time res-
ponse for the probe) in cases (1) the measured variance is 0. 
In case (2) the measured variance should coincide with the real 
one. In case (3) it is smaller than the true one while in 4 
it tends to 0 again. The above is a very sketchy illustration 
but indicates how the distribution of high concentration pockets 
in time and space may combine to an unrealistic measured value. 
The situation extended to the four dimensional case will look 
even more complex, but substantially not different : only in 
the case where the equal concentration lumps are larger than 
the four dimensional region sensed by the probe will there be 
an agreement in the results : the only situation which satisfies 
this condition in the figures is the case 2. 
5.2 Analysis of results 
It should be noted that the above determined effect 
on the measured value of the variance is not distributed uni-
formly over all the fluctuation components which contribute to 
it. As should already be apparent the smaller fluctuations are 
the most affected. In other words the high frequency range of 
the spectrum will be attenuated mostly (low pass filtering 
- 39 
action of the sensor). If a wave number could be defined as 
the inverse of space dimensions 
K = — (24) 
then it could be expected that for wave number below K as 
defined above the effect will be small, while for K above that 
the attenuation will be increasing with it. This is schemati-
cally shown in figure 10. The situation is in fact more complex 
because one has to take into account the three dimensional 
nature of K (which is a vector in turbulent flow fields) and 
the effect of time. (Ref. 36) 
Nevertheless, it could be said that, to generalize, 
the high frequency (both in space and time) components will be 
dampened or smoothed, and even more important the high 
level short duration spikes reduced in amplitude and deformed. 
Now toward the edges of a cloud of contaminants (to return to 
the problem of interest here), these spikes are a dominant 
feature of the problem (because of the low value of the inter-
mittency factor here), the elements which contribute to the 
typical twin peak shape of the probability density distribution. 
So one may expect that in this region there is a large likelihood 
of having a substantial difference between the true and the 
measured statistical quantities describing the concentration 
behaviour. 
If the measured p.d.f. is not correct then all the 
statistical values associated with the concentration at a given 
point are likely to be affected, including the mean value. This 
is meant to say that the mean value is not reduced to the value 
of concentration averaged over the probe value (instead of the 
local o n e ) , but also that it can be lower than it. 
However, the quantities more affected are those mostly 
associated with the fine scale structure of the flow, and the 
first which come to mind are the peak values or the extrema of 
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of the p.d.f. So the ratio of external value to variance 
(also underestimated) may be substantially smaller when computed 
from measurements, than expected from theory. The same consi-
deration applies to skewness and flatness (third and fourth 
moment of variance). 
It goes without saying that the above conclusions are 
of importance when estimating the likelihood of having, for 
example, the concentration falling into the limits of flammabi-
1 i ty, or when trying to estimate the instantaneous or cumula-
tive toxicity levels. 
Two last points need to be mentioned for their effect 
on the measured one. The first is the non linearity of the 
response of a probe. The fact that when measuring a fluctuating 
quantity,the statistical values computed from the output do not 
coincide with the real one,should be considered as trivial, 
because if the calibration curve is known then "linearizing" 
the results before using them fully solves the problem and 
should always be applied. The second is much more critical 
and is the fact that the values of the weighed function w in 
equation 18 (and following) may be a function of the local value 
of the quantity to be measured. This is an almost intractable 
problem, but not unusual; to quote as examples two widely used 
instruments, it plays a certain role in the response of hot 
wire anemometers and to some extent in laser doppler velocimeter 
(the bias effect may be considered as a form of this phenomenon) 
Few attempts have been made to analyze in full the problem 
in the general form. It should be stressed, however, that 
whenever possible a check should be made of its possible 
existence on the particular probe to be used. 
The final point to be made, and this is not an origi-
nal observation, may be to consider the fact that because there 
is nothing like a self-sufficient theory of turbulence, all the 
turbulence models are based, or validated, on the use of experi-
mental data. These data being always to some extent affected 
41 -
by measurement errors as mentioned above, one may raise the 
question of how much the models themselves are biased by this 
effect. On the basis of the treatment of specific theoretical 
flow (like isotropic turbulence) and considering the accuracy 
which can be achieved in laboratory measurements, the above 
points should not be considered as the biggest worry at the 
moment in this domain. On the contrary it is true to say that 
new experimental techniques have put into perspective flow 
properties (like the existence of coherent structures) which 
were previously neglected in all theoretical approaches. 
It should be stated, however, that attempts have been 
made to rewrite the equation for containment dispersal»based on 
measured values. This will usually lead to more complex formu-
lations which will not be discussed here. A good account of 
this is given in reference 27. 
In the above considerations, recourse had to be made 
to time averages, an approach which may be unacceptable in the 
analysis of time dependent phenomena. In an unsteady situation 
the evolution of A(x,t) may be like in figure 9 with the 
measured counterpart shown as A (x,t). The smoothing takes 
mx ' 
place both because of volume and time averaging in the probe, 
so the mean and all the other statistical parameters are likely 
to be different. But the problem always remains of how to 
determine the statistical values associated with such a curve. 
In other words to determine what is, say,the evolution of the 
mean value of A(x,t) with time, if such a quantity can be 
defined. The point is raised because most of the simpler 
models predict the evolution in time of such mean values : 
for instance the evolution in time at a given point in space 
of the concentration associated to the passage of a puff 
release . 
It goes without saying that the problem will be 
non existent in a "laminar flow" situation. It only arises 
because of the effect of randomness associated with the 
turbulent motion. 
42 
It is also evident that such a problem will not arise, 
or at least could be easily solved if one had available a large 
number of samples, such as those in figure 11, coming from indi­
vidual but statistically independent tests. In such a case, 
recourse could always be made to ensemble averages, which, as 
said before, are the proper way to deal with such a problem. 
Also, a solution will be possible if results are available 
from non identical but sufficiently similar tests, but presented 
in the form of relative dispersion. The aspect of relative 
dispersion is dealt with in detail in reference 27, and, to 
summarize»simply consists of presenting the data from each test 
referred to the centroids of the puffs computed at equivalent 
times. 
Neither of the above proposals is easy to put into 
practice, at least for full scale tests, because of the large 
number of the required experiments to be performed. 
The above considerations are made assuming that one 
is following the development of a puff from an instantaneous 
point source, and which is convected away by a mean flow velo­
city over distances large in comparison to its typical dia­
meter (which can be conveniently defined as the value of σ 
as a function of time). 
For the case of releases in no wind conditions and 
measurements at relatively small distances, the figure may be 
interpreted as typical of the arrival at the sensor of the cloud 
front. This is a close representation of a number of full 
scale tests. All the considerations made before still apply, 
but another approach is now possible, even if the limits of its 
applicability have to be carefully considered for each case. 
This will be to make averages of results obtained along different 
radii at the same distance from the source. Hence a "mean" 
value can be obtained from the results .which can be considered 
as statistically independent if the distance between the measure­
ment points is of the order of the macroscale and thus accept­
able for most purposes. Strictly speaking this assumes an 
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axisymmetri cal cloud development in a homogeneous environment. 
In case of high winds acting on the cloud the same approach 
could still be made, if the average is made with respect to the 
drifting centroid, there again making use of the description 
in terms of relative dispersion. The main objection is that 
now the condition of homogeneity is not (or is not likely) to 
be satisfied. This is expected to be due not so much to non 
homogeneity in the atmospheric turbulence (and to a lesser ex­
tent not to the non homogeneity of the turbulence generated by 
the relative motion at the cloud interfaces) but to eventual 
effect of the relative motion in the rolling up at the cloud 
fronts, which are exposed to different wind velocities (in 
terms of magnitude and direction). This in our opinion seems 
to be the condition limiting the applicability of such averaging 
in the case of dispersal of heavy gas clouds. 
So, as a general approach, it seems interesting to 
analyse the possibility of determining time dependent averages 
for a general situation. Typical examples of the sample measure­
ment at different location (or elapsed times) are presented in 
figure 13 taken from reference 46. They illustrate the wide 
variety of behaviour which may be encountered and the diffi­
culty of the associated analysis. The general rules for 
obtaining time averages is briefly resumed in the following 
approach. 
Suppose that it is accepted to use time averages. 
Then the problem of the averaging time arises, because only 
finite times can be used. The average is defined 
tn+T 
U = -
Τ J 
U(t) dt (25) 
Let <U> be the true mean value, equal to U for Τ -*> », 
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Then, because U(t) = <U> + u(t) 
U - <u> = ±- U(t)-U|dt = -
> Τ 
u(t)dt (26) 
To estimate the error one must compute, say, the 
variance δ of the measured value with respecto to the true 
value of the quantity <U> : 
2 U-<U> ι u(t)-u(t')dt dt' 
A - 2 p(t-t') dtdt' (27) 
where ρ = autocorrelation. Posing τ = t-t' 
2 _ 2u2 
T2 
(T-x)p(T)dx 
2u< 1 - I Τ ρ(τ) dx (28) 
For times Τ larger than , - » 1, one obtains 
τ 
UT - <ij>j 
2 * 
= 2u2 2-
T 
(29) 
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where τ* i s the time integral scale or macroscale. The above 
analysis essentially follows the approach given by reference 47 
and as carried out in the book of Lumley and Panofsky (Ref. 48). 
The requirement that a time average should converge 
for increasing Τ to a mean value, and that this value is always 
the same is called ergodici ty. 
A variable is ergodic if averages.from all possible 
quantities formed from it,converge. 
This requires that the correlation goes to zero for 
large t, and also the variable becomes statistically indepen­
dent on itself. As a constatation this trend is generally 
observed to be true in the case of turbulent flow fields. 
τ is the time over which u(t) is correlated with 
itself, but also a measure of the time over which u(t) is depen­
dent on itself. For t larger than x,u(t) becomes statistically 
independent of itself so that τ is a measure of the time inter­
val over which u(t) "remembers" its past history. Thus it can 
be deduced that different sample of the signal of duration lar­
ger than τ, can be considered as statistically independent events, 
and so averages made in this manner can be considered as 
equivalent to ensemble averages. 
Considering equation 29, and following reference 48, 
an error e can be associated to the time Τ used to compute the 
average. Defining e as 
e = variance 
mean value 
(30) 
then one obtains 
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U 2 (31) 
which indicates the sensitivity of the integration time to the 
accepted value for the error. Since e is small this already 
indicates the necessity of the existence of a large gap in the 
characteristic time scale for the evolution of the mean and of 
the variable part of the phenomenon. This is no problem if one 
is faced with a stationary situation, or if, as already suggested, 
independent samples are available to make ensemble averages. 
If the required time Τ is small in comparison with 
the duration of phenomena,then this analysis can be extended to 
time dependent situation. This may be the case in the flat part, 
or "plateau" of the signal, but surely not for the front where 
even a qualitative estimate indicates that the rate of change 
of the mean is high. And, as a matter of fact it is probably 
along these interfaces that the most interesting phenomena take 
place, because they are the regions mostly affected by the 
intermittency, and thus by the dual-peak shape of the probability 
density distribution (and thus more likely to show instantaneous 
values largely different from the mean ones). 
The analysis is carried further on in reference 48 
for the case of instationary problems and will not be redis-
cussed here in detai1 »except to recall some useful formulae 
and conclusions. The problem is that of finding the mean 
value of a quantity variable with time ,to which a second one 
with shorter time scale is superimposed. As stated in the 
quoted reference this situation may be unrealistic if the two 
variables are taken as statistically independent, if nothing 
else because some intermodulation of the two variables can be 
expected. (For instance, to quote from preliminary evidence 
from full scale tests on dispersion, it seems that the level of 
fluctuations decreases when the front of a heavy gas cloud is 
passing over the sensor, due probably to the high level of 
stability of such a situation). Nevertheless if one takes 
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averages over a finite time, then the average approaches the 
value of the slowly varying component and its variance reaches 
a minimum, which is approximately given by reference 48. 
(v <u> 2 ^ +U ι M 2 (32) 24 
where U" indicates the second derivative of the slow components, 
and represents the contribution of its instationarity. 
The optimum time of integration can then be found by 
looking at the minimum of the variance and is given by the 
relationship 
288 U"2 
(33) 
In reference 48 it is shown that U" 2 is the fourth moment of 
the spectrum U ( t ) , so that the above relationship can be found to 
be proportional to 4/5 power of the ratio of the highest fre­
quencies of the slow components, to the lowest frequency of 
the rapid one. So only if there is a "gap" between the two 
spectra which contains little or no energy there is the possibi­
lity of making meaningful averages. This seems to be the case 
for some meteorological phenomena, such as the wind velocity, 
but it cannot always be expected to take place in laboratory 
experiments. Indeed the results of reference 46 already 
quoted seems to indicate that there are situations where 
this is not the case. 
It should be noted that making averages on a single 
event using integration times,as indicated above,is equivalent 
to using a running mean. This is equivalent to a filter 
characterized by a weighing function (Ref. 48) : 
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h(t) = 
i for 
Τ 
I< t <î 
2 2 
otherwi se 
(34) 
and a transfer function 
H2 (ω) sin
2a1T/2 
(ωΤ/2)2 
(35) 
So the above discussion is equivalent to saying that one needs 
a gap in the spectrum situated at around f0 = 1/2T or ω = π/Τ, 
which is the point of cut off of the above filter. If such is 
the case and the low frequency component is sufficiently low 
with respect to f0» it is passed through with small changes, 
whereas the highly fluctuating part is almost completely at­
tenuated. Thus the mean is recovered and by further analysis 
the properties of the fluctuating part can also be treated, 
if required. 
The problem is then dealt with in further detail in 
reference 48, to which the reader is referred for a more com­
prehensive vision of the problem. In other words it can be 
said that the problem of determining the mean value is a func­
tional one, in the sense that the time dependent average can be 
defined as the function <A(t)> which satisfies the condition 
­ (A(t)­<A(t)>)2dt mi mmum (36) 
where Τ is the total observation time. One has obviously 
excluded the trivial solution <A(t)> Ξ A(t). 
Even if the above value of <A(t)> can be determined 
(which is not evident), the determination of all the other 
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Statistical values remains problematic, because they are to be 
computed over the time τ introduced before. For these to be 
realistic, the condition stated before should hold, which means 
that they should be constant over such time intervals, while 
being dependent on the time at which observation started. This 
applies to the variance as well as to all the other properties, 
such as the p.d.f., and the condition is likely to become more 
difficult to be met, as the computed quality contains more 
information on the signal to be analyzed. 
In view of the difficulty of the problem,it can be 
considered as a great advantage,if the information out of a 
single test can be analyzed on the basis of previously accumu­
lated experience on the main features of its properties, obtained 
either from laboratory experiments or from theoretical 
evaluations. 
This is closer to the situation where the problem is 
not to obtain "definite" values from one experiment, but instead, 
that of trying to assess the "typical correspondence" of the 
data from one (or a limited number of tests) made under not 
fully controlled external influences, in comparison to the expected 
general behaviour. 
It can be heavily simplified if, as stated, indepen­
dent samples were available and it seems that there is a ten­
dency towards it. This is probably the more likely possi­
bility to solve the problem associated with the full scale test 
results, as discussed in reference 56. 
An an illustration some examples of application of 
the running mean average are shown in figures 14 to 15. It can be 
seen that even with two superimposed simple signals of wide 
difference in frequency the solution is not easy, due to the 
attenuation of the low frequency components. Of course, once 
the fundamental shape is recovered, (and is particular its 
frequency if it has o n e ) , some improvement with respect to 
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amplitude response can be obtained, by using the relationship 
of the previous page. This means reconstructing a signal of 
the shape predetermined and modifying the amplitude until the 
given minimum in variance is reached. Then a more accurate 
evaluation can be modified and the reader is referred again to 
reference 48 for a discussion on optimum filters. 
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6. INTERMITTENCY AND p.d.f. 
To illustrate this point recourse will be made to very 
simple graphical representations. It should be stressed 
immediately that they are not numerical simulations of turbu-
lence (or not even attempts to do that) but idealized represen-
tations of possible situations, designed as a help to the des-
cription. As an example (Fig. 10) an attempt is made to indicate 
how difficult it may be in some cases to make a distinction 
between meandering and intermittency (remember that they are 
drawings and not a simulation of turbulence). 
Intermittency is a typical phenomenon associated with 
turbulent flows where large gradients are concentrated in small 
regions of typically undisturbed flow. It is used to indicate 
the fact that the edges of such regions are not clearly defined 
in space and time (as is the case for laminar flow) but largely 
erratic and full of "indentations" (or hills and valleys). This 
is the case also for "stationary" flows, and is the case no 
matter whether the gradient considered is in terms of velocity, 
concentration, temperature. The very nature of this problem 
is not yet fully understood. Intermittency (as defined later) 
has even been considered a transportable quantity (Ref. 42) 
and a tremendous amount of new research has been triggered by 
the realization that turbulence contains, as a natural and 
inherent property, so called coherent structures. Leaving 
aside all these considerations, outside the scope of the ; 
report, the one important point to be recalled is that the local 
gradient and instantaneous values may be (and are in general) 
much larger than those associated with the mean flow. This is 
important from at least two aspects : first that the shape of 
the p.d.f. at a given point in space and time depends on the 
local level of intermittency; second that it may suggest that 
the possibility of bulk transport as opposed to gradient 
transport cannot be ruled out. 
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6.1 Definition of intermittency 
If the edge of a shear flow looks like that of figure 11 
then one may assume that there will be a number of points, P, in 
the region of interest where the quantity to be measured is 
present or not. Alternatively at a fixed point in space there 
will be moments when the quantity is present or not. Let us 
assume for the moment that the value of the quantity at that 
point is irrelevant : it is either there or not. It will then 
be possible to define an "indicator function" <(>(x,t) which is 
either one or zero depending on the presence or not of the 
quantity of interest (be it concentration, temperature difference, 
turbulence, vortici ty or whatever is relevant). 
For the situation in figure 16 the function Φ(χ,7,Τ), 
at a given y will be as shown. 
Alternatively an indicator <|>(x,y,t) can be defined 
for a fixed point in space as function of time (and of the posi­
tion of the point). 
Then by making averages one may define the intermit-
tency function γ as : 
γ = <φ> (37) 
The type of average is not indicated because it will depend on 
the type of problem analyzed. Depending on it, it could (or 
should) be a time average or an ensemble average (the last one 
being always correct). 
For a stationary problem, of the kind shown, one has 
γ = y(x.y) 
A typical example of γ for the concentration at some distance 
from a source at ground level is shown in figurei! (Ref. 8 ) . 
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As a general trend γ will tend to 1 near the "center" 
of the region of interest and to zero near the edges. It also 
has sometimes been suggested that the shape of γ (or of part 
of it) may be described by a Gaussian­like distribution 
function (Ref. 36). 
The importance of the intermittency is evident if one 
tries to evaluate the real likelihood of concentration at a 
given point, as opposed to average values. The first step is 
to consider the "weighted" values, that is the average made 
only over the time (or region) when Φ = 1, thus excluding all 
the regions where the quantity measured is known to be identi­
cally equal to zero (Ref. 7 ) . To do this one must recall some 
properties of γ, derived from its definition. For instance, 
= γ = γ (38) 
and 
(γ­1)2 = (1­γ)2 = (1­γ) (39) 
Then if C., is the mean average of (say) concentration, 
its "weighted" value is 
C = ­Ü LW 
γ 
and CN"CM = CM 1­γ γ J 
(40) 
If c(t) is the fluctuation around CM, with variance 
C2, then if C defines the instantaneous value­, the weighted 
functions are : 
cw(t) = C V C ­ = cM ix^l + c(t) (41) 
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It results, taking the averages only for the time 
when C is present : 
? 1 2 ΓΔ ¿-
C2 = i­ C (t) = ­Ç­ + CM 
w wv ' M Ύ 
(ΐ-γ) 
Υ 
(42) 
showing that local variances of the concentration fluctuation 
may indeed be much larger than the average one. 
To the intermittency, or better, to its indicator 
function, can also be associated p.d.f. This is very simple 
due to the fact the Φ is either 1 or 0. It results : 
ρ(Φ) = a δ(0) + b 6(1) (43) 
δ indicating the Dirac function, and 
J o 
ö(t) dt = 1 (44) 
ρ(Φ) must satisfy the conditions 
ρ(Φ)β = 1 = (a6(0)+b«(l)) αφ = a + b = 1 (45) 
The intermittency can then be derived as 
<φ> Φρ(Φ)αΦ = b (46) 
and 
Ύ = a+b = b = <Φ>, (47) 
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The above derivations do not include time directly 
so it can be applied to time or ensemble averages as 
appropriate. 
For other aspects of the importance of intermittency 
reference 57 indicates some conditions where the influence in 
toxicity or flamability is taken into account. 
6.2 The combination of intermittency and concentration 
For the "duration a" by definition the concentration 
is equal to zero, while for the "duration b", it is present 
and with statistical values typically as derived in the above 
weighted averages. So it is tempting to try to combine the two 
effects and derive a joint probability function of ψ and C. 
There is no definite solution to this problem, so it can only 
be approached in phenomenological terms. 
To visualize the approach,it could be helpful to 
schematize the likely shapes of the incoming form of a cloudy 
contaminant in the crude way shown in figure 18. 
The dark regions indicate a presence of contaminants 
or φ = 1. Then one can make different assumptions. The 
situation as presented is an unsteady one, so all the averages 
should be made as ensemble averages over a large number of events 
The first and simplest assumption is to consider that 
in all the dark areas the concentration is equal to 1. In this 
case if one makes the averages, the p.d.f. of the concentration 
will be identical to the p.d.f. of the intermittency. The mean 
value of C will equal the local value of intermittency γ, and 
so for the variance. Intermittency and correlation are perfectly 
correlated, and the joint p.d.f., ρ(ΰ,Φ) will reduce to two 
peaks as shown in figure 19a. Such a situation is too simpli­
fied to be realistic. 
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As a second attempt one may assume that the concen­
tration in the dark spot is still uniform but that it has one 
of the possible values in the range 0 to 1. Then every time 
Φ = 1 the value of C (for an event) will be in the range 0 to 1, 
at random. The result now, over a large number of events will 
be more like in figure 19b. From the definition the p.d.f. of 
each variable can be derived from the point p.d.f. as : 
p ( C ^ ) d = p(C) and p ( C ^ ) d C = ρ(φ) (48) 
In parti cui ar 
J p(C,l)dC = b = γ (49) 
and 
Cp(C,l)dC = C (at the point under consideration) (50) 
This is the mean value of C at that point and it is 
easy to see that it is strictly dependent on the local value 
of intermittency. 
In changing the observation point from the edge of 
the cloud towards its center, the relative value of b with res­
pect to a increases and so does the "apparent" or averaged value 
ot the main concentration. This is schematically shown in 
figure 19. However, from the same figure is apparent that the 
possibility (as opposed to the probability) of having dangerous 
concentration levels remains the same everywhere. This may be 
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considered as a first step towards the interpretation of the 
mentioned Birch experimental results. It should also be noted 
that with the above assumption the value of C tends to 0.5 
at maximum. 
While better than the first one, this approach is still 
too simplified to be of true practical interest. The likelihood 
of concentration values cannot be assumed as equiprobable, but is 
expected to decrease near the extreme values. In other words, 
what is needed is a better knowledge of the actual p.d.f. of 
C as a function of the position in the clouds, independently 
of the effect of intermittency. However, this is a difficult 
question to answer. Concentration is a terribly difficult 
quantity to measure in its finer details, in spite of the 
recent improvements in measurement techniques already mentioned. 
It could be expected that the application of techniques based 
on digital image analysis of the visualization of a marker 
position and intensity will greatly improve this. Recent 
advances in this domain seem to indicate that this is not too 
far (Refs. 43,44) but the difficulty and complexity of this 
type of measurement (and the immense amount of data to analyze) 
should not be underestimated. 
An evolution from a normal distribution at the center 
towards a highly skewed one at the edges could be expected. If 
an interpretation is made in terms of the joint p.d.f. »trends 
as shown in figure 20 could be assumed. 
As a rule data about the p.d.f. of concentration 
are difficult to obtain in the available literature, especially 
if compared to same data for velocity and also temperature. 
The reason probably is to be found in the fact that detailed, 
and especially fine scale, measurements of concentration are far 
more difficult than for the other quantities .even in ideal 
laboratory conditions. Unhappily a direct comparison with, say, 
p.d.f. of velocity can be expected to be unrealistic, and results 
can be expected to be different because of the less "bounded" 
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nature of velocity fluctuations. Also the vectorial, as opposed 
to scalar, nature of the velocity field should not be neglected 
in dealing with a fully three dimensional flow field,such as 
produced by turbulence. Comparison with data from temperature 
measurements may be more acceptable even if there is some evi-
dence tending to indicate a slightly different behaviour of the 
two scalar quantities, i.e., of heat and mass transport. 
It has been suggested (Ref. 55) that a proper normali-
zation can be derived in some types of flows (typical of which 
are thin shear layers) such that all the interesting parameters 
have a value of zero at one edge of the flow and of unity at the 
other. Then the p.d.f will have non zero values only between 
the above specified limits. This will certainly make comparisons 
easier for all the different quantities, but will not change the 
essential difference in behaviour which has been mentioned. 
To quote from reference 52 the knowledge of p.d.f. 
is largely lacking and yet is of crucial importance to the 
phenomenology of scalar qualities in turbulent flows, be it 
active or passive. As a result of the fact that scalars are 
bounded between 0 and unity the resulting fluctuations can in-
volve highly skewed p.d.f. For example with a mean concentration 
C, it is always possible to find an intensity of fluctuations 
C' 2 such that, with bounds at 0 and 1, it will make the proba-
bility density distribution highly asymmetric. The importance of 
this in connection with reacting, and even toxic, flow is easy 
to understand. Furthermore for flow involving interfaces, 
scalar quantities frequently have zero or low values in the un-
disturbed region and a range of values within the turbulent 
region. Thus any analysis which disregards intermittency may 
not be accurate outside the fully turbulent flow region. If 
the non linear effect mentioned elsewhere (Ref. 57) is to be 
taken into account, as seen the case with toxic releases, 
then the problem becomes even more complex. 
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Typical results for the probability density function 
of concentration and temperature can be found in the papers of 
Robins et al. (Ref. 7 ) ; Birch et al. (Ref. 5 4 ) ; and Libby et al. 
(Refs. 52,53). Results obtained by using visualizations and 
digital image analysis, have also recently been made available 
by the work of Schon. The last referred paper is of 
particular interest because it deals not only with the p.d.f. 
(of temperature in this case), but also with the statistical 
description of the behaviour of the interface between the turbu-
lent "contaminated" region of the field and the uncontaminated 
non turbulent one which surrounds it. The fact that it refers 
to a structure of a wake may make the direct applicability to 
the situations of interest here a little weak, if one considers 
that in the wake there is an important exchange of momentum, 
which is not always the case for pollutant dispersal. However, 
the interest of the results is such that it is considered useful 
to mention them here, if nothing else as a reminder of some 
general properties of turbulent interfaces derived from statis-
tical aspects. 
In the context of the simple presentation made at the 
beginning of the discussion, these results, presented in 
reference 53, are of particular interest. In fact they refer 
to the statistical properties, and in particular to the p.d.f. 
of the intermittency itself, or to be more precise of the 
turbul ent/non turbulent interface. Some of them are reproduced 
in the figures 21 to 23 as the p.d.f. of the duration time of 
the turbulent part of the interface with respect to overall 
time of observation at the edge of a wake. Again it could be 
said that their direct applicability to the analysis of disper-
sion may be weak because of the difference in the driving forces 
involved (the interface is one of momentum deficit and not 
simply of difference of concentration, so other mechanisms are 
present to generate the turbulent fluctuations), nevertheless 
their illustrative purpose is self evident. In fact the inter-
mittency can be considered as a "precursor" of the concentration 
level. As indicated schematically before in the illustrative 
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examples, if one is outside the contaminated region the value 
of the concentration is identically equal to zero by definition, 
while inside it can take (at least it can be assumed to take) 
any value between 0 and 1. If as in the case of one of the pos-
sibilities considered this value is always 1, there in one limit 
case the concentration statistics will be identical to those of 
the intermittency. If it is "any value" then the long time 
average statistics will be those of the intermittency, weighted 
by those of the concentration in a fully turbulent region. This 
is a second limiting case. It is in this sense that the role of 
the statistics of intermittency could be seen as that of 
"precursor" of that of concentration ,while the p.d.f. is computed 
over continuous long enough averages, i.e., if intermittency is 
not considered apart by making for example conditional measure-
ments. It should probably be noted here that while the use of 
standard probes leads to this, the use of visualization and 
optical analysis with only the plume seeded may fall in the 
other condition, and this may result in differences for o.d.f. 
and variance. This will also require that any p.d.f. function 
which is introduced to describe the concentration levels must 
take into account the adequate degrees of freedom of the phe-
nomena which lead to it. This will be relatively simple in 
the two limit situations mentioned; the actual one can be ex-
pected to be a more complex and delicate mixture of phenomena 
and interaction, which can be interpreted as an increase in the 
degrees of freedom. 
The analysis of Libby's data on turbulent interface 
statistics seems to indicate that a lognormal distribution 
is well suited to describe the properties of the p.d. function 
except at the lower tail, as illustrated in figure 23. 
The use of lognormal distribution for the description of the 
concentration p.d.f. has also been suggested. Typical of this 
approach is the relation derived by Csanady in reference 2 and 
referred to by Chatwin in reference 27, as a formula for the 
measured concentration probabilities. The actual derivation 
of the formula is based on the modelling of the physical 
phenomena and is suggested by experimental evidence. However, 
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Birch and others as quoted in reference 27 proposed for similar 
conditions a truncated Gaussian distribution which can also be 
seen to fit the data. The important point to note is that it 
seems apparent that in both cases parameters to be determined 
from experiments should be fitted into the formulae to match 
the experimental results. While the meaning of these para­
meters can be shown to have experimental significance, one may 
still consider the possibi1 i ty that they are a different way to 
introduce the required variability of p.d.f. in terms of skew-
ness and kurtosis ,which seems necessary in the analysis of such 
a phenomenon along the way already indicated. This should 
probably include the variability of the intermittency, the 
variability of the concentration in the contaminated flow region, 
as function of distance of the centerline (and thus of the 
actual value of the mean concentration and of the gradients) and 
and the eventual interaction of all these phenomena. 
Along these lines it will be interesting to see if other 
families of probability distribution function cannot be used. 
Suitable candidates seem to be the χ 2 function and the trunca­
ted β function, because they already explicitly contain a cer­
tain number of "degrees of freedom" or variable parameters and 
the resulting shape is a function of these degrees of freedom. 
In particular the use of the latter is suggested by Rhodes in 
reference 55. 
Before analyzing the function it is useful to come back 
to some experimental results obtained in laboratory conditions, 
and to make a few observations about their behaviour. 
The data reported here are from Robins (Ref. 7 ) , 
Birch (Ref. 54) and Libby (Ref. 5 2 ) . While the first refers to 
dispersion in a surface layer from a ground source and the last 
comes from the analysis of dispersion inside a cylinder from a 
distributed wall source, they may be considered as representative 
of asimilar phenomenon, while the second refers to a methane 
jet. Furthermore in this last case p.d.f. are not measured but 
62 
reconstructed using the measured moments. The results are 
strikingly similar, and their use for comparison purposes may 
seem fully justified. The Robins data are presented in 
figure 24 as originally presented in the quoted reference. After 
some manipulation the results of figure 25 can be obtained, based 
on the values of the other parameter as quoted in the paper. 
Here the presentation is in the form of p.d.f. of the absolute 
concentration referred to (or normalized with respect to) the 
mean value of the concentration at ground level. Admittedly 
the number of mani pulations carried out from the original data 
to obtain this presentation (and the consequent necessary re-
scaling of both the horizontal and vertical axis) is such that 
a good accuracy cannot be claimed for the figures as presented. 
However, it is felt that this may be a more self-explanatory 
presentation, as far as one is concerned in the evaluation of 
the statistical properties with distance from the centerline. 
One thing is very apparent : the change in shape from an almost 
normal distribution to a very skewed one as the distance from 
the ground increases (that is the mean value of concentrations 
decreases to 0) 
The experiments of Libby et al. (Ref. 52) show 
similar trends, with the skewness of the p.d.f. increasing as 
the distance from the surface increases. Of interest is a com-
parison with the results for the velocity, plotted in the same 
figure 26, which indicates that the trend is much more Gaussian. 
This seems to indicate a considerable difference between the 
behaviour of vectorial and scalar quantities. The third set 
of results, from reference 54 and shown in figure 27, refers to 
a methane jet in steady surrounding fluid, so they may be consi-
dered to belong to a different family of flows, the effect of 
momentum difference being more important. Also they are 
apparently not direct measurements, but a reconstruction made 
on the basis of the values of the different moments. Their 
characteristic is to show for small values of the mean concen-
tration a bivariate p.d.f., that is a peak at two different 
values, which was not evident in the other results referred here, 
even if such a trend is often considered to be the correct one 
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from a theoretical standpoint. It is difficult to determine 
general rules for the structure of p.d.f. from the presented 
results, if nothing else because of the difference in flow 
situations. Probably the different responses of the different 
probes used for the tests should also be taken into account 
to some extent. However, some considerations about the evolu­
tion of the p.d.f. on a qualitative basis can be made. For 
instance the tail is always longer in the direction of high 
concentrations when the mean value decreases. This seems to be 
more the case for the values of reference 7, although the 
possibility of some error in the manipulation made here to ob­
tain that presentation cannot be excluded. It seems also that 
the values of these high concentration tails seems to vary, as 
a first approximation faster than the local value of the vari­
ance but slower than the mean values. The aspect of the p.d.f. 
seems to indicate that small pockets of high concentration can 
be found for short times even when the mean values are low, 
confirming the results on flammability quoted in reference 27 
The size of these pockets is difficult to evaluate, considering 
the presence of intermittency, which should smooth the results. 
It will be interesting to have for comparison the results ob­
tained by optical techniques, such as those measured by Schon 
which due to the seeding technique used should be more close 
to what is called conditional sampling methods. 
Coming back now to the problem of finding a general 
description of the p.d.f., there is a relatively wide choice 
of analytical functions with sufficient free parameters to be 
able to find something suitable to describe highly skewed pro­
bability density functions, and the variation of the skewness. 
Amongst these, two seem to be particularly attractive, 
namely the χ 2 function and the incomplete e function. The· 
latter was suggested as appropriate in reference 55, by Rhodes. 
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The analytical expression for the above relation, 
when applied to the description of p.d.f. is given in 
reference 56, for the χ2 function as : 
P(x2v) 
where 
v/2 V (x2) ν/2­1 ­χ
2/2 
Q < χ2 < oo 
ν = integer 
(51) 
< 
ν 
7 ­ 2 Ì -,/v 
ν = even 
ν = odd 
(52) 
The meaning of the χ2 distribution is that of a p.d.f. of a 
.2 _ x. , where the x. are ν independent and identically ι ι ι 
distributed random variables with zero mean and unit variance. 
The variable ν denotes the degrees of freedom of the system. 
For large values of ν the above distribution is almost Gaussian, 
while for ν small the skewness increases. The value of the 
skewness coefficient is 78 for ν = 1 
Examples of the shapes of the χ2 p.d.f. for different 
values of ν are plotted in figure 28. It is easy to see 
that their shape can be adapted to approximately the shape of 
the measured p.d.f. on the condition that the values of ν are 
adapted to the observed values of the concentration parameters. 
In its standard formulation, as indicated in the equation above 
the mean values and the variance are related by a unique depen­
dence on ν (respectively they are ν and 2v), which may make the 
manipulation difficult if not impossible. Another important 
limitation is the fact that this function is not normally 
bounded by an upper limit at 1. However, this could proba­
bly be taken into account by considering the fact that its tail 
tends to zero rather rapidly and χ2 needs to be a multiple of 
the concentration. 
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The p.d.f. can also be plotted as a function of χ, 
or to be more accurate of IVx2"! which preserves the unique 
sideness of the function, as shown in figure 29. These 
seem to indicate that with some manipulations the agreement 
may be even better However, all the objections stated before 
remai η. 
From this standpoint a much better proposition is to 
use the analytical form of the incomplete β function, which is 
given in the same reference 56 as : 
P(x,a,b) = 1 
B(a,b) 
a­1 b­1 
χ (i­x) 0 < χ < 1 (53) 
where 
B(a »b) ­
a­1 b­1 
χ (1­x) dx (54) 
which is naturally bounded by the values 0 and 1 as required 
for the p.d.f. of any scalar quantity. 
The beta function and the chi­square function are 
2 2 
somewhat related because if Xi, and X2 are two functions with 
chi­square distribution and freedoms vj and v 2 then the ß 
function represents the p.d.f. of 
X 2 
1 V! V 2 
, and a = — , b = — . Apart from this a and b may take any Xf+Xl 2 2 
value which is suitable for obtaining the required degree of 
skewness on the p.d.f. profile. Some example of the shapes 
which can be obtained from the β function are illustrated in 
figure 30, for different ratios of the two coefficient values. 
It should be noted that the effect is symmetric and it is 
sufficient to vary one. The problem of associating them to the 
properties of the concentration field is illustrated by Rhodes in 
reference 55. 
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Here they become the results of a combination of mean and 
variance values. 
The formulas proposed are 
a = C (C(l-C) / σ 2-ΐ) 
b = (I-C) (c(l-C) / σ 2-ΐ) 
(55) 
(56) 
(note that the first formula is different from the one quoted, 
which is believed to contain a misprint). 
where C has the meaning of the local normalized concentration 
and σ is the variance normalized with respect to the same mean 
values, as used for C. In the quoted reference, there is no 
derivation of these formulae, which are referred to in a 
different paper. A number of examples of application are given 
and in particular is indicated how well they fit with the values 
measured by Libby in reference 52. This is illustrated in 
figure 31 taken from the above reference. 
Other computed values for results of the same 
reference are shown in figure 32. 
Unhappily it was difficult to adapt the results of 
Robins (Ref. 7) so as to compute the values of a and b as 
indicated above. However, the shapes of the curves of 
figure 30 seems to indicate the possibility of obtaining 
correct results. 
It is important to note that the χ 2 function and the 
β function are respectively a one parameter and a two parameter 
function. Once these parameters are fixed their shape is 
determined. This means that all the moment values are fixed. 
Concentrating on the β function means that once a and b are 
fixed, based on the values of mean and variance, all the higher 
order moments are also determined. The conclusion is that, for 
instance, the values of skewness and kurtosis (third and 
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fourth order moment) are unique functions of the mean value and 
variance at a given point. The conclusion will be even more 
drastic for the χ2 function which depends on only one parameter. 
This result would imply that there is a certain form of self 
similarity in the development of the p.d.f., and as a consequence 
in the physical phenomena they are intended to represent. In 
other words, higher order moments should be universal functions 
when plotted as function of C and σ. This seems to be the case 
if the good agreement obtained is considered ,as for the case 
of reference 52. Furthermore, this seems to be confirmed, at 
least for jet flows, from the measurements of reference 54, 
which indicates that the distribution across the jet of skewness 
and kurtosis follows an evolution which is independent of the 
distance from the nozzle (a result which seems to be confirmed 
by other results on temperature for heated j e t s ) . Considering 
that both the mean value and variance of concentration can be 
plotted as self similar profiles across the jet, the condition 
stated before seems to be satisfied at least for this particular 
situation. Further analysis is obviously required to generalize 
the conclusion to all types of pollutant dispersal. If this is 
the case then a considerable simplification will be obtained in 
data analysis. 
When considering analysis of measured quantities one 
should also take into account, as discussed before, the size of 
the measurement volume which has an averaging effect which may 
destroy or distort the finer details. To this the shape of the 
tails of the p.d.f. curves are likely to be more sensitive, with 
non negligible effect of the cumulative values of probability 
to be evaluated. 
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7. EFFECT OF EXTERNAL RANDOM CONDITION 
To the previously mentioned effects,which contribute 
to make what is a complex problem almost intractable, one has to 
add one more contribution. This is the randomness, and the con­
sequent lack of detailed knowledge of the meteorological con­
ditions associated with a particular test. The main factor con­
sidered here is the likely change in direction and intensity of 
the external wind. 
If one considers a puff released from a point source 
in a homogeneous turbulence with uniform mean velocity, then it 
will travel along a line growing in dimension approximately as 
vT. 
In real cases this will be seldom the case, because a 
random component of large scale (in comparison to the puff size) 
may be expected to be present in both χ and y components of 
veloci ty. 
If the effect of such a random component in the trans­
verse direction is superimposed,the possible paths of the puff 
will be more likely to be as shown in figure 33. That is, at 
a given distance from the source the cloud centroid is not fully 
determined but depends on the randomness of v. In a certain 
sense this can be considered equivalent to the meandering of a 
plume. The real problem is much more complex : as already men­
tioned there will be an interaction between the meandering and 
the spread of the plume. The solution to the problem can only 
be obtained in full if one is prepared to solve the relevant 
equations (as discussed in section 4) under stochastic boundary 
and initial conditions. Such an attempt in made in reference 1 
but it seems difficult, for the moment, to hope to be able to 
solve most of the practical problems in this way. 
As shown by CHiatwin, and with reference to the figure 34, 
if one does not consider the absolute position in space of the 
cloud, then the problem is largely simplified. 
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The concentration-properties for the cloud will always 
be, as a first approximation, the same. So for an observer 
located at the same position with respect to the centroid of 
the puff the external effect will be less important (negligible 
in the limiting case of the example). The difference and the 
full implications of taking an absolute or relative frame of 
reference for the description of the problem are analyzed in 
detail in reference 27. 
The analysis will not be repeated here : it could be 
summarized by stating that in an absolute frame of reference 
one may analyze the problem making use of the joint probability 
functions in a similar way as that used before. This time it 
will be the probability of having at the same time the centroid 
in a given position and the probabilities of the concentration 
distribution in the puff itself. 
So for random conditions in the y direction, the likely 
possibilities will look as shown in figure 35. This is a situa-
tion very close to that analyzed by Riethmuller in reference 41, 
for a continuous plume and which will be rediscussed later o n . 
For the condition used, it can be expected that a Gaussian pro-
bability of the centroid position will result. 
The only point which is important to make, but for 
which there is no easy solution, is that of the interaction of 
the random external events with the spread itself. The likely 
result to be expected is that very close to the source the 
large scale fluctuations will make the whole puff move erra-
tically, while at larger distances it is its internal distri-
bution of concentration which is affected. 
An example of possible interaction is illustrated in 
figure 35 where the same plot as before is presented but for a 
non-homogeneous turbulence, of the type corresponding to n^ky, 
so one can take as a first approximation for the speed of the 
cloud : 
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dr = Vu 2 dt and u¿ « ky (57) 
The velocity field is uniform along x, and has a vertical random 
component. The figure shows the results for two releases. It 
can be seen that not only the final cloud position is random but 
also that its typical dimension is changed, depending on the 
trajectory followed. It could be expected that, as illustrated, 
the results are a gross exagération of the real problem, but as 
stated this is not an attempt to evaluate them accurately. 
The extent to which they happen in any real situation 
and how they can be taken into account could only be the result 
of more detailed work on the subject. 
The idea was only to suggest that such a possibility 
could not be excluded completely. 
To conclude we would like to come back, in a simplified 
form, to the very illustrative example discussed in reference 41. 
The reason is because we suspect that a term is lacking in one 
of the derivations. 
Let us assume that a gradient dispersion model is 
used, leading to a gaussian distribution of the mean value of 
concentration in the plume. A uniform wind is assumed in the 
longitudinal direction, while the transversal component is taken 
to fluctuate randomly at very low frequency, to give at a dis­
tance χ a plume centerline displacement Ay described by the 
probability distribution curve shown in figure 35. What we want 
to check is what is the probability of the concentration for an 
observer at point (x,y) as a function only of the large scale 
wind variability. Then 
C = f ( x , y , A y ) , so p(C,x,y) = p(C(Ay),x,y) . (58) 
Note that the dimensions of ρ are those of (1/dimension of 
variable) so that the above gives the values of C in terms of 
71 -
occurrence of Ay. If one wants to express the results in terms 
of concentration as variable 
p(C,x,y) = p ( C U y ) ,x,y) dC 
dAy 
(59) 
which leads to a different presentation from that in reference 
41. Typically, figure 37 shows how the mean concentration dis­
tribution is modified when averaged over very long times com­
pared to the ν fluctuations. Figure 38 shows for the same con­
dition the p.d.f. of C which can be expected at different dis­
tances from the mean centerline. This clearly indicates how 
hazard limits can be misleading if based on mean values. 
Nevertheless, this is only part of the full problem, 
the variability of the instantaneous value of C inside the plume 
in a relative frame of reference should now be taken into 
account and combined with the other. This is again a problem 
of determination of the joint probability function of the con­
centration in the plume and of the presence of the plume itself. 
Conceptually it could be dealt with using an approach 
similar to that followed for the effect of the intermittency 
function. 
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8. CONCLUSION 
An attempt has been made at estimating the effects of dif-
ferent factors on the evaluation of the statistical significance 
of data measured in a test,in the context of the statistical 
properties of the phenomena under discussion. 
To approach the problem, the basic phenomena and equa-
tion of contaminants in a turbulent field are presented and 
briefly discussed. In particular, the so called random-walk 
model is compared with the more classical statistical theory of 
dispersion and the gradient diffusion type models. The interest 
of the above approach is that it will enable to predict detailed 
properties of the dispersion, and furthermore seems to be parti-
cularly apt to be extended to include gravity effects. It can 
also be shown that it may approach very well the solution of the 
equation for the transport of the probability density function of 
the instantaneous concentration. The analysis was not extended to 
cover all the problems of relevance in the establishment of 
correct higner level models of turbulent transport, which should 
be dealt with in another context. 
The importance of the aforementioned probability den-
sity function is that it is probably the best tool available to 
really assess the hazard and confidence limits. Unhappily, it 
is not an easy function to deal with and this is further compli-
cated by the relatively low amount of experimental data available. 
Furthermore, the concentration is not an easy parameter to meas-
ure in experiments, if its finer details are looked for. It was 
indicated that there is a great hope in this field, thanks to 
the development of new techniques, in particular the use of digi-
tal analysis of flow visualization. 
So most of the discussion was limited to a qualitative 
analysis of the problems likely to be encountered and of their 
possible effects. 
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After a short discussion of the problems associated 
with the measurement techniques, again mostly in qualitative 
terms, an attempt has been made at analyzing the effects of random 
(or uncontrolled) external events on the results obtained. 
Attention was drawn on the fact that the turbulent 
dispersion being in itself a random phenomenon, mainly dictated 
by the nature of flow field in which it takes place, it is very 
difficult to decide where to place the separation line between 
the randomness due to the nature of the problem and that related 
to external events. The problems of plume intermittency and 
meander were taken as examples, and an indication is given 
of a possible way to deal with them, but again because of 
the complexity of the problem and the lack of sufficient data, 
the discussion was essentially of qualitative nature. The figures 
used to illustrate the problem are not, and should not be inter-
preted as results of a numerical solution of the problem, and 
are not a numerical simulation of turbulence. They are simply a 
(and in most cases an exagerated) way to illustrate the problems 
discussed and have no quantitative significance. 
Finally, an example from already published reports is 
given to illustrate the effects of a large external perturbation. 
To conclude we would like to make a few remarks; first 
that the review made is necessarily incomplete and is likely to 
leave out a number of important phenomena. The second may be in 
the form of suggestions for future work : it seems that both in 
the theoretical and in the experimental domain there is large 
scope for more research. One will be on how it is possible to 
better integrate the experimental and theoretical approaches, 
taking into account the new possible development on both fields 
new results from full-field measurements as opposed to the 
punctual one, (more common now) and from theory a better under-
standing of the nature and properties of coherent structures 
in turbulence. 
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It is possible that such an approach may lead to a 
better and possibly simpler way to deal with the very important 
properties of the probability density function. This could be 
a new field of activity for theoreticians. As an experimenta-
list, the author will be very interested in the possibility of 
having more tests carried out, especially full scale tests 
(for which a number of results are becoming available now) 
and also model tests on the available wind tunnel simulating 
the atmospheric boundary layer structure. And above all, 
to be able to answer the question on how much the model test 
results really can describe all the features of the full scale 
real i ty. 
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APPENDIX 1 
The purpose of the present section is to try to 
compare the results from the different dispersion models 
and to see under which conditions to describe the same 
phenomenon. 
With reference to the previously made considerations 
let us consider the simple problem of the determination of the 
uni-dimensional spread of a pollutant from a source in a homo­
geneous turbulent field with mean velocity equal to zero. As 
usual the pollutant is considered as a passive one and can be 
identified as a "marked" particle,in no way different from the 
others except for the fact that it leaves a trace of its tra­
jectory. Hence it will follow the random path generated by 
the random velocity field.retaining over a large observation 
time a center of gravity co-inciding with the release point. 
Statistical information can be gained by observing the trajec­
tories of a large number of such particles, but because the 
previous considerations apply to each one of them, nothing will 
be gained from the analysis of mean values. The first useful 
results are obtained by computing as a function of time the 
variance of the particle trajectories. 
With the usual notation if χ is the particle position 
and v(t) the velocity, in a Lagrangian frame : 
dx = A(x)dW t (A-1) 
where dW can be taken as a random walk in velocity. 
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For simulation purposes the above equation could be 
discretized to read, with A = const : 
x(n+l) = x(n) +v (nT) χ Τ (A-2) 
where Τ is the discretization step in time. 
The marked particle trajectories can then be computed 
using for ν a series of values obtained from a random number 
generator both to provide a sufficient number of particles at 
each step and for the successive ones. The generator used 
here will provide, as far as possible, equi-probable numbers, 
i.e., it has a flat probability density distribution. The 
results for the first step are shown as an example in figure 5. 
It should be noted that the problem is uni-dimensional, so all 
the points should fall on a single line, but for clarity they 
have been randomly expanded in the y-direction. "SigmaV" 
and "SigmaP" respectively represent the variance of the velo­
city and of the final position of the markers, defined as : 
<y*y> and <VxV> 
where the brackets indicate averages taken over all the reali­
zations. Also plotted is the p.d.f. of the markers position, 
which is approximately flat (good approximation considering the 
small number of points used at the first step). 
Obviously, after the first step the position of each 
marker coincides with the end of the corresponding velocity 
vector and also the two variances are bound to coincide. 
The next steps are computed in the same way : for 
each marker a new random velocity value is generated and the 
result added to the previous one. The end position of the 
marker is computed and plotted. Then the values of SigmaV 
(which should be unchanged) and of SigmaP are evaluated. An 
example of the results is presented in figures A1,A2. The change 
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in shape of the markers' p.d.f. should be noted, because a 
clear trend is already apparent. 
With this approach both the spread and the concentra­
tion distribution are estimated. It is important to note that 
even with a relatively limited number of points and steps the 
distribution tends to a Gaussian shape and the spread is 
linear. These are typical of a diffusive phenomenon, and in 
fact reflect the nature of the evolution in the system itself 
and not some mathematical properties of the equation used to 
describe it. This point is discussed in reference 12 in a 
wider context. 
It is also important to note that because of the 
definition of equation 1 the resulting shape can be taken to 
be either the contaminant concentration or the p.d.f. of the 
tracer particles, which all come from the same point and have 
an initial concentration value of 1. 
Because at each step the velocity value is obtained 
from a random number generator it could be expected that the 
velocity correlation is a Dirac delta function with : 
R (dt) = [v(tj) χ v(t 2)) 
= 1 if dt = 0 
= 0 otherwise. 
In a continuous system equation A-2 may be considered 
to be the discretized form of equation A-1, made for the sole 
purpose of being able to solve it numerically. In such a 
situation the result is that discretization errors inevitably 
creep in, in the form of higher order terms. They usually take 
the form of dissipative or diffusivity terms, but the discus­
sion of their effects on the solution and on its stability are 
outside the scope of the present analysis. 
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A different approach can now be considered based on 
the following assumption, namely that : "The discretized form 
is assumed to be the correct representation of a physical 
continuous (analog) problem, and contains all the relevant 
information to describe it completely". 
If this is accepted then one is allowed to look back 
at the original problem and determine the effective "environment" 
in which it takes place. It was assumed, for instance, that 
the velocity field was fully random and no correlation existed 
either between successive values of velocity or successive 
events. With the form given for the correlation, the power 
spectrum is that of white noise, that is flat over all frequency 
range. This cannot be true any more if one accepts the new 
descri ptions. 
The results can now be compared with the classical 
theory of statistical turbulent dispersion as first proposed 
by Taylor, but taking into account the restriction imposed on 
the physical system. 
Two approaches are possible, based on the correlation 
or on the spectrum of the change in velocity. 
Without going into the details it may be recalled that 
under the same conditions as for equation A-1, the spread of the 
contaminant concentration can be expressed as : 
tt 
X 2 = u(t)u(t')dtdt' 
oo 
The variance of the concentration is the first useful 
statistical quantity which can be computed, the mean value being 
identical equal to zero. 
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Using 
(dt) = "(t M f) 
one obtains : 
= 2u 2 (t­t') R(t') dt' (A­3) 
Knowing the shape of R(t), X 2 can be computed. But it should 
be noted that, as opposed to the previous approach, in this 
case only the spread can be computed, and not the distribution 
of contaminants. 
Recalling that the correlation R 0(t) and the spectrum 
of fluctuations S(f) are related by the Fourier transform, one 
can write for the symmetric function R0 : 
1 f 
Κ ο ( Μ = — S(ü>)cosü>t 
2ττ > 
and make the substitutions to obtain 
2 _ = u ¿t S(f) sin(uft) 
irft 
df. (A­4) 
It is evident that the term F(f,t) = sin(ffft)' 
TTft 
acts on the 
spectrum as a low pass filter, of bandwidth function of the 
elapsed time t. This presentation is very much favoured by 
the author because it illustrates very clearly the different 
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scales of the turbulence during the successive stages of turbu­
lent dispersion. 
Equation A­3 or equation A­4 can now be applied for 
different conditions expected to represent the phenomenon 
analyzed. 
Case 1 ­ Under the conditions of equation 1, one has for Ro a 
Dirac function, and the time step Τ for the random walk. Hence, 
it could be accepted that 
R 0(t)dt = Τ or R0(t)dt = 1 (A­5) 
indicating a correlation length of the order of 
Tt ­τ, X2 = 2u 2 — = u 2Tt 
2 
(A­6) 
that is a linear function of t identical to what was obtained 
previously if T = 1 and u2 = 1. 
A comparison can be made with the gradient diffusion 
equation, which also assumes (by definition) an uncorrelated 
flow field in comparison to the computation time scale. This 
can be equation 5, which leads to : 
x 2 = 2Kt, that is K­HÎI, (A­7) 
which is the usual form of the diffusivity coefficient in 
homogeneous flows. 
87 ­
Because equation A­2 was solved for 
u 2 and Τ = 1 then from A­7 
Κ = 
and 
u*t (A­8) 
again identical, as expected because it is a diffusion equation, 
to that obtained from the random walk approach. It should be 
noted that in this case one should be able to obtain also the 
concentration profiles. 
Case 2 ­ The same system can be considered as a continuous 
Markovian one for which A­2 is only an approximation (see 
Durbin). That is, one may consider to be in the presence 
of a more realistic simulation of homogeneous turbulence. In 
such cases the correlation is represented by an equation of the 
­t/τ type : R = e 
To keep things similar one may take τ = ­, equivalent 
2 macroscale of the turbulence 
Hence, the spread can be obtained by solving, analy­
tically, equation A­3 or numerically, equation A­4, the spectrum 
being given by : 
S(f) = £ (A­9) 
1 + 2JLÍ 
. Τ . 
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The analytical solution is obtained as : 
X2 = 2u2 — 
-2t/T 2 t e + — - l 
Τ 
( A-10) 
which only asymptotically tends to the solutions obtained 
before as, for example, equation A-8. This reflects the non 
diffusive nature of the system at small times, the correlation 
of the velocity fluctuation covering non negligible durations 
in comparison to those of observation. 
Case 3 - Equation A-2 can be assumed to represent accurately, 
in discretization form,the continuous nature of the system. 
Under this assumption,the theory of information imposes that 
the 1 original system contains no frequency larger than -^-, that 
1 is, half of the sampling frequency γ. Hence, the spectrum will ι l be flat, but band limited to f = -κγ, and normalized to be 
j S(f) df = 1. (A-ll) 
The c o r r e s p o n d i n g c o r r e l a t i o n f u n c t i o n i s o b t a i n e d , 
because o f symmetry , as 
1/2T 
R o ( t ) = — 1_ 2π 
S ( f )cos(ü>t)dü) = 2_ 
2ω 
TCOS (ü)t ) dcog (A-12) 
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. . ( « f l Ro(t) = s in ±£L (A-13) 
wi th a macroscale equal to : 
oo 
R 0 ( t ) d t = i l = I (A-14) 
2 π 2 
o 
consistent with the previous one. 
The shapes of the correlation curves are shown in figure A.3. 
There are still more doubts about the compatibility 
of a system with a flat band limited spectrum and a uniform 
probability density distribution of the variable, but this 
question is left to be analyzed. The spread in this case 
is numerically computed from equation A-8. 
The evolution of spread, or variance, SigmaP, of 
contaminant for all the cases are plotted as function of time 
in figure A.4. 
Not surprisingly the results of case 3 are quite 
close to those for random walk. 
There are differences in the results, but the ques­
tion is not to say which one is correct. Each one may be 
considered as correct for the system it is representing. 
A more adequate question to ask is probably which 
system best represents the reality. 
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Fig. 30 - EVOLUTION OF BETA FUNCTION AS FUNCTION OF EXPONENT'S VALUES. 
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C .is 
MEAN .0396 SIGMA .028116 
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Fig 31 - APPLICATION OF BETA FUNCTION P.D.F. TO THE RESULTS OF 
REF. 52 AT X/D = 0.75 
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FIG. 32 -COMPARISON OF THE BETA FUNCTION WITH 
PROBABILITY DISTRIBUTION FUNCTIONS FOR 
CONCENTRATION (FROM Ref. 55) 
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FIG. 33 -SCHEMATIC ILLUSTRATION OF CLOUD TRAJECTORY 
IN A FLOW WITH RAMDOM TRANSVERSAL VELOCITY. 
TWO INDEPENDENT EVENTS. 
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FIG. 34 -CLOUD TRAJECTORIES WITH RAMDOM 
TRANSVERSAL VELOCITY COMPONENTS. 
SCHEMATIC ILLUSTRATION OF CUMULATIVE 
RESULTS. 
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FIG. 35 -SCHEMATIC ILLUSTRATION OF POSSIBLE EFFECTS 
OF CLOUD MEANDERING IN A NON UNIFORM 
DIFFUSIVITY FLOW. 
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FIG. 36 -THE P.D.F. OF THE LATERAL WIND. 
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FIG. 37 -MEAN CONCENTRATION PROFILES. 
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FIG. 38 -P.D.F. OF C AS FUNCTION OF DISTANCE 
FROM MEAN CENTER 
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