Abstract. This paper is concerned with the dierential sensitivity analysis and the optimal control of evolution variational inequalities (EVIs) of obstacle type. We demonstrate by means of a counterexample that the solution map S of an EVI with a unilateral constraint is typically not (weakly) directionally dierentiable or Lipschitz continuous in any of the spaces H s (0, T ; H), s ≥ 1/2, where (0, T ) is the time interval and H is the pivot space of the underlying Gelfand triple V → H → V * . We further establish that, despite this negative result, the solution operator is always strongly Hadamard directionally dierentiable as a function S :
1. Introduction. This paper is concerned with the sensitivity analysis and the optimal control of obstacle-type evolution variational inequalities (EVIs) of the form y ∈ L 2 (0, T ; V ) ∩ H 1 (0, T ; H), y ∈ K a.e. in (0, T ), y(0) = y 0 , T 0 (y , v − y) H + Ay, v − y V − (u, v − y) H dt ≥ 0 ∀v ∈ L 2 (0, T ; V ), v ∈ K a.e. in (0, T ).
For the precise assumptions on the quantities A, H, V, K etc., see Section 2 below. We demonstrate that the solution operator S : u → y associated with (P) is typically not directionally dierentiable as a function from L 2 (0, T ; H) to H s (0, T ; H), s ≥ 1/2, (see obstacle problem and the Signorini variational inequality are considered, see [17, 20, 29, 35, 39, 42] , in nance, see [27, 28, 36, 37, 41] , and in ice sheet models, see [10, 30, 43] .
Despite this broad range of applications and the high interest in the optimal control of obstacle-type evolution variational inequalities that it entails, the dierentiability properties of solution operators to EVIs of the type (P) are only rarely addressed in the literature. To the author's best knowledge, the only contribution in this eld is that of Jaru²ek et al. in [29] , where a parabolic problem with inequality constraints on the boundary is considered. As a consequence, the overwhelming majority of authors resorts to regularization or (semi-)discretization techniques to obtain, e.g., necessary optimality conditions for optimal control problems that are governed by
EVIs of the type (P), cf. [1, 4, 5, 9, 19, 23, 25, 28] . The aim of this paper is to provide dierentiability results for evolution variational inequalities with unilateral constraints that allow to avoid regularization and that may serve as a point of departure for the development of solution algorithms for optimal control problems that take into account the non-smooth behavior of the governing EVI, cf., e.g., the approaches in [11, 12, 38] . We further demonstrate that our dierentiability results give rise to strong stationarity conditions that resemble those derived by Mignot and Puel for the timeindependent classical obstacle problem in [32, 33] and that contain information which is not obtainable with regularization techniques.
Before we begin with our analysis, we give a short overview of the content and the structure of this paper:
In Section 2, we make precise our assumptions, present a preliminary existence and uniqueness result, and provide some examples of special instances of the problem (P)
that illustrate the generality of our approach.
Section 3 contains a counterexample which demonstrates that the solution operator
S to a problem of the type (P) can, in general, not be expected to be directionally dierentiable or Lipschitz continuous as a function from L 2 (0, T ; H) to H s (0, T ; H)
for any s ≥ 1/2. The results obtained in this section illustrate in particular that the approach of Jaru²ek et al. in [29] cannot be generalized to EVIs that behave, e.g., like the classical parabolic obstacle problem.
In Section 4, we prove the directional dierentiability of the solution map S to (P) in various L q -spaces. See Theorem 4.1 for the main result.
Section 5 is concerned with strong stationarity conditions for optimal control problems that are governed by EVIs of the form (P). Here, we use an auxiliary variational inequality for the directional derivatives of the solution operator S that is obtained as a byproduct of our sensitivity analysis to derive a stationarity system analogous to that in [32, 33] . The resulting system turns out to contain, e.g., an additional sign condition on the adjoint state that is not present in the optimality conditions of [5, 28] .
Lastly, in Section 6, we give some concluding remarks.
2. Setting and Preliminaries. As already mentioned in the introduction, the aim of this paper is to study EVIs of the type y ∈ L 2 (0, T ; V ) ∩ H 1 (0, T ; H), y ∈ K a.e. in (0, T ), y(0) = y 0 ,
∀v ∈ L 2 (0, T ; V ), v ∈ K a.e. in (0, T ).
Our standing assumptions on the quantities in (P) are as follows:
Assumption 2.1 (Standing Assumptions for the Study of the EVI (P)).
(i) (Ω, Σ, µ) is a complete measure space.
(ii) H := L 2 (Ω, µ). The norm · H and the product (·, ·) H are dened as usual. (iii) V ⊂ H is a separable Hilbert space with dual V * such that V → H → V * is a Gelfand triple, i.e., the embedding V → H is continuous and dense and H is identied with its own dual and subsequently with a subspace of V * . By · V and ·, · V we denote the norm and the dual pairing in V .
(iv) The map
(where max(0, ·) acts pointwise µ-a.e. in Ω) is well-dened and continuous, there exists a constant C > 0 with v 
(vii) T > 0 and y 0 ∈ K are given and xed.
(viii) u ∈ L 2 (0, T ; H) is a given datum (the argument of the solution map).
Some remarks are in order regarding the conditions in Assumption 2.1:
Remark 2.2.
(i) The separability of V and the continuity and density of the embedding V → H yield that the space H is separable as well. (ii) Due to the continuity and the boundedness of the maps H z → z + ∈ H and V v → v + ∈ V , the separability of the spaces H and V , and the Pettis measurability theorem, see [24, Corollary 3.1.2] , the maps
are well-dened and bounded.
(iii) Following [44] , we call a set K ⊂ V with the properties in Assumption 2.1(vi) a set with a lower bound or a unilateral constraint set.
(iv) The sensitivity analysis in Section 4 also works for asymmetric operators A and time-dependent K. We consider the situation in Assumption 2.1 here so that the existence of a solution to the problem (P) From classical results, we obtain: Theorem 2.3. In the situation of Assumption 2.1, the EVI (P) admits one and only one solution y ∈ L 2 (0, T ; V ) ∩ H 1 (0, T ; H) for every right-hand side u ∈ L 2 (0, T ; H). Moreover, there exists an absolute constant C > 0 such that the solution operator S : u → y associated with (P) satises 
T ; H) with associated solutions y 1 , y 2 are given. Then, we may test the EVI for y 1 with the function v ∈ L 2 (0, T ; V ) which is equal to y 2 in (0, s) and equal to y 1 in (s, T ), s ∈ (0, T ), to arrive at the estimate
By exchanging the roles of y 1 and y 2 , by adding the resulting two inequalities and by exploiting the strong monotonicity of A, we obtain
for all s ∈ (0, T ) with some constant c > 0. Due to the continuity of the embedding
exists an absolute constant C > 0 with
Using the last two inequalities in (2.3) yields (2.2) as claimed.
See also [6, 8, 27] for alternative existence and uniqueness results for EVIs. Let us give some examples of problems that t into the setting of Assumption 2.1:
Example 2.4 (Primitive Real-Valued EVIs). Consider the variational inequality dene Ω := {0}, choose µ to be the Dirac measure at zero, let Σ be the power set of Ω and consider the (trivially complete) measure space (Ω, Σ, µ). For this choice of (Ω, Σ, µ), the space H := L 2 (Ω, µ) can obviously be identied with R. Doing so and dening V := H = R, we obtain a Gelfand triple as in Assumption 2.1(iii) with 
where L 2 (Ω) and H 1 (Ω) are dened as usual, see [3] , and where ψ : 
with a y 0 ∈ K is covered by our analysis. Compare also with [27, 28] 
with a y 0 ∈ K ts into the setting of Assumption 2.1. The above problem corresponds to that studied by Jaru²ek et al. in [29] . (Note that, in [29] , the time interval is R.) 
For the above choice of H, V etc., (P) is a special instance of the EVI (2.4), namely:
We observe:
Lemma 3.2. The unique solution of (3.2) with right-hand sideũ is precisely the
This proves the claim.
In what follows, we will analyze how the dierence quotients
associated with the solution map S : u → y to (3.2) and the right-hand sideũ behave when τ tends to zero. We begin by proving: Lemma 3.3. Let h ∈ L 2 (0, 3) be arbitrary but xed and let S denote the solution map to (3.2) . Then, the family of dierence quotients
is bounded in L 2 (0, 3) and every L 2 (0, 3)-weak accumulation point δ of the dierence quotients in (3.3) 
Proof. Fix a direction h ∈ L 2 (0, 3) and denote the dierence quotients in (3.3) with δ τ .
Then, the global Lipschitz continuity of S as a function from
. Consider now an arbitrary but xed weak accumulation point δ of {δ τ } in L 2 (0, 3) for τ 0, and let τ n and δ n := δ τn be sequences with τ n 0 and δ n δ in L 2 (0, 3). Then, the denition of δ n yieldsỹ + τ n δ n = S(ũ + τ n h) for all n, and we may test the EVI for S(ũ + τ n h),
i.e.,
with functions of the type v =ỹ + τ n z ≥ 0, z ∈ L 2 (0, 3), divide by τ 2 n , and use (3.1)
Choosing the function z = 0 in (3.5) yields (in combination with the properties of ϕ and the fact that the dierence quotients δ n are necessarily non-negative everywhere
The above implies that ϕδ n converges to zero in L 1 (0, 3) and that δ indeed vanishes
. It remains to prove the variational inequality in (3.4) . To this end, we note that the function
for all suciently large n and all
By integration and due to the properties of ϕ, φ, and δ n , we may deduce
If we pass to the limit n → ∞ in the above (using the weak lower semicontinuity of the L 2 -norm), then the claim follows immediately.
The important point in our counterexample is the following observation:
Lemma 3.4. Consider the situation in Lemma 3.3 and the special direction h ≡ 1.
Then, the solutions of (3.4) are precisely the functions
. Then, we may dene ζ := δ − 1 and test the variational inequality in (3.4) with functions of the form z(t) = αφ(t)e
Passing to the limit α ∞ in the above yields
This shows that there exists a constant c ∈ R with ζ(t)e t ≡ c in (1, 2) and that δ has to satisfy δ = 0 a.e. in [0, 3] \ (1, 2) and δ(t) = 1 + ce −t a.e. in (1, 2) . If we use this formula in (3.4), then it follows
and, after integration by parts,
The above entails This shows that every solution δ ∈ L 2 (0, 3) has to have the form (3.6). If, conversely,
we start with a function of the type (3.6) with a c as in (3.7), then we may use exactly the same calculations as above to infer
This proves that every function of the form (3.6) solves (3.4) and yields the claim.
Note that the functions in (3.6) all have at least one jump-discontinuity. This implies in particular that a δ with (3.6) cannot be in H s (0, 3), s ≥ 1/2, cf. the following classical result:
holds for some c ∈ (a, b) and some φ 1 , φ 2 ∈ C 1 (R) with φ 1 (c) = φ 2 (c), 
If we combine all of the above, then we arrive at:
Theorem 3.6. Consider the situation in Assumption 3.1, the EVI (3.2) and the function h ≡ 1. Then, every weak L 2 -accumulation point of the dierence quotients (ii) The variational inequality (3.4) for the L 2 -weak accumulation points δ of the dierence quotients in (3.3) can also be written as 9) where ϕ =ỹ +ỹ −ũ is the function in (3.1), where
and where a ⊥ denotes the kernel of an a ∈ R interpreted as a linear function on R, i.e.,
Note that (3.9) is precisely the weak form of the problem (3.10) is the exact analogue of the EVI that is used in [29] for the characterization of the derivatives of the solution operator to (2.6) and the parabolic counterpart of the auxiliary problem that characterizes the directional derivatives of the solution map for a time-independent elliptic variational inequality with a polyhedric admissible set, see [32] and [21, Theorem 1] . Recall now that Lemma 3.4 yields that (3.9) possesses innitely many solutions for h ≡ 1 and that the existence of a strong solution to an EVI of the form (3.10) always implies the unique solvability of its weak formulation (to see this, test (3.10) with a weak solution, (3.9) with the strong solution and add the resulting inequalities). What we have constructed in this section is thus a situation in which the EVI that, in view of the classical theory for elliptic variational inequalities, should characterize the directional derivatives of the solution operator to a problem of the type (P) does not admit a strong solution and possesses innitely many weak solutions.
This and the fact that we cannot work with the space H 1/2 (0, 3) either in the situation of Assumption 3.1 suggest that uniquely characterizing directional derivatives with an auxiliary problem is typically far from straightforward for an obstacle-type evolution variational inequality. In particular, our results indicate that it is not possible to proceed along the lines of [13, 14, 26, 29] to establish the directional dierentiability of the solution map S to the general problem (P). We remark that, despite the non-uniqueness of solutions to (3.9) , this variational inequality can still be used to derive strong stationarity conditions. See Section 5 for details on this topic.
(iii) The construction that we have used in this section can be extended straightforwardly to the problems in Examples 2.5 and 2.6. In the case of the classical parabolic obstacle problem, it yields that the solution map S cannot be expected to be Lipschitz continuous or directionally dierentiable w.r.t. the norm
because the weak accumulation points of the dierence quotients may suddenly jump at some time t to the zero function, and in the case of the Signorinitype problem (2.6) , it implies that the solution map typically does not satisfy a Lipschitz estimate w.r.t. the norm
Note that we do not get a contradiction with the Lipschitz result in [29] here, since, for inequality constraints on the boundary ∂Ω, our approach only yields a discontinuity in time of the trace of the L 2 (0, T ; H 1 (Ω))-weak accumulation points of the dierence quotients. Such a discontinuity is not detectable by the norm · H 1/2 (0,T ;L 2 (Ω)) used in [29] . Our results show, however, that the approach in [29] has to fail for EVIs that behave like the classical parabolic obstacle problem (2.5) due to the lacking H 1/2 -Lipschitz continuity of S. 
Here, y := S(u) is the state associated with the right-hand side u, ϕ ⊥ is the kernel of the linear map ϕ : 
where cl(·) denotes a topological closure.
Before we prove Theorem 4.1, we give some remarks:
Remark 4.2.
(i) The convergence behavior in (4.1) ts very well to the Lipschitz estimate (2.2) in Theorem 2.3 and the observations in the previous section. Moreover, (4.2) corresponds precisely to the variational inequality (3.9) .
(ii) Recall that the space 
with the discussion after Remark 5.6 in this context.
To prove the directional dierentiability of the solution operator S in the L q -spaces,
we proceed in several steps. In the remainder of this section, we always tacitly assume that the conditions in Assumption 2.1 are satised, that an EVI of the form (P) is
given, that u, h ∈ L 2 (0, T ; H) are arbitrary but xed, and that S, y, δ τ , K and ϕ are dened as in Theorem 4.1. We rst note:
Proof. Test the variational inequality for y with functions of the form v = y + z + , then the claim follows immediately.
The key observation is now the following:
Proof. Test the EVI for S(u + τ h) = y + τ δ τ , i.e., the problem
with functions of the form y + τ z and divide by τ 2 to obtain
Consider now two arbitrary but xed 0 < τ 1 < τ 2 . Then, our assumptions on K and the properties of τ 1 , τ 2 , δ τ1 , δ τ2 imply
for a.a. t ∈ (0, T ), where z − is short for min(0, z). Testing in the EVIs for δ τ1 and δ τ2 now yields
Add the above to obtain
and, consequently,
Due to (1/τ 1 − 1/τ 2 ) ≥ 0, our assumptions on A, the integration by parts formula (2.1), and Lemma 4.3, the above entails
The strong monotonicity of A now yields the claim.
Some remarks are in order regarding the last result:
Remark 4.5. Lemma 4.4 implies that the C([0, T ]; H)-representatives of the dierence quotients {δ τ } satisfy δ τ1 (t) ≤ δ τ2 (t) pointwise µ-a.e. in Ω for all t ∈ [0, T ] and all 0 < τ 1 < τ 2 . The sequences {δ τ (t)} ⊂ H, t ∈ [0, T ], are thus pointwise µ-a.e. monotonously decreasing for τ 0.
(ii) A monotonicity behavior similar to that in Lemma 4.4 was observed in [2] for directional derivatives in an iteration scheme for elliptic obstacle-type quasi variational inequalities. In this paper, however, the authors only obtained monotonicity for certain directions and right-hand sides, cf. [2, Lemma 4.1], and for a dierent limiting process (namely that of the iteration procedure).
Using the argumentation in the proof of Lemma 4.4, we are able to show that, for the EVI (P), the dierence quotients {δ τ } are always monotonously decreasing for τ 0, regardless of the properties of u, h and S(u + τ h).
(iii) The argumentation in the proof of Lemma 4.4 can also be used to show, e.g., that the dierence quotients of the solution operator to the classical timeindependent obstacle problem are monotonously decreasing.
We are now in the position to prove the rst part of Theorem 4.1:
Proof. Suppose that a monotonously decreasing sequence {τ n } ⊂ R + with τ n 0 is given. Then, Lemma 4.4 yields that the C([0, T ]; H)-representatives of the dierence quotients δ n := δ τn satisfy (δ n+1 (t) − δ n (t)) + = 0 in H for all t ∈ [0, T ] and all n ∈ N.
The sequences of functions {δ n (t)} ⊂ H = L 2 (Ω, µ), t ∈ [0, T ], are thus monotonously decreasing pointwise µ-a.e. in Ω for n → ∞. Note that this implies in particular that the limit
exists pointwise µ-a.e. in Ω for all t ∈ [0, T ]. From the Lipschitz continuity of the map S in Theorem 2.3, it follows further that δ n (t) H ≤ C holds for all n ∈ N and all t ∈ [0, T ] with some absolute constant C > 0. Using Fatou's lemma, we may now is not a problem here due to the pointwise µ-a.e. convergence δ n (t) → δ(t) in Ω.) From the dominated convergence theorem (with majorant (δ 1 (t) − δ(t))
2 ), we now obtain
for all t ∈ [0, T ] and n → ∞, i.e., we have δ n (t) → δ(t) in H as n → ∞ for some δ(t) ∈ H and all t ∈ [0, T ]. 
, and that the uniform boundedness and the pointwise convergence in time of δ n to δ as well as the dominated convergence theorem yield
we recall that the sequence {δ n } is bounded in L 2 (0, T ; V ) by Theorem 2.3. This implies that every subsequence of {δ n } contains a subsequence which converges weakly in L 2 (0, T ; V ). Since we already know that δ n → δ in, e.g., L 2 (0, T ; H), the weak convergence in L 2 (0, T ; V ) now follows immediately. This proves that the dierence quotients δ τn converge as claimed to some δ ∈ L ∞ (0, T ; H) ∩ L 2 (0, T ; V ) for every monotonously decreasing {τ n } ⊂ R + with τ n 0. Consider now two arbitrary but xed monotonously decreasing sequences {τ n } ⊂ R + , {τ n } ⊂ R + with τ n 0, τ n 0 and associated limit points δ 1 , δ 2 . Then, by passing over to subsequences (not relabeled), we can always obtain that τ n >τ n > τ n+1 holds for all n ∈ N. Since this nested sequence is again monotonously decreasing, we know that the associated dierence quotients converge as in (4.3) . This is only possible if δ 1 = δ 2 . The limit of the dierence quotients δ τn is thus the same for all monotonously decreasing {τ n } with τ n 0. The latter implies that there exists a uniquely determined δ such that every {τ n } ⊂ R + with τ n 0 (not necessarily monotonously) contains a subsequence such that the associated dierence quotients converge to δ as in (4.3). Using classical contradiction arguments, cf. [40, Lemmas 4.16, 4 .17], we now obtain that δ τn converges to δ for all sequences {τ n } ⊂ R + with τ n 0. This proves the claim.
Note that the proof of Lemma 4.6 does not make use of the concept of polyhedricity, cf. [21, 32, 44] , but is completely elementary. It remains to show that δ solves the variational inequality (4.2):
Proof. The proof is along the lines of that of Lemma 3.3. By testing the EVI for S(u + τ h) = y + τ δ τ with functions of the type v = y + τ z, we again obtain In particular, the choice z = 0 yields
where the second inequality in (4.6) follows from the EVI for y with v = y + τ δ τ .
From the boundedness of the sequence
is convex, we may further apply the lemma
Then, for all suciently small τ > 0, z is admissible in (4.5) and we may use (4.6) to deduce
The above yields in combination with [40, Theorem 10.9 ] that
Ignoring the z(T ) − δ τ (T ) H -term, passing to the limit τ 0 and using density and weak lower semicontinuity, the claim now follows immediately.
Remark 4.8. The reader might ask at this point which of the candidates in (3.6) is the
The answer is that it is precisely that function which does not have a discontinuity at t = 1, i.e., the function with c = −e. To see this, it suces to note that, if we consider the end timeT = 2 in Section 3 instead of the original T = 3, then the variational inequality (4.2) has a unique strong and weak solution, namely, the function which vanishes in (0, 1) and which equals 1 − e 1−t in (1, 2) . This function obviously has to coincide with the restriction of the directional derivative for the end time T = 3 to the time interval (0, 2). Note that, using exactly the same argumentation, it can be shown that the directional derivatives are H 1 -regular in time as long as possible.
5. Strong Stationarity. In this section, we demonstrate that Theorem 4.1 can be used to derive strong and Bouligand stationarity conditions for optimal control problems that are governed by EVIs of the type (P). Our precise assumptions are as follows:
Assumption 5.1 (Standing Assumptions for Section 5). We are given an optimal control problem of the form min J (y, u)
such that: 
is the solution map to an EVI of the form (P) that satises the conditions in Assumption 2.1.
Remark 5.2. We could also work, e.g., with a Fréchet dierentiable objective function
→ R in this section, using a Taylor expansion and the weak L 2 (0, T ; V )-directional dierentiability of S. We restrict our attention to functionals J : L q (0, T ; H) × L 2 (0, T ; H) → R for the sake of simplicity.
By invoking Theorem 4.1, it is straightforward to prove: Proposition 5.3 (Bouligand Stationarity Condition). Ifū ∈ U ad is a local minimizer of (O) with associated stateȳ := S(ū), then it holds
Here, ∂ y J (ȳ,ū) and ∂ u J (ȳ,ū) denote the partial derivatives of J at (ȳ,ū).
Proof. Due to its local Lipschitz continuity and directional dierentiability, J is Hadamard-Gâteaux dierentiable. Using the chain rule in [7, Proposition 2 .47], the claim now follows immediately from the local optimality ofū and Theorem 4.1.
To obtain a strong stationarity system analogous to that in [32, 33] for the optimal control problem (O), we proceed similarly to [11, 31] and note the following:
Lemma 5.4. Ifū ∈ U ad is Bouligand stationary for (O) in the sense of (5.1) with associated stateȳ = S(ū) and if the set R
Proof. From (5.1), we know that
and from (2.2), we obtain that there exists an absolute constant C > 0 with
This estimate implies, in combination with the density of
can be extended to a linear and continuous functional on
The above yieldsp 1 =p 2 = −∂ u J (ȳ,ū) and proves the claim. (I) For everyū ∈ U ad which satises the Bouligand stationarity condition (5.1) and for which the set R
such that the following strong stationarity system holds:
Here, C(ȳ) is dened by 
see (5.6) below.
(II) If, conversely, we are given aū ∈ U ad such that (5.3) holds with ap ∈ C(ȳ) and anη ∈ (L 2 (0,
for all h ∈ L 2 (0, T ; H) with S (ū; h) ∈ C(ȳ). In particular,ū is Bouligand
Proof. Ad (I): Suppose that aū ∈ U ad is given such that the Bouligand stationarity condition (5.1) is satised and such that the set R
Then, we know from Lemma 5.4 that the derivativep :
Here, we have again used the continuous embedding [40, Theorem 10.9] . To prove that the abovep andη have the properties in (5.3), we note that (2.2) yields
with some absolute constant C > 0. This implies in combination with the directional dierentiability properties of the solution map S and the weak lower semicontinuity of the
holds, and that the map h → S (ū; h) admits a unique Lipschitz continuous extension F :
As before, we writeφ :=ȳ + Aȳ −ū. 
holds for all h ∈ L 2 (0, T ; V * ). Consider now an arbitrary but xed function z ∈ C(ȳ)
and we obtain from the variational inequality for F (h) that
Adding the last two inequalities yields F (h) = z, i.e., we have F (z + Az) = z for all z ∈ C(ȳ). The latter implies in combination with (5.8) that
To this end, we note
we may test the variational inequality for F (h) with z = 0 to obtain
The above implies F (h) = 0 and, due to (5.
e. in {ȳ(t) = 0} for a.a. t ∈ (0, T ).
From the denition of the sets in (5.12), it follows further that
and by invoking standard results from capacity theory, cf. [22, Lemma 3.11] and [7, Theorem 6 .57], we readily obtain that
where H 
This shows that the adjoint statep in (5.11) is for almost all t quasi everywhere nonnegative on the contact set {ȳ(t) = 0} and for almost all t almost everywhere zero on the strongly active set {φ(t) > 0} ⊂ {ȳ(t) = 0} (where the inclusion holds up to sets of measure zero). To study the inequality in the last line of (5.11), we observe that
and where
is the Hilbert space with the product 
where W-q.e. is short for quasi everywhere w.r.t. the capacity of the Dirichlet space W, and where the set {ȳ = 0} is dened w.r.t. the W-quasi continuous representative of the stateȳ. Proceeding as forp, we now obtain that the multiplier η ∈ (L 2 (0, T ; H 
e. in {ȳ(t) > 0} for a.a. t ∈ (0, T ),
e. in {ȳ(t) = 0} for a.a. t ∈ (0, T ), η, z W ≥ 0 ∀z ∈ W s.t. z ≥ 0 W-q.e. in {ȳ = 0}, z = 0 L d+1 -a.e. in {φ > 0}, (5.13) where the adjoint equation is still understood in the weak sense (5.6), and whereū, y,φ,p andη satisfȳ
Several things are noteworthy regarding the optimality condition (5.13):
Remark 5.7.
(i) The dierent notions of quasi everywhere appearing in (5.13) are again a consequence of the asymmetry in the regularity properties of δ and z in (4.2) .
A similar eect cannot be observed in the time-independent case, cf., e.g., the results in [22, 33] . Note that (5.13) is still a necessary optimality condition when H 1 0 -q.e. is replaced with L d -a.e..
(ii) The stationarity system (5.13) immediately yields thatȳ,φ,p andη satisfy the complementarity conditions η,ȳ W = 0,φ(t)p(t) = 0 L d -a.e. in Ω for a.a. t ∈ (0, T ). (iv) A stationarity system similar to (5.13) can be found in [34, Théorème 2].
However, a rigorous proof of the strong stationarity conditions in [34] has, at least to the author's best knowledge, never been published (and the sketch of proof in [34] seems to fail due to the inapplicability of subdierential calculus rules). Further, the optimality system in [34] does not contain, e.g., the allows to completely circumvent the diculties that arise due to the lacking Lipschitz continuity properties of the solution map S in the spaces H s (0, T ; H), s ≥ 1/2, and the non-uniqueness of solutions to the problem (4.2) when an approach analogous to [13, 14, 21, 26, 29, 32] is used for the sensitivity analysis of an evolution variational inequality. What is, at least to the author's best knowledge, presently unknown is whether an argumentation similar to that in Section 4 can also be used for other classes of EVIs. The same is true for the extension of the strong stationarity conditions in Section 5 to optimal control problems with control constraints. Compare, e.g., with the results for elliptic obstacle problems in [45] in this context.
