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Résumé :  
Dans cet article, nous proposons des modules de diagnostic pour des systèmes complexes et dynamiques. 
Ces modules sont basés sur trois algorithmes de colonie de fourmis qui sont AntTreeStoch, Lumer & Faieta 
et Binay ant colony. Ces algorithmes ont été choisis pour leur simplicité et leur vaste domaine d’application. 
Toutefois ces algorithmes ne peuvent pas être utilisés sous leur forme basale puisqu’ils présentent plusieurs 
limites. Nous avons proposé plusieurs adaptations afin que ces algorithmes soient aptes à être utilisés dans 
des modules de diagnostic. Nous avons testé ces algorithmes sur des bases de données issues de deux 
systèmes industriels qui sont le système de clinkérisation et le système de pasteurisation 
Abstract : 
In this paper, we propose diagnostic modules for complex and dynamic systems. These modules are based on 
three ant colony algorithms which are AntTreeStoch, Lumer & Faieta and Binay ant colony. These 
algorithms were chosen for their simplicity and their wide application range. However these algorithms can 
not be used in their basement forms as they have several limitations. We have proposed several 
modifications to these algorithms are suitable for use in diagnostic modules. We tested these algorithms on 
datasets issued from two industrial systems which are clinkering system and pasteurization system 
Mots clefs: diagnostic, algorithmes de colonie de fourmis, systèmes complexes et dynamiques 
1 Introduction  
Notre travail concerne la surveillance des systèmes complexes et dynamiques et plus précisément la phase de 
diagnostic. La fonction principale de la surveillance est de vérifier l’état de fonctionnement du système. Elle 
est composée de deux parties qui sont la détection et le diagnostic. La phase de détection permet de 
déterminer l’état du système comme étant normal ou anormal. Et la phase de diagnostic consiste à identifier 
les composants défaillants et de trouver les causes à partir d’un ensemble de symptômes observés. 
Nous distinguons deux types de méthodes de diagnostic. Le premier type englobe les méthodes de diagnostic 
à base de modèles analytiques et qui se basent sur le calcul de l’écart entre les paramètres de la machine et 
ceux du modèle pour détecter une éventuelle défaillance. Le deuxième type d’approche de diagnostic 
regroupe les méthodes sans modèles. Ces méthodes sont construites en utilisant l’historique de 
fonctionnement du système et l'expérience des experts. La reconnaissance de formes est une méthode très 
connue de ce deuxième type. Elle est la plus adaptée pour réaliser le diagnostic de systèmes complexes.  
Nous avons choisi comme méthode de classification les algorithmes de colonie de fourmis parce qu’ils sont 
basés sur des principes simples. Nous avons aussi utilisé ce type d’algorithme pour résoudre le problème de 
la sélection de paramètres qui représente la phase la plus importante dans le processus de diagnostic des 
systèmes complexes et dynamiques. Sachant que ces systèmes possèdent un comportement non linéaire et 
non stable durant leurs exécutions. Leur modélisation est très difficile par l’approche mathématique 
puisqu’ils possèdent un nombre énorme de variables qui caractérisent leurs états de fonctionnement.  
La suite de l’article est organise comme suit : la première section va décrire les algorithmes de colonie de 
fourmis. Ensuite nous allons présenter les deux systèmes industriels. L’étude expérimentale effectuée sur les 
différentes bases de données est décrite par la suite. Et finalement on termine par une conclusion et 
perspectives. 
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2 Les algorithmes de colonie de fourmis  
Dans cette section, nous présentons quelques algorithmes inespérés du monde réel. Le premier modèle 
concerne l’algorithme AntTreeStoch qui est basé sur l’auto-organisation observée chez les fourmis réelles. 
Le deuxième algorithme est Lumer & Faieta qui utilise les principes de tri des éléments du couvain par les 
fourmis. Enfin, le dernier modèle se base sur l’algorithme binaire de colonie de fourmis qui permet de 
trouver le plus court chemin entre la nourriture et le nid.  
2.1 L’algorithme AntTreeStoch 
2.1.1 Les grandes lignes 
Holldöbler et Wilson en 1990  [3] ont montré que les fourmis disposent d’un système de reconnaissance basé 
sur l’odeur de chaque fourmi. Ce système permet aux fourmis qui appartiennent au même groupe de 
s’assembler et de rejeter les intrus. En se basant sur le même principe, Azzag a proposé un nouvel algorithme 
[1]. Elle a exploité un autre comportement observé chez les fourmis réelles qui est la construction des 
structures vivantes. La combinaison de ces deux principes a permis de proposer un algorithme de 
classification hiérarchique et non supervisée appelé AntTreeStoch.  
Le principe de cet algorithme est  de placer toutes les fourmis sur un support principal qui représente la 
racine de l’arbre. Les fourmis portent des vecteurs de données qui sont les informations à classer. Chaque 
fourmi peut agir de trois manières différentes : s’accrocher au support ; se déplacer sur une autre fourmi ; 
s’accrocher à une autre fourmi pour prolonger l’arbre. 
2.1.2 Critiques et  limites de AntTreeStoch 
Nous avons résumé les inconvénients de l’algorithme AntTreeStoch dans les points suivants : 
L’exécution séquentielle de l’algorithme influe sur la qualité de classification puisque le choix de la branche 
que va prendre une fourmi quelconque dépend des fourmis déjà classées. Donc le tri initial représente un 
facteur majeur à cause de l’absence totale de parallélisme dans les déplacements des fourmis.  
Un autre point faible de AntTreeStoch est la non signification de déplacement aléatoire de fourmis dans le 
cas où la similarité entre deux fourmis (fi et f+) inférieur de seuil de disimilarité de fi. Le déplacement 
aléatoire de fi va l’éloigner de sa zone de recherche réelle.  
La taille énorme de l’arbre engendré par l’algorithme rend son interprétation difficile voir impossible si le 
nombre de données d’apprentissage est énorme. Aussi la croissance de la taille de l’arbre rend la phase de 
classification très longue, ce qui contredit l’objectif de l’utilisation des métaheuristiques.  
2.1.3 Les Améliorations  
Devant les inconvénients d’AntTreeStoch, nous avons effectué un ensemble de modifications sur 
l’algorithme pour l’adapter au type d’application où le volume de données est immense. Faire déplacer les 
fourmis d’une façon parallèle va minimiser l’influence de tri initiale sur la qualité de classification. Alors 
chaque fourmi exécute une seule action à la fois au lieu de tous les déplacements et les accrochages. Ici le 
parallélisme offre plus de liberté aux fourmis et par conséquence les fourmis ne sont pas obligées de créer 
des nouveaux niveaux inférieurs. Toujours pour minimiser la taille de l’arbre, nous avons ajouté un nouveau 
paramètre appelé Sid qui permet aux plusieurs fourmis de se connecter à la même position. Le paramètre Sid 
prend une valeur proche de zéro pour ne pas influer sur la qualité de classification. Pour rendre la position de 
chaque nœud plus significative, nous avons modifié les déplacements des fourmis en favorisant le chemin de 
la fourmi la plus similaire. Nous avons utilisé un paradigme de développement à base d’agents pour 
implémenter l’algorithme. Ce paradigme permet de programmer des entités qui s’exécutent en parallèle. 
2.2 L’algorithme de Lumer & Faieta 
2.2.1 Les grandes lignes 
L’algorithme proposé par Deneubourg [2] a été repris et étudié par Lumer & Faieta pour la classification des 
données numériques. Les extensions introduites concernent en particulier les points suivants [4] : Les 
données sont représentées par des vecteurs de données numériques. La similarité entre deux 
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données est mesurée comme une distance euclidienne entre leur vecteur de caractéristiques. La fourmi est 
capable de percevoir une région Rs de s × s cases autour de sa position courante sur la grille. 
2.2.2 Critiques et  limites de l’algorithme basal 
L’inconvénient majeur de cet algorithme est sa grande lenteur. L’origine de cette faiblesse est la vitesse fixe 
de déplacement de fourmis. Dans LF, les objets peuvent être déplacés plusieurs fois même s’ils sont bien 
classés qui représente un autre point faible de cet algorithme. Les résultats obtenus ont montré que 
l’algorithme génère un nombre de classes qui est souvent très éloigné du nombre réel de classes.  
2.2.3 Amélioration de l'algorithme 
Afin de remédier aux inconvénients de l’algorithme LF, nous avons introduit trois extensions au 
comportement de base des fourmis artificielles: Les fourmis se déplacent sur la grille avec une vitesse propre 
à chacune d’elles comprise entre 1 et v. les fourmis les plus rapides sont moins sensibles aux dissimilarités 
entre deux objets, ce qui permet de diminuer le nombre de classes générées. Chaque fourmi possède une 
mémoire à court terme lui permettant de se souvenir des positions des M derniers objets classés. Si une 
fourmi transporte un objet, elle cherche dans sa mémoire l’objet déjà classé qui est le plus proche de celui 
qu’elle transporte. Si elle le trouve, elle se déplacera (avec une certaine probabilité) vers ce nouvel 
emplacement pour y déposer son objet. Si au bout d’un certain nombre d’itérations la fourmi stagne (ne fait 
plus aucun déplacement) elle peut détruire un groupe en ramassant l’objet le plus éloigné du groupe. Cette 
dernière action permet de réduire le nombre de classes. 
2.3 L’algorithme binaire de colonie de fourmis 
2.3.1 Les grandes lignes 
L’hybridation d’algorithmes à base de fourmis avec les méthodes génétique a donné un type d’algorithmes 
plus puissant et plus rapide. Ce type combine l’aspect coopératif d’algorithmes à base de fourmis avec 
l’aspect évolutif de méthodes génétiques. L’algorithme binaire de colonie de fourmis appartient à ce type 
d’algorithme. Il consiste de quatre opérations de base : croisement, sélection, mutation et la mise à jour de 
phéromone. Le principe général de L’algorithme binaire de colonie de fourmis peut être résumé de la façon 
suivante [5]: 
L’algorithme binaire de colonie de fourmis [5] 
Génération aléatoire de la population initiale 
Exécution de l’algorithme génétique N fois pour obtenir une solution qui va être utilisée pour initialiser la phéromone 
sur le réseau. 
Répéter  
    Lancer les fourmis de recherche 
    Exécuter l’algorithme génétique en utilisant la solution générée par l’algorithme de colonie de fourmis 
    Mis à jour de phéromone sur le réseau par la solution optimale 
Jusqu’à satisfaire le critère d’arrêt 
2.3.2 Critiques et  limites de l’algorithme basal 
Le principal inconvénient de l’algorithme Binay ant colony est sa grande lenteur puisqu’il exige plusieurs 
exécutions d’un algorithme génétique pour l’initialisation de phéromone sur le réseau et d’autres exécutions 
dans chaque itération. Un autre point faible de cet algorithme est la loi de déplacement qui est très complexe. 
Le calcul de cette loi de probabilité nécessite un temps considérable puisqu’elle dépend de tous les nœuds de 
réseau [6].   
2.3.3 Amélioration de l’algorithme 
Nous avons proposé un ensemble de modification sur l’algorithme binaire pour l’adapter au problème de 
sélection de paramètres. Initialement, nous créons m agents qui représentent la population initiale. Chaque 
21ème Congrès Français de Mécanique                                                                  Bordeaux, 26 au 30 août 2013 
  
4
agent est caractérisé par un vecteur V qui ne contient que des zéros et des uns. Après l’exécution de la 
procédure de recherche, chaque vecteur V est associé à une fonction d’adaptation F(V). La valeur retournée 
par la fonction F indique la qualité de la solution V. la fonction F se base sur l’utilisation de deux critères de 
qualités qui sont  la variance intra-classe et la variance interclasse.  
L’arc choisi par une fourmi dépend d’une probabilité PS que nous avons proposé. Cette probabilité est 


















                                                                       (1) 
3 Les systèmes industriels  
3.1 Présentation des systèmes 
Les expérimentations sont effectuées en utilisant des données réelles qui représentent deux systèmes 
industriels dynamiques. Le premier système est un four rotatif de SCIMAT (Société des ciments de Aïn 
Touta, Algérie). Il assure la phase de clinkérisation dans le processus de fabrication du ciment. Le deuxième 
système est un échangeur à plaques de ULA (unité de laiterie Aurès, Algérie). Cet appareil est pour but la 
pasteurisation du lait qui représente une étape indispensable dans le processus de production de lait.  Notre 
objectif est d’étudier ces deux sous-systèmes pour identifier leurs différents modes de défaillance et tous les 
paramètres qui ont une influence sur l’état de fonctionnement du système. 
3.2 Les bases de données 
Les résultats obtenus sont évalués en utilisant trois bases de données. Les bases de données (BD1 et BD3) 
concernent le système de clinkérisation. La base BD1 est composée de 500 observations réparties sur deux 
classes qui représentent deux modes de fonctionnements (normal et anormal). Chaque observation est 
composée de 30 paramètres. La base BD3 est composée de 200 observations réparties sur quatre classes qui 
représentent quatre modes de dysfonctionnements (marche perturbée, déplacement de zone, production des 
incuits, perte de calories (l’énergie)). Chaque observation est composée de 47 paramètres.  La base de 
données BD2 concerne les données qui caractérisent le système de pasteurisation. Cet ensemble est composé 
de 300 observations qui représentent deux classes de fonctionnement (normal et anormal) et chaque 
observation contient 7 paramètres. 
4 Les résultats 
4.1 L’algorithme AntTreeStoch 
Le tableau 1 représente les résultats obtenus d’une implémentation séquentielle et une autre parallèle de 
l’algorithme AntTreeStoch. Sachant que les données des trois bases ne sont pas triées pour montrer 
l’indépendance entre l’ordre de données et la qualité de classification. 
Tableau 1 : Résultats obtenus par une implémentation séquentielle et une autre parallèle d’AntTreeStoch 
Base de 
données 
Implémentation Nombre de 
classes 
Taille de l’arbre Taux d’erreur Nombre de 
mouvements 
BD1 Séquentielle 2 10 32 % 450 
Parallèle SMA 2 9 35 % 400 
BD2 Séquentielle 2 8 31 % 2800 
Parallèle SMA 2 8 33 % 2400 
BD3 Séquentielle 4 8 26 % 1400 
Parallèle SMA 4 7 33 % 1200 
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D’après le tableau 1, nous remarquons que l’implémentation à base d’un système multi-agents influe 
négativement sur la qualité de classification avec un taux d’erreur plus élevé. Mais comme prévu, 
l’implémentation parallèle a amélioré la vitesse d’exécution de l’algorithme.   
Un des inconvénients de l’algorithme AntTreeStoch est qu’il nécessite le calcul de distances de la fourmi fi 
(donnée à classer) à toutes les fourmis f+ qui représentent l’ensemble de nœuds visités par la fourmi fi avant 
d’être classée. Ce traitement demande un temps de calcul considérable si la base de données à classer est 
relativement grande.  Il est donc préférable de trouver un moyen pour accélérer cette étape. Dans ce but nous 
avons proposé un nouveau paramètre appelé Sid pour minimiser le nombre des nœuds de l’arbre. Le tableau 2 
montre le nombre des nœuds et la taille de l’arbre avant et après l’ajout du paramètre Sid. 
Tableau 2 : L'arbre final obtenu par AntTreeStoch avec et sans le permettre  Sid 
Base de 
données 
Algorithme Nombre de 
classes 
Taille de l’arbre Taux d’erreur Nombre de 
noeuds 
BD1 Forme basale 2 10 32 % 500 
Version améliorée 2 8 32 % 453 
BD2 Forme Basale 2 8 31 % 300 
Version améliorée 2 6 31 % 237 
BD3 Forme Basale 4 8 26 % 200 
Version améliorée 4 6 26 % 120 
Le tableau 2 montre que le paramètre Sid réduit la taille de l’arbre et le nombre de nœuds. Par conséquence, 
le temps de reconnaissance d’une nouvelle information devient relativement petit. Faire réduire la taille de 
l’arbre va faciliter son interprétation par l’expert et offre la possibilité de l’exploiter par une application 
auxiliaire pour prédire un dysfonctionnement. 
4.2 L’algorithme de Lumer & Faieta 
Les résultats obtenus dans toutes les configurations en utilisant les trois bases de données ont montré que 
l’algorithme génère un nombre de classes très éloigné du nombre réel de classes. Mais, la présentation 
graphie du résultat aide l’expert à détecter l’apparition d’une nouvelle classe de dysfonctionnement. Donc, 
on peut déduire que l’utilisation d’une région restreinte conduit toujours à une classification rapide et 
relativement optimale. 
   
FIG. 1 : Simulation de l’algorithme LF avec et sans des fourmis rapides (BD1) 
La figure 1 présente une simulation de l’algorithme LF avec et sans l’utilisation des fourmis rapides. En 
utilisant la deuxième configuration, on obtient un très grand nombre de classes par rapport au nombre réel de 
modes de fonctionnement du système. 
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4.3 L’algorithme binaire de colonie de fourmis 
Nous avons testé les performances de notre algorithme appelé Hybrid wrapper/filter-based ACO-SVM en 
utilisant le critère d’évaluation présenté dans la section 2.3.3. Le tableau 3 montre la qualité de classification 
en utilisant : Le meilleur paramètre discriminant obtenu; Le meilleur sous-ensemble de paramètres engendré 
par l’algorithme ; L’ensemble de tous les paramètres. 





BD1 BD2 BD3  
Taux 
d’erreur 
F (V) Taux 
d’erreur 








11 % 0.4717 10 % 0.5078 13 % 0.7418 
Filter based ACO Sous-ensemble 
généré 





11 % 0.7717 15 % 0.0210 17 % 0.0221 
Tous les 
algorithmes 
Un seul paramètre 75 % 0.0325 46 % 0.0061 72 % 0.0091 
Tous les paramètres 07 % 0.7875 10 % 0.0218 8 % 0.7806 
Les résultats présentés dans le tableau 3 représentent les meilleures valeurs trouvées dans 20 exécutions. La 
meilleure valeur pour le couple de hyper-paramètres de SVM(C, γ ) en utilisant l’algorithme Hybrid 
wrapper/Filter based ACO-SVM pour les trois bases de données a été  (23, 2-5).  
5 Conclusion 
Dans cet article, nous avons présenté les performances des différents algorithmes proposés pour le diagnostic 
des systèmes complexes. Nous avons appliqué les algorithmes AntTreeStoch et Lumer & Faieta pour 
effectuer une classification. Celle ci a été réalisée sur plusieurs bases de données qui représentent l’historique 
de fonctionnement des deux systèmes. L’étape de sélection de paramètres a été réalisée en utilisant 
l’algorithme Hybrid wrapper/filter-based ACO-SVM. Les résultats obtenus montrent que les paramètres 
sélectionnés par notre algorithme fournissent des taux de classification comparables à ceux obtenus par les 
paramètres sélectionnés par les algorithmes Filter-based ACO et Filter-based GA. En conclusion, ce travail a 
permis de montrer l'efficacité de l'application des algorithmes de colonie de fourmis au diagnostic des 
systèmes industriels. L’une des perspectives immédiates de notre travail est bien sûr d’utiliser notre 
algorithme de sélection de paramètres avec d’autres classifieurs tels que les réseaux de neurones. Nous 
pensons qu'il serait intéressant d’utiliser plus d’une colonie de fourmis pour réaliser la classification de 
données et la sélection de paramètres pour améliorer la pertinence du vecteur forme. 
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