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种基于带权词 格 的ＧＲＵ神 经 网 络 模 型：１）基 于 带
权词 格 的 浅 层 融 合 循 环 神 经 网 络 模 型（ｓｈａｌｏｗ
ｗｅｉｇｈｔｅｄ　ｗｏｒｄ　ｌａｔｔｉｃｅ　ＲＮＮ，ＳＷＷＬ－ＲＮＮ），该 模


























ＰＫＵ）、中 文 树 库（Ｃｈｉｎｅｓｅ　ｔｒｅｅｂａｎｋ，ＣＴＢ）和 微 软







始位置；２）ｖＮ，该 结 点 在ｃＮ 之 后，表 示 字 序 列 的 结
束位置．Ｅ表示 边 的 集 合，以 边ｅｉ：ｊ为 例，它 以ｖｉ 为
















































具 体 来 说，时 刻ｔ的 隐 状 态 向 量ｈｔ∈Ｒｄ，由 当




数ｔａｎｈ．对于文 本 序 列 而 言，ｘｔ 是 句 子 中 第ｔ个 词
的向量表示，ｈｔ 则代表到时刻ｔ为止的词序列向量．









它的值接近０时，将 使 得 ＧＲＵ单 元 忽 略 前 状 态 信




信息进行过滤 后 的 候 选 隐 状 态 向 量；σ是 一 个 逻 辑
斯蒂函数，⊙表示逐元素乘法．式（５）～（７）中Ｗ 和

























合ＧＲＵ模型和基于带权词格的深 层 融 合ＧＲＵ模
型．这２个模 型 均 以 融 合 函 数 为 核 心，分 别 通 过 浅







态构成的集 合｛（ｘｔｋ，ｈｔｋ）｝来 表 示 词 格 中 结 点ｖｔ 的
入度边集合．接 着，分 别 融 合 词 向 量｛ｘｔｋ｝和 前 隐 状
态｛ｈｔｋ｝的２个集合，生 成ｘ^ｔ 和ｈ^ｔ－１，并 作 为 当 前 时
刻唯一的输入词向量和前隐状态，传递给循环单元，
生成时刻ｔ的隐状态．特别地，对于ＬＳＴＭ［２］等包含
















词向量和前隐状态．式（９）（１０）分 别 用 于 融 合Ｋ 个
输入词向量和前隐状态，而式（１１）～（１３）则与标准







以入度边集 合｛（ｘｔｋ，ｈｔｋ）｝为 基 础，我 们 将 每 条




环单 元 结 构 造 成 影 响，因 此 仍 然 适 用 于 任 何 ＲＮＮ
的变种模型［２－３］．






时间复杂度为Ｏ（ＫＮ），即 关 于 句 子 的 字 数 和 边 的
最大个数成正比；而浅层模型的时间复杂度为Ｏ（Ｎ），























出度均为１．然 而，对 于 词 格，每 个 结 点 的 入 度 和 出























































其中，ｗｅｉｇｈｔｅｔｋ：ｔ是 根 据 式












































隐状态，作 为 句 子 的 向 量 表 示；Ｗ（ｙ）和ｂ（ｙ）分 别 是
ｓｏｆｔｍａｘ层的 参 数 矩 阵 和 偏 置 项 向 量，上 标ｙ表 示
该层的输出用于预测标签．设数据中共有Ｌ个候选











其中，ｐｌ（ｓ）是 句 子 真 实 标 签 的ｏｎｅ－ｈｏｔ向 量 的 第ｌ
个分量，Ｒｇａｔｅ是根据式（２３）定义的惩罚项．当本文模




















数据集共包含 消 极 情 感 句 子４　４５４条、中 性 情 感 句
子５　１００条和积极情感句子５　５９４条．然后，本文采
取分层抽样的方式，按 照７∶１∶２的 比 例 从 每 个 类 别
随机 抽 取 样 本，将 数 据 划 分 为 训 练 集（１０　６０３条 实




























ＬＳＴＭ［４］的实 验 设 置 与 ＧＲＵ模 型 相 同．这 一
对比实验的目的是验证ＧＲＵ与ＬＳＴＭ的性 能，证
明２个ＲＮＮ的 变 种 模 型 在 本 文２个 任 务 上 的 效
果相近．
３）ＣＮＮ
卷积 神 经 网 络（ｃｏｎｖｏｌｕｔｉｏｎａｌ　ｎｅｕｒａｌ　ｎｅｔｗｏｒｋ，
ＣＮＮ）［２０］使用不同大小的窗口处理 输 入 序 列，能 够
获得句子在不同粒度，包括字、词语甚至短语级别的

















句 子 表 示 进 行 一 次 融 合，生 成 句 子 的 语 义 表 示．
ＭｕｌＳｒｃ可以同时基于字和词建模，是本文模型的简
化版本．与词格不同，由于不存在句子级别的权重，






分 别 记 为 ＳＷＷＬ（Ｐｏｏｌ），ＳＷＷＬ（Ｇａｔｅ），ＳＷＷＬ
（Ｗｅｉｇｈｔ），ＳＷＷＬ（ｗＧａｔｅ），ＤＷＷＬ（Ｐｏｏｌ），ＤＷＷＬ
（Ｇａｔｅ），ＤＷＷＬ（Ｗｅｉｇｈｔ），ＤＷＷＬ（ｗＧａｔｅ）．
此外，字序列与 词 序 列 相 比，是 更 简 单 的 一 种
句子表示 形 式．为 了 研 究 这 种 表 示 是 否 有 助 于 文
本语义建模，本文同样 引 入 字 序 列 到ＳＷＷＬ－ＧＲＵ
和ＤＷＷＬ－ＧＲＵ的词格中，并与之进行对比实验与
分析．
在实验 参 数 方 面，本 文 统 一 使 用ｄｒｏｐｏｕｔ［１８］防



















本文实验中，ＧＲＵ和ＬＳＴＭ 在２个 数 据 集 上 的 性
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Ｗｏｒｄｓ　 Ｃｈａｒ＋Ｗｏｒｄｓ　 Ｗｏｒｄｓ　 Ｃｈａｒ＋Ｗｏｒｄｓ
Ｐｏｏｌ　 ７２．１　 ７１．７　 ８５．５　 ８５．９
ＭｕｌＳｒｃ　 Ａｖｇ　 ７１．７　 ７１．９　 ８５．７　 ８６．１
Ｇａｔｅ　 ７２．５　 ７２．６　 ８５．５　 ８６．２
Ｏｕｒｓ
ＳＷＷＬ（Ｐｏｏｌ） ７３．７　 ７２．８　 ８６．３　 ８７．２
ＳＷＷＬ（Ｇａｔｅ） ７３．８　 ７３．１　 ８６．２　 ８７．３
ＳＷＷＬ（Ｗｅｉｇｈｔ） ７４．０　 ７４．０　 ８６．５　 ８７．１
ＳＷＷＬ（ｗＧａｔｅ） ７３．７　 ７３．３　 ８６．３　 ８７．４
ＤＷＷＬ（Ｐｏｏｌ） ７４．３　 ７３．９　 ８７．０ ８７．１
ＤＷＷＬ（Ｇａｔｅ） ７２．３　 ７１．６　 ８４．８　 ８５．５
ＤＷＷＬ（Ｗｅｉｇｈｔ） ７４．１　 ７４．２　 ８６．８　 ８７．２



















长序列文本的 建 模 优 势 较 为 明 显．尽 管ＣＮＮ在 速





示一般意义上 的 有 效 词 语，因 此ＣＮＮ也 同 时 引 入
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枉钱．”的 建 模 结 果．句 中 存 在 歧 义 的 部 分 集 中 在





冤”和“枉 钱”．结 点ｖ１３有３条 入 度 边，分 别 对 应：
“钱”、“枉钱”、“冤枉钱”３个候选分词．其中，正确的
分词“钱”和“冤 枉 钱”被 作 为 候 选 词 的 置 信 度ｐ为
０．３６和０．３５；而 错 误 分 词“枉 钱”的 置 信 度ｐ只 有
０．２９．尽管“白花冤”在结点ｖ１１的置信度为１．００，但




更好地理解 这 一 示 例．图５中 包 含 错 误 分 词“白 花








































隐状态时，对ＲＮＮ中 多 个 前 隐 状 态 使 用 与 本 文 门
机制相似的方式分别计算权重，然后将多个前隐状
态加权输入 到ＲＮＮ单 元．文 献［１５］提 出 基 于 词 格














１）研究如何 把 带 权 词 格 集 成 到 其 他 神 经 网 络
中，例如卷积神经网络等；




３）本 文 所 使 用 构 造 词 格 的 方 法 较 为 简 单，因
此，我们将尝试使用其他的语言学信息构造词格，以
进一步提升模型性能．
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