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We consider the problem of designing a measurement to minimize the probability of a detection
error when distinguishing between a collection of possibly non-orthogonal mixed quantum states.
We show that if the quantum state ensemble consists of linearly independent density operators
then the optimal measurement is an orthogonal Von Neumann measurement consisting of mutually
orthogonal projection operators and not a more general positive operator-valued measure.
PACS numbers: 03.67.Hk
I. INTRODUCTION
One of the important features of quantum mechanics
is that non orthogonal quantum states cannot be per-
fectly distinguished [1]. Therefore, a fundamental prob-
lem in quantum mechanics is to design measurements op-
timized to distinguish between a collection of nonorthog-
onal quantum states.
We consider a quantum state ensemble consisting of m
density operators {ρi, 1 ≤ i ≤ m} on an n-dimensional
complex Hilbert space H, with prior probabilities {pi >
0, 1 ≤ i ≤ m}. A density operator ρ is a positive semidef-
inite (PSD) Hermitian operator with Tr(ρ) = 1; we write
ρ ≥ 0 to indicate ρ is PSD. A mixed state ensemble is one
in which at least one of the density operators ρi has rank
larger than one. A pure-state ensemble is one in which
each density operator ρi is a rank-one projector |φi〉〈φi|,
where the vectors |φi〉, though evidently normalized to
unit length, are not necessarily orthogonal.
In a quantum detection problem a transmitter con-
veys classical information to a receiver using a quantum-
mechanical channel. Each message is represented by
preparing the quantum channel in one of the ensemble
states ρi. At the receiver, the information is detected
by subjecting the channel to a quantum measurement
in order to determine the state prepared. If the quan-
tum states are mutually orthogonal, then the state can
be determined correctly with probability one by per-
forming an optimal Von Neumann measurement [1] con-
sisting of m mutually orthogonal projection operators
{ΠiΠj = δijΠi, 1 ≤ i, j ≤ m} that form a resolution
of the identity on H so that ∑mi=1Πi = I.
If the given states are not orthogonal, then no mea-
surement will distinguish perfectly between them. Our
problem is therefore to construct a measurement that
minimizes the probability of a detection error. It is well
known that the most efficient way of obtaining informa-
tion about the state of a quantum system is not always
by performing orthogonal projections [2, 3], but rather by
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performing more general positive operator-valued mea-
sures (POVMs). A POVM consists of m PSD Hermitian
operators {Πi, 1 ≤ i ≤ m} that form a resolution of the
identity on H but are not constrained to be projection
operators.
Necessary and sufficient conditions for an optimum
measurement maximizing the probability of correct de-
tection have been developed [4, 5, 6]. However, in general
obtaining a closed form expression for the optimal mea-
surement directly from these conditions is a difficult and
unsolved problem. Closed-form analytical expressions for
the optimal measurement have been derived for several
special cases [7, 8, 9, 10, 11, 12].
Kennedy [13] showed that for a pure state ensem-
ble with linearly independent vectors |φi〉 the optimal
measurement is a Von Neumann measurement consist-
ing of mutually orthogonal rank-one projection opera-
tors. However, this o,plication has not been proven for
the more general case of mixed state ensembles.
In Section III we show that the optimal measurement
for distinguishing between a set of linearly independent
mixed quantum states is a Von Neumann measurement
and not a general POVM. Therefore, when seeking the
optimal measurement, we may restrict our attention to
the class of Von Neumann measurements. We also show
that the rank of each projection operator is equal to the
rank of the corresponding density operator.
In Section IV we consider the least-squares measure-
ment (LSM) [11], also known as the square-root mea-
surement [14, 15], which is a detection measurement that
has many desirable properties and has been employed in
many settings. We show that for linearly independent
mixed state ensembles the LSM reduces to a Von Neu-
mann measurement.
In the next section we present our detection problem
and summarize results from [6] pertaining to the condi-
tions on the optimal measurement operators.
II. OPTIMAL DETECTION OF QUANTUM
STATES
Assume that a quantum channel is prepared in a quan-
tum state drawn from a collection of given states repre-
2sented by density operators {ρi, 1 ≤ i ≤ m} in an n-
dimensional complex Hilbert space H. We assume with-
out loss of generality that the eigenvectors of ρi, 1 ≤ i ≤
m, collectively span[20] H.
Since each density operator ρi is Hermitian and PSD, it
can be expressed via the eigendecomposition as ρi = φiφ
∗
i
where φi is an n × ri matrix of orthogonal eigenvectors
{|φik〉, 1 ≤ k ≤ ri} and ri = rank(ρi). The density
operators ρi, 1 ≤ i ≤ m are linearly independent if the
eigenvectors {|φik〉, 1 ≤ k ≤ ri, 1 ≤ i ≤ m} form a lin-
early independent set of vectors. Since the eigenvectors
of ρi, 1 ≤ i ≤ m collectively span the n-dimensional space
H, it follows that for linearly independent state sets
m∑
i=1
ri = n. (1)
At the receiver, the constructed measurement com-
prises m measurement operators {Πi, 1 ≤ i ≤ m} on
H that satisfy
Πi ≥ 0, 1 ≤ i ≤ m;
m∑
i=1
Πi = In, (2)
where In is the identity operator on H. We seek the
measurement operators {Πi, 1 ≤ i ≤ m} satisfying (2)
that maximize the probability of correct detection which
is given by
Pd =
m∑
i=1
piTr(ρiΠi), (3)
where pi > 0 is the prior probability of ρi, with
∑
i pi = 1.
It was shown in [5, 6] that a set of measurement op-
erators {Π̂i, 1 ≤ i ≤ m} maximizes the probability of
correct detection for a state set {ρi, 1 ≤ i ≤ m} with
prior probabilities {pi, 1 ≤ i ≤ m} if and only if there
exists an Hermitian X̂ satisfying
X̂ ≥ piρi, 1 ≤ i ≤ m, (4)
such that
(X̂ − piρi)Π̂i = 0, 1 ≤ i ≤ m. (5)
The matrix X̂ can be determined as the solution to the
problem
min
X∈B
Tr(X) (6)
where B is the set of Hermitian operators on H, subject
to
X ≥ piρi, 1 ≤ i ≤ m. (7)
As shown in [6], the conditions (4) and (5) together imply
that
ti ≤ ri, (8)
where ti = rank(Π̂i).
Kennedy [13] showed that for pure state ensembles
ρi = |φi〉〈φi| with linearly independent vectors |φi〉 the
optimal measurement is a rank-one measurement Π̂i =
|µi〉〈µi| with orthonormal vectors |µi〉, i.e., a Von Neu-
mann measurement. However, this implication has not
been proven for mixed states. In the following section we
use the conditions for optimality to prove that the opti-
mal measurement for linearly independent mixed states
is a Von Neumann measurement and not a more general
POVM.
III. LINEARLY INDEPENDENT STATE
ENSEMBLES
Suppose now that the density operators ρi are lin-
early independent and let Π̂i be the optimal measure-
ment operators that maximize (3) subject to (2). Denot-
ing Π =
∑m
i=1 Π̂i we have that
rank(Π) ≤
m∑
i=1
rank(Π̂i) =
m∑
i=1
ti. (9)
Since Π = In we also have
rank(Π) = n, (10)
from which we conclude that
m∑
i=1
ti ≥ n. (11)
Combining (11) with (8) and (1) we conclude that
ti = ri. (12)
Therefore, via the eigendecomposition we can express
each measurement operator Π̂i as Π̂i = µiµ
∗
i where µi
is an n× ri matrix of orthogonal eigenvectors {|µik〉, 1 ≤
k ≤ ri}. Since
∑m
i=1 ri = n we have n vectors |µik〉. In
addition, from (2),
∑
ik
|µik〉〈µik| = In (13)
from which we conclude that the vectors {|µik〉, 1 ≤ k ≤
ri, 1 ≤ i ≤ m} are linearly independent.
We now show that the vectors {|µik〉, 1 ≤ k ≤ ri, 1 ≤
i ≤ m} are mutually orthonormal. From (2) we have
that for any 1 ≤ l ≤ ri, 1 ≤ j ≤ m,
|µjl〉 =
∑
ik
〈µik|µjl〉|µik〉. (14)
Since the vectors |µik〉 are linearly independent, we must
have that 〈µik|µjl〉 = δij,kl.
We conclude that
Π̂i =
ri∑
k=1
|µik〉〈µik| = PSi (15)
3where PSi is an orthogonal projection onto a subspace Si
of H with dimension ri and
PSiPSj = δijPSi , (16)
so that H = S1 ⊕ . . .⊕ Sm is the direct sum of the sub-
spaces Si.
We summarize our results in the following theorem:
Theorem 1. Let {ρi, 1 ≤ i ≤ m} be a quantum state
ensemble consisting of linearly independent density oper-
ators ρi with prior probabilities pi > 0. Then the optimal
measurement is a Von Neumann measurement with mea-
surement operators {Π̂i = PSi , 1 ≤ i ≤ m} where PSi is
an orthogonal projection onto an ri-dimensional subspace
Si of H with ri = rank(ρi) and PSiPSj = δijPSi .
IV. LEAST-SQUARES MEASUREMENT
A suboptimal measurement that has been employed
as a detection measurement in many applications is the
least-squares measurement (LSM) [11, 16], also known as
the square-root measurement [10, 14, 15, 17, 18, 19]. The
LSM has many desirable properties. Its construction is
relatively simple; it can be determined directly from the
given collection of states; it minimizes the probability
of a detection error for pure and mixed state ensembles
that exhibit certain symmetries [6, 11]; it is “pretty good”
when the states to be distinguished are equally likely and
almost orthogonal [14]; and it is asymptotically optimal
[15, 16].
The LSM corresponding to a set of density operators
{ρi = φiφ∗i , 1 ≤ i ≤ m} with eigenvectors that collec-
tively span H and prior probabilities {pi, 1 ≤ i ≤ m}
consists of the measurement operators {Σi = µiµ∗i , 1 ≤
i ≤ m} where [11, 16]
µi = (ΨΨ
∗)−1/2ψi. (17)
Here Ψ is the matrix of (block) columns ψi =
√
piφi
and (·)1/2 is the unique Hermitian square root of the
corresponding matrix. Note that since the eigenvectors
of the {ρi} collectively span H, the columns of the {ψi}
also together span H, so ΨΨ∗ is invertible.
We now show that the LSM satisfies the conditions of
Theorem 1 so that if the columns of {φi} are linearly
independent, then ΣiΣj = Σiδij and the LSM is a Von
Neumann measurement.
From (17) we have that
ΣiΣj = (ΨΨ
∗)−1/2ψiψ
∗
i (ΨΨ
∗)−1ψjψ
∗
j (ΨΨ
∗)−1/2. (18)
To simplify (18) we express ψi as
ψi = ΨEi. (19)
Here Ei is an n× ri matrix where the qth column of Ei
has one nonzero element equal to 1 in the pth position
with p =
∑i−1
k=1 rk + q. We then have that
ψ∗i (ΨΨ
∗)−1ψj = E
∗
i Ψ
∗(ΨΨ∗)−1ΨEj . (20)
If the density operators {ρi} are linearly independent,
then
∑
i ri = n and the operators {ψi} are also lin-
early independent. Since each matrix ψi has dimension
n× ri we conclude that Ψ is a n×n matrix with linearly
independent columns and therefore invertible. Thus,
Ψ∗(ΨΨ∗)−1Ψ = In and
ψ∗i (ΨΨ
∗)−1ψj = E
∗
i Ej = δijI. (21)
Substituting (21) into (18),
ΣiΣj = δij(ΨΨ
∗)−1/2ψiψ
∗
i (ΨΨ
∗)−1/2 = δijΣi (22)
and the LSM is a Von Neumann measurement consisting
of mutual orthogonal projection operators.
We summarize our results regarding the LSM in the
following theorem.
Theorem 2. Let {ρi, 1 ≤ i ≤ m} be a quantum state
ensemble consisting of linearly independent density op-
erators ρi with prior probabilities pi > 0. Then the
least-squares measurement is a Von Neumann measure-
ment with measurement operators {Σi = PSi , 1 ≤ i ≤
m} where PSi is an orthogonal projection onto an ri-
dimensional subspace Si of H with ri = rank(ρi) and
PSiPSj = δijPSi .
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