In this paper, we study the problem of power transmission and sensing ranges assignment wireless sensor network nodes so that to minimize power consumption while ensuring broadcasting task or sensing process. A first novelty is that our model takes into account both the transmission and the reception costs when evaluating the energy consumption of a broadcasting task. We establish a new analytical model and derive lower and upper bounds on region covering. Moreover, we show that the lower bound is asymptotically optimal and can be approached up to .
Introduction
Sensor networks are composed of a large number of tiny devices or sensors. Each sensor contains an integrated sensor, a processor, a radio and an energy battery. Sensor nodes are power constrained as each node operates with a limited energy budget. Moreover, since battery recharge is not always an available option, the lifetime of the entire network is a critical issue. Our work is focused on a specific communication pattern called broadcast, where data is distributed from a source node to each node of the network. Broadcast is a common and frequent process during a sensor network lifetime. Conventional energy aware protocols manage the energy consumption by adjusting the transmission power of sensor nodes. Nodes are assumed to adapt their transmission power to the minimum required to sustain communication.
Several protocols have been proposed to adapt and manage the transmission ranges in sensor networks [1, 9, 7] . All papers use and reference a simple energy model [4] . In this model, the amount of energy required to transmit data is proportional to the number of emitted bits and depends on both the communication range and the distance power gradient (see section 2) . Note that the amount of energy needed for a reception is in the same order of magnitude as the one needed for transmission and is also proportional to the number of received bits. In consequence, energy aware protocols should not only try to reduce communication ranges [3, 7, 8, 9] but should also minimize the number of transmission and reception operations for each message. In this paper, we look at the determination of minimum-cost (i.e., minimum energy consumption) broadcast and sensing schemes. Our contribution is to take into account both the transmission and reception costs and to derive analytical bounds to the minimum energy broadcast and minimum energy sensing problems.
The remaining of this paper is structured as follow. In section 2, we present a model for communication and energy consumption in sensor networks. As opposed to the main previous works, we emphasis on the fact that the reception of a message is not a low cost operation. In section 3, 4 and 6, we derive upper and lower bounds for the minimum energy broadcast and sensing problems. We show some efficient covers and compute their relative energy consumption in 5. We also show in 4 that any given region can be covered with an asymptotically optimal cover. Finally, section 8 summarizes our work and points out several future research directions.
A Discrete Model
The connectivity of a wireless network clearly depends on the transmission power of all hosts. We assume that each node is able to choose and tune its own power level, not to exceed some maximum value R max . It is generally and reasonably assumed in all previous works on the power assignment problem [3, 7, 9] and stated in books [4] on principles of wireless communication that the power e(u) required by a host u to correctly send data to another host v satisfies the relation:
is the distance between u an v, α ≥ 1 is the distance-power gradient, γ ≥ 1 is the transmission-quality parameter. Note that in an "ideal" en-vironment, α is generally equal to 2 but may value between 2 and 4, depending on the characteristics of the communication medium. Without loss of generality, we will assume trough all the paper that the threshold γ (which depends on factors such as signal parameters, noise level...) is equal to 1.
As stated in the introduction, several papers [5] points out that the amount of energy in reception is in the same order of magnitude as the amount of energy needed to send data when distance between source and destination is in certain lower and upper interval. Given a root node r, the challenge is to find a set of relay nodes and a power assignment such that all nodes v ∈ V are covered and such that the amount of consumed energy is minimum. A power assignment is a function r:
The total amount of energy consumed by the power assignment is: u∈V R u + u∈V λ|Γ(u)|, i.e., the sum of the energy used by all sending nodes and the energy consumed by all receiving nodes (Γ(u) is the neighborhood of node u considering that node u transmits at power R u ).
Mathematical Definitions
In order to derive lower and upper bounds on the energy needed to cover a given area of the plane, we are going to consider a continuous density of sensors. More precisely, we will consider a discrete set of emitters and a homogeneous repartition of receivers. This mathematical model is inspired from the works made in [6] . We also need to introduce some notations and definitions. In this whole article, if P is a point of R 2 and r ∈ R + , we call D(P, r) the closed disk of center P and radius r. We call A a subset of the real plane R 2 . The points P i are called the emitters of R.
For the rest of this section, we fix a A cover:
Definition 2
We say that cover R is centralized if there is an emitter that can transmit to all emitters. We say that cover R is connex if all emitters can transmit to all emitters.
Constants and cost calculus
Now, we fix three positive non-null constants, τ e , λ and ρ, which are given by the model. Let τ e be the relative emission cost, in mW/m 2 ; Let λ be the reception cost by node (in mW/node) and let ρ be the number of nodes by square meter in the region A. We deduce the two following constants:
Now, let P i be an emitter of R and let fix α = 2; we can compute the following different costs considering P i :
Finally, for the entire cover R, we fix the originate of the plane O and define:
The absolute cost of a cover R is:
The relative cost of a cover R is:
Remark: In this article, we suppose that the repartition of nodes is homogeneous. If it is not the case, we have to replace the constant ρ by an integrable function ρ :
The reception cost of an emitter P i becomes D(Pi,ri) λρ(x, y)dxdy. Finally, the relative reception cost is replaced by a relative reception cost function τ r = λρ.
Main results
The aim of this mathematical study is the following:
Finding a centralized A cover with the smallest relative cost.
In the following, only the complete relative cost constant τ will be used. We fix a closed subset A of R 2 .
Theorem 1
1. The relative cost of any A cover is superior or equal to τ ; 2. For all ε > 0, there is a connex A cover which relative cost is between τ and τ + ε;
3. There is a connex cover of the plane which relative cost is equal to τ .
We will give a sketch of the theorem proof in section 6. All details of theorem proof can be found in [2] . In the following section, we present some examples of centralized, connex or basic plane covers.
Cover examples
All presented examples are periodical or semi-periodical covers such as defined below:
Periodical covers
Definition 4 A cover R indexed by I is said to be periodical if there is a finite set J ⊂ I and two vectors u, v of R 2 such that:
We say that R is the cover of period {D(P j , r j ), j ∈ J} generated by u and v.
Note that we do not assume two disks D i , D j indexed by different indexes to be distinct. If it is the case, the cost of the two emitters is counted twice.
To compute the relative cost of a periodical cover, we can consider a compact B ⊂ R 2 such that R 2 = ∪ (m,n)∈Z 2 (B+ mu + nv) and such that the interiors of B and B + mu + nv are disjoint for all (m, n) ∈ Z 2 . (For example, we can choose B to be the parallelogram of vertices {0, u, v, u + v}). Then, we have:
Semi-periodical covers
Consider a periodical cover R of period {D 1 , . . . , D k } generated by u and v. Consider a partition of Z 2 in r disjoint subsets:
We can obtain a new cover by shifting each disk D i + mu + nv in a regular manner according to the membership of (m, n) to one of the Z i . Precisely, if we have k.r vectors w j,l , we give: ∀j ∈ J, (m, n) ∈ Z 2 , if j ∈ J l then D j,m,n = D j + mu + nv + w j,l . We also define R = {D j,m,n , j, m, n ∈ J × Z 2 }. If R is a plane cover, we say that it is semi-periodical of period J, generated by u and v, and modified according to the partition Z 1 , . . . , Z r and the shifting vectors w j,l .
Proposition 2
The relative cost of a semi-periodical cover is identical to the relative cost of any periodical cover the semi-periodical cover is derived from. PROOF : Translations don't change anything whilst passing to the limit.
Hexagonal covers
Hexagonal covers are semi-periodical covers generated by vectors u = ( 3 2 , 
Simple hexagonal cover
It is cover R 1 of period {D(O, 1)} generated by the group Zu + Zv where u and v are defined as above. It is depicted in figure 1 . Based on proposition (1), its cost is cost( 
Connex hexagonal cover
To construct a connex cover, we could increase the radius of the previous cover. We would have to consider a radius of √ 3 instead of 1, and the cost of the cover would be 2 √ 3 πτ 3.628τ .
Instead, we can choose to keep the same radius but to move the circle to the hexagon vertices. We get the periodical cover R 2 of figure 2.
Its period is {D ((1, 0) 
2 ), 1)}, it is generated by u and v, and its cost is twice the one of cover R 1 , i.e.: cost(R 2 ) = 4π 3 √ 3 τ 2.418τ .
Centralized hexagonal cover
Cover R 3 given in figure 3 . It is semi-periodical and derived from the periodical cover generated by vectors u, v and the following period: 
Theorem's proof
Examples presented above show that, starting from a non-centralized cover, we can construct a centralized one by adding "small circles" to connect emitters between each other. This is the process that what used to derive cover R 3 from cover R 1 . Moreover, reducing the small circles radius and increasing their number reduce the cover cost. This main idea leads the theorem's proof.
Definition 5 Let R be a cover (non centralized) of a region
A. We call link for R any set of disks L such that R ∪ L is a centralized cover of A.
Lemma 3 Let R be a cover of A, with a relative cost γ,
and ε a non-null positive real. There is a link L for R such that: cost (R ∪ L) < γ + ε.
Theorem when A is a square
The first point of the theorem is obvious since the whole region A is covered by disks of R. For the second point, we first suppose that A is the square [−1, 1] × [−1, 1]. We give two lemmas:
There is a sequence of disks D n contained in A, which interiors are pairwise disjoint and such that lim n−→+∞ Area(D n ) = Area(A).
3 is the density of the simple hexagonal cover and lim η→0 e(η) = 0.
We come now to the proof of the theorem, an ε being fixed. Consider the sequence of disks D n as in lemma 4 and note a n = 4 − Area(D 1 ∪ · · · ∪ D n ) (the area of the uncovered region of A). Take n ∈ N such that a n ≤ 3ε τ α . Fix B = A − ∪ n i=1 D i and choose a cover R(η) of B as in lemma 5 above such that Cost(R(η)) ≤ ατ Area(B)+ε.
Fix the cover P = R(η) ∪ (∪ n i=1 D i ). We have:
It follows that the relative cost of P is less than τ + ε, which concludes the proof.
. Remark: If the region A is not a square, the theorem still holds.
General comments
The analytical study presented in the preceding sections rely on a particular energy consumption model. Its main characteristic is that the reception cost associated to a transmission is directly proportional to the area covered by the transmission. In other terms, it considers a continuous distribution of receivers. If this model is appropriate for the sensing operation in a sensor network, it is less realistic for the broadcast one. For the first operation, the sensing cost is also directly proportional to the covered area whereas for the second, the reception cost is not, thanks to a discrete distribution of receivers.
The mathematical study presented in 4 and 5 can be directly applied if sensors are placed, as opposed to randomly dispatched, over the region to cover. First, proposition 1 and proposition 2 provide an analytical method to compute and compare the relative energy cost of sensor networks as soon as the networks respect some periodical or semi-periodical patterns. This method can be useful for the minimum energy sensing and broadcast problems. Its application to the first problem is obvious. The emission and reception costs are replaced by a sensing cost τ s in mW/m 2 and τ is simply considered equal to τ s . Its application to the second problem is less straight forward. Indeed, discrete regions have to be considered when computing the reception cost. In consequence, in the formula, Area(B) must be replaced by  card(B) , the number of sensors in B. For the same reason, Area(A ∩ D(O, t) must be replaced by card (A ∩ D(O, t) ) in the definition of the relative cost.
Another important result is given by theorem 1. Points 1 and 2 say that for any region to cover, the energy consumption of any cover is superior to τ . It also says that this limit can be approached as closed as desired. This result is given for the energy consumption model presented in section 3. This remains valid for the sensing problem where the energy consumption model is really similar. The transition between the two models is given in the preceding paragraph. For the broadcast problem, the result is only partial. Indeed, here again, discrete regions have to be considered when computing the reception cost. In consequence, if τ remains an inferior bound, it can not be indefinitely approached. However, the theorem's proof being constructive, it gives a clear method to construct efficient sensor networks both for broadcast and sensing.
Conclusion
In this paper, we have provided novel contributions and addressed several issues concerning the design of energy efficient broadcast and sensing algorithms for sensor networks. We have proposed a novel approach since it is the first time that both the transmission and the reception costs are taken into account in the evaluation of the energy consumption of a broadcasting task. We also gave a new analytical model for sensor networks where the use of a continuous distribution of nodes allows the derivation of upper and lower bounds on region covering. Based on this theory, we are able to prove that the derived lower bound is asymptotically optimal. This model also allowed us to propose energy efficient sensing and broadcast strategies and to develop a simple energy efficient broadcast algorithm.
For the future, possible extensions of this work are open to investigation. We are currently working on the generalization of our results to the discrete distribution case since results of theorem 1 are only partial in this case. We are also investigating the design of an efficient broadcast algorithm based on the methods developed in this mathematical study. One interesting issue that deserves further study is to try to define and map a lattice on the sensor network in order to have a "homogenized" number of sensors inside each mesh. Another challenge is to derive a fully distributed algorithm. We are confident that classical distributed techniques can be applied in order to perform this derivation. The main issue remains to compare the practical bounds of such a solution with our analytical optimal bounds. Finally, and in order to closely follow the reality of sensor networks, we are currently investigating the integration of discrete levels of energy in our mathematical model. These levels would replace the continuous range of possible transmitting powers we are currently using. Once again, the challenge is to adapt our continuous theory to a pseudo discrete case.
