To impact the decision making for military ground vehicles, we are using High Performance Computing (HPC) to speed up the time for analyzing the reliability of a design in modeling and simulation. We use parallelization to get accurate results in days rather than months. We can obtain accurate reliability prediction with modeling and simulation, using uncertainties and multiple physics-of-failure, but by utilizing parallel computing we get results in much less time than conventional analysis techniques.
INTRODUCTION
A major challenge to current vehicle analysis is the lack of a rapid and accurate method to assess ground vehicle reliability using modeling and simulation. Reliability is a highly complex field, involving many different physics-of-failure, including fatigue, thermal stress, corrosion, and erosion. Reliability also involves uncertainty in the input data, and is ultimately stated as a probability. In fact, stochastic methods, rather than deterministic, characterize this field. The assessment of the reliability of a complex mechanical system in many different physics-of-failure is a huge computational challenge.
The Army wants to improve the reliability of its ground fleet, and to do that requires an accurate assessment of the reliability of a design using modeling and simulation. Currently, such analyses take a large amount of computer time and are not able to deliver results in a rapid manner, consistent with the needs of the decision making process. This must be addressed, to satisfy the need to design for better reliability.
To impact the decision making for ground vehicles, we are using High Performance Computing (HPC) to speed up the time for analyzing the reliability of a design in modeling and simulation. We use parallelization to get accurate results in days rather than months. We can obtain accurate reliability prediction with modeling and simulation, using uncertainties and multiple physics-offailure, but by utilizing parallel computing we get results in much less time than conventional analysis techniques.
THE SCOPE OF THE PROBLEM
Prof. K.K. Choi, of the University of Iowa, performed an optimization of the design for an A-arm on a military ground vehicle (a Stryker), using no sources of uncertainty and only one physics-of-failure. This was not done in any parallel way. He reported using 768 FEA runs of small-sized models (30K -200K OOF) and taking 3.55 days of compute cycles. This was just for a single component and a single physics. He estimated that to do a full vehicle would take at least 100 times that, or 76,800 FEA runs and 355 days in serial mode. But, he reports, the FEA are all largely independent and could be done in parallel. Utilizing 1,000 processors each capable of doing a single FEA run on a small-size
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