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RE´SUME´
Ce me´moire s’inscrit dans le domaine de la vision par ordinateur. Elle s’inte´resse
a` la calibration de syste`mes de came´ras ste´re´oscopiques, a` la mise en correspon-
dance came´ra-projecteur, a` la reconstruction 3D, a` l’alignement photome´trique de
projecteurs, au maillage de nuages de points, ainsi qu’au parame´trage de surfaces.
Re´alise´ dans le cadre du projet LightTwist du laboratoire Vision3D, elle vise a` per-
mettre la projection sur grandes surfaces arbitraires a` l’aide de plusieurs projecteurs.
Ce genre de projection est souvent utilise´ en arts technologiques, en the´aˆtre et en
projection architecturale.
Dans ce me´moire, on proce`de au calibrage des came´ras, suivi d’une reconstruction
3D par morceaux base´e sur une me´thode active de mise en correspondance, la lumie`re
non structure´e. Apre`s un alignement et un maillage automatise´s, on dispose d’un
mode`le 3D complet de la surface de projection.
Ce me´moire introduit ensuite une nouvelle approche pour le parame´trage de
mode`les 3D base´e sur le calcul eﬃcace de distances ge´ode´siques sur des maillages.
L’usager n’a qu’a` de´limiter manuellement le contour de la zone de projection sur
le mode`le. Le parame´trage ﬁnal est calcule´ en utilisant les distances obtenues pour
chaque point du mode`le. Jusqu’a` maintenant, les me´thodes existante ne permettaient
pas de parame´trer des mode`les ayant plus d’un million de points.
Mots cle´s: parame´trage de surfaces, multi-projection, ste´re´oscopie, calibration,
reconstruction 3D, maillage, vision par ordinateur, alignement photome´trique, lumie`re
non structure´e.
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ABSTRACT
This thesis falls within the ﬁeld of computer vision. It focuses on stereoscopic
camera calibration, camera-projector matching, 3D reconstruction, projector blend-
ing, point cloud meshing, and surface parameterization. Conducted as part of the
LightTwist project at the Vision3D laboratory, the work presented in this thesis
aims to facilitate video projections on large surfaces of arbitrary shape using more
than one projector. This type of projection is often seen in theater, digital arts, and
architectural projections.
To this end, we begin with the calibration of the cameras, followed by a piecewise
3D reconstruction using an active unstructured light scanning method. An automated
alignment and meshing of the partial reconstructions yields a complete 3D model of
the projection surface.
This thesis then introduces a new approach for the parameterization of 3D models
based on an eﬃcient computation of geodesic distances across triangular meshes.
The only input required from the user is the manual selection of the boudaries of
the projection area on the model. The ﬁnal parameterization is computed using
the geodesic distances obtained for each of the model’s vertices. Until now, existing
methods did not permit the parameterization of models having a million vertices or
more.
Keywords: surface parameterization, multi-projection, stereo, camera calibra-
tion, 3D reconstruction, meshing, computer vision, projector blending, unstructured
light.
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Chapitre 1
INTRODUCTION
Le travail pre´sente´ dans cette the`se s’inscrit dans le domaine de la vision par or-
dinateur. Plus spe´ciﬁquement, on va s’inte´resser a` des the`mes centraux du domaine
comme la calibration de syste`mes de came´ras ste´re´oscopiques, la mise en corres-
pondance came´ra-projecteur, la reconstruction 3D et l’alignement photome´trique de
projecteurs. On va aussi toucher a` des sujets de mode´lisation tridimensionnelle, soit
le parame´trage de surfaces et le maillage de nuages de points.
1.1 Contexte
Ce me´moire a e´te´ re´alise´ dans le cadre du projet LightTwist [2]. LightTwist est un en-
semble d’outils logiciels pour la re´alisation d’installations visuelles multi-projecteur.
Ces outils sont de´veloppe´s depuis 2004 par le Laboratoire Vision3D du De´partement
d’Informatique et Recherche Ope´rationnelle de l’Universite´ de Montre´al. Avant les
travaux eﬀectue´s pour ce me´moire, LightTwist se limitait a` des ge´ome´tries de surfaces
de projection spe´ciﬁques, soient des plans, cylindres ou doˆmes. La mise en corres-
pondance se faisait a` l’aide d’une seule came´ra, place´e a` un point de vue unique. La
reconstruction e´tait faite dans le but d’optimiser la projection pour ce point de vue,
conside´re´ comme celui de l’observateur ide´al. L’objectif de ce me´moire est d’e´tendre
la me´thode a` des e´crans de formes quelconques qui ne peuvent eˆtre vus entie`rement
d’un seul point de vue et pour lesquels le concept de l’observateur ide´al ne s’applique
plus.
1.2 Proble`me
Figure 1.1. E´cran sans projection
On veut ici projeter sur un e´cran en spandex conc¸u par Extension-Concept.
L’e´cran, illustre´ a` la ﬁgure 1.1 mesure 30 me`tres par 1.5 me`tres et est retenu par
une armature tubulaire ﬂexible inse´re´e dans un ourlet le long du haut et du bas de
l’e´cran. A` l’aide de serres et de caˆbles, on peut de´former cet e´cran a` notre guise, en
faire un cylindre, voire meˆme un ruban Mo¨bius. La plupart des exemples pre´sente´s
dans ce document sont faits sur des sections d’un quart de la longueur totale.
On peut conside´rer cet e´cran comme un ruban, ou un rectangle allonge´ qui est
ensuite de´forme´ mais sans en alte´rer la topologie outre mesure. Le but est de projeter
des images et des vide´os sur cette surface de fac¸on a` donner l’impression que l’image
est colle´e a` ce ruban. Pour arriver a` cette ﬁn, on va utiliser plusieurs projecteurs
positionne´s de manie`re a` ce que la surface de projection soit couverte comple`tement,
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(a) (b)
Figure 1.2. Serres avec caˆbles tenseurs
avec une zone de chevauchement raisonnable entre chaque image de projecteur.
A` l’aide d’un syste`me calibre´ de came´ras ste´re´oscopiques, on va mettre en cor-
respondance les pixels du projecteur avec les pixels des deux came´ras dans le but de
trouver la position 3D de tous pixels de chaque projecteur, donc obtenir un mode`le 3D
de l’e´cran a` partir duquel on pourra calculer des cartes de de´formation pour chaque
projecteur.
L’e´cran peut prendre des formes tre`s complexes, ce qui pose plusieurs de´ﬁs:
• Il est souvent impossible de placer une seule came´ra (ou dans notre cas, un
syste`me de came´ras ste´re´oscopiques) a` un seul endroit ou` l’e´cran serait visible
au complet et avec la surface de projection suﬃsamment perpendiculaire a` la
came´ra. La came´ra va devoir se de´placer aﬁn d’observer l’e´cran en plusieurs
parties. Ces multiples reconstructions devront eˆtres fusionne´es de fac¸on au-
tomatique.
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• Comme la surface de l’e´cran couverte par un projecteur risque d’eˆtre recon-
struite en deux morceaux ou plus, et comme ces reconstructions partielles on
e´te´s prises avec des points de vue diﬀe´rents, on ne peut plus utiliser simple-
ment les correspondances dans l’image des came´ras. On va devoir fusionner les
diﬀe´rentes vues en 3D.
• Le parame´trage de la surface de projection, pose aussi un proble`me. Dans
le syste`me de projection LightTwist original, on optimisait la projection pour
un point de vue privile´gie´, en l’occurrence la position de la came´ra. Aussi, le
syste`me ne se preˆtait qu’a` des ge´ome´tries d’e´crans pre´de´termine´es, soient des
e´crans planaires ou des cylindres plus ou moins parfaits. On pouvait e´galement
adapter une projection a` une surface quelconque pour qu’elle ait une apparence
planaire du point de vue de la came´ra ayant servi a` la reconstruction, et donc
du spectateur. Le parame´trage de la surface e´tait donc fait a` partir d’une
homographie pour une conﬁguration planaire, ou d’un passage aux coordonne´es
polaires pour une projection cylindrique.
Dans le cas pre´sent, l’e´cran n’est plus destine´ a` eˆtre observe´ d’un point de vue
optimal unique, et on ne peut plus mode´liser le parame´trage simplement par une
ou plusieurs homographies ou autres transformations ge´ome´triques ordinaires.
On veut coller l’image a` l’e´cran comme si l’e´cran lui-meˆme e´tait rectangulaire
et planaire et ensuite de´forme´. Pour ce faire, on aura besoin du mode`le 3D.
1.3 Me´thodologie
La re´alisation et la mise en oeuvre d’un syste`me multi-projecteur tel que de´crit dans
cette the`se, doit se faire par e´tapes:
• La calibration du syste`me de came´ras ste´re´oscopiques. La calibration
proce`de a` l’aide de la me´thode traditionnelle par damiers de OpenCV.
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• La mise en correspondance entre les pixels des projecteurs et des
came´ras. On va de´placer les came´ras a` divers endroits jusqu’a` ce qu’on ait
couvert la totalite´ de l’e´cran. Pour chaque point de vue des came´ras, on va
envoyer des motifs au projecteurs qui sont visibles pour cette vue et obtenir des
mises en correspondances partielles.
• L’alignement photome´trique. Pour chaque point de vue des came´ras, lorsqu’on
observe un chevauchement entre deux projecteurs ou plus, on va calculer au-
tomatiquement un fondu entre les projecteurs.
• Le raﬃnement de la calibration. Cette e´tape optimise globalement la cali-
bration du syste`me complet a` partir de la calibration initiale.
• La triangulation des points en 3D pour les mises en correspondances
partielles. On obtient des mode`les partiels sous forme de nuages de points
pour toutes les prises de vue des came´ras.
• La fusion des nuages de point pour chaque projecteur. Puisque l’e´cran
est reconstruit par morceaux, cet e´tape est ne´cessaire pour obtenir un mode`le
3D cohe´rent.
• Le maillage du nuage de points complet. Le mode`le 3D doit eˆtre polygo-
nal, il faut e´tablir un maillage pour permettre la parame´trage de la surface.
• Le parame´trage du mode`le maille´. Ce parame´trage est requis pour obtenir
les cartes de de´formation de chaque projecteur.
1.4 Contribution
Dans le domaine des arts technologiques, on observe un recours de plus en plus
fre´quent de la projection multi-projecteur sur des surfaces de plus en plus complexes.
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Il devient donc important de simpliﬁer et d’automatiser le processus d’alignement des
projecteurs. Bien qu’il soit toujours possible de re´aliser des projections complexes
par un alignement manuel, cette ope´ration reste en pratique trop longue et trop
couteuse. De plus, l’expertise requise pour un tel aligement de´passe souvent largement
les connaissances des artistes et techniciens de sce`ne.
Plusieurs syste`mes similaires ont e´te´s propose´s dans le passe´ pour automatiser
l’alignement des projecteurs. Les travaux pre´curseurs de Raskar et al. de´montrent
les premiers ve´ritables eﬀorts pour re´aliser la multi-projection sur des surfaces non-
pre´de´termine´es [14]. Ses travaux subse´quents de´laissent les surfaces arbitraires pour
se concentrer des e´crans planaires ou le´ge`rement courbes [15], [13].
D’autres se sont attaque´s au proble`me, mais toujours en restreignant la geome´trie
de la surface de projection a` des plans [20] ou des portions de cylindres [16]. Les
me´thodes propose´es pour des e´crans non-planaires font presque toujours appel a` une
calibration parame`tres internes et externes des projecteurs, ainsi qu’a` des connais-
sances a priori sur la ge´ome´trie de la surface de projection [17], [10], deux contraintes
que notre syste`me e´vite. A` notre connaissance, notre me´thode est la seule a` n’utiliser
que la calibration des came´ras et e´vite la calibration des projecteurs autrement plus
diﬃcile a` re´aliser [6].
Un aspect important justiﬁant la contributions de ce me´moire est la de´mocratisation
de la technologie en augmentant l’accessibilite´ de telles projections a` des artistes de
talent plutoˆt qu’a` ceux qui en ont les moyens.
On propose donc une me´thode comple`te qui ne requiert qu’un minimum d’intervention
de l’usager et qui s’applique a` des ge´ome´tries d’e´cran arbitraires. Plus spe´ciﬁquement,
la technique de parame´trage de la surface a` l’aide de distances ge´ode´siques est une
innovation. Elle rend possible le parame´trage eﬃcace de maillages contenant des
millions de points.
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Chapitre 2
CALIBRATION
La calibration est une e´tape incontournable de tout syste`me qui vise a obtenir
une reconstruction 3D d’un objet a` partir d’images.
En pratique, dans des proble`mes de lumie`re structure´e, on doit d’habitude faire la
calibration d’un syste`me came´ra-projecteur. Si la calibration des parame`tres internes
d’une came´ra est facilement re´alisable, il n’en est pas de meˆme pour un projecteur.
Pour une came´ra, on peut utiliser diverses me´thodes avec des objets de calibration
connus capte´s par celle-ci, et ainsi mettre en relation les points 2D de l’image de
la came´ra avec les points 3D du monde [19, chapitre 2]. Pour un projecteur, c’est
plus complexe parce qu’il ne capte pas d’images, on doit mettre en relation les points
du projecteur avec les points du monde par l’interme´diaire d’une came´ra, ce qui est
souvent peu pratique [6].
Dans notre cas, on souhaite se restreindre a` la calibration de came´ras seulement.
C’est possible parce qu’on utilise toujours deux came´ras pour faire la triangulation
et on n’est pas contraint a` mode´liser les projecteurs eux-meˆmes. On va utiliser une
me´thode par damiers pour calibrer les parame`tres internes et externes du syste`me
rigide de came´ras ste´re´oscopiques [19, section 6.3], [3].
En fait, la de´cision d’utiliser un syste`me calibre´ de deux came´ras plutoˆt qu’un
syste`me came´ra-projecteur vient non seulement du fait qu’il est plus facile de calibrer
des came´ras que des projecteurs, mais aussi du fait qu’on veut laisser la possibilite´
d’utiliser des projecteurs qui ne sont pas calibrables, comme lorsqu’on utilise des
miroirs convexes ou autre de´formation de la projection.
De plus, l’utilisation de deux came´ras permet d’obtenir des mode`les 3D cohe´rents,
c’est-a`-dire qui ont toujours la meˆme pre´cision puisque la position relative des came´ras
Figure 2.1. Syste`me de came´ras ste´re´oscopiques
(baseline) est constante. Dans le cas d’une reconstruction came´ra-projecteur, la posi-
tion relative change selon le projecteur utilise´ et les reconstructions sont de pre´cision
variables. Si, par exemple, on a besoin de plus de de´tail a` un endroit particulier,
on peu approcher les deux came´ras. Par contre, un projecteur est ge´ne´ralement ﬁxe
dans la sce`ne et ne peut donc pas eˆtre de´place´.
2.1 Coordonne´es projectives
Les points 2D et 3D sont ge´ne´ralement exprime´s en coordonne´es projectives (ou
homoge`nes). Un vecteur dans un espace a` n dimensions Rn peut eˆtre repre´sente´
dans l’espace projectif correspondant Pn par un vecteur de n + 1 composantes.
Par exemple, un vecteur 3D serait repre´sente´ dans P3 par xh = (x, y, z, w). Ce
meˆme vecteur s’exprime dans R3 en divisant xh par son dernier e´le´ment: x =
(x/w, y/w, z/w). A` l’inverse, on peut homoge´ne´iser un vecteur en y ajoutant un
1: xh = (x/w, y/w, z/w, 1). Deux vecteurs homoge`nes ne diﬀe´rant que par un facteur
d’e´chelle sont donc conside´re´s e´quivalents. Un point projectif dont la composante
w = 0 est conside´re´ comme e´tant a` l’inﬁni et ne peut eˆtre repre´sente´ dans R3.
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On utilise les coordonne´es projectives pour harmoniser la translation avec autres
transformations aﬃnes. Dans un espace Rn, si les transformations aﬃnes telles la
rotation ou le cisaillement peuvent eˆtre repre´sente´es par une matrice n × n, il n’est
pas de meˆme pour la translation, que l’on exprime par une addition de deux vecteurs.
On ne peut donc combiner dans une meˆme matrice . Le passage a` l’espace projectif
re`gle ce proble`me. On peut repre´sente´r une transformation aﬃne 3D par une matrice
4× 4:

A3×3
0
0
0
0 0 0 1

On peut aussi repre´senter une translation en 3D similairement:
x+ tx
y + ty
z + tz
1

=

1 0 0 tx
0 1 0 ty
0 0 1 tz
0 0 0 1

·

x
y
z
1

Il est donc possible de combiner translations et transformations aﬃnes en enchaˆınant
les multiplications de matrices.
Les coordonne´es projectives permettent aussi de faciliter le passage du monde 3D
vers une projection sur un plan 2D a` l’aide d’une matrice 4× 3:

u
v
w
 =

1 0 0 tx
0 1 0 ty
0 0 1 tz
 ·

x
y
z
1

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2.2 Mode`le de Came´ra
Le mode`le de came´ra ge´ne´ralement utilise´ en vision est celui de la came´ra ste´nope´
(ou pinhole) [19, chapitre 2]. Ce mode`le de´crit la relation entre un point 3D et sa
projection sur un plan image. Toute la lumie`re capte´e par la came´ra passe par un
point unique. L’ouverture de la came´ra pinhole e´tant 0, on la conside`re donc comme
une came´ra ide´ale dont la profondeur de champ est inﬁnie. C’est un mode`le simpliﬁe´
mais suﬃsant pour nos besoins.
Conside´rons un point 3D dans le syste`me de coordonne´es de la came´ra, pw, et
sa projection en un point 2D sur le plan image de la came´ra, pc, ces deux points en
coordonne´es projectives. La relation entre pw et pc est de´crite par une matrice 3× 4
W, qui contient les parame`tres internes de la came´ra:
pc ∝ W · pw (2.1)
xc
yc
1
 ∝

fx 0 cx 0
0 fy cy 0
0 0 1 0
 ·

xw
yw
zw
1

(2.2)
ou` fx et fy sont les distances focales exprime´es en pixels, et (cx, cy) est le centre de la
came´ra, e´galement en pixels. Pour une came´ra dont les pixels du capteur sont carre´s,
fx et fy sont e´gaux.
Dans notre cas, on a deux came´ras, l et r, avec chacune leur matrice interne,
Wl, Wr. La transformation entre les syste`mes de coordonne´es des deux came´ras est
de´crite par les matrices de rotation et translation, Rlr et Tlr, de sorte que:
pl ∝ Wl · pw
pr ∝ WrRlrTlr · pw
ou` pl et pr sont les points 2D projectifs dans les images des came´ras de gauche et
de droite.
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Distorsion radiale
Le mode`le de came´ra pinhole fait abstraction de toute notion de distorsions non
line´aire dues a` la lentille, et en particulier la plus commune, la distorsion radiale. Pour
des came´ras avec lentilles de tre`s haute qualite´, sans distorsion, c’est suﬃsant. En
pratique, toute lentille ame`ne au moins une le´ge`re distorsion radiale. Cette distorsion,
si on ne la prend pas en compte, peut grandement aﬀecter la calibration. Un syste`me
calibration qui tente de minimiser l’erreur de reprojection va tenter d’ajuster les
parame`tres internes pour compenser cette distorsion, ce qu’on veut e´viter.
Selon le mode`le pinhole, un point 3D projete´ sur le plan image nous donne un
point sans distorsion radiale (xu, yu). On veut connaˆıtre la position re´elle (xd, yd) de
ce point dans l’image de la came´ra apre`s avoir e´te´ aﬀecte´ par la distorsion radiale de
la lentille. On de´ﬁnit un point normalise´ (x�, y�) et le facteur de distorsion k comme
x� =
xu − cx
fx
y� =
yu − cy
fy
k = 1.0 + k1r
2 + k2r
4 ou` r2 = x�2 + y�2
pour obtenir la position re´elle:
xd = fxkx
� + cx
yd = fyky
� + cy
Ici, k1 et k2 sont les coeﬃcient de distorsion radiale de premier et second ordre. Le
mode`le admet des coeﬃcients d’ordre supe´rieur (jusqu’a` k6), ainsi que des parame`tres
de distorsion tangentielle, mais ils ne sont pas d’une grande utilite´ dans notre cas.
Chaque came´ra a donc son vecteur de coeﬃcients de distorsion radiale Kl et Kr,
contenant les coeﬃcients de premier et second ordre seulement.
En ge´ne´ral, on cherche plutoˆt a` enlever la distorsion radiale d’un point image.
Comme l’e´quation n’est pas inversible, on doit utiliser une me´thode ite´rative pour
approximer la position du pixel non distorsionne´ via OpenCV.
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2.3 Premie`re calibration (phase 1 : calibration planaire)
Lorsqu’on ne dispose d’aucune information sur les came´ra, on doit eﬀectuer une
premie`re calibration pour obtenir une estimation pre´liminaire de la calibration. Les
me´thodes de calibration classiques font appel a` un objet de calibration de dimensions
connues. De tels objets permettent de faire le lien entre des coordonne´es 3D re´elles
mesure´es sur l’objet lui-meˆme, avec les coordonne´es en pixel des points d’inte´reˆt de
l’objet dans l’image de la came´ra.
On utilise une me´thode simple et rapide, mais impre´cise, appele´e calibration par
plans [19, section 6.3.1]. L’objet de calibration en question dans cette me´thode est un
damier imprime´ sur un plan. Cette calibration utilise des images de ce damier prises
sous diﬀe´rents points de vue. Les coins du damier sont de´tecte´s automatiquement [3,
chapitre 11] et on proce`de a` une calibration dite planaire .
(a) (b)
Figure 2.2. Damiers observe´s en ste´re´o
L’impre´cision de cette me´thode provient du fait que la distorsion radiale de la
lentille peut eˆtre interpre´te´e par angle de vue le´ge`rement plus grand ou plus petit.
Aussi, les coins du damier peuvent eˆtre mal de´tecte´s, leurs coordonne´es errone´es dans
l’image vont bien suˆr aﬀecter le re´sultat.
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Impact de la qualite´ de la calibration sur les re´sultats
La pre´cision d’une calibration peut se mesurer par l’erreur de reprojection. Apre`s
une premie`re calibration, notre erreur est typiquement de 5 pixels. Ce re´sultat est
obtenu en mode´lisant la distorsion radiale.
Puisque l’erreur de reprojection est de´terminante pour la qualite´ des reconstruc-
tions 3D ﬁnales, il est important de proce´der a` une seconde calibration pour la re´duire
le plus possible. Apre`s cette e´tape, l’erreur sera re´duite a` environ 0.1 pixels. On peut
voir plus loin dans la ﬁgure 2.4 qu’une calibration avec erreur de reprojection mini-
male est cruciale pour eˆtre en mesure de bien aligner les nuages de points entre eux.
On remarque que la calibration initiale est trop impre´cise pour donner un re´sultat
acceptable.
2.4 Seconde calibration (phase 2: calibration non-line´aire)
Comme la calibration planaire ste´re´o d’OpenCV peut eˆtre inexacte, on doit proce´der
au raﬃnement de la solution. On va prendre les re´sultats de deux mises en corre-
spondances d’un meˆme projecteur de deux points de vue diﬀe´rents.
Typiquement, on va prendre la premie`re mise en correspondance qui est en ge´ne´ral
cadre´e pour occuper tout le champ de vision des deux came´ras, ainsi qu’une seconde
mise en correspondance prise d’un point de vue diﬀe´rent mais qui englobe la meˆme
portion d’e´cran (voir ﬁgure 2.3). Cette seconde mise en correspondance ne servira
pas dans la reconstruction mode`le 3D de l’e´cran de projection, elle ne sert qu’au
raﬃnement de la calibration. On va utiliser la calibration du syste`me de came´ras
ste´re´oscopiques obtenue pre´ce´demment pour produire deux mode`les 3D sous forme
de nuages de points (voir ﬁgure 5.2, chapitre 5, p. 40). Comme ces deux mise en
correspondances ont e´te´ faites pour le meˆme projecteur, on a une bijection entre point
des deux mode`les. Si on aligne les deux mode`le du mieux qu’on peut (least squares),
la distance (l’erreur) entre chaque paire de points 3D nous donne une bonne ide´e de
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la qualite´ de la calibration. C’est a` partir de cette ide´e ge´ne´rale qu’on va proce´der.
projecteur
caméras
position A
caméras
potision B
Figure 2.3. Disposition des came´ras pour la seconde calibration.
On utilise ici l’algorithme de minimisation de fonction non-line´aire de Levenberg-
Marquardt pour trouver une meilleure solution a` la calibration [12, chapitre 10.2].
Cette me´thode consiste a` chercher dans l’espace des parame`tres d’une fonction a`
partir d’une estimation initiale, jusqu’a` ce que la somme des carre´es des re´sultats de
la fonction sur un ensemble de donne´es arrive a` un minimum local.
Les parame`tres soumis a` l’algorithme sont les variables de la calibration ste´re´o,
soit les parame`tres internes des deux came´ras, leurs coeﬃcients de distorsion radiale,
ainsi que la rotation et translation entre les deux came´ras:
• les deux matrices des parame`tres internes Wl, Wr, constitue´es chacune des
parame`tres fx, fy, cx et cy. La forme de ces matrices suit celle de W aux
l’e´quations 2.1 et 2.2.
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• les deux vecteurs de coeﬃcients de distorsion radiale Kl, Kr.
• la rotation et translation RlrA et TlrA entre les syste`mes de coordonne´es des
came´ras pour le premier point de vue A.
• la rotation et translation RlrB et TlrB entre les syste`mes de coordonne´es des
came´ras pour le second point de vue B. C¸a peut sembler superﬂu, mais le
montage de came´ras ste´re´o n’est pas ne´cessairement aussi rigide qu’on le croit,
et pourrait avoir bouge´ le´ge`rement entre deux prises de vues.
• le rotations et translation RB→A et TB→A entre les points 3D reconstruits des
deux points de vue A et B.
Les rotations RlrA, R
lr
B et RB→A sont exprime´es en angles selon les trois axes, et de
meˆme pour les translations TlrA, T
lr
B et TB→A, exprime´s seulement en (x, y, z). C¸a
nous donne un espace de parame`tres de 26 dimensions.
Soit un point d’une sce`ne illumine´ par une projecteur P , observe´ par deux came´ras
(L et R), successivement place´es en deux points de vue diﬀe´rents (A et B). Ce point
peut eˆtre triangule´ par les came´ras L et R inde´pendamment dans chaque point de
vue, pour donner les points 3D pA et pB. Ces points repre´sentent un meˆme point
3D de la sce`ne, mais dans des syste`mes diﬀe´rents qui sont relie´s par RB→A et TB→A.
Lorsqu’il est visible de l’ensemble des came´ras, ce point de la sce`ne est dit AB-visible
et de´ﬁnit une correspondance entre les deux vues A et B et du meˆme coups permet
d’estimer la relation entre ces vues (RB→A et TB→A).
Les donne´es utilise´es pour la minimisation sont les deux ensembles de mises en
correspondances prises de deux points de vues diﬀe´rents (A et B) pour chaque came´ra
(du point de vue du projecteur): MPLi , M
PR
i , i = {A,B}, ou` P est le projecteur, L
la vue gauche, et R la vue droite. Seuls les points AB-visibles seront utilise´s pour la
minimisation.
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Soit j un index dans l’ensemble des points AB-visibles du projecteur P . On a:
pA(j) = Triangule(M
PL
A (j),M
PR
A (j),Wl,WrRT
lr
A,Kl,Kr)
pB(j) = Triangule(M
PL
B (j),M
PR
B (j),Wl,WrRT
lr
B,Kl,Kr)
pAB(j) = TrianguleSD(M
PL
A (j),M
PR
A (j),Wl,WrRT
lr
A,
MPLB (j),M
PR
B (j),WlRTB→A,WrRT
lr
BRTB→A,
Kl,Kr)
ou`
RTlrA = R
lr
AT
lr
A
RTlrB = R
lr
BT
lr
B
RTB→A = RB→ATB→A
La fonction Triangule(p1,p2,M1,M2,K1,K2) calcule par triangulation le point
3D qui se projette en p1 et p2 si on lui applique respectivement la matrice de projec-
tion M1 et M2 et la distorsion K1 et K2.
La fonction TrianguleSD(p1,p2,M1,M2,p3,p4,M3,M4,K1,K2) eﬀectue une tri-
angulation surde´termine´e a` partir de 4 correspondances de 4 came´ras vers un meˆme
point d’un projecteur.
La fonction a` minimiser est la norme carre´e du vecteur suivant:
verr =

�pA(j)− pAB(j)�
...
�pB(j)− pAB(j)�
...
�MPLA (j)− distort(WlpA(j),Kl)�+ �MPRA (j)− distort(WrpA(j),Kr, )�
...
�MPLB (j)− distort(WlpB(j),Kl)�+ �MPRB (j)− distort(WrpB(j),Kr, )�

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On peut tre`s bien voir l’ame´lioration des re´sultats lorsqu’on aligne deux nuages de
points partiels d’un meˆme projecteur. Si la calibration est mauvaise, deux reconstruc-
tions de points de vue diﬀe´rent des meˆmes points d’un projecteur auront une forme
diﬀe´rente et ne pourront eˆtre aligne´s parfaitement utilisant la me´thode de´crite dans la
section 5.4. On le remarque tre`s clairement dans la ﬁgure 2.4(a). Avec une calibration
raﬃne´e (ﬁgure 2.4(b)), l’alignement peut eˆtre fait beaucoup plus pre´cise´ment.
De toute e´vidence, la sophistication de la me´thode de calibration ne peut suﬃre
a` obtenir de bons re´sultats. Les correspondances projecteur-came´ra doivent d’abord
eˆtre d’une grande qualite´. L’obtention des correspondances sera pre´sente´ dans le
prochain chapitre.
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(a)
(b)
Figure 2.4. Deux nuages de points partiels d’un projecteur aligne´s avec et sans
raﬃnement de la calibration
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Chapitre 3
MISE EN CORRESPONDANCE
Pour obtenir un mode`le tridimensionnel d’une sce`ne, il faut proce´der a` une mise en
correspondance suivie d’une triangulation. Le mode`le 3D est incontournable puisqu’il
servira ensuite a` calculer comment projeter des images corrige´es sur la surface.
Ge´ne´ralement, on utilise une paire de came´ras, ou une paire came´ra-projecteur
pour la mise en correspondance. Une paire de came´ras seule oblige le recours a` une
reconstruction ste´re´oscopique, qui est impre´cise et de´pend de la texture des objets
observe´s (reconstruction passive) [19, section 11.3]. Un projecteur peut aussi aug-
menter une sce`ne et rendre la reconstruction plus facile et pre´cise (reconstruction
active) [11]. Dans cette situation, le projecteur ne participe pas directement a` la
mise en correspondance et le choix de ce qu’il projette n’a que peu d’importance.
Dans notre cas, on dispose de deux came´ras et d’un ou plusieurs projecteurs. On
va donc utiliser une me´thode active ou` le projecteur participe activement a` la mise
en correspondance, la reconstruction a` lumie`re non-structure´e.
3.1 Lumie`re structure´e
La lumie`re structure´e consiste a` encoder d’une manie`re ou d’une autre les coordonne´es
2D des pixels d’un projecteur dans des motifs. Ces motifs sont ensuite projete´s
puis capte´s par une came´ra. On cherche a` mettre en correspondance les pixels du
projecteur avec les pixels de la came´ra en de´codant les motifs tels que capte´s par la
came´ra.
La fac¸on la plus simple d’encoder les positions des pixels de projecteur est d’utiliser
directement leur code binaire. Par exemple, pour un projecteur d’une re´solution de
256 × 256, on peut encoder les coordonne´es dans les deux axes sur 8 bits. Une
position de (123, 45) a le code binaire (01111011, 00101101). A partir de ces codes,
on cre´e un motif pour chaque bit contenant des barres noires et blanches selon la
valeur du bit. Comme illustre´ dans la ﬁgure 3.1, on encode les positions selon l’axe
horizontal sous forme de barres verticales ou` l’intensite´, noir ou blanc, correspond a`
la valeur du bit. On fait de meˆme pour l’axe vertical avec des motifs dans l’autre
sens.
(a) (b)
Figure 3.1. Motifs binaires (a) et en code de Gray (b) selon l’axe des x pour
les 4 bits les plus signiﬁcatifs
Pour ame´liorer la robustesse de ce type de type de motifs, on peut encoder les
coordonne´es des pixels sous forme de code de Gray. Les codes de Gray sont aussi des
codes binaires, mais qui ont la particularite´ que les codes de deux valeurs successives
ne diﬀe`rent que d’un seul bit. Ce sont les motifs les plus couramment utilise´s pour
faire de la reconstruction 3D [8].
Avec ces me´thodes structure´es, la correspondance se fait toujours du point de vue
de la came´ra: chaque pixel de la came´ra se voit attribuer un code correspondant a`
une position dans l’image du projecteur. Or, on a parfois besoin de la mise en cor-
respondance du point de vue du projecteur. C’est eﬀectivement notre cas. Comment
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faire? On peut inverser le mapping came´ra vers projecteur, mais ce mapping n’est
ge´ne´ralement pas inversible, parce qu’il peut contenir des trous ou des matchs multi-
ples. On va donc aller vers une me´thode non structure´e, qui permettra a` chaque pixel
de la came´ra de trouver un correspondant dans le projecteur, et syme´triquement a`
chaque pixel du projecteur de trouver son correspondant dans la came´ra.
3.2 Lumie`re non structure´e
La diﬀe´rence majeure entre la lumie`re structure´e classique et la pre´sente me´thode
est le fait qu’on n’encode pas l’information de position des pixels du projecteur dans
les motifs [4]. On va plutoˆt cre´er des motifs de bandes ale´atoires (ﬁgure 3.2). Ces
motifs on plusieurs avantages par rapport a` ceux vus pre´ce´demment. En premier
lieu, ces motifs sont re´sistants a` l’illumination indirecte. Si on prend le premier motif
issu d’un encodage binaire (ﬁg 3.1), la moitie´ de la sce`ne est illumine´e directement
par le projecteur, l’autre moitie´ restant dans le noir. Or, la lumie`re du projecteur
sur la moitie´ de la sce`ne est re´ﬂe´chie et illumine indirectement l’autre moitie´ de la
sce`ne, ce qui cause invariablement des erreurs quand on tente de seuiller les valeurs
de tons de gris de la came´ra pour de´terminer la valeur du bit. Les pre´sents motifs ont
une largeur de bande de fre´quences (choisie en fonction de la sce`ne) assez petite, et
les zones noires et blanches sont uniforme´ment distribue´es. L’illumination indirecte
re´sultant de la projection d’un tel motif reste constant pour toute la sce`ne.
Ces motifs sont e´galement spatialement cohe´rents, c’est-a`-dire que deux pixels
voisins se verront attribuer des codes tre`s similaires. On peut constater dans l’exemple
que deux pixels voisins se situent le plus souvent dans la meˆme bande noire ou blanche.
Lorsqu’une correspondance est e´tablie entre un pixel du projecteur et de la came´ra, il
est donc probable qu’on puisse en trouver une meilleure dans les voisinages des deux
positions.
La me´thode n’a pas que des avantages: on doit projeter plus de motifs que pour
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Figure 3.2. Motifs de lumie`re non-structure´e.
les codes de Gray. E´tant donne´ la nature ale´atoire de ces motifs, il faut assez de
motifs pour s’assurer qu’on ait assez de bits pour eˆtre en mesure de diﬀe´rencier les
pixels entre eux.
Aussi, comme l’information de la position des pixels n’est pas encode´e dans les
motifs, on doit chercher soi-meˆme pour trouver les pixels correspondants, ce qui n’est
pas ne´cessaire avec les me´thodes structure´es. Par contre, parce que l’on obtient une
mise en correspondance dans les deux sens en meˆme temps (de la came´ra vers le
projecteur et vice-versa), c’est un faible prix a` payer.
Choix des motifs
Pour ge´ne´rer tels motifs, on se´lectionne une bande de fre´quences en fonction du
ratio entre la taille des pixels des projecteurs et des came´ras. Pour chacune de ces
fre´quences, on ﬁxe l’amplitude a` 1 et on choisit la phase de fac¸on ale´atoire. On
construit une image dans le domaine des nombres complexes contenant la phase des
fre´quences choisies. On applique une transforme´e de Fourrier inverse sur cette image,
et on binarise le re´sultat, ce qui nous donne un motif a` l’aspect voulu.
Pour obtenir un bit d’information pour un pixel donne´, on prend simplement le
signe de la diﬀe´rence entre la valeur du motif et de l’intensite´ moyenne observe´e sur
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tous les motifs utilise´s. Apre`s avoir projete´ puis capte´ n motifs, on a des codes de n
bits pour chaque pixel du projecteur et de la came´ra.
Figure 3.3. Motif projete´ sur l’e´cran lors de la mise en correspondance.
Mise en correspondance
La ve´ritable mise en correspondance entre les pixels des projecteurs et des came´ras
se fait de fac¸on ite´rative.
On de´bute par se´lectionner b = �log(wproj × hproj)� positions de bits au hasard.
On baˆtit une table de hachage pour b bits qu’on remplit avec les codes de n bits en
prenant comme cle´ de hachage les bits choisis au hazard parmi ces codes. On fait de
meˆme pour les codes de la came´ra et du projecteur.
On parcourt ensuite les deux tables de hachage simultane´ment pour comparer les
codes complets du projecteur et de la came´ra la` ou` ces codes se sont vus attribuer
la meˆme cle´. On calcule un couˆt de mise en correspondance e´gal aux nombre de bits
diﬀe´rents entre les codes du projecteur et de la came´ra. Si le couˆt est infe´rieur a` celui
de l’ite´ration pre´ce´dente, on met a` jour le pixel correspondant.
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On choisit ensuite b nouvelles positions de bits, et on recommence le processus de
hachage. On arreˆte quand la solution se stabilise.
Pre´cision Sous-pixel
Pour obtenir les coordonne´es en sous-pixel, on obtient les codes diﬀe´remment [5].
Pour une mise en correspondance sans pre´cision sous-pixel, le signe de la diﬀe´rence
entre les valeurs d’un motif avec celles de l’image moyenne nous donne des codes de
n bits pour n motifs. Pour le sous-pixel, on va avoir besoin de beaucoup plus de bits
par code. On va plutoˆt aller chercher le signe de la soustraction de toutes les paires
de motifs possible, ce qui donne des codes de longueur
�
n
2
�
.
Figure 3.4. Exemple d’un motif utilise´ pour obtenir une pre´cision sous-pixel.
Il faut par contre ﬂouer les patterns pour e´viter les ambigu¨ıte´s quand les sous-
tractions de motifs donnent ze´ro pour un pixel donne´. Le match se fait de la meˆme
fac¸on. Les patterns on la proprie´te´ d’eˆtre spatialement cohe´rents: les codes de deux
pixels voisins sont toujours tre`s similaires, a moins d’une discontinuite´ sur la surface
de projection. Comme les pixels de came´ra et de projecteurs ne sont jamais parfaite-
ment aligne´s, encore moins avec une correspondance un pour un, chaque code vu par
la came´ra est en fait un me´lange de multiples codes du projecteur.
Pour expliquer la suite de la me´thode, on va se limiter a` une seule dimension.
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On cherche les passages par ze´ro entre les paires de motifs. Pour une paire de
motifs donne´e, mi et mj, si deux pixels voisins x et x + 1 se voient attribuer un bit
diﬀe´rent, on en de´duit que la diﬀe´rence interpole´e des intensite´s des deux motifs pour
ces deux pixels passe par ze´ro. Plus pre´cise´ment, on a un passage par ze´ro entre deux
pixels voisins quand mi[x] > mj[x] et mi[x+ 1] < mj[x+ 1] ou vice-versa.
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Figure 3.5. Passage par ze´ro. L’image (b) montre avec plus de de´tail la zone
mise en e´vidence en rouge dans l’image (a).
On suppose que les intensite´s interpole´es e´voluent line´airement entre les deux
pixels voisins 3.5(b). On peut donc trouver la localisation Λ du passage par ze´ro:
(1− Λ)mi[x] + Λmi[x+ 1] = (1− Λ)mj[x] + Λmj[x+ 1] (3.1)
On construit l’histogramme h de tous les Λ pour chaque paire de motifs qui ge´ne`re
un bit diﬀe´rent pour deux pixels voisin. A` partir de h, on construit un histogramme
cumulatif H a` partir duquel on peut directement aller cherche la ve´ritable position
du match en sous-pixel. On n’a qu’a compter le nombre de bits diﬀe´rent t entre
le code du point de vue de la came´ra et le code correspondant du point de vue du
projecteur, puis trouver la premie`re classe (bin) i dans l’histogramme cumulatif H
telle que H(i) ≥ t. Le de´placement en sous-pixel λ d’un pixel par rapport a` son voisin
est:
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λ = i+
t−H[i− 1]
H[i]
(3.2)
2D
Pour obtenir la pre´cision sous-pixel en deux dimensions, on va conside´rer quatre
pixels voisins plutoˆt que deux. On va trouver le de´placement en sous-pixel (λx,λy) en
calculant l’intersection entre deux plans biline´aires de´ﬁnis par les valeurs en niveau
de gris des motifs des quatre pixels voisins. Cette intersection correspond au passage
par ze´ro vu pre´ce´demment, mais en 2D cette fois. Le calcul des valeurs de (λx,λy)
est explique´ dans [5].
3.3 Triangulation
On capture les motifs du projecteur avec deux came´ras calibre´es en meˆme temps.
Comme on fait le match entre les pixels de chaque came´ra des meˆmes motifs des
projecteurs, on a pour chaque points du projecteur une correspondance dans les deux
came´ras qu’on peut utiliser directement pour trianguler en 3D. L’avantage de la mise
en correspondance en ste´re´o vient du fait que les came´ras sont de´ja` calibre´es entre
elles. Si on faisait la mise en correspondance avec une seule came´ra, on serait force´
de calibrer la pose entre les projecteurs et chaque position de came´ra, ce qui est
peu pratique et diﬃcile a` faire e´tant donne´ que les points reconstruits ne sont pas
ne´cessairement propices a` une bonne calibration.
3.4 Sce`nes de grandes tailles
Souvent, la situation en projection sur surface arbitraire implique une surface de
grande dimension illumine´e section par section par de multiples projecteurs. Ide´alement,
on utiliserait une seule came´ra pour reconstruire l’ensemble de la sce`ne a` partir
d’un seul point de vue. Cela est malheureusement impossible. La came´ra n’aura
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(a)
(b)
Figure 3.6. Nuages de points re´sultant de la triangulation a` partir des mises en
correspondance avec et sans pre´cision sous-pixel.
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ge´ne´ralement une re´solution suﬃsante, et donc le mode`le sera moins pre´cis. Aussi,
la surface a` reconstruire peut eˆtre impossible a` voir d’un seul point de vue, comme
lorsqu’il y a de l’occlusion, des obstacles, ou des formes concaves.
On va donc reconstruire la surface par morceaux en de´plac¸ant la came´ra, comme
illustre´ dans la ﬁgure 3.7. On aura alors plusieurs reconstructions pour un meˆme
projecteur que l’on devra fusionner par la suite (voir section 5.6).
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(a)
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Figure 3.7. Reconstruction par morceaux. Les projecteurs P1 et P2 sont ﬁxes.
Les came´ras sont de´place´es se´quentiellement jusqu’a` ce qu’on ait entie`rement
couvert la surface. Notez qu’entre (b) et (c), les came´ras n’ont pas bouge´: il
est ne´cessaire de reconstruire la zone de chevauchement d’un seul point de vue
pour les deux projecteurs pour qu’ils soient de´ja` aligne´s en 3D.
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(a) (b)
(c) (d)
Figure 3.8. (a) et (b): deux reconstruction partielles pour un projecteur. (c)
Les deux meˆmes reconstructions aligne´es et superpose´es. (d) Les deux mode`les
fusionne´s
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Chapitre 4
ALIGNEMENT PHOTOME´TRIQUE
Avant de reconstruire un mode`le 3D de l’e´cran, on doit proce´der a` l’alignement
photome´trique les projecteurs entre eux. Cette e´tape s’eﬀectue en 2D et ne re-
quiert pas de disposer d’un mode`le 3D de l’e´cran. Les projecteurs ont des zones de
chevauchement pour e´viter les trous dans la projection. L’alignement photome´trique
consiste a` ajuster l’intensite´ de chaque pixel des projecteurs dans ces zones de chevauche-
ment de manie`re a` ne obtenir une projection continue sans transitions visible entre
les projecteurs. En d’autres mots, il s’agit de faire un fondu progressif entre deux
projecteur ou plus. Cet ajustement d’intensite´ se fait sous la forme d’un masque de
mixage qui module la valeur des pixels pour l’image du projecteur.
Lorsqu’on fait une mise en correspondance d’un point de vue ou` les came´ras
voient l’image de plus qu’un projecteur a` la fois, on va calculer ce fondu a` partir des
intensite´s des pixels des projecteurs telles que perc¸ues par les came´ras. L’alignement
photome´trique n’est calcule´ que pour les pixels des projecteurs eﬀectivement vus par
les came´ras. Donc pour un projecteur donne´, on peut avoir plusieurs masques de
mixage partiels que l’on devra fusionner par la suite.
L’algorithme propose´ est ite´ratif. On veut calculer un facteur d’e´chelle de l’intensi-
te´ pour chaque pixel de chaque projecteur dans les zones de chevauchement de fac¸on a`
ce que la somme des intensite´s telles que capte´es par la came´ra soit lisse. Cette somme
S, initialise´e a` la valeur maximale des intensite´s, ainsi que les intensite´s maximale
de chaque projecteur individuel Ii, sont lisse´s a` chaque ite´ration. Les valeurs de S
et des Ii hors des zones de chevauchement sont ensuite remises a` leur valeur initiale.
Les pixels des Ii a` l’inte´rieur de la zone de chevauchement sont multiplie´s par le ratio
entre S et la somme s des Ii, pour assurer que la somme des intensite´s des projecteurs
(a) (b)
(c)
Figure 4.1. (a) et (b) Intensite´s maximum des deux projecteurs vu de la came´ra.
(c) Intensite´s maximum pour tous les projecteurs en meˆme temps.
ne de´passent pas S. L’algorithme termine lorsque la diﬀe´rence entre deux solutions
d’ite´rations successive est suﬃsamment petite.
On a donc:
• Imaxi : intensite´ maximale capte´e par la came´ra lors de la captation pour le
projecteur i.
• Imap: pour chaque pixel de came´ra, le nombre de projecteurs qui projettent a`
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cet endroit.
• Imaxall : valeur maximum dans la came´ra pour tous les projecteurs a` la fois.
Imaxall (x, y) = max(I
max
i (x, y), ∀i ∈ [0..Nproj ])
• Sk : somme de´sire´e des intensite´ des projecteurs du point de vue de la came´ra,
a` l’ite´ration k. S0 est initialise´s a` Imaxall .
• Iki : le mixage normalise´ du projecteur i a` l’ite´ration k du point de vue de la
came´ra. I0i est initialise´ a` I
max
i .
Le lissage de la somme Sk est de´ﬁni comme suit:
S0(x, y) = Imaxall (x, y)
Sk(x, y) =

0 si Imap(x, y) = 0
Imaxall (x, y) si I
map(x, y) = 1
flou(Sk−1)(x, y) si Imap(x, y) > 1
ou` flou() applique un lissage spatial gaussien. Le mixage non normalise´ Iˆki des
projecteurs est calcule´ comme suit:
Iˆki (x, y) = min
�
flou(Ik−1i )(x, y), I
max
i (x, y)
�
Ici, on ne garde que le minimum entre Imaxi et les valeurs re´sultant du lissage de I
k−1
i
parce que l’intensite´ d’un pixel ne doit pas eˆtre plus e´leve´e que l’intensite´ maximale
telle que capte´e par la came´ra. E´videmment, dans les zones ou Imaxi = 0, le mixage
doit rester 0.
Le mixage normalise´ Iki est de´ﬁnit par
Iki (x, y) =

Iˆki (x,y)
s
Sk(x, y) si s > 0
0 sinon
(4.1)
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Figure 4.2. E´volution du mixage au ﬁl des ite´rations. Les courbes en bleue et
rouge sont les intensite´s maximum de deux projecteurs telles que capte´es par
la came´ra, la courbe en beige est la somme de´sire´e des intensite´s, et la courbe
pointille´e Imaxall
ou`
s =
Nproj�
i=1
Iˆki (x, y) (4.2)
Lorsque s > 0, au moins un projecteur projette sur ce point, sinon Iki (x, y) =
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Imaxi (x, y) = 0 parce qu’il n’y a aucune projection a` cet endroit.
Le calcul ite´ratif du mixage s’arreˆte lorsque le crite`re
Nproj�
i
xs�
x
ys�
y
�Iki (x, y)− Ik−1i (x, y)� ≤ C
est satisfait. C est ﬁxe´ arbitrairement a` une valeur suﬃsamment petite pour con-
side´rer que la solution s’est stabilise´e. La remise a` l’e´chelle garantie qu’a` chaque
ite´ration, la solution est valide, c.-a`-d. que la somme des intensite´s des projecteurs
ne de´passe jamais Sk. On choisit donc C pour obtenir un re´sultat suﬃsamment lisse.
Le mixage ﬁnal Imixi doit eˆtre normalise´ pour chaque projecteur en fonction de
l’intensite´ maximale qu’il peut ge´ne´rer:
Imixi (x, y) =

Iki (x,y)
Imaxi (x,y)
si Imaxi (x, y) > 0
0 sinon
(a) (b) (c)
Figure 4.3. Re´sultats du calcul du mixage ﬁnal, du point de vue des projecteurs.
Puisque la reconstruction d’une surface de projection se fait par morceaux, on va
avoir plusieurs Imix partiels pour un meˆme projecteur. On verra plus tard comment
fusionner les diﬀe´rentes vues pour chaque projecteur.
35
Chapitre 5
RECONSTRUCTION 3D
La reconstruction d’objets 3D a` partir de paires d’images ste´re´o est un proble`me
classique de la vision par ordinateur. Une fois une correspondance e´tablie entre deux
vue d’un meˆme objet, la triangulation peut eˆtre utilise´e pour calculer la coordonne´e
3D du point associe´ a` cette correspondance.
E´videmment, la triangulation requiert une calibration pre´alable. Puisque dans
notre cas seules les came´ras sont calibre´es, la triangulation devra se faire a` partir
de deux came´ras. Les came´ras n’e´tant pas mise en correspondance directement, on
passera par l’interme´diaire d’un projecteur. Ainsi, seuls les points visibles des deux
came´ras et du projecteur seront reconstruits.
Le re´sultats d’une triangulation est un nuage de points 3D dans le syste`me de la
came´ra gauche associe´ a` un point de vue donne´, et pour un projecteur choisi. On ob-
tiendra donc un maximum de (nombre de points de vues) × (nombre de projecteurs)
nuages de point 3D. La triangulation sera de´crite dans les sections 5.1, 5.2 et 5.3.
Puisque notre but est d’obtenir une seule reconstruction cohe´rente de la surface
de reprojection, un processus de re´alignement sera applique´ aux nuages reconstruits.
Deux nuages obtenus de deux points de vue diﬀe´rents pour un meˆme projecteur
devront eˆtre aligne´s entre eux. Notons que ces nuages sont de´ja` mis en correspondance
par le fait qu’ils sont associe´s au meˆme projecteur. Cette e´tape sera de´crite a` la section
5.4.
En the´orie, deux nuages obtenus d’un meˆme point de vue avec des projecteurs
diﬀe´rents devraient de´ja` eˆtre aligne´s puisqu’ils sont exprime´s dans le meˆme syste`me
de coordonne´es (celui de la came´ra gauche de ce point de vue). Cette situation est
de´crite a la section 5.5.
Puisque la reconstruction 3D sera ultimement utilise´e pour de´former des pro-
jections, il est important de n’avoir qu’un seul point reconstruit par pixel d’image
de projecteur. Ainsi, il faudra fusionner les reconstructions issues de points de vue
multiple. Cette e´tape sera de´crite a` la section 5.6.
5.1 Pre´traitement des mises en correpondance
On a des images de mise en correspondance, mais ce ne sont pas tous les points de
ces images qui nous inte´ressent. On va devoir faire une e´limination de l’arrie`re-plan
pour se de´barrasser de tous les points hors de l’e´cran.
On fait un remplissage par diﬀusion de l’image pour de´terminer les zones connexes
dans les images de mise en correspondance. Chacune de ces zones se voit attribuer
une e´tiquette ez, qui est incre´mente´e chaque fois que le remplissage termine et qu’on
tombe dans une nouvelle zone. Pour un pixel p donne´, on poursuit le remplissage
chez un voisin q si la distance entre les valeur (x, y) des correspondances de p et q
est en dec¸a` d’un seuil de tole´rance. La re´gion ainsi remplie ne contient donc que des
pixels connexes, sans discontinuite´s. Pour chaque pixel, on incre´mente un compteur
associe´ au ez de la re´gion.
E´tant donne´ que la prise d’image est faite en sorte que la re´gion reconstruite la
plus vaste est celle qui nous inte´resse, on choisit la re´gion qui contient plus grand
nombre de pixels. Les zones non-reconstruites ne contiennent que des donne´es tre`s
bruite´es qui re´sultent en une multitude de tre`s petites zone qu’on peut aise´ment
ignorer. Les zones qui ne sont pas dans la zone choisie se voient associer un couˆt
de mise en correspondance maximal pour qu’il ne soient plus conside´re´s dans les
traitements subse´quents.
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(a) (b)
Figure 5.1. E´limination des zones non-reconstruites. Les re´gions teinte´es de
bleu dans l’image de gauche seront ignore´es dans les traitements subse´quents.
5.2 Triangulation
Une triangulation sera eﬀectue´e pour chaque point de vue et chaque projecteur. On
part des images de correspondance du projecteur. Pour chaque projecteur, on a deux
mises en correspondance, une vers chaque came´ra. Pour chaque point du projecteur,
on a donc les coordonne´es en pixel (ou sous pixel) dans les came´ras de gauche et
droite. On enle`ve la distorsion radiale des coordonne´es image des deux came´ras, puis
on les triangule par la minimisation d’un syste`me d’e´quation line´aire [19, section 7.1]
On a donc deux points en coordonne´es image sans distorsion radiale pl = (xl, yl)
et pr = (xr, yr), et on cherche le point 3D pw = (xw, yw, zw, ww) tel que pl = Klpw et
pr = KrRlrTlrpw. Si on pose
Ml = Kl et Mr = KrRlrTlr
ou a donc pour pl
xl =
ml00xw +ml01yw +ml02zw +ml03ww
ml20xw +ml21yw +ml22zw +ml23ww
yl =
ml10xw +ml11yw +ml12zw +ml13ww
ml20xw +ml21yw +ml22zw +ml23ww
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et une relation similaire pour pr (remplacer l par r).
Pour trouver pw = (xw, yw, zw, ww), on a donc le syste`me d’e´quations line´aires
xl(ml20xw +ml21yw +ml22zw +ml23ww)−ml00xw −ml01yw −ml02zw −ml03ww = 0
yl(ml20xw +ml21yw +ml22zw +ml23ww)−ml10xw −ml11yw −ml12zw −ml13ww = 0
xr(mr20xw +mr21yw +mr22zw +mr23ww)−mr00xw −mr01yw −mr02zw −mr03ww = 0
yr(mr20xw +mr21yw +mr22zw +mr23ww)−mr10xw −mr11yw −mr12zw −mr13ww = 0
qui peut s’exprimer sous forme matricielle
A

xw
yw
zw
ww

=

0
...
0

avec
A =

ml20xl −ml00 ml21xl −ml01 ml22xl −ml02 ml23xl −ml03
ml20xl −ml10 ml21xl −ml11 ml22xl −ml12 ml23xl −ml13
mr20xr −mr00 mr21xr −mr01 mr22xr −mr02 mr23xr −mr03
mr20xr −mr10 mr21xr −mr11 mr22xr −mr12 mr23xr −mr13

Pour re´soudre ce syste`me line´aire homoge`ne, on applique une de´composition en
valeurs singulie`res (SVD) sur A pour obtenir directement la position 3D triangule´e.
La ﬁgure 5.2 illustre une triangulation typique obtenue des correspondances.
5.3 Post-traitement: Lissage
La mise en correspondance en sous pixel nous donne certes une reconstruction plus
lisse que si on utilisait des match entiers. Or, comme l’illustre la ﬁgure 5.2, la recon-
struction reste tout de meˆme le´ge`rement bruite´e. Il est donc souhaitable de faire un
lissage du nuage de points. On va faire un simple ﬁltre moyenneur sur les positions
3D des points de la reconstruction. Cette technique de lissage est la plus rudimen-
taire, mais e´tant donne´ que la taille du ﬁltre utilise´e est tre`s petite, soit un rayon de
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(a)
(b) (c)
Figure 5.2. Nuage de points non ﬁltre´s
5 pixels dans l’image du projecteur, on va la pre´fe´rer a` d’autres me´thodes comme les
ﬁltres gaussien et bilate´ral pour la simple raison du temps de calcul.
5.4 Alignement de points de vues diﬀe´rents
Pour fusionner les nuages de points de vues multiples d’un meˆme projecteur, on doit
d’abord aligner entre eux les points qu’ont en commun chaque nuage de points 3D
associe´s aux diﬀe´rents points de vue. Si, par exemple, on a pour un projecteur deux
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(a)
(b) (c)
Figure 5.3. Nuage de points lisse´s, rayon de 5 points
nuages de points partiels Pa et Pb avec une zone de chevauchement entre les deux,
on va se´lectionner les points communs entre les deux projecteurs dans la zone de
chevauchement, Qa et Qb, et en de´duire la rotation et la translation.
On soustrait de chaque point de Qa et Qb leur centre de masse respectif pour
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obtenir une matrice Qˆa
Qˆa =

qa(1)− ca
qa(2)− ca
...
qa(n)− ca

ou` qa(j) est le point j de l’ensemble Qa et ou` n est le nombre de points dans Qa, et
ca le centre de masse de Qa de´ﬁni comme
ca =
1
n
n�
j=1
qa(j)
La matrice Qˆb est de´ﬁnie de fac¸on similaire. On va maintenant trouver la rotation
entre Qˆa et Qˆb, qui revient a` re´soudre le proble`me de Procrustes orthogonal [18]. On
forme la matrice de covariance H des points 3D des deux vues du projecteur P
H = QˆTa Qˆb
qui sera ensuite de´compose´e en valeurs singulie`res (SVD) pour obtenir une premie`re
estimation de la matrice de rotation R∗ qui minimise au sens des moindres carre´s la
distance entre les paires de points correspondants qa(j) et qb(j), pour 1 ≤ j ≤ n. On
a
[U,W, V T ] = SV D(H)
R∗ = (V UT )−1
Dans un monde ide´al, on pourrait s’arreˆter ici, et utiliser R∗ directement. En pra-
tique, il est possible que le syste`me de came´ras ste´re´o ait bouge´ le´ge`rement entre deux
prises de vues. Dans un tel cas, deux prises de vues d’un meˆme projecteur serait re-
construites a` des e´chelles diﬀe´rentes et donc impossible a` aligner si on suppose que
la rotation et la translation entre les deux came´ras sont immuables.
On va donc se servir de la matrice de rotation R∗ et des deux matrices de
translation de´crites par les centres de masse des deux reconstructions Ta = T [ca]
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et Tb = T [cb] comme point de de´part, et on va ajuster ces transformations de
fac¸on a` minimiser la distance re´elle entre chaque paire de points correspondant via
l’algorithme minimisation non-line´aire de Levenberg-Marquardt (voir section 2.4).
On va aussi inclure dans la minimisation la rotation et la translation entre les
deux came´ras du syste`me ste´re´oscopique pour la seconde reconstruction, Rlrb et T
lr
b .
Rlrb et T
lr
b sont initialise´es a` R
lr
a et T
lr
a qui, elles, resteront constantes.
On a donc un syste`me de n e´quations a` 12 variables initialise´es a` ze´ro:
• les diﬀe´rences d’angle dans les trois axes par rapport a` R∗: θx, θy, θz.
• la translation par rapport a` Tb.
• les diﬀe´rences d’angle dans les trois axes par rapport a` Rlra : φx, φy, φz.
• la translation par rapport a` Tlrb .
RΔ =
�
1 0 0
0 cos(θx) − sin(θx)
0 sin(θx) cos(θx)
�
·
�
cos(θy) 0 − sin(θy)
0 1 0
sin(θy) 0 cos(θy)
�
·
�
cos(θz) − sin(θz) 0
sin(θz) cos(θz) 0
0 0 1
�
RlrΔ =
�
1 0 0
0 cos(φx) − sin(φx)
0 sin(φx) cos(φx)
�
·
�
cos(φy) 0 − sin(φy)
0 1 0
sin(φy) 0 cos(φy)
�
·
�
cos(φz) − sin(φz) 0
sin(φz) cos(φz) 0
0 0 1
�
R = R∗RΔ
CRT = R
lrRlrΔT
lrTlrΔ
ART = TaR
∗RΔTbTΔ
verr =
�
�Pa(j)−A−1RTTriangule(Wl,WrCRT ,P2dlb(j),P2drb(j)
�
∀j ou` on a une correspondance entre deux points dans les nuage de points A et B. En
pratique, on ne prend qu’un sous ensemble des points dans la zone de chevauchement.
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Une fois le syste`me minimise´, il ne reste qu’a` trianguler de nouveau tous les points
de la prise de vue B selon l’alignement ART et la nouvelle transformation entre les
came´ras CRT . Comme les mise en correspondance sont prises se´quentiellement, on
part de la premie`re prise de vue, et on ajuste toutes les autres de fac¸on incre´mentale.
C’est-a`-dire, on ajuste la seconde prise de vue a` partir de la premie`re, et chaque prise
de vue subse´quente avec la pre´ce´dente.
Dans le cas ou` l’ordre des came´ras serait cyclique ou plus complexe qu’une simple
se´quence ordonne´e, il faudrait alors re´soudre tous les syste`mes de tous les points de
vue en meˆme temps.
5.5 Alignement de projecteurs diﬀe´rents
Pour un meˆme point de vue, on souhaite aligner deux nuages de points 3D associe´es
chacun a` un projecteur diﬀe´rent.
Dans le processus d’alignement incre´mental de´crit pre´ce´demment, on va invari-
ablement arriver a` la situation dans laquelle les deux prises de vues a` aligner sont
celles de deux projecteurs diﬀe´rents. Dans ce cas, on se rappelle que les deux mises
en correspondance en question ont e´te´ prises de la meˆme position de came´ras. On a
donc rien a` faire, en the´orie. On peut simplement attribuer les rotations/translations
de came´ras et d’alignement de la prise de vue du premier projecteur au second et
poursuivre avec les vues subse´quentes.
Si on s’apercevait que les deux reconstructions ne sont pas parfaitement aligne´es,
on pourrait proce´der comme pour l’alignement des reconstructions partielles de pro-
jecteurs. On n’aurait qu’a` prendre les coordonne´es des mises en correspondances des
came´ras directement plutoˆt que celles de projecteurs. En eﬀet, on a une correspon-
dance directe entre les deux projecteurs via les pixels des came´ras. En pratique, cette
situation ne se pre´sente jamais.
44
5.6 Fusion
Une fois que tous les nuages de points 3D des diﬀe´rentes vues pour un meˆme projecteur
sont aligne´s, on doit les fusionner. En eﬀet, les points se situant dans les zones de
chevauchement du projecteur ont e´te´s projete´s de plusieurs points de vues. Pour
obtenir une correspondance un-pour-un entre les points 3D et les pixels du projecteur,
on calcule une moyenne ponde´re´e de tous les points 3D reconstruits pour chaque pixel
du projecteur:
Pi =
�n
j=1WjiVji�n
j=1Wji
Cette ponde´rationWj doit eˆtre calcule´e pour chaque vue du projecteur. Cette sit-
uation est similaire a` celle de l’alignement photome´trique (chapitre 4), et on calculera
donc les poids de la meˆme fac¸on.
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Chapitre 6
MAILLAGE
Dans ce travail, on conside`re que la surface de projection est fait une surface
rectangulaire qui a e´te´ de´forme´e par e´tirement. On doit donc attribuer a` chaque
point 3D de la surface reconstruite une correspondance vers la surface rectangulaire
de re´fe´rence. Ceci correspond a` attribuer une coordonne´e texture 2D a` chaque point
3D. Pour e´tablir la correspondance, il sera ne´cessaire de transformer les nuages de
points 3D en une surface 3D, un maillage.
Le maillage ne fait qu’ajouter une proprie´te´ de connectivite´ a` un nuage de points
3D. Cela permettra ensuite de mesurer des distances ge´ode´siques sur le mode`le 3D
de l’e´cran. Ces distances serviront a` associer des coordonne´es textures 2D a` chaque
point de la surface.
Le maillage consiste en une se´rie de triangles forme´s a` partir des points du nuage,
de fac¸on a` cre´er une surface cohe´rente en 3D. C’est sur ces triangles qu’on pourra
ensuite calculer des distance sur la surface 3D elle-meˆme.
Puisque les points du nuage sont chacun associe´ a` un pixel d’un projecteur, ils
peuvent eˆtre ordonne´s selon les axes x et y de l’image du projecteur.
Sans cet ordre, on serait force´s d’utiliser d’autres me´thodes beaucoup plus cou-
teuses qui ne nous garantissent aucunement un maillage le plus re´gulier possible. On
connaˆıt donc exactement le voisinage de chaque point 3D, donc on peut faire un
maillage re´gulier sans utiliser de techniques avance´es.
Cette situation ide´ale ne pre´vaut que pour un seul projecteur a` la fois. Dans les
zones de chevauchement entre deux projecteurs, on va devoir entrecroiser les maillages
en modiﬁant les triangles existant pour pre´server une surface continue et re´gulie`re.
6.1 Partition de l’espace a` l’aide d’un octree
Pour acce´le´rer le maillage des zones de chevauchement, on construit un octree dans
lequel seront inse´re´es les triangles du mode`le. En eﬀet, on aura besoin d’un moyen
eﬃcace pour trouver l’areˆte du maillage la plus proche d’un point 3D donne´. Les
voxels de cet octree ont la particularite´ que tout triangle est inclu entie`rement dans
le voxel qui le contient. Le voxels seront donc agrandis pour englober les sommets
des triangles qu’il contient. Cela e´vite de chercher des triangles ou des areˆtes dans
plus d’un voxel a` la fois.
6.2 Maillage d’une grille re´guliere
Le maillage se fait un projecteur a` la fois. Le premier projecteur est maille´ selon
l’ordre naturel de son nuage de points, c’est-a`-dire selon l’ordre des pixels de son
image.
Figure 6.1. Maillage re´gulier
Pour obtenir un maillage re´gulier comme dans la ﬁgure 6.1, on parcourt chaque
coordonne´e (x, y) du projecteur. Pour chaque (x, y), on obtient le point 3D cor-
respondant Pi(x, y), ainsi que trois voisins imme´diats Pi(x + 1, y), Pi(x, y + 1),
Pi(x + 1, y + 1). Si ces quatre points existent, on forme deux triangles, l’un con-
nectant les points Pi(x, y), Pi(x+1, y), Pi(x+1, y+1), et l’autre les points Pi(x, y),
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Pi(x + 1, y + 1), Pi(x, y + 1). Si seulement trois de ces points existent, alors on
forme un triangle avec ceux-ci. Si moins de trois de ces points existent, on ne peut
e´videmment pas former de triangle. Le ou les triangles re´sultants sont inse´re´s dans le
voxel dans lequel se trouve le point original Pi(x, y). Le voxel en question est agrandi
au besoin pour accommoder les autres points du triangle. Cela cause e´videmment un
le´ger chevauchement entre les voxels adjacents, mais lorsqu’on inse´rera de nouveaux
points dans le maillage, il sera important que chaque triangle d’un voxel y soit inclus
entie`rement.
Une fois le premier projecteur ainsi maille´, on peut proce´der a` l’insertion des
points autres projecteurs dans le maillage.
6.3 Zones de chevauchement
Apre`s le maillage du premier projecteur, on veut inse´rer dans le maillage existant
les points 3D de chaque autre projecteur. Chaque nouveau point se situant dans la
zone de chevauchement entre deux projecteurs est inse´re´ en modiﬁant les triangles
avoisinants qui existent de´ja`. On cherche donc les deux triangles adjacents les plus
approprie´s (pas ne´cessairement les plus proches). On va couper l’areˆte commune
entre les deux triangles trouve´s et former quatre nouveaux triangles. C¸a donne une
surface plus lisse que de trouver simplement un seul triangle dans le centre duquel on
inse`re le point en faisant trois nouveaux triangles (voir ﬁgure 6.2). Chaque nouveau
triangle est inse´re´ dans le voxel approprie´.
Pour trouver les triangles qui doivent eˆtre brise´s, on cherche parmi les areˆtes des
triangles du voisinage du point a` inse´rer celle qui lui est la plus proche (voir ﬁgure
6.2). La distance d entre un point p et une areˆte (a,b) est de´ﬁnie par la distance
minimale entre ce point et les points de la droite forme´e par l’areˆte:
n =
b− a
�b− a�
d = �p− a− n ((p− a) · n)�
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(a)
p
(b)
Figure 6.2. Insertion du point p dans le maillage. Meˆme si la distance entre p
et pb est la plus courte, on choisit de briser les triangles le long de l’areˆte A
parce que pa se situe sur celle-ci.
Toutes les areˆtes ne sont pas conside´re´es. Une areˆte est ignore´e dans les cas suivants:
• Le point le plus pre`s de p sur la droite ne se situe pas entre les extre´mite´s de
l’areˆte (a et b), c.-a`-d. si 0 ≤ (p− a) · n ≤ �b− a� n’est pas satisfaite.
• La distance d est supe´rieure a` la longueur de l’areˆte �b− a�,
• L’areˆte ne fait partie que d’un seul triangle.
Si l’areˆte est valide, on de´termine si les quatre nouveaux triangles potentiels sont
bien forme´s. Pour ce faire, on fait le produit scalaire entre la normale de chaque
triangle potentiel et la moyenne des normales des deux triangles originaux. Si ces
produits n’ont pas tous le meˆme signe, on peut de´cre´ter que la pyramide re´sultante
est de´ge´ne´re´e et doit eˆtre rejete´e.
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Cette ve´riﬁcation est particulie`rement importante pour les points qui tombent
tout juste a` l’exte´rieur de la zone de chevauchement, comme l’illustre la ﬁgure 6.3.
p
(a)
p
(b)
p
p
(c)
Figure 6.3. Insertion d’un point exte´rieur. (a) point a` inse´rer. (b) re´sulats de
l’insertion re´gulie`re. Le maillage obtenu est de´ge´ne´re´. (c) vue de proﬁl d’une
insertion acceptable (en haut) et d’une rejete´e (en bas). On note l’inversion de
la normale dans le cas rejete´.
Un point tel qu’illustre´ dans la ﬁgure 6.3 ne doit donc pas eˆtre inse´re´ dans le
maillage de cette fac¸on car il ne se trouve pas dans la zone de chevauchement. On va
plutoˆt le mailler re´gulie`rement comme dans la section pre´ce´dente, en faisant attention
de ne le connecter qu’a` des points qui n’ont pas de´ja` e´te´ connecte´s. On se retrouve
donc avec un projecteur dont les points ont tous e´te´s maille´s sauf pour la bordure
entre la zone de chevauchement et la zone de maillage re´gulie`re.
6.4 Bordures
Pendant l’insertion des points du nouveau projecteur dans la zone de chevauchement,
on e´tiquette chaque point voisin du point inse´re´ comme bordure potentielle. Au ﬁl
des insertions, la bordure se propage jusqu’a` ce que la zone de chevauchement soit
comple´te´e.
Avant de fusionner les points d’un projecteur avec le maillage existant, on compte
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(a) (b)
Figure 6.4. Zone de chevauchement maille´e. Les points en vert ont e´te´ inse´re´s
dans le maillage. On peut aussi voir dans l’image (b) la bordure entre le nouveau
maillage re´gulier et le reste du maillage.
le nombre de triangles connecte´s a` chaque point du maillage. Comme le maillage
re´gulier connecte chaque points a` six triangles, tout point connecte´ a` moins de six
triangles est e´tiquete´ comme faisant partie de la bordure. Le maillage re´gulier tel que
de´crit pre´ce´demment posse`de donc une proprie´te´ importante: tous les points ne se
situant pas sur la bordure du maillage sont connecte´ a` exactement six points voisins.
Quand de nouveaux points sont inse´re´s dans les zones de chevauchement pour former
de nouveaux triangles, cette proprie´te´ n’est plus respecte´e.
E´tant donne´e la disposition des projecteurs sugge´re´e par la ge´ome´trie de l’e´cran,
on n’a pas a` traiter de cas ou` plus de deux projecteurs se chevauchent au meˆme
endroit. Si ce devait eˆtre le cas, un autre crite`re de se´lection de la bordure devrait
eˆtre utilise´.
Donc pour les points du nouveau projecteur, de meˆme que pour les points du
maillage existant, on trouve des listes de points conse´cutifs le long des bordures
pre´ce´demment e´tiquete´es. Pour ce faire, on cherche parmi les points de bordures les
points qui se trouvent a` une extre´mite´ d’une bordure, c.-a`-d. les points de bordure
qui n’ont qu’un seul voisin e´galement e´tiquete´ comme bordure.
Ensuite, pour chaque point de bordure du nouveau projecteur, on cherche le point
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Figure 6.5. Maillage des bordures de la zone de chevauchement. On a ici en bleu
la bordure du maillage des projecteurs jusqu’ici, et en rouge, la bordure du mail-
lage re´gulier des points du nouveau projecteur qui n’on pas e´te´ pre´ce´demment
inse´re´s.
le plus proche parmi les points de bordure du maillage existant. On fait de meˆme
pour les points du maillage par rapport aux points du nouveau projecteur.
Pour connecter les deux bordures, on parcourt chaque liste de points et on con-
necte chaque paire de points voisins d’un coˆte´ de la bordure avec les points correspon-
dants de l’autre coˆte´, comme on peut le voir dans la ﬁgure 6.5. Certains triangles
peuvent eˆtre encheveˆtre´s, mais cela n’est d’aucune importance car le mode`le 3D
re´sultant n’est pas destine´ a` eˆtre aﬃche´ tel quel. On va plutoˆt calculer des distances
ge´ode´siques sur celui-ci, et la pre´sence de quelques triangles incorrectement connecte´s
ne geˆne aucunement la suite des choses.
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Chapitre 7
PARAME´TRAGE DE TEXTURE
On dispose a` pre´sent d’un mode`le 3D complet. Il reste encore a` associer une
coordonne´e de texture a` chaque point du maillage, car celui-ci repre´sente une sur-
face rectangulaire de´forme´e. Ce parame´trage pourrait se faire a` l’aide d’un logiciel
d’e´dition 3D tel que Blender [1]. Pour un mode`le 3D quelconque, c’est en ge´ne´ral une
option viable, mais pas dans notre cas. Les me´thodes de parame´trage automatique
de ces logiciels ne s’inte´ressent pas a un mappage physiquement re´aliste, plutoˆt que
simplement valide. De plus, notre mode`le posse`de typiquement des millions de poly-
gones, ce qui rend les algorithmes classiques de syste`mes masse-ressort inutilisables
[7].
Or, on a l’avantage d’avoir un a priori qui nous permet d’automatiser une grande
partie du processus. Le mode`le de l’e´cran est d’une forme contrainte, soit un carre´
de´forme´. On va de´gager un mappage qui est plus proche possible de la re´alite´ physique
d’une surface e´tire´e.
Dans ce chapitre, on propose une nouvelle approche pour le parame´trage automa-
tique de textures carre´es attache´es a` un mode`le 3D d’un carre´ de´forme´.
7.1 Algorithme d’approximation de la distance ge´ode´sique
On va conside´rer le maillage obtenu jusqu’ici comme e´tant un graphe. On va calculer
des distances ge´ode´siques sur ce graphe a` partir de ses quatre coˆte´s et utiliser celles-
ci pour obtenir les parame`tres (u, v) de chaque point du maillage. Il est impossible
d’obtenir les distances exactes mais seulement une approximation de celles-ci. Pour
quelles soient exactes, il faudrait disposer d’un maillage inﬁniment dense.
Pour obtenir la meilleure approximation possible, on va subdiviser les arcs en
ajoutant des noeuds interme´diaires le long de ceux-ci. Pour chaque triangle du mail-
lage, on va connecter entre eux ces noeuds interme´diaires pour former de nouveaux
arcs qui permettront de suivre un chemin le plus direct possible entre deux points du
maillage [9].
Se´lection des points de de´part
C’est la seule ve´ritable intervention manuelle de tout le projet, mise a` part le posi-
tionnement des came´ras. On cherche ici a` de´limiter la ve´ritable zone de projection
dans le mode`le 3D. On obtient cette zone en se´lectionnant des points qui repre´sente
les 4 cote´s du quadrilate`re (tordu) de projection. Ces points deviendront les noeuds
de de´part de l’algorithme de calcul des distances ge´ode´siques.
On choisit quelques points sur le maillage correspondant a` la frontie`re que l’on
veut de´ﬁnir. Ces points sont utilise´s comme points de controˆle pour une courbe
NURBS Cs.
On de´ﬁnit une autre courbe NURBS Cn dans l’espace des normales avec les
normales des points de controˆle se´lectionne´s. On parcourt la courbe Cs avec un
e´chantillonage raisonnablement e´leve´e et on intersecte chaque vecteur (Cs(i), Cs(i)
+ Cn(i)) avec le maillage. On ajoute les 3 points de chaque triangle du maillage ainsi
intersecte´ dans la liste de points de de´part pour l’algorithme de distances ge´ode´siques.
La distance ge´ode´sique initiale des points de de´part est e´gale a` la distance minimale
de ces points avec les points d’intersection dans le maillage.
On fait ainsi pour le haut, le bas, et les coˆte´s gauche et droite du mode`le.
Initialisation
Commenc¸ons par de´ﬁnir quatre structures de donne´es, soit des tableaux de noeuds
N, de triangles T et d’arcs A, et un tas (ou heap) d’arcs H avec la longueur de l’arc
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comme cle´.
On remplit N avec les points 3D du maillage. On assure ensuite la connectivite´
du graphe en remplissant T avec les triangles qui connectent les noeuds de N. A est
forme´ de l’ensemble des arcs des triangles. Chaque arc est directionnel, donc entre´
deux fois, l’un pointant vers l’autre. Chaque arc pointe vers les deux noeuds qui le
forme ainsi que le ou les triangles desquels il fait partie.
Comme on cherche la distance ge´ode´sique de tous les points du maillage a` partir
d’un ou plusieurs points de de´part, on marque les points de de´part comme e´tant
visite´s.
Subdivision de triangles
On utilise les noeuds visite´s pour subdiviser les triangles auxquels ils sont connecte´s.
La subdivision d’un triangle commence par la subdivision de chacun de ses arcs en
ajoutant un nombre nsplit de noeuds interme´diaires (noeuds de Steiner) le long de
l’arc pour en faire nsplit + 1 arcs de longueurs e´gales. On connecte ensuite chaque
noeud du triangle original a` chacun des nouveaux noeuds interme´diaires (voir ﬁgure
7.1). Chaque noeud interme´diaire est ajoute´ a`N et est e´tiquete´ comme tel, pour qu’il
(a) (b) (c)
Figure 7.1. Subdivision d’un triangle pour nsplit = 2.
puisse eˆtre e´limine´ du graphe lorsque il ne sera plus utile. Chaque arc interme´diaire est
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ajoute´ a` A. Si il relie un noeud non visite´ a` un noeud visite´, alors il est aussi ajoute´
au tas H, avec comme cle´ sa longueur additionne´ de la distance totale parcourue
jusqu’au noeud visite´.
(a) (b)
(c)
Figure 7.2. Propagation des distances ge´ode´siques a` partir d’un seul point pour
diﬀe´rents nombres de noeuds interme´diaires. (a) nsplit = 0, (b) nsplit = 1, (c)
nsplit = 7
On voit dans la ﬁgure 7.2 l’eﬀet du nombre de noeuds de Steiner ajoute´s a` chaque
arc. Pour nsplit = 0, c’est-a`-dire aucune subdivision des arcs, on voit que les distances
ge´ode´siques calcule´es suivent la forme du maillage re´gulier du mode`le. Or, en aug-
mentant le nombre de noeuds de Steiner, on remarque que les distances ge´ode´siques
s’approchent de la vraie distance, qui dans ce cas-ci est circulaire autour du point de
de´part. Ainsi, l’eﬀet du maillage est de moins en moins perceptible. En pratique,
nsplit = 5 ou 7 est suﬃsant.
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Propagation
A chaque ite´ration, on se´lectionne en retirant du tas H l’arc dont la distance totale
d’un point de de´part jusqu’a` son noeud de destination est la plus courte. Si ce
noeud a de´ja` e´te´ visite´, on l’ignore et on continue car sa distance ge´ode´sique est de´ja`
minimale. Si il n’est pas un noeud interme´diaire, alors on subdivise les triangles
auxquels il appartient, si ils ne sont pas de´ja` subdivise´s. On ajoute ensuite tous les
arcs sortant du noeud destination au tas H.
Avant de proce´der a` l’ite´ration suivante, on e´limine du tas tous les arcs in-
terme´diaires que l’on conside`re inutiles, c’est-a`-dire qui relient deux noeuds de´ja`
visite´s. En eﬀet, si on conservait ces arcs, le tas deviendrait rapidement tre`s lourd.
Aussi, dans le cas ou` l’un de ces arcs serait se´lectionne´ comme e´tant le plus court,
la distance ge´ode´sique du noeud destination resterait inchange´e, parce que la contri-
bution d’un tel arc ne pourrait plus donner une distance plus petite que celles de´ja`
obtenues.
L’algorithme ite`re tant qu’il reste des arcs dans le tas. Une fois le tas vide, on
sait que le maillage a e´te´ traite´ en son entie`rete´ et qu’on a assigne´ a` chaque point du
mode`le 3D sa distance ge´ode´sique avec les points de de´part.
Figure 7.3. Mode`le simpliﬁe´ pour illustrer la propagation de l’algorithme.
Dans la ﬁgure 7.4, on peut voir l’e´volution de l’algorithme a` partir du de´but. Les
noeuds pour lesquels la distance a e´te´ calcule´e sont identiﬁe´s en blanc. Les noeuds
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 7.4. Propagation de l’algorithme d’approximation des distances
ge´ode´siques, Exemple pour une seule subdivision (nsplit = 1).
non-visite´s sont en bleu. Le noeud en bas a gauche e´tant de´signe´ comme noeud de
de´part, on ajoute les noeuds de Steiner sur les arcs composant les deux triangles qui
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le contiennent, ainsi que sur tous les arcs sortant des noeuds de ces triangles. Les
noeuds des deux triangles sont connecte´s et les nouveaux arcs sont ajoute´s au tas.
A` chaque ite´ration, l’arc le plus court est retire´ du tas et le noeud est e´tiquete´
comme visite´ avec une distance minimale. Les arcs interme´diaires ajoute´s pre´ce´demment
qui rejoignent ce noeud sont aussi e´limine´s du tas, car la distance minimale pour ce
noeud a de´ja` e´te´ de´termine´e. Lorsqu’un noeud du maillage original est visite´, on
subdivise les triangles qui s’y rattachent et qui n’ont pas de´ja` e´te´ subdivise´s (voir
ﬁgure 7.4(e)).
A` la huitie`me ite´ration (ﬁgure 7.4(i)), on voit que le dernier noeud des deux
premiers triangles vient d’eˆtre visite´. Les arcs interme´diaires dans ces deux triangles
ont tous e´te´s retire´s. Les noeuds de Steiner, maintenant inutiles car ne participant
plus aux calculs de distance, seront eux aussi e´limine´s du graphe.
Temps d’exe´cution
Pour un mode`le ayant 1 millions de points, 1.9 millions de triangles donc 5.7 millions
d’arcs, avec nsplit = 7, sans optimisation multi-processeur, le temps de calcul est de
12 minutes pour un seul ensemble de points de de´part, donc 48 minutes pour trouver
les distances ge´ode´siques dans les quatre directions.
Avec nsplit = 5, l’approximation est un peu moins bonne, mais le temps total
d’exe´cution passe a` 22 minutes pour les quatre directions du meˆme mode`le.
7.2 Calcul du parame´trage
Chaque point du mode`le a donc un distance ge´ode´sique pour chaque ensemble de
points de de´part. Si l’e´cran n’e´tait qu’un rectangle de´forme´ mais non e´tire´, on pourrait
tre`s bien n’utiliser que les valeurs normalise´es des distances ge´ode´sique pour les points
de de´part de gauche et du haut. Cela est duˆ a fait que l’algorithme eﬀectue une propa-
gation rigide sur le maillage. Lorsque l’e´cran peut subir des de´formations non rigides
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(comme des e´tirements), alors on observera des diﬀe´rences entre des parame´trages
eﬀectue´s dans des directions oppose´es. Dans ce cas les parame´trages doivent eˆtre
combine´s de fac¸on a` obtenir un parame´trage souhaite´.
Pour un point i dans le maillage, on a:
dgauche = Dgauche(i)/max(Dgauche)
ddroite = Ddroite(i)/max(Ddroite)
dhaut = Dhaut(i)/max(Dhaut)
dbas = Dbas(i)/max(Dbas)
On a donc, pour chaque dimension du parame´trage, deux distances entre ze´ro et
(a) (b)
(c) (d)
Figure 7.5. Mode`le sur lequel sont illustre´es les isolignes des distances
ge´ode´siques calcule´es a` partir des quatre directions.
un. Ces distance sont re-normalise´es entre elles de fac¸on a` obtenir une seule distance
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entre ze´ro et un:
(u, v) =
�
dgauche
dgauche + ddroite
,
dhaut
dhaut + dbas
�
(7.1)
Figure 7.6. Mode`le sur lequel on peut voir le parame´trage (u,v). La re´gion
bleute´e est la zone de´limite´e par les quatre ensembles de points de de´part.
7.3 Cartes de de´formation
Nous disposons maintenant d’un mode`le 3D parame´tre´. Puisque nous souhaitons
calculer une carte de de´formation pour chacun des projecteurs, on doit transfe´rer
ce parame´trage vers leurs images. On sait que la triangulation utilise´e pour cre´er
le mode`le 3D est base´e sur des mises en correspondances qui incluent toujours un
projecteur. On dispose donc pour chaque pixel de l’image d’un projecteur d’un index
qui nous permet de connaˆıtre le point 3D du mode`le qui lui correspond. On va se
servir de cet index pour construire les cartes de de´formation, ou lookup tables, sous
forme d’images RGB. On note que pour garantir qu’on a un seul index pour chaque
pixel, les reconstructions multiples sont fusionne´es lors de la cre´ation du mode`le 3D
(voir section 5.6).
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Pour chaque pixel d’un projecteur, on retrouve le point 3D dans le mode`le et on
encode ses coordonne´es (u, v) obtenue a` l’e´quation 7.1 dans les canaux rouge et vert
de l’image, ainsi que la valeur de mixage dans le canal bleu (voir ﬁgure 7.7).
(a) (b)
(c)
Figure 7.7. Tables de conversion pour une installation a` trois projecteurs.
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Chapitre 8
RE´SULTATS
Ce chapitre pre´sente les re´sultats obtenus lors de la re´alisation d’un montage
expe´rimental d’un e´cran souple en spandex de 12.5 par 1.5 me`tres, de´forme´ a` l’aide
de caˆbles tenseurs, illumine´ par trois projecteurs, et reconstruit a` partir de quatre
points de vue. Les trois projecteurs haute de´ﬁnition sont re´gle´s a` une re´solution
Figure 8.1. Projection sur l’e´cran d’un damier pour mettre en e´vidence
l’alignement de la projection.
de 800 × 600 pixels. A` partir des quatre points de vue, on a obtenu six mises
en correspondance partielles, deux par projecteur. Le maillage re´sultant comporte
944880 sommets et 1887738 triangles. Dans cette premie`re image (ﬁgure 8.1), on a
projete´ un damier re´gulier pour illustrer la qualite´ de l’alignement de la projection
par rapport a` l’e´cran. On constate en eﬀet que la projection donne a` l’observateur
l’impression que l’image est colle´e sur un e´cran plat qui aurait e´te´ par la suite de´forme´.
On remarque aussi une le´ge`re de´marcation entre les intensite´s des projecteurs dans
les zones de chevauchement. Cela est duˆ au fait que le gamma des projecteurs n’a pas
e´te´ calibre´, et que l’algorithme d’alignement photome´trique tel qu’implante´ lors de
cette expe´rimentation n’ajuste pas l’intensite´ totale de la projection, mais seulement
dans les zones de chevauchement.
L’image suivante (ﬁgure 8.2) nous montre le meˆme damier que pre´ce´demment pro-
jete´ sur l’e´cran. A` gauche, le damier est projete´ sans utiliser les cartes de de´formation.
A` droite, on voit du meˆme point de vue le damier de´forme´ comme dans la ﬁgure 8.1.
On peut observer dans l’image de gauche que le damier devient progressivement plus
ﬂou vers le bord, phe´nome`ne duˆ a` l’angle d’incidence de la projection qui devient de
plus en plus rasant a` cet endroit.
La ﬁgure 8.3 illustre avec plus de de´tails l’eﬀet de l’alignement photome´trique. La
main se trouve dans le faisceau d’un seul des deux projecteurs qui se chevauchent au
centre de l’image. On voit clairement le fondu progressif vers le noir de la projection
du coˆte´ gauche. On peut e´galement remarquer les carre´s du damier qui restent
bien aligne´s dans la zone de chevauchement. Comme pour la premie`re image (ﬁgure
8.1), l’intensite´ totale dans la zone de chevauchement diminue le´ge`rement a` cause du
gamma des projecteurs, qui n’ont pas e´te´ calibre´s.
Enﬁn, les ﬁgures 8.4 et 8.5 pre´sentent l’e´cran sur lequel on projette du contenu
autre que des damiers. Visuellement, on perc¸oit une projection uniforme et cohe´rente.
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(a) (b)
Figure 8.2. Projection sur l’e´cran d’un damier (a) sans de´formation, et (b) avec
de´formation.
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Figure 8.3. De´monstration de l’eﬀet de l’alignement photome´trique.
Figure 8.4. Projection de contenu sur l’e´cran
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Figure 8.5. Re´sultats varie´s.
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Chapitre 9
CONCLUSION
Le but de ce me´moire e´tait de pre´senter une me´thode comple`te pour la re´alisation
de projections sur des e´crans de formes arbitraires. En particulier, on s’inte´ressait
aux e´crans dont la forme s’apparente a` un rectangle de´forme´. La me´thode pre´sente´e
coordonne deux came´ra et un certain nombre de projecteurs de fac¸on a` obtenir une
reconstruction 3D de l’e´cran pour ensuite calculer la de´formation a` appliquer aux
projections.
Cette me´thode a plusieurs avantages:
• On n’a qu’a` calibrer un syste`me de came´ras ste´re´o. On e´vite ainsi de calibrer
les projecteurs.
• L’alignement photome´trique, c.-a`-d. le mixage entre les intensite´s des pro-
jecteurs dans les zones ou ils se chevauchent, se fait de fac¸on automatique.
• La mise en correspondance par lumie`re non structure´e e´tablit le lien entre les
came´ras vers les projecteurs et vice versa. On obtient donc une correspondance
ste´re´o pour chaque point de vue.
• Les reconstructions partielles obtenues de diﬀe´rents points de vue sont aligne´es
et fusionne´es automatiquement pour obtenir un mode`le 3d complet de l’e´cran
sous la forme d’un nuage de points.
• Le maillage du nuage de points se fait aussi automatiquement.
• Le mode`le maille´ respecte la topologie rectangulaire de l’e´cran, et son parame´trage
en coordonne´es texture ne requiert qu’une intervention humaine minimale.
On a introduit une nouvelle approche pour le parame´trage de mode`les 3D se bas-
ant sur le calcul eﬃcace de distances ge´ode´siques sur des maillages. L’usager n’a
qu’a` de´limiter manuellement le contour de la zone de projection sur le mode`le. Le
parame´trage ﬁnal est calcule´ en utilisant les distances obtenues pour chaque point
du mode`le. Jusqu’a` maintenant, les me´thodes existante ne permettaient pas de
parame´trer des mode`les ayant plus d’un million de points.
La me´thode de parame´trage a` l’aide de distances ge´ode´siques pre´sente´e ne fonc-
tionne que sur des mode`les rectangulaires de´forme´es. Dans le futur, il serait utile
d’e´tendre la me´thode a` d’autres formes d’e´crans, tels un cylindre, un doˆme, ou un
ruban de Mo¨bius. La propagation de notre algorithme se fait de fac¸on rectiligne, on
ne peut l’utiliser directement pour trouver un parame´trage d’une surface qui n’a pas
quatre coˆte´s.
D’autres limitations du syste`me pourraient faire l’objet d’ame´liorations. D’une
part, l’alignement des reconstructions partielles se fait de manie`re incre´mentale. Il
n’est pas possible de reconstruire un e´cran de topologie cylindrique en proce´dant de
cette fac¸on car lorsque le dernier morceau d’e´cran est a`joute´ au mode`le, il n’est pas
garanti qu’il soit possible de l’aligner avec la ﬁn et le de´but du cylindre. Il serait alors
pertinant de repenser le processus pour aligner tous les morceaux en meˆme temps.
Dans le but de simpliﬁer encore le processus de mise en correspondance, on pour-
rait substituer le syste`me de came´ras ste´re´oscopiques pour une came´ra unique et
calibrer la position et l’orientation des projecteurs a` l’aide de la mise en correspon-
dance directement. Il serait aussi inte´ressant de tester d’autres me´thodes de calcul des
distances ge´ode´siques, en particulier pour obtenir des distances ge´ode´siques exactes
pour de´terminer l’impact re´el de leur eﬀet sur la qualite´ du parame´trage.
E´tant donne´ que la me´thode pre´sente´e simpliﬁe beaucoup la multi-projection, on
s’attend a` ce qu’elle trouve de nombreux usages pratiques en arts technologiques, en
the´aˆtre ou en projection architecturale.
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