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Abstract
We deform conformal field theories with classical gravity duals by marginally relevant
random disorder. We show that the disorder generates a flow to IR fixed points with
a finite amount of disorder. The randomly disordered fixed points are characterized by
a dynamical critical exponent z > 1 that we obtain both analytically (via resummed
perturbation theory) and numerically (via a full simulation of the disorder). The IR
dynamical critical exponent increases with the magnitude of disorder, probably tending
to z →∞ in the limit of infinite disorder.
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1 Introduction
The effects of random disorder in quantum critical systems remains a challenging problem,
especially in spatial dimension greater than one. Quenched random disorder is introduced
into a critical theory as a coupling in the theory that is spatially inhomogeneous, with
the spatial variation drawn from a random distribution. As with the usual homogeneous
couplings at a critical point, the most important fact to determine is whether the random
coupling is relevant or irrelevant. A simple generalization of the standard power-counting
arguments can be applied to random couplings – as we review below – and the result is
called the Harris criterion [1]. If the disorder satisfies the Harris criterion then it is irrelevant
and can be treated perturbatively at low energy scales. If the disorder is relevant, however,
then the low energy physics has the potential to be very complicated. Solvable models have
indicated two types of behavior in this case: either the system flows to a new fixed point in
which the disorder takes a finite value, see e.g. [2] for a statistical mechanics example, or
the disorder can grow without bound leading to ‘infinite randomness’ fixed points. See e.g.
[3, 4, 5] for discussions of this case and further references.
Holography is a powerful framework for describing the physics of strongly interacting
quantum field theories in general, and quantum critical points in particular. It is a strongly-
interacting large N limit (in contrast to the typically weakly interacting fixed points that
can be accessed via a vector large N limit) that captures quantum field theoretic physics in
classical solutions to general relativity with a negative cosmological constant. The descrip-
tion of disorder has remained challenging, however, because general relativity is a highly
nonlinear classical theory and finding solutions in the presence of a complicated disordered
source is daunting. Nonetheless, holographic studies have successfully computed a key effect
due to disorder: disorder relaxes momentum and hence leads to finite electrical conductiv-
ities in systems with a net charge [6, 7, 8, 9, 10]. This has been achieved for cases in
which disorder can be treated perturbatively: at low temperatures for irrelevant disorder
or at high temperatures for relevant disorder. Disorder remains important in these calcu-
lations because, while irrelevant or otherwise small, it provides the leading contribution to
momentum relaxation.
In this work we will present the first holographic solutions with inherently disordered
zero temperature near horizon geometries. These will describe the disordered IR fixed points
of (marginally) relevant disorder about a UV critical theory. Our approach to finding the
solutions is similar in spirit to that in [11, 12]. Namely, we perturbatively implement a
disorder averaging procedure on solutions to the Einstein equations. The difference will be
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that we are able to resum the perturbation theory, in a certain limit, to obtain a small but
finite effect of the disorder in the far IR geometry where the original perturbation theory
would break down due to the growth of the disordered coupling. Thus we obtain a genuinely
disordered horizon.
Our main result is that for marginally relevant random deformations of the UV conformal
field theory there exists an IR fixed point with dynamical critical exponent z greater than
one.1 The UV fixed point in contrast has z = 1. In particular, the averaged near horizon
geometry is a Lifshitz horizon [13]. The dynamical exponent increases with the strength of
disorder. Perturbatively in the strength V¯ of the disorder we obtain analytically
z = 1 +
pi
D−3
2
2
Γ
(
D − 1
2
)
V¯ 2 +O(V¯ 4) . (1)
Here D is the number of bulk spacetime dimensions, Γ is the gamma function and the bulk
theory is AdSD gravity coupled to a massive scalar field. The scalar field is dual to an
operator with a random disordered coupling and that saturates the Harris criterion. For
the case of three bulk dimensions, we are able to go to higher order in perturbation theory
and obtain
z = 1 + 12 V¯
2 + 12(ln 2) V¯
4 +O(V¯ 6) . (2)
We corroborate both of these expressions numerically and furthermore are able to numer-
ically establish the presence of an IR Lifshitz horizon in the three dimensional case up to
V¯ ≈ 2, giving z ≈ 12. In obtaining these results it is important to solve the bulk gravita-
tional equations of motion exactly, in the presence of a random boundary source, and only
afterwards perform the disorder average.
The results in the previous paragraph establish the existence of a holographic IR fixed
point with finite randomness for the case of a marginally relevant UV deformation. For an
irrelevant deformation, satisfying the Harris criterion, the geometry will clearly flow back
to z = 1 in the IR. For a fully relevant UV deformation, that violates the Harris criterion, a
strong effect on the IR is expected [14]. However, a simple possibility for the IR geometry is
that it may be described by an extremal horizon with z =∞! This would give an attractive
picture in which z is tuned from 1 to ∞ by marginally relevant disorder separating the
irrelevant (z = 1) and relevant (z = ∞) cases. Remarkably, solvable lattice models with
infinite disorder fixed points show an emergent z =∞ [15].
1We put a bar over the dynamical critical exponent z in order to distinguish it from the holographic
coordinate z that we introduce shortly.
2
Stable disordered quantum critical systems with finite z, of the type we find, have proved
elusive in conventional Wilson-Fisher theory. There, disordered fixed points are unstable
against growth of disorder [16], unless a double ε-expansion is used in which the number
of time dimensions is close to zero [17]. This expansion connects with a stable statistical
mechanics fixed point [2], but is of unclear physical significance. See [3] for a discussion.
2 Setup
To obtain the desired physics in the simplest setting possible we will work in 2+1 bulk
dimensions for most of this paper. We will also present results for a general D dimensional
bulk at the end. The minimal ingredients of our holographic model are the usual Einstein-
Hilbert term and a neutral scalar field, which we will use to source disorder. Our starting
point is the following three dimensional bulk action
S =
1
16piGN
∫
d3x
√−g
[
R+
2
L2
− 2∇aΦ∇aΦ− 4V (Φ)
]
, (3)
where L is the AdS length and GN is Newton’s constant. We will take a free scalar field
with a negative mass squared, so that
V (Φ) = −µΦ
2
2L2
. (4)
The equations of motion derived from (3) take the following form
Rab = 2 [∇aΦ∇bΦ + 2V (Φ)gab]− 2
L2
gab , (5a)
Φ− V ′(Φ) = 0 . (5b)
We are interested in solutions to these equations that asymptote to the Poincare´ patch
of AdS3. That is
ds2 =
L2
z2
(
dz2 − dt2 + dx2 + · · · ) , (6)
as z → 0. We take the scalar field to have µ = 3/4; we will see shortly that this corresponds
to an operator that saturates the Harris criterion in the dual field theory. In this case Φ
takes the following form near the conformal boundary as z → 0:
Φ = z1/2 Φ1(x) + z
3/2 Φ2(x) + · · · . (7)
As usual in the AdS/CFT correspondence [18, 19, 20], Φ1 is identified as the source to the
operator O dual to Φ, whereas Φ2 is its expectation value 〈O〉.
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Throughout this paper we will realize disorder using a spectral representation, following
[21]. We briefly review the essentials of this method. The disordered source is written as
Φ1(x) = V¯
N−1∑
n=1
An cos(kn x+ γn) . (8)
Here the frequencies are evenly spaced: kn = n∆k, with ∆k = k0/N . The amplitudes are:
An = 2
√
S(kn)∆k . (9)
The γn are random phases uniformly distributed in (0, 2pi). The shortest periodicity of the
potential is (in the large N limit) x ∼ x + 2pi/k0 and hence 1/k0 defines a short distance
cutoff to the disorder. This cutoff is kept fixed in the limit N → ∞, so that the spacing
between frequencies ∆k → 0 in this limit. The largest periodicity is x ∼ x + 2piN/k0, and
so N/k0 is an infrared cutoff on the disorder. Finally, the function S(k) appearing in the
amplitude (9) controls the correlations in the noise and will be chosen shortly.
We denote the random average of any quantity f by 〈f〉R, which is defined by the limit
〈f〉R = lim
N→+∞
∫ N−1∏
i=1
dγi
(2pi)
f . (10)
In this limit, the potential (8) describes Gaussian noise [21]. If we further make the choice
S(k) = 1, then it describes local Gaussian noise, so that
〈Φ1(x)〉R = 0 , 〈Φ1(x)Φ1(y)〉R = V¯ 2δ(x− y) , (11)
with all higher correlators determined by Wick contractions. We will stick with the choice
S(k) = 1 throughout this paper, even though our calculations can be easily adapted to
other functions that result in disorder with longer range correlation.2
The spectral approach to disorder has recently been used in a holographic setting [22].
The Harris criterion is easily derived as follows. The coupling of the dual field theory
to the disordered source is ∫
dtdxΦ1(x)O(t, x) . (12)
Let the mass dimension of the operator be [O] = ∆. Then clearly [Φ1] = 2 − ∆. The
strength of the disorder is however controlled by V¯ in (11). From (11) we have [V¯ ] =
[Φ1]− 1/2 = 3/2−∆. It follows that disorder is relevant if ∆ < 3/2, irrelevant for ∆ > 3/2
2If the short distance cutoff 1/k0 is retained on the disorder distribution (8) as N → ∞, as it will be
throughout this paper, then very high energy probes of the disorder will see oscillations at the large frequency
k0 superimposed onto the delta function distribution in (11).
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and marginal for ∆ = 3/2. We now see that the choice of mass in the bulk leading to (7)
indeed corresponds to marginal disorder. This scaling argument is immediately generalized
to D bulk spacetime dimensions to give that the disorder is irrelevant for ∆ > D/2.
3 Perturbation theory and resummation thereof
This section develops a bulk perturbation theory in the strength of disorder. The follow-
ing section will present numerical simulations that, among other things, will confirm our
resummed perturbative results. The procedure employed is very similar to the one used in
[23, 24]. We start by writing the most general line element compatible with the symmetries
of our problem. Since we are interested in zero temperature horizons, there will be a static
Killing vector field ∂t. Furthermore, in this section, we adopt the Fefferman-Graham gauge,
which brings our line element and neutral scalar field to the following simple forms
ds2 =
L2
z2
[−A(x, z)dt2 +B(x, z)dx2 + dz2] , and Φ = Φ̂(x, z) . (13)
Our objective is then to solve for the three functions of two variables A, B and Φ̂.
Since the stress energy tensor is even in the scalar field Φ, the following expansion for
V¯  1 holds:
A = 1 +
∞∑
i=1
V¯ 2iA(2i)(x, z) , B = 1 +
∞∑
i=1
V¯ 2iB(2i)(x, z) , Φ̂ =
∞∑
i=0
V¯ 2i+1Φ̂(2i+1)(x, z) .
(14)
If V¯ = 0, this is an exact solution of the Einstein scalar equations, namely AdS3 written
in Poincare´ coordinates. We then proceed our calculation in a power series in V¯ . At first
order we find that the required solution, whose source is given in Eq. (8), is simply
Φ̂(1)(x, z) =
√
z
N−1∑
j=1
Aj cos(kj x+ γj) e
−kj z . (15)
Even though this is a linear result, it already has some interesting consequences. The
expectation value of the operator dual to Φ is seen to be
〈O(1)(x)〉 = −V¯
N−1∑
j=1
Aj kj cos(kj x+ γj) . (16)
This quantity has a different statistics from the source. With our choice of Aj = const.,
then 〈〈O(1)Φ (x)〉〈O(1)Φ (y)〉〉R ∝ δ′′(x− y). This is compatible with the numerical observation
made in [22] that several responses were more irregular than the sources.
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The important step is to feed the linear result (15) back into the Einstein equations to
find the disordered metric at second order in perturbation theory. We do this in appendix A.
The computation can be done analytically. While the metric expressions at second order are
complicated, after disorder averaging, the solution simplifies dramatically to the following:
〈A(2)(x, z)〉R = e−2k0z {(1 + 2k0z) [ln(2k0z) + γ]− 2k0z} − ln(2k0z) , (17)
〈B(2)(x, z)〉R = e−2k0z + γ − 1 ,
where γ is Euler’s constant. Deep in the IR, where z → ∞, 〈A(2)(x, z)〉R diverges loga-
rithmically, signalling that the disorder is in fact marginally relevant. This is very similar
to the marginally relevant holographic disorder found in [12]. The logarithmic divergence
clearly indicates a breakdown of perturbation theory.
In order to restore the validity of perturbation theory, we need to resum the logarithmic
divergence. This is easily achieved by a Poincare´-Lindstedt resummation technique. In our
context, this is tantamount to changing the line element (13) to
ds2 =
L2
z2
[
−A(x, z) dt
2
F (z)β(V¯ )
+B(x, z)dx2 + dz2
]
, (18)
where F (z) is a function of our choice that must be 1 at z = 0 and diverge at large z.
Furthermore, β(V¯ ) is a function of V¯ only, which we expand as:
β(V¯ ) =
+∞∑
i=1
V¯ 2iβ2i . (19)
Different choices of F will correspond to different resummations, all of which lead to the
same IR geometry. A convenient choice that eases our calculations at higher order in V¯ is:
F (z) = 1 + k20 z
2 and β2 =
1
2
. (20)
One can redo our perturbation scheme outlined above mutatis mutandis, to find that
〈A(2)(x, z)〉R = e−2k0z {(1 + 2k0z) [ln(2k0z) + γ]− 2k0z} − ln
(
2k0z√
1 + k20 z
2
)
, (21)
with 〈B(2)(x, z)〉R again given by the second equation in (17). Note that |〈A(2)(x, z)〉R| is
a bounded function, never larger than the background, over the entire range of z. This
process has, however, changed the behavior of gtt in the deep IR. As z →∞ the spacetime
now takes the Lifshitz [13] form. That is, rescaling t and x to absorb constants terms,
ds2IR =
L2
z2
(
− dt
2
z2β(V¯ )
+ dx2 + dz2
)
. (22)
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The dynamical critical exponent is z = 1 + β(V¯ ).
We have carried out this analysis to fourth order in perturbation theory, and the proce-
dure outlined above still carries through. In particular we see no breakdown of perturbation
theory after the resummation. The resulting metric and scalar field are too cumbersome to
be presented here, so we just quote the final result. To fourth order we find that the IR
geometry is accurately described by a Lifshitz metric, with exponent
z = 1 + 12 V¯
2 + 12(ln 2) V¯
4 +O(V¯ 6) . (23)
This is the result given in the introduction.
It is straightforward to generalize the second order calculation to an arbitrary number
of bulk spacetime dimensions D. We take the same action (3) for gravity plus a massive
scalar, but in D dimensions. The Harris criterion is saturated by ∆ = D/2, using standard
boundary conditions for the scalar. The dynamical critical exponent is found to be
z = 1 +
pi
D−3
2
2
Γ
(
D − 1
2
)
V¯ 2 +O(V¯ 4) , (24)
where Γ is the Gamma function. Note that if we set D = 3, we readily reproduce Eq. (23) to
second order in V¯ . This result was also given in the introduction. We outline the calculation
leading to (24) in appendix B.
4 Numerics
This section considers the effects of disorder in regimes where V¯ is order unity. At present,
this problem does not seem amenable to analytic calculations, so we proceed with a direct
numerical integration of the Einstein equations.
We are interested in solutions with a zero temperature horizon. This not only means
that there is one time-like Killing vector field ∂t, but also that the norm of ∂t must vanish
at least quadratically at the extremal horizon. Also, close to the conformal boundary, we
demand that our line element approach AdS in Poincare´ coordinates, Eq. (6). We again
start with the case of D = 3, and so the most general line element compatible with such
requirements reads
ds2 =
L2
r2
{
(1− r)2 [−Adt2 + S (dx+ F dr)2]+ B dr2
(1− r)2
}
and Φ = L
√
r
1− r P ,
(25)
where A, B, F , S and P are five functions of two variables, x and r, to be determined by
our numerical scheme. Here henceforth, we set the AdS lengthscale L = 1. Furthermore,
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r = 0 denotes the conformal boundary and r = 1 the Poincare´ horizon. Our metric ansatz
(25) is such that when A = B = S = 1 and P = F = 0, we recover the usual metric of
AdS3 written in Poincare´ coordinates with z = r/(1−r) being the usual Fefferman-Graham
holographic direction. We have also stripped off a power r1/2 from Φ, so that, at r = 0, P
is given by the source (8).
The numerical scheme we use in this manuscript is similar to the one used in [25], which
was first introduced in [26] and studied in great detail in [27]. We shall only briefly detail
the main differences and difficulties. First, we are interested in zero temperature horizons.
This means that, at the Poincare´ horizon, there will be some non-analytic behavior that
is not well adapted to spectral methods3. Furthermore, in D = 3, there is a logarithmic
behavior in P close to r = 0, which is also a conundrum for spectral methods. In order
to bypass this, we patch two finite difference grids on to the spectral grid (one close to
the boundary, the other close to the Poincare´ horizon). If these patching regions are not
too large, the numerical method still exhibits exponential convergence. Furthermore, in
order to help convergence, we monitor the gradients close to the boundary and horizon, and
whenever needed, we double the number of finite difference patches in order to ensure the
desired accuracy, i.e. we use adaptive mesh refinement. Finally, in the region in r where
spectral collocation methods are used, we take a Chebyshev spectral collocation basis, and
in x we use the Fourier nodes.
A couple of comments are in order regarding the simulation of the random potential (8).
Even for small V¯ , the pointwise value of P (0, x) increases with
√
N . This means that for
all simulations we have to use a very large number of grid points, and that the larger N ,
the more complicated it is to extract the relevant physical quantities accurately. Of course,
the problem gets even more severe when V¯ increases. For this reason, the error bars in our
computations increase with V¯ . Also, for higher-dimensional calculations, say in D = 4, this
problem is far more serious, because the pointwise value of P (0, x, y) now increases with N .
Finally, we describe how to extract the dynamical scaling exponent z in a gauge invariant
way. Any pure D−dimensional Lifshitz geometry can be written as
ds2Li =
1
z2
[
− dt
2
z2(z−1)
+
D−2∑
i=1
dx2i + dz
2
]
, (26)
where lower latin letters run over the boundary spatial directions. In these coordinates, the
3To be precise, if we Fourier decompose the scalar field at infinity as Φ(x, z) =
∑
n an(z) cos(knx+ γn),
the metric functions approach a constant value at the Poincare´ horizon as exp[−2kn/(1 − r)] and powers
thereof, which corresponds to an essential singularity of type I.
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norm of the Killing field ∂t is ` ≡
√−∂t · ∂t = z−z. Furthermore, slices of constant t and
constant ` define a (D − 2)−dimensional torus, whose volume scales as
VTD−2 = `
D−2
z . (27)
Both left and right hand sides of this equation are coordinate invariant. From this scaling
we can extract the numerical value of z, by fitting the data to the relevant range in `.
Another way to determine z in Fefferman-Graham coordinates is via a logarithmic
derivative. Define:
z(z) ≡ −1
2
z
〈gtt〉R
d〈gtt〉R
dz
. (28)
In a Lifshitz scaling regime this quantity will be constant. We have explicitly checked that
both diagnostics given above agree with each other, the second one being much easier to
evaluate. For this reason, we use the second diagnostic in what follows.
Fig. 1(a) shows a typical output of our numerical scheme for the scalar function P . For
the D = 3 numerics we show the scalar profile at the boundary as well as in the Lifshitz IR
scaling regime. The latter is our disordered zero temperature horizon. The metric functions
look equally disordered. Fig. 1(b) shows the result for a numerical simulation with D = 4.
In this case we show a density plot of the scalar field on the disordered IR Lifshitz horizon.
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Figure 1: Disordered horizons: Plot (a) shows the scalar source Φ1 as a function of x k0
at the boundary and the scalar field Φ at z = 8, which is well within the IR Lifshitz scaling
regime. Plot (b) is a density plot of Φ, now in a D = 4 spacetime, for ` = 1, as a function
of boundary directions x k0 and y k0. In both cases, we used N = 10, k0 = 5 and V¯ = 0.1.
Fig. 2 shows several plots of the logarithmic derivative (28) of 〈gtt〉R, as a function of the
Fefferman-Graham coordinate z. It is clear that there is a wide range of large values of the
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coordinate z over which there is scaling regime appropriate to extract z. This regime does
not extend all the way to z →∞ because our disorder has an IR cutoff at N/k0. However,
the scaling regime gets larger as N increases and can be made parametrically large. We see
in this plot that the existence of a scaling regime persists to larger values of V¯ beyond the
reach of perturbation theory.
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Figure 2: Emergence of an IR dynamical scaling exponent. Plot of z(z), the
logarithmic derivative (28) of 〈gtt〉R, for several values of V¯ . In the UV, z = 1 for all curves.
The constant values at large z indicate an emergent Lifshitz scaling with z increasing with
V¯ . These plots have N = 50 and k0 = 5.
Fig. 3(a) shows the emergent scaling exponent z as a function of V¯ : the points represent
our numerical data, each with its own error bar, and the dashed lines are the perturbative
expansions (1) and (2). The error was extracted using a standard χ2 error. Of course, this
does not take into account the discretization error, which is likely to be larger. It appears
that the perturbative expansions capture the correct exponent until V¯ ∼ 1. Moreover,
z seems to be a monotonically increasing function of V¯ , and we find no evidence of any
saturation or other novel physics for the probed range of V¯ . Due to numerical lack of
convergence, we did not manage to go beyond V¯ = 2 (corresponding to z = 12). The
results suggest that z = +∞ can be reached if V¯ → +∞.
We also simulated disorder in D = 4, i.e. dealing with the full three-dimensional elliptic
problem, but we did not succeeded in going beyond the perturbative regime, see Fig. 3(b).
However, the numerical results seem to corroborate the perturbative expansion (1) in this
more general setup.
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Figure 3: Large disorder leads to large z: Dynamical critical exponent z as a function of
V¯ . Plot (a) is for D=3 and plot (b) is for D=4. Numerical results are shown with statistical
error bars while the dashed line is the perturbative expansion in V¯ . In D = 3 we go well
beyond the perturbative regime, while in D = 4 we obtain a check of our analytic result.
5 Discussion
The objective of this paper has been the construction of zero temperature bulk geometries
describing the deformation of a CFT by a marginally relevant disordered coupling. We have
found that the disorder drives the theory to a new disordered IR fixed point, characterized
by a Lifshitz scaling with dynamical critical exponent z > 1. Thus we have found a new
class of spacetimes with zero temperature horizons.
Looking forward, it seems likely that these solutions will exhibit an interesting condensed
matter phenomenology. As emphasized in the introduction, the primary effect of disorder
is to break translation invariance. Because disorder involves modes with arbitrarily long
wavelength, it is able to dissipate momentum efficiently in circumstances where a lattice
is not. Efficient momentum relaxation by a lattice requires the existence of low energy
excitations with finite momentum. This occurs with a Fermi surface or if z =∞ [8, 25], but
is typically not possible at finite z [8, 28]. In contrast, weak disorder leads to a momentum
relaxation rate with a power law dependence on temperature at finite z [6, 7, 29, 10].
The systems we have studied in this paper are at zero charge density and therefore
have a universal electrical conductivity even in the absence of disorder, due to particle-hole
symmetry [30, 31]. However, at a nonzero temperature the energy current will couple to the
momentum (in fact, because our UV theory is Lorentz invariant, the energy current is equal
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to the momentum) and hence the thermal conductivity will be divergent in the absence of
disorder [32]. The finite effects of disorder in our IR geometry can be expected to lead to a
nonzero momentum relaxation rate and hence a finite thermal conductivity.
An exciting open question is the fate of the IR geometry when the disorder becomes
more strongly relevant. We hope to report on this question in the near future [14]. We
have suggested in the introduction that one possibility is that the system flows to a z =∞
fixed point. However, it is also conceivable that there is no meaningful averaged spacetime
geometry in these cases and that instead one must directly describe a dramatically irregular
‘horizon’. For instance, there might be a complicated structure of metastable horizons as
envisioned in [33]. Especially when combined with a finite charge density, the character-
ization of infinitely disordered fixed points in holography would open a path towards the
study of localization physics in strongly interacting systems. New localization mechanisms
may be found, analogous to those arising with relevant holographic lattices [34].
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A Solution at second order in perturbation theory
This appendix contains the disordered solution for the metric at second order in perturbation
theory. The solution to second order reads
A(2)(x, z) = G1(x) +G2(z)− z
N−1∑
j=0
A2j e
−2kj z cos2(kj x+ γj)+
N−1∑
i=1
i−1∑
j=1
AiAj e
−z(ki+kj)
(ki + kj)
3
[
k2i (1− 4zkj)− 2kikj (1 + 2zkj) + k2j
]
cos[(ki + kj)x+ γi + γj ]+
N−1∑
i=1
i−1∑
j=1
AiAje
−z(ki+kj)
ki + kj
cos[(ki − kj)x+ γi − γj ] (29a)
12
B(2)(x, z) = G3(x)+z
2G4(x)+
N−1∑
j=0
A2j
2 kj
e−2kj z cos2(kj x+γj)−
N−1∑
j=1
A2je
−2zkj (1 + 2zkj)
4kj
+
N−1∑
i=1
i−1∑
j=1
AiAje
−z(ki+kj)
ki + kj
cos[(ki + kj)x+ γi + γj ]+
N−1∑
i=1
i−1∑
j=1
AiAj e
−z(ki+kj)
(ki + kj)
3
[
k2i (1− 4zkj)− 2kikj (1 + 2zkj) + k2j
]
cos[(ki − kj)x+ γi − γj ] ,
(29b)
where G1(x) and G3(x) are integration functions, and
G2(z) = η1 + z
2 η2 +
N−1∑
j=1
A2j e
−2 kj z (1 + z kj)
2 kj
, (29c)
G4(x) =
1
2
[
G′′1(x)− η2
]
, (29d)
with integration constants η1 and η2.
If we demand that the spacetime asymptotes to the line element (6), this uniquely fixes
G3(x). The condition
4 comes from simply demanding that A(2)(x, 0) = B(2)(x, 0). We are
thus left with η1, η2 and G1(x) to be fixed by requiring regularity at the Poincare´ horizon
z → ∞. This requirement sets η2 = G1(x) = 0, so that η1 is the only free constant, to be
fixed at a later stage.
We are now ready to look at the disorder averaged metric functions, which we can easily
read from Eqs. (29):
〈A(2)(x, z)〉R = lim
N→+∞
η1 + N−1∑
j=1
e−2 kj zA2j
4 kj
 ,
(30)
〈B(2)(x, z)〉R = lim
N→+∞
η1 + N−1∑
j=1
A2j
2
(
1
2 kj
− z e−2 kj z
) .
In our case of local Gaussian random noise (Ai = const.), we can actually do the sums in
4Note that upon a coordinate redefinition of the form z → p(x)z, one can set the boundary metric to be
exactly given by the line element (6) if p(x) is conveniently chosen.
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terms of elementary functions:
〈A(2)(x, z)〉R = lim
N→+∞
[
η1 − e−2 z k0G
(
e−
2 z k0
N , 1, N
)
− ln
(
1− e− 2 z k0N
)]
,
(31)
〈B(2)(x, z)〉R = lim
N→+∞
η1 +HN−1 + 2 z k0 1− e− 2 z (N−1) k0N
N
(
1− e− 2 z k0N
)
 .
where G(a, b, c) is the Lerch transcendent function5 and Hi the i−th harmonic number.
The N → ∞ limit can be taken easily, and provides the central result that we quoted in
the main text:
〈A(2)(x, z)〉R = e−2k0z {(1 + 2k0z) [ln(2k0z) + γ]− 2k0z} − ln(2k0z) ,
(32)
〈B(2)(x, z)〉R = e−2k0z + γ − 1 ,
where γ is Euler’s constant, and we have chosen η1 = − lnN , in order for the limit to be
regular.
B Perturbation theory in general spacetime dimension
In this appendix we outline the computation of the exponent (24). Because we are after the
exponent to second order in V¯ , we only need to compute the averaged value of the second
order energy momentum tensor.
Throughout this appendix, we keep the same notation as in Section 3. The boundary
spatial directions will be denoted xi, for i ∈ {1, . . . , D − 2}.
We start with the first order solution. For ∆ = D/2, which corresponds to a scalar field
saturating the Harris criterion, the linear solution reads
Φ̂(1)(x1, . . . , xD−2, z) = z
D
2
−1
N−1∑
j1,...jD−2=1
Aj1,...,jD−2 e
−z K
D−2∏
i=1
cos(ki,ji xi + γi,ji) , (33)
where each γi,ji is a random phase with a uniform distribution that take values in (0, 2pi),
and we have defined
K ≡
√√√√D−2∑
m=1
k2m,jm . (34)
5The Lerch transcendent function, for Re(c) > 0, is defined as
G(a, b, c) =
+∞∑
j=0
ak
(k + c)b
.
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Note that for each of the D − 2 boundary spatial dimensions, there is a different choice of
wave-number distributions, corresponding to each of the ki,ji . We are now ready to present
the averaged second order stress energy tensor. First, we note that because Φ is first order in
V¯ , 〈T (2)ab 〉R can be computed using the metric of pure AdS written in Poincare´ coordinates.
Second, we note that we are only interested in the second order averaged metric, which
means that in this sector, to second order in V¯ and in Fefferman-Graham coordinates, the
metric is diagonal, and takes the following simple form:
ds2 =
L2
z2
[
−(1 + V¯ 2〈A(2)〉R)dt2 +
D−2∑
i=1
(1 + V¯ 2〈S(2)i 〉R)dx2i + dz2
]
. (35)
Note that A(2) itself is a function of all bulk spatial coordinates, but 〈A(2)〉R is a function
of z only, by construction.
Setting V¯ = 0 in the line element above gives the pure AdS metric needed to compute
the averaged energy momentum tensor. This is easily done, and yields
θtt ≡ 〈T˜ (2)tt 〉NR =
D zD−4
2D−1
N−1∑
j1,...jD−2=1
A2j1,...,jD−2 e
−2 z K , (36a)
θii ≡ 〈T˜ (2)ii 〉NR = −
zD−4
2D−1
N−1∑
j1,...jD−2=1
A2j1,...,jD−2 e
−2 z K(D − 4 z2 k2i,ji) , (36b)
θzz ≡ 〈T˜ (2)zz 〉NR = −
zD−4
2D−1
N−1∑
j1,...jD−2=1
A2j1,...,jD−2 e
−2 z K
[
D − z (D − 2− 2K)2
]
, (36c)
where limN→+∞〈·〉NR = 〈·〉R and T˜ is the trace reversed energy momentum tensor
T˜ab = Tab − T
D − 2gab . (37)
On the other hand, the perturbed and averaged Einstein equations read
a′′ − D − 1
z
a′ − 1
z
D−2∑
i=1
s′i − 2θtt = 0 , (38a)
s′′i −
D − 1
z
s′i −
a′
z
− 1
z
D−2∑
j 6=i
j=1
s′j + 2θii = 0 , (38b)
a′′ − a
′
z
+
D−2∑
i=1
[
s′′i −
s′i
z
]
+ 2θzz = 0 , (38c)
where we defined a ≡ 〈A(2)〉NR and si ≡ 〈S(2)i 〉NR , for the sake of notation. These equations
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are readily solved as a function of N ,
a(z) =
1
22(D−2)
N−1∑
j1,...jD−2=1
A2j1,...,jD−2
KD−2
Γ˜ (D − 2, 2z K) , (39a)
si(z) =
1
22(D−2)
N−1∑
j1,...jD−2=1
A2j1,...,jD−2
KD
[
K2Γ˜ (D − 2, 2z K)− k2i,ji Γ˜ (D − 1, 2z K)
]
, (39b)
where Γ˜ is the incomplete Gamma function and we fixed some of the integration constants
so that, after a gauge transformation, at z = 0 the bulk spacetime asymptotes to the line
element (35) with V¯ = 0.
In order to finish the calculation we need to evaluate these sums. Here we shall only
detail how to evaluate the first of the above two. First, we make a simple but useful remark.
Namely, we can take a derivative of a, to find
a′(z) = − 1
2D−2
N−1∑
j1,...jD−2=1
A2j1,...,jD−2 z
D−3e−2K z . (40)
It turns out this sum is much easier to evaluate, and after a simple integration in z gives
the result we desire. Second, if we are interested in local Gaussian disorder, we regard each
dimension as having independent local Gaussian statistics, which in turn implies
Aj1,...,jD−2 = (2
√
∆k)D−1 , ki,ji = ji ∆k and ∆k = k0/N . (41)
We are thus left with evaluating the following sum
a′(z) = −2
D−2 kD−20
ND−2
N−1∑
j1,...jD−2=1
zD−3 exp
−2 z k0
N
√√√√D−2∑
m=1
j2m
 , (42)
which, in the limit N → +∞, we recognize as a multi-dimensional Riemann sum on the
multi-dimensional hypercube (0, 1)D−2, i.e.
〈A(2)〉′R(z) = −
2D−2
z
k˜D−2
D−2∏
m=1
∫ 1
0
dxm exp
−2k˜
√√√√D−2∑
m=1
x2m
 , (43)
where we defined k˜ = k0 z. This is our final expression if we are interested in knowing the
averaged gtt, to second order in V¯ , and for z ∈ (0,+∞). If, however, we are interested in
the behavior of this function as z → +∞, we can make further progress. First, we make
the following change of coordinates
ym = k˜ xm , (44)
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which brings Eq. (43) to:
〈A(2)〉′R(z) = −
2D−2
z
D−2∏
m=1
∫ k˜
0
dym exp
−2
√√√√D−2∑
m=1
y2m
 . (45)
If z is very large, then so is k˜, in which case the integral above can be easily done in terms
of complete Gamma functions:
〈A(2)〉′R(z) = −
pi
D−3
2
z
Γ
(
D − 1
2
)
+O(e−2k0z)
⇒ 〈A(2)〉R(z) = −pi
D−3
2 Γ
(
D − 1
2
)
ln(z k0) +O(e−2k0z) . (46)
This is the logarithmic divergence that we resum to obtain Eq. (24).
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