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Abstract
A cohesive-zone approach is used to study the interaction between an approaching crack and a particle embedded
in a matrix material as a function of the mismatch in elastic and fracture properties. Crack-particle interaction is
a crucial issue governing fracture behavior of particle-dispersed materials. Special attention is given in the present
work to the effect of the mismatch in fracture properties, namely fracture strength and energy, which has not been
fully-explored in the literature. Based on extensive finite element simulations using cohesive elements, the basic
fracture mechanisms governing the crack-particle interaction are identified, namely particle fracture, crack deflection
and interface debonding. The details of the cracking sequences are elucidated and the role of secondary cracks is
highlighted. The effect of pre-existing flaws on the fracture behavior is analyzed both for flaws inside the particle as
well as flaws on the particle/matrix interface. Several flaw configurations in terms of size, orientation and location
are considered. In addition, the effect of the mismatch between the matrix and the interface fracture properties is
also considered for a wide range of adhesive characteristics. The results of the simulations are summarized in the
form of several fracture maps for different configurations, whereby the main fracture mechanisms are identified in
regions inside a two-dimensional space of strength and toughness mismatch between the particle and the matrix. It is
observed that the mismatch in the fracture properties usually plays a more dominant role on the crack trajectory than
the mismatch in elastic properties in a particle-dispersed system. Pre-existing flaws/defects in the particle and the
interface are found to be one of the principal controlling factors that alter the crack propagation characteristics. These
results can be used as a guideline for designing particulate composite system with a preferred fracture mechanism,
namely matrix cracking, interface debonding or particle fracture.
1. Introduction
Particulate composites is an important class of heterogeneous materials in which the secondary phase are particles,
embedded in a suitable matrix material. Particles are typically combined with the host matrix material to increase its
functionality, particularly its effective fracture behavior. For example, hard second phase particles are dispersed in
an otherwise homogeneous material to strengthen it. An illustrative example of material strengthening is a metal
matrix reinforced with ceramic particles (see, e.g.,[1–3] ). Conversely, soft ductile particles are dispersed in a brittle
matrix to enhance its fracture toughness such as metallic particles dispersed in a ceramic matrix (see, e.g., [4, 5]).
More recently, a distinct mechanism using embedded particles has been proposed to enhance the long term resistance
against failure. In particular, in the so-called self-healing materials, particles containing a suitable healing agent are
dispersed in the matrix [6, 7]. Upon loading the material, existing microcracks interact with the healing particles,
thereby activating the self-healing mechanism. In order to successfully trigger the healing mechanism, it needs to be
ensured that a propagating crack gets attracted towards the healing particles instead of deflecting away from them.
The fracture behavior in heterogeneous materials strongly depends on how cracks interact with the individual
constituent phases at the microstructural level. In the aforementioned examples, a critical issue is the effect that a
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Figure 1: Crack-particle interaction in a particulate system showing three possible fracture mechanisms, namely particle fracture, crack deflection
and interface debonding.
particle has on a nearby crack running through the matrix, henceforth referred to as crack-particle interaction. A key
aspect that governs this interaction is the change in crack tip driving force due to the presence of a particle, which in
turn depends upon the mismatch in the properties of the particle and the matrix. Shielding effect is observed when
the particle is stiffer than the surrounding matrix material and amplification effect is observed if the particle is softer.
As a consequence, a change in the crack trajectory occurs in the presence of particle. In the context of a particulate
composite system, three basic fracture mechanisms could be identified, namely particle fracture, crack deflection and
interface debonding as depicted in Fig.1.
Several analytical studies have been performed to address the issue of a crack interacting with particles [8–14].
The basic goal of all those studies is to quantify the effect of the particle on the crack tip driving force through
parameters like stress intensity factor (SIF) or energy release rate (ERR). The studies establish a key conclusion,
namely that a reduction in SIF or crack driving force occurs if the particle ahead of the crack tip is stiffer than the
surrounding material and an amplification of crack driving force occurs in the presence of a softer particle leading
to shielding and antishielding effects respectively. With the advent of finite element (FE), boundary element (BE)
and other numerical methods, studies have been carried out to further analyze crack-particle interaction [15–25].
The advantage of the numerical methods is that it is possible to consider more complex scenarios where analytical
solutions are not feasible, such as irregular particle shapes and distribution of particles [20, 26], the presence of an
additional interphase layer between the particle and the matrix [18] or the presence of pre-existing interface flaw [17].
In general, the primary focus of the aforementioned studies has been the mismatch in elastic properties between the
particle and the matrix, generally supporting the notion that a crack in the matrix deflects away from a stiffer particle
(shielding effect). In most studies, particle fracture was not considered or was restricted along a specified plane [24].
However, experimental observations have shown that particle fracture may occur instead of crack deflection despite
the higher stiffness of the particle, which indicates that the mismatch in elastic properties is not sufficient to predict
crack-particle interaction [27–30]. Hence, in the present work, one of the primary goals is to take into account
additional factors that play a significant role in predicting crack-particle interaction, in particular,
• the effect of the mismatch in fracture properties (i.e., mismatch in fracture strength and fracture energy),
• the effect of interfacial properties (i.e., interfacial strength and toughness) and
• the influence of flaws inside the particle and on the interface.
The factors taken into account in the present study are not only important at the level of crack-particle interaction
(microscale), but in fact they play a crucial role in determining the overall (macroscopic) fracture behavior of a
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particulate system. For example, in the case of ductile matrix reinforced with brittle particles, the effective composite
strength depends on the efficiency of stress transfer across the particle/matrix interface, which in turn depends on the
interface strength. Hence, the material can be significantly weakened if the bonding between the particle and matrix
is relatively weak [31]. In the case of ductile particles dispersed in a brittle matrix, fracture toughness enhancement is
generally achieved through plastic deformation of the ductile particles. In that case, the interface properties play a vital
role in facilitating the toughness improvement. For example, experimental observations show that the improvement in
fracture toughness may not be realized in such systems [32–34], which is attributed to a weak particle/matrix interface,
whereby the approaching crack induces debonding instead of plastic deformation in the particle. In some other cases,
where both phases are brittle, relatively weak interfaces may be preferred since the interface failure can be used as an
energy-dissipating mechanism, thereby enhancing the effective toughness of the material [35].
The presence of pre-existing flaws in the interface or the particle can also largely affect the fracture behavior of the
particle/matrix system. For instance, Bush [17] observed that a pre-existing interface flaw can attract the approaching
crack, which otherwise gets deflected. In case of brittle particle reinforced ductile matrix composites, one would
expect an increase in the effective strength due to the strong brittle particles. However, brittle particles may contain
flaws or defects which may be inherent to the particle itself or produced during processing. In such cases, the particles
attract the approaching crack leading to substantial increase in the crack driving force, thereby resulting in degradation
in strength [29]. Fracture of stiffer particles dispersed in a softer matrix are observed in several cases, which in general
should have the tendency of deflecting the approaching crack [36]. Such fracture of stiffer/brittle particles is attributed
to presence of flaws within the particle.
Numerical simulations have been carried out to study the behavior of a crack impinging on a planar interface [37]
as well as the effect of strength of particle/matrix interface [38] or the presence of flaws on the crack path in a
particulate system [39]. However, there is a need for a systematic analysis where all the relevant mechanisms (i.e.,
matrix cracking, particle fracture and interface debonding) are simultaneously considered, while taking into account
of the mismatch in the elastic and the fracture properties between the constituent phases. Such analysis should also
consider the possible nucleation, propagation and coalescence of secondary cracks as the main crack approaches a
particle, since this mechanism is often critical in predicting the actual crack-particle interaction.
In the present work, a cohesive zone modelling approach is adopted [40, 41], whereby secondary cracks may
nucleate in the matrix and/or the particle. Possible crack coalescence and crack bifurcations are also taken into
account, which extends the range of possible interactions analyzed. Effects of the mismatch in the elastic and the
fracture properties of particle, matrix and interface are examined in detail, combined with the presence of flaws both in
the particle and the particle/matrix interface. For each combination of parameters and for each configuration, the crack
advancement mechanism is studied and the type of crack-particle interaction is classified. The intention is to provide
guidelines that can be used for analysis and design, e.g., to find the required combination of particle/matrix/interface
properties to achieve a desired behavior (e.g., to enhance the effective toughness, to increase the effective strength or
to trigger a self-healing mechanism).
The paper is organized as follows. The Cohesive Zone Model (CZM) adopted in the present study is summarized
in Sec. 2. In addition, that section includes information about the finite element implementation and the simulation
set-up. The effect of the mismatch in fracture properties between the matrix and the particle is treated in Sec.3. The
effect of pre-existing flaws in the particle is analyzed in Sec. 4. Sec. 5 addresses the influence of interfacial fracture
properties and the presence of flaws in the interface between the particle and the matrix. Concluding remarks are
provided in Sec.6.
2. Modelling of crack-particle interaction
Classical methods in fracture mechanics may be classified as strength-based or fracture energy-based. In the
strength-based approach, a crack is initiated if a stress measure (e.g., maximum principal stress) exceeds a critical
value corresponding to the strength of the material. In the energy-based approach, a pre-existing crack is propagated
if an energy-based measure exceeds a critical value (e.g., fracture energy). Linear elastic fracture mechanics (LEFM)
methods based on strain ERR and J-integral are commonly-used energy-based approaches that quantify the amount
of energy available at the crack tip for crack propagation [42]. Among these methods, the J-integral approach for
fracture became very popular because it circumvents the need to resolve the crack tip stress field accurately. In
general, a strength-based approach is effective for crack initiation studies whereas an energy-based approach is useful
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Figure 2: Cohesive zone and traction-separation law. The arrows in the traction separation law represent loading, damage, unloading and reloading
steps.
for the analysis of crack propagation [43]. Most of the crack-particle interaction studies in the literature discussed in
Sec.1 adopt energy-based approaches as the key interest lies in the interaction of a propagating crack with the particle,
rather than just crack initiation.
LEFM-based approaches are typically developed for studying the growth of a single pre-existing crack, hence it is
in general not possible to model crack nucleation (nucleation of new cracks throughout the analysis) or coalescence
of two or more cracks. In this context, Cohesive Zone Models can serve as an alternative to the strength and the
energy-based approaches and they are naturally capable of overcoming these limitations. CZM combines the strength
and energy-based approaches through the use of a traction-separation law [40]. Moreover, the CZM framework is
naturally suitable for analyzing complex crack patterns that arise from multiple crack initiation and coalescence. In
the intrinsic cohesive element-based approach adopted in the present study, nucleation, propagation and coalescence
do not require additional criteria and in principle do not increase the complexity of the analysis.
2.1. Cohesive zone model and finite element implementation
In the CZM approach, the crack tip singularity predicted by the LEFM theory is replaced by a fracture process zone
(the cohesive zone) where the material surface degrades from fully-coherent to complete separation. The constitutive
behavior in the cohesive zone is described using a traction-separation relation as illustrated in Fig. 2, which shows
the connection between a cracked body and the constitutive relation. The concept of CZM for fracture mechanics
was originally developed by Barenblatt [40] for studying cracks in brittle materials and later extended to elastoplastic
materials, based on related work by Dugdale [41] (see, e.g., [44]). Various cohesive laws have been proposed in the
literature for different material systems such as polymers, metals and composites [44–48]. Those include exponential,
polynomial, trapezoidal and bilinear traction-separation laws.
The cohesive law illustrated in Fig.2 corresponds to a bilinear relation between T , which is a scalar measure of the
traction t transmitted across the cohesive surface, and ∆, which is a scalar measure of the cohesive surface opening
displacement vector δ. A bilinear relation captures the essential ingredients of most cohesive laws, namely that the
traction T increases with increasing cohesive surface opening displacement ∆ up to a maximum value given by the
material fracture strength, σc, and eventually decreases to zero, at which point the cohesive zone is fully-separated in
the sense that no (positive) traction can be transmitted across the surface.
The initially increasing part of the curve, which serves the purpose of modelling crack nucleation without a
separate nucleation criterion, should in general have a sufficiently large slope to mimic an undamaged surface inside
a material (typically referred to as a “rigid” surface in the context of cohesive relations). The initial slope K shown
in Fig.2 (i.e., the cohesive stiffness) is not a parameter that may be experimentally measured but, rather, a convenient
modelling tool that is normally chosen sufficiently large compared to a representative elastic stiffness of the bulk
material (e.g., Young’s modulus E).
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The area under the traction-separation curve, which represents the total work per unit area expended in creating
a fully-separated crack, corresponds to the fracture energy (also called here as toughness for convenience) Gc of the
material. Thus, both the strength and the fracture energy are simultaneously taken into account in a cohesive law
used for fracture analysis. Furthermore, the cohesive zone approach introduces an inherent characteristic length to
the model, designated as the cohesive zone length or fracture process zone length (FPZ), a parameter that combines
elastic and fracture characteristics of a material. The fracture process zone length lfpz is conventionally defined as
lfpz :=
EGc
σ2c
, (1)
where E is a representative elastic modulus of the material (typically Young’s modulus for an isotropic, homogeneous
material). The fracture process zone length (cohesive zone length) can be used as a measure of the brittleness of a
material, with decreasing values corresponding to higher brittleness (i.e., lower ductility to strength ratio). Cohesive
zone models can reproduce LEFM conditions if the fracture process zone length is negligible compared to the crack
length [37], but may also be used in situations where LEFM is not applicable. The influence of fracture process zone
length within the context of crack-particle interaction will be explored in later sections.
For completeness and in order to introduce the required notation, the cohesive zone model used in the present
analysis is briefly summarized below [49, 50]. The traction-separation law relates the traction t acting on the crack
faces, with components (tn, ts), to the crack opening vector δ, with components (δn, δs), where the subscripts “n” and
“s” refer to the directions normal and tangential to the crack face, respectively. An effective crack opening ∆ can be
defined as
∆ :=
√
〈δn〉2 + γ2δ2s , (2)
where 〈·〉 = (· + | · |) /2 refers to the Macaulay bracket and γ is a non-dimensional weighting factor for the mode I and
mode II contributions. In order to determine whether the crack opening is increasing or decreasing due to the external
loading process, the following loading function f d is used:
f d = fˆ d(∆, κd) := ∆ − κd , (3)
where κd = κd(t) is a damage history variable that, at a given time t, corresponds to the maximum value attained by
the equivalent crack opening during a process up to that time. The loading and unloading conditions correspond to
the Karush–Kuhn–Tucker relations, see Fig.2.
The equivalent crack opening ∆ is used to compute the equivalent traction T as
T = Tˆ (∆, κd) =

gˆ(∆) if f d = 0 and κ˙d > 0,
gˆ(κd)
∆
κd
otherwise,
(4)
where gˆ is the effective traction-separation law and κ˙d indicates the (time) rate of change of the damage history
variable. The upper and lower expressions in (4) provide the equivalent traction during, respectively, crack growth
and unloading/reloading. Alternatively, one could work with a damage variable ω and consider a “damaged” stiffness
such that (1 − ω)K = gˆ(κd)/κd as indicated in Fig.2. The specific form of the effective traction-separation law used in
the present work is a linear softening relation (see Fig.2), which corresponds to
g = gˆ(∆) = σc
〈∆f − ∆〉
∆f − ∆0 . (5)
The initially linearly “elastic” loading up to the fracture strength in a bi-linear law can be reproduced in (4) by
assigning an initial damage κd(0) = κd0 = ∆0. The parameter ∆f is chosen such that the integral of Tˆ from ∆ = 0
to ∆ = ∆f equals the material fracture toughness Gc, i.e., ∆f = 2Gc/σc. After evaluating (4), the normal and shear
tractions can be computed such that t · δ = T∆ for δn ≥ 0, see [50].
In the context of the finite element method, cohesive laws can be implemented using cohesive elements [49, 51].
Cohesive elements are interface finite elements with zero thickness and their constitutive response during cracking
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is given by a cohesive law. The term “interface” here refers to the fact that they are embedded between the con-
ventional solid elements (in two or three dimensions), whereby their nodes are shared (see Fig. 5). In the present
work, cohesive elements are employed for fracture studies in a particle/matrix system, in conjunction with a bilinear
traction-separation law, as shown in Fig.2.
The cohesive model presented above can be reproduced with the one available in the Finite Element package
Abaqus using an appropriate choice of model options and parameters [52]. In particular, let δn,0 and δs,0 denote,
respectively, the crack opening at the onset of failure for pure mode I and pure mode II and let tn,c and ts,c be the
corresponding values of the cohesive strength, with tn,c = Kδn,0 and ts,c = γ2Kδs,0. The non-dimensional weighting
factor γ is
γ =
δn,0
δs,0
,
hence ∆0 = δn,0 = γδs,0 and, using the stiffnesses K and γ2K in modes I and II, respectively, then σc = tn,c =
ts,c/γ. Complete loss of cohesion occurs for pure mode I and II, respectively, at δn,f and δs,f, with ∆f = δn,f =
γδs,f. The features indicated above for the linear softening model can be reproduced in Abaqus using (i) a quadratic
nominal strain damage initiation criterion with δn,0 = γδs,0 and (ii) an energy-based linear softening model for damage
evolution with an exponent equal to 1 in the power law and with equal toughness in pure mode I and II, i.e., GIc = GIIc.
Although this formulation does not contemplate distinct values of the fracture toughness in modes I and II, it has the
advantage of being thermodynamically admissible since it satisfies the entropy inequality upon application of the
Coleman-Noll procedure [49].
The cohesive element-based approach can be straightforward if the actual (or possible) crack path(s) is (are) known
a priori. However, in general the crack path is an outcome of the simulation, hence it has to be ensured that a crack
can initiate at any material point and can grow along an arbitrary direction. To this end, in the present analysis,
cohesive elements are embedded along all continuum elements, as shown schematically in Fig. 5. For the sake of
clarity, the cohesive elements are shown to possess certain thickness, but in the actual finite element mesh, they have
zero thickness. To achieve the cohesive element insertion, a Matlab script is developed which reads the Abaqus
input file (nodal coordinates and element connectivity) and processes them to embed cohesive elements throughout
the existing mesh by introducing the required additional nodes and altering the element connectivity accordingly.
One of the natural questions that arise with this methodology is the issue of mesh dependency since the crack path
is still constrained to move along the element boundaries. This issue is analyzed in Appendix A for the present
simulations where it is shown that, with a sufficiently refined and randomly-oriented mesh, a pre-defined mesh of
cohesive elements is a viable alternative to other methods (in particular, the extended finite element method, XFEM),
albeit at an increased computational cost. One key advantage of using embedded cohesive elements pertains to crack
coalescence, an issue that is important in the present work, which cannot be robustly handled by the current XFEM
implementation. Abaqus Standard implicit solver is used for the simulations with the standard Newton-Raphson
method. To alleviate convergence difficulties (encountered during the cracking process, especially during multiple
cracking and coalescence), a small value of viscosity equal to 1.0 × 10−5 s is used for the simulations.
2.2. Simulation set-up
In order to analyze the crack-particle interaction, numerical simulations are carried out in a two-dimensional
rectangular domain of length L and height W, which contains a single particle of diameter d = 2r embedded in a
matrix. The domain contains an initially straight edge crack of length a with its crack tip located at a horizontal
distance b and vertical distance c measured from the center of the particle, as shown in Fig.3. The initial crack length
is taken as a = 0.4L. The horizontal distance is chosen as b = 7r, which is sufficiently large such that the influence of
the particle on the crack driving force is initially negligible, regardless of the vertical offset c (see [17, 18]). Distinct
values of the offset c are considered in the analysis since this initial configuration is relevant for the subsequent crack-
particle interaction. It is worth pointing out that a pre-existing crack is in principle not required for an analysis based
on cohesive elements. However, for the purpose of comparing distinct crack-particle interactions, it is convenient that
all simulations start with the same main approaching crack. Nevertheless, possible nucleation of secondary cracks is
permitted throughout the simulation.
The specimen is loaded nominally in opening mode. A concurrent multiscale type of approach is adopted in order
to eliminate the interaction between the applied load on the boundary and the stress fields in the region of interest,
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Figure 3: Particle of diameter d = 2r embedded in a rectangular domain L ×W with an edge crack of length a = 0.4L; Sketch not to scale, actual
dimensions are chosen as L = 800r and L = 1.2W. A main approaching crack tip is initially located at a horizontal distance b = 7r and vertical
distance c (offset).
i.e., in the proximity of particle. An infinite matrix is simulated using a two-scale finite element domain consisting
of a fine mesh in the smaller inner domain containing the particle and a coarse mesh in the outer domain as shown in
Fig.4. The characteristic length of the elements in the fine mesh are chosen sufficiently small compared to the fracture
process zone length given in (1) in order to guarantee a proper resolution of the process zone. The dimensions of the
computational domain are chosen sufficiently large compared to the radius r of the particle (in particular, L/r = 800
with L = 1.2W). Linear plane strain triangular elements are used for the continuum description and four-noded, zero
thickness cohesive elements, available in the finite element package Abaqus, are used for fracture. Isotropic, linearly
elastic models are used for the matrix and the particle prior to fracture.
An extensive parametric analysis is performed by considering distinct mismatches of the fracture properties,
namely the strength ratio σpc/σmc and the toughness ratio G
p
c/Gmc , where the superscripts “p” and “m” refer to the
properties of the particle and the matrix, respectively. In addition, the interface between the particle and the matrix is
modelled with a separate traction-separation relation, which depends on an (interface) strength σic and a (delamina-
tion) toughness Gic. Unless otherwise indicated, the properties of the matrix for the simulations are set as follows:
Em = 150 GPa , σmc = 300 MPa , G
m
c = 100 J/m
2 .
For simplicity, the Poisson’s ratios of the particle and the matrix, νp and νm, are kept constant and equal in all the
simulations, with νp = νm = 0.25. Unless explicitly mentioned, the simulations are carried out with a ratio Ep/Em = 3,
which corresponds to a stiffer particle, with Ep representing the Young’s modulus of the particle.
Table 1: Summary of geometric and material parameters used in this study.
Geometric parameters Ratio of material parameters
Particle offset, (r/2, r, 3r/2, 2r) Elastic modulus, (Ep/Em = 3, 1, 1/3)
Particle flaw size, (r/4, r/2, r, 4r/3)
Particle flaw orientation, (0◦, 30◦, 60◦, 90◦)
Fracture strength, (0.1 < σpc/σmc < 10)
Fracture toughness, (0.01 < Gpc/Gmc < 100)
Interface flaw size (angle subtended by the flaw), (15◦ - 120◦)
Interface flaw location, (top, middle, bottom) Fracture process zone length, (l¯
m
fpz ∼ 10m,m = −1, 0, 1, 2, 3)
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Figure 4: Two-scale finite element mesh of the complete 2D domain (left). Finer mesh near the proximity of the particle (right).
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Figure 5: Schematic of embedded cohesive elements.
It is convenient to introduce in the simulations a non-dimensional fracture length scale parameter l¯mfpz that relates
the fracture process zone length of the matrix lmfpz to the particle’s radius r, i.e., from (1),
l¯mfpz :=
lmfpz
r
=
EmGmc
(σmc )2 r
. (6)
The fracture process zone length of the particle varies accordingly with the change in properties of the particle relative
to the matrix. In the analysis, the radius of the particle is chosen as r = 15 µm. Along with the properties of the
matrix mentioned above, the matrix fracture length scale parameter becomes l¯mfpz = 1.1 × 101. The dependance of
the fracture mechanism on the length scale is explored in Sec.4, whereby different orders of magnitude for the length
scale parameter are considered by altering the toughness of the matrix. To provide an overview of the parametric
simulations, different parameters and their range considered for the present study are summarized in Table 1.
The non-dimensional weighting factor γ for the mode I and mode II contributions is set to 1 (equal contri-
bution), which implies that the simulations allow for a substantial mode II contribution if required by the local
stress/deformation fields during crack growth. This is particularly relevant when analyzing interface delamination.
3. Effect of mismatch in fracture properties for a perfectly-bonded, undamaged particle
One primary goal of the present analysis is to study the effect that the mismatch in fracture properties has on
the crack trajectory. To achieve this, extensive parametric analyses are conducted and the results are reported in
this section. Sec. 3.1 provides the overview of different parameters used for the parametric study and describes the
associated fracture mechanisms. Secs. 3.2 and 3.3 focus on the local fracture mechanisms in detail using the observed
crack sequence and path, whereas Secs. 3.4 and 3.5 summarize the results of the parametric analyses in the form of
fracture maps distinguishing the fracture mechanisms.
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3.1. Simulation parameters and crack patterns (fracture mechanisms)
To this end, the fracture properties of the particle are varied relative to the properties of the matrix, i.e., different
ratios of the fracture strengths, σpc/σmc , and fracture energies, G
p
c/Gmc , are considered. In this section, the particle is
assumed to be perfectly bonded to the matrix, i.e., the interfacial strength σic and the delamination toughness G
i
c are
artificially set to a sufficiently large value such that separation at the particle/matrix interface is prevented. All the
simulations conducted in Sec.3 are obtained with the fracture length scale of the matrix, l¯mfpz = 1.1× 101. The fracture
length scale of the particle varies accordingly with its elastic and fracture properties relative to the matrix.
In addition to distinct fracture properties, it is also relevant to consider different crack-path offsets c as indicated
in Fig. 3. Four representative values are considered for c, namely c = r/2, r, 3r/2 and 2r, which are within the
range of practical interest in which the interaction between the crack and the particle is noticeable as the main crack
approaches the particle. For each set of fracture properties and offset, a numerical simulation is carried according
to the set-up indicated in Sec. 2.2 and the corresponding crack pattern is classified in terms of one of the following
possible outcomes:
• Case 1: Particle fracture, which occurs either when the main approaching crack enters into the particle or when
a secondary crack nucleates inside the particle and grows into the matrix.
• Case 2: Crack deflection, which corresponds to the situation where the main approaching crack remains con-
fined to the matrix.
Observe that the notion of particle fracture is reserved in the present work for a situation where a crack runs contin-
uously across the particle/matrix interface. In other words, if a new secondary crack initiates inside the particle or
a secondary crack initiates from a pre-existing flaw within the particle, but does not propagate into the matrix, then
the fracture mechanism is not qualified as particle fracture. Further, the expression crack “deflection” refers to the
fact that the crack does not enter the particle, regardless of whether the initial offset c is increased or reduced. The
relevance of the classification indicated above is connected to the purpose of embedding particles in the matrix. In
particular, case 1 is typically required when designing a particle-based self-healing material whereas case 2 is often
favorable for particle toughening purposes.
Numerical simulations, using the model parameters indicated in Sec.2.2, are carried out by increasing the remotely-
applied external load (see Fig. 4) until the crack tip has moved substantially away from the particle, at which point
the crack pattern close to the particle is not expected to evolve further. In order to get insight into the crack-particle
interaction, crack paths are shown and discussed in detail for two selected particle offsets, c = r/2 and 3r/2, for
representative mismatches in fracture properties and for two mismatches in elastic properties, namely Ep/Em = 3
(stiff particle) and Ep/Em = 1/3 (soft particle). A summary of calculations for all offsets is provided at the end of this
section.
3.2. Behavior of incoming cracks aligned with particle (offset c = r/2)
An initial crack offset c = r/2 (see Fig.3) is representative of the situation where the particle is located directly in
front of the path of an incoming crack. The actual path that the crack adopts as it approaches the particle depends on
the relative elastic and fracture properties of the matrix and the particle, as shown in Fig.6. Figures on the left column
(a,c, and e) correspond to a stiffer particle case, Ep/Em = 3 and figures on the right column (b, d and f) correspond
to softer particle case, Ep/Em = 1/3. The other relative properties (i.e., the relative fracture strength and toughness)
are varied correspondingly and shown in the figure. In all cases, the particle is initially undamaged and has a perfect
bonding with the matrix.
All crack paths shown in Fig. 6, which advance from right to left, are essentially the same until the crack front
reaches a distance equal to the diameter of the particle (measured from the particle’s center). In three cases (a, b and f)
particle fracture is observed whereas in the other cases (c, d, and e), crack deflection occurs. Small crack fluctuations
in the crack paths may in fact be attributed to mesh resolution (see also Appendix A). It can be observed from Fig.6a
and b that, when there is no mismatch in fracture properties (same fracture properties for the particle and the matrix),
particle fracture occurs in both cases, however, the stiffer particle (case a) deflects the incoming crack away from it.
Nonetheless, the mismatch in elastic modulus does not prevent particle fracture despite higher stiffness of the particle.
When the strength of the particle is larger than the strength of the matrix while the toughnesses are the same
(cases c and d), the approaching crack deflects along the particle. It is worth indicating that the crack actually does
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Figure 6: Crack paths of an incoming crack with an initial offset c = r/2 relative to a perfectly-bonded, undamaged particle for selected mismatches
in elastic and fracture properties (advancing crack path is from right to left).
not propagate monotonically. Instead, as the primary crack approaches the particle, a secondary crack nucleates near
the bottom of the particle (on the matrix side). This secondary crack grows and eventually coalesces with the primary
incoming crack. Subsequently, after effectively by-passing the particle via this mechanism, the unified crack resumes
its mode I path in the matrix. The crack paths shown in the figures only indicate the parts that are open (portions of
the secondary crack that are closed due to unloading are not shown). Consequently, it can be concluded that for cases
c and d, the mismatch in fracture properties have a significant influence on the crack path.
Cases e and f show the interplay between elastic and fracture properties, which show a more significant effect of
the mismatch in elastic modulus. In these cases, the strength of the particle is higher than the matrix (as in cases c and
d), but the toughness of the particle is smaller (reduced by a factor of 10 relative to the toughness of the matrix). Case
e is essentially similar to the case c indicated above (i.e., a secondary crack nucleates and coalesces with the main
crack). In case f the main crack is attracted to the particle due to the elastic mismatch (soft particle). This behavior is
initially similar to case d, however in case f the toughness of the particle is relatively low and the main crack continues
through the particle. Hence, the mismatch in elastic properties do play a significant role in cases e and f, but only in
combination with the fracture properties.
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Figure 7: Crack paths for particle offset c = 3r/2 ; crack path is from right to left.
3.3. Behavior of incoming cracks not aligned with particle (offset c = 3r/2)
Representative crack paths for an incoming crack with an offset c = 3r/2 with respect to the particle are indicated
in Fig. 7. The crack paths on left side of the figure correspond to the stiffer particle case (Ep/Em = 3) and the right
side corresponds to the softer particle case (Ep/Em = 1/3). As in Sec. 3.2, all crack paths are essentially the same
until the crack front reaches a distance equal to the diameter of the particle. In two cases (a and b) crack deflection
occurs whereas in the other cases (c, d, e and f), particle fracture occurs.
In cases a and b in Fig. 7 the fracture strength and toughness are the same for the particle and the matrix, hence
any deviation from a straight path can be purely attributed to the elastic modulus mismatch. For the stiffer particle,
case a, a slight crack deflection away from the particle is observed. In case b, the main crack is attracted towards the
softer particle. The elastic mismatch (lower stiffness of the particle), however, is not sufficiently low to completely
deviate the crack path, which eventually moves away from the particle due to the influence of the externally applied
stress field.
Cases c and d shown in Fig. 7 correspond to a weaker particle, where the strength of the particle is 2/3 of the
strength of the matrix. It is interesting to note from these figures that for both the stiffer and the softer particle cases, a
secondary microcrack nucleates inside the particle due to the stress field of the main approaching crack and eventually
both cracks coalesce. Some small differences can be observed between cases c and d in Fig. 7 (stiffer and softer
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particle cases), where it can be seen that the main crack gets attracted towards the softer particle earlier than the stiffer
particle. This is due to the fact that, in case of a stiffer particle, only the (lower) strength makes the crack change
its direction towards the particle, whereas in case of a softer particle, both the stiffness (tendency of softer particle
attracting a crack) and the lower strength play a role in the crack path. Despite these differences, the effect of the
elastic mismatch is relatively unimportant in these cases, when it comes to the fracture mechanism.
In cases e and f in Fig.7, crack paths are reported in which the toughness of the particle is one order of magnitude
higher than the toughness of the matrix, while the particle strength is kept lower, as in cases c and d. Comparing cases
e and f with the corresponding cases c and d, it can be observed that increasing the fracture energy (toughness) does
not prevent the deflection of the main crack towards the particle. One notable difference between cases e and f is that
for the stiffer particle (case e), the main crack coalesces with the secondary crack in the matrix, after it has passed the
particle, whereas coalescence occurs inside the particle in case f. This difference can be attributed to the mismatch in
elastic properties (in case f, the softer particle further attracts the main crack).
Based on the results shown in Sec. 3.2 and Sec. 3.3, it can be concluded that a purely energy-based fracture me-
chanics approach, which cannot consider the mismatch in strength, would fail in capturing relevant fracture scenarios
since it could not account for a secondary crack initiation. Thus, a purely energy-based criteria may over-emphasize
the role of the mismatch in elastic properties in predicting crack paths. The effect of the mismatch in elastic properties
is not discussed in detail as it has been explored extensively in the literature. However, for completeness, the effect
of the mismatch in elastic properties is analyzed in the following section within the context of the current framework
that accounts for both strength and toughness.
3.4. Effect of mismatch in elastic properties: fracture map
The influence of the elastic mismatch is analyzed by considering three different modulus ratios, namely Ep/Em =
3, 1 and 1/3. In all cases, the main approaching crack has an initial offset of c = r/2 (i.e., the particle lies directly in
front of the path of the primary crack). The results of a large number of simulations is conveniently summarized in the
form of a fracture map (i.e., failure-mechanism map), as shown in Fig.8. For each mismatch in elastic properties, the
corresponding curve shown in Fig. 8, called a transition curve, separates the regions of the fracture strength σpc/σmc
and fracture toughness Gpc/Gmc for which an approaching crack would either break the embedded particle or not. In
particular, the regions to the left and bottom of a curve correspond to particle fracture and the regions to the right and
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top of the curve correspond to crack deflection. In order to determine the curves shown in Fig. 8, a large number of
simulations need to be carried out to identify the corresponding strength and fracture energy ratios where the transition
from case 1 to case 2 occurs (the curve itself is an interpolation between the properties of the nearest points where the
transition is observed). It should be noted that, for each mismatch in elastic properties, a single transition curve was
identified in the fracture map.
The general trend is that particle fracture is favored with a decrease in stiffness of the particle. This is qualitatively
in accordance with a general conclusion established in the literature that indicates that a softer particle attracts the
approaching crack and a stiffer particle deflects the approaching crack away from it. However, the fracture behavior is
significantly dependent upon the mismatch in fracture properties as seen in Fig.8. It is also observed that the interplay
between the mismatch in fracture strength and toughness is more pronounced for softer particles (e.g., Ep/Em = 1/3)
than for stiffer particles (e.g., Ep/Em = 3). It is interesting to note that particle fracture occurs in case of softer particle,
even if the fracture strength of the particle is higher that that of the matrix by a factor of 2 or even more, provided
the fracture toughness of the particle is sufficiently low. In case of stiffer particle, particle fracture is precluded if
the strength of the particle is higher by a factor of 1.3 relative to the matrix strength, irrespective of lower fracture
toughness of the particle.
3.5. Fracture maps for a perfectly-bonded, undamaged particle
Similar to the results presented in the previous section, it is convenient to summarize the results of a large number
of simulations for distinct offsets c. In this case, the mismatch in elastic properties is set to Ep/Em = 3 (stiffer particle)
for all simulations.
Distinct types of transitions from one case to the other have been observed in the simulations, corresponding to
distinct changes in crack patterns. Crack paths for the different offsets are not reported here, rather the fracture maps
corresponding to different offsets are shown in Fig.9. For all offsets analyzed, if the mismatch in toughness Gpc/Gmc is
sufficiently high, the transition curves depend mostly on the mismatch in fracture strength σpc/σmc (i.e., all transition
curves are nearly vertical for Gpc/Gmc > 0.6). Correspondingly, the mismatch in fracture strength is the deciding factor
in order to predict whether particle fracture or crack deflection would occur. However, if the mismatch in toughness is
sufficiently low (e.g., Gpc/Gmc < 0.4), then the transition curve is slightly influenced by this parameter. Nonetheless, for
any considered offset, it is observed that particle fracture does not occur even for very low toughness of the particle,
if the strength of the particle is higher than that of the matrix by a factor of 1.3.
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It is worth recalling that the fracture map shown in Fig. 9 corresponds to a significantly stiff particle, relative to
the matrix, with Ep/Em = 3. It is well-known that stiffer particles tend to deflect incoming cracks. Nonetheless, it
is interesting to observe that for the offset c = r/2, i.e., when the particle is in front of the incoming crack path, the
primary matrix crack can directly break an equally stronger particle even if it is tougher and stiffer than the matrix
(i.e., σpc/σmc ≈ 1 for Gpc/Gmc > 1 and Epc/Emc = 3). Furthermore, particles can break even if they are not in the path
of the incoming crack (i.e., for c ≥ r) provided that the particle strength is sufficiently low. This situation arises
when the particle is subjected to the influence of the approaching crack stress field and a secondary crack is generated
inside the particle. The secondary crack may grow into the matrix and coalesce with the incoming primary crack,
effectively generating particle fracture even if the primary crack does not (directly) break the particle. Hence, despite
the tendency of stiffer particles to deflect incoming cracks, the influence of the elastic stiffness on the interaction
between an incoming crack and the particle is in general secondary and the behavior depends mostly on the fracture
properties. Elastic properties do play a role in the fracture process as discussed in previous section. Nonetheless, the
point emphasized here is that for a fixed elastic property mismatch, the influence of the fracture property mismatch is
much more pronounced than the considered mismatch in elastic stiffness.
4. Effect of pre-existing flaws inside the particle
In Sec. 3 it was assumed that the particle was initially undamaged. Typically, however, flaws can occur during
processing of the composite material or they can be inherent to the material itself (e.g., brittle particles). As a conse-
quence, the expected strength gain may not be achieved as these flaws can weaken the system instead of strengthening
it. Thus, for practical applications, it is important to study the effect of such flaws as they may significantly affect the
anticipated performance of a composite. To study the effect of pre-existing flaws on the fracture behavior, a single
representative flaw, located in the center of the particle, is considered in the simulations reported in this section. The
flaw is initially confined to the interior of the particle and the particle/matrix interface is assumed to be perfectly
bonded (simulated with a sufficiently large interface strength).
Two main geometrical parameters of the flaw are varied in a parametric analysis, namely its initial size and its
orientation with respect to the main approaching crack. All parametric analyses carried out for distinct geometrical
characteristics of the flaw are obtained with the same fracture length scale of the matrix used in Sec. 3, namely
l¯mfpz = 1.1 × 101. However, an additional parametric analysis is conducted in this section, namely for distinct values
for the matrix fracture length scale l¯mfpz, in order to investigate the effect of this quantity on the fracture behavior.
As pre-existing flaws are most often observed in stiff and brittle particles (compared to softer particles) only the
stiffer particle case is considered in this section (Ep/Em = 3). All the analyses are carried out for the particle offset
c = 3r/2, which is representative of a particle that does not lie ahead of an approaching crack.
4.1. Mechanism of crack-particle-flaw interaction
To demonstrate the effect of the particle flaw and establish a link between a fracture map and a fracture mechanism,
it is useful to first illustrate one representative sequence of a crack-particle-flaw interaction. A particle with a flaw of
size r is shown in Fig.10, where r is the radius of the particle. To focus on the effect of the flaw, the fracture properties
for the particle and the matrix are kept the same. Upon loading, it can be observed that there are two different stress
fields, one for the main crack and the other associated with the flaw inside the particle as seen in Fig.10a. Despite the
stress concentration inside the particle, the flaw does not initially grow (recall that the stress predicted using a cohesive
zone approach is finite). However, once the main crack approaches the particle as shown in Fig. 10b, the two stress
fields interact with each other leading to further amplification of the stresses inside the particle. Eventually a secondary
crack is activated starting from the tip of the flaw. Upon further loading, the secondary crack originated from the flaw
grows further and attracts the approaching main crack towards the particle, finally resulting in coalescence with the
main crack as observed sequentially in Fig.10c and Fig.10d. This crack advancement mechanism is somewhat similar
to cases studied in Sec. 3, except that the possibility of appearance of a secondary crack is increased due to the
presence of the flaw. The initial location of this secondary crack is mostly dependent upon the location of the flaw.
The quantitative effect of the flaws are studied in the next subsections based on flaw size and flaw orientation.
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Figure 10: Crack-flaw interaction: a) two different stress fields corresponding to the flaw and the main crack, b) the initial interaction between
the two stress fields, c) a secondary crack initiating from the flaw and simultaneously the main crack getting attracted towards the flaw, d) further
coalescence of the flaw-induced secondary crack and the attracted main crack.
4.2. Effect of flaw size
Four different flaw sizes in the particle, namely r/4, r/2, r and 4r/3, are considered in order to simulate the range
from small to large flaws. Their effect can also be compared to the undamaged particle case studied in Sec.3 (i.e., no
flaw). The corresponding results with a crack that has an initial offset c = 3r/2 are shown in Fig.11. In all cases the
fracture strength and the toughness are the same for both the particle and the matrix in order to focus on the influence
of the flaw. It can be observed that flaws with sizes equal to r/4 and r/2 (cases a and b) do not significantly alter
the crack path compared to the case of an undamaged particle. In contrast, larger flaws, namely r and 4r/3, have an
important effect as can be observed in cases c and d in Fig.11. Hence, these results indicate that there is a critical flaw
size (in this case somewhere between r/2 and r), for which the crack response changes from crack deflection (case 1)
to particle fracture (case 2). The critical flaw size corresponds to the minimum length for which a secondary crack
can nucleate and grow from the flaw tip (i.e., there is sufficient stress concentration to both nucleate and subsequently
propagate a secondary crack).
In order to globally assess the effect of flaw size on the crack path, a wide range of fracture properties of the
particle relative to the matrix are considered. The results corresponding to different flaw sizes are summarized in
the form of fracture maps in Fig. 12, for a representative offset, namely c = 3r/2. Essentially, each transition curve
indicates the locus of material properties for which the flaw size is critical. As it can be clearly observed from the
results, the presence of a particle flaw shifts the transition curve upwards and towards the right simultaneously (higher
particle strength and toughness), favoring particle fracture with increased flaw size compared to the case with no flaw.
It is interesting to note that the fracture map curve for the no flaw case is almost vertical, implying that the
failure mechanism is dominantly controlled by fracture strength only. However, if a flaw is introduced, failure is
also controlled by fracture toughness, a dependency that can be traced back to the secondary crack mechanism as
indicated in Sec. 4.1. In general, for sufficiently large particle toughness, the transition between particle fracture to
crack deflection is dominated by the mismatch in strength (near vertical lines), while for sufficiently large particle
strength, the transition is dominated by the mismatch in toughness (near horizontal curves). Nonetheless, it is worth
indicating that for particles with very low relative toughness, the transition between fracture mechanisms (case 1 and
2) eventually does occur at a finite value of the strength mismatch σpc/σmc , albeit a large one (i.e., although not shown
for the flaw sizes r and 4r/3, the transition curves eventually intersect the horizontal axis). For intermediate cases,
both strength and toughness play equally important roles. For the flaw sizes r/4 and r/2, the transition lines are very
close to the one with no flaw for sufficiently large values of Gpc/Gmc , implying that particles may have flaws but that
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Figure 11: Crack patterns for different flaw sizes, In all cases, the particle is stiff and the particle and matrix have equal fracture properties. The
crack path is from right to left.
their effective strength is not significantly affected if the particle toughness is sufficiently high.
4.3. Effect of flaw orientation
The results displayed in the previous section were obtained assuming that the flaw was aligned with the main
incoming crack. However, typically flaws and cracks are not aligned and it is anticipated that the critical flaw size
will strongly depend on the relative orientation. To quantify this assertion, for a flaw of size equal to r, different
representative flaw orientations were analyzed, namely 0◦, 30◦ , 60◦ and 90◦, where each angle indicates the relative
orientation of a flaw with respect to the incoming crack. The corresponding fracture maps are shown in Fig.13.
Among the four different orientations analyzed, the flaw aligned with the incoming crack (i.e., 0◦) is the most
critical. This due to the fact that the 0◦-oriented flaw is mostly loaded in mode I conditions, which favors the nucleation
and growth of a secondary crack emanating from the flaw. Hence, the particle with 0◦ flaw will have the least resistance
to particle fracture compared with the other three flaw orientations. The flaw orientation 90◦ corresponds to the least
favorable conditions for crack nucleation and propagation. Nonetheless, even the presence of the 90◦-oriented flaw can
alter the crack path, provided the toughness is sufficiently low. This is because the mismatch in elastic properties and
the non-symmetric stress field related to the approaching primary crack may lead to a local mixed-mode condition
in which a crack can be activated in the flaw. In general, it can be concluded that the presence of a flaw clearly
decreases the resistance to particle fracture; the smallest critical flaw size corresponds to the case where the flaw and
the incoming crack are aligned.
4.4. Effect of fracture length scale parameter
Cohesive zone models contain an intrinsic fracture process zone length as defined in (1) for the matrix material.
Consequently, in a particle-matrix system, it is possible to compare the size of the particle to the intrinsic matrix
fracture length by introducing a fracture length scale parameter, as given in (6). The influence of this length scale
parameter on the fracture behavior in the particle-matrix system is examined by considering a wide range of matrix
toughnesses, namely Gmc = 10
n J/m2, with n = 0, 1, 2, 3, 4, resulting, respectively, in five different length scale
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Figure 12: Fracture map: Effect of pre-existing flaws inside a perfectly-bonded particle for an offset c = 3r/2. The transition curves indicate the
points for which the flaw size is critical and a secondary crack emanates from the flaw.
parameters, i.e., l¯mfpz = 1.1 × 10m, with m = −1, 0, 1, 2, 3. Recall that the reference value used in the previous sections
was Gmc = 10
2 J/m2 , which corresponds to l¯mfpz = 1.1 × 101. The simulations in this section are conducted with a flaw
in the particle of size r/2, which is aligned with an incoming crack that has an offset c = 3r/2. The transition curves
from particle fracture to crack deflection are plotted in Fig.14 for each fracture length scale parameter.
From the Fig.14, it may be observed that, when the fracture process zone length is very large relative to the particle
size (i.e., l¯mfpz  1), the mismatch in fracture strength becomes the dominating factor. For example, for the length scale
parameters l¯mfpz = 1.1 × 102 and l¯mfpz = 1.1 × 103, the corresponding fracture map is almost vertical, signifying that it
is predominantly the mismatch in strength that plays a role in determining the point in which the fracture mechanism
changes. It is worth pointing out that, for the length scale parameter, namely lmfpz/r = 1.1 × 103, (plotted as dotted
curve in the figure for the purpose of clarity) the fracture map is essentially vertical, with a transition curve defined
by a single value of the strength mismatch, namely σpc/σmc = 1.3. This behavior can be explained as follows: If the
length scale is very large for the matrix (hence for the particle as well, as particle fracture properties are varied relative
to the matrix), then the characteristic stress field associated with such large fracture process zone involves dissipation
(amount of energy spent in formation and extension of process zone) of the specified fracture energy over a very larger
length of the process zone. Under such conditions, the extension of the cohesive crack tip of either the main crack
in the matrix or the flaw within the particle over a considered length relative to the particle size would only require
a very small fraction of the specified fracture energy of the particle and the matrix. Hence, any mismatch in fracture
energy between the particle and matrix, in general, would have a negligible effect on the crack path. Consequently, the
extension of the cohesive crack tip is controlled predominantly by the mismatch in the strength, resulting in vertical
transition curves for very large length scales, namely l¯mfpz = 1.1× 102 and l¯mfpz = 1.1× 103. Furthermore, for increasing
fracture length scales, it has been observed that there exists a limit for the value of strength mismatch above which
particle fracture does not occur. This can be observed by comparing the nearly vertical transition curves in the Fig.14
corresponding to the length scales, l¯mfpz = 1.1 × 102 and l¯mfpz = 1.1 × 103.
Conversely, for lower values of the length scale, toughness mismatch also plays a prominent role in deciding the
fracture mechanism. This is because, if the material fracture process zone length is small relative to the particle size,
the energy dissipated over the considered extension of the cohesive crack tip (of the propagating matrix crack or the
crack inside the particle) becomes significant and contributes to a larger fraction of the specified fracture energy. In this
case, the mismatch in fracture energy between the particle and the matrix becomes important to trigger the propagation
of the pre-existing flaw within the particle. In the limit case of infinitesimally small length scale, the particle is mostly
subjected to the same stress field used in linear elastic fracture mechanics, which is theoretically recovered in the
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Figure 13: Fracture maps: Effect of flaw orientation for a flaw size equal to r and an initial crack offset c = 3r/2.
limit l¯mfpz → 0. In that case, it is to be expected that the energy dissipated is crucial. Thus, for intermediate and small
fracture length scales, both strength and fracture energy mismatch have an effect on the fracture behavior. The results
on the effect of fracture process zone length agree well qualitatively with the work of Parmigiani and Thouless [37], in
the sense that the mismatch in strength is the controlling factor for larger length scales, though the problems analyzed
are quite different.
5. Effect of interface fracture properties and interface flaws
In the previous sections, the bonding between the particle and the matrix was assumed to be perfect. This was
modelled by assigning sufficiently high values to the interface strength σic and the interfacial fracture energy G
i
c
(delamination toughness). Consequently, cracks in the vicinity of the interface could only run across or remain close
to the interface. However, in many particle/matrix systems, the interface between the particles and the matrix may
have a lower strength and toughness than that of the bulk materials. In some cases it is possible that no adhesion is
achieved between the particle and the matrix in portions of the interface (i.e., there is an interface flaw). These two
issues are analyzed in this section, namely the influence that the interfacial fracture properties and the presence of
interfacial flaws have on the trajectory of an incoming crack.
5.1. Influence of fracture properties of the interface
The simulations in this section are carried out for a primary crack with a representative offset (c = 3r/2), for the
reference non-dimensional value of the fracture length scale of the matrix l¯mfpz = 1.1 × 101 and for a particle without
an internal flaw (but possibly an interfacial flaw). To focus on the effect of the interfacial properties and flaws, the
fracture properties of the particle and matrix are kept the same for all the simulations in this section. Both the stiffer
(Ep/Em = 3) and softer (Ep/Em = 1/3) particle cases are considered. When the interface is allowed to break, a
new fracture mechanism is available, namely interface delamination. However, for simplicity, only selected examples
are shown instead of a fracture map. In particular, crack patterns when the interface strength is equal to 2/3 of the
matrix strength (which is equal to particle strength), are shown in Fig.15. The results corresponding to the stiffer and
softer particle cases are shown in the left and right sides of the figure, respectively. Cases a and b are obtained with
an interfacial toughness equal to that of the surrounding phases (particle and matrix), whereas in cases c and d the
interfacial toughness is one order of magnitude higher.
In all cases shown in Fig. 15, a secondary crack appears at the interface and eventually coalesces with the main
crack. This is in contrast to the case of perfect particle bonding (cases a and b in Fig.7), where the crack runs in the
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Figure 14: Fracture maps: Effect of fracture length scale parameter for a particle with a flaw of size r/2 and an incoming crack with an offset
c = 3r/2.
matrix and does not reach the interface. It is relevant to observe that in the cases shown in Fig.15, strictly speaking,
the particle itself does not crack but, rather, the interface separates. Furthermore, as may be observed in cases c and d,
an increase in the interfacial fracture energy does not prevent the interface from separating, which indicates that this
is a phenomenon that is mostly controlled by the interfacial strength (i.e, if the interface strength is reduced below a
certain limit, debonding always occurs irrespective of the interface fracture energy).
5.2. Flaw in interface
Flaws in the particle/matrix interface may be generated during processing leading to poor or no bonding in some
parts of the interface. To provide insight on the consequences that this lack of bonding has on the interaction between
an incoming crack and a particle, selected interfacial flaw configurations, in terms of size and their location, are
considered. The simulation conditions are similar to the ones indicated in Sec.5.1, except that the interfacial strength
and toughness are chosen equal to that of the surrounding phases in order to focus on the effect of the interfacial flaw.
For simplicity, only the stiffer particle case (Ep/Em = 3) is considered in this section. Three representative locations
of a flaw on the interface are considered, designated as bottom, middle and top, where bottom refers to the portion
of the particle/matrix interface closest to an incoming crack with an offset c = 3r/2. Several sizes were considered
for the flaws in the three aforementioned positions. In all three locations, a critical flaw size was identified such that
the flaw attracts the main crack irrespective of the high strength and fracture energy for the rest of the interface (i.e.,
for any value of σic ≥ σp,mc and Gic ≥ Gp,mc ). The crack paths associated with the critical sizes for flaws located at
the bottom, middle and top locations are shown in Fig. 16 (cases a, b and c, respectively). For flaws smaller than
the critical value, the crack pattern is qualitatively similar to the one shown in case a in Fig.7 (i.e., the crack runs in
the matrix, similar to the perfect bonding case). The critical length is quantified in each case in terms of the angle
subtended by the flaw, i.e., 15◦, 120◦ and 90◦ for cases a, b and c, respectively (in which case the critical length is
computed as θr, where θ is the angle measured in radians and r the radius of the particle). The smallest critical length
corresponds to the bottom flaw due to its proximity to the incoming crack and the fact that it is essentially oriented
in the same direction as the crack. In contrast, the largest critical length corresponds to the middle flaw, since it is
not favorably oriented in order to trigger further interface debonding. The critical length for the top flaw is bounded
between the smallest and the largest critical sizes analyzed; it is interesting to observe that in this case (case c in
Fig.16), the failure mechanism involves both particle fracture and debonding as the main crack traverses the particle
as it coalesces with the secondary crack. In contrast, only particle debonding is observed in cases a and b.
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Figure 15: Crack paths for particle offset case, c = 3r/2: effect of interface fracture properties; crack path is from right to left.
For comparison purposes, a fourth case is included in Fig. 16, namely case d in which no flaw is present but
the interfacial toughness is reduced up to a point where debonding and subsequent coalescence occurs at the bottom
of the particle. This situation is similar to the crack patterns previously observed in case a in Fig. 15 and case a
in Fig. 16. From these cases, it may be concluded that debonding and coalescence may be triggered due to (i) low
interfacial strength, (ii) low interfacial toughness or (iii) the presence of a flaw (despite a high interfacial strength and
toughness).
6. Concluding remarks
Numerical simulations using a cohesive zone model were carried out to analyze the influence that a particle em-
bedded in a matrix has on the trajectory of a crack. Complex interactions can be observed between the crack and the
particle in some cases, with an overall crack advancement composed of a sequence of nucleation, propagation and
coalescence of secondary cracks in the particle or the matrix. A summary of distinct failure mechanisms (particle frac-
ture, crack deflection and interface debonding) were reported for a wide range of combinations of fracture properties
of the matrix, particle, interface and under the presence of flaws in the particle or the interface. From the simulations,
the following general conclusions were drawn:
• The trajectory of a crack is primarily dependent upon the fracture properties, while elastic properties often
(though not always) play a secondary role.
• The mismatch in strength between the particle and the matrix was found to be the dominant factor affecting the
fracture behavior in undamaged, perfectly bonded particles. Above a critical value of the strength mismatch,
crack deflection occurs regardless of the toughness mismatch.
• Toughness mismatch (i.e., mismatch in fracture energies of particle and matrix) also plays an important role in
determining the crack path if flaws are present in the particle.
• The mismatch in strength is the dominant factor, even in the presence of a flaw, if the matrix cohesive zone
length is sufficiently large (i.e., when the matrix material has a more ductile-like fracture behavior).
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Figure 16: Effect of interface flaw on crack path; crack path is from right to left.
• The effect of fracture properties of the interface is critical in deciding the crack path. Further, presence of
interface flaws highly favors debonding of the particle/matrix interface.
For design purposes, it is important to fine-tune the mismatch in mechanical properties when a given outcome is
required. In particular, for particles embedded in a matrix for self-healing purposes, the present study indicates that
a very good bonding between the particles and the matrix is required while, simultaneously, particles should have a
sufficiently small fracture strength. With this combination, a self-healing mechanism can be successfully triggered by
the incoming crack, which itself needs to the healed.
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Figure A.17: Mesh convergence studies for (a) a straight crack path (homogeneous system) and (b) a deflected crack path (weaker particle). Crack
path is from right to left.
Appendix A. Study on mesh dependency
In the quasi-static computational approach adopted in the present simulations, the cohesive elements are embedded
within the edges of the solid elements (see Fig.5). Correspondingly, a crack can only move along cohesive elements
and the issue of mesh dependency becomes relevant. In this case, the evolution of a crack path is not associated to a
kinetic law (e.g., orientation for maximum dissipation criterion), but, instead, it is naturally chosen from the cohesive
elements that “break” first according to their orientation and the local stress field. To mitigate the effect of mesh
dependency, a fine random mesh is generated, which allows for a good resolution of the cohesive zone (see, e.g., [53])
and, equally important, a relatively arbitrary crack propagation. In practice, the crack path direction is chosen from
an equilibrium path, which means that an effective kinetic law emerges from the simulations.
An overview of mesh-dependency effects with the use of cohesive elements can be found in [54, 55]. In order to
quantify the mitigating effects of a refined, random mesh in the present analysis, a mesh refinement analysis has been
carried out for a fixed particle offset of c = 3d/4, considering two different cases. In the first case, the particle and the
matrix are assumed to have the same elastic and fracture properties. Consequently, in accordance with the maximum
dissipation criterion for a homogeneous linearly elastic matrix, a straight crack path is expected as a solution under
remote mode I loading. Five different mesh densities are considered in the analysis and the resulting crack paths are
shown in Fig. A.17a. The characteristic element length le, normalized with the fracture process zone length lmfpz, is
used as the parameter representing the mesh density. The finest mesh used in the analysis contains 447 522 nodes and
372 824 elements, of which 223 650 are cohesive elements. In the second case analyzed, the elastic properties are
kept equal, but the fracture strength of the particle is reduced by a factor of two relative to the matrix. In this case,
a deflected crack path is observed, where a secondary microcrack initiates within the weaker particle and coalesces
with the approaching primary crack (see Fig.A.17b).
In both cases, crack path convergence can be achieved by having a sufficiently fine mesh. For the first case,
the crack paths converge to one that fluctuates about the straight path. The fluctuations are inherent to the fact that
the crack is constrained to propagate only along element boundaries. In the second case, it is important to have a
refined mesh for crack path convergence, since crack coalescence is only observed inside the particle once the mesh
is sufficiently fine.
To further verify the convergence, the first case (straight path) is analyzed in more detail. Figure A.18 shows the
differences in the crack paths corresponding to the case shown in Fig. A.17a. The error is obtained by taking an L2
norm of the difference between the computed and the straight crack. The norm is proportional to the gray area shown
schematically in the inset in Fig.A.18 and is computed in the region of interest shown in the figures (i.e., −4 ≤ x/r ≤ 4
), using all the completely failed cohesive elements. It can be observed that the error over the crack path decreases
with an increase in mesh density. This trend confirms that the magnitude of the fluctuations of the crack path around
the straight path, decreases.
A related parameter that is relevant for monitoring convergence is the total crack length. Although the magnitude
of the fluctuations decreases, it is in general not possible to converge to the length of a straight crack unless the mesh
is artificially aligned with the anticipated crack path. However, it was found that the simulated crack length is longer
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Figure A.18: Error in crack path convergence.
than the ideal straight crack length by only about 4% to 8% in the different mesh densities considered (crack length
is calculated by summing up the length of the completely failed cohesive elements). This range of values does not
correlate with the mesh density since it is mostly related to a geometrical characteristic of the elements, namely the
angle between two edges. Indeed, as can be schematically seen in the inset in Fig.A.18, the error in the length scales
with the cosine of the average angle between the straight crack and the fluctuating crack, which is typically between
15◦ and 25◦ in the simulations.
As indicated above, mesh dependency with the use of cohesive elements can be significantly mitigated through
the use of a sufficiently fine mesh. However, increasing the mesh density not only increases the computational costs,
but also it induces an artificial compliance to the system due to the presence of an initial linearly elastic region in
the cohesive law. Ideally, the problem of the artificial compliance can be nullified if an initially rigid cohesive law
is used. In the present analysis, the rigid behavior is approximated using a sufficiently large stiffness in the cohesive
law. Correspondingly, the overall approach adopted here mimics the properties of the XFEM. More importantly, it
provides a robust alternative for handling crack coalescence, an issue that still remains elusive within XFEM.
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