In this paper we introduce a method for Web page-ranking, based on computational geometry to evaluate and test by examples, order relationships among web pages belonging to different knowledge domains. The goal is, through an organising procedure, to learn from these examples a real-valued ranking function that induces ranking via a convexity feature. We consider the problem of self-organising learning from numerical data to be represented by a well-fitted convex polygon procedure, in which the vertices correspond to descriptors representing domains of web pages. Results and Statistical evaluation of procedure show that the proposed method may be characterised as accurate.
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Introduction
Undoubtedly, the web accumulates a vast amount of information resources making users heavily rely on the use of search engines to satisfy their information needs. Although the development of web retrieval mechanisms has been significantly extended to the area of understanding the meaning of content and its domain-specific properties, little attention has been given on how to include knowledge from the users themselves through information sharing (Sidiropoulos et al., 2008) . However, an important factor in that direction is the quality and the volume of the retrieved information since ambiguity in query terms might result in a large set of information being retrieved and send back to the users making the operation of a search engine a challenging task. A traditional method to deal with this situation is caching ( Manolopoulos, 2004, 2009; Sidiropoulos et al., 2008; Sivasubramanian et al., 2007; Vakali, 2001) . Although caching offers several advantages like reduced network traffic and shorter response times, it has its drawbacks too, e.g., small hit rates (Sidiropoulos et al., 2008; Kroeger et al., 1997) and compulsory misses. To compensate for such problems, traditional caching is coupled with memory-based filtering, which aims at predicting future requests for web objects and bringing those objects into the cache in the background before a request is made for them. The most common perfecting practice is to make predictions based on the recent history of requests of individual clients, which is called short-term perfecting (Sidiropoulos et al., 2008; Nanopoulos et al., 2003) .
From the side of ranking of the web objects, the Page-Rank algorithm (Page et al., 1999; Yang and King, 2006; Shivani and Agarwal, 2006 ) has proven to be very effective for ranking webpages. However, Page Rank order results can be often inaccurate owing to factors related with the incomplete information about the web structure that is searched and the query term that is provided. In particular, these accuracy-related problems can be attributed to the following factors:
• The web has a dynamic nature with respect to time availability of information resources (temporal dimension) -the link structure develops temporally. Some links are created and modified, whereas others are destroyed.
• The user interaction is partial and depends on the preferences that he or she has in relation with the place that he is currently residing (spatial dimension) -for different users (or crawlers), the web structure may be different. For example, a user who lives in Greece and searches for a product to purchase will be more interested to Greek electronic stores rather than international.
• The importance of the links is different (local dimension) -not all outbound-links have the same semantic strength. Some outbound-links are more significant than others.
• The learning procedure of webpage-ranking can be considered to be an inaccurate mechanism (Cohen et al., 1999; Herbrich et al., 2000; Crammer and Singer, 2002; Freund et al., 2003) .
To complement these facts, the search engines have given emphasis on the development of internal taxonomies, which can contextualise the query results and terms. In practice, the main methods that are developed are focused on solutions that are based on Google directory taxonomic service. 1 The categories, which are created, suffer from the overlapping problem. In particular, we observe that the Google 'world of travel' suffers from problems similar to those of the Yahoo! directory: the categories represented 'together' do not seem to have much in common (see for instance: Attractions, Consolidators and Destinations) (Gilbert et al., 2003) .
Several approaches, such as the enhanced Naïve Bayes classifier (Agrawal and Srikant, 2001 ), Co-Bootstrapping (Zhang and Lee, 2004a) and SVM-based methods (Zhang and Lee, 2004b) , exploit the semantic overlap of corresponding categories to improve the categorisation performance. The basic idea of these approaches is that if the topics of classes A and B are known to be very similar, then there should be a large number of documents in A that also belong to B. For example, if a paper belongs to the Movie category of BBC news, it probably also belongs to the movie's category of Google directory (Shu-Hsien et al., 2008) . To measure the distance between categories, we use the cosine similarity to determine the relationships and incorporate the information into a discriminative machine-learning model. Another method of web taxonomy integration uses the term vectors of neighbouring categories (Zhang and Lee, 2004b) to smooth a document's term vector with proper weights (Shu-Hsien et al., 2008) . Other classification method Latent Semantic Indexing (LSI) leads to precision roughly equal to that of using a Naïve Bayesian approach; the LSI technique has a substantially higher recall and is more effective under certain conditions (Gee, 2003; Chakraborti et al., 2007) .
Taking all this into account, in this paper, we introduce an algorithm, which combines the mechanism of information caching that comes from a dynamically self-organising learning system. To evaluate this approach, we constructed query scenarios based on a set of seven (7) different categories of Google directory 1 thematic titles in which we used as conceptual documents. In this set, we applied a well-tested computational geometric algorithm to improve the overlapping problem of taxonomy, which was described previously.
The aim of this method is to rank the specific features of webpages using an algorithm of computational geometry and, simultaneously, to cache this information in an efficient data structure for future retrieval based on similarity of query terms. Thus, in the retrieval procedure, the user will then be able to see groups of webpages according to specific common features.
Furthermore, our method promises to reduce complexity as it is based on a well-fitted algorithm taken from our latest studies (Poulos et al., 2004 (Poulos et al., , 2007 (Poulos et al., , 2008 ). This algorithm is tested on classification problems focusing on text categorisation (Poulos et al., 2004) . This approach (Poulos et al., 2008) has yielded that the speed of retrieval is increased, as well as the reliability of the information obtained. For evaluation purposes, we compared the proposed algorithm that has a complexity of O(d*n log n) times, where d is the depth of the smallest convex layer and n is the number of characters in the numerical representation (Bose and Toussaint, 1995) , with the well-known LSI algorithm, which has determined complexity O(m + n)q 2 where n is the number of the word and m is the number of terms (Cai et al., 2006) . Furthermore, the reliability of this method regarding LSI method is evaluated using non-parametric statistic indicators known as Coefficients of Concordance (Kendall, 1962) . To this end, this paper is structured as follows: Section 2 provides information about the method, including the description of the algorithms' steps (processing-pre-processing stage). Section 3 provides the implementation of the method and the experimental part. Section 4 provides the statistical evaluation of the proposed method in comparison with the LSI algorithm. The paper concludes with Section 5 with discussion and steps for future research.
Method and algorithm description
The construction of the ranking method and the algorithmic implementation involves two particular initial stages: pre-processing and processing stage where the coordinates of the convex hulls are constructed. Then, in the implementation stage, the intersection of the convex hulls is evaluated and in the categorisation and identification stage the results are extracted. These methods are analysed in the following sections.
Pre-processing stage
In this stage, we assume that a selected text is an input vector 
Processing stage
Our proposed method is based on the following proposition:
The set of elements of vector S for each selected text contains a convex subset, which has a specific position in relation to the original set (Poulos et al., 1999 (Poulos et al., , 2003 . This position may be determined by using a combination of computational geometry algorithms, which is known as Onion Peeling Algorithms (Bose and Toussaint, 1995) with overall complexity O(d*n log n) times, where d is the depth of the smallest convex layer and n is the number of characters in the numerical representation (in accordance with Section 2.1).
Thus, the smallest convex layer x S of the original set of vector S carries specific information. In particular, vector x S may be characterised as a common geometrical area of all the elements of vector .
S In our case, this consideration is valuable because this subset may be characterised as representing the significant semantics of the selected text.
Implementation
We consider the set of characters of a selected text to be vector .
S The algorithm (Graham, 1972) S Similarly, define 1 ( ).
The process continues until the set is >3 (see Figure 1 ). The hulls ( )
are called the layers of the set, and the process of peeling away the layers is called onion peeling for obvious reasons (Figure 1 ). 
Categorisation stage
The categorisation stage is divided into two concrete steps namely the formation of the onion layer for the given text and the evaluation of repeated intersections.
Stage 1: Formation of the onion layer
In our case, we considered that the smallest convex layer that has depth 3 (Figure 1 ) carries specific information (Poulos et al., 2003) , because this position gives a geometrical interpretation of the semantics of the selected text. In other words, the smallest convex polygon (layer) depicts a particular geometrical area in which the values of these semantics range. This structure has also been used for example in statistics to define a generalisation of the concept of the median into two-dimensional data (O'Rourke et al., 1982) . This feature may be characterised as unique to each selected text because the following two conditions (Poulos et al., 1999) are ensured:
• the selected area layer is non-intersected with another layer
• the particular depth of the smallest layer is variable in each case.
Thus, two variables were extracted from the proposed text categorisation method: the area of the smallest onion layer xy S and the depth (i) of this layer, which is a subset of the original text set S values. In more detail, the smallest onion layer xy S is a matrix that contains the set of convex coordinate values of the smallest onion layer, in other words, where x represents the frequency of each converted character and y the numerical value of each character. Taking into account the specific features of the aforementioned variables, it is easy to ascertain that these may be used in the next stage.
Stage 2: Repeated intersections
Let {x n } be the sequence of n 1 intersections of the {A 1 , A 2 , …, A n } convex sets, where {x n } is
where A represents the set of the convex polygons, which have been produced in stage 1. Figure 2 provides the graphical representation of these repeated intersections. In our case, we considered that convex set {x n } represents the conceptual feature of each thematic area. 
Identification stage
An implementation of the well-known Hausdorff Distance algorithm (Normand and Bouillot, 1998 ) was adopted for the procedure of comparing the convex polygons' points. The creation of this algorithm was done exclusively for the computation of such problems as the computation of the mean Euclidean distance of two convex polygons in Euclidean space.
In this work, the convex pairs of values (x, y) represent both the smallest onion layer that came from the original audio file and the smallest onion layer that came from a second audio file. From the computation of the distance between these two sets of points it emerges if, and to what degree, the second audio file is identical to the original one.
Specifically, the illustration of this algorithm is analysed here: Given two sets of points A = {a 1 , a 2 , …, a m } and B = {b 1 , b 2 , …, b n } the Hausdorff Distance is defined as H(A, B) = max(h (A, B), h(B, A) − is any metric between the points a(x 1 , y 1 ) and b(x 2 , y 2 ), such as the Euclidean distance.
In this case, if h(A, B) = 0 all the points of the smallest polygon (Figure 2 ) of the two audio files that are compared are the same, then the two audio files are identical. Otherwise, the degree of similarity between the two audio files is decided by the value of Hausdorff distance (Normand and Bouillot, 1998) . A typical indicator of high similarity is decided empirically to be any value equal to or less than 0.1, ( , ) 0.1 h A B ≤ and in all other cases, in which the Hausdorff distance is bigger than 0.1, the audio files are considered different.
Method implementation: experimental part
In our case, for the sake of simplicity, we create a collection of titles that were extracted by Google Directory (Google, 2009 ). In particular, we aggregated seven different scientific titles (for example see Table 1 ) of the corresponding universal resource identifier -URI (Knowledge Management, Method Biophysics, Genetics, Methods and Techniques, Archaeology Methodology, Computational Geometry, Mathematical Physics) however many of these such as Mathematical Physics and Biophysics have common scientific areas creating an overlapping conceptual sectors. In the proposed method, we isolated all the titles of these categories and we isolated 28 titles of Biophysics category, 17 titles of the Genetics category, 32 titles of Mathematical Physics category, 14 titles of Computational Geometry category, eight titles of Methods and Techniques category, 16 titles of Archaeology Methodology category and ten titles of Knowledge Management category. Totally, we aggregated 125 conceptual titles. In the next step, each category is submitted in a number of repeated interactions as to the number of the titles per category such as described in Section 2.4 (see Table 2 ).
A scenario of searching procedure
To test the existing method, we test the extracted polygons with a combination of words that are belonging to two overlapping areas. For the implementation of this purpose, we used three pairs of words of which we extract corresponding convex polygons and we tested with extracted polygons using the Hausdorff distance (see Section 2.5) and then we obtain 3 × 7 = 21 sections (see Table 3 ). As can be seen, the evaluation of this scenario yields satisfactory results. Table 1 Biophysics "http://directory.google.com/Top/Science/Biology/Biophysics/" Retrieved 5-4-09 Table 2 Procedure of repeated intersection of url title obtained by Google categories (see online version for colours)
Table 2
Procedure of repeated intersection of url title obtained by Google categories (see online version for colours) (continued)
Table 3
A scenario searching using pair of words (see online version for colours) Table 3 A scenario searching using pair of words (see online version for colours) (continued)
A scenario searching using pair of words (see online version for colours) (continued)
Latent Semantic Indexing
In the fist stage, we created Table 4 to sort out all the conceptual contents of the documents. In particular, the local weight (L ij ) of each term is represented by each row in Table 3 and every document is represented by each column. Thus, an individual entry in Table 3 , a ij , represents the weights of the terms i in document j, where, in our case, i = 1, …, 57 and j = 1, …, 7. More specifically, the term -document matrix -can be expressed as a vector consisting of the weights of each term and mapped in a vector space (Tokunaga, 1999) :
where L ij is the local weighting. This approach defines the weights w ij in each document. Let P ij denote the occurrence probability of t i (terms frequency) and d j (titles). We ascribe significance to a term's occurrence, on the grounds that it represents a document's topics more than other factors do. Therefore, we base w ij on the term occurrence probability P ij in each document, and we define a local weighting L ij as follows: 
Statistical evaluation
In this section, a statistical evaluation between the most used information retrieval method "Latent Semantic Indexing (LSI)" and the proposed method is attempted. In particular, we tested the seven (7) semantic areas of titles with the pair of selected words. For the comparison of two techniques, we used Rank Correlation among several variables of the Chi-square control. In the following sections, we develop the procedure followed to yield the normalised matrixes for each method and, thereinafter, apply them to the selected statistical method.
We constructed two equivalent tables of each method. In particular, the Hausdorff distances of the proposal method (using computational geometry) are presented in Table 4 and in normalised transformation in Table 5 (3 × 7 of dimensionality). The LSI method uses an algebraic model of document retrieval, using a matrix technique known as singular value decomposition. This technique is achieved by a normalised matrix (Table 6 ) of dimensionality 3 × 7 to conceptually compare the LSI method with our proposed method. For the construction of the values of this table, we show that if two LSI probabilities of the words A and B are independent then the joint probability is
Table 6 The normalise values of LSI output probability Then, we selected the LSI probabilities of the selected words, and the output of equation (3) consists of the elements of Table 7 . 
Concordance: rank correlation among several variables
The concept of correlation between two variables can be expanded to consider association among more than two, as shown for multiple correlations (Kendall, 1962) . Such association is readily measured non-parametrically by a statistic known as Coefficients of Concordance. In our case, this correlation, W, gave the perfect criterion of agreement among three (3) selected sets of data. In other words, this test investigates if the data of columns are in agreement. The aforementioned correlation W was employed by the following equation:
where M is the number of variables being correlated and n is the number of data per variable, R i is the sum of the values of each column for i = 1, …, n. We can ask whether a calculated sample, W, is significant, i.e., whether it represents an association different from zero in the population that was sampled. A simple way to find out the relationship between the Kendall Coefficients of Concordance, W, and the Friedman Chi-square 2 r x involves using the following formula: 
Implementation of concordance: rank correlation control
In the next stage, the data of Tables 5 and 6 can be tested using the top-down correlation technique (see equation (4)). The null hypothesis (H 0 ) of this test is that there is an agreement regarding the investigated data of the columns of Table 4 . In our case, according to equation (2), M = 3 was the number of investigated documents, n = 7 was the conceptual values after reduction. The results of this control are present as follows:
Computational Geometry Results
Then, W = 0.029 and thus 
Latent Semantic Indexing (LSI) Results
Then, W = 0.0034 and thus we had non-rejection of the null hypothesis (H 0 ) of the agreement regarding the conceptuality of the compared documents (0.99 < P < 0.95).
Discussion: further research
In this paper, an algorithm is described that is based on a suitably transformed algorithm of computational geometry (Poulos et al., 2004) , and which aims to introduce a new webpage-ranking approach.
According to the problems, a webpage connection mechanism has been developed with a property as criterion. This property is the semantic values, which can be acquired from the suitable application of the webpages on the Cartesian level after repeated intersections.
This connection mechanism was realised via an algorithm, which was reformed from computational geometry. With this proposal, we can assume that the problems of the overlapping page rank taxonomy can be improved in two levels.
In the first level, the statistical results showed that the computational geometric solution gave more stable significant probability of the taxonomic ability of the system. Then, the LSI method in order 0.522 >> 0.0612. Furthermore, as justified in introduction part the proposed method may be characterised as more fast because the complexity of proposed method is significantly less than LSI method or O(d*n log n) <<
(
) . O m n q + The utility of this mechanism can be found in the dynamic self-organising feature of the algorithm, which automatically ranks the webpages into groups. Furthermore, the web retrieval procedure is simplified because the user may select the relevant group of pages from a more limited choice of homogeneous groups by entering specific keywords, which are represented by unique convexities.
A particular future application of the discussed method and algorithmic implementation could be used on the Educational/computer-based training domain and, in particular, the evaluation of essays by students using some key characteristics as grading indicators. For example, an expert could provide a set of significant keywords/references required by an essay to be evaluated as pass and then the algorithmic method described could provide an indication as to which essays meet the minimum criteria or not. In this application domain, another interesting application of the proposed method is on the recommendation of new pages for a particular user based on the degree of similarity obtained by running the algorithm on a predefined set of the user's browsing history. For example, in the case of a set of books, an application scenario could involve the recommendation of new books and learning resources on a user for that particular domain, since cases where domain membership is ambiguous the algorithm could compute the distances with the user's history as a reference point.
Finally, in the current and future research plan, we aim to test this proposed method against a larger number of webpages and data sets obtained for classification purposes. One additional objective that we have is to implement this algorithm in an ontological approach taking also semantic-based similarity indexes as an input.
