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Let d be a function algebra on a set T. In this paper we study seminorms on 
~4 of the form S,(x) = llrxfl where c, 0 # c E su’, is a fixed element and 11. (I is the sup 
norm on T. We begin by proving that under suitable assumptions, elements 
c, dE d satisfy c < d on T. if and only if for some p. 0 < p < ic’, S,(xP) < .Sd(xP) for 
all .x in a subset 1 of d. These results are then used in order to study multi- 
plicativity and quadrativity factors for S, on 9, i.e., constants p > 0 and I > 0 for 
which S,(xy) QpS,(x) S,(y) and S,(x’)<kS,(x)’ for all s, ~~52. Finally, for a 
family 9 of functions in &, we define the seminorm S,(x) = sup{ S, (x) : fo F), 
and provide conditions under which Ss has multiplicativity and quadrativity 
factors by exhibiting an element c E d such that SF = S, on ~4. fr 1991 Academic 
Press, Inc. 
1. INTRODUCTION 
Let & be an algebra over a field F where F = R or F=C, and where 
throughout the paper we exclude the trivial case in which all products in 
& are zero. As usual, a function 
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is called a seminorm if for all x, .V E d and a E F, 
S(x) 2 0, 
S(ax)= \a[ S(x), 
S(x + y) d S(x) + S(.l,). 
If in addition, S is positive definite, i.e., 
S(s) > 0 vs # 0. 
then S is norm. Finally, we call a seminorm S proper if S does not vanish 
identically and S(X) = 0 for some x # 0. 
Since d is an algebra, we may associate with S two additional proper- 
ties: We say that S is submultiplicative (or simply, multiplicative) if 
S(q) d S(x) S(y) vx, j’ E sd; 
and subquadrative (or simply, quadrative) if 
S(2) < S(x)’ v.u E d. 
Clearly, if S is multiplicative, it is quadrative. The converse is usually 
false. For example, take the numerical radius 
r(A)=sup(I(Ax,x)( :xEH, (X,X)= 11, 
defined on Y(H), the algebra of bounded linear operators on a Hilbert 
space H over C. While r is a nonmultiplicative norm on Y(H) it is 
quadrative, and in fact it satisfies Berger’s inequality [3, 71 
r(Ak) < r(A)” VA E P(H). k = 1, 2, 3, . . . 
In order to emphasize how far from multiplicative a quadrative norm 
can be, we recall that r may fail to satisfy 
r(AB) d r(A ) r(B) 
even when A and B commute or worse yet, when A and B are powers of 
the same operator [6,5]. 
Given a seminorm S on d and a positive constant p> 0, then obviously 
S, = FS is a seminorm too. Evidently, S, may or may not be multiplicative: 
if it is, we call p a multiplicativity factor or simply an M-factor for S. 
Similarly, if S, is quadrative for A> 0, we call i a quadrativity factor, or a 
Q-factor for S. 
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Obviously, ,a > 0 is an M-factor for S if and on!v if 
Analogously, A> 0 is a Q-factor for S if and onl-v if 
S(x2) d nqx)’ VXEd. 
The definitions of multiplicativity and quadrativity factors can be 
extended, of course, to the case in which -01 is replaced by an arbitrary 
(nonempty) subset ~3 of &, not necessarily an algebra. More specifically, 
if B is such a subset and S is a seminorm on -c3, we call p > 0 an M-factor 
for S on 943 if
S(XY) G PW) S(Y) vx, y E 33. 
Similarly, A> 0 is a Q-factor for S on 9, if 
S(x2) Q /w(x)’ vx E 92. 
Surely, if p is an M-factor for S on 93, it is a Q-factor on 99 as well. 
Given an M- or a Q-factor C.X~ for S on 33, then so is any CI 3 CI~. Hence, 
having a seminorm S and a subset 39 of LX!, it is natural to ask whether S 
has M- or Q-factors on 99; and if so, are there best (least) such factors? 
This question can be answered by the following theorems whose proofs 
are an obvious modification of the proof of Theorem 2.4 in [ 11. 
THEOREM 1.1. Let JZI be an algebra over F, let 39 be a nonempty subset 
of ,c4, and let S be a seminorm on ~4 such that S does not vanish identical11 
on 93. Then: 
(a) S has M-factors on 39 fund only if 
XzKer,S=(xEB:S(x)=Of 
is an ideal in W (i.e., Xg E JK and aX G Y) and 
(b) rf S has M-factors on 33 and pinl > 0, then ,a is such a factor if and 
only if p 2 pint. 
(c) Zf S has M-factors and ~inl= 0, then p is such a factor if and only 
zj-p>o. 
THEOREM 1.2. Let xzI, 39, S, and X be as in Theorem 1.1. Then 
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(a) S has Q-factors on B if and only if .X is closed under squaring 
(i.e., X2 G Xx) and 
(b) Zf S has Q-factors on 28 and Ainl > 0, then E. is such a factor [f and 
only if I. >, AinC. 
(c) If S has Q-factors on d and AinF= 0. then A is such a factor [f and 
only, [f 1 > 0. 
The main purpose of this paper is to study M- and Q-factors for a 
certain family of seminorms on function algebras. Move specifically, from 
now on we shall assume that d is an algebra of bounded F-valued 
functions 
x: T + F 
defined on a given set T, with the usual multiplication 
x,v(t)=x(t)y(t); .Y, ye,&; tET. 
Further, our seminorms will be of the form 
S,(-u) = IIC~~II, x E .d. 
where 0 # c E d is a fixed element, and 
(1.1) 
(1.2) 
lbll = SUP I-$t)l 
reT 
is the usual sup norm on ~4. 
Clearly, S, is a norm on ~4 if and only if c is not a zero-divisor of A. 
Otherwise, S, is a proper seminorm on .E9. 
In Section 2 we provide several comparison theorems which tell us that 
under suitable hypotheses on elements c, d E ,G$’ and on a subset 69 of A, we 
have 
c(t)<d(t) VtET 
if and only if for some p, 0 < p < K)? 
S,(xP) d S,(xP 1 vs E 99. 
These comparison theorems are then used in Section 3 to describe the 
M- and Q-factors for S, under various assumptions on T, d, 99, and c. We 
show that in all cases studied, S, has M-factors on $9 if and only if it has 
Q-factors on 9; and in fact, the sets of M- and Q-factors for S,, coincide. 
This is certainly not typical of arbitrary seminorms. 
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Finally, in Section 4 we define seminorms on JZI of the form 
S,(x) = sup S,(s), XEd, 
./E .F 
where 9 is a family of functions in ,crl, not all zero. Given such a family 
9, we exhibit a single function c E RI that represents d in the sense that 
ST=& on JZZ, 
and provide conditions under which Sg has M- and Q-factors. 
2. COMPARISON THEOREMS 
We begin by proving: 
THEOREM 2.1. Let T be a set, let ~4 be the algebra of bounded functions 
x: T -+ F 
with the usual multiplication ( 1.1 ), and let c, d be elements of &. Then for 
eachp, O-C~<CD, 
Ic(t)l s Id(t)I VtET (2.1) 
if and only if 
S,(xP) d S,(xP) vx E .d. (2.2) 
ProofI If (cl d IdI on T then for all XEYCS, 
S,(xp) = IlcPlI < ildxcll = S,(xp). 
Conversely, suppose (2.2) holds, and let t, E T be an arbitrary point. Define 
the function 
u(t) = 1, 
t = t, 
0, t E T\t,. (2.3) 
Then obviously u E AZI, and by (2.2) 
c(tO)=SC(uP)<Sd(uP)=d(t,J. 1 
We note that while it seems natural to consider the case p = 1 both here 
and in the other theorems of this section, the case p = 2 will play a role in 
Section 3. 
We further note that Theorem 2.1 immediately yields: 
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COROLLARY 2.1. Let T and ,d he as in Theorem 2.1, and let c. d hc 
elements o.f .d. Then for each p, 0 -C p < ‘x, 
I4t)l = Id(t)I Vte T 
if and only [f 
S((.KP) =S,(.KP) V.-c E .d. 
We shall not bother to mention similar corollaries following 
Theorems 2.2-2.5. 
We next prove: 
THEOREM 2.2. Let T be a topological space, let .d be the algebra (?t’ 
bounded continuous functions 
s:T+F. 
and let c, d be elements of d. Then for each p. 0 < p < ‘xl, (2.1) and (2.2) 
are equivalent. 
Proof: Inequality (2.1) implies (2.2) precisely as in the previous proof. 
Conversely, let (2.2) hold and let (2.1) fail. Then there exists a point t, E T 
such that 
IdtoN > Id(t (2.4) 
Hence there is a 8, 0 < 19 < 1 for which 
Define 
u(t) = max{fJ Ic(t)l - Id(t 01, tET. (2.5) 
Since c and d are bounded and continuous, so is u; thus UE.~. Further- 
more. if V is the subset of T where 
then 
u(t) 
>o, t E v, 
=o, t E T‘,. V. 
Hence 
8 It(t) u(tYI >, Id(t) u(tV Vt E T. 
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SO 
8 IIcuPIl 2 llduPII. (2.6) 
By (2.4) and (2.5), (c(l,) I? > 0. Thus llczPll > 0, so (2.6) implies 
a contradiction to (2.2). 1 
In our next three theorems we wish to deduce a relation between c and 
d from a corresponding ,relation between S, and Sd on a subset 9I, not 
necessarily a subalgebra of d. 
A simple case comes to mind: 
THEOREM 2.3. Let T and d be as in Theorem 2.1, let g be a subset of 
d containing all functions of one-point support, and let c, d be elements of 
d. Then for each p, 0 < p < CO, 
Ic(t)l G Id( VfET (2.7) 
if and only if 
WxP) < S&P) VXE93. (2.8) 
ProoJ Since u in (2.3) is an element of a, the proof of Theorem 2.2 
goes over without change. 1 
For our next result we need the following definition. 
DEFINITION 2.1. Let T be a topological space and let %9 be a set, not 
necessarily an algebra, of F-valued functions on T. We say that .% satisfies 
the silov condition if for each nonempty, open subset V on T and each 9, 
0 < 0 < 1, there is an element u E &9 such that 
l4t)l < 0 Ilull Vt E T\V, 
where 11. II is the sup norm. 
We note that the silov condition is satisfied naturally in various 
function-analytic contexts (e.g., [2,4]). 
We can now prove: 
THEOREM 2.4. Let T be a topological space, let ~4 be the algebra of 
bounded functions 
x: T + F, 
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let d, a subset of d, satisJv the silos condition, and let c, d be elements qf’ 
.d such that ICI and (dJ are continuous at each point t ET where c(t) ~0. 
Then for each p, 0 < p < cc, (2.7) and (2.8) are equivalent. 
Proof: As usual, (2.7) implies (2.8). Conversely, suppose (2.8) holds but 
(2.7) is false. Then there is a point t, E T such that 
Id(t,)l <o < 7 < Ic(t,,)l, 
where u and 7 are suitable constants. Since (cl and IdI are continuous at 
t,, we find a neighborhood V of to on which 
Id(t)1 <o < 7 < Jc(t)l. (2.9) 
Since V is nonempty and open, by the Silov condition there is a function 
u E 3 such that 
where 8 satisfies 
l4t)l < 0 Ilull Vt E T\V, (2.10) 
eP=min {h. i]. (2.1 I ) 
By (2.10) and since 0 < f3< 1, we realize that Iu( must attain in V values 
arbitrarily close to (IuI/, that is, 
II41 = sup ldt)l. 
rev 
Now by (2.9), 
Id(t) 4tY’I -cc lIdI vtev: 
and by (2.10) and (2.11), 
Id(r) 4tJPI < jj-& lldll . llupll G c lI~pIl Vlt E T\V. (2.14) 
So (2.13) and (2.14) give 
lldupll G c IIuplI. 
On the other hand, by (2.9) and (2.12), 
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Hence, by (2.15) and (2.16) 
contradicting (2.8). 1 
Theorem 2.4 holds, of course, when Ic( and Jdl are continuous on all of 
T, but such a hypothesis would exclude most interesting examples. 
The .%lov condition can be extended as follows: 
DEFINITION 2.2. Let T and @ be as in Definition 2.1. We say that 33 
satisfies the strong &lov condition if for each nonempty, open subset V of 
T, each point t, E V, and each 8, 0 < 0 < 1, there is an element u ES? such 
that 
Ilull = l4hdl 
and 
l4t)l < f3 II4 Qt E T\V. 
We also recall that a real-valued function x on a topological space T is 
called upper semicontinuous if for each real T the subset of T where 
is open. 
Clearly, the strong silov condition implies the silov condition, and a 
continuous function is upper semicontinuous. 
With these definitions we finally prove in this section: 
THEOREM 2.5. Let T and d be as in Theorem 2.4, let W, a subset of d, 
satisfy the strong ,!%lov condition, and let c, d be elements of & such that Idi 
is upper semicontinuous on T. Then for each p, 0 -C p < CD, (2.7) and (2.8) are 
equivalent. 
ProoJ As before, (2.7) implies (2.8). Conversely, if (2.8) holds but (2.7) 
fails, we can find a point t, E T satisfying for some 0 < 0 < 1, 
Id( < 0 Ic(dl = 5. (2.17) 
By (2.17) and the upper semicontinuity of IdI there is a neighborhood V of 
t, on which 
Id( < 5. (2.18) 
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II4 = l44l)l 
lU(l)l < 0 /lull V’r E T‘,,.V, 
Now, by (2.1X), 
Id(t) 4rlPI < 5 lIuPII V’tEV. 
and by (2.20) and (2.21), 
Id(r) 4fYI < op lldll . lluPll <T II4 Vt ET: V. 
Thus by (2.22) and (2.23), 




By (2.24), (2.17). and (2.19) therefore, 
Il~~“ll do Idt,) 4rdPI < IC(f,) 4LJPI d II4. 
i.e., 
SJUP) < S,(uP), 
and (2.8) is contradicted. 1 
We conclude this section by an example. Let T and ,d be as in 
Theorems 2.4 and 2.5, and let 9 be the subalgebra of all continuous 




Ic(t)l B I4t)l VfET 
when 
S&P) < S,(.uP) vs E 2 
for some p, 0 < p < m. Indeed, take T = [0, 1 ] and set 
c(r)= 
1 
1, I = 0, 
0, O<f<l 
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and d = 0. Clearly, for x E ~8, 
lIcxpII = (Id,PII = 0. 
so 
s,w d S,(xP) v.u E La, 
yet ICI d (dJ does not hold on T. Since 9 satisfies the silov condition and 
since (dl is continuous, this example shows that the hypothesis in 
Theorem 2.4 that ICI is continuous where c # 0 cannot be simply dropped. 
Similarly, defining c = 1 and 
t = 0, 
O<t<l, 
(2.25) 
we get for ~~39, 
IlcxpIJ = IIxpII = IldxpII. 
So again 
S,(xP) 6 Sd(XP) VXEg 
while ICI < (dJ fails, showing that the hypothesis in Theorem 2.4 that IdI is 
continuous where c # 0 cannot be dropped either. 
Finally, since our W satisfies the strong silov condition as well, the latter 
choice of c and d implies that the upper semicontinuity condition on d in 
Theorem 2.5 cannot be dropped. Indeed, d in (2.25) is not upper semi- 
continuous since the subset of [O, l] in which d(t) < 1 is not open. 
3. MULTIPLICATIVITY AND QUADRATIVITY FACTORS FOR S, 
In Theorems 3.2-3.4 of [l] we characterized M-factors for S,. A careful 
examination of the proofs reveals, however, that we proved more than was 
claimed. We thus begin this section by stating strenghthened versions of 
our previous results. 
THEOREM 3.1 (compare[ 1, Theorem 3.21). Let T be a set, and let d be 
the algebra of bounded functions 
x: T + F 
with the usual multiplication (1.1). For a fiked element c # 0 in &, let S, be 
the seminorm in (1.2). Then 
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(a ) The .following are equivalent: 
(i ) S, has M-factors on xl. 
(ii) S,. has Q-factors on xl. 
(iii) .x-inf(Ic(r)l : rET, c(r)#O} >O. i3.1) 
(b) If E > 0 then rhe best (least) M- and Q-factors for S, on .d are 
horh given bj, E I. 
Proof Clearly (i) implies (ii). So in order to prove (a) it suffices to 
show that (ii) implies (iii), and (iii) implies (i). 
Suppose (ii) holds and let E. > 0 be a Q-factor for S, Then 
S,.(2) < /q.(x)‘= .s;.J.G) vx E .d. 
So by Theorem 2.1 with ti= k2 and p = 2, 
Ic(t)l 6J. Idry VrET. 
and consequently 
Ic(r)l >i-’ when c(t) # 0. (3.2) 
Since 
E = ,$ Ic(t)l, where E- {tET :c(t)#O}, (3.3) 
(3.2) gives us 
E),l-‘>o, (3.4) 
and hence (iii). 
Assume now (iii). Then 
1 GE-’ /C(t)1 Vr E E. 
Thus 
Ic(t)l 6E-’ Ic(t)‘l VtET, 
so for all .Y, J? E d, 
Ic(r)x(t) y(t)1 GE-’ Ic(l)‘.U(t) y(t)l, t E T. 
Hence 
Ik,~j’ll 6 E-’ IlCXll . IlCyll t/x, 1’ E d, 
i.e., E ~ ’ is an M-factor for S, on zz! and (i) holds. 
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To prove (b), suppose E > 0. Then, as just mentioned, E-’ is an M-factor 
for S,.. Denote the intima of all M- and Q-factors for S, by p0 and A,, 
respectively. Clearly, 
By (3.4), however, 
Thus ~O=AO=~-’ and the proof is complete. 1 
We next have: 
THEOREM 3.2 (compare [ 1, Theorem 3.31). Let T be a topological 
space, let ZZI be the algebra of bounded continuous functions 
x: T -+ F. 
and let c # 0 be an element of d. Then conclusions (a) and (b) of 
Theorem 3.1 hold. 
Proof The proof is obtained from that of Theorem 3.1 merely by 
referring therein to Theorem 2.2 instead of Theorem 2.1. 1 
If T is connected then the following result is obtained from Theorem 3.2: 
THEOREM 3.3 (compare [l, Theorem 3.41). Let T, d, and c be as in 
Theorem 3.2, and let T be connected. Then 
(a) The following are equivalent: 
(i) S,. has M-factors on d. 
(ii) S, has Q-factors on d. 
(iii) 6=inf{lc(t)l : tET}>O. 
(iv) c is an invertible element of .d. 
(v) S, is a norm on &. 
(b) Zf b > 0 then the best (least) M- and Q-factors for S, on d are 
both given 611 6 - ‘. 
Proof First we claim that 6 = E where E is defined in (3.1). Evidently, 
E > 6 >, 0, so E = 0 implies 6 = 0. If E > 0, then since JcJ is continuous and not 
identically zero, the set E in (3.3) is open and nonempty, being where 
(c(t)1 ~0. Since E ~0, the complement G of E is actually where [c(t)1 <E, 
and is thus open too. So T = E u G where E and G is a disjoint pair of 
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open sets. Since T is connected, it follows that either E or G is empty, and 
since E is not, G is. Hence T = E, so 
Further, it is clear that (iii) is equivalent to (iv), and (iv) is equivalent 
to (v). Thus, by Theorem 3.2, the proof follows. 1 
Theorems 3.1-3.3 show that E > 0 is a necessary and sufficient condition 
for the existence of M- and Q-factors for S,. on ,szI. With this in mind we 
ask now whether XI has proper subsets a, not necessarily algebras, where 
the same key condition, E > 0, holds if and only if S, has such factors on 
a. 
In some instances the answers to the above question is positive. For 
example, we have: 
THEOREM 3.4. Let T, -cd, and c be as in Theorem 3.1. and let .W be a 
subset of‘ .cu’ containing all functions qf one-point support. Then 
(a ) The -following are equivalent: 
(i ) S,. has M-factors on 2. 
(ii ) S,. has Q-factors on J. 
(iii) &-inf{lc(t)l : tET,c(t)#O),>O. 
(b) If E >0 then the best (least) A4- and Q-jactors for S,. on J are 
both gitlen by, E ‘. 
Prooj: Evidently, the proof is obtained from that of Theorem 3.1 by 
replacing therein &’ by 2 and Theorem 2.1 by Theorem 2.3. 1 
Next, using the silov condition in Definition 2.1 we obtain: 
THEOREM 3.5. Let T be a topological space. and let .n/ be the algebra c?f 
hounded,functions 
.Y: T + F. 
Let g’, a subset of zl, satisly the &loo condition, and let c # 0 be an element 
qf cd such that ICI is continuous at each point t ET where c(t) #O. Then 
conclusions (a) and (b) qf Theorem 3.4 hold. 
Proof Again, the proof is that of Theorem 3.1 with 8 replacing ,d and 
Theorem 2.4 substituting for Theorem 2.1. 1 
Finally, using the strong silov condition and the concept of upper semi- 
continuity in Definition 2.2 we get: 
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THEOREM 3.6. Let T and ~4 be as in Theorem 3.5, let 99, a subset of d, 
satisfy the strong &loo condition, and let c # 0 be an element of d such that 
ICI is upper semicontinuous on T. Then conclusions (a) and (b) of 
Theorem 3.4 hold. 
Proof: Once more, the proof is that of Theorem 3.1 with 9? replacing & 
and Theorem 2.1 replaced by Theorem 2.5. 1 
In concluding this section let us revisit the example at the end of the 
previous section, where T = [0, 11, d is the algebra of bounded F-valued 
functions on T, and 99 is the subalgebra of continuous functions in d. 
Choosing 
1 1 





we easily see that 
S,(x) = ll*~ll VXEB. 
Thus S, is multiplicative on 99, whereas 
s=inf{lc(t)l : tET, c(t)#O} =O. 
Since 98 satisfies the Silov condition, this example demonstrates that the 
hypothesis in Theorem 3.5 that ICI is continuous where c #O may not be 
dropped. 
Futher, since B satisfies the strong Silov condition, our example shows 
that the upper semicontinuity of ICI in Theorem 3.6 may not be dropped 
either. Indeed, ICI in (3.5) is not upper semicontinuous ince the subset of 
[0, 1) where Ic(t)l < 1 is obviously not open. 
4. REPRESENTATION THEOREMS 
Let T be a set, let J&‘ be the algebra of bounded functions on T, and let 
9 be a nonempty family of members of &, not all zero. Suppose S is 
bounded, i.e., for some T > 0, 
and set 
Ilf II G -l- Vf EF-; 
S,(-x) = SUP Ilfxll, XEd, 
fEP 
(4.1) 
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Since 9 is bounded, Ss is well defined on &. Further, we easily see that 
S, is a seminorm on JZZ, which reduces to S, when 9 consists of a single 
function f: 
Given a family 9 we can exhibit a function c E d that represent 9 in 
the following sense: 
THEOREM 4.1. Let T he a set, and let .at’ be the algebra of bounded 
,fitnctions 
I: T -+ F 
with the usual multiplication (1.1). Let 9 be a nonempty, boundedfamily of’ 
functions in ?c9, not all zero, and let S,, be the seminorm in (4.1 ). Define 
c(t) = c,(t) = SUP If(t)l, 
I E.F 
tET. (4.2 ) 
Then CE.~, OZc30, and 
SF==‘ on .oC. 
Proof Clearly, c in (4.2) is bounded, nonnegative, and not identically 
zero on T. Further, for all x E z@‘, 
S,,(-y) = SUP [SUP If(t) *u(t)1  Is9 rcT 
= SUP Cl-4t)l sup If(t)11 = sup It(t) *y(t)1 = S,(x). I 
reT I’6 .f IET 
Note that since under the hypotheses of Theorem 4.1, c in (4.2) does 
not vanish identically, the seminorm S p = S, is either a norm or a proper 
seminorm on &. 
From our results in Section 3 we can now make several deductions: 
THEOREM 4.2. Let T and & be as in Theorem 3.1, let J be a nonempty, 
bounded family of functions in d, not all zero, and let S,, be the seminorm 
in (4.1). Then the following are equivalent: 
(i) S,, has M-factors on d. 
(ii) S, has Q-factors on &. 
(iii) There exists p > 0 such that at each point t E T, either 
or 
f(t)=0 Vf E,F (4.3a) 
If( 2 P for some .f E 9. (4.3b) 
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Proof By Theorem 4.1 we have S, = S, where c, c # 0, is given in (4.2). 
By Theorem 3.1 therefore, it suffices to show that (iii) in our present 
theorem is equivalent to (iii) of Theorem 3.1. Indeed, E in (3.1) is positive 
if and only if there exists p > 0 such that at each t E T either c(t) = 0 or 
[c(t)1 2 p, that is, if and only if (4.3) holds for some p > 0, and the theorem 
follows. 1 
THEOREM 4.3. Let T and &’ be as in Theorem 3.2, and let 9 be a non- 
empty*, finite family of functions in AI, not all zero. Then the conclusion of 
Theorem 4.2 holds. 
Proof Since 9 consists of finitely many continuous functions, c in (4.2) 
is continuous, hence belongs to d. Now, precisely as in the previous proof, 
(iii) of Theorem 4.2 is equivalent to (iii) of Theorem 3.1; so by 
Theorem 3.2 we are done. 1 
THEOREM 4.4. Let T and d be as in Theorem 3.3, and let 9 be a non- 
enzpt)?, finite family of functions in d, not all zero. Then the following are 
equivalent : 
(i) S, has M-factors on d. 
(ii) SF has Q-factors on &‘. 
(iii) There exists p > 0 such that at each point t E T, 1 f( t)l > p for 
some .f E 9. 
Proof: Again, since 9 is finite, c in (4.2) belongs to G!‘. Further, (iii) 
above is equivalent to (iii) in Theorem 3.3, and Theorem 3.3 completes the 
proof. 1 
Using the elementary arguments in the proofs of Theorems 4.2-4.4, we 
readily obtain the following analogues of Theorems 3.43.6: 
THEOREM 4.5. Let T, &‘, and Z+? be as in Theorem 3.4, and let 9 be a 
nonempty, boundedfamily offunctions in d, not all zero. Then the following 
are equivalent : 
(i) SF has M-factors on $9’. 
(ii) S, has Q-factors on g. 
(iii) There exists p > 0 such that at each t E T either 
f(t)=0 VfES 
or 
If(t)1 2 P for some f E 9. 
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THEOREM 4.6. Let T, &‘, and &? he us in Theorem 3.5, and let .9 he a 
nonempty, finite family qf function in &‘, not all zero, such that for each 
,f~ 9, I.f.1 is continuous at each point t E T where,f( t) # 0. Then the conchr- 
sion of Theorem 4.5 hola’s. 
THEOREM 4.7. Let T, &, and 28 be as in Theorem 3.6. and let .9 he a 
nonemptj?, finite .familJ qf upper semicontinuous functions in .d, not all zero. 
Then the conclusion qf Theorem 4.5 holds. 
We conclude the paper by considering the set T = [0, I 1, and the infinite 
family 9 = i.6, ),:-=, of the continuous functions 
I 
1 fnt, O<t<! 
L,(t) = 
n 
2, &l. II 
Here, c in (4.2) is given by 
c(t)= 
i 
1, t = 0, 
2, o<t<1; 
so c (which does not vanish on T) is not continuous, not even upper semi- 
continuous. This shows that the hypothesis in Theorems 4,3, 4.4, 4.6. and 
4.7 that 9 is finite may not be dropped since the resulting c may fail to 
belong to the &’ involved. 
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