Multisource full-waveform inversion based on the L 1 -and L 2 -norm objective functions cannot be applied to marine streamer data because it does not take into account the unmatched acquisition geometries between the observed and modeled data. To apply multisource full-waveform inversion to marine streamer data, we construct the L 1 -and L 2 -norm objective functions using the normalized wavefield. The new residual seismograms obtained from the L 1 -and L 2 -norms using the normalized wavefield mitigate the problem of unmatched acquisition geometries, which enables multisource full-waveform inversion to work with marine streamer data. In the new approaches using the normalized wavefield, we used the back-propagation algorithm based on the adjoint-state technique to efficiently calculate the gradients of the objective functions. Numerical examples showed that multisource full-waveform inversion using the normalized wavefield yields much better convergence for marine streamer data than conventional approaches.
INTRODUCTION
Even though full-waveform inversion can theoretically generate the most precise and detailed subsurface velocities, the enormous computational cost forms a big burden to the actual implementation. Recently, the cost of full-waveform inversion has been dramatically reduced with the advent of encoded multisource full-waveform inversion (EMSFWI), specifically in time-domain implementations (Krebs et al., 2009; Schuster et al., 2010; Choi and Alkhalifah, 2011b) . In EMSFWI, encoded sources are simultaneously excited to generate the forward-modeled wavefield, thus reducing the cost of inversion by a factor proportional to the number of excited sources. Crosstalk noise, naturally formed in the computation of the gradient of EMSFWI, is attenuated by using the random source-encoding function, which is randomly regenerated in each iteration of the inversion process. However, the application of general EMSFWI is limited to fixed-spread data, such as land or oceanbottom acquisition (Krebs et al., 2009) .
To calculate the residual wavefield for the back-propagation step of inversion, we must match the acquisition geometries of the observed and modeled wavefields. In separate-source inversion of marine streamer data, we can easily match the acquisition geometry of the modeled wavefield to that of the observed wavefield by muting the modeled wavefield. However, in EMSFWI of marine streamer data, the modeled wavefield with simultaneous sources cannot be muted to comply with the configuration of marine streamer acquisition. Because of the different acquisition geometry, the number of stacked traces at each receiver point is different between the supershot gather of the observed wavefield and the simultaneous-source modeled wavefield. Because the conventional leastsquares norm does not account for the unmatched acquisition geometries between the multisource observed and modeled wavefields, EMSFWI based on the conventional least-squares norm is not applied to marine streamer data. As an alternative, the global correlation norm has been used for EMSFWI of marine streamer data Alkhalifah, 2011a, 2012; Routh et al., 2011) . In the global correlation norm, they measure the similarity between the observed and modeled data and update the velocity model in the direction of maximizing the similarity. Because the similarity between two signals has a relatively large value in the same acquisition geometries and a small value in the different acquisition geometries, the global correlation norm works for EMSFWI of marine streamer data. Choi and Alkhalifah (2012) show that the gradient of the global correlation norm is exactly the same as that of the L 2 -norm using the normalized wavefield. However, the form of the global correlation norm is not flexible, whereas the normalized wavefields can be subject to various types of norm, such as the Cauchy norm, hyperbolic secant norm, Huber norm, etc. (Crase et al., 1990; Ha et al., 2009 ).
Thus, in this paper, we propose a generalized form of misfit norm using the normalized wavefield for EMSFWI of marine streamer data. The global correlation norm is a specific form of the misfit norms using the normalized wavefield. Because the various norms mentioned above can be approximated as a combination of L 1 -and L 2 -norms according to the error deviation (Crase et al., 1990) , we introduce only L 1 -and L 2 -norms using the normalized wavefield.
In multisource modeling, each receiver records responses of all sources simultaneously, whereas each receiver trace of the stacked marine streamer data (observed data) includes responses of sources located within the streamer length. Thus, the number of traces composing the stacked trace is different between the observed and modeled data in EMSFWI of marine streamer data. The trace normalized by its length (the square root of the sum of the squares of the time samples) could alleviate the problem of inconsistency in the numbers of traces composing the stacked trace between the multisource observed and modeled wavefields. Therefore, we can intuitively anticipate that misfit norms using the normalized wavefield can work for EMSFWI of marine streamer data. On the other hand, it is very expensive to calculate the Fréchet derivative for the gradient of the objective function. In this paper, we obtain the gradient of the new objective functions using the back-propagation algorithm based on the adjoint-state technique (Tarantola, 1984; Pratt et al., 1998; Choi and Alkhalifah, 2011b) .
Next, we introduce inversion algorithms based on the normalized wavefields. It is followed by numerical examples that validate the feasibility of EMSFWI of marine streamer data using the normalized wavefields on the extended Marmousi2 model.
THEORY
We first review the conventional L 1 -and L 2 -norm approaches in the time domain and then derive the new L 1 -and L 2 -norm approaches based on the normalized wavefield. Finally, we compare the residual seismograms in each approach.
Conventional L 1 -and L 2 -norm approaches Considering only a single source for simplicity, the L 1 -and L 2 -norms as objective functions for time-domain waveform inversion are written as follows:
where nr and nt are the number of receivers and time samples, respectively, and u i;j and d i;j are modeled and observed data at the ith receiver and jth time sample. In equation 1, the notation jj stands for the absolute value. The L 2 -norm here stands for the L 2 2 in the waveform inversion as expressed in equation 1.
The gradients of the objective functions are obtained by taking the derivative of equation 1 with respect to the mth subsurface velocity parameter p m as follows:
where u i is the wavefield vector (time series) at the ith receiver point, ∂u i ∕∂p m is the partial derivative wavefield vector, the dot in equation 2 indicates the dot product of two vectors, and the elements of r L1 i and r L2 i are expressed as
where sgnðÞ is the signum function (Crase et al., 1990; Djikpéssé and Tarantola, 1999) . We can implicitly calculate the gradient of the misfit function in equation 2 using the adjoint state of the wave equation (Tarantola, 1984; Pratt et al., 1998) . To compute the gradient, we follow these steps: Forward-propagating the source wavefield, back-propagating the residual wavefield (r i ), and finally, computing the zero-lag crosscorrelation between the weighted-forward-propagated wavefields and the back-propagated wavefields.
The weighted-forward-propagated wavefield used here is obtained by taking the derivative of the wave equation with respect to the velocity parameter (Pratt et al., 1998; Shin et al., 2001) . Taking the derivative of the constant-density acoustic-wave equation gives The L 1 -and L 2 -norm approaches using the normalized wavefield
The L 1 -and L 2 -norms using the normalized wavefield are expressed as follows:
here, u i and d i are the modeled and observed time series (vector) at the ith receiver and the notation kk indicates the length of vector. In a similar fashion to the conventional approaches, taking the derivative of equation 5 with respect to the mth velocity parameter gives the gradients of each objective function as follows:
Manipulating the formula in equation 6 gives the final form: 
The gradients of new objective function in equation 7 show a similar form to the conventional one in equation 2 except for the new residual seismograms r NL1 i and r NL2 i . We back-propagate the new residual seismogram to obtain the gradients in equation 7 and the other steps in calculating the gradient are identical to the conventional approach. Therefore, the computational cost of this new approach in which we use normalized wavefields is almost the same as that of the conventional approach. The flowchart of our new waveform inversion is very similar to the one of Krebs et al. (2009) except for the back-propagation of the new residual seismograms. Choi and Alkhalifah (2012) prove that the L 2 -norm using the normalized wavefield in equation 5 is the same as that of the global correlation norm, which is easily demonstrated as follows:
However, we prefer the form of equation 5, because it has larger scalability (or expandability) potential than the global correlation form. For the objective function, we can use various types of norms, such as the Cauchy norm, Hyperbolic secant norm, Huber norm, etc. (Crase et al., 1990; Ha et al., 2009 ) using the normalized wavefield. These norms can be approximated as a combination of L 1 -and L 2 -norms according to the error deviation (Crase et al., 1990) . Thus, in this paper, we introduce only L 1 -and L 2 -norm using the normalized wavefield for simplicity.
Feasibility of the misfit norms using the normalized wavefield to EMSFWI of marine streamer data
In this section, we mathematically explain why the normalized wavefield can work for EMSFWI of marine streamer data in reference to Routh et al. (2011) . We analyze the L 2 -norm using the normalized wavefield and then provide insights on the L 1 -norm.
We first define the separate-source (sequential-source) modeled and observed wavefields as u correspond to data with vector elements storing the time sample data. In multisource modeling, a receiver records the responses from all the shots simultaneously, referred to as the shot space Ω. On the other hand, a (common) receiver trace of the summed (or stacked) marine streamer data is composed of the traces of shots included in marine streamer length associated with the receiver position with the shot space given by Ω str i . The missing part of Ω str i is defined as Ω mis i , and thus, 
The gradient of the L 2 -norm is obtained by taking the derivative of equation 10 with respect to the mth model parameter p m :
At the center of EMSFWI is the use of a randomly generated encoding function that varies at each iteration so as to attenuate the crosstalk noise over many iterations usually performed as part of the inversion process (Krebs et al., 2009 ). Thus, the randomly generated encoding function allows us to mitigate the crosstalk noise, ð∂u 
The first term in the square bracket in equation 12 is what we expect from the separate-source L 2 -norm approach for marine streamer data. The second term is not attenuated by random encoding functions, and thus it prevents EMSFWI from working for marine streamer data. On the other hand, the L 2 -norm using the normalized wavefield for EMSFWI of marine streamer data is expressed as are orthogonal to each other). Given that fact, the gradient of the L 2 -norm using the normalized wavefield is given by
The second term of the last line of equation 14 is all crosstalk noise. This crosstalk noise is attenuated iteratively with randomly generated encoding functions. In a similar fashion to the approximation applied to the conventional L 2 -norm, the gradient in equation 14 can be simplified as
The gradient expression in equation 15 is approximately (not exactly) what we expect from the separate-source L 2 -norm approach using the normalized wavefield for marine streamer data. Contrary to the conventional L 2 -norm approach described in equations 10-12, there is no extra term in equation 15 and this feature of the L 2 -norm using the normalized wavefield enables EMSFWI to work for marine streamer data. On the other hand, in equation 15, the length of the modeled wavefield, k P l∈Ω u s i;l k, in the denominator is computed for the whole shot space Ω. This denominator results in reduced accuracy of EMSFWI for marine streamer data than EMSFWI for land acquisition type data. If the streamer length, represented as Ω str i , is large enough compared to the horizontal length of the inversion domain, represented as Ω, the effect of this denominator can be small and EMSFWI yields good convergence for marine streamer data.
Because the L 1 -norm is not a smooth function (or, in other words, not quadratic form), it is difficult to derive similar formulations of its gradient as shown for the L 2 -norm approach through equations 10-15. However, it is known that the L 1 -norm approach generally provides sparser (or better) solution than the L 2 -norm approach (Elad, 2010) . Given that fact, we anticipate that the L 1 -norm using the normalized wavefield might generate a similar or better result than the L 2 -norm using the normalized wavefield, whereas the conventional L 1 -norm might be troubled with the same problem of the conventional L 2 -norm described in equation 12. Thus, we are content with the numerical examples to evaluate the L 1 -norm capability in performing EMSFWI for marine streamer data using the normalized wavefield.
Residual seismograms
The only difference between the new and conventional approaches is the residual seismograms back-propagated in the inversion process. In this section, we display the residual seismograms of each method to highlight its features. We first generate the seismograms (observed data) separately for three shots from the extended Marmousi2 model (Figure 1a) . The seismograms are recorded in marine streamer acquisition with a 6-km streamer length. We sum those seismograms into a supershot gather for the observed data (Figure 2a) . We also generate the modeled data for a simultaneous-three-shot from a potential initial model given by a linearly increasing velocity (Figure 1b) . The modeled data with the simultaneous-three-shot configuration are displayed in Figure 2b . Figure 2c and 2d shows the residual seismograms of the conventional L 1 -and L 2 -norm approach (equation 3). Because the residual seismogram of the L 1 -norm approach is expressed as the signum function of the misfit, it has values of only þ1 (black), 0 (gray), and −1 (white) (Figure 2c ). The conventional L 1 -and L 2 -norms do not take into account the mismatch of the acquisition geometry between the observed and modeled data, and the residual seismograms show the artifacts of the mismatch of the acquisition geometry especially near the shot position (Figure 2c and 2d) . On the other hand, the residual seismograms of the new L 1 -and L 2 -norms using the normalized wavefield somewhat mitigate the problem of a mismatch of the acquisition geometries (Figure 2e and 2f) . The residual seismogram of the conventional L 1 -norm approach (Figure 2c ) has missing parts (discontinuities) on the right side of each of the shot locations (2, 4, 6 km) in the early part of the section (0 − 1 s). These missing parts might cause errors in recovering the subsurface velocity model. The residual seismogram of the new L 1 -norm approach (Figure 2e ) restores these missing parts resulted from the mismatch of the acquisition geometries, e.g., direct waves on the right side of shot position. The seismogram also weakens the traces adjacent to the shot positions, where the first-arrival events have strong amplitude. On the contrary, the residual seismogram of the new L 2 -norm approach practically eliminates the traces corresponding to the mismatch in acquisition geometries and leaves the traces with the same acquisition area very much intact (Figure 2f ). The features of these new seismograms come from taking the partial derivatives of the normalized wavefield with respect to the model parameter (equation 6). The restoration or the elimination of the new residual seismograms in the different acquisition area makes EMSFWI applicable to marine streamer data.
Shot encoding strategy
We follow the shot encoding method of Krebs et al. (2009) . We randomly multiply each shot by either þ1 or −1 and sum it into a supershot for simultaneous-source modeling. We also randomly multiply each seismogram of marine streamer data by either þ1 or −1 and sum it into a supershot gather. We use the same set of random numbers for the simultaneous-shot modeling and the supershot gather of the observed data at the same iteration, but we regenerate new sets of random numbers at the next iteration to reduce the crosstalk artifacts.
Here, we generate the modeled data by using one modeling step with simultaneous-entire-shots to reduce the computational cost. As an alternative, the entire shots can be subgrouped and each group of shots is encoded and injected separately, but the computational efficiency is less than that for the simultaneous-entire-shots modeling.
Scaling and optimization
To compensate for the geometrical spreading effects, we scale the gradient using the diagonal term of the pseudo-Hessian matrix (Shin et al., 2001 ), which is written as H ¼ diag½V T V þ λI;where each column of V is a virtual source vector v x , described below equation 4; superscript T denotes the transpose operation; λ is a damping factor; and I is the identity matrix. In EMSFWI, the wavefield V is obtained from the encoded multisource modeling. We also use the conjugate-gradient method (Gill et al., 1981) to update the model parameters. To obtain a proper step length, we could use a linesearch method but, for simplicity, we use an exponentially decreasing step length, expressed as α Ã expð−β Ã itrÞ þ γ km∕s, where itr indicates the iteration number. In our examples, we empirically set α, β, and γ as 0.03, 0.005, and 0.01, respectively.
SYNTHETIC EXAMPLES
We first generate synthetic data (observed data) of the marine streamer acquisition type for the extended Marmousi2 model shown in Figure 1a (Martin et al., 2002) . We consider only constant density in acoustic media. The source wavelet is the first derivative of a Gaussian function with a maximum frequency of 8 Hz. We position 285 shots every 80 m at a 20-m depth and receivers with an offset range from 60 to 6060 m (6-km-length steamer) and with a receiver interval of 20 m. The data recording time is 5 s. We test our waveform inversion algorithms on generated synthetic data. We assume that the source wavelet is known in the inversion process. The starting model for the waveform inversion is a linearly increasing velocity with depth (Figure 1b) .
For the multiscale approach, we adopt a frequency-selection strategy moving from low to high frequencies (Bunks et al., 1995; Sirgue and Pratt, 2004) . The frequency bands used for filtering are 0-2, 0-4, 0-6, and 0-8 Hz. We ran 200 iterations for each frequency band and used the results of the previous scale as a starting guess for the next, so that the total number of iterations for the waveform inversion is 800. Figure 3 shows a representative single-shot seismogram of marine streamer data, which is used as the observed data (Figure 3a) and the encoded multisource gathers of observed data (Figure 3b) at the first iteration. Observed data for each shot are stacked with an encoding function to generate the multisource gathers, whereas encoded multisources are simultaneously ignited for the modeled data. The random signal appearing on top of the seismograms in Figure 3b explicitly displays the pattern of the random numbers sequence used to create the encoded shots and seismograms.
We first apply the sequential source full-waveform inversion to marine streamer data to use its inversion results as a benchmark for comparison. Figure 4 shows the inverted velocity models obtained by the sequential source full-waveform inversion at the 800th iteration using the L 1 -and L 2 -norms. We note that the L 1 -and L 2 -norms work well for the sequential source full-waveform inversion of marine streamer data. Figure 5 shows the final inverted velocity models obtained by EMSFWI at the 800th iteration using the conventional approaches and new approaches using normalized wavefield. Unlike in the sequential source full-waveform inversion, the inverted models of the L 1 -and L 2 -norm approaches of EMSFWI do not show convergence to the true model (Figure 5a , 5b), which results from the unmatched acquisition geometries between the observed and modeled data. On the other hand, the new approaches using the normalized wavefield yield good convergent results (Figure 5c and 5d) because the residual seismograms of the new approaches mitigate the problem of unmatched acquisition geometries as shown in Figure 2 . Figure 6 shows the history of the misfit error between the observed and modeled data. We define the misfit error as the least-squares difference between the observed and modeled data for a single source. The misfit error is estimated for all approaches under the same condition. The new approaches using the normalized wavefield show better convergence than the conventional approaches. The misfit error of the L 2 -norm approach, on the other hand, almost does not show any convergence. The L 1 -norm approach in Figure 6 shows much better convergence than the L 2 -norm but worse than the new approaches using the normalized wavefield. Figure 7 shows the history of the model fit error between the true model in Figure 1a and inverted models. The conventional approaches diverge from the true model as the iteration increases, whereas the new approaches using the normalized wavefield converge to the true model. Especially, the new L 1 -norm approach using the normalized wavefield shows the best convergence in Figures 6 and 7 . Figure 8 shows the misfit seismograms between the observed and modeled data for one shot gather. We generate the modeled seismograms from the final inverted model in Figure 5 using a single shot and subtract it from the observed data considering the acquisition geometries to generate the misfit seismograms. The misfit seismograms of the new approaches using the normalized wavefield show good convergence, whereas the conventional approaches do not, which agrees well with Figure 6 . Figures 6-8 demonstrate the validity of our new inversion algorithm. Figure 9 shows representative depth profiles of the extended Marmousi2 model and the final inverted models at distances of 12 and 16 km. The new approaches recover the shallow part well, which is comparable to the true model, whereas the deeper part is smoothly recovered. The L 1 -norm approach, on the other hand, updates only the shallow part, whereas the L 2 -norm approach almost does not improve the inverted velocities.
To test our waveform inversion algorithm in more realistic conditions, we apply a low-cut (0-2 Hz) filter to the synthetic seismogram in Figure 3a and then add random noise of 34 dB to the low-cut filtered data. Figure 10a shows a representative single-shot seismogram, where the low-cut filter is applied and a random noise is added, and Figure 10b shows the corresponding stacked seismogram at the first iteration. Figure 11 shows the inverted velocity models obtained by EMSFWI for marine streamer data to which the low-cut filtering is applied and the random noise is added. The conventional L 1 -and L 2 -norm approaches do not Figure 2 . (a) The observed seismogram composed of three marine acquisition data; (b) the modeled seismogram with simultaneous-three-shot, and the residual seismograms of the (c) conventional L 1 -norm approach, (d) conventional L 2 -norm approach, (e) L 1 -norm approach using the normalized wavefield, and (f) the L 2 -norm approach using the normalized wavefield. 
Inversion of normalized wavefield R203
generate convergent results as expected (Figure 11a and 11b) . On the other hand, the new L 1 -and L 2 -norm approaches using the normalized wavefield yield some convergences in the right half of the model, whereas the left half of the inverted models does not show convergence (Figure 11c and 11d) . The lack of convergences of the new approaches results from the lack of low-frequency information. Figure 12 shows depth profiles of the true model and inverted model at distances of 12 and 16 km. In Figure 12 , the new approaches Figure 6 . History of the data misfit error (least-squares norm) between the observed data and modeled data from the inverted models. Only one shot gather, where the shot is located at a distance of 8 km, is used to measure the least-squares norm. Figure 8. The differences between the observed seismogram and the modeled seismogram generated from the final inverted models using the (a) L 1 -norm, (b) L 2 -norm, (c) L 1 -norm using the normalized wavefield, and (d) L 2 -norm using the normalized wavefield. Figure 11 . The inverted velocity models by multisource full-waveform inversion for the low-cut-filtered and random-noise-added marine streamer data using the (a) L 1 -norm, (b) L 2 -norm, (c) L 1 -norm using the normalized wavefield, and (d) L 2 -norm using the normalized wavefield. Inversion of normalized wavefield R205 reasonably recover the shallow and deep parts of the true model, whereas the conventional approaches do not. From Figures 11  and 12 , we note that the L 1 -norm approach using the normalized wavefield shows better convergence than the L 2 -norm approach using the normalized wavefield.
From the examples, we note that our EMSFWI using the normalized wavefield works well with marine streamer data, whereas the conventional EMSFWI does not generate the convergent results because of the unmatched acquisition geometries.
CONCLUSIONS
Multisource full-waveform inversion based on the L 1 -and L 2 -norms cannot be applied to marine streamer data because it does not take account of the unmatched acquisition geometries between the observed and modeled data. We developed a new EMSFWI using the normalized wavefield to apply it to marine streamer data. To compute the gradient of the new objective function, we use the back-propagation method based on the adjoint-state technique. Therefore, the computational cost is almost the same as that of conventional EMSFWI. The only difference between the new approaches and the conventional EMSFWI is the formulation of the residual seismograms. The residual seismograms of new approaches, back-propagated in the inversion process, mitigate the problem of the unmatched acquisition geometries, which helps EMSFWI work with marine streamer data. Numerical examples show that the new EMSFWI using the normalized wavefield yield the convergent inverted models, whereas conventional approaches do not. In numerical examples, especially the L 1 -norm approach using the normalized wavefield shows better convergence than the L 2 -norm approach using the normalized wavefield. Consequently, EMSFWI using the normalized wavefield can be applied to marine streamer acquisition data.
