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Abstract
We consider a continuous semi-martingale sampled at hitting times of an irregular grid. The goal of this
work is to analyze the asymptotic behavior of the realized volatility under this rather natural observation
scheme. This framework strongly differs from the well understood situations when the sampling times are
deterministic or when the grid is regular. Indeed, neither Gaussian approximations nor symmetry properties
can be used. In this setting, as the distance between two consecutive barriers tends to zero, we establish
central limit theorems for the normalized error of the realized volatility. In particular, we show that there is
no bias in the limiting process.
c⃝ 2012 Elsevier B.V. All rights reserved.
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1. Introduction
For a given sample path of a stochastic process X observed on a time interval [0, t] at some
random instants 0 ≤ τ n0 < τ n1 , . . . < τ nj , . . . , the realized volatility RVt,n is defined by
RVt,n =

j;τ nj+1≤t
(Xτ nj+1 − Xτ nj )2,
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where n is just a parameter which drives the asymptotics. This functional is of course a very
natural quantity as soon as semi-martingales and high frequency data are considered; it is in
particular well known that RVt,n converges to the quadratic variation of X when it is sampled
over suitable sequences of stopping times; see for example Theorem I.4.47 in [7].
For deterministic sequences of sampling times (for example observations at times j/n, j ∈ N,
with n going to infinity), the asymptotic distribution of RVt,n is also well understood for
a very large class of semi-martingales; see [6]. However, when observation times can be
random and endogenous, it is more difficult to derive an asymptotic theory. Indeed, to establish
limiting results, when X is a continuous {Ft }-semi-martingale, an essential role is played by the
asymptotic behavior of the sums of the conditional moments
j;τ nj+1≤t
Gkj,n, G
k
j,n := EFτnj [(Xτ nj+1 − Xτ nj )
k] (1)
for k = 3 and 4, where EFτnj denotes the conditional expectation with respect to the sigma-field
Fτ nj ; see [2,5,10,11]. When the observation times are deterministic, these sums can be studied
thanks to Gaussian approximations. In the endogenous times case, they are sometimes difficult to
handle. To illustrate this, consider the very simple situation where X is just a Brownian motion.
For example, for k = 3 (this case will be of particular importance in the following), the preceding
quantity is equal to zero because all the summands are equal to zero if the τ nj are deterministic.
This is no longer the case in general for non deterministic stopping times.
Only few works have considered such situations yet, despite that RVt,n is one of the most
basic quantities in stochastic calculus. The case of sampling times given by hitting times of a
regular grid (which means the distance between two consecutive barriers is constant and the
process is observed each time it hits a barrier) is treated in [1]. A slightly more intricate sampling
scheme, inspired by the dynamics of high frequency financial data, is studied in [12]. Beyond
hitting times, a general central limit theory for RVt,n is given in [2], under a local homogeneity
condition on the conditional moments. Other types of conditions are studied in [10] and the
case of so-called strongly predictable stopping times is investigated in [5]. In [2,3], hitting times
schemes are shown to be superior to deterministic schemes in terms of the mean squared error. An
application of this fact to the Euler–Maruyama approximation of stochastic differential equations
is also given in [3].
An interesting point, shown in [2] and emphasized in [10], is that such endogenous sampling
times can lead to an unusual limiting theory for the normalized error of the realized volatility.
Indeed, an asymptotic bias term might appear in the limiting process that is typically of the form t
0
bsdXs +
 t
0
csdW⟨X⟩s , (2)
where W is a Brownian motion independent of X . In the case where bs is non zero, the first
integral in (2) is called limiting bias. More precisely, in [2,10], the existence of this bias is linked
with the non zero limit of the suitably normalized sum of the conditional expectations (1) with
k = 3, or its unconditional version; as shown in [2], the integrand bs in the bias term in (2) must
satisfy
ε−1n G3j,n/G2j,n = bτ nj + op(1), (3)
where εn is a suitable deterministic normalizing sequence converging to 0. For example, consider
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the following sampling scheme: τ n0 = 0 and for j ≥ 1,
τ nj+1 = inf{t > τ nj , X t − Xτ nj = εnα or X t − Xτ nj = −εnβ}. (4)
If α = β, this is a scheme with regular, symmetric barriers, whereas if α ≠ β, the barriers are
asymmetric. In particular, when X is a local martingale, the conditional expectations are equal
to zero in the first case and are different from zero in the second case. Thus, one can prove that a
bias appears if α ≠ β, which is not the case if α = β; see Section 4.4 of [2]. Finally, remark that
a bias in the limiting process can appear for other functionals than the realized volatility; see for
example [3,9,11].
In the preceding example, the limiting bias is due to the asymmetry of the sampling scheme,
which implies a non negligible conditional skewness for the increments. By (3), sampling
schemes which meet the general theory in [2] and do not lead to a bias in the limit are necessarily
so that the conditional skewness of the increments is negligible. On the other hand, curiously,
under the sampling scheme treated in [12], there is no limiting bias for the realized volatility
although it is asymmetric and the conditional third moments are not negligible. Indeed, the local
homogeneity property for the conditional moments required in [2] is not satisfied in this case.
This absence of bias turns out to be due to an oscillation of the non zero conditional skewness
around zero.
One of the aims of this study is therefore to understand this phenomenon of oscillation more
deeply. Apparently, a cancellation of non zero terms due to an oscillation is a result of delicate
balance. Thus, a specific structure of the sampling times is needed to establish such a theory as the
case may be. In this paper, we are interested in the case when the underlying process is sampled
at hitting times of an irregular fixed grid. More precisely, let G = {pi }i∈Z be a countable subset
of R, with the pi ordered such that limi→±∞ pi = ±∞. We consider the following passage
times: for a positive sequence εn going to zero, put Gn = εnG = {εn pi } and τ n0 = 0 and for
j ≥ 1,
τ nj+1 = inf{t > τ nj ; X t ∈ Gn \ {Xτ nj }}. (5)
This scheme might seem as a variant of the scheme treated in [1]:
τ nj+1 = inf{t > τ nj ; X t ∈ ϕ(εnN) \ {Xτ nj }} (6)
with C2 diffeomorphism ϕ : (0,∞)→ R, which was derived as a model for financial tick data.
Actually for fixed n, these two settings can describe the same class of sampling times. However,
the asymptotic behaviors are quite different; under the scheme (6),
Xτ nj+1 − Xτ nj = ϕ(ϕ−1(Xτ nj )± εn)− Xτ nj = ±εnϕ′(ϕ−1(Xτ nj ))+ O(ε2n).
The asymmetry of the increment therefore appears in the term of order ε2n . On the other hand,
it already lies in a term of order εn under (5). As a result, the conditional third moments of the
increments are of order ε3n for (5), while they are of order ε
4
n for (6). In [1], it is shown that under
(6), RVt,n has no limiting bias due to the O(ε4n) estimate that is a result of asymptotic symmetry.
In this paper, we derive the absence of bias for (5) not from an asymptotic symmetry property but
from an oscillation property. More precisely, a key element in order to get a vanishing limiting
bias will be to show that
ε−1n
N nt
j=0
G3j,n → 0, N nt := max{ j ≥ 0; τ nj ≤ t}.
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This will hold although G3j,n is essentially of order ε
3
n and N
n
t is of order ε
−2
n . Note again that to
show there is no bias in the limit, except when G is regular, we cannot apply the results in [2],
which require G3j,n/ε
3
n → 0.
We give in the next section our main results. We state preliminary results in Section 3. The
proofs are relegated to Section 4.
2. Main results
We state and discuss in this section our main results. We work under the sampling scheme
given by (5). We start with the assumptions.
2.1. Assumptions
We give here the assumptions on the observation grid and the associated process.
2.1.1. Assumptions on the grid
We consider the grid G = {pi }i∈Z with pi < pi+1 for all i ∈ Z and pi → +∞ as i → +∞
and pi → −∞ as i → −∞. To fix idea, we set p−1 < 0 ≤ p0. For k ∈ Z, we introduce the
following two conditions.
[A-k]
lim|i |→∞
1
|pi | |pi+1 − pi |
k = 0. (7)
[B-k] There exists (c+(k), c−(k)) ∈ [0,∞)2 such that
lim
l→∞
1
pl
l−1
i=0
|pi+1 − pi |2k−1 = c+(k),
lim
l→−∞
1
|pl |
−1
i=l
|pi+1 − pi |2k−1 = c−(k).
(8)
Some remarks on the above conditions are in order:
• If the intervals of the grid are bounded, that is, if there exists K > 0 such that
1/K ≤ pi+1 − pi ≤ K (9)
for all i ∈ Z, then [A-k] is satisfied for all k ∈ Z.
• Using that for k ≥ 1
1
|pi | |pi+1 − pi |
k−1 ≤ 1|pi | +
1
|pi | |pi+1 − pi |
k
and for k ≤ −1
1
|pi | |pi+1 − pi |
k ≤ 1|pi | +
1
|pi | |pi+1 − pi |
k−1
[A-k] implies [A-(k − sign(k))] for all k ∈ Z.
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•Condition [B-k] implies [A-(2k−1)] for any k ∈ Z under [A-1]. This is because for example,
as l →∞
|pl+1 − pl |2k−1 =
l
i=0
|pi+1 − pi |2k−1 −
l−1
i=0
|pi+1 − pi |2k−1
and under [B-k],
l
i=0
|pi+1 − pi |2k−1 = c+(k)pl+1 + o(pl+1),
l−1
i=0
|pi+1 − pi |2k−1 = c+(k)pl + o(pl),
so that under [A-1],
|pl+1 − pl |2k−1 = c+(k)(pl+1 − pl)+ o(pl) = o(pl).
• Condition [B-1] is always satisfied with c+(1) = c−(1) = 1. If G is a regular grid, that is,
pi+1 − pi = c for some constant c > 0, then [B-k] is satisfied with c+(k) = c−(k) = c2k−2 for
all k ∈ Z. We give nontrivial examples with these conditions later.
2.1.2. Assumptions on the observed process
We denote by X the sampled process. We assume (X, {Ft }) is a continuous semi-martingale
of the form
X t = X0 +
 t
0
βsd⟨M⟩s + Mt (10)
defined on a probability space (Ω ,F ,P), where M is a continuous local martingale, ⟨X⟩ = ⟨M⟩
is its quadratic variation process and β is a locally bounded {Ft }-adapted process. We suppose
that ⟨X⟩ is almost surely strictly increasing. We define here the k-th variation process for k ∈ Z
associated with the grid Gn by
V kt [Gn] =
N nt
j=1
(Xτ nj − Xτ nj−1)k . (11)
In particular, V 0t [Gn] = N nt .
2.2. Laws of large numbers
We state here some law of large number type results.
Theorem 2.1. Let τ be a finite stopping time. Under [A-1],
sup
j≥0
|τ nj+1 ∧ τ − τ nj ∧ τ | → 0 a.s. (12)
and
V 2τ [Gn] → ⟨X⟩τ ,
in probability as εn → 0.
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Theorem 2.2. Let k ∈ Z and τ be a finite stopping time. Under [A-2k] and [A-1],
ε−2k+1n V 2k+1τ [Gn] → 0,
in probability as εn → 0.
Theorem 2.3. Let k ∈ Z and τ be a finite stopping time. Under [B-k] and [A-1],
ε−2k+2n V 2kτ [Gn] → Λτ (c+(k), c−(k)),
in probability as εn → 0, where
Λτ (c+, c−) = c+
 τ
0
I {Xs ≥ 0}d⟨X⟩s + c−
 τ
0
I {Xs < 0}d⟨X⟩s (13)
and I {·} is the indicator function.
2.3. Central limit theorem
Before stating our central limit theorem for V 2t [Gn], we recall the notion of stable convergence
in law; see [7] for details and equivalent definitions. Let Zn be a family of random variables
(more precisely processes here) on (Ω ,F ,P) and Z a random variable defined on an extension
(Ω , F ,P) of (Ω ,F ,P). The sequence Zn is said to convergeF-stably to Z as n goes to infinity if
for any F measurable bounded real random variable V and any bounded continuous function h,
E[V h(Zn)] → E[V h(Z)].
We have the following theorem.
Theorem 2.4. Under [A-1] and [B-2], we have the following F-stable convergence in law in
D[0,∞): as εn → 0,
ε−1n (V 2t [Gn] − ⟨X⟩t )→

2
3
WΛt (c+(2),c−(2)),
where Λ is defined by (13) and W is a standard Brownian motion independent of F . Moreover,
we have that
V 2t [Gn] − ⟨X⟩t
V 4t [Gn]
→ N (0, 2/3), (14)
F-stably in law for any t ≥ 0.
Remark 2.1. The limiting law in (14) is the same as the one usually obtained when considering
this normalization of the realized volatility, under various sampling schemes; see, for example,
[2,6].
2.4. Discussion
2.4.1. Examples
Many examples of natural irregular grids satisfy Condition [A-k] and Condition [B-k]. We
give two of them below.
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Example 2.1 (Periodic Grid). Consider that G = ∪i∈ZGi with for p0 = 0 and some h ∈
N,G0 = {p0, . . . , ph}, for i a positive integer,
Gi = {p1 + i ph, p2 + i ph, . . . , (i + 1)ph},
and for i a negative integer,
Gi = {p0 + i ph, p1 + i ph, . . . , ph−1 + i ph}.
In this case, Condition [B-k] holds with
c+(k) = c−(k) = 1ph
h−1
i=0
|pi+1 − pi |2k−1
for all k ∈ Z. Here (9) is satisfied, so [A-k] is satisfied for all k ∈ Z.
Example 2.2 (IID Grid). Let Y+i , Y
−
i , i ∈ N be two IID sequences of strictly positive real
random variables, independent of X , with E[Y±i ] < ∞. Construct a grid G by p0 = 0, pi −
pi−1 = Y+i and p−i+1 − p−i = Y−i for i ≥ 1. Then, by the law of large numbers, Condition
[B-k] holds a.s. with c+(k) = E[|Y+1 |2k−1]/E[Y+1 ] and c−(k) = E[|Y−1 |2k−1]/E[Y−1 ] under the
condition that E[|Y±1 |2k−1] <∞. Since [A-1] trivially holds, [B-k] implies [A-(2k − 1)].1
2.4.2. Sharpness of conditions
• Condition [A-1] is almost sharp to get the assertion of Theorem 2.1. Indeed, consider the
case pi = sign(i)c|i | with c > 1. Here [A-1] is not satisfied since |pi+1/pi | tends to c instead of
1 as i goes to infinity. Suppose X0 > εnc2, then
τ n1 = inf{t > 0; X t ∈ {pn−(X0), pn+(X0)}},
and
τ n2 = inf{t > τ n1 ; X t ∈ {pn−(Xτ n1 ), pn+(Xτ n1 )}},
where
pn+(x) = εnc⌈logc(x/εn)⌉,
pn−(x) =

εnc
⌊logc(x/εn)⌋−1 if ⌊logc(x/εn)⌋ = logc(x/εn)
εnc
⌊logc(x/εn)⌋ otherwise.
Using that Xτ n2 /Xτ n1 = c or 1/c and that cXτ n1 ≥ X0, we have |Xτ n2 − Xτ n1 | ≥ Xτ n1 (c − 1)/c ≥
X0(c − 1)/c2. By the continuity of X , we conclude that τ n2 − τ n1 ↛ 0 as εn → 0.• The limiting process in the central limit theorem in Theorem 2.4 is only a time-changed
Brownian motion which is independent of everything else. As explained in Section 1, this is
essentially due to the fact that
ε−1n
N nt
j=0
G3j,n → 0, (15)
1 Of course the fact that the conditions hold in this case only almost surely does not affect the validity of the results.
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where
Gkj,n = EFτnj [(Xτ nj+1 − Xτ nj )
k].
In our approach, we use [A-2] in order to get such a result. Remark that this is almost sharp to
obtain (15). Indeed, consider for example the case where X is a Brownian motion and G = {pi }
with pi = i2sign(i), i ∈ Z. In this case |pi+1 − pi |2 ∼ 4|pi |, so [A-2] is barely violated. Then,
using (17) we have
G3j,n/G
2
j,n = 2εnsign(Xτ nj ) = op(ε
1/2
n ), G
4
j,n/G
2
j,n = 4εn|Xτ nj | + Op(ε2n)
and G2k+2j,n /G2j,n = Op(εkn). In this case, by Lemma 3.6 in [2],
sup
0≤ j≤N nt
|τ nj+1 − τ nj | = op(ε1/2n ).
By the dominated convergence theorem,
N nt
j=0
sign(Xτ nj )(τ
n
j+1 − τ nj )→
 t
0
sign(Xs)ds a.s.
because the set Z(ω) = {s ∈ [0, t]; Xs(ω) = 0} has Lebesgue measure 0 for a.e. ω ∈ Ω ; see for
example Theorem 2.9.6 in [8]. Then, by Lemma 2.32 in [2],
ε−1n
N nt
j=0
G3j,n = 2
N nt
j=0
sign(Xτ nj )G
2
j,n → 2
 t
0
sign(Xs)ds,
in probability, which implies that (15) does not hold. Remark that in this case, Theorem 3.10 in
[2] is applicable to obtain a central limit theorem with slower rate ε1/2n instead of εn :
ε
−1/2
n (V
2
t [Gn] − ⟨X⟩t )→

8
3
 t
0
|Xs |dWs,
F-stably in D[0,∞) with W a standard Brownian motion independent of F .
3. Preliminaries
We state in this section useful general results whose proofs are readily derived from existing
results.
3.1. A useful lemma
In order to show that (15) still holds in our case, the next lemma is very useful. It extends a
technique introduced in [12] and is proved by a simple application of Lemma 2.3 in [2]. Note
that in this lemma the τ nj are the sampling times associated with some sampling scheme which
is not necessarily the irregular grid sampling scheme (5).
2 This lemma is simply a generalization to the case of stopping times of the classical Lemma 9 in [4] which states that
under suitable conditions, when the ξn
τnj
are Fn
τnj
adapted for some filtration Fn , ξn
τnj
and

EFn
τnj−1
[ξn
τnj
] have the
same limit in probability.
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Lemma 3.1. Let U nj be a sequence of random variables. Let τ be a finite stopping time and
assume
N nτ
j=0
G2j,n = Op(1).
If there exists a sequence of random variables Hnj , j = 0, 1, . . . , n ∈ N, which is adapted to the
filtration Fτ nj , such that
sup
0≤ j≤N nτ
|U nj − Hnj + EFτnj [H
n
j+1]|/G2j,n = op(1)
and
N nτ
j=0
EFτnj [(H
n
j+1 − Hnj )2] = op(1), Hn0 = op(1), Hn1+N nτ = op(1),
then it holds that
N nτ
j=0
U nj = op(1).
Remark that Lemma 3.1 can be used to prove that (15) holds for other kinds of sampling
schemes. For example, the scheme introduced in [12] is treated thanks to a particular case of
Lemma 3.1 in the following way.
Example 3.1. For a positive sequence εn with εn → 0, if there exists a constant β ≠ 1 such that
sup
0≤ j≤N nτ
|EFτnj [G
3
j+1,n] − βG3j,n|/G2j,n = op(εn),
then we may apply Lemma 3.1 with U nj = ε−1n G3j,n and Hnj = ε−1n (1−β)−1G3j,n under suitable
conditions on the convergence of higher order moments.
The following sampling scheme gives another simple example.
Example 3.2. For any constant α ≠ 0 and a positive sequence εn with εn → 0, consider the
scheme:
τ n0 = 0, τ nj+1 = inf{t > τ nj ; X t − Xτ nj = (−1) jεnα or X t − Xτ nj = −(−1) jεn/α}.
In this case, if X is a local martingale, G2j,n = ε2n and G3j,n = (−1) jε3n(α − 1/α). Hence we can
take U nj = ε−1n G3j,n and Hnj = U nj /2.
3.2. A general stable convergence result
Here we state a set of sufficient conditions in order to derive a central limit theorem for the
realized volatility when the process is observed at stopping times. This set of conditions is in fact
an extension of the one given in Theorem IX.7.28 of [7], which is commonly used in the case
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of deterministic observation times. Let Y be a continuous local martingale and ρn = {ρnj } be an
increasing sequence of stopping times:
0 = ρn0 < ρn1 < · · ·
for each n ∈ N and suppose that
EFρnj [|⟨Y ⟩ρnj+1 − ⟨Y ⟩ρnj |
6] <∞ a.s.,
N [ρn]t := max{ j ≥ 0; ρnj ≤ t} <∞ a.s.
for any t ∈ [0,∞), j = 0, 1, . . . and n ∈ N. Let
Vt [ρn] :=
∞
j=0
(Yρnj+1∧t − Yρnj∧t )2,
and define the conditional moments by
Gkj,n[ρn] = EFρnj [(Yρnj+1 − Yρnj )
k],
for j = 0, 1, . . . and k, n ∈ N.
Proposition 3.1. Assume that
N [ρn ]t
j=0
G2j,n[ρn] = Op(1).
If there exists a positive sequence εn with εn → 0 as n →∞ and a continuous process Q such
that
ε−1n
N [ρn ]t
j=0
G3j,n[ρn] → 0, ε−2n
N [ρn ]t
j=0
G4j,n[ρn] → Qt ,
ε−6n
N [ρn ]t
j=0
G12j,n[ρn] → 0,
in probability for all t ∈ [0,∞), then
ε−1n (Vt [ρn] − ⟨Y ⟩t )→

2
3
WQt ,
F-stably in C[0,∞), with W a standard Brownian motion independent of F .
This proposition is a variant of Theorem 3.10 in [2] and the proof follows the same lines.
4. Proofs
Once Theorem 2.1 is proved, Theorems 2.2 and 2.3 follow from the computations, in our case
of hitting times of a grid, of sums of conditional moments together with Lemma 2.3 in [2]. Then
Theorem 2.4 is obtained thanks to Proposition 3.1.
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4.1. Proof of Theorem 2.1
We start by proving the convergence of sampling intervals. Let τ be a finite stopping time and
suppose that [A-1] holds. Let Ω ′ ⊂ Ω be a subset where
lim sup
n→∞
sup
j≥0
|τ nj+1 ∧ τ − τ nj ∧ τ | > 0.
Then for each ω ∈ Ω ′, there exists a subsequence nk and (sk, tk) ∈ [0, τ (ω)]2 such that
(sk, tk) ∈ {(τ nkj (ω) ∧ τ(ω), τ nkj+1(ω) ∧ τ(ω)); j ≥ 0}
and
inf
k∈N |tk − sk | > 0.
Since [0, τ (ω)]2 is compact, we can take a subsequence (sˆk, tˆk) of (sk, tk) which converges to a
point, say, (a, b). By this construction, we have a < b. On the other hand,
tˆk = inf{t > sˆk; X t (ω) ∈ Gnˆk \ {X sˆk (ω)}}
with a subsequence nˆk of nk . Further we have that X sˆk (ω) = εnˆk p jk with a sequence jk , so that
tˆk = inf{t > sˆk; X t (ω) ∉ Ik}, Ik = [εnˆk p jk−1, εnˆk p jk+1].
By [A-1], p jk+1 − p jk−1 = o(|p jk |) = o(ε−1nˆk ), so that |Ik | → 0. Since
{Xu(ω); u ∈ [sˆk, tˆk]} ⊂ Ik,
we conclude that X (ω) is constant on the interval [a, b]. Since ⟨X⟩ is supposed to be strictly
increasing, we conclude that Ω ′ is a negligible set, which means (12). The convergence of
V 2τ [Gn] then follows from (12) by Theorem I.4.47 in [7]. 
4.2. Localization and time-change
Here we give a preliminary for the proofs of Theorems 2.2–2.4. Note that the first two claim
convergences in probability and the last one is a stable convergence result. These two types
of convergence are stable by equivalent change of probability measure. Thus, using a classical
localization procedure together with the Girsanov–Maruyama theorem, we can assume for the
proof that β ≡ 0. Furthermore, in the light of the Dambis–Dubins–Schwarz theorem, we can
assume that X is simply a Brownian motion. This is because a hitting time is a functional which
is commutative to a time-change. More precisely, if we denote by Xˆ a standard Brownian motion
with X = Xˆ⟨X⟩, then
Xˆ τˆ nj = Xτ nj , τˆ nj = ⟨X⟩τ nj
for all j ≥ 0, where τˆ nj are defined as
τˆ n0 = 0, τˆ nj+1 = inf{t > τˆ nj ; Xˆ t ∈ Gn \ {Xˆ τˆ nj }}.
In particular,
N nτ = max{ j ≥ 0; τ nj ≤ τ } = max{ j ≥ 0; τˆ nj ≤ ⟨X⟩τ } =: Nˆ n⟨X⟩τ
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and
V kτ [Gn] =
Nˆ n⟨X⟩τ
j=1
(Xˆ τˆ nj − Xˆ τˆ nj−1)k =: Vˆ k⟨X⟩τ [Gn].
Note also that ⟨X⟩τ
0
g(Xˆs)ds =
 τ
0
g(Xs)d⟨X⟩s .
We therefore suppose from now and without loss of generality that X is a standard Brownian
motion, that is, X = Xˆ and τ nj = τˆ nj . Indeed, once Theorem 2.4 is proved in this particular case,
the general case follows thanks to the properties of the stable convergence in law together with
the continuity of the composition map. We however keep using d⟨X⟩s instead of ds so that the
connection with the general case can be easily made.
Furthermore, another classical localization procedure enables us to assume without loss of
generality in the proofs of Theorems 2.2–2.4 that the stopping time τ is bounded and also that X
is bounded up to τ .
4.3. Tightness of the sum of second order moments
The following lemma holds.
Lemma 4.1. Under [A-1], as εn → 0, we have
N nτ
j=0
G2j,n = Op(1). (16)
Proof. Notice that
E

N nτ
j=0
G2j,n

≤ E
 ∞
j=0
(Xτ nj+1∧σ n − Xτ nj ∧σ n )2

= E[⟨X⟩σ n ],
where σ n = inf{t > τ ; X t ∈ Gn \ {pn−(Xτ ), pn+(Xτ )}} and pn−(Xτ ), pn+(Xτ ) are two
consecutive elements of Gn such that Xτ ∈ [pn−(Xτ ), pn+(Xτ )]. For given x ∈ R,
denote by p−−(x), p−(x), p+(x), p++(x) the four consecutive elements of G such that x ∈
[p−(x), p+(x)] ⊂ (p−−(x), p++(x)), with the convention that p+(x) = x if x ∈ G. Then we
have
pn±(Xτ ) = εn p±(Xτ /εn)
and
σ n = inft > τ ; X t ∈ {εn p−−(Xτ /εn), εn p++(Xτ /εn)}.
The Markov property of X implies that E[⟨X⟩σ n ] <∞ since E[⟨X⟩τ ] <∞ by the boundedness
of τ . By [A-1], p++(x)− p−−(x) = o(|x |) as |x | → ∞, so that
|εn p++(Xτ /εn)− εn p−−(Xτ /εn)| = o(1).
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Therefore σ n is dominated by a hitting time which does not depend on n and σ n → τ in
probability. By the dominated convergence theorem, we conclude E[⟨X⟩σ n ] → E[⟨X⟩τ ], which
implies (16). 
4.4. Convergence for odd moments
Here we introduce a calculation method for the conditional moments Gkj,n and give the proof
of Theorem 2.2. Define the functions f, gk on G for k ∈ Z as follows:
f (pi ) = (pi+1 − pi )(pi − pi−1),
gk(pi ) =

k
m=0
(pi+1 − pi )m(pi−1 − pi )k−m, if k ≥ 0
−
|k+1|−1
m=0
(pi+1 − pi )−1−m(pi−1 − pi )k+1+m, otherwise,
where g−1 is understood as 0. Recall that X is a Brownian motion and so, by the optional sam-
pling theorem, we get
P[Xτ nj+1 = pi+1|Xτ nj = pi ] =
pi − pi−1
pi+1 − pi−1 ,
P[Xτ nj+1 = pi−1|Xτ nj = pi ] =
pi+1 − pi
pi+1 − pi−1 .
Then using the fact that for a, b ∈ R \ {0},
ak+1 − bk+1 = (a − b)
k
m=0
ambk−m
for k ≥ 0, and that
ak+1 − bk+1 = −ak+1bk+1

a−k−1 − b−k−1

= −ak+1bk+1(a − b)
−2−k
m=0
amb−2−k−m
= −(a − b)
|k+1|−1
m=0
ak+1+mb−1−m
for k ≤ −1, it is easy to show that for any j ≥ 0 and n ∈ N,
G2j,n = ε2n f (Xτ nj /εn),
Gk+2j,n /G
2
j,n = εkngk(Xτ nj /εn).
(17)
Moreover, a straightforward computation from the hitting times formula in the proof of Theorem
18 in Chapter 1 of [13] gives for any j ≥ 0, n ∈ N and any locally bounded Borel function ϕ,
EFτnj
 τ nj+1
τ nj
ϕ(X t/εn)d⟨X⟩t

= ε2n Iϕ(Xτ nj /εn), (18)
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with Iϕ defined on G by
Iϕ(pi ) = 2 pi − pi−1pi+1 − pi−1
 pi+1
pi
(pi+1 − z)ϕ(z)dz
+ 2 pi+1 − pi
pi+1 − pi−1
 pi
pi−1
(z − pi−1)ϕ(z)dz.
We now set
ψk(z) = gk(pi )+ (gk(pi+1)− gk(pi ))

3
z − pi
pi+1 − pi − 1

, z ∈ [pi , pi+1). (19)
The function ψk will play a key role in the computation of the limit of the sum of the conditional
moments. In particular, remark that pi+1
pi
(pi+1 − z)(ψk(z)− gk(pi ))dz =
 pi+1
pi
(z − pi )(ψk(z)− gk(pi+1))dz = 0. (20)
We then define the function Ψk on R by
Ψk(z) = −2
 z
0
 y
0
ψk(x)dxdy. (21)
The following proposition holds.
Proposition 4.1. For any j ≥ 0, k ∈ Z and n ∈ Z,
Gk+2j,n = εk+2n Ψk(Xτ nj /εn)− EFτnj [ε
k+2
n Ψk(Xτ nj+1/εn)].
Moreover, if k is odd, then under [A-(k + 1)] and [A-1], |Ψ ′k(x)| = o(|x |) as |x | → ∞.
Proof. Using the optional sampling theorem together with Itoˆ’s formula, we obtain
ε2nΨk(Xτ nj /εn)− EFτnj [ε
2
nΨk(Xτ nj+1/εn)] = EFτnj
 τ nj+1
τ nj
ψk(X t/εn)d⟨X⟩t

.
Using Equality (18) together with Equality (20), we get
EFτnj
 τ nj+1
τ nj

ψk(X t/εn)− gk(Xτ nj /εn)

d⟨X⟩t

= 0.
Since I1(pi ) = f (pi ), we obtain
ε2nΨk(Xτ nj /εn)− EFτnj [ε
2
nΨk(Xτ nj+1/εn)] = ε2n f (Xτ nj /εn)gk(Xτ nj /εn)
= ε−kn Gk+2j,n .
Remark now that x
pi
ψk(z)dz = gk(pi )(x − pi )+ (gk(pi+1)− gk(pi ))

3
2
(x − pi )2
pi+1 − pi − (x − pi )

,
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and in particular,
2
 pi+1
pi
ψk(z)dz = (pi+1 − pi )

gk(pi+1)+ gk(pi )

. (22)
If k ≥ 0, then the preceding quantity is equal to
−(pi − pi+1)k+1 + (pi+1 − pi )k+1 −
k−1
m=0
(pi+2 − pi+1)m+1(pi − pi+1)k−m
+
k−1
m=0
(pi+1 − pi )m+1(pi−1 − pi )k−m .
For k ≤ −1, we use the fact that
gk(pi ) = −
|k+1|
m=0
(pi+1 − pi )−1−m(pi−1 − pi )k+1+m + (pi+1 − pi )k
and that
gk(pi+1) = −
|k+1|−1
m=−1
(pi+2 − pi+1)−1−m(pi − pi+1)k+1+m + (pi − pi+1)k .
Therefore we obtain that the expression (22) is equal to
−(pi − pi+1)k+1 + (pi+1 − pi )k+1 +
|k+1|
m=0
(pi+2 − pi+1)−m(pi − pi+1)k+1+m
−
|k+1|
m=0
(pi+1 − pi )−m(pi−1 − pi )k+1+m .
For both cases, if k is odd, the first two terms cancel. Therefore Ψ ′k(x), x > 0, can be written
in the form of a telescopic sum plus remainder terms over the intervals [0, p0] and [pi , x] for
some pi with pi ≤ x < pi+1. For x < 0 we also have a similar decomposition. Using that both
gk(pi )(pi+1 − pi ) and gk(pi+1)(pi+1 − pi ) are o(|pi |), together with the fact that
sup
y∈[pi ,pi+1]
 y
pi
ψk(z)dz
 = o(|x |)
under [A-(k + 1)] and [A-1], we get the desired estimate of Ψ ′k . 
We conclude the computation in the odd case with the next proposition, which is sufficient to
obtain Theorem 2.2 thanks to Lemma 2.3 in [2].
Proposition 4.2. Let m ∈ Z, km = 2m− 1 and Hnj = ε2nΨkm (Xτ nj /εn). Then, under [A-2m] and[A-1], it holds that
N nτ
j=0
EFτnj [(H
n
j+1 − Hnj )2] = op(1), Hn0 = op(1), Hn1+N nτ = op(1),
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that is, Lemma 3.1 is applicable with U nj = ε−kmn Gkm+2j,n to obtain
ε−2m+1n
N nτ
j=0
G2m+1j,n → 0
in probability. Furthermore,
ε−4m+2n
N nτ
j=0
G4m+2j,n → 0
in probability.
Proof. Recall that |X | is bounded by, say, K > 0 up to τ by the localization procedure. By the
previous proposition, |Ψ ′km (x)| = o(|x |) as |x | → ∞. This means that for any δ > 0, there exists
c(δ) such that
|Ψ ′km (x)| ≤ c(δ)+ δ|x |,
for all x ∈ R. Moreover, using the same argument as in the proof of Theorem 2.1, we can find
a stopping time ρ which does not depend on n, has moments of any order, and is such that
τ n1+N nτ ≤ ρ. Therefore for τ˜ n = τ n0 or τ˜ n = τ n1+N nτ , for n large enough,
|ε2nΨkm (X τ˜ n/εn)| ≤ εnc(δ)|X τ˜ n | +
δ
2
X2τ˜ n ≤ εnc(δ) sup
t∈[0,ρ]
|X t | + δ2 supt∈[0,ρ] |X t |
2.
Since δ can be arbitrarily small, we conclude that Hn0 = op(1) and Hn1+N nτ = op(1). For the first
part of the proposition, observe that
|ε2nΨkm (Xτ nj+1/εn)− ε2nΨkm (Xτ nj /εn)| ≤ |Xτ nj+1 − Xτ nj |

εnc(δ)+ δ2 supt∈[τ nj ,τ nj+1]
|X t |2

.
Therefore,
N nτ
j=0
EFτnj [(H
n
j+1 − Hnj )2]
is smaller than
2

εnc(δ)+ δ2 K
2
2 N nτ
j=0
G2j,n +
δ2
2
N nτ
j=0
EFτnj

sup
t∈[τ nj ,τ nj+1]
|X t − Xτ nj |6

.
Then, for any γ > 0,
P

N nτ
j=0
EFτnj [(H
n
j+1 − Hnj )2] > γ

≤ P

N nτ
j=0

εnc(δ)+ δ2 K
2
2
G2j,n >
γ
2

+P

N nτ
j=0
δ2EFτnj [ supt∈[τ nj ,τ nj+1]
|X t − Xτ nj |6] > γ

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≤ P

N nτ
j=0
ε2nc(δ)
2G2j,n >
γ
8

+ P

N nτ
j=0
δ2 K 4G2j,n >
γ
2

+P

N nτ
j=0
δ2EFτnj [ supt∈[τ nj ,τ nj+1]
|X t − Xτ nj |6] > γ

.
Since X is a Brownian motion, by the BDG inequality,
EFτnj [ supt∈[τ nj ,τ nj+1]
|X t − Xτ nj |6] ≤ CEFτnj [|τ
n
j+1 − τ nj |3],
so that
P

N nτ
j=0
δ2EFτnj [ supt∈[τ nj ,τ nj+1]
|X t − Xτ nj |6] > γ

≤ δ
2
γ
E
 ∞
j=0
|τ nj+1 − τ nj |3 I {τ nj ≤ τ }

.
Since the sum inside the expectation is smaller than ρ supτ nj ≤τ |τ nj+1 − τ nj |2 ≤ ρ3, for suitable δ,
the right hand side can be made arbitrarily small. Also by taking δ sufficiently small,
P

N nτ
j=0
δ2 K 4G2j,n > γ

can be made arbitrarily small, uniformly in n, in light of Lemma 4.1. Then letting n →∞, using
again Lemma 4.1, we get the result.
In order to obtain the last convergence in Proposition 4.2, notice that g4m(pi ) = o(|pi |2)
under [A-2m]. Then, using Eq. (17), for any η > 0, we can find c(η) > 0 satisfying
G4m+2j,n /G
2
j,n = ε4mn g4m(Xτ nj /εn) ≤ ε4m−2n η + c(η)ε4mn .
The result follows using Lemma 4.1. 
4.5. Convergence for even moments
Thanks to Lemma 2.3 in [2], the following proposition implies Theorem 2.3.
Proposition 4.3. Let k ∈ Z. Under [A-1] and [B-k], we have the following convergences in
probability as εn → 0:
ε−2k+2n
N nτ
j=0
G2kj,n → Λτ (c+(k), c−(k)), ε−4k+4n
N nτ
j=0
G4kj,n → 0,
where Λ is defined by (13).
Proof. We start with the first convergence. Put gˆk(pi ) = g2k−2(pi ) − c+(k) for pi ≥ 0 and
gˆk(pi ) = g2k−2(pi ) − c−(k) for pi < 0. Define ψˆk, Ψˆk by (19) and (21) with gˆk instead of gk .
Then
ε−2k+2n G2kj,n = ε2nΨˆk(Xτ nj /εn)− EFτnj [ε
2
nΨˆk(Xτ nj+1/εn)] + c+(k)I {Xτ nj ≥ 0}G2j,n
+ c−(k)I {Xτ nj < 0}G2j,n
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by the same calculation as in the odd case. Furthermore, we have
2
 pi+1
pi
ψˆk(z)dz = (gˆk(pi )+ gˆk(pi+1))(pi+1 − pi ).
This last quantity is equal to
−
(2k−2)∨0
m=1∧(2k−1)
(pi+2 − pi+1)m(pi − pi+1)2k−1−m
+
(2k−2)∨0
m=1∧(2k−1)
(pi+1 − pi )m(pi−1 − pi )2k−1−m + 2(pi+1 − pi )2k−1
− (pi+1 − pi )(2c+(k)I {pi ≥ 0} + 2c−(k)I {pi+1 < 0}
+ (c+(k)+ c−(k))I {pi < 0, pi+1 ≥ 0}).
Since the first two terms form a telescopic sum when summing up in i , it holds that for p−l ≤
p−1 < 0 ≤ p0 ≤ pl :
 pl
p0
ψˆk(z)dz −
l−1
i=0
|pi+1 − pi |2k−1 + c+(k)(pl − p0)
 = o(|pl |)
and 
 p−1
p−l
ψˆk(z)dz −
−2
i=−l
|pi+1 − pi |2k−1 + c−(k)(p−1 − p−l)
 = o(|p−l |)
under [A-1] and [A-(2k − 1)], which is implied by [B-k]. Therefore, pl
p0
ψˆk(z)dz
 = o(|pl |),  p−1
p−l
ψˆk(z)dz
 = o(|p−l |)
under [B-k]. Now note that for z > 0,
Ψˆk(z) =
 p0
0
ψˆk(x)dx +
 pl
p0
ψˆk(x)dx +
 z
pl
ψˆk(x)dx
with pl such that pl ≤ z < pl+1. Using that pl+1 − pl , g2k−2(pl)(pl+1 − pl) and
g2k−2(pl+1)(pl+1 − pl) are all o(|pl |) under [A-1] and [A-(2k − 1)], we get
sup
y∈[pl ,pl+1]
 y
pl
ψˆk(x)dx
 = o(|z|)
and consequently
|Ψˆ ′k(z)| = o(|z|)
as z →∞. This holds also as z →−∞ by the same argument. Since
U nj := ε−2k+2n G2kj,n −

c+(k)I {Xτ nj ≥ 0} + c−(k)I {Xτ nj < 0}

G2j,n
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is equal to Hn
τ nj
− EFτnj [H
n
τ nj+1
] with Hnj = ε2nΨˆk(Xτ nj /εn), using the same argument as in the
proof of Proposition 4.2, we can apply Lemma 3.1 to show that
N nτ
j=0
U nj = op(1).
It only remains to observe that
N nτ
j=0

c+(k)I {Xτ nj ≥ 0} + c−(k)I {Xτ nj < 0}

G2j,n → Λτ (c+(k), c−(k))
in probability. This follows from Lemma 2.3 in [2] and
N nτ
j=0

c+(k)I {Xτ nj ≥ 0} + c−(k)I {Xτ nj < 0}
|⟨X⟩τ nj+1 − ⟨X⟩τ nj | → Λτ (c+(k), c−(k)),
in probability. Here, we have used again the dominated convergence theorem together with the
fact that the set Z(ω) = {s ∈ [0, t]; Xs(ω) = 0} has Lebesgue measure 0 for a.e. ω ∈ Ω .
In order to obtain the second convergence in Proposition 4.3, recall that [B-k] implies
[A-(2k − 1)] for any k ∈ Z, which gives g4k−2(pi ) = o(|pi |2). Therefore, using Eq. (17),
for any η > 0, we can find c(η) > 0 satisfying
G4kj,n/G
2
j,n = ε4k−2n g4k−2(Xτ nj /εn) ≤ ε4k−4n η + c(η)ε4k−2n .
The result follows using Lemma 4.1. 
4.6. Proof of Theorem 2.4
Here we prove Theorem 2.4. Under [A-1] and [B-2], we have [A-3] and
ε−2n
N nτ
j=0
G4j,n → Λτ (c+(2), c−(2)),
by Proposition 4.3. Since [A-3] implies [A-2], we obtain
ε−1n
N nτ
j=0
G3j,n → 0,
by Proposition 4.2. Under [A-3], we also have g10(pl) = o(|pl |10/3), and so, in the same way as
in the second part of the proof of Proposition 4.3, we get
ε−6n
N nτ
j=0
G12j,n → 0.
Then Proposition 3.1 and Lemma 4.1 give the result. Indeed, note that by Proposition VI.1.17 (b)
and Proposition VI.3.8 in [7], the stable convergence in C[0,∞) in Proposition 3.1 with Y = X
and ρnj = τ nj implies the stable convergence in D[0,∞) in Theorem 2.4.
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