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Abstract
We study stationary and nonstationary two-stage iterative methods for the solution
of consistent and singular linear systems Ax  b, where A is a Hermitian positive
semidefinite matrix. When the outer splitting is P-regular and inner splitting is con-
vergent, we prove the convergence of stationary two-stage iterative methods with inner
iteration number q being a positive even number; conditions are given to ensure the
convergence of stationary iterative methods for any positive inner iteration number q.
Also, we present some theoretical results on the convergence of nonstationary two-stage
methods. A comparison theorem is obtained for Hermitian positive semidefinite matrix
and some applications to it are discussed. Moreover, we obtain a monotonicity result on
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1. Introduction
Consider the solution of linear systems of the form
Ax  b; 1:1
where A is a square matrix of order n, and x, b are vectors of order n. In this
paper, we assume that (1.1) is consistent, i.e., b 2 RA, the range of A. One
class of iterative methods is based on a splitting of A, i.e., A  M ÿ N , M is
nonsingular. Then the associated iterative scheme is of the form
Mxk  Nxkÿ1  b; k  1; 2; . . . 1:2
starting with any initial vector x0. The matrix T : Mÿ1N is called the iteration
matrix of the scheme (1.2).
In some situations, for instance in the solution of linear systems arising from
the discretization of three-dimensional elliptic PDEs, the (outer) splitting
A  M ÿ N corresponds to a block iteration, where the inversion of each block
would require an amount of work comparable to that involved in the solution of
a discrete two-dimensional elliptic boundary value problem. In this case, an
approximate solution obtained with a few steps of the (inner) iteration induced
by M  Bÿ C may be more attractive than an exact solution. While this
strategy can be expected to lead to some loss in the asymptotic rate of conver-
gence of the outer iteration (compared to the one obtained if it were carried out
exactly), the savings in computational work required to perform an outer iter-
ation may be great enough to result in reduced solution times. Another instance
where these methods can be useful in the solution of sets of linear equations
arising from the discretization of systems of simultaneous PDEs. When the
linear system (1.2) is solved iteratively, one obtains two-stage iterative methods.
Two-stage iterative method, which is also called inner/outer iteration
scheme, was first introduced by Nichols [21] and studied furthermore by many
authors (see [3,6,7,10–12,16]). We summarize it in the following algorithm.
Algorithm 1.1 (Two-stage splitting method). Given the initial vector x0, and a
sequence of number of inner iterations qk, k  1; 2; . . .
For k  1; 2; . . . ; until convergence
y0  xk:
For j  1; 2; . . . ; qk
Byj  Cyjÿ1  Nxk  b:
xk1  yqk:
In the past, attention has been directed almost exclusively to nonsingular
systems. However, there are many problems, such as the Neumann problem
and those for elastic bodies with free surfaces, whose dierence formula-
tions lead to singular systems, especially with the coecient matrices being
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Hermitian positive semidefinite. Research on the solution of singular sys-
tems has been done by some authors, cf. [1,3,15,17,18] and the references
therein. Their attention was mainly focused on singular M-matrices. 1 In
this paper we study further the convergence of two-stage iterative methods
to solve (1.1) in the case that the coecient matrix A is Hermitian positive
semidefinite.
The global iteration matrix of Algorithm 1.1 changes at each (outer) step
and can be written as
Tk  Bÿ1Cqk 
Xqkÿ1
j0
Bÿ1CjBÿ1N
 Bÿ1Cqk  I ÿ Bÿ1CqkMÿ1N
 I ÿ
Xqkÿ1
j0
Bÿ1CjBÿ1A: 1:3
see e.g. [10]. If x is a solution of (1.1), and let ek  xk ÿ x, then ek  Tkekÿ1,
k  1; 2; . . . Thus, to study the convergence of Algorithm 1.1 we need to show
that TkTkÿ1    T1e0 converges to an element in NA, the null space of A, as
k !1, cf. [15,23]. Evidently in the singular case the solution to which the
sequence of iterates converges depends on the initial vector x0. An explicit
expression for this dependency can be found in [17]. 2 When the inner iteration
numbers qk  q for k  1; 2; . . . ; we say that Algorithm 1.1 is a stationary
two-stage iterative method, otherwise a nonstationary iterative two-stage
method. For the stationary case, the convergence of the sequence of iterates is
equivalent to the convergence of the iteration matrix T  Tk.
The arrangement of this paper is as follows. In Section 2, we list some no-
tations and preliminaries which will be used later. Convergence results for the
stationary two-stage iterative methods are presented in Section 3. Also in
Section 4, some theoretical results are given to ensure the convergence of the
nonstationary two-stage iterative methods. As in the nonsingular case, we es-
tablish in Section 5 a comparison theorem for dierent splittings of A when A is
a Hermitian positive semidefinite matrix. Two applications to the established
comparison theorem are discussed and we obtain a monotonicity result on the
stationary two-stage iterative methods.
1 One referee points out that there are two papers dealing with the Hermitian positive definite
case, see [8,19], which were originally unknown to us.
2 However, it may be worth mentioning that the expression for the limit of the sequence of iterates
given there contains a mistake (the correct expression has I ÿ E instead of E).
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2. Notations and preliminaries
We shall denote by Cn and Cn;n the n-dimensional complex vector space and
the set of all n n complex matrices, respectively. Two subspaces S1 and S2 in
Cn are called ‘complementary’ if S1 \ S2  f0g and S1  S2  Cn, that is,
S1  S2  Cn. By PS1;S2 we shall mean the projection matrix on a subspace S1
along a complementary subspace S2. For B 2 Cn;n, BH, RB, NB, rB and
qB denote the conjugate transpose, the range space, the null space, the
spectrum and the spectral radius of B, respectively, and it will be convenient to
use cB to denote the maximum magnitude over all elements in rB n f1g.
Clearly, cB  qB if 1 62 rB. If all eigenvalues of B are real, we arrange
them in the decreasing order, i.e., k1BP k2BP    P knB. We denote the
identity matrix by I.
Let B 2 Cn;n and consider the matrix equations
1 BXB  B; 2 XBX  X ; 3 BX  XB:
A f1; 2g-inverse of B is a matrix satisfying Eqs. 1 and 2. If, in addition, X
satisfies Eq. (3), X is said to be a group inverse of B, denoted by B#. If B# exists,
it is unique and BB#  B#B  PRB;NB. The index of B, denoted by indB, is
the smallest nonnegative integer k such that RBk1  RBk. Then a sucient
and necessary condition for B# to exist is that indB6 1, or equivalently,
RB NB  Cn. The notation B denotes the Moore–Penrose generalized
inverse of singular matrix B. For more details on the generalized inverses of a
matrix, see [5,24].
A matrix T 2 Cn;n is said to be zero-convergent if limk!1 T k  0 and to
be convergent if limk!1 T k exists. It is well known that T is zero-convergent
if and only if qB < 1 while in general T is convergent (see [17]), if and
only if (1) cT  < 1 and (2) ind I ÿ T   1 (i.e. T has only linear elementary
divisors corresponding to the eigenvalue 1). Furthermore, the following
holds.
Lemma 2.1 [2]. Let T 2 Cn;n be convergent. Then
lim
k!1
T k  I ÿ I ÿ T I ÿ T #: 2:1
Lemma 2.2 [18]. Let T 2 Cn;n. T is convergent if and only if T  P  Q, where
P 2  P , PQ  QP  0, and qQ < 1. Moreover, P is a projection on NI ÿ T .
Throughout this paper, B  0 means B is a Hermitian positive (semi-)
definite matrix. A matrix B is positive (semi-) definite if for all x 2 Cn, x 6 0,
one has RexHBx > P 0. Here Rez denotes the real part of the complex
number z.
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A splitting A  M ÿ N of A is called regular if Mÿ1 P 0 and N P 0, and
weak regular if Mÿ1 P 0 and Mÿ1N P 0. While Ortega [22] called a splitting P-
regular if MH  N is positive definite. Here, we use the notation M P 0 for a
matrix to be nonnegative.
All of our convergence theorems are based on the following theorem.
Theorem 2.3 [15]. Let A  AH, and A  M ÿ N be P-regular. Then the iteration
matrix T  Mÿ1N is convergent if and only if A  0.
The following lemmas will be used.
Lemma 2.4 [16]. Given a nonsingular matrix A and T such that I ÿ T ÿ1 exists,
there exists a unique pair of matrices M ;N , such that T  Mÿ1N and A  M ÿ N .
Furthermore, the unique pair is M  AI ÿ T ÿ1 and N  M ÿ A.
The splitting A  M ÿ N in Lemma 2.4 is called the splitting induced by T.
Lemma 2.5. Let A  M ÿ N be a splitting of nonsingular matrix A, and let
T  Mÿ1N . Then the equality
Aÿ T HAT  I ÿ T HMH  NI ÿ T  2:2
holds if and only if A  AH.
Proof. By direct computation, (2.2) holds if and only if
Aÿ T HAT  AHMÿHMH MMÿ1Aÿ I ÿ T HAI ÿ T  2:3
if and only if
Aÿ T HAT  AHMÿ1A I ÿ T HAT 2:4
if and only if
AMÿ1A  AHMÿ1A 2:5
if and only if AH  A: 
Remark 2.1. If A is singular but A  AH, then (2.2) still holds. The converse is
not true.
For dierent splittings A  M1 ÿ N1  M2 ÿ N2, comparison theorems have
been established to compare qMÿ11 N1 and qMÿ12 N2 when A is nonsingular.
However, when A is singular, the asymptotic convergence rate of the scheme
(1.2), denoted by R1Mÿ1N, is equal to ÿ ln cMÿ1N, thus it is reasonable to
compare cMÿ11 N1 and cMÿ12 N2 in such case. In literature as we know
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however, there are no such comparison results. 3 In this paper we will present
such a comparison theorem for Hermitian positive semidefinite matrix and
discuss some applications to it.
3. Convergence of stationary two-stage methods
We shall present a convergence result on the stationary two-stage iterative
methods when the inner iteration number q is a positive even integer. Before
this we give the following results.
Lemma 3.1. Let M  Bÿ C be a splitting of M. If q is a positive even integer,
then
Mÿ1Bÿ1Cq  CBÿ1q=2MBÿ1Cq=2: 3:1
Proof. It is easy to show that MBÿ1C  CBÿ1M . Thus, if q is even, then holds
MBÿ1Cq  MBÿ1Cq=2Bÿ1Cq=2
 CBÿ1MBÿ1Cq=2ÿ1Bÿ1Cq=2
     CBÿ1q=2MBÿ1Cq=2:
Theorem 3.2. Let A  0, and the outer splitting A  M ÿ N be P-regular with
MH  M . Let the inner splitting M  Bÿ C with B  BH be a convergent one.
Assume that qk  q, k  1; 2; . . . ; is even, then the stationary two-stage Al-
gorithm 1.1 converges for any initial vector x0.
Proof. Since A  0 and A  M ÿ N is P-regular, M is positive definite by
Theorem 2.5 in [20], where we point out that A need not be positive definite but
positive semidefinite. Hence M  0. By the assumption that the splitting
M  Bÿ C is convergent, then qBÿ1C < 1 and qBÿ1Cq < 1. Applying
Lemma 2.4, there exists a unique pair of matrices F and G such that M  F ÿ G
and F ÿ1G  Bÿ1Cq, where F  MI ÿ Bÿ1Cqÿ1 and G  F ÿM . In this
point, we obtain a single splitting A  F ÿ G N of A, satisfying
Tk  T  F ÿ1G N; 3:2
3 One referee indicates to us that this problem has defied researchers for many years because there
are counterexamples showing that Varga’s classical comparison results do not extend to the
singular case (see [4, p. 195] and [14, p. 540]).
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T is the global iteration matrix of Algorithm 1.1 in (1.3). To prove T is con-
vergent, it suces to show that the induced splitting A  F ÿ G N is
P-regular in view of Theorem 2.3. Note that qBÿ1Cq < 1, then
G  MI ÿ Bÿ1Cqÿ1Bÿ1Cq

X1
j1
MBÿ1Cjq: 3:3
From Lemma 3.1, we have
MBÿ1Cjq  CBÿ1jq=2MBÿ1Cjq=2: 3:4
The facts MH  M and BH  B imply that MBÿ1Cjq is Hermitian. Thus G  0
because of M  0. Since
F H  G N  MH  N  G GH; 3:5
A  F ÿ G N is P-regular. So T is convergent, that is, the stationary two-
stage Algorithm 1.1 converges, and the proof is complete. 
Remark 3.1. (i) The assumption that q is even in Theorem 3.2 is important.
Otherwise, even though for A  0, M  Bÿ C is a P -regular splitting, the re-
sulting two-stage iterative method may not converge in case q is odd, see [7] for
details.
(ii) Under the conditions of Theorem 3.2, we have seen that F in the induced
splitting A  F ÿ G N is Hermitian positive definite, the stationary two-
stage iteration is symmetrizable and conjugate gradient acceleration is there-
fore possible.
The assumptions MH  M and B  BH can be replaced by a weaker one, see
the following corollary.
Corollary 3.3. Let A  0 and A  M ÿ N be P-regular. Let M  Bÿ C be
convergent such that CBÿ1  CHBÿH. Then Algorithm 1.1 converges, provided
that the inner iteration number q is a positive even integer.
Proof. From (3.3) and (3.4) we have
G GH 
X1
j1
CBÿ1jq=2MBÿ1Cjq=2
h
 CHBÿHjq=2MHBÿHCHjq=2
i
: 3:6
The assumption CBÿ1  CHBÿH yields
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G GH 
X1
j1
CBÿ1jq=2M MHBÿ1Cjq=2: 3:7
Hence G GH  0 because M is positive definite. It follows from (3.5) that the
induced splitting A  F ÿ G N is P-regular, and the proof is complete. 
To ensure the convergence of Algorithm 1.1 for any positive inner iteration
number q, we give
Theorem 3.4. Let A  0 and A  M ÿ N be a P-regular splitting with M  MH.
Let M  Bÿ C be a P-regular splitting with B  BH. Assume that qk  q for
k  1; 2; . . . If either N  0 or C  0, then Algorithm 1.1 converges for any
positive inner iteration number q P 1.
Proof. From the proof of Theorem 3.2, we get a single splitting
A  F ÿ G N induced by the global iteration matrix T in (1.3). Since
M  Bÿ C is P-regular and M  MH, we have from Lemma 2.5 that
M ÿ Bÿ1CHMBÿ1C  I ÿ Bÿ1CHBH  CI ÿ Bÿ1C: 3:8
Equality (3.8) implies that M ÿ Bÿ1CHMBÿ1C  0. It is easy to see that
M ÿ Bÿ1CqHMBÿ1Cq

Xqÿ1
j0
Bÿ1CjHM ÿ Bÿ1CHMBÿ1CBÿ1Cj: 3:9
Hence, M ÿ Bÿ1CqHMBÿ1Cq  0. Applying Lemma 2.5 again, we have
M ÿ Bÿ1CqHMBÿ1Cq
 I ÿ Bÿ1CqHF H  GI ÿ Bÿ1Cq; 3:10
which implies that F H  G is Hermitian positive definite. So, if N  0, then
A  F ÿ G N is P-regular.
Since M  0, we have B  0. Note that the matrix Bÿ1C is similar to the
matrix Bÿ1=2CBÿ1=2. Hence, if C  0, then Bÿ1=2CBÿ1=2  0, which leads to
06 kiBÿ1C < 1 and 06 kiBÿ1Cq < 1, i  1; 2; . . . ; n. From the fact
MBÿ1CH  MBÿ1C, it is easy to show that G in (3.3) is Hermitian. Using the
first equality in (3.3), we have
G  M1=2I ÿM1=2Bÿ1CqMÿ1=2ÿ1M1=2Bÿ1CqMÿ1=2M1=2: 3:11
Hence,
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kiMÿ1=2GMÿ1=2  kiB
ÿ1Cq
1ÿ kiBÿ1Cq P 0; i  1; 2; . . . ; n: 3:12
It follows that Mÿ1=2GMÿ1=2  0, so is G. Therefore, the induced splitting
A  F ÿ G N is P-regular.
In both cases, we have shown that A  F ÿ G N is P-regular, so Algo-
rithm 1.1 is convergent. The proof is over. 4 
4. Convergence of nonstationary two-stage methods
We now consider the convergence of the nonstationary two-stage methods.
First, we state a simple lemma used below.
Lemma 4.1. Assume that A  0; H  0, then RA  RA1=2  RA1=2HA1=2.
Proof. RA  RA1=2 is obvious. Clearly, RA1=2HA1=2  RA1=2. On the
other hand, since H  0, we have x 2NA1=2HA1=2 if and only if x 2NA1=2,
which implies NA1=2HA1=2 NA1=2. Therefore, rankA1=2  rank
A1=2HA1=2, and RA1=2  RA1=2HA1=2  RA. 
Theorem 4.2. Assume that A  0, A  M ÿ N and M  Bÿ C are both P-reg-
ular splittings. Assume that MH  M and C  0. Let Tk be defined in (1.3). Let
vk  TkTkÿ1    T1v for any vector v, then limk!1 Avk  0. Furthermore, if
limk!1 vk exists for all v, then the nonstationary two-stage Algorithm 1.1 con-
verges starting with any initial vector x0.
Proof. We can assume A 6 0 without loss of generality. At each (outer) step k,
Tk in (1.3) is convergent due to Theorem 3.4. By Lemmas 2.1 and 2.2, Tk can be
written as Tk  Pk  Qk, where
Pk  I ÿ PRIÿTk;NA; 4:1
Qk  TkPRIÿTk;NA; 4:2
cf. [18]. It is easy to show that
PiPj  Pj; QiPj  0; i; j  1; 2; . . . 4:3
Thus we have
4 One referee points out that Theorem 3.4 can be partially anticipated by Theorem 2.1 in [19].
However, Theorem 3.4 is more general in that it is valid under less restrictive assumptions, and
covers the singular case as well as the nonsingular case.
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Tk    T1  P1 
Xkÿ1
i1
Pi1Qi   Q1  Qk   Q1: 4:4
For any v, it follows from (4.4) that
Tk    T1v  P1v
Xkÿ1
i1
Pi1Qi   Q1v Qk   Q1v: 4:5
Therefore, the remaining thing is to show that v^k  Qk   Q1v satisfies
limk!1 Av^k  0. Since A  0, we define
kvkA 

v;Av
p
: 4:6
It is easy to see kvkA  0 if and only if v 2NA. The matrix Tk can be viewed
as an operator on Cn, and we denote ~Tk the restriction operator of Tk on
RI ÿ Tk, i.e.,
~Tkx  Tkx; x 2 RI ÿ Tk: 4:7
Define a ‘formal’ operator norm as
k ~TkkA  sup
x2RIÿTk;x60
k ~TkxkA
kxkA
: 4:8
Note that RI ÿ Tk NA  Cn, k ~TkkA is well defined. We are ready to show
that there exists a constant h, 06 h < 1, independent of k, such that
k ~TkkA6 h: 4:9
Ahead of proving (4.9), we will show that
sup
x2RIÿTk;x60
kTkxkA
kxkA
 sup
x2RA1=2;x 60
kTkxkA
kxkA
 sup
x2RA1=2;x 60
kT^kxk2
kxk2
; 4:10
where
T^k  I ÿ A1=2
Xqkÿ1
j0
Bÿ1CjBÿ1A1=2: 4:11
Note that
RA1=2  RA  RA1=2; NA1=2 NA NA1=2;
RA1=2?NA  Cn; sup
x2RA1=2;x60
kTkxkA
kxkA
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is well-defined. For any x 2 RI ÿ Tk, x 6 0, there exists a unique decompo-
sition
x  x^ ~x; x^ 2 RA1=2; ~x 2NA: 4:12
Obviously x^ 6 0, otherwise x 2NA, which is contradiction. Then, since
A1=2x  A1=2x^ and A1=2Tkx  A1=2Tkx^, we have
kTkxkA
kxkA
 kTkx^kAkx^kA
6 sup
x2RA1=2;x 60
kTkxkA
kxkA
; 4:13
and
sup
x2RIÿTk;x60
kTkxkA
kxkA
6 sup
x2RA1=2;x 60
kTkxkA
kxkA
: 4:14
Analogously, we have
sup
x2RA1=2;x60
kTkxkA
kxkA
6 sup
x2RIÿTk;x 60
kTkxkA
kxkA
: 4:15
Thus the first equality of (4.10) is proved. For any x 2 RA1=2, x 6 0, using the
fact A1=2A1=2  A1=2A1=2  PRA1=2;NA1=2  PRA1=2;NA, we get
kTkxk2A
kxk2A
 A
1=2Tkx;A1=2Tkx
A1=2x;A1=2x 
A1=2TkA1=2A1=2x;A1=2TkA1=2A1=2x
A1=2x;A1=2x
6 sup
x2RA1=2;x 60
A1=2TkA1=2x;A1=2TkA1=2x
x; x
 sup
x2RA1=2;x 60
kA1=2TkA1=2xk22
kxk22
: 4:16
Hence
sup
x2RA1=2;x60
kTkxkA
kxkA
6 sup
x2RA1=2;x60
kA1=2TkA1=2xk2
kxk2
: 4:17
The converse of (4.17) holds too. For any x 2 RA1=2, x 6 0, we have
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A1=2TkA1=2x  A1=2 I
 
ÿ
Xqkÿ1
j0
Bÿ1CjA1=2A1=2
!
A1=2x
 A1=2A1=2xÿ A1=2
Xqkÿ1
j0
Bÿ1CjA1=2A1=2A1=2x
 xÿ A1=2
Xqkÿ1
j0
Bÿ1CjA1=2x
 T^kx: 4:18
Thus
sup
x2RA1=2;x60
kA1=2TkA1=2xk2
kxk2
 sup
x2RA1=2;x60
kT^kxk2
kxk2
: 4:19
The second equality of (4.10) is proved.
Since Bÿ1  0 and C  0, Pqkÿ1j0 Bÿ1CjBÿ1  0, so
A1=2
Xqkÿ1
j0
Bÿ1CjBÿ1A1=2  0:
Let the spectral decomposition of A1=2
Pqkÿ1
j0 Bÿ1CjBÿ1A1=2 be
A1=2
Xqkÿ1
j0
Bÿ1CjBÿ1A1=2
 U1;U2
k1
. .
.
kr
0
. .
.
0
0BBBBBBBBBBBBBB@
1CCCCCCCCCCCCCCA
U1;U2H; 4:20
where k1 P    P kr > 0. Applying Lemma 4.1 we have r  rankAP 1 and
RA1=2  RA1=2Pqkÿ1j0 Bÿ1CjBÿ1A1=2  RU1. Let U1  u1; . . . ; ur. For
any x 2 RA1=2, x 6 0, we have
x  a1u1  a2u2      arur 4:21
for unique scalars ai 2 C, i  1; 2; . . . ; r. Because
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kT^kxk2  I
  ÿ A1=2 Xqkÿ1
j0
Bÿ1CjBÿ1A1=2
!
x

2

Xr
i1
1
 ÿ kiaiui

2
6 maxfj1ÿ k1j; j1ÿ krjg
Xr
i1
aiui


2
 maxfj1ÿ k1j; j1ÿ krjgkxk2; 4:22
it follows immediately that
sup
x2RA1=2;x60
kT^kxk2
kxk2
 maxfj1ÿ k1j; j1ÿ krjg: 4:23
Note that
A1=2Bÿ1A1=2  A1=2
Xqkÿ1
j0
Bÿ1CjBÿ1A1=2  A1=2Mÿ1A1=2; 4:24
we have (see Lemma 5.1) that for i  1; 2; . . . ; r
0 < kiA1=2Bÿ1A1=26 ki6 kiA1=2Mÿ1A1=2: 4:25
So
1ÿ k1 P 1ÿ k1A1=2Mÿ1A1=2  1ÿ k1Mÿ1A  knMÿ1N; 4:26
and
1ÿ kr6 1ÿ krA1=2Bÿ1A1=2 < 1: 4:27
Since A  M ÿ N is P-regular, cMÿ1N < 1, then jknMÿ1Nj < 1. Let
h  maxfjknMÿ1Nj; j1ÿ k1A1=2Bÿ1A1=2jg, we have 06 h < 1. With (4.10),
(4.23), (4.26) and (4.27), we arrive at (4.9) according to the definition of k ~TkkA.
Let v^0  v, v^k  Qkvkÿ1, k  1; 2; . . . If v^0 2NA, then v^1  Q1v^0 
T1PRIÿT1;NAv^0  0, so v^k  0, k P 1; assume that v^0 62NA, it has a unique
decomposition
v^0  v0  ~v0; v0 2 RI ÿ T1; ~v0 2NA: 4:28
Obviously, kv^0kA  kv0kA 6 0. Then
v^1  T1PRIÿT1;NAv^0  T1v0  ~T1v0: 4:29
Hence, kv^1kA6 k~T1kAkv0kA6 hkv^0kA. If kv^1kA  0, or equivalently, v^1 2NA,
then v^k  0, k P 2; otherwise, let
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v^1  v1  ~v1; v1 2 RI ÿ T2; ~v1 2NA: 4:30
Analogously, we have
kv^2kA6 hkv1kA6 h2kv^0kA: 4:31
In general, if v^kÿ1 2NA, then v^j  0, j P k; otherwise,
kv^kkA6 hkkv^0kA: 4:32
Since 06 h < 1, we conclude that limk!1 kv^kkA  0, which is equivalent to
limk!1 Av^k  0.
Finally, if limk!1 vk exists for all v 2 Cn, then taking v  e0, the initial error,
and from (4.5) we arrive at the assertion that the nonstationary two-stage
Algorithm 1.1 converges for any initial vector x0. 
Theorem 4.3. Let A  0 and A  M ÿ N be P-regular with MH  M . Let the
inner splitting M  Bÿ C with BH  B be a convergent one. Assume that the
inner iteration numbers qk, k  1; 2; . . ., are all positive even integers. Then, for
any vector v, limk!1 Avk  0, where vk  TkTkÿ1    T1v. Furthermore, if
limk!1 Tk    T1v exists for all v, then the nonstationary two-stage Algorithm 1.1
converges starting with any initial vector x0.
Proof. By Theorem 3.2, Tk in (1.3) is convergent whenever qk is even. Ob-
serving that
Pqkÿ1
j0 Bÿ1CjBÿ1 can be written as the sum of finite terms of
Bÿ1CiBÿ1  Bÿ1CBÿ1CBÿ1i, we also have A1=2Pqkÿ1j0 Bÿ1CjBÿ1A1=2  0
and
A1=2Bÿ1  Bÿ1CBÿ1A1=2  A1=2
Xqkÿ1
j0
Bÿ1CjBÿ1A1=2
 A1=2Mÿ1A1=2: 4:33
Then, taking h  maxfjknMÿ1Nj; j1ÿ krA1=2Bÿ1  Bÿ1CBÿ1A1=2jg and
following the proof of Theorem 4.2, we prove Theorem 4.3. 
Finally, we apply an analogous result of Migallon et al. [18], which is
originally established for singular M-matrices with property-c, to ensure the
existence of limk!1 TkTkÿ1T1v for all v.
Theorem 4.4. Assume that A  0, both A  M ÿ N and M  Bÿ C are P-reg-
ular, and MH  M , C  0. Suppose that there exists a matrix norm k  k such that
kTkI ÿ TkI ÿ Tk#k6 h < 1. Then, for any sequence of inner iteration numbers
qk, the nonstationary two-stage Algorithm 1.1 converges to a solution Ax  b,
starting with any initial vector x0.
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Proof. Each global iteration matrix Tk is convergent, so I ÿ Tk# exists. The
remaining proof is analogous to that of Theorems 3.5 and 3.6 in [18]. 
5. Comparison results
As mentioned in Section 2, we will compare the convergence rate of dif-
ferent splittings of A when A is a Hermitian positive semidefinite matrix.
Doing so we extend the Comparison Theorem of Nabben in [20] to the sin-
gular case.
Lemma 5.1 [13, Corollary 7.7.4]. Let A;B 2 Cn;n with A  0;B  0. Then
(i) A  B  0 if and only if 0  Aÿ1  Bÿ1.
(ii) If A  B, then kkAP kkB for all k  1; . . . ; n
Remark 5.1. Although the lemma in [13] is proposed with respect to A  0 and
B  0, it is also valid when A  0 and B  0. It is enough to replace A;B in
Lemma 5.1 with A eI , B eI e > 0, respectively. The conclusion (i) of
Lemma 5.1 remains true if we replace all weak inequalities by sharp inequal-
ities.
Theorem 5.2. Assume that A  0, and the splittings A  M1 ÿ N1  M2 ÿ N2 are
both P-regular. If 0  N1  N2, then
cMÿ11 N16 cMÿ12 N2 < 1: 5:1
If A 6 0 and 0  N1  N2, then
cMÿ11 N1 < cMÿ12 N2 < 1: 5:2
Proof. By Theorem 2.3, we have cMÿ1i Ni < 1, i  1; 2. Hence Mÿ1i  0,
i  1; 2. Because the matrices Mÿ1i Ni are similar to the Hermitian positive
semidefinite matrices Mÿ1=2i NiM
ÿ1=2
i , rMÿ1i Ni  R0 i  1; 2, where R0 de-
notes the nonnegative real numbers. Similarly, rMÿ1i A  R0 . Let
rankA  r6 n. Since
I ÿMÿ1i Ni  Mÿ1i A; 5:3
rankI ÿMÿ1i Ni  rankA  r. So we obtain that
0  knMÿ1i A      kr1Mÿ1i A
< krMÿ1i A6    6 k1Mÿ1i A6 1; 5:4
and
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1  k1Mÿ1i Ni      knÿrMÿ1i Ni
> knÿr1Mÿ1i NiP    P knMÿ1i NiP 0: 5:5
The relations between kkMÿ1i Ni and knÿk1Mÿ1i A are
kkMÿ1i Ni  1ÿ knÿk1Mÿ1i A; k  1; 2; . . . ; n: 5:6
In particular,
cMÿ1i Ni  knÿr1Mÿ1i Ni  1ÿ krMÿ1i A; i  1; 2:
Since 0  N1  N2, we have 0  M1  M2 and with Lemma 5.1 (i), Mÿ11  Mÿ12 .
Therefore,
A1=2Mÿ12 A
1=2  A1=2Mÿ11 A1=2: 5:7
With (5.7) and Lemma 5.1 (ii)
kkA1=2Mÿ12 A1=26 kkA1=2Mÿ11 A1=2; k  1; 2; . . . ; n: 5:8
In particular, krA1=2Mÿ12 A1=26 krA1=2Mÿ11 A1=2. Note that rAB  rBA for
any matrices A and B, it holds
krMÿ1=22 AMÿ1=22 6 krMÿ1=21 AMÿ1=21 : 5:9
Combining (5.9) with the fact Mÿ1i A  Mÿ1=2i Mÿ1=2i AMÿ1=2i M1=2i , we have
krMÿ12 A6 krMÿ11 A: 5:10
Hence, we prove (5.1).
If 0  N1  N2, with Remark 5.1, we get Mÿ11  Mÿ12 . Consider the spectral
decompositions of A1=2Mÿ11 A
1=2 and A1=2Mÿ12 A
1=2:
A1=2Mÿ11 A
1=2
 U
k1A1=2Mÿ11 A1=2
. .
.
krA1=2Mÿ11 A1=2
0
. .
.
0
0BBBBBBBBBB@
1CCCCCCCCCCA
U H;
5:11
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and
A1=2Mÿ12 A
1=2
 ~U
k1A1=2Mÿ12 A1=2
. .
.
krA1=2Mÿ12 A1=2
0
. .
.
0
0BBBBBBBBB@
1CCCCCCCCCA
~U H;
5:12
where U  U1;U2 and ~U   ~U1; ~U2 with U1 2 Cn;r, ~U1 2 Cn;r. According to
Lemma 4.1, we have
RA1=2  RU1  R ~U1: 5:13
Let U1  u1; u2; . . . ; ur and ~U1  ~u1; ~u2; . . . ; ~ur. Since ur 2 RU1  R ~U1,
there exists a unique decomposition of ur
ur  a1~u1  a2~u2      ar ~ur: 5:14
Clearly,
Pr
i1 jaij2  1. The assumption A 6 0 implies r P 1, so A1=2ur 6 0.
Therefore, we have uHr A
1=2Mÿ11 A
1=2ur > uHr A
1=2Mÿ12 A
1=2ur, which leads to
krA1=2Mÿ11 A1=2 >
Xr
i1
ai~ui
 !H
A1=2Mÿ12 A
1=2
Xr
i1
ai~ui
 !

Xr
i1
ai~ui
 !H Xr
i1
kiA1=2Mÿ12 A1=2ai~ui
 !
P krA1=2Mÿ12 A1=2
Xr
i1
jaij2
 krA1=2Mÿ12 A1=2: 5:15
Hence, krMÿ11 A > krMÿ12 A and cMÿ11 N1 < cMÿ12 N2. 
Remark 5.2. (i) In the case A  0, qMÿ1i Ni  cMÿ1i Ni, then (5.1) and (5.2)
reduce to
qMÿ11 N16 qMÿ12 N2 < 1; 5:16
and
qMÿ11 N1 < qMÿ12 N2 < 1; 5:17
respectively. These are just the results of Nabben [20].
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(ii) With the assumption of Theorem 5.2 we have
N1  N2 () M1  M2 () Mÿ11  Mÿ12 :
Since the ordering of Hermitian positive semidefinite seems to be more re-
strictive and more dicult to verify, the assumptions of Theorem 5.2 also seem
to be restrictive. The following examples, however, show that they can not be
weakened.
Example 5.1. Let A  M1 ÿ N1  M2 ÿ N2 with
A  1 0
0 0
 
; M1  3 ÿ3ÿ3 4
 
; N1  2 ÿ3ÿ3 4
 
;
M2  4 ÿ4ÿ4 6
 
; N2  3 ÿ4ÿ4 6
 
:
Both splittings are P-regular, N2  0 and N2  N1, but N1 is indefinite. We find
out that cMÿ11 N1  13 > 14  cMÿ12 N2.
Example 5.2. Let A  M1 ÿ N1  M2 ÿ N2 with
A  1 0
0 0
 
; M1  2 1ÿ1 1
 
; N1  1 1ÿ1 1
 
;
M2  5=2 1ÿ2 5
 
; N2  3=2 1ÿ2 5
 
:
Since N1, N2 and N2 ÿ N1 are positive definite, both splittings are P-regular.
However, they are not Hermitian, we have cMÿ11 N1  13 > 1929  cMÿ12 N2.
We now give some applications of Theorem 5.2. For the first one we assume
that A  0 with the block form
A 
A11 A12    A1t
A21 A22    A2t
..
. ..
. . .
. ..
.
At1 At2    Att
26664
37775; 5:18
where Aii  0, i  1; 2; . . . ; t. We use the standard decomposition
A  Dÿ Lÿ LH, where D  diagA11; . . . ;Att is the block diagonal part of A,
ÿL the block lower triangular part of A. The block Jacobi overrelaxation
(BJOR) method is given by the splitting
Ml  1l D; Nl 
1ÿ l
l
D L LH; l > 0: 5:19
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Theorem 5.3. Let A  0 and A 6 0 with the block form as in (5.18). Let
0 < l1 < l26 1=1ÿ lmin, where lmin is the smallest eigenvalue of Dÿ1L LH.
Then
cTl2 < cTl1 < 1; 5:20
here, Tli  1ÿ liI  liDÿ1L LH is the BJOR iteration matrix.
Proof. To apply Theorem 5.2, we should show that Nl  0 whenever the
overrelaxation parameter l 2 0; 1=1ÿ lmin. Note that Nl  0 if and only
if
Hl : 1ÿ ll I  D
ÿ1=2L LHDÿ1=2  0: 5:21
Since A  0 and A can be written as follows
A  D1=2I ÿ D1=2Dÿ1L LHDÿ1=2D1=2;
thus we obtain
kkDÿ1L LH6 1; k  1; 2; . . . ; n: 5:22
Furthermore, lmin < 1 holds for we have otherwise A  0, which is a con-
tradiction. Hence, from (5.21) we have Nl  0 whenever 0 < l6 1=1ÿ lmin.
If 0 < l1 < l26 1=1ÿ lmin, then 1=l2D  1=l1D and, equivalently,
0  Nl2  Nl1 . With Theorem 5.2 we proved (5.20). 
Now we turn to consider the stationary two-stage methods.
Theorem 5.4. Let A  0, and the splittings A  M ÿ N and M  Bÿ C are P-
regular. Assume that N  0, C  0 and qk  q, k  1; 2; . . . Then
cMÿ1N6 cT  < 1; 5:23
where T is defined in (1.3).
Proof. By the arguments in Section 3, we know the global iteration matrix T of
Algorithm 1.1 is convergent and there exists a P-regular splitting
A  F ÿ G N induced by T, where
F  MI ÿ Bÿ1Cqÿ1; G 
X1
j1
MBÿ1Cjq: 5:24
Furthermore, G  0. Since Bÿ1CjBÿ1  0, j  1; 2; . . .
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F ÿ1  I ÿ Bÿ1CqI ÿ Bÿ1Cÿ1Bÿ1

Xqÿ1
j0
Bÿ1CjBÿ1

X1
j0
Bÿ1CjBÿ1
 Mÿ1: 5:25
With Remark 5.2 (ii) we arrive at the assertion of Theorem 5.4. 
As mentioned in Section 1, two-stage iterative methods often reduce sig-
nificantly computation works and storage, but sometimes, in view of Theorem
5.4, it will sacrifice the convergence speed a little. The same is true when A is
monotone.
Theorem 5.5. Assume that Aÿ1 P 0. Let A  M ÿ N be a regular splitting and
M  Bÿ C be a weak regular one. Then the stationary two-stage Algorithm 1.1
converges and
qMÿ1N6 qT  < 1: 5:26
Proof. From Corollary 4.3 in [16] we have qT  < 1 and its unique induced
splitting A  F ÿ G N is weak regular, where F and G are the same as in
(5.25). Note that
F ÿ1  I ÿ Bÿ1CqMÿ16Mÿ1: 5:27
Hence, by the comparison theorem of Elsner [9], we obtain (5.26). 
Finally, we give a monotonicity result on the stationary two-stage iterative
methods for Hermitian positive semidefinite matrix.
Theorem 5.6. Assume that A  0. Let A  M ÿ N and M  Bÿ C are both P-
regular. Suppose that N  0, C  0, then, if p < q,
cTq6 cTp < 1: 5:28
where Tp and Tq are iteration matrices of stationary two-stage Algorithm 1.1 with
inner iteration numbers p and q, respectively.
Proof. Applying Theorem 3.4 we have cTp < 1, cTq < 1, and there are two
P-regular splittings A  F1 ÿ G1  N  F2 ÿ G2  N induced by Tp and Tq,
respectively, i.e.,
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Tp  F ÿ11 G1  N and Tq  F ÿ12 G2  N:
Furthermore Gi  0, i  1; 2. Since Bÿ1  0, C  0, then
F ÿ11 
Xpÿ1
j0
Bÿ1CjBÿ1 
Xqÿ1
j0
Bÿ1CjBÿ1  F ÿ12 : 5:29
With Theorem 5.2 (Remark 5.2 (ii)), we conclude that cTq6 cTp and finish
the proof. .
Clearly, F2 ! M as q!1. Theorem 5.6 means in order to obtain a better
asymptotic convergence rate, we should increase the inner iteration number q,
but this will increase the amount of work.
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