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a b s t r a c t
A new Alternating-Direction Sinc–Galerkin (ADSG) method is de-
veloped and contrasted with classical Sinc–Galerkin methods. It is
derived from an iterative scheme for solving the Lyapunov equa-
tion that arises when a symmetric Sinc–Galerkin method is used
to approximate the solution of elliptic partial differential equa-
tions. We include parameter choices (derived from numerical ex-
periments) that simplify existing alternating-direction algorithms.
We compare the new scheme to a standard method employing
Gaussian elimination on a system produced using the Kronecker
product and Kronecker sum, as well as to a more efficient algo-
rithm employing matrix diagonalization. We note that the ADSG
method easily outperforms Gaussian elimination on the Kronecker
sum and, while competitive with matrix diagonalization, does not
require the computation of eigenvalues and eigenvectors.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Since their introduction by Frank Stenger in [1], sinc methods have been used to solve a variety
of differential equations. Their exponential convergence rate has made such methods excellent tools
for accurately approximating the solution to partial differential equation boundary-value problems
that are posed on infinite domains or whose solutions are singular on all or part of the boundary
of a finite domain. In this paper we combine an alternating-direction method with a Sinc–Galerkin
method to introduce an iterative scheme that we refer to as an Alternating-Direction Sinc–Galerkin
(ADSG) method to numerically approximate the solution of elliptic partial differential equations.
In Section 2 we introduce the notation, definitions, and theorems necessary to describe the
Sinc–Galerkin method and its symmetrization for self-adjoint, second-order, linear differential
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operators. We then apply the method to a general, one-dimensional, two-point boundary-value
problem and illustrate with examples. In Section 3 we extend the symmetric Sinc–Galerkin method
to elliptic partial differential equations and solve the resulting Lyapunov equations using matrix
diagonalization. In Section 4 we motivate and introduce the Alternating-Direction Sinc–Galerkin
method and apply it to several examples including those from Section 3. We conclude in Section 5
with a direct comparison of execution times for the methods employed in Sections 3 and 4.
2. Sinc methods
LetCdenote the set of all complex numbers and for all z ∈ Cdefine the sine cardinal or sinc function
by
sinc(z) ≡

sin(piz)
piz
if z 6= 0,
1 if z = 0.
(1)
For h > 0 and any integer k, the translated sinc function with evenly spaced nodes is denoted as
S(k, h)(z) and defined by
S(k, h)(z) ≡ sinc
(
z − kh
h
)
.
If f is a function defined on the real line R then the cardinal function of f , denoted as C(f , h)(x), is
defined by
C(f , h)(x) ≡
∞∑
k=−∞
f (kh)S(k, h)(x) (2)
whenever the series in (2) converges. The cardinal function interpolates f at the points {nh}∞n=−∞. The
series was addressed in [2] and analyzed in depth in [3]. The truncated cardinal series, denoted as
CM,N(f , h)(x), is defined by
CM,N(f , h)(x) ≡
N∑
k=−M
f (kh)S(k, h)(x).
The truncated trapezoidal rule, denoted as TM,N(f , h), is defined by
TM,N(f , h) ≡ h
N∑
k=−M
f (kh).
Let DS denote the infinite strip domain of width 2d, d > 0, given by
DS ≡ {w ∈ C : w = u+ iv, |v| < d}.
We use DS to define the class of functions B(D) below. Both DS and B(D) play an important part in the
quadrature and convergence theorems that follow.
Definition 1. Let D be a domain in the w = u + iv plane with boundary ∂D and boundary points
a 6= b. Let z = φ(w) be a one-to-one conformal map of D onto the infinite strip DS of width 2dwhere
φ(a) = −∞ and φ(b) = ∞. Assume w = ψ(z) denotes the inverse of the mapping φ. Then B(D) is
the set of functions analytic in D that satisfy, for some constant c with 0 ≤ c < 1,∫
ψ(x+L)
|F(w)dw| = O(|x|c), x→±∞,
where L = {iy : |y| < d} and for γ a simple closed contour in D require
N(F ,D) ≡ lim
γ→∂D
∫
γ
|F(w)dw| <∞.
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For problems on a subinterval, Γ , of the real line we employ a conformal map φ for which
φ(Γ ) = R. Suppose d > 0 and let φ be a conformal map of the domain D onto DS . Then over a
subinterval Γ = φ−1(R)we have the following methods of interpolation:
f (x) ≈
∞∑
k=−∞
f (kh)S(k, h) ◦ φ(x)
and quadrature:∫
Γ
f (x)dx ≈ h
∞∑
k=−∞
f (xk)/φ′(xk)
with xk ≡ φ−1(kh).
We now develop the Sinc–Galerkin method for the two-point boundary-value problem on the
finite interval (a, b) given by
Lu(x) ≡ −u′′(x)+ p(x)u′(x)+ q(x)u(x) = f (x), a < x < b
u(a) = u(b) = 0. (3)
Sinc methods for these problems are thoroughly discussed by Frank Stenger in [1,4,5] as well as in [6,
7]. Let D be the eye-shaped domain, denoted as DE and given by
DE ≡
{
z = x+ iy :
∣∣∣∣arg( z − ab− z
)∣∣∣∣ < d ≤ pi2
}
and let φ(z) = ln ( z−ab−z ). Then ψ(z) ≡ φ−1(z) = a+bez1+ez . Suppose h > 0 and the positive integers M
and N are given. For j = −M, . . . ,N define the translated sinc basis functions
Sj(x) ≡ S(j, h) ◦ φ(x) = sinc
[
φ(x)− jh
h
]
.
We assume that the approximate solution to the boundary-value problem (3) is given by
um(x) ≡
N∑
k=−M
ukSk(x), m = M + N + 1, (4)
where the coefficients uk are to be determined. The Sinc–Galerkin method requires orthogonalizing
the residual Lum− f against each sinc basis function, Sj, using aweighted L2 inner product. If we define
the inner product of f and g , denoted as (f , g), as follows:
(f , g) ≡
∫ b
a
f (x)g(x)w(x)dx
wherew(x) is a weight function, then for j = −M, . . . ,N we require that
(Lum − f , Sj) = 0.
To simplify the notation we orthogonalize Lu − f against each basis function and obtain for j =
−M, . . . ,N,∫ b
a
(−u′′(x)+ p(x)u′(x)+ q(x)u(x)− f (x))Sj(x)w(x) dx = 0.
Integrating by parts to remove all derivatives of u gives∫ b
a
f (x)Sj(x)w(x) dx = −
∫ b
a
u(x)(Sjw)′′(x) dx
−
∫ b
a
u(x)(pSjw)′(x) dx+
∫ b
a
u(x)q(x)Sj(x)w(x) dx+ BT (5)
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where
BT = (upSjw)(x) |ba−(u′Sjw)(x) |ba+(u(Sjw)′)(x) |ba .
Note that the weight functionwmay be chosen so that the boundary term BT vanishes. To record the
approximations to the integrals above it is convenient to introduce the notation δ(p)jk where
δ
(p)
jk ≡ hp
dp
dφp
[S(j, h) ◦ φ(x)]|x=xk , p = 0, 1, 2, . . .
and xk = φ−1(kh) = ψ(kh). For p = 0, 1 and 2 these quantities are given explicitly in the following
theorem which is proven in [7].
Theorem 1. Let φ be a conformal one-to-one map of the simply connected domain D onto DS . Then
δ
(0)
jk =
{
1 if j = k,
0 if j 6= k,
δ
(1)
jk =

0 if j = k,
(−1)k−j
k− j if j 6= k,
δ
(2)
jk =

−pi2
3
if j = k,
−2(−1)k−j
(k− j)2 if j 6= k.
The following theorem, whose proof may be found in [7], gives the approximations to the inner
products found in (5).
Theorem 2. Let φ be a conformal one-to-one map of the simply connected domain D onto DS . Assume
φ(a) = −∞ and φ(b) = ∞ and let xk = φ−1(kh). Further assume that there exist positive constants
α, β , and K such that
|F(x)| ≤ K
{
e−α|φ(x)| if x ∈ Γa,
e−β|φ(x)| if x ∈ Γb
where F = upw, uφ′w, or u
[
φ′′
φ′ w + 2w′
]
and Γa and Γb are defined by
Γa ≡ {ξ ∈ Γ : φ(ξ) ∈ (−∞, 0)} (6)
and
Γb ≡ {ξ ∈ Γ : φ(ξ) ∈ [0,∞)}. (7)
Choose
N =
[∣∣∣∣αβM + 1
∣∣∣∣]
where [| · |] denotes the greatest integer function and
h =
√
pid
αM
.
(a) Let vw ∈ B(D) for v = f or qu. Then∣∣∣∣∫ b
a
(vSjw)(x)dx− h
(
vw
φ′
)
(xj)
∣∣∣∣ ≤ L0M−1/2e−√pidαM
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where L0 is a constant depending on v,w, and d.
(b) Let u(pSjw)′ ∈ B(D) and let the boundary term (upSjw)(x) |ba be zero. Then∣∣∣∣∣
∫ b
a
(pu′Sjw)(x)dx+ h
N∑
k=−M
(upw)(xk)
δ
(1)
jk
h
+ h
(
u(pw)′
φ′
)
(xj)
∣∣∣∣∣ ≤ L1M1/2e−√pidαM
where L1 is a constant depending on u, p, w, φ, and d.
(c) Let u(Sjw)′′ ∈ B(D) and suppose that the boundary term −(u′Sjw)(x) |ba+(u(Sjw)′)(x) |ba is zero.
Then ∣∣∣∣∣
∫ b
a
(u′′Sjw)(x)dx− h
N∑
k=−M
u(xk)
[
δ
(2)
jk
h2
(φ′w)(xk)+
δ
(1)
jk
h
(
φ′′
φ′
w + 2w′
)
(xk)
]
− h
(
w′′u
φ′
)
(xj)
∣∣∣∣∣ ≤ L2Me−√pidαM
where L2 depends on u, w, φ, and d.
We now apply Theorem 2 to the integrals in (5). Assume w has been chosen so that the boundary
terms, BT , vanish. Using the approximation given in (4) in place of u, so that uk replaces u(xk), deleting
the error term of order O(Me−
√
pidαM), and dividing by−hwe obtain the following set ofm equations
where−M ≤ j ≤ N:
N∑
k=−M
[
− 1
h2
δ
(2)
jk φ
′(xk)w(xk)− 1h δ
(1)
jk
(
φ′′(xk)w(xk)
φ′(xk)
+ 2w′(xk)
)]
uk
− w
′′(xj)
φ′(xj)
uj −
N∑
k=−M
1
h
δ
(1)
jk p(xk)w(xk)uk −
(pw)′(xj)
φ′(xj)
uj
+ q(xj)w(xj)
φ′(xj)
uj = f (xj)w(xj)
φ′(xj)
.
This system of equations may be expressed more conveniently in matrix form as{−1
h2
I(2)D(φ′w)− 1
h
I(1)D
(
φ′′w
φ′
+ 2w′ + pw
)
− D
(
w′′ + (pw)′ − qw
φ′
)}
u
= D
(
w
φ′
)
f (8)
where them×m diagonal matrix D(g) is given by
D(g) =
g(x−M) . . .
g(xN)
 .
The vectors u and f are defined by
u = [u−M , . . . , uN ]T
and
f = [f (x−M), . . . , f (xN)]T , (9)
where the superscript T denotes the transpose and the m × m Toeplitz matrices I(p), p = 0, 1, 2, are
given by I(p) ≡ [δ(p)jk ]. Note that I(0) is the identity matrix and I(1) and I(2) are the skew-symmetric and
symmetric matrices given respectively by
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I(1) =

0 −1 1
2
· · · (−1)
m−1
m− 1
1
. . .
. . .
. . .
...
−1
2
. . .
. . .
. . .
1
2
...
. . .
. . .
. . . −1
(−1)m
m− 1 · · · −
1
2
1 0

and
I(2) =

−pi
2
3
2 − 2
22
· · · −2(−1)
m−1
(m− 1)2
2
. . .
. . .
. . .
...
− 2
22
. . .
. . .
. . . − 2
22
...
. . .
. . .
. . . 2
−2(−1)m−1
(m− 1)2 · · · −
2
22
2 −pi
2
3

.
The choice of weight function w can have a significant impact on the difficulty of solving the system
(8). The choice w(x) = 1
φ′(x) for the weight function is thoroughly reviewed in [4] and the following
theorem specifying the convergence rate for that choice of weight function is proven in [1].
Theorem 3. For the boundary-value problem (3) assume that the coefficients p and q, the function f and
the unique solution u are analytic in the simply connected domain D. Let φ be a conformal one-to-one map
of D onto DS . Assume also that f /φ′ ∈ B(D) and uF ∈ B(D) where
F = (1/φ′)′′, φ′, (φ′′/φ′), (p/φ′)′, p, (q/φ′).
Suppose there are positive constants C, α, and β so that
|u(x)| ≤ C

(x− a)α if x ∈
(
a,
a+ b
2
)
,
(b− x)β if x ∈
[
a+ b
2
, b
)
.
(10)
If the Sinc–Galerkin solution is defined in (4) where
N =
[∣∣∣∣αβM + 1
∣∣∣∣] , h =
√
pid
αM
(11)
and the coefficients {uk}Nk=−M are found by solving the discrete system given in (8) which for the choice
w(x) = 1
φ′(x) becomes{−1
h2
I(2) − 1
h
I(1)D
(
p
φ′
− φ
′′
(φ′)2
)
− D
(
2(φ′′)2
(φ′)4
− φ
′′′ + pφ′′
(φ′)3
+ p
′ − q
(φ′)2
)}
u = D
(
1
(φ′)2
)
f,
then
‖u− um‖∞ ≤ KM2e−
√
pidαM
where K is a positive constant.
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We note, however, that if p(x) ≡ 0 for all x in (a, b) in (3), then the boundary-value problem takes
the form
Lsu(x) ≡ −u′′(x)+ q(x)u(x) = f (x), a < x < b
u(a) = u(b) = 0. (12)
The resulting differential operator, Ls, is self-adjoint. If the assumed Sinc–Galerkin solution to (12) is
usm(x) ≡
N∑
k=−M
uskSk(x), m = M + N + 1, (13)
then it is shown in [6] that choosing the weight functionw(x) = 1√
φ′(x)
implies
(
φ′′w
φ′ + 2w′
)
(x) ≡ 0
so that the system in (8) becomes{−1
h2
I(2) + D
(
φ′′′
2(φ′)3
− 3(φ
′′)2
4(φ′)4
+ q
(φ′)2
)}
y = D
(
1
(φ′)3/2
)
f (14)
where y ≡ D(√φ′)us,us is the vector of coefficients given by
us = [us−M , . . . , usN]T ,
and f is given in (9). Since I(2) is symmetric, the Sinc–Galerkin system in (14) is a symmetric discrete
system for computing the coefficients yk given that
ym(x) ≡
N∑
k=−M
ykSk(x). (15)
The identity yk = usk
√
φ′(xk) allows us to compute the coefficients usk and thus the approximate
solution usm(x) of the self-adjoint problem. The resulting method, which was introduced in [6], is
sometimes referred to as the symmetric Sinc–Galerkin method. The use of a symmetric system matrix
increases computational efficiency and decreases storage space requirements.
Making the change of dependent variable
y(x) = u(x)√φ′(x)
in (12), we obtain
Lsy(x) ≡ −y′′(x)− 2
√
φ′(x)
(
1√
φ′(x)
)′
y′(x)−
(√
φ′(x)
(
1√
φ′(x)
)′′
− q(x)
)
y(x)
= √φ′(x)f (x), a < x < b
y(a) = y(b) = 0.
(16)
Applying Theorem 3 to (16) gives the following theorem from [6].
Theorem 4. Assume that the coefficients
√
φ′(1/
√
φ′)′,
√
φ′f , and (
√
φ′(1/
√
φ′)′′ − q) in (16) and the
unique solution y are analytic in the simply connected domain D. Let φ be a conformal one-to-one map of
D onto Ds. Assume also that f /
√
φ′ ∈ B(D) and yF ∈ B(D), where
F = (1/φ′)′′, φ′, φ′′/φ′, 1/√φ′(1/√φ′)′′, q/φ′.
Suppose there are positive constants Cs, αs, and βs so that
|y(x)| = |u(x)√φ′(x)| ≤ Cs

(x− a)αs if x ∈
(
a,
a+ b
2
)
,
(b− x)βs if x ∈
[
a+ b
2
, b
)
.
(17)
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If the Sinc–Galerkin solution is defined in (15) and the coefficients {yk}Nk=−M are determined from the
discrete system in (14) with
N =
[∣∣∣∣αsβsM + 1
∣∣∣∣] , hs =
√
pid
αsM
(18)
then
‖y− ym‖∞ ≤ KsM2e−
√
pidαsM (19)
where Ks is a positive constant.
We now employ the symmetric Sinc–Galerkin method to solve a number of two-point boundary-
value problems and illustrate exponential convergence even in the presence of boundary singularities.
Using y(x) = u(x)√φ′(x) preserves the accuracy in (19) and comparing (10) and (17) we deduce that
since φ′(x) = b−a
(x−a)(b−x) ,
αs ≡ α − 1/2,
βs ≡ β − 1/2. (20)
We note that the choice φ(x) = ln ( x−ab−x ) simplifies (14) so that in particular
D
(
φ′′′
2(φ′)3
− 3(φ
′′)2
4(φ′)4
+ q
(φ′)2
)
≡ D
(
1
4
+ q
(φ′)2
)
. (21)
Since the problems in the examples throughout this paper are posed on either the unit interval or the
unit square, then we let a = 0 and b = 1 and use φ(x) = ln ( x1−x ) . For problems in which we also
have q(x) ≡ 0, we see that the right-hand side of (21) becomes D ( 14 ). Note further that usm(xj) = usj
since Sk(xj) = δ(0)kj .
Errors over the set of sinc grid points
S ≡ {x−M , . . . , x−1, x0, x1, . . . , xN}
where
xk = φ−1(khs) = e
khs
ekhs + 1 , k = −M, . . . ,N
are reported as
‖EsS(hs)‖ ≡ max−M≤k≤N |u(xk)− u
s
k|.
Errors are also reported on a uniform grid
U ≡ {z0, z1, . . . , z100}
where
hu ≡ 0.01
and
zk ≡ khu, k = 0, 1, . . . , 100.
These errors are given as
‖EsU(hu)‖ ≡ max0≤k≤100 |u(zk)− u
s
m(zk)|.
We note that while in many cases the errors on the sinc grid are smaller than those on the uniform
grid, this is not always the case since the two gridsmay have few or no points in common. (See Table 5
for example.)
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Table 1
Errors in the symmetric Sinc–Galerkin solution of Example 1.
M m hs ‖EsS(hs)‖ ‖EsU (hu)‖
2 5 2.22144 1.151e−002 1.857e−002
4 9 1.57080 3.770e−003 5.171e−003
8 17 1.11072 5.280e−004 6.025e−004
16 33 0.78540 2.355e−005 2.432e−005
32 65 0.55536 2.176e−007 2.251e−007
Example 1. Consider the two-point boundary-value problem
Lsu(x) ≡ −u′′(x) = −1x , 0 < x < 1
u(0) = u(1) = 0.
(22)
Assume w(x) = 1√
φ′(x)
and choose the positive integer M arbitrarily. Since the exact solution,
u = x ln(x), is known we use it to determine α and β . From the form of the exact solution we note
that x ln(x) ≤ 1− xwhen x is close to 1 and x ln(x) ≤ x1− for 1−  > 0 when x is close to 0. Thus we
may select β = 1 and α = 1− . For convenience we choose α = β = 1 which is the same choice we
would make if the exact solution was not known. Thus according to (20) αs = βs = 1/2. Generally, in
employing the symmetric Sinc–Galerkin method, one may choose N = [|αsM/βs + 1|]; however, in
problemswhere αsM/βs is an integer one should chooseN = αsM/βs for the reasons detailed in [7]. It
follows that we may choose N = M . For d = pi/2 we have from (18) that hs ≡ √pid/αsM = pi/
√
M .
The resulting discrete system for the coefficients {usk}Nk=−M in the approximate solution
usm(x) ≡
N∑
k=−M
uskSk(x) (23)
of (22) is{−1
h2
I(2) + D (1/4)
}
D((x(1− x))−1/2)us = D ((x(1− x))3/2) f.
This system is solved successively for M = 2, 4, 8, 16, and 32. The errors for the symmetric
Sinc–Galerkin method are reported in Table 1. Note the accelerated accuracy as M is successively
doubled, illustrating the expected exponential convergence.
Example 2. Consider the two-point boundary-value problem
Lsu(x) ≡ −u′′(x) = 3xex(x+ 3), 0 < x < 1
u(0) = u(1) = 0. (24)
The exact solution to this problem is u(x) = 3xex(1 − x). Choose α = β = 1 so that αs = βs = 1/2,
and N = M. For d = pi/2 we have hs = pi/
√
M . The resulting discrete system for the coefficients
{usk}Nk=−M in the approximate solution
usm(x) ≡
N∑
k=−M
uskSk(x) (25)
of (24) is again{−1
h2
I(2) + D (1/4)
}
D((x(1− x))−1/2)us = D ((x(1− x))3/2) f.
Errors for the symmetric Sinc–Galerkin method for this problem are reported in Table 2 and display a
similar exponential convergence.
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Table 2
Errors in the symmetric Sinc–Galerkin solution of Example 2.
M m hs ‖EsS(hs)‖ ‖EsU (hu)‖
2 5 2.22144 4.854e−002 1.264e−001
4 9 1.57080 1.028e−002 3.698e−002
8 17 1.11072 7.557e−004 4.543e−003
16 33 0.78540 2.083e−005 1.804e−004
32 65 0.55536 1.325e−007 1.589e−006
3. Laplace’s equation and the two-dimensional sinc method
We now apply the Sinc–Galerkin method to the elliptic problem
−1u(x, y) ≡ −(uxx + uyy)(x, y) = f (x, y), (x, y) ∈ Ω = (0, 1)× (0, 1)
u(x, y) = 0, (x, y) ∈ ∂Ω (26)
where ∂Ω denotes the boundary ofΩ. Assume an approximate solution of the form
usmx,my(x, y) ≡
Ny∑
j=−My
Nx∑
i=−Mx
usijSij(x, y) (27)
where
mx ≡ Mx + Nx + 1, my ≡ My + Ny + 1
and the basis functions
{Sij(x, y)}, −Mx ≤ i ≤ Nx,−My ≤ j ≤ Ny
are given by
Sij(x, y) ≡ [S(i, hx) ◦ φx(x)][S(j, hy) ◦ φy(y)]
for
φx(z) = φy(z) = ln
(
z
1− z
)
.
Define the inner product by
(f , g) ≡
∫ 1
0
∫ 1
0
f (x, y)g(x, y)v(x)w(y)dxdy
where the product v(x)w(y) plays the role of a weight function. Assume that the product is given by
v(x)w(y) = 1√
φ′x(x)φ′y(y)
.
Orthogonalize the residual via
(−1usmx,my − f , Skl) = 0.
In a manner analogous to the development for ordinary differential equations above, the specifics of
which are detailed in [7], we apply Green’s identity to remove the derivatives from u and choose the
positive integerMx arbitrarily. Assuming
|u(x, y)| ≤ Cxαs+1/2(1− x)βs+1/2yζs+1/2(1− y)ηs+1/2
for some constant C , we determine parameters αs, βs, ζs and ηs and then use these to compute
hs ≡ hx = hy = √pid/αsMx and the positive integersNx = [|αsMx/βs+1|],My = [|αsMx/ζs+1|], and
Ny = [|αsMx/ηs+1|]. (The discussion on how to chooseN whenαM/β is an integer also applies here.)
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Finally, use quadrature rules (deleting error terms) to approximate the iterated integrals and replace
u(xp, yq)with uspq to derive the discrete sinc system
w(yl)
φ′y(yl)
Nx∑
p=−Mx
[
− 1
h2x
δ
(2)
kp φ
′
x(xp)v(xp)−
1
hx
δ
(1)
kp
(
φ′′x (xp)v(xp)
φ′x(xp)
+ 2v′(xp)
)
− δ(0)kp
v′′(xp)
φ′x(xp)
]
uspl
+ v(xk)
φ′x(xk)
Ny∑
q=−My
[
− 1
h2y
δ
(2)
lq φ
′
y(yq)w(yq)
− 1
hy
δ
(1)
lq
(
φ′′y (yq)w(yq)
φ′y(yq)
+ 2w′(yq)
)
− δ(0)lq
w′′(yq)
φ′y(yq)
]
uskq
= f (xk, yl)v(xk)w(yl)
φ′x(xk)φ′y(yl)
. (28)
For p = 0, 1 and 2, we define I(p)mx to be themx×mx Toeplitz matrix with jk-th entry δ(p)jk and we define
I(p)my to be the my × my Toeplitz matrix with jk-th entry δ(p)jk . Let Dmx(g) denote the mx × mx diagonal
matrix defined by
Dmx(g) =
g(x−Mx) . . .
g(xNx)

and define themy ×my matrix Dmy(g) similarly. Let U be themx ×my matrix with jk-th entry usjk and
let F be themx ×my matrix with jk-th entry f (xj, yk) = f
(
ejhx
ejhx+1 ,
ekhy
ekhy+1
)
.
The discrete sinc system may be put into matrix form as the Sylvester equation
AX + XB = C (29)
where noting that for z = x or y
−1
(φ′z)3/2
(
1
(φ′z)1/2
)′′
= 1
4
we have
A = Dmx(φ′x)
[
− 1
h2x
I(2)mx + Dmx
(
1
4
)]
Dmx(φ
′
x)
B = Dmy(φ′y)
[
− 1
h2y
I(2)my + Dmy
(
1
4
)]
Dmy(φ
′
y)
C = Dmx((φ′x)−1/2) F Dmy((φ′y)−1/2)
X = Dmx((φ′x)−1/2)U Dmy((φ′y)−1/2).
(30)
As shown in [8], (29) may be represented as
(I(0)my ⊗ A+ BT ⊗ I(0)mx )co(X) = co(C) (31)
using the Kronecker product, Kronecker sum, and the concatenation operator. We note that (31) has
a unique solution if and only if no eigenvalue of A is the negative of an eigenvalue of B.
For self-adjoint problems with mx = my ≡ m, the matrices A and B in the Sylvester equation
are equal and the equation is referred to as a Lyapunov equation. We note that the symmetric
Sinc–Galerkin method leads to a Lyapunov equation
AX + XA = C (32)
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where thematrix A is symmetric. We employ a diagonalization procedure detailed in [7] to solve (32),
proceeding as follows: Since the m × m matrix A is symmetric, it is orthogonally diagonalizable, so
there exists a diagonal matrixΛ (consisting of the eigenvalues, {λi}mi=1 of A) and an orthogonal matrix
Q (whose columns are the corresponding normalized eigenvectors of A) such that
A = QΛQ T. (33)
Substituting (33) in (32) we obtain
QΛQ TX + XQΛQ T = C . (34)
Multiplying (34) by Q T on the left and by Q on the right gives us
ΛY + YΛ = Z (35)
where Y = Q TXQ and Z = Q TCQ . It follows that (35) has the component solution
yij = zij
λi + λj , 1 ≤ i, j ≤ m (36)
from which we may recover X using X = QYQ T. On the basis of results in [7], we again expect
exponential accuracy as
‖u− usmx,my‖∞ ≤ CsM2x e−
√
pidαsMx (37)
for some constant Cs.We report the maximum errors over the set of sinc grid points
S = {xi}Nxi=−Mx × {yj}
Ny
j=−My (38)
and the set of uniform grid points (with step size hu = 0.01)
U = {wi}100i=0 × {zj}100j=0 (39)
givenwi = ihu and zj = jhu as
‖EsS(hs)(x, y)‖ = max−Mx≤i≤Nx−My≤j≤Ny
|u(xi, yj)− usij|
and
‖EsU(hu)(x, y)‖ = max0≤i≤100
0≤j≤100
|u(wi, zj)− usmx,my(wi, zj)|,
respectively.
Example 3. Consider the elliptic problem
−1u(x, y) = −
(
x ln(x)
y
+ y ln(y)
x
)
, (x, y) ∈ Ω = (0, 1)× (0, 1)
u(x, y) = 0, (x, y) ∈ ∂Ω
(40)
whose exact solution is u(x, y) = xy ln(x) ln(y). Like for Example 1, the parameters are αs = βs =
ζs = ηs = 1/2 so thatMx = Nx = My = Ny and hs ≡ hx = hy = pi/√Mx for d = pi/2. Since the nodes
xi = eih/(1+ eih) and yj = ejh/(1+ ejh) are the same, then A = B in (30). Since I(2) is symmetric, then
A is symmetric and the resulting discrete system for the elliptic problem (40) is a Lyapunov equation,
AX +XA = C . Solving the system using the diagonalization procedure described above, we obtain the
errors reported in Table 3. These results illustrate the expected exponential convergence.
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Table 3
Errors in the symmetric Sinc–Galerkin solution of Example 3.
Mx mx hs ‖EsS(hs)(x, y)‖ ‖EsU (hu)(x, y)‖
2 5 2.22144 3.952e−003 1.055e−002
4 9 1.57080 1.305e−003 2.788e−003
8 17 1.11072 1.830e−004 3.075e−004
16 33 0.78540 8.564e−006 1.081e−005
32 65 0.55536 7.969e−008 8.653e−008
Table 4
Errors in the symmetric Sinc–Galerkin solution of Example 4.
Mx mx hs ‖EsS(hs)(x, y)‖ ‖EsU (hu)(x, y)‖
2 5 2.22144 1.857e−002 8.008e−002
4 9 1.57080 4.067e−003 2.753e−002
8 17 1.11072 3.768e−004 3.680e−003
16 33 0.78540 1.163e−005 1.516e−004
32 65 0.55536 7.031e−008 1.206e−006
Example 4. Consider the elliptic problem
−1u(x, y) = f (x, y), (x, y) ∈ Ω = (0, 1)× (0, 1)
u(x, y) = 0, (x, y) ∈ ∂Ω (41)
where f (x, y) = 3xyex+y [(x+ 3)(1− y)+ (y+ 3)(1− x)] and the exact solution is given by
u(x, y) = 3xyex+y(1 − x)(1 − y). Choosing parameters as in Example 3, we again obtain a Lyapunov
equation, which we solve using diagonalization to generate a table of errors (Table 4). Again we see
exponential convergence.
The examples above involved solving Lyapunov equations by computing the eigenvalues and
eigenvectors of a matrix and diagonalizing. We show below how similar accuracy may be obtained
without such computations. We begin with a brief discussion of the two methods that motivated
the main topic of this paper, namely the Alternating-Direction Implicit (ADI) and Alternating-Direction
Galerkin (ADG) methods, and then turn to the main topic itself, the Alternating-Direction Sinc–Galerkin
(ADSG) method.
4. An Alternating-Direction Sinc–Galerkin method
When applied to a parabolic equation such as the diffusion equation, explicit finite difference
schemes require a large number of time steps to ensure stability (and convergence) whereas implicit
finite difference schemes require the solution of a large system of equations at each time step. The
Alternating-Direction Implicit (ADI)method, introduced in [9], is a perturbation of the Crank–Nicolson
scheme that combines both explicit and implicit schemes. The ADImethod, now part of a class known
as operator splitting methods, led to the development of more accurate and efficient algorithms for
the numerical approximation of solutions to partial differential equations mainly because it reduced
the large matrix systems necessary for such approximations to simple tridiagonal subsystems. In an
attempt to develop easily implemented algorithms with a great increase in accuracy over standard
finite difference methods, ADI and Galerkin methods were combined and extensively analyzed
in [10]. When this Alternating-Direction Galerkin (ADG) method was applied to parabolic and elliptic
problems the resultingmatrix system took a form similar to that of (31) and an iterative procedurewas
implemented to approximate the desired solution. More recently, in [11,12], banded preconditioners
and the conjugate gradient method have been employed to obtain fast accurate solutions to matrix
systems such as that found in (31). In the ADSGmethod described below, an attempt is made to avoid
the very large matrices and the corresponding extensive storage requirements that result when a
systemmatrix is constructed as theKronecker sumof largematrices. There is also the added advantage
that this method does not require computing eigenvalues and eigenvectors.
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Table 5
Errors in the ADSG solution of Example 5.
Mx mx hs ‖EsS(hs)(x, y)‖ ‖EsU (hu)(x, y)‖ Iterations
2 5 2.22144 7.585e−003 1.302e−002 2
4 9 1.57080 2.365e−003 2.879e−003 3
8 17 1.11072 6.169e−004 6.353e−004 11
16 33 0.78540 5.525e−005 5.512e−005 116
32 65 0.55536 2.868e−006 8.875e−008 2164
The Alternating Direction Sinc–Galerkin (ADSG) method proposed herein is an iterative scheme
that is used to solve the Lyapunov equation
AX + XA = C (42)
that results when one employs a symmetric Sinc–Galerkin method to solve an elliptic partial
differential equation. The method is an application of a technique described in [13]. Although not
described here, the method generalizes to the Sylvester equation given in (29).
We now construct the ADSG iterative scheme: Assume A and X are mx × mx matrices and I is the
mx×mx identity matrix. Let X0 be themx×mx zero matrix and compute Xj for j = 1, 2, . . . using Xj− 12
as temporary place holders as follows. Solve successively
(A+ pjI)Xj− 12 = C − Xj−1(A− pjI)
(A+ pjI)Xj = C − XTj− 12 (A− pjI)
(43)
where the positive real numbers pj are the typical iteration parameters associated with the ADI
method.We find in [13] that if the eigenvalues of thematrix A are in the interval [a, b], then a constant
iteration parameter pj =
√
ab sometimes gives reasonable convergence. Optimal iteration parameters
are given by pj = b dn
(
2j−1
2J K ,
√
1− a2
b2
)
where dn(z, k) is the Jacobian elliptic function of argument
z andmodulus k, K is the complete elliptic integral K(k), and J is the number of ADI iterations required
to achieve a given error tolerance. (See [13] for several formulas that may be used to approximate
J.) For the ADSG method the eigenvalues of the matrix A are not computed. Hence, for simplicity,
in all of the examples below we use a constant iteration parameter equal to 17, a constant derived
numerically using a variety of test problems. We use Gaussian elimination for each of the two system
solves required in one complete iteration of (43). We stop iterating when the maximum norm of
the difference between the approximate solutions obtained from consecutive iterates from Xj−1 to
Xj becomes smaller than a specified tolerance, which we take as cM2x e
− pi2
√
Mx . This tolerance is based
on the convergence rate given in (37). On the basis of numerical experiments, whenMx = 2p we use
c = 10−2(p−1). The approximate solution, U , to the given elliptic problem is computed using the final
iterate Xf as
U = Dmx((φ′x)1/2)XfDmy((φ′y)1/2).
Example 5. Revisit the elliptic problem in Example 3 which we rewrite below for reference.
−1u(x, y) = −
(
x ln(x)
y
+ y ln(y)
x
)
, (x, y) ∈ Ω = (0, 1)× (0, 1)
u(x, y) = 0, (x, y) ∈ ∂Ω.
(44)
We make the same parameter choices as were made for Example 3 and solve the resulting Lyapunov
equation using the Alternating-Direction Sinc–Galerkin method. We obtain the errors shown in
Table 5 in which the number of complete iterations required for each value of Mx is specified in the
column headed Iterations. Note that the uniform errors here are of the same order of magnitude as
those obtained in Example 3.
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Table 6
Errors in the ADSG solution of Example 6.
Mx mx hs ‖EsS(hs)‖ ‖EsU (hu)‖ Iterations
2 5 2.22144 2.467e−002 8.823e−002 2
4 9 1.57080 4.180e−003 2.762e−002 3
8 17 1.11072 3.775e−004 3.698e−003 7
16 33 0.78540 1.163e−005 1.517e−004 35
32 65 0.55536 1.821e−007 1.207e−006 280
Table 7
Errors in the ADSG solution of Example 7.
Mx mx hs ‖EsS(hs)(x, y)‖ ‖EsU (hu)(x, y)‖ Iterations
2 5 2.22144 4.522e−004 1.804e−003 2
4 9 1.57080 2.238e−004 3.684e−004 2
8 17 1.11072 3.286e−005 3.443e−005 4
16 33 0.78540 3.843e−006 3.883e−006 16
32 65 0.55536 1.342e−007 1.354e−007 153
Example 6. Revisit the elliptic problem in Example 4 which we rewrite below for reference.
−1u(x, y) = f (x, y), (x, y) ∈ Ω = (0, 1)× (0, 1)
u(x, y) = 0, (x, y) ∈ ∂Ω (45)
where f (x, y) = 3xyex+y [(x+ 3)(1− y)+ (y+ 3)(1− x)] . The errors for the Alternating-Direction
Sinc–Galerkin method are reported in Table 6 along with the number of complete iterations required.
Again note that the uniform errors here are of the same order of magnitude as those obtained in
Example 4.
Example 7. Consider the elliptic problem
−1u(x, y) = −3
4
[
x
√
x− x√
y
+ y
√
y− y√
x
]
, (x, y) ∈ Ω = (0, 1)× (0, 1)
u(x, y) = 0, (x, y) ∈ ∂Ω
(46)
whose exact solution is u(x, y) = xy(1 − √x)(1 − √y). Here we test the ADSG method by making
the parameter choices commonly made when the behavior of the true solution is unknown. Let αs =
βs = ζs = ηs = 1/2 and letMx = Nx = My = Ny. Compute hs = pi/√Mx. Applying the Alternating-
Direction Sinc–Galerkin method to the resulting Lyapunov equation yields the errors reported in
Table 7 along with the number of iterations required to achieve the indicated accuracy. Note that
despite the lack of precision in our choice of parameters, the method performs exceptionally well.
5. Conclusions
We conclude by comparing the uniform errors and the execution times required for each of three
methods used to solve the elliptic problems in the examples above (Gaussian elimination applied to
(31), diagonalization applied to (32) and the ADSG method in (43)). We used the tic and toc built-
in functions of Matlab 6.5 on a 2.00 GHz microcomputer to time matrix construction and system
solves. Table headings are self-explanatory and indicate elapsed time (et) in seconds for each of
the three methods employed, whose uniform errors are identified as Kron (which uses Gaussian
elimination on the system given in (31)), Diag (the method employing matrix diagonalization on
(32)), and ADSG (given in (43)). We note that for the iteration parameter and stopping criteria chosen,
the ADSG method is competitive with diagonalization and much faster than Gaussian elimination.
This performance without using optimal iteration parameters suggests that further investigations
involving ADSG could potentially lead to a considerably faster method. Table 8 compares execution
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Table 8
Comparison of errors and execution times for the problem in Examples 3 and 5.
Mx Kron et Diag et ADSG et
2 1.055e−002 0.625 1.055e−002 0.750 1.302e−002 0.375
4 2.788e−003 0.563 2.788e−003 0.562 2.879e−003 0.563
8 3.075e−004 1.593 3.075e−004 1.563 6.353e−004 1.578
16 1.081e−005 6.500 1.081e−005 5.359 5.512e−005 5.515
32 8.851e−008 70.563 8.653e−008 21.313 8.875e−008 32.204
Table 9
Comparison of errors and execution times for the problem in Examples 4 and 6.
Mx Kron et Diag et ADSG et
2 8.008e−002 0.328 8.008e−002 0.312 8.823e−002 0.312
4 2.753e−002 0.563 2.753e−002 0.547 2.762e−002 0.563
8 3.680e−003 1.609 3.680e−003 1.547 3.698e−003 1.578
16 1.516e−004 6.500 1.516e−004 5.343 1.517e−004 5.437
32 1.207e−006 69.969 1.206e−006 21.422 1.207e−006 22.906
times for the elliptic problem posed in both Examples 3 and 5. Table 9 compares execution times for
the elliptic problem posed in both Examples 4 and 6.
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