We present a general approach to rounding semidefinite programming relaxations obtained by the Sum-of-Squares method (Lasserre hierarchy). Our approach is based on using the connection between these relaxations and the Sum-of-Squares proof system to transform a combining algorithman algorithm that maps a distribution over solutions into a (possibly weaker) solution-into a rounding algorithm that maps a solution of the relaxation to a solution of the original problem.
of the previous best known algorithms for small-set expansion in a certain range of parameters.
3. We use this notion of L4 vs. L2 sparsity to obtain a polynomial-time algorithm with substantially improved guarantees for recovering a planted sparse vector v in a random d-dimensional subspace of R n . If v has µn nonzero coordinates, we can recover it with high probability whenever µ O(min(1, n/d 2 )). In particular, when d √ n, this recovers a planted vector with up to Ω(n) nonzero coordinates. When d n 2/3 , our algorithm improves upon existing methods based on comparing the L1 and L∞ norms, which intrinsically require µ O 1/ √ d . We also show how this notion of L4 vs. L2 sparsity can be used to find a planted sparse vector in a random subspace, improving on a recent result of Demanet and Hand (2013).
INTRODUCTION
Convex programming is the algorithmic workhorse behind many applications in computer science and other fields. But its power is far from understood, especially in the case of hierarchies of linear programming (LP) and semidefinite programming (SDP) relaxations. These are systematic approaches to make a convex relaxation tighter by adding successively more constraints. Various such hierarchies have been proposed independently by researchers from several communities [49, 48, 39, 40, 42, 37] . In general, these hierarchies are parameterized by a number called their level. For problems on n variables, the hierarchy of the th level can be optimized in n O( ) time, where for the typical domains used in CS (such as {0, 1} n or the n-dimensional unit sphere), n rounds correspond to the exact (or near exact) solution by brute-force exponential-time enumeration.
There are several strong lower bounds (also known as integrality gaps) for these hierarchies, in particular showing that ω(1) levels (and often even n Ω (1) or Ω(n) levels) of many such hierarchies can't improve by much on the known polynomial-time approximation guarantees for many NP hard problems, including SAT, Independent-Set, Max-Cut and more [28, 27, 5, 21, 47, 52, 19, 14, 15] . Unfortunately, there are many fewer positive results, and many of them only show that these hierarchies can match the performance of Proceedings of the 2014 ACM Symposium on Theory of Computing 31 Proceedings of the 2014 ACM Symposium on Theory of Computing previously known (and often more efficient) methods, or give algorithms that can be converted into something much more combinatorial, rather than using hierarchies to get genuinely new algorithmic results. 1 One of the reasons for this paucity of positive results is that we have relatively few tools to round such convex hierarchies. A rounding algorithm maps a solution to the relaxation to a solution to the original program. In the case of a hierarchy, the relaxation solution satisfies more constraints, but we do not always know how to take advantage of this when rounding. For example, [7] used a very sophisticated analysis to get better rounding when the solution to a Sparsest Cut relaxation satisfies a constraint known as triangle inequalities, but we have no general tools to use the additional constraints that come from higher levels of the hierarchies, nor do we know if these can help in rounding or not. This lack of rounding techniques is particularly true for the Sum-of-Squares (SOS, also known as Lasserre) hierarchy [42, 37] . 2 This is the strongest variant of the canonical semidefinite programming hierarchies, and it has recently shown promise to achieve tasks beyond the reach of weaker hierarchies [8] . But there are essentially no general rounding tools that take full advantage of its power. 3 In this work we propose a general approach to rounding SOS hierarchies and instantiate this approach in a variety of cases, giving new algorithms that make progress on natural variants of several longstanding problems. Our approach is based on the intimate connection between the SOS hierarchy and the "Positivstellensatz"/"Sum-of-Squares" proof system. This connection was used in previous work to obtain either negative results [28, 27, 47] or positive results for specific instances [8, 41, 32] . In contrast, we use this connection to give explicit rounding algorithms for general instances of certain computational problems.
The Sum-of-Squares hierarchy
Our work uses the Sum-of-Squares (SOS) semidefinite programming hierarchy and, in particular, its relationship with the Sum-of-Squares (or Positivstellensatz) proof system. We now briefly review both the hierarchy and proof system. See the introduction of [41] and the monograph [38] for a more in-depth discussion of these concepts and their history. Underlying both the SDP and proof system is the natural approach to proving that a real polynomial P is nonnegative via showing that it equals a sum of squares:
for some polynomials Q1, . . . , Q k . The question of when a nonnegative polynomial has such a "certificate of nonnegativity" was studied by Hilbert, who realized this doesn't always hold and asked (as his 17th problem) whether a nonnegative polynomial is always a sum of squares of rational functions. 1 The book chapter [20] is a good source for several of the known upper and lower bounds, although it does not contain some of the more recent ones. 2 While it is common in the TCS community to use Lasserre to describe the primal version of this SDP and Sum-of-Squares (SOS) to describe the dual, in this paper we use the more descriptive SOS name for both programs. We note that strong duality holds in all of the applications we consider, and so these programs are equivalent. 3 The closest general tool we are aware of is the repeated conditioning methods of [13, 30] , though these can be implemented in weaker hierarchies too and so do not seem to use the full power of the SOS hierarchy. However, this technique does play a role in this work as well.
This was proven to be the case by Artin, and also follows from the more general Positivstellensatz (or "Positive Locus Theorem") [36, 51] . The Positivstellensatz/SOS proof system of Grigoriev and Vorobjov [29] is based on the Positivstellensatz as a way to refute the assertion that a certain set of polynomial equations P1(x1, . . . , xn) = . . . = P k (x1, . . . , xn) = 0 (1.1)
can be satisfied by showing that there exists some polynomials Q1, . . . , Q k and a sum-of-squares polynomial S such that
( [29] considered inequalities as well, but in our applications it suffices restrict ourselves to equalities.) One natural measure for the complexity of such a proof is the degree of the polynomials P1Q1, . . . , P k Q k and S.
The sum-of-squares semidefinite program was proposed independently by several authors [49, 42, 40, 37] . One way to describe it is as follows. If the set of equalities (1.1) is satisfiable then in particular there exists some random variable X over R n such that
That is, X is some distribution over the nonempty set of solutions to (1.1).
For every degree , we can consider the linear operator L = L that maps a polynomial P of degree at most into the number E P (X1, . . . , Xn). Note that, by using the monomial basis, this operator can be described by a vector of length O(n ), or equivalently, by an O(n /2 ) × O(n /2 ) matrix. This operator satisfies the following conditions:
Normalization If P is the constant polynomial 1 then LP = 1
Linearity L(P + Q) = LP + LQ for every P, Q of degree .
Positivity LP 2 0 for every P of degree /2.
Following [8] , we call a linear operator satisfying the above conditions a level pseudoexpectation function, or -p.e.f., and use the suggestive notationẼ P (X) to denote LP . Correspondingly we will sometimes talk about a level pseudodistribution (or -p.d.) X, by which we mean that there is an associated level pseudoexpectation operator. (Note that if X is an actual random variable then it is in particular a level pseudodistribution for every .) Given the representation of L as an O(n )-dimensional vector it is possible to efficiently check that it satisfies the above conditions. In particular, the positivity condition corresponds to the fact that, when viewed as a matrix, L is positive semidefinite. It is thus possible to use semidefinite programming to optimize over the set of operators satisfying these conditions in time n O( ) , and this optimization procedure is known as the SOS SDP hierarchy. Clearly, as grows, the conditions become stricter.
In an Appendix to the full paper [11] , we collect some useful properties of these pseudoexpectations. In particular one can show that ifẼ P 2 (X) = 0 thenẼ P (X)Q(X) = 0 for every polynomial Q (as long as Q, P have degrees at most /2). Thus, if there is a refutation to (1.1) of the form (1.2) where all polynomials involved have degree at most , then there would not exist a level 2 pseudoexpectation operator satisfying (1.3). This connection goes both ways, establishing an equivalence between the degree of Positivstellensatz proofs and the level of the corresponding SOS relaxation. Until recently, the relationship between low-degree proofs and the semidefinite relaxationswas mostly used for negative results, translating proof complexity lower bounds into integrality gap results for the SOS hierarchy [8, 41, 32] . However, in 2012 Barak, Brandão, Harrow, Kelner, Steurer and Zhou [8] used this relation for positive results, showing that the SOS hierarchy can in fact solve some interesting instances of the Unique Games maximization problem that fool weaker hierarchies. Their idea was to use the analysis of the previous works that proved these integrality gaps for weaker hierarchies. Such proofs work by showing that (a) the weaker hierarchy outputs a large value on this particular instance but (b) the true value is actually small. [8] 's insight was that oftentimes the proof of (b) only uses arguments that can be captured by the SOS/Positivstellensatz proof system, and hence inadvertently shows that the SOS SDP value is actually small as well. Some follow-up works [41, 32] extended this to other instances, but all of these results held for very specific instances that have been proven before to have small objective value. In this work, we use this relation to obtain guarantees on the performance of the SOS SDP on general instances.
Organization of this paper
In Section 2, we will give a high level overview of our general approach to rounding SOS relaxations, which we will apply to several different problems. In Section 3, we will summarize the problems we study and the main results we obtain. In Sections 4, 5, and 6, we will then briefly summarize the proofs for (special cases of) some of our main results. Due to space limitations, we only provide rough, high-level sketches of the proofs. We refer the reader to the full paper [11] for a more detailed discussion of the problems, our results, and their proofs.
Notation

Norms and inner products
We will use linear subspaces of the form V = R U where U is a finite set of size n = |U| with an associated measure µ : U → [0, ∞]. The p-norm of a vector v ∈ V is defined as v p = ω∈U µ(ω)|vω| p 1/p . Similarly, the inner product of v, w ∈ V is defined as u, v = ω∈U µ(ω)uωvω. We will only use two measures in this work: the counting measure, where µ(ω) = 1 for every ω ∈ U , and the uniform measure, where µ(ω) = 1/|U| for all ω ∈ U . (The norms corresponding to this measure are often known as the expectation norms.) We will use vector notation (i.e., letters such as u, v, and indexing of the form ui) for elements of subspaces with the counting measure, and function notation (i.e., letters such as f, g and indexing of the form f (x)) for elements of subspaces with the uniform measure.
Pseudoexpectations
We will make frequent use of the level pseudoexpectation function ( -p.e.f.) and level pseudodistribution ( -p.d.) terminology andẼ notation described in Section 1.1. We will sometimes use the notationẼ P (X ) when X is an actual random variable, in which caseẼ P (X ) simply equals E P (X ). (We do so when we present arguments for actual distributions that we will later want to generalize to pseudodistributions.)
If P and Q are polynomials of degree at most /2, andẼX is an -p.e.f., we say thatẼX is consistent with the constraint P (x) ≡ 0 if it satisfiesẼx∼X P (x) 2 = 0. We say that it is consistent with the constraint Q(x) 0 if it consistent with the constraint Q(x) − S(x) ≡ 0 for some polynomial S of degree /2 which is a sum of squares. (In the context of optimization, to enforce the inequality constraint Q(x) 0, it is always possible to add an auxiliary variable y and then enforce the equality constraint Q(x) − y 2 ≡ 0.) An Appendix to the full paper [11] contains several useful facts about pseudoexpectations that we will use in our arguments.
OVERVIEW OF TECHNIQUES
Traditionally, to design a mathematical-programmingbased approximation algorithm for some optimization problem O, one first decides what the relaxation is-i.e., whether it is a linear program, semidefinite program, or some other convex program, and what constraints to put in. Then, to demonstrate that the value of the program is not too far from the actual value, one designs a rounding algorithm that maps a solution of the convex program into a solution of the original problem of approximately the same value. Our approach is conceptually different-we design the rounding algorithm first, analyze it, and only then come up with the relaxation.
Initially, this does not seem to make much sense-how can you design an algorithm to round solutions of a relaxation when you don't know what the relaxation is? We do this by considering an idealized version of a rounding algorithm that we call a combining algorithm. We discuss this in more detail below, but, roughly speaking, a combining algorithm maps a distribution over actual solutions of O into a single solution (that may or may not be part of the support of this distribution). This is a potentially much easier task than rounding relaxation solutions, and every rounding algorithm yields a combining algorithm. In the other direction, every combining algorithm yields a rounding algorithm for some convex programming relaxation, but in general that relaxation could be of exponential size. Nevertheless, we show that it is possible in several interesting cases to transform a combining algorithm into a rounding algorithm for a not-too-large relaxation that we can efficiently optimize over, thus obtaining a feasible approximation algorithm. The main tool we use for that is the Sum-of-Squares proof system, which allows us to lift certain arguments from the realm of combining algorithms to the realm of rounding algorithms.
We now explain the general approach more precisely, and we then give an overview of how we use this approach for our two applications-finding "analytically sparse" vectors in subspaces, and optimizing polynomials with nonnegative coefficients over the sphere.
Consider a general optimization problem of minimizing some objective function in some set S, such as the ndimensional Boolean hypercube or the unit sphere. A convex relaxation for this problem consists of an embedding that maps elements in S into elements in some convex domain, and a suitable way to generalize the objective function to a convex function on this domain. For example, in linear programming relaxations we typically embed {0, 1} n into the set [0, 1] n , while in semidefinite programming relaxations we might embed {0, 1} n into the set of n×n positive semidefinite matrices using the map x → X where Xi,j = xixj. Given this embedding, we can use convex programming to find the element in the convex domain that maximizes the objective, and we can then use a rounding algorithm to map this element back into the domain S in a way that approximately preserves the objective value.
A combining algorithm C takes as input a distribution X over solutions in S and maps it into a single element C(X ) of S, such that the objective value of C(X ) is close to the expected objective value of a random element in X . Every rounding algorithm R yields a combining algorithm C. The reason is that if there is some embedding f mapping elements in S into some convex domain T , then for every distribution X over S, we can define yX to be Ex∈X f (x). By convexity, yX will be in T and its objective value will be at most the average objective value of an element in X . Thus, if we define C(X ) to output R(yX ), then C will be a combining algorithm with approximation guarantees at least as good as R's.
In the other direction, because the set of distributions over S is convex and can be optimized over by an O(|S|)-sized linear program, every combining algorithm can be viewed as a rounding algorithm for this program. However, |S| is typically exponential in the bit description of the input, and hence this is not a very useful program. In general, we cannot improve upon this, because there is always a trivially lossless combining algorithm that "combines" a distribution X into a single solution x of the same expected value by simply sampling x from X at random. Thus for problems where getting an exact value is exponentially hard, this combining algorithm cannot be turned into a rounding algorithm for a subexponential-sized efficiently-optimizable convex program. However, it turns out that, at least in some cases, a nontrivial combining algorithm can be turned into a rounding algorithm for an efficient convex program. A nontrivial combining algorithm C has the form C(X ) = C (M (X )) where C is an efficient (say polynomial or quasipolynomial time) algorithm and M (X ) is a short (say polynomial or quasipolynomial size) digest of the distribution X .
In all of the cases we consider, M (X ) will consist of all of the moments up to some level of the random variable X , or some simple functions of it. That is, M (X ) will be a vector in R m such that for every i1, . . . , i ∈ [m], Mi 1 ,...,i = Ex∼X xi 1 · · · xi . In this case, we provide a fairly general "recipe" to use the analysis of nontrivial combining algorithms to transform them into rounding algorithms. The key insight is that the proofs of many of the tools used in such analyses, such as the Cauchy-Schwarz and Hölder inequalities, along with other general properties of distributions, can be lifted to the SOS proof system, and hence the analyses can be shown to hold when the algorithm is applied to any pseudodistribution of sufficiently high level.
Related work
Our paper follows the work of [8] , which used the language of pseudoexpectations to argue that the SOS hierarchy can solve specific interesting instances of Unique Games, and perhaps more importantly, how it is often possible to almost mechanically "lift" arguments about actual distributions to the more general setting of pseudodistributions. In this work we show how the same general approach can be used to obtain positive results for general instances.
The fact that LP/SDP solutions can be viewed as expec-tations of distributions is well known, and several rounding algorithms can be considered as trying to "reverse engineer" a relaxation solution to get a good distribution over actual solutions. Techniques such as randomized rounding, the hyperplane rounding of [25] , and the rounding for TSP [24, 2] can all be viewed in this way. One way to summarize the conceptual difference between our techniques and those approaches is that these previous algorithms often considered the relaxation solution as giving moments of an actual distribution on "fake" solutions. For example, in [25] 's Max Cut algorithm, where actual solutions are modeled as vectors in {±1} n , the SDP solution is treated as the moment matrix of a Gaussian distribution over real vectors that are not necessarily ±1valued. Similarly in the TSP setting one often considers the LP solution to yield moments of a distribution over spanning trees that are not necessarily TSP tours. In contrast, in our setting we view the solution as providing moments of a "fake" distribution on actual solutions.
Treating solutions explicitly as "fake distributions" is prevalent in the literature on negative results (i.e., integrality gaps) for LP/SDP hierarchies. For hierarchies weaker than SOS, the notion of "fake" is different: it means that there is a collection of local distributions, one for every small subset of the variables, that are consistent with one another but do not necessarily correspond to any global distribution. Fake distributions are also used in some positive results for hierarchies, such as [13, 30] , but we make this more explicit and, crucially, make much heavier use of the tools afforded by the Sum-of-Squares relaxation.
The notion of a "combining algorithm" is related to the notion of polymorphisms [18] in the study of constraint satisfaction problems. A polymorphism is a way to combine a number of satisfying assignments of a CSP into a different satisfying assignment, and some relations between polymorphism, their generalization to approximation problems, and rounding SDPs are known (e.g., see the talk [43] ). The main difference is that polymorphisms operate on each bit of the assignment independently, while we consider here combining algorithms that can be very global.
In a follow-up paper [12] , we use the techniques of this paper to obtain improved results for the sparse dictionary learning problem, recovering a set of vectors x1, . . . , xm ∈ R n from random samples of µ-sparse linear combinations of them for any µ = o(1), improving upon previous results that required µ 1/ √ n [50, 6, 1].
SUMMARY OF RESULTS
In this section, we will give an overview of our main results, some of whose proofs we will briefly sketch in Sections 4, 5, and 6. For a more complete discussion of the results, their context, and their proofs, we refer the reader to the full version of this paper [11] .
Optimizing polynomials with nonnegative coefficients
Our first result is an algorithm for approximately maximizing a polynomial with nonnegative coefficients over the sphere. If P is an n-variate degree-t homogeneous polynomial with nonnegative coefficients, then it can be represented by a tensor M ∈ R n t such that P (x) = M · x ⊗t for every x ∈ R n . It is convenient to state our result in terms of this tensor representation:
Theorem 3.1. There is an algorithm A, based on O(t 3 log n/ε 2 ) levels of the SOS hierarchy, such that for every even 4 t and nonnegative M ∈ R n t ,
where · denotes the standard dot product, and M spectral denotes the spectral norm of M , when considered as an O(n t/2 ) × O(n t/2) matrix.
In Section 3.3, we will discuss an application of Theorem 3.1 to the study of small-set set expansion for Cayley graphs over the cube, which was our original motivation for studying polynomials with nonnegative coefficients.
Note that the algorithm of Theorem 3.1 only uses a logarithmic number of levels, and thus it shows that this fairly broad class of polynomial optimization problems can be solved in quasipolynomial time, as opposed to the exponential time needed for optimizing over general polynomials of degree > 2. Indeed, previous work on the convergence of the Lasserre hierarchy for general polynomials [23] can be described in our language here as trying to isolate a solution in the support of the distribution, and this generally requires a linear number of levels. Obtaining the logarithmic bound here relies crucially on constructing a "combined" solution that is not necessarily in the support. The algorithm is also relatively simple, and it thus serves as a good demonstration of our general approach.
The analysis owes its simplicity to a new informationtheoretic potential function argument that we believe is of independent interest. In particular, it has already found applications in quantum information theory, which we discuss below. Relation to quantum information theory. An equivalent way to state this result is that we get an ε additive approximation in the case that M spectral 1, in which case the value max x =1 M · x ⊗t is in the interval [0, 1]. This phrasing is particularly natural in the context of quantum information theory. A general (potentially mixed) quantum state on 2 -qubits is represented by an n 2 × n 2 density matrix ρ for n = 2 ; ρ is a positive semidefinite matrix and has trace 1. If ρ is separable, which means that there is no entanglement between the first qubits and the second qubits, then ρ = E xx * ⊗ yy * for some distribution over x, y ∈ C n , where v * denotes the complex adjoint operation. If we further restrict the amplitudes of the states to be real, and enforce symmetry on the two halves, then this would mean that ρ = E x ⊗4 . (All of our results generalize to states without the restrictions of symmetry and real amplitudes, which we make just to simplify the statement of the problem and the algorithm.) A quantum measurement operator over this space is an n 2 × n 2 matrix M of spectral norm 1. The probability that the measurement accepts a state ρ is Tr(M ρ). Finding an algorithm that, given a measurement M , finds the separable state ρ that maximizes this probability is an important question in quantum information theory that amounts to finding a classical upper bound for the complexity class QMA(2) of Quantum Merlin Arthur proofs with two independent provers [31] . Note that if we consider symmetric real states then this is the same as finding argmax x =1 M · x ⊗4 , and hence dropping the nonnegativity constraint in our result would resolve this longstanding open problem. There is a closely related dual form of this question, known as the quantum separability problem, where one is given a quantum state ρ and wants to find the test M that maximizes
or to distinguish between the case that this quantity is at least ε and the case that ρ is separable. The best result known in this area is the paper [16] , which solved the distinguishing variant of quantum separability problem in the case that measurements are restricted to so-called Local Operations and one-way classical communication (one-way LOCC) operators. However, they did not have a rounding algorithm, and in particular did not solve the problem of actually finding a separable state that approximately maximizes the probability of acceptance of a given one-way LOCC measurement. The techniques of the present paper were used by Brandão and Harrow [17] to solve the latter problem, and also greatly simplify the proof of [16] 's result, which originally involved relations between several measures of entanglement proved in several papers. 5 In an appendix to the full paper [11] , we give a short proof of this result, specialized to the case of real vectors and polynomials of degree four (corresponding to quantum states of two systems, or two prover QMA proofs). We also show that, in the case where measurement satisfies the stronger condition of having 2 (i.e., Frobenius) norm at most 1, there is a simpler and more efficient algorithm for estimating the maximum probability the measurement accepts a separable state, giving an ε additive approximation in poly(n) exp(poly(1/ε)) time. In contrast, [16] 's algorithm took quasipolynomial time even in this case.
Optimizing hypercontractive norms and finding analytically sparse vectors
Finding a sparse nonzero vector inside a d-dimensional linear subspace V ⊆ R U (where U is a set of size n) is a natural task arising in many applications in machine learning and optimization (e.g., see [22] and the references therein). Related problems are known under many names including the "sparse null space", "dictionary learning", "blind source separation", "min unsatisfy", and "certifying restricted isometry property" problems. (These problems all have the same general flavor but differ on various details such as worst-case vs. average case, affine vs. linear subspaces, finding a single vector vs. a basis, etc.) Problems of this type are often NPhard, with some hardness of approximation results known and conjectured average-case hardness. (See [3, 35, 26] and the references therein.)
We consider a relaxation of this problem, which we call the analytically sparse vector problem (ASVP), which assumes the input subspace (almost) contains an actually sparse 0/1 vector, but allows the algorithm to find a vector v ∈ V that is only "analytically sparse" in the sense that v 4/ v 2 is large. More formally, for q > p and µ > 0, we say that a vector v is µ Lq/Lp-sparse if (Ei v q i ) 1/q /(Ei v p i ) 1/p µ 1/q−1/p . That is, a vector is µ Lq/Lp-sparse if it has the same q-norm vs p-norm ratio as a 0/1 vector of measure at most µ. This is a natural relaxation, and similar conditions have been considered in the past. For example, Spielman, Wang, and Wright's work on dictionary learning [50] relied on a subroutine that finds a vector v in a subspace that maximizes the ratio v ∞/ v 1 (which can be done efficiently via n linear programs). However, because any subspace of dimension d contains an O(1/ √ d) L∞/L1-sparse vector, this relaxation can only detect the existence of vectors that are supported on less than O(n/ √ d) coordinates. Some works have observed that the L2/L1 ratio is a much better proxy for sparsity [53, 22] , but computing it is a non-convex optimization problem for which no efficient algorithm is known. Similarly, the L4/L2 ratio is a good proxy for sparsity for subspaces of small dimension (say d = O( √ n)), but it is also non-convex, and it is not known how to efficiently optimize it. Nevertheless, because v 4 4 is a degree 4 polynomial, the problem of maximizing it for v ∈ V of unit norm amounts to a polynomial maximization problem over the sphere, which has a natural SOS program.
We design combining algorithms to round this program in two settings: for a class of random instances, which allows us to improve upon the results of [22] for finding planted sparse vectors in random subspaces, and for worst-case instances, which allows us to provide improved approximation algorithms for the Small-Set Expansion problem.
Random instances and planted sparse vectors
In the first setting, we consider the following problem, in which we aim to recover a sparse (or analytically sparse) vector that is planted inside a sufficiently generic subspace:
Problem: PlantedRecovery(µ, d, n, ε)
Input: An arbitrary basis for a linear subspace V = span (V ∪ {f0}), where:
chosen as the span of d vectors drawn independently from the standard Gaussian distribution on R U (where |U| = n), and -f0 is an arbitrary µ-sparse vector, i.e., S = supp(f0) has |S| µn.
The goal here should be thought of as recovering f0 to arbitrarily high precision ("exactly"), and thus the running time of an algorithm should be logarithmic in 1/ε. We note that f0 is not required to be random, and it may be chosen adversarially based on the choice of V .
Demanet and Hand showed that if µ is very small, specifically µ 1/ √ d, then f0 would be the most L∞/L1-sparse function in V , and hence they can use the L∞/L1 optimization procedure of Spielman et al. [50] mentioned above to recover f0.
We will prove the following theorem, which is this section's main result:
Theorem 3.2. For some absolute constant K > 0, there is an algorithm that solves PlantedRecovery(µ, d, n, ε) with high probability in time poly(n, log(1/ε)) for any µ < Kµ0(d), where µ0(d) = min{1, n/d 2 .}
In particular, we note that this recovers a planted vector with up to Ω(n) nonzero coordinates when d √ n, and it can recover vectors with more than the O(n/ √ d) nonzero coordinates that are necessary for existing techniques whenever d n 2/3 .
Worst-case instances
Perhaps more significantly, we prove the following nontrivial worst-case bound for this problem: (1 − ε) v 2 2 , for some absolute constant ε > 0, where ΠV is the orthogonal projection onto V .
We note that the condition that the vector is 0/1 can be significantly relaxed; we provide a broader context in which this result holds in the full version of this abstract [11] .
Results for Small-Set Expansion
In this section, we'll summarize the implications of our results for approximating the small-set expansion of a graph. Let G = (V, E) be a d-regular graph with |V | = n. We say that a set S ⊆ V has measure µ(S) := |S|/n, and we define its (edge) expansion ΦG(S) := |E(S,S)| d|S| to be the fraction of edges that leave S. For a parameter δ ∈ (0, 1 2 ], we let ΦG(δ) := min µ(S)=δ ΦG(S) be the minimum expansion of a set of measure δ. The Small-Set Expansion Conjecture [44] asserts that for every ε > 0, there exists a δ such that it is NP-hard to distinguish the cases ΦG(δ) 1 − ε and ΦG(δ) ε.
Beyond being a natural problem in its own right, [44] showed that the conjecture would imply Khot's "Unique Games Conjecture" [33] . While a reduction in the other direction is not known, all currently-known algorithmic and integrality gap results apply to both problems equally well (e.g., [4, 45, 9, 8] ), and thus they have been conjectured to be computationally equivalent.
The results discussed in Sections 3.1 and 3.2 imply two new algorithms for small-set expansion problems: a quasipolynomial-time algorithm to approximate the smallset expansion on an interesting family of Cayley graphs, and a polynomial-time algorithm that provides new approximation guarantees for the problem on general graphs.
Small-set expansion of Cayley graphs
We consider the problem of approximating the small-set expansion problem on Cayley graphs over F 2 . One reason to consider such graphs is that the instances that were, until recently, believed to be capture the hardness for this problem were all graphs of this type (i.e., the noisy hypercube [34] and the "short code" graph [9] ). [8] showed that these instances can in fact be solved using a constant number of rounds of the SOS hierarchy, but we still do not have any other good candidate hard instances, and so it is natural to ask whether Cayley graphs can provide such candidates. Also, since the SOS algorithm does not make use of the algebraic structure of Cayley graphs, it is plausible that if this algorithm can efficiently solve the Small-Set Expansion problem on Cayley graphs, then it can in fact solve it on all graphs.
Let G be a Cayley graph on F 2 with n = 2 vertices. Let V λ be the linear subspace spanned by the eigenfunctions of G with eigenvalue at least λ. (We identify G here with its random-walk matrix.) Let P λ be the degree-4 polynomial P λ (f ) = Π λ f 4 4 , where Π λ is the orthogonal projection into V λ . We define K λ (G) = P λ spectral . In this section, we describe approximation algorithms with running times that depend on K λ (G). The algorithms run in quasipolynomial time if K λ (G) is polylogarithmic. We will show interesting families of graphs with K λ (G) = O(1). (See Theorem 3.6.)
The following theorem shows that low-degree sum-ofsquares relaxations can detect L4/L2-sparse functions in the subspaces V λ when K λ (G) is not too large. This result follows from Theorem 3.1 and the fact that the polynomial P λ has nonnegative coefficients when written in an appropriate basis of characters. Using the characterization of small-set expansion in terms of L4/L2-sparse functions [8] , Theorem 3.4 implies the following approximation algorithm for small-set expansion on Cayley graphs:
Theorem 3.5. Let G be a Cayley graph on F 2 . For some absolute constant C 1 and all µ, ε > 0 small enough, sum-of-squares relaxations of degree K λ (G) O(1) log n can distinguish between the following two cases with λ = 1 − Cε:
Yes: There is a set S ⊆ V with µ(S) µ and ΦG(S) ε.
The following theorem shows that there are interesting Cayley graphs that satisfy K λ (G) = O(1) for λ = Ω(1). We consider constructions based on the long code and the short code [9] . These constructions are parameterized by the size of the graph and its eigenvalue gap. In the context of the Unique Games Conjecture and the Small-Set Expansion Hypothesis, the most relevant case is that the eigenvalue gap is a constant. (The eigenvalue gap corresponds to the gap to perfect completeness.) Theorem 3.6. The graphs based on the long code and short code with constant eigenvalue gap satisfy K λ (G) = O(1) for all λ = Ω(1).
Approximating small-set expansion using ASVP
The approximation algorithm for the analytical sparse vector problem (Theorem 3.3) implies the following approximation algorithm for small-set expansion. An algorithm for the same problem with the factor (dim V λ ) 1/3 replaced by a constant would refute the Small-Set Expansion Hypothesis [44, 46] . No:
We note that this is the first result that gives an approximation of this type to the small-set expansion in terms of the dimension of the top eigenspace, as opposed to an approximation that is polynomial in the number of vertices.
OPTIMIZING POLYNOMIALS WITH NONNEGATIVE COEFFICIENTS
In this section, we sketch the proof of Theorem 3.1. We refer the reader to the full paper [11] for the complete proof.
For simplicity, we will describe the special case of Theorem 3.1 where the polynomial is of degree 4. That is, we are given a parameter ε > 0 and an n 2 × n 2 nonnegative matrix M with spectral norm at most 1, and we want to find an ε additive approximation to the maximum of
over all x ∈ R n with x = 1, where in this section we let x be the standard (counting) Euclidean norm x = i x 2 i . One can get some intuition for this problem by considering the case where M is 0/1 valued and x is 0/k −1/2 valued for some k. In this case, one can think of M as a 4-uniform hypergraph on n vertices and x as a subset S ⊆ [n] that maximizes the number of edges inside S divided by |S| 2 , in which case the problem becomes a hypergraph variant of the densest subgraph problem.
Let's assume that we are given a distribution X over unit vectors that achieve some value ν in (4.1). This is a nonconvex problem, and so generally the average of these vectors would not be a good solution. However, it turns out that the vector x * defined such that x * i = Ex∼X x 2 i can sometimes be a good solution for this problem. Specifically, we will show that if it fails to give a solution of value at least ν − ε, then we can find a new distribution X obtained by reweighting elements X that is in some sense "simpler" than X . More precisely, we will define some nonnegative potential function Ψ such that Ψ(X ) log n for all X and Ψ(X ) Ψ(X )−Ω(ε 2 ) under the above conditions. This will show that we will need to use this reweighting step at most logarithmically many times.
Indeed, suppose that
We claim that in contrast
where y is the n 2 -dimensional vector defined by yi,j = Ex∼X x 2 i x 2 j . Indeed, (4.3) follows from the nonnegativity of M and the Cauchy-Schwarz inequality since
Note that since X is a distribution over unit vectors, both x * and y are unit vectors, and hence (4.2) and (4.3) together with the fact that M has bounded spectral norm imply that
However, it turns out that y − x * ⊗2 equals √ 2 times the Hellinger distance of the two distributions D and D * over [n] × [n] defined as follows:
. At this point we can use standard information-theoretic inequalities to derive from (4.4) that there is Ω(ε 2 ) mutual information between the two parts of D. Another way to say this is that the entropy of the second part of D drops on average by Ω(ε 2 ) if we condition on the value of the first part. That is, if we define D(X ) to be the distribution (Ex∼X x 2 1 , . . . , Ex∼X x 2 n ) over [n] and D(X |i) to be the distribution
But one can verify that D(X |i) = D(Xi) where Xi is the distribution over x's such that P[Xi = x] = x 2 i P[X = x]/ EX x 2 i , which means that if we define Ψ(X ) = H(D(X )) then we get that
so Ψ is exactly the potential function we were looking for.
To summarize, our combining algorithm will do the following for t = O(log n/ε 2 ) steps: given the first moments of the distribution X , define the vector x * as above and test if it yields an objective value of at least ν − ε. Otherwise, pick i with probability Ex∼X x 2 i and move to the distribution Xi. Note that given level d moments for X , we can compute the level d − 1 moments of Xi, and hence the whole algorithm can be carried out with only access to level O(log n/ε 2 ) moments of X . We then see that the only properties of the moments used in this proof are linearity, the fact that x 2 i can always be replaced with 1 in any expression, and the Cauchy-Schwarz inequality used for obtaining (4.3) . It turns out that all these properties hold even if we are not given access to the moments of a true distribution X but are only given access to a level d pseudoexpectation operatorẼ for d = O(log n/ε 2 ). Such pseudoexpectations operators can be optimized over in d levels of the SOS hierarchy, and hence this combining algorithm is in fact a rounding algorithm.
FINDING A PLANTED SPARSE VEC-TORS IN RANDOM SUBSPACES
In this section, we will summarize the algorithm that yields Theorem 3.2. For a detailed description of the algorithm and its analysis, see the full version of this abstract [11] .
Our algorithm will work in two stages. It will first solve a constant-degree sum-of-squares relaxation to find a somewhat noisy approximate solution. It will then solve an auxiliary linear program that converts any sufficiently good approximate solution into an exact one.
The first stage uses the SOS program for finding the most L4/L2-sparse function in V , which, as mentioned above, is simply the polynomial optimization problem of maximizing f 4 4 over f in the intersection of V and the unit Euclidean sphere.
Since f0 itself is, in particular, µ L4/L2-sparse , the optimum for the program is at least 1/µ. Thus a combining algorithm would get as input a distribution D over functions f ∈ V satisfying f 2 = 1 and f 4 4 1/µ, and it would need to output a vector closely correlated with f0. (We use here the expectation norms, namely f p p = Eω |f (ω)| p .) For simplicity, assume that the fi's are orthogonal to f0. (They are nearly orthogonal, and the actual proof will show that everything we say below will still hold up to a sufficiently good approximation.). In this case, we can write every f in the support of D as f = f0, f f0 + f where f ∈ V = span{f1, . . . , f d }. It is not hard to show using standard concentration of measure results (see, e.g., [ for some constant C. Therefore using triangle inequality, and using the fact that f 2 f 2 = 1, it must hold that
In particular this implies that if we apply a singular value decomposition (SVD) to the second moment matrix D of D (i.e., D = E f ∈D f ⊗2 ) then the top eigenvector will have 1 − o(1) correlation with f0, and hence we can simply output it as our solution.
To make this combining algorithm into a rounding algorithm, we use the result of [8] that showed that (5.1) can actually be proven via a sum-of-squares argument. Namely they showed that there is a degree 4 sum-of-squares polynomial S such that
(5.4) (5.4) implies that D must satisfy (5.1) even if it is merely a pseudodistribution (where the latter is raised to the fourth power to make it a polynomial inequality). We can then essentially follow the argument, proving a version of (5.2) raised to the 4 th power by showing that pseudodistributions satisfy Hölder's inequality, and hence deriving that D will satisfy (5.3), with possibly slightly worse constants, even when it is only a pseudodistribution.
For the second stage, we will consider the following linear program, which can be thought of as searching for a sparse vector in V with a large inner product with the vector f returned by the first stage: arg min y∈V y 1 such that y, f = 1.
(5.5)
We show that, under conditions that are satisfied when V is a randomly-chosen subspace, this linear program will exactly (up to the precision used when solving the linear program) recover f0 from any f that is reasonably correlated to it. Intuitively, this relies on the same tendency toward sparsity of vectors with minimal 1-norm that underlies the earlier works that are based on L∞/L1-sparsity. Minimizing the L∞/L1-sparsity amounts to solving the linear program in (5.5) with y equal to each of the unit basis vectors, and then taking the best of the n solutions. When f0 is sparse enough, it will have at least one fairly large coefficient, and f0 will then be sufficiently correlated with the corresponding unit basis vector for the linear program to find it. This breaks down when µ = Ω(1/ √ d), at which point any one basis vector is expected to be more correlated with some vector in V than it is with f0. Here, instead of using the unit basis vectors, we use a vector y that shares many coordinates with f0, which then lets us handle a much broader range of µ.
FINDING "ANALYTICALLY SPARSE" VECTORS IN GENERAL SUBSPACES
In this section, we will outline the main ideas behind Theorem 3.3, which lets us find analytically sparse vectors in general (as opposed to random) subspaces. We refer the reader to the full paper [11] for the proof. This is a much more challenging setting than random subspaces, and indeed our algorithm and its analysis are more complicated (but still only uses a constant number of SOS levels), and the approximation guarantee we can prove at present is quantitatively weaker.
We consider the special case of Theorem 3.3 where we try to distinguish between a YES case where there is a 0/1 valued o(d −1/3 )-sparse function that is completely contained in the input subspace, and a NO case where every function in the subspace has its four norm bounded by a constant times its two norm. That is, we suppose that we are given some subspace V ⊆ R U of dimension d and a distribution D over functions f : U → {0, 1} in V such that Pω∈U [f (ω) = 1] = µ for every f in the support of D, and µ = o(d −1/3 ). The goal of our combining algorithm is to output some function g ∈ V such that g 4 4 = Eω g(ω) 4 (Eω g(ω) 2 ) 2 = g 4 2 .
(Once again, we use the expectation inner product and norms, with uniform measure over U.)
Since the f 's correspond to sets of measure µ, we would expect the inner product f, f of a typical pair f, f (which equals the measure of the intersection of the corresponding sets) to be roughly µ 2 . Indeed, one can show that if the average inner product f, f is ω(µ 2 ) then it's easy to find such a desired function g. Intuitively, this is because in this case the distribution D of sets does not have an equal chance to contain all the elements in U, but rather there is some set I of o(|U|) coordinates that is favored by D. Roughly speaking, that would mean that a random linear combination g of these functions would have most of its mass concentrated inside this small set I, and hence satisfy g 4 g 2. But it turns out that letting g be a random Gaussian function matching the first two moments of D is equivalent to taking such a random linear combination, and so our combining algorithm can obtain this g using moment information alone.
Our combining algorithm will also try all n coordinate projection functions. That is, let δω be the function such that δω(ω ) equals n = |U| if ω = ω and equals 0 otherwise, (and hence under our expectation inner product f (ω) = f, δω ). The algorithm will try all functions of the form Πδu, where Π is the orthogonal projection onto the subspace V . Fairly straightforward calculations show that the 2-norm squared of such a function is expected to be (d/n) δω 2 2 = d, and it turns out in our setting we can assume that the norm is well concentrated around this expectation (or else we'd be able to find a good solution in some other way). Thus, if coordinate projection fails then it must hold that , means that the inner product of two random functions in D is somewhat "surprisingly unconcentrated", which seems to be a nontrivial piece of information about D. Indeed, because the f 's are nonnegative functions, if we pick a random u and consider the distribution Du where the probability of every function is reweighted proportionally to f (u), then intuitively that should increase the probability of pairs with large inner products. Indeed, we show that one can use Hölder's inequality to prove that there exist ω1, . . . , ω4 such that, under the distribution D where every element f is reweighted proportionally to f (ω1) · · · f (ω4), it holds that .2) together imply that E f,f ∼D f, f µ 2 , which, as mentioned above, means that we can find a function g satisfying g 4 g 2 by taking a Gaussian function matching the first two moments of D .
Once again, this combining algorithm can be turned into an algorithm that uses O(1) levels of the SOS hierarchy. The main technical obstacle (which is still not very hard) is to prove another appropriate generalization of Hölder's inequality for pseudoexpectations. Generalizing to the setting that in the YES case the function is only approximately in the vector space is a bit more cumbersome. We need to consider apart from f the function f that is obtained by first projecting f to the subspace and then "truncating" it by rounding each coordinate where f is too small to zero. Because this truncation operation is not a low degree polynomial, we include the variables corresponding to f as part of the relaxation, and so our pseudoexpectation operator also contains the moments of these functions as well.
