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ABSTRACT. We determine both the magnetic potential and the electric potential from the
exterior partial measurements of the Dirichlet-to-Neumann map in the fractional linear magnetic
Caldero´n problem by using an integral identity. We also determine both the magnetic potential
and the nonlinearity in the fractional semilinear magnetic Caldero´n problem by using a first order
linearization.
1 Introduction
In this paper we continue the study of the fractional magnetic Caldero´n problem introduced in
[13], which is a generalization of the fractional Caldero´n problem introduced in [5, 7] as well as a
nonlocal analogue of the classical magnetic Caldero´n problem studied in [3, 9, 15, 18].
We consider the operator RsA, which is formally defined by
RsAu(x) := 2 lim
ǫ→0+
∫
Rn\Bǫ(x)
(u(x)−RA(x, y)u(y))K(x, y) dy (1)
where K satisfies
K(x, y) = K(y, x), K(x, y) ∼ 1|x− y|n+2s ,
A is a real vector-valued magnetic potential and
RA(x, y) := cos((x − y) · A(x+ y
2
)). (2)
For real-valued u, RsA is the real part of the fractional operator LsA introduced in [13] and clearly
we have RsA = Rs−A.
Under appropriate assumptions on A and the electric potential q, the exterior Dirichlet problem{
(RsA + q)u = 0 in Ω
u = g in Ωe
(3)
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is well-posed so we can define the solution operator PA,q : g → ug and the Dirichlet-to-Neumann
map ΛA,q, which is formally given by
ΛA,qg := RsA(PA,qg)|Ωe . (4)
In [13], we determined q from the exterior partial measurements of ΛA,q for fixed A. Our goal
here is to determine both A and q from the knowledge of the Dirichlet-to-Neumann map. The
following theorem is our first main result in this paper.
Theorem 1.1. Suppose suppAj ⊂ Ω ⊂ Br(0) for some constant r > 0, c ≤ qj ∈ L∞(Ω) for some
constant c > 0, Aj ∈ L∞(Rn), Wj are open sets s.t. Wj ∩B3r(0) = ∅ (j = 1, 2). Let
W (1,2) = {x+ y
2
: x ∈W1, y ∈W2}.
Also assume W (1,2) \ (suppA1 ∪ suppA2) 6= ∅. If
ΛA1,q1g|W2 = ΛA2,q2g|W2 (5)
for any g ∈ C∞c (W1), then A1 = ±A2 and q1 = q2.
Remark. Recall that in the classical magnetic Caldero´n problem, it is impossible to completely
determine A from the knowledge of the Dirichlet-to-Neumann map since the Dirichlet-to-Neumann
maps associated with (A1, q) and (A2, q) coincide whenever A1 and A2 are gauge equivalent, i.e.
A1 −A2 = ∇φ
for some smooth φ in Ω¯ with φ|∂Ω = 0. However in this fractional magnetic Caldero´n problem, we
are able to completely determine A (up to the sign) from the knowledge of ΛA,q. See [1] for the
study of a different fractional magnetic Caldero´n problem and see [6, 16] for more results in the
fractional linear Caldero´n problem.
In this paper we also continue the study of the fractional semilinear magnetic Caldero´n problem
introduced in [14], which is a generalization of the fractional semilinear Caldero´n problem introduced
in [11] as well as a semilinear analogue of the inverse problem studied in [13]. See [8, 10, 12] for
results in the classical semilinear Caldero´n problem.
As in [14], we focus on K(x, y) = cn,s/|x−y|n+2s in the fractional semilinear Caldero´n problem.
In this case, RsA is the real part of the fractional magnetic Laplacian (−∆)sA studied in [2, 17] for
real-valued u.
We consider the nonlinear exterior Dirichlet problem{
RsAu+ a(x, u) = 0 in Ω
u = g in Ωe.
(6)
where the nonlinearity a(x, z) : Ω× R→ R satisfies
(i) z → a(·, z) is analytic with values in the Ho¨lder space Cs(Ω);
(ii) a(x, 0) = 0 and ∂za(x, 0) ≥ c > 0 for some constant c > 0
so we have the Taylor’s expansion
a(x, z) =
∞∑
k=1
ak(x)
zk
k!
, ak(x) = ∂
k
z a(x, 0) ∈ Cs(Ω) (7)
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where the series converges in Cs(Ω) topology.
Under some boundedness condition on A, (6) is well-posed for small g so we can define the
solution operator QA,a : g → ug and the Dirichlet-to-Neumann map ΛA,a, which is formally given
by
ΛA,ag := RsA(QA,ag)|Ωe . (8)
In [14], we determined a from the exterior partial measurements of ΛA,a for fixed A. Our next
goal here is to determine both A and a from the knowledge of the Dirichlet-to-Neumann map. The
following theorem is our second main result in this paper.
Theorem 1.2. Suppose suppAj ⊂ Ω ⊂ Br(0) for some constant r > 0 and ||Aj ||L∞(Rn) ≤
π/(8
√
nr), a(j) satisfy (i) and (ii), Wj are open sets s.t. Wj ∩B3r(0) = ∅ (j = 1, 2). Let
W (1,2) = {x+ y
2
: x ∈W1, y ∈W2}.
Also assume W (1,2) \ (suppA1 ∪ suppA2) 6= ∅. If
ΛA1,a(1)g|W2 = ΛA2,a(2)g|W2 , g ∈ C∞c (W1) (9)
whenever ||g||C2(Rn) is sufficiently small, then A1 = ±A2 in Ω and a(1) = a(2) in Ω× R.
The rest of this paper is organized in the following way. In Section 2, we summarize the back-
ground knowledge. We prove Theorem 1.1 by using an integral identity in Section 3. Based on
Theorem 1.1, we prove Theorem 1.2 by using a first order linearization in the Sobolev space Hs(Rn)
in Section 4.
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2 Preliminaries
Throughout this paper
• n ≥ 2 denotes the space dimension and 0 < s < 1 denotes the fractional power
• Ω denotes a bounded domain with C1,1 boundary and Ωe := Rn \ Ω¯
• Br(0) denotes the open ball centered at the origin with radius r > 0
• A : Rn → Rn denotes a real vector-valued magnetic potential
• c, C, C′, C1, · · · denote positive constants (which may depend on some parameters but always
independent of small constants ǫ, ρ)
• ∫ · · · ∫ = ∫
Rn
· · · ∫
Rn
• X∗ denotes the continuous dual space of X and write 〈f, u〉 = f(u) for u ∈ X, f ∈ X∗
• || · ||C2(Rn) is defined by
||f ||C2(Rn) =
∑
|α|≤2
||∂αf ||L∞(Rn).
3
2.1 Function Spaces
Throughout this paper we refer all function spaces to real-valued function spaces.
For t ∈ R, Ht(Rn) denotes the Sobolev space W t,2(Rn).
We have the natural identification
H−t(Rn) = Ht(Rn)∗.
Let U be an open set and F be a closed set in Rn,
Ht(U) := {u|U : u ∈ Ht(Rn)}, HtF (Rn) := {u ∈ Ht(Rn) : suppu ⊂ F},
H˜t(U) := the closure of C∞c (U) in H
t(Rn).
Since Ω is a bounded domain with C1,1 boundary implies Ω is Lipschitz bounded, then
H˜t(Ω) = HtΩ¯(R
n).
For 0 < s < 1, Cs(U) denotes the Ho¨lder space C0,s(U).
2.2 Old Results
All the results presented in this subsection can be found in [13] and [14].
We have the bilinear form definition of RsA, which is given by
〈RsAu, v〉 = 2
∫∫
(u(x)−RA(x, y)u(y))v(x)K(x, y) dxdy. (10)
Proposition 2.1. Suppose 0 < s < 1 and A ∈ L∞(Rn), then the operator RsA : Hs(Rn) →
H−s(Rn) is linear, bounded and
〈RsAu, v〉 = 〈RsAv, u〉. (11)
We have the well-posedness of the linear and semilinear exterior Dirichlet problems.
Proposition 2.2. Suppose A ∈ L∞(Rn) and c ≤ q ∈ L∞(Ω), then the linear exterior problem (3)
has a unique (weak) solution ug ∈ Hs(Rn) for each g ∈ Hs(Rn) and the solution operator PA,q is
bounded on Hs(Rn).
Proposition 2.3. Suppose suppA ⊂ Ω ⊂ Br(0) for some r > 0 and ||A||L∞(Rn) ≤ π/(8
√
nr),
W ∩ B3r(0) = ∅ and g ∈ C∞c (W ). There exists a small constant ρ > 0 s.t. if ||g||C2(Rn) ≤ ρ, then
the semilinear exterior problem (6) has a unique solution u ∈ Hs(Rn) ∩ Cs(Rn) satisfying
(u− PA,a1g) ∈M := {v ∈ Cs(Rn) : v|Ωe = 0, ||v||Cs(Rn) ≤ ρ}.
Denote the associated solution operator by QA,a. Moreover, we have
||QA,ag||Cs(Rn) ≤ C||g||C2(Rn).
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The Dirichlet-to-Neumann map ΛA,q associated with (3) can be defined by a bilinear form on
Hs(Ωe)×Hs(Ωe). For g, h ∈ C∞c (Ωe), we have
〈ΛA,qg, h〉 = 〈RsAu∗, h∗〉+
∫
Ω
u∗h∗ (12)
where u∗, h∗ ∈ Hs(Rn) satisfying u∗ − PA,qg ∈ H˜s(Ω), h∗ − h ∈ H˜s(Ω). We know that (12) does
not depend on the choice of (u∗, h∗) and
〈ΛA,qg, h〉 = 〈ΛA,qh, g〉. (13)
This bilinear form definition coincides with the definition given by (4).
The Dirichlet-to-Neumann map ΛA,a associated with (6) cannot be defined by a bilinear form
due to the nonlinearity a(·, ·). Proposition 2.3 ensures that (8) is well-defined at least for g satisfying
the condition assumed in the statement of the proposition.
We also have the following Runge approximation property.
Proposition 2.4. Suppose suppA ⊂ Ω ⊂ Br(0) for some r > 0, W is an open set s.t. W ⊂ Ωe
and W ∩B3r(0) = ∅, then
S := {PA,qf |Ω : f ∈ C∞c (W )}
is dense in L2(Ω).
We will prove Theorem 1.1 based on the following theorem in [13].
Theorem 2.5. Suppose suppA ⊂ Ω ⊂ Br(0) for some constant r > 0, c ≤ qj ∈ L∞(Ω) for some
constant c > 0, A ∈ L∞(Rn), Wj are open sets s.t. Wj ∩B3r(0) = ∅ (j = 1, 2). If
ΛA,q1g|W2 = ΛA,q2g|W2
for any g ∈ C∞c (W1), then q1 = q2.
The following first order linearization relates the semilinear problem to the linear problem.
Proposition 2.6. Suppose suppA ⊂ Ω ⊂ Br(0) for some r > 0 and ||A||L∞(Rn) ≤ π/(8
√
nr),
W ∩B3r(0) = ∅ and g ∈ C∞c (W ), then
QA,a(ǫg)/ǫ→ PA,a1g
in Hs(Rn) as ǫ→ 0.
We will use the first order linearization above to prove Theorem 1.2 based on the following
theorem in [14].
Theorem 2.7. Suppose suppA ⊂ Ω ⊂ Br(0) for some constant r > 0 and ||A||L∞(Ω) ≤ π/(8
√
nr),
a(j) satisfy (i) and (ii), Wj are open sets s.t. Wj ∩B3r(0) = ∅ (j = 1, 2). If
ΛA,a(1)g|W2 = ΛA,a(2)g|W2 , g ∈ C∞c (W1)
whenever ||g||C2(Rn) is sufficiently small, then a(1) = a(2) in Ω× R.
Remark. Compared with the statement of Theorem 2.5 (respectively, Theorem 2.7), the statement
of Theorem 1.1 (respectively, Theorem 1.2) contains an additional assumption on the set W (1,2).
This assumption ensures that the double integral in the integral identity (obtained in Section 3)
is actually over the region Ω × Ω, which enables us to apply the Runge approximation property
(Proposition 2.4). See the proof in Section 3 for details.
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3 The Proof of Theorem 1.1
We first build an integral identity, which will be useful in the proof of Theorem 1.1.
For gj ∈ C∞c (Ωe) and uj = PAj ,qjgj (j = 1, 2) solving{
(RsAj + qj)u = 0 in Ω
u = gj in Ωe,
by (10), (11), (12) and (13) we have
〈(ΛA1,q1 − ΛA2,q2)g1, g2〉 = 〈ΛA1,q1g1, g2〉 − 〈ΛA2,q2g2, g1〉
= 〈RsA1u1, u2〉+
∫
Ω
q1u1u2 − 〈RsA2u2, u1〉 −
∫
Ω
q2u2u1
= 〈RsA1u1, u2〉 − 〈RsA2u1, u2〉 −
∫
Ω
(q2 − q1)u1u2∫∫
2(RA2(x, y)−RA1(x, y))K(x, y)u1(y)u2(x) dxdy −
∫
Ω
(q2 − q1)u1u2. (14)
Now we are ready to prove Theorem 1.1.
Proof. For gj ∈ C∞c (Wj) and uj = PAj ,qjgj (j = 1, 2), by (5) and (14) we have∫∫
G(x, y)u1(y)u2(x) dxdy =
∫
Ω
(q2 − q1)u1u2
where we write
G(x, y) := 2(RA2(x, y)−RA1(x, y))K(x, y).
Note that suppuj ⊂ Ω ∪Wj so the double integral on the left hand side is∫
Ω∪W2
∫
Ω∪W1
G(x, y)u1(y)u2(x) dxdy = I1 + I2 + I3 + I4
where we write
I1 :=
∫
Ω
∫
Ω
, I2 :=
∫
Ω
∫
W1
, I3 :=
∫
W2
∫
Ω
, I4 :=
∫
W2
∫
W1
.
Note that (x, y) ∈W2×Ω (or (x, y) ∈ Ω×W1) implies (x+y)/2 ≥ r, RA1(x, y) = RA2(x, y) = 1,
G(x, y) = 0 so I2 = I3 = 0.
Also note that by the assumption on W (1,2), we can choose x0 ∈ W2, y0 ∈ W1 s.t. x0+y02 /∈
suppAj so (x, y) ∈W2×W1 implies (x+ y)/2 /∈ suppAj if we replace W2,W1 by a small open ball
centered at x0 and a small open ball centered at y0 when necessary. Hence I4 = 0 so we have∫
Ω
∫
Ω
G(x, y)u1(y)u2(x) dxdy =
∫
Ω
(q2 − q1)u1u2. (15)
Now fix open sets Ωj ⊂ Ω s.t. Ω1 ∩ Ω2 = ∅. Also fix φj ∈ C∞c (Ωj) and ǫ > 0.
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By Proposition 2.4, we can choose g1 ∈ C∞c (W1) s.t.
||u1 − φ1||L2(Ω) ≤ ǫ
and for this chosen g1, we can choose g2 ∈ C∞c (W2) s.t.
||u1||L2(Ω)||u2 − φ2||L2(Ω) ≤ ǫ.
Note that φ1(x)φ2(x) = 0 for x ∈ Ω so
|
∫
Ω
(q2 − q1)u1u2| = |
∫
Ω
(q2 − q1)(u1 − φ1)φ2 +
∫
Ω
(q2 − q1)u1(u2 − φ2)|
≤ ||(q2 − q1)||L∞ ||φ2||L2 ||u1 − φ1||L2 + ||(q2 − q1)||L∞ ||u1||L2 ||u2 − φ2||L2 ≤ Cǫ. (16)
Also note that
|G(x, y)| ≤ 4| sin (x− y
2
· (A1 −A2)(x+ y
2
)) sin (
x− y
2
· (A1 +A2)(x+ y
2
))|K(x, y)
≤ CA|x− y|2K(x, y) = C|x− y|n+2s−2 ,
which implies ∫
Ω
|G(x, y)|dy ≤ C0, x ∈ Ω,
∫
Ω
|G(x, y)|dx ≤ C0, y ∈ Ω.
By the generalized Young’s Inequality (see Proposition 0.10 on page 9 in [4]),
||Tf ||L2 ≤ C0||f ||L2 , (Tf)(x) :=
∫
Ω
|G(x, y)f(y)| dy
so we have
|
∫
Ω
∫
Ω
G(x, y)u1(y)u2(x) dxdy −
∫
Ω1
∫
Ω2
G(x, y)φ1(y)φ2(x) dxdy|
= |
∫
Ω
∫
Ω
G(x, y)(u1(y)− φ1(y))φ2(x) dxdy +
∫
Ω
∫
Ω
G(x, y)u1(y)(u2(x)− φ2(x)) dxdy|
≤
∫
Ω
∫
Ω
|G(x, y)φ2(x)| dx|u1(y)− φ1(y)| dy +
∫
Ω
∫
Ω
|G(x, y)u1(y)| dy|u2(x) − φ2(x)| dx
≤ C0||φ2||L2 ||u1 − φ1||L2 + C0||u1||L2 ||u2 − φ2||L2 ≤ C′ǫ. (17)
Combine (16), (17) with (15). Since ǫ is arbitrary then∫
Ω1
∫
Ω2
G(x, y)φ1(y)φ2(x) dxdy = 0.
Note that the set
{φ1 ⊗ φ2 : φj ∈ C∞c (Ωj), j = 1, 2}
generates a space dense in C∞c (Ω1×Ω2) so G(x, y) = 0 in Ω1×Ω2. Since Ω1,Ω2 are arbitrary, then
G(x, y) = 0 for x, y ∈ Ω whenever x 6= y so
RA1(x, y) = RA2(x, y), x, y ∈ Ω.
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Now fix x0 ∈ Ω. Let A(k) denote the kth component of A and let {ek}nk=1 denote the standard
basis of the vector space Rn. Consider x = x0 + ǫek and y = x0 − ǫek for small ǫ > 0. Since
|2ǫA(k)j (x0)| < π2 , then RA1(x, y) = RA2(x, y) implies |A(k)1 (x0)| = |A(k)2 (x0)|.
If there exist l 6= k s.t. A(k)1 (x0) = A(k)2 (x0) 6= 0 and A(l)1 (x0) = −A(l)2 (x0) 6= 0. Consider
x = x0 + ǫ(ek + el) and y = x0 − ǫ(ek + el), then
(x− y) ·Aj(x+ y
2
) = 2ǫ(A
(k)
j (x0) +A
(l)
j (x0)),
which contradicts with RA1(x, y) = RA2(x, y). Hence the only possibility is A1(x0) = ±A2(x0).
Now we have shown A1 = ±A2 then Theorem 1.1 is an immediate consequence of Theorem 2.5.
4 The Proof of Theorem 1.2
Now we use the first order linearization in Hs(Rn) to prove Theorem 1.2 based on Theorem 1.1.
Proof. For g ∈ C∞c (W1), small ǫ > 0, u(j)ǫ,g = QAj,a(j)(ǫg) solving{
RsAju+ a(j)(x, u) = 0 in Ω
u = ǫg in Ωe,
and u
(j)
g = PAj ,a(j)1
g solving {
RsAju+ a
(j)
1 (x)u = 0 in Ω
u = g in Ωe,
by Proposition 2.6, we have
u(j)ǫ,g/ǫ→ u(j)g in Hs(Rn),
which implies
1
ǫ
RsAju(j)ǫ,g|W2 →RsAju(j)g |W2 in H−s(W2).
Note that (9) implies
RsA1u(1)ǫ,g |W2 = RsA2u(2)ǫ,g |W2 .
Let ǫ→ 0, then we have
RsA1u(1)g |W2 = RsA2u(2)g |W2 ,
i.e.
Λ
A1,a
(1)
1
g|W2 = ΛA2,a(2)1 g|W2 , g ∈ C
∞
c (W1).
By Theorem 1.1, A1 = ±A2. Now Theorem 1.2 is an immediate consequence of Theorem 2.7.
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