This paper presents a few innovations towards learning a discriminative block-structured dictionary. The learning process of such a dictionary is broadly divided into two steps: block formation and dictionary update. In the existing works on block structure estimation, it is assumed that the maximum block size is known a priori. In real-world problems, such an assumption may be sub-optimal. For addressing that, a genetic algorithm optimized K-means clustering based block formation approach is proposed in this work. We also propose a novel dictionary learning approach that incorporates three attributes, namely, reconstruction and discriminative fidelities, block-wise incoherence, and 2,1 -norm regularization. To further enhance the discriminative ability of the sparse codes, the class-specific and class-common information are modeled separately in the dictionary. The 2,1 -norm regularization enhances the consistency among sparse codes belonging to the same-class data. In the proposed approach, the dictionary is updated block-wise by employing the singular value decomposition of the composite error matrix obtained through the weighted combination of the component errors. The proposed innovations are evaluated on several public image databases for super-resolution and classification tasks. Along with those image databases, speech based speaker verification task is also evaluated the proposed approach in a few different domains to validate the generalizability. The experimental results obtained on these different databases demonstrate the effectiveness of the proposed approaches when compared with the respective state-of-the-art.
I. INTRODUCTION
Sparse representation of signals over learned dictionary has attracted a lot of attention in several pattern recognition and computer vision tasks namely, face recognition [1] - [8] , natural images classification [9] , [10] , handwritten digits classification [11] , action recognition [12] , [13] , image denoising [14] , [15] , fingerprint identification [16] and speaker identification/verification [17] - [19] . The objective of sparse representation is to approximate the given target signal using a few atoms of a redundant dictionary. Constructing such a dictionary remains a key issue in the sparse representation domain. In [1] , a sparse representation based classification approach is proposed that employs an exemplar dictionary which is created by directly using the The associate editor coordinating the review of this manuscript and approving it for publication was Simone Bianco . training examples. However, in applications where a large number of training examples are available, creating a largesized exemplar dictionary would lead to high computational complexity in sparse coding. Additionally, such a dictionary may not be optimized from multiple points of views: restricted isometric property [20] , Spark [21] , etc. Towards addressing these issues, a number of dictionary learning techniques have been proposed in the literature. Among them, the method of optimal directions (MOD) [22] and K-means based singular value decomposition (KSVD) [23] are two classical approaches used in the pattern recognition tasks. In both the techniques, the sparse coefficients and dictionary are updated in an alternate manner while keeping the other fixed. Further, for being learned in an unsupervised manner while minimizing the reconstruction error of the signal, the resulting dictionaries are no longer optimized for the classification task. For the same, a number of discriminative variants of the KSVD algorithm are proposed such as, supervised KSVD (S-KSVD) [24] , discriminative KSVD (D-KSVD) [25] , label-consistent KSVD (LC-KSVD) [26] , and joint label consistent embedding and dictionary learning (JEDL) [27] . The S-KSVD algorithm employs class-supervised simultaneous orthogonal matching pursuit in sparse coding and incorporates the Fisher discriminant criterion for dictionary learning. Whereas, the D-SKVD algorithm incorporates a linear regression term along with the usual reconstruction error term in the dictionary learning criterion. In the LC-KSVD approach, along with the dictionary, a linear transformation matrix is also learned that maps the sparse codes to more discriminative ones. The JEDL algorithm adds an auto-extractor based classification term in the objective function of the LC-KSVD dictionary to further enhance the discriminative ability of the sparse codes.
In literature, a few other discriminative dictionaries also exist for classification task [28] - [32] . To process the video sequence more efficiently, an orthogonal tensor dictionary is learned by utilizing the dynamic textures of video sequences [28] . An equiangular kernel dictionary is proposed in [29] to exploit the sparsity of high-dimensional visual data. In [30] , [31] , a dictionary and multiple classifiers are jointly learned to enhance the discriminative ability of the sparse codes. To capture the non-linear properties of data efficiently, a dictionary and a decision tree classifier are learned in [32] . Although the above discussed approaches improve the classification performance, but are found deficient in producing a compact sparse representation of structured and multiclass data.
A. MOTIVATIONS AND CONTRIBUTIONS
In the recent past, there have been attempts to learn a block-structured dictionary employing the block-sparsity criterion [33] - [36] . The learning process of such a dictionary is broadly divided into two steps: estimate the block structure and update the blocks of the dictionary. The sparse agglomerative clustering (SAC) [33] forms the earliest proposition for estimating the block structure for a dictionary. A modified version of SAC, referred to as group-averaged hierarchical agglomerative clustering (GHAC) [34] , is also proposed. Both these approaches estimate the block structure in an unsupervised manner using the sparse codes of training data. In [36] , the authors exploited the correlation among dictionary atoms for estimating the block structure and referred the approach as correlation based greedy clustering (CGC) algorithm. Further, a supervised variant of the CGC algorithm is also developed to derive a discriminative dictionary. In all the existing methods for estimating the block structure, it is assumed that the maximum block size is known a priori. But in general, it is difficult to decide the maximum block size in cases when the dictionary learned from real-life data. In principle, every block in the dictionary could be of different sizes. Towards achieving the same, we propose a novel block formation approach that employs genetic algorithm (GA) optimized K-means clustering. The proposed algorithm does not put any constraint on the maximum block size while estimating the block structure.
It is observed that the real-world multiclass data happen to share some common information across the classes. In [37] , the authors have observed that the class-specific sub-dictionaries of a dictionary also contain class-common information. The class-common information is essential for achieving low representational error but degrades the classification performance. Further, in [38] - [40] , the authors attempted to address this issue by learning an additional sub-dictionary for class-common information. In [38] , the dictionary has been learned using the 1 -norm as sparsity constraint. As all atoms in a dictionary are treated independently if there exists correlation among atoms, the discriminative ability of feature vectors is weakened. Consequently, Sun et al. [39] used the 2,1 -norm group sparse recovery to capture the correlated atoms in the dictionary. In [40] , the authors have proposed a two-level low rank and group sparse decomposition model to further enhance the discriminative ability of the learned dictionary. Although in [39] , [40] , the group sparse recovery is used, the underlying block structure is not updated during dictionary learning. Also, those works update the dictionary in an atom-wise manner while keeping the block structure fixed. In [36] , a dictionary learning algorithm referred to as supervised CGC discriminative dictionary learning (SCGC-DDL) is proposed. In that, the dictionary is learned in a block-wise manner and also updates the block structure during the dictionary learning process. But the SCGC-DDL does not learn an additional subdictionary to model the class-common information. In this paper, we extend the SCGC-DDL approach by learning an additional sub-dictionary to model the class-common information that enhances the discriminative ability of the learned dictionary. Along with that, an additional term for 2,1 -norm minimization of sparse codes is also added in the objective function of the proposed discriminative structured dictionary to enhance the consistency among the same-class data. Unlike the existing approaches [38] - [40] for modeling the classcommon information separately, those update the dictionary atom-wise using the first-order derivative, the proposed method does the same in a block-wise manner employing the singular value decomposition. Thus, intra-block atoms in the dictionary turn out to be orthonormal to each other. As an additional contribution, we explore the inclusion of class supervision in block estimation and direct minimization of the class-specific representation error in the structured dictionary learning. This innovation is motivated by our earlier work [36] .
The proposed framework is validated on different image processing applications. The Berkeley segmentation dataset is used to evaluate the super-resolution task. The recognition performance is evaluated on AR face database, USPS digit database, and Scene15 database. For assessing the generalizability, the proposed dictionary learning approaches have also been evaluated in a different domain, i.e., speech based speaker verification task involving the NIST 2012 Speaker Recognition Evaluation database.
The paper is organized as follows. Section II presents a brief review of the prior work on structured dictionary learning. The proposed GA optimized K-means clustering approach is described in Section III. The detailed description of a discriminative structured dictionary learning approach has been presented in Section IV. The proposed clustering approach has been evaluated in Section V. The evaluation of the proposed discriminative dictionary approach under different signal-domain classification tasks is presented in Section VI. Finally, the paper is concluded in Section VII.
II. RELATED WORK ON STRUCTURED DICTIONARY
A majority of structured dictionary approaches focused on learning given a known block structure [39] , [41] - [44] . Lately, a few block structure estimating methods are also proposed [33] , [34] , [36] . In the following, we first discuss the dictionary learning approaches and following that block structure estimation methods.
A. DICTIONARY LEARNING
The dictionary learning techniques can be broadly divided into three categories. In the first type, a learned dictionary is shared by all classes data [23] , [33] . This type of dictionary generally suited for representation of the data. Further, in order to improve the classification ability, a classifier on the coefficients along with the dictionary is learned jointly [9] , [26] . In [9] , an algorithm is proposed to learn a dictionary along with a linear classifier. Motivated by the work presented in [9] , the LC-KSVD [26] dictionary by adding a label consistency regularization is proposed. The optimization problem for such a dictionary D ∈ R m×n having n atoms of dimension m can be written as
where X = [x 1 , x 2 , . . . , x L ] is the data matrix having L examples, S = [s 1 , s 2 , . . . , s L ] is the corresponding sparse code matrix, . F is the Frobenius norm, f (S) is function on S and q is the sparsity measure. The second type of dictionary learns several class-specific sub-dictionaries so that data can be better represented in their corresponding sub-dictionary than others [45] - [49] . This type of approach helps to capture those discriminative components that enhance the interclass diversities. Along with learning the class-specific sub-dictionary, a regularization term is also imposed to reduce the correlation among the atoms [45] . In [46] , the Fisher criterion is incorporated while learning the class-specific sub-dictionary to enhance the discriminative ability of sparse codes. The dictionary is learned by jointly minimizing the reconstruction error, an analytical incoherence term that tries to reduce the correlation among different class-specific sub-dictionaries and 2,1 -norm for sparse coding [47] . In [48] , the discriminative Fisher embedding dictionary is proposed that tries to enhance the interclass variability and minimizes the intraclass variability. An adaptive dictionary pair learning framework is proposed to improve the discriminative ability of derived sparse codes [49] . The objective function for learning such dictionary can be defined as
where X = [X 1 , . . . , X k , . . . , X K ] having data of K classes, D = [D 1 , . . . , D k , . . . , D K ], D k is the kth class subdictionary, S k k is the spares coefficients of the kth class data over D k and f (D) is function on D.
The data from different classes share some common information along with class-specific identity. The class-common information does not contribute to classification, but it is required for the reconstruction of data. To improve the classification performance, the hybrid dictionary is learned, which belongs to the third type. In this along with learning the classspecific sub-dictionaries, a class-common sub-dictionary is also learned and shared by all data classes. In recent times, several algorithms have been proposed for this purpose [38] - [40] , [50] . The hybrid dictionary separates out both the class-specific as well as the class-common information. The data is sparsely coded over the full dictionary D. For classification purpose, the sparse coefficients related to the class-common sub-dictionary is discarded. The hybrid dictionary has been shown to perform better than the other two types of dictionaries discussed. To learn such a dictionary, the objective function can be defined as
where D = [D 1 , . . . , D k , . . . , D K , D c ], D c is the classcommon sub-dictionary shared by all classes data and S k c is the sparse coefficient of the kth class data over D c .
B. BLOCK STRUCTURE ESTIMATION
The SAC [33] forms the first attempt in this direction. Its name signifies the use of sparse coding of data and agglomerative clustering for estimating the unknown block structure from the data. It is an iterative algorithm and estimates the block structure from the sparse codes of training data obtained using the orthogonal matching pursuit (OMP) algorithm [51] . It assumes each atom as a block for initialization. For merging, it selects two blocks in each iteration based on maximum inner product similarity (IPS) [34] in terms of sparse coefficients of data by putting the constraint on maximum block size. In [34] , a modified version of the SAC referred to as GHAC is proposed. In this, a larger size block is formed based on the IPS and an additional Hamming similarity [34] followed by normalization using the number FIGURE 1. Illustrations of the CGC and the proposed GKC based block formation having three correlated atom-groups as (d 1 , . . . , d 4 ), (d 5 , d 6 ) and (d 7 , d 8 , d 9 ). Let g 1 , g 2 and g 3 be the possible centroids of clusters when divided into three groups employing the genetic algorithm optimized K-means clustering approach.
of training data having non-zero sparse coefficients in each merging block.
In [36] , it is discussed that since the SAC uses the similarity measure among the sparse coefficients of the data obtained using the OMP algorithm. So, the atoms selected for forming a block remain diverse (low correlation). Thus, there exists a finite possibility that similar atoms will appear in different blocks. Due to the same, the SAC based block-structured dictionary may produce the sparse codes of the same class enrollment-and test-data involving different blocks. This inconsistency in sparse codes leads to degraded classification performance. To minimize the redundant (high correlation) atoms in the block dictionary, the CGC algorithm is proposed for block formation [36] . Rather than using the similarity measures among the sparse codes for block formation, it uses the absolute correlation among dictionary atoms. For illustrating the block formation using the CGC algorithm, let us consider a dictionary having three correlated atom-groups (d 1 , . . . , d 4 ), (d 5 , d 6 ) and (d 7 , d 8 , d 9 ) as shown in Fig. 1 . When forming the blocks using the CGC algorithm of size 3, the atom-group (d 7 , d 8 , d 9 ) forms one block. The second block selects 3 atoms from the atom-group (d 1 , . . . , d 4 ). The atom yet to form the block from the atom-group (d 1 , . . . , d 4 ), forms the third block along with d 5 and d 6 . Thus, if the block size is not known, the CGC algorithm can also form some blocks of diverse atoms. All existing algorithms for deriving the block structure assume that the maximum block size is known. Also, the existing algorithms try to cluster up to the maximum block size. But in the dictionary derived from the real-world data, it is difficult to know block size and every block could be of different size. Towards addressing the said weakness, we explore the formation of block structure using the K-means clustering approach. The output (solution) of the K-means clustering algorithm depends on the initially selected centroid, and the solution may get stuck at local optima [52] . Such a sub-optimal block structure may lead to degradation in the classification performance. To overcome that, we embed the GA in the K-means clustering approach. The GA has a good ability to making a global search and explore the search space using their different kinds of crossover. Therefore, embedding GA in the clustering approach prevents the solution from getting stuck at local optima [52] . Unlike the existing block clustering approaches which keep fixed block size and thus the number of blocks also, the proposed approach keeps fixed only the number of blocks. This gives flexibility in determining the block size, and every block in the dictionary could be of different sizes. Theoretically, block size h could vary from 1 to (n − p + 1) if each block consists of at least one atom, where p is the number of blocks in the dictionary.
In the next section, we propose a GA optimized K-means clustering approach for estimating the adaptive and variable block size formation. Following that, we discuss a novel approach to learn a hybrid block-structured dictionary which employs the proposed clustering approach for estimating the block structure.
III. GENETIC ALGORITHM OPTIMIZED K-MEANS CLUSTERING
In this section, we propose an approach to estimate the block structure b ∈ R 1×n , given a dictionary D, exploiting the correlation among its atoms by employing GA. We refer to this approach as Genetic algorithm optimized K-means Clustering (GKC). In GA based clustering approach, a centroid of the cluster is analogous to a chromosome, and an element of the same is considered as a gene. Initially, from the given dictionary, p atoms are randomly selected and assigned it as initial centroids of clusters G = [g 1 , . . . , g i , . . . , g p ], g i denotes the centroid of the ith cluster. Then, we initialize the block structure b = 0 ∈ R 1×n . Later, the b and the G are updated employing three consecutive steps: fitness computation, crossover and mutation. These steps are repeated for a fixed number of iterations and discussed as follows.
A. FITNESS COMPUTATION
The fitness computation process is further divided into two steps: estimation of b followed by the update of G. Let R ∈ R p×n denotes a matrix that contains the crosscorrelations among the centroids and the dictionary atoms. For fitness computation, the choice of taking the correlation measure instead of any other measure is adapted from [36] . In that work, it is discussed that forming the block of highly correlated atoms and during the dictionary update, replacing those with orthonormal intra-block atoms improves the performance. The ith row and the jth column entry r ij of the matrix R is computed as
where the operator 'corr(., .)' finds the correlation between the elements and d j denotes the jth index dictionary atom. Following that, find the highest correlated cluster centroid for each atom and store the corresponding cluster index in block structure b. The update process of b can be defined VOLUME 8, 2020 mathematically as
where b[j] denotes the jth entry of b and r j is the jth column of R. If current iteration is less than the predefined number of iterations, following the update of b, compute each centroid using the following equation as
where b i and |b i | are the set of indices and counts the number of atoms, respectively in the ith block.
B. CROSSOVER
In GA, it is analogous to biological crossover (reproduction) in which exchanges of information between two parent chromosomes take place for generating two child chromosomes.
Roulette-wheel selection [53] technique is used to select the centroids for crossover. It gives weight to the fittest centroid during selection but may select another one also. In this paper, two-point crossover with a probability value α c is used. For each pair of centroids selected for crossover, two random integers u 1 and u 2 (u 1 ≤ u 2 ) are generated in the range [2, m − 1]. The portions of the selected centroid pair lying from u 1 to u 2 positions are exchanged to produce offspring (centroid) pair. The same can be written in mathematical formats as following
are the children (newly created centroids) of the centroid-pair (g i1 , g i2 ), g i2 (u 1 : u 2 ) is the selected elements lying from u 1 to u 2 positions and similar definitions are applied for remaining notations also. After the crossover is done, parent (old) centroid-pair are replaced with their children. The newly generated centroids could be completely different from those parents. This is the underlying reason for GA to perform the global search.
C. MUTATION
Following the analogy from genetics, a small tweak in a centroid (chromosome) from its initial state is referred to as the mutation. It prevents the solution from getting stuck at the local optimum. The proposed clustering approach uses the scramble mutation technique. In this, a subset of elements is selected from a centroid, and those are randomly scrambled. The mutation of the portions lying from u 1 to u 2 in the ith randomly selected centroid is defined as
where 'mutation_in_the_given_range(., ., .)' returns a vector after doing the scramble mutation in the specified range. After mutation is done, the mutated version replaces the corresponding original centroid. The probability of a centroid getting selected for mutation is kept at α m . The choice of the Algorithm 1 Steps Involved in Estimating the Block Structure Using the GKC Algorithm Input: Dictionary D = [d 1 , d 2 , . . . , d n ], the number of blocks p (p ≤ n), the number of block update iterations J , the crossover probability α c and the mutation probability α m .
Step 1: Randomly selects p atoms and assign it as centroids of initial clusters.
Step 2: Initialize the block structure b = 0 ∈ R 1×n . for j = 1 to J do
Step 3: Compute the correlation among the centroids of clusters and the dictionary atoms using (4) and, store them in matrix R.
Step 4: Update the block structure b using (5) . if j < J then
Step 5: Reestimate each centroid using (6) .
Step 6: Generate new centroids by performing crossover to the selected centroid-pairs using (7) and (8) .
Step 7: Perform mutation to the selected centroids using (9) . end if end for Output: The block structure b. mutation rate depends on the data as well as the application. But it should be kept low. The overall procedure is summarized in the Algorithm 1. The BKSVD dictionary employing the GKC algorithm for block estimation is referred to as GKC-BKSVD in this work.
For illustrating the efficacy of the proposed GKC approach, the reader is referred again to Fig. 1 . On applying the GKC algorithm, let the obtained centroids be g 1 , g 2 and g 3 . Now the atoms having the highest correlation with these centroids are assigned to a separate block. The resulting block structure is derived without imposing any constraint on the maximum block size, unlike the existing approaches. Further, during the dictionary update process, each block is replaced with a set of orthonormal bases [33] . Thus, the correlation among the dictionary atoms is expected to reduce. For accessing that, we have computed the pairwise correlation among the atoms for the existing SAC-based, CGC-based, and proposed GKC-based block dictionaries. All three block dictionaries have been initialized with the same KSVD dictionary having 1200 atoms. Fig. 2 shows the number of pairs having correlation value greater than 0.6 in those dictionaries. On comparing the number of atom-pairs in those dictionaries for the chosen threshold, the GKC-BKSVD dictionary is noted to exhibit the lowest number of correlated pairs.
IV. DISCRIMINATIVE BLOCK STRUCTURED DICTIONARY LEARNING
In this section, we propose an approach to enhance the discriminative ability of the block-sparse codes. According to the theory of block-sparsity, the data X = [x 1 , . . . , x i , . . . , x L ] can be represented by the block dictionary as
where s i 0,b counts the number of non-zero coefficients blocks in s i . In this paper, our objective is to enhance the discriminative ability of block-sparse codes, for that the sparse coefficients should have following property
where b(t) is the tth class sub-block structure and S k b(t) is the sparse coefficient matrix for the kth class training dataset X k with respect to the atoms corresponding to b(t). The objective (11) can be achieved by following
In the literature, it has been shown that there remain interclass similarities in the data that do not contribute to classification. To capture such similarities, (12) can be further modified as
Along with that, low correlated block atoms of the dictionary improve the effectiveness of the sparse representation. Towards achieving the discussed goals, we define an objective function for learning a joint discriminative blockstructured dictionary as
where b j (k) is the set of indices for jth block that belongs to the kth class sub-dictionary, S 2,1 is defined for mixed 2,1 -norm penalty and, β and γ are the scalar regularization parameters. The first term in (14) ensures the reconstruction ability, the second term minimizes the intra-block redundancy and the third term enhances the discrimination among sparse codes to aid the classification. The fourth term imposes 2,1 -regularization in the said problem. It is motivated to yield more consistency in sparse coding than 0 -norm and 1 -norm used in the OMP and the least absolute shrinkage and selection operator (LASSO). The simultaneous optimization of all three constraints in (14) may not be feasible. In the following sub-sections, an iterative approach for updating the block structure, sparse codes, and the dictionary is presented.
A. BLOCK STRUCTURE: INITIALIZATION AND UPDATE
As the proposed GKC approach uses the dictionary atoms for estimating the block structure, so first, the dictionary is initialized. A predefined number of examples from each of the K classes are randomly selected as an initial class-specific subdictionary. Followed by, a KSVD dictionary is learned using all the training data and taken as the initial class-common subdictionary D c . All the sub-dictionaries are concatenated and taken as initial dictionary D = [D 1 , . . . , D k , . . . , D K , D c ] and corresponding class-indices l are stored in a vector as
where l k is the name of label of kth class data, and |D k | counts the number of atoms in the kth class sub-dictionary.
As the objective is to learn the discriminative dictionary, the block structure is optimized within the class subdictionary. For that, the appropriate constraint is introduced in the merging process of the GKC algorithm that allows grouping from the same-class sub-dictionary only and referred to as supervised-GKC (SGKC) algorithm. A simple approach would be to form sub-block for each sub-dictionary separately following that concatenate them by indexing uniquely.
B. SPARSE CODING
Assuming that the block structure b and the dictionary D are fixed during sparse coding, so the second term in (14) can be discarded. Further, the first term in (14) can also be written as the summation of reconstruction errors of all the classes training data. By doing those changes, the objective function (14) becomes as following
Let D (k,c) denotes all the block atoms of kth class and classcommon sub-dictionary D c , and S k b(k,c) denotes the sparse coefficients of the kth class data corresponding to D (k,c) . Then, the objective function (16) can be re-written as
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For brevity, we introduce a selection operator
It selects kth class atoms and class-common sub-dictionary D c . Thus, we can express D (k,c) = DA b(k,c) and S k b(k,c) = A T b(k,c) S k . Now, the sparse coding of the data can be computed in class-wise manner as (k,c) ) T ] T . The optimization problem (18) can be solved using the second order cone programming [54] but it remains more difficult than the existing 0 -and 1 -norm solutions due to mixed norm penalties. In the literature, several algorithms have been proposed to minimize the complexity of solving the said problem [55] - [57] . This work uses the recently proposed efficient block-coordinate descent based group LASSO (BGL) [57] algorithm to solve the objective function (18) . The BGL is an iterative algorithm, in each iteration it finds the solution over one block while keeping the contribution of the remaining blocks fixed.
C. DICTIONARY UPDATE
By keeping both the block structure and the sparse codes fixed, the objective function (14) is converted to the dictionary update problem and can be re-organized as
whereS k b(k,c) = I b(k,c) S k . The simultaneous minimization of (19) is tedious, so we update block-by-block in an iterative manner. We intend to use block-wise SVD to update the blocks of the dictionary, so the updated intra-block atoms would be orthonormal to each other [33] . This nullifies the contributions of the second term in (19) . The objective function (19) then reduces as
Now, the dictionary is updated block-by-block by randomly selecting the blocks. Let the ith block be arbitrarily selected which belongs to the kth class sub-dictionary. The error matrix E φ i for the first term in (20) is computed such that it improves the representation ability of all data classes. For computing the same, the training data with non-zero sparse coefficient for the ith block is selected. Let φ i is the list of indices of those selected training data. The error matrix E φ i be computed by excluding the contribution of the ith block as
where X φ i is the training data pointed by φ i , D b j is the atoms in the jth block and S φ i b j is the sparse coefficient over jth block for X φ i . For computing the error matrix due to second term in (20) , the training data indices ω k corresponding to class of ith block is selected. The class-specific reconstruction error E ω (k,i) for the selected (ith) block is computed as
where p(k) and p(c) are the number of blocks in the kth class sub-dictionary and class-common sub-dictionary, respectively. Note that, the indices of selected training data in computing both the error matrices may not be identical. Thus, their weighted average cannot be computed directly. To overcome that, first union of both training data indices involved in computing the error matrices is taken. Following that, in place of missing data indices, null vectors are inserted in both the matrices. The augmented version of both the error matrices E φ i and E ω (k,i) are represented asĒ φ i andĒ ω (k,i) , respectively. Now, the weighted error matrixĒ i is computed as
TheĒ i is factorized into U V T using the SVD algorithm.
The representation error is minimized by replacing the block atoms and corresponding sparse coefficients as
The atoms in the updated D b i block become orthonormal to each other. On the other hand, if the arbitrarily selected ith block belongs to the class-common sub-dictionary D c , all training data are selected for computing the class-specific error E ω (c,i) . Thus, the error matrix E ω (c,i) is computed for each of the classes in the training data separately as follows
where E ω (c,i) k denotes the ith block class-common representation error for the kth class training data Y k . Now, the E ω (c,i) can be written as the column-wise concatenation of classcommon representation error for all the data classes, the same can be expressed mathematically as
Except for the computation of class-specific representation error, all the steps to update the class-common blocks remain same as discussed for the class-specific. The Algorithm 2 2 summaries the overall procedure and it is referred to as SGKC-JDDL in this work.
Algorithm 2
Learning the SGKC-JDDL dictionary. Input: Given the class-labeled training dataset [X 1 , . . . , X C ] and maximum number of atoms M and N in class-specific and class-common sub-dictionaries, respectively.
Step 1. Obtain initial dictionary D and corresponding class-indices l. for i = 1 to I number of dictionary update iters. do if i ≤ J number of block structure update iters. then
Step 2. Find the sub-block for each sub-dictionary separately using GKC algorithm.
Step 3. Concatenate all the sub-blocks by mapping them uniquely and get the block structure b. end if Step 4. Compute the sparse coefficients matrix S using the BGL [57] algorithm while minimizing (18) .
Step 5. Update the block-structured dictionary D in a block-wise manner using (24) . end for Output: Dictionary D and corresponding block structure b.
D. CLASSIFICATION APPROACH
After the block structure b and the joint discriminative dictionary D are learned, the classification of the data can be divided into two stages, the sparse coding and the classification approach. According to the number of training samples per class and number of classes in the database, this paper uses two types of classifiers: cosine distance scoring (CDS) and local coding classifier [38] .
1) COSINE DISTANCE SCORING
Let s e and s t be the sparse vectors of the training and the test data, respectively. As s e and s t also contain the nondiscriminative sparse coefficients belonging to class-common sub-dictionary D c , the classification is done by discarding them. The discarded version of the training and the test data sparse codes are represented ass e ands t , respectively. 2 The code for learning the SGKC-JDDL dictionary can be downloaded from: https://github.com/nagendrakumar06/SGKC_JDDL_dictionary. Following which, the CDS is used to measure similarity between them as score = <s e ,s t > s e s t .
In the recognition case, the test data is assigned to thes e class resulting in the highest score. For the verification scenario, the scores higher than a predefined threshold are taken as genuine claims. Empirically, we find the CDS is more effective when the number of learned atoms in the dictionary for each class is small (less than or equal to 10), or the number of training data for each class is much higher than the total number of classes present in the database. The BGL algorithm is used for sparse coding of the data when CDS is employed for scoring.
2) LOCAL CODING CLASSIFIER
The test data x t is sparse coded using the BOMP algorithm over each class-specific sub-dictionary augmented with the class-common sub-dictionary, i.e., [D k , D c ] for k ∈ (1, 2, . . . , K ). Then the reconstruction error is computed using the obtained sparse code and augmented sub-dictionaries [D k , D c ]. The class producing the minimum representation error is assigned to the class of test data and the same can be expressed mathematically as
where label(x t ) is the predicted class label of the test data x t , D (k,c) = [D k , D c ] and s t (k,c) is obtained sparse vector of x t over D (k,c) . For other than the discussed cases in the CDS approach, the local coding classifier is found to be more effective in our experiments. We use this approach for the scene categorization in this paper.
In the case of unsupervised dictionary learning (GKC-BKSVD) approach class information gets lost, so the class-specific representation error technique cannot be used for classification. So this paper uses the CDS approach for scoring in the case of GKC-BKSVD approach.
V. EVALUATION OF THE GKC ALGORITHM
In this section, we evaluate the efficacy of the proposed GKC approach for the recovery of the underlying block structure and for the image super-resolution (ISR) task.
A. BLOCK RECOVERY
To evaluate the block recovery of the GKC algorithm, we assume that the dictionary D and its oracle block structure b * are known. In this experiment, the block dictionary is created by taking three different (consecutive) block sizes in its embedded block structure. Initially, for each block size, a separate sub-dictionary having 30 atoms with 40-dimensional data is created. To create the sub-dictionary, first, a randomly initialized matrix having 40 rows and (30/h) columns is created, where h is the block size. Additional (h-1) clones for each column are derived by adding the additive white Gaussian noise at varying scale. On combing those three sub-dictionaries and mapping the indices of block structures uniquely, an initial 90-atom dictionary D and its oracle block structure b * are created. The average inter-block correlation of such oracle dictionary for top 20 atom-pairs is found to lie in the range of 0.47 to 0.54. The experiments were repeated 50 times, and the average block recovery accuracy is reported. For all the experiments employing the GKC algorithm, the crossover probability α c and mutation probability α m were kept as 0.02 and 0.01, respectively. The block recovery accuracy of the proposed GKC and contrastive CGC algorithms for varying intra-block correlation, and different block sizes sets are shown in Fig. 3 . A block is considered to be recovered only if all atoms of an oracle block are grouped in one estimated block. The GKC algorithm is noted to recover embedded block structure with an accuracy greater than 90% when the average intrablock correlation is 0.6 or higher regardless of the block size. On the other hand, for the CGC algorithm, the maximum block recovery remains less than 80% for the same correlation ranges. The block recovery accuracy drops sharply for both approaches if the average intra-block correlation drops below 0.6, even then, the GKC approach outperforms the CGC algorithm. This confirms the efficacy of adaptive and variable block size in a dictionary.
B. RECONSTRUCTION PERFORMANCE
The efficacy of the proposed GKC-BKSVD approach is also evaluated on the image super-resolution (ISR) task. For comparison, the KSVD, the (SAC/CGC)-BKSVD, and coupled dictionary training for image super-resolution (CDISR) [58] based ISR systems are also developed. The evaluation is done on the Berkeley Segmentation Dataset having 500 images (BSDS500) [59] . Sample images from the BSDS500 dataset are shown in Fig. 4 . Prior to dictionary learning, all images in the dataset were converted to grayscale. Following the previous work [60] , the dataset is divided into three parts namely training, validation and test sets containing of 200, 100 and 200 images, respectively. The training set is used for learning the dictionary, the validation set is used to tune different parameters of the ISR systems, and the performances of the developed systems are evaluated on the test set. For reducing the computational load, the images in the test set are resized to half of the original dimensions. The non-overlapping image patches (NOIP) of 8 × 8 are extracted from each image in the training set. A total of 6000 patches are used for learning all types of dictionaries by randomly selecting 30 from each image. All the dictionaries are initialized with 96 randomly selected images. The KSVD dictionary is iterated 100 times, whereas all the other block-structured dictionaries are iterated 50 times. The maximum block size is kept at 3 for both the SAC-BKSVD and the CGC-BKSVD dictionaries, whereas a total of 32 blocks are derived in case of the GKC-BKSVD dictionary. Overlapping 8 × 8 patches are extracted for the images in the test set. Similar to the earlier super-resolution work [33] , the 64 dimensional patches are compressed into 16 dimensional vectors using a sensing matrix [61] . Each compressed patch is sparsely coded with block-sparsity of 2 using the BOMP algorithm. Following which, the corresponding learned dictionary is used to reconstruct the 64 dimensional patch vector. The quality of the reconstructed image is measured in terms of the peak signal-to-noise ratio (PSNR) expressed in dB. To study the effect of the number of iterations involved in learning the different types of dictionaries, the reconstruction errors for various dictionaries are shown in Table 1 . All experiments are repeated 10 times, and their averaged performances are reported. From Table 1 , it can be observed that the KSVD dictionary converges in 100 iterations while all the block dictionaries converge in 50 iterations. The reconstruction error for the proposed GKC-BKSVD approach remains lower than the KSVD, SAC-BKSVD, and CGC-BKSVD approaches. This shows the efficacy of learning the variable sized block structures. The objective of the class-supervision in the dictionary learning process is to enhance the discriminative ability of the sparse codes. Referring again to (14) , it can be observed that the objective function of the dictionary learning involves the weighted sum of the reconstruction as well as the discriminative error. Thus, the enhancement in the discriminative ability of the resulting sparse codes is achieved at the cost of the reconstruction error. That is why the SGKC-JDDL dictionary yields slightly degraded reconstruction performance in comparison to the GKC-BKSVD dictionary. The average PSNRs computed over 200 reconstructed images in the test set of BSDS500 dataset, for the proposed GKC-BKSVD based and contrastive ISR systems are presented in Table 3 . The average PSNR of the GKC-BKSVD dictionary remains better than all the discussed dictionaries except for the CDISR approach. It is worth noting that the CDISR dictionary is proposed for the image superresolution task, whereas the GKC-BKSVD dictionary is proposed for the classification task. Thus the super-resolution performances of all the discussed block dictionaries based approaches remain slightly degraded than that of the CDISR dictionary.
The multiplication complexity and the run-time of the proposed and the contrastive block-structured approaches for one-and four-thread based implementations are shown in Table 2 . The multiplication complexity for the SAC-BKSVD system is taken from [33] . Whereas, the same for the CGC-BKSVD and the SCGC-DDL approaches are taken from [36] . The complexity for the GKC algorithm is dominated by that of K-means clustering and can be expressed as O(Jn(pm + p + m)) [62] , where J is the number of times K-means clustering iterated. In the SGKC case, the blocks are formed within the classes itself, which further reduces the clustering time. The multiplication complexity for updating the JDDL dictionary is dominated by that of the BGL algorithm and can be expressed as O(L(qmM (K + 1) + h 3 p)) [57] . Due to increased complexity in the block formation for the GKC algorithm, the overall complexity for learning the GKC-BKSVD dictionary remains higher than that of CGC-BKSVD but remains lower than the SAC-BKSVD dictionary. Due to increased multiplication in both block formation and dictionary learning, the overall complexity of the SGKC-JDDL approach increases when compared to the SCGC-DDL algorithm. To compute the run-time for four-thread based implementations, all sparse codings are parallelized since the block structure and the dictionary are kept fixed. In the case of SCGC and SGKC algorithms, the block structure is estimated independently in each subdictionaries. Hence, the same is parallelized by keeping the indices across the classes unique.
During the test phase, the classification scheme for both the proposed and contrastive approaches is efficient. The multiplication complexity in SGKC-JDDL approach for a single test trial is either O(n(q 2 + m)) or O((qmM (K + 1) + h 3 p)) depending on the choice of the classifier used. On the other hand, for other discussed approaches, the multiplication complexity for a single test trial is O(n(q 2 + m)).
VI. EVALUATION OF CLASSIFICATION PERFORMANCE
In this section, we evaluate the impact of the proposed innovations in the context of face recognition, digit recognition, scene categorization and speaker verification (SV) tasks.
In each case except the SV task, the average recognition performance is reported for 10 randomly selected training dataset. For the SV task, the test data defined by NIST 2012 SRE protocol is used.
A. FACE RECOGNITION
The face recognition experiments are done on AR face database [63] . It contains 4000 color frontal faces of 126 subjects (70 men and 56 women). The images for each subject are VOLUME 8, 2020 collected in two sessions involve varying facial expressions and illumination conditions. The facial region is cropped out from all the images and then resized to 100 × 100 pixels. Fig. 5 shows some samples images for one person. Similar to earlier works [1] , [2] , [39] , a subset consisting of images from 100 randomly selected subjects (50 men and 50 women) are used for evaluation. The 13 images of each subject from Session 1 data are used for training, while the same number of images from Session 2 are used for testing. Each image is represented using 8192-dimensional Local Log-Euclidean Multivariate Gaussian (L 2 EMG) [64] feature derived using 64 mixture Gaussian model. Further, the dimensionality of L 2 EMG features is reduced to 200 using the principal component analysis (PCA). To investigate the effect of adaptive and variable block size formation in classification scenario, the BKSVD dictionary is learned employing both the CGC and the proposed GKC algorithms, separately for block formation. Further, the efficacy of the proposed discriminative SGKC-JDDL approach is contrasted with the sparse representation based classification (SRC) [1] , KSVD, Fisher discrimination dictionary learning (FDDL) [46] , LC-KSVD [26] , DL-COPAR [38] , CGC-BKSVD [36] and SCGC-DDL based existing approaches. For better contrastive, the performances for the extended block sparse Bayesian learning -bound optimization (EBSBL-BO) [35] based block structure over the KSVD dictionary is also discussed. The combined approach is referred to as EBSBL-KSVD in this paper. The DL-COPAR and the SGKC-JDDL approaches learn the class-common sub-dictionary along with the class-specific sub-dictionaries to enhance the discriminative ability of the sparse codes. While former updates the dictionary atom-by-atom using the first order derivative, the latter updates the dictionary in a more efficient way blockby-block using the SVD algorithm. Both the approaches learn the dictionary using 8192-dimensional L 2 EMG features, and remaining approaches use the PCA reduced 200-dimensional feature for the same.
The salient parameters of the GKC-BKSVD and the SGKC-JDDL approaches are fixed using the cross-validation strategy. The regularization parameters β and γ are kept as 6 and 0.04, respectively, for learning the SGKC-JDDL dictionary. The GKC-BKSVD approach learns 400 atoms, whereas the SGKC-JDDL learns 6 atoms for each class-specific subdictionary and 50 atoms for class-common sub-dictionary. The average block size for all the dictionaries is kept as 2. Table 4 shows the experimental results on AR database.
As the GKC-BKSVD dictionary is learned without any supervision, a direct comparison with the existing stateof-the-art approaches may not be fair. For this purpose, we compare the GKC-BKSVD with the CGC-BKSVD approach. In both approaches, the difference remains only in the block formation, and the BKSVD algorithm is used to learn the dictionary. From Table 4 , it can be observed that the performance of the GKC-BKSVD approach remains slightly better than the CGC-BKSVD approach. This demonstrates that estimating the variable block size while learning the block dictionary is usually more effective than the fixed block size estimation. Further, the recognition rate of the proposed SGKC-JDDL approach remains an absolute 0.43% better when compared with the best contrastive SCGC-DDL approach. Although the convergence of the proposed GKC-BKSVD and SGKC-JDDL dictionaries could be difficult to prove theoretically, we observed that it converges asymptotically in our experiments. The convergence behavior of the proposed approaches on AR database in terms of the values of respective objective functions is shown in Fig. 6 . For normalization purpose, the value of the objective function is divided by Frobenius norm of the training data, and the average computed over 10 experiments are reported. From Fig. 6 , it can be observed that the objective function value of the proposed GKC-BKSVD and SGKC-JDDL approaches converge after a few iterations. It is worth highlighting that the objective function value of the SGKC-JDDL dictionary can not be compared directly with that of the GKC-BKSVD approach as the learned dictionaries involve the different number of atoms. The objective function of the SGKC-JDDL dictionary is having 4 terms, whereas the same for the GKC-BKSVD dictionary contains only one term (first term of SGKC-JDDL objective function). This could be a possible reason for the SGKC-JDDL dictionary having higher objective function value when compared with the GKC-BKSVD.
B. DIGIT RECOGNITION
We use USPS database for digit recognition. It consists of a total of 9298 handwritten digit images of size 16 × 16 pixels, and Fig. 7 shows some of the images. A subset containing 2007 images is randomly selected for the testing, and the rest of the images are used for the training and the tuning of various parameters. The proposed GKC-BKSVD and SGKC-JDDL approaches are contrasted with several state-of-the-art techniques. These techniques include the sparse representation for signal classification (SRSC) [69] , the supervised dictionary learning technique with discriminative training (SDL-D) [65] , FDDL, DL-COPAR, DGSDL [39] , CGC-BKSVD, SCGC-DDL, restricted Boltzmann machine based dictionaries termed as (CS+CI)-RBM [66] and finegrained dictionary learning (FDL) [68] ). Among these, the DL-COPAR and the DGSDL approaches separate out common information across the class and also enhance the discrimination among different class atoms. Along with those, the proposed SGKC-JDDL approach also learns the block structure and make intra-block atoms orthonormal to each other. These additional attributes are expected to enhance the classification performance further. The GKC-BKSVD dictionary learns 400 atoms and having 100 blocks. Whereas the SGKC-JDDL dictionary consists of 50 atoms for each class-specific sub-dictionary as well as for the class-common sub-dictionary. A total of 12 blocks are formed in each sub-dictionary using the SGKC algorithm. The regularization parameters β and γ are kept as 20 and 0.02, respectively, for learning the SGKC-JDDL dictionary. The experimental results for the digit recognition task are shown in Table 5 . The results for the FDDL, DL-COPAR, DGSDL, (CS+CI)-RBM, and FDL based dictionaries are taken from those proposed in [39] , [65] - [68] . For fair contrastive, the performance of the GKC-BKSVD approach is compared with the CGC-BKSVD approach. From Table 5 , it can be observed that the recognition accuracy of the GKC-BKSVD approach remains an absolute 0.70% better than the CGC-BKSVD approach. This validates the efficacy of the variable block size. Further, we can see that the SGKC-JDDL approach has improved about absolute 0.30% and 0.09% over the DGCDL and the SCGC-DDL, respectively. The performance of the SGKC-JDDL approach also remains competitive to the FDL approach. This validates the efficacy of the proposed SGKC-JDDL approach. The recognition accuracy for the SGKC-JDDL approach by varying the different tuning parameters are shown in Table 6 . Referring the same, it can be observed that the performance for the SGKC-JDDL approach remains almost robust even on varying the value of tuning parameters. To further understand the SGKC-JDDL approach, Fig. 8 and Fig. 9 show a few randomly selected atoms of class-specific sub-dictionary for each digit and class-common sub-dictionary, respectively. From those two figures, it can be observed that class-specific atoms contain characteristics of the corresponding class digit. Whereas, the atoms in the class-common sub-dictionary are local and do not correspond to any particular digit.
C. SCENE CATEGORIZATION
The proposed approaches are also evaluated for the scene classification task on Scene15 database [70] . It consists of a total of 4484 images falling into 15 categories, such as coast, forest, kitchen, store, and office, as shown in Fig. 10 . The number of images for each category varies from 200 to 400, and the average size of each image is 92 × 112 pixels. Following the earlier works [26] , [38] , [64] , [71] , making use of Scene15 database, 100 images per class are selected for the training and rest of the images are taken for the testing. For learning the proposed dictionaries, 3000-dimensional Spatial Pyramid features of the images provided by [26] are used. A total of 300 atoms and 60 blocks are learned for the GKC-BKSVD approach. On the other hand, 30 atoms for each class-specific sub-dictionary and 10 atoms for the classcommon sub-dictionary are learned. Thus the size of the final concatenated SGKC-JDDL dictionary is 15×30+10 = 460. The regularization parameters β and γ for learning the same are kept as 15 and 0.4, respectively.
The efficacy of the proposed approaches is contrasted with the well-known sparse and non-sparse representation techniques. The results are shown in Table 7 for comparison TABLE 6. Performance evaluation of the proposed SGKC-JDDL approach on USPS handwritten digit database by varying the different parameters: (a) regularization parameter β, (b) regularization parameter γ , (c) number of blocks in each sub-dictionary p, and (d) maximum block sparsity in learning the dictionary q. The highlighted performances across the tables correspond to the usage of the same tuning parameters. purpose. The method proposed in [64] uses the non-sparse L 2 EMG feature for final representation of an image and SVM for classification. Whereas, the rest of the contrastive approaches SRC, DL-COPAR, DKSVD [25] , LC-KSVD, CGC-BKSVD, SCGC-DDL, and proposed in [71] use the sparse techniques for the final representation of an image. The unsupervised dictionary GKC-BKSVD approach outperforms the contrastive CGC-BKSVD approach. It again confirms the efficacy of forming the variable block size in a dictionary. Further, our discriminative dictionary approach also outperforms the discussed state-of-the-art approaches.
D. SPEAKER VERIFICATION
The speaker verification task is evaluated on NIST 2012 SRE (SRE12) database. The SRE12 database consists of a total of 1918 speakers (male and female) speech data. The test set contains 25, 698 telephone recorded speech utterances of varying duration from 20 to 160 seconds. From these segments, about 1.18 million verification trials are derived. A total of 2000 hours of speech data from the NIST SRE06, SRE08, and SRE10 have been used for developing the SV system. In this database, 39-dimensional MFCC feature vector is used to represent the speech frame. For the modeling, a 1024 Gaussian mixture based gender-dependent UBM is used. The 600-dimensional i-vector is derived to develop the state-of-the-art i-vector based SV system. The performance is measured in terms of the actual detection cost function (actDCF) and the EER as per NIST 2012 SRE protocol [72] . The actDCF is the mean of normalized detection cost computed at two different probability of target 0.01 and 0.001.
The development data is divided into two parts: dev-train and validation set. The initial SV system is learned on the dev-train dataset, and all the salient parameters are tuned using the validation set. Each of the speech utterances is represented using a 39k-dimensional Gaussian mixture model (GMM)-UBM mean supervector. Further, a 300-dimensional speaker-factors are derived employing the joint factor analysis (JFA) [73] approach for session/channel compensation in the GMM-UBM mean supervector.
The performances of the proposed approaches on the SRE12 database are contrasted with four sparse representation based SV (SR-SV) systems, KSVD [23] , SAC-BKSVD, CGC-BKSVD, SCGC-DDL. The i-vector [74] with probabilistic linear discriminant analysis (PLDA) [75] based non-sparse SV system is also developed for the primary contrastive. The speaker factors representation is used to develop all kinds of the SR-SV systems except for the proposed SGKC-JDDL approach, which employs the GMM-UBM mean supervector. The KSVD, SAC-BKSVD, CGC-BKSVD consist of 800 and 1200 atoms for the male and the female speaker, respectively. Whereas, SCGC-DDL and SGKC-JDDL consist of 6 atoms per class along with an additional 300 class-common atoms are learned for latter. The average block size for SR-SV systems is kept as 3. The performances of the proposed and contrastive SV systems are presented in Table 8 . All the SR-SV systems use the CDS over the sparse vector for scoring, whereas the i-vector based system uses the discriminative Bayes PLDA classifier for the same. From Table 8 , it can be observed that the contrastive (existing) SR-SV systems perform competitive to i-vector PLDA system in terms of actDCF but result in degraded EER. The same trend is observed for the proposed GKC-BKSVD approach also. For explaining the same, the authors in [19] identified that the dominant sparse coefficients in the enrollment and the test data sparse vectors do not coincide for some of the true trials, due to a large variability in the test data. As a result of that for those true trials, the CDS metric produces zero or very low scores, which coincides with the majority of false trials scores. The proposed SGKC-JDDL approach employs mixed 2,1 -norm penalty for sparse coding, thus results in improved consistency among the same-class enrollment and test data. Further, the GMM-UBM mean supervector representation is used for sparse coding and discards the session/channel variability after the same. In [74] , it is mentioned that while discarding the channel factors employing the JFA approach, some amount of speaker information is also gets lost. The said loss of the speaker information occurs due to the non-generalization of the fixed bases in the JFA approach [19] . On the other hand, in the proposed SGKC-JDDL based SV approach, the GMM-UBM mean supervector is modeled using the adaptive selection of block-wise atoms over a redundant dictionary. This flexible selection of atoms helps to reduce the loss of speaker information and results in better SV performances. Combining these two techniques are expected to improve the performance of the SGKC-JDDL based SR-SV system. On referring Table 8 again, it can be observed that the SGKC-JDDL based SR-SV system outperforms the i-vector based SV system in terms of EER also along with actDCF. More specifically, the proposed discriminative dictionary approach provides a relative improvement of 18.03% in terms of EER and performs competitive in terms of actDCF over the respective best contrastive system.
VII. CONCLUSION
In this paper, a few novel approaches are proposed for learning the block structure and the discriminative dictionary towards achieving the group sparse representation. For improving the estimation of the block structure, we propose a genetic algorithm optimized K-means clustering approach, and the same is referred to as GKC algorithm. Unlike the existing approaches for block formation, the GKC algorithm does not impose any constraint on the maximum block size. The block-structured dictionary learned employing the GKC algorithm is noted to yield improvement in both classification and reconstruction abilities. To further enhance the discriminative ability, we have extended the recently proposed SCGC-DDL approach to learn the class-common sub-dictionary that is shared by all classes, and the 2,1 -regularization for sparse coding to increase the robustness among same-class data. The proposed discriminative dictionary approach has been evaluated on several image and speech signal classification tasks, and the results show its effectiveness when compared with the respective state-of-the-art.
