1. Introduction 1.1. Backgrounds. Let k be a field, G a finite group and V be a faithful finite-dimensional representation of G over k. Let k(V) be the rational function field which is isomorphic to the field of fractions of the symmetric algebra S (V * ) k [V] . Then G can be viewed as a subgroup of the k-automorphism group Aut k k(V). We write k(V) G = { f ∈ k(V) | σ · f = f for all σ ∈ G} for the invariant field. Famous Noether's problem asks whether k(V) G is rational (i.e., purely transcendental) over k.
This problem has close connection with Lüroth's problem and inverse Galois problem [13, 24, 27, 25] .
We consider the pair (k, G) = (Q, C n ) with a cyclic action on Q(V) = Q(x 1 , · · · , x n ), where Q is the field of rational numbers and C n is the cyclic group of order n. In 1969, Swan [26] showed that the invariant field Q(V) C n is not rational over Q when n = 47, 113, 233. This is the first counterexample to Noether's problem. But it seems that Swan's method doesn't work on the case of an algebraically closed field.
In 1984, Saltman [25] used the unramified cohomology group H 2 nr (C(V) G , Q/Z) as an obstruction to prove that there exists some p-group G of order p 9 such that C(V) G is not rational over the complex field C. In 1988, Bogomolov [3] proved that the unramified cohomology group H 2 nr (C(V) G , Q/Z) is actually isomorphic to
where B G denotes the set of bicyclic subgroups of G and res G A is the usual cohomological restriction map. The group B 0 (G) is a subgroup of the Schur multiplier H 2 (G, Q/Z), so B 0 (G) is also called the Bogomolov multiplier of G ( [18] ). Bogomolov [3] used above description to find some new examples of groups G of order p 6 with B 0 (G) 0.
On the other hand, one should remark the following result on p-groups of small order.
Theorem 1.1 ([9]). Let p be a prime and G a p-group of order ≤ p 4 . Assume that k is a field of chark p and contains a primitive p e th root of unity, where p e is the exponent of G. Then k(V) G is purely transcendental over k for any linear representation V. In particular, B 0 (G) = 0.
A natural problem is to classify all groups of order p 5 and p 6 with nontrivial Bogomolov multiplier.
But computing the Bogomolov multiplier of a finite group is a complicated task, even for p-groups.
Let us recall some developments in computing the Bogomolov multiplier of p-groups.
For p = 2, a result due to Chu, Hu, Kang and Prokhorov [8] shows that if G is a group of order 32 with exponent e, then Noether's problem for G has positive answer over any field containing a primitive eth root of unity, so B 0 (G) is trivial. In 2010, Chu, Hu, Kang and Kunyavskii [7] classified all nonabelian groups of order 64 with nontrivial B 0 . Meanwhile, we notice that for p ≥ 3, a complete list of all groups of order p 5 and p 6 is well-known by James's work [12] , in which the nonabelian groups of order p 5 and p 6 are divided into 9 isoclinism families {Φ 2 , · · · , Φ 10 } and 42 isoclinism families {Φ 2 , · · · , Φ 43 } respectively.
In [21] , Moravec used a notion of nonabelian exterior square G ∧ G of a given group G to obtain a new description of B 0 (G) (see Section 2) . As an application, it is proved in [21] that there are precisely three groups of order 3 5 with nontrivial B 0 . Recently, Hoshi, Kang and Kunyavskii proved the following result, which is also obtained by Moravec [22] using some purely combinatorial methods.
Theorem 1.2 ([11]
). Let p > 3 be a prime and G a group of order p 5 . Then B 0 (G) 0 if and only if G belongs to the family Φ 10 .
In [11] , an interesting question asks whether B 0 (G 1 ) is isomorphic to B 0 (G 2 ) for two isoclinic p-groups G 1 and G 2 . Moravec answered this question affirmatively.
Theorem 1.3 ([23]). Let G 1 and G 2 be isoclinic p-groups. Then B 0 (G 1 ) is isomorphic to B 0 (G 2 ).
This helpful fact means that if we want to discuss the vanishing of B 0 for the groups in some isoclinic family Φ i , it suffices to pick up one suitable representative G ∈ Φ i and compute its B 0 (G).
Furthermore, we notice that there are also some papers addressing on the vanishing question of the Bogomolov multiplier of finite simple groups ( [4] , [6] , [18] , [5] ) and rigid finite groups ( [16] ).
Main Results. The purpose of this paper is to compute the Bogomolov multiplier of all nonabelian
groups of order p 6 for p > 3. It follows from the classification of James [12] that each group of order p 6 belongs to one of the isoclinism families: Φ 2 , Φ 3 , · · · , Φ 43 .
The following is our main result. We below will calculate the Bogomolov multiplier of G case by case. Our proof of Theorem 1.4 basically consists of four parts. The most simple part contains those groups for which the vanishing of B 0 can be obtained by Theorems 2.5 and 3.1 (see Section 3). We will use the combinatorial method developed by Moravec in [22] to deal with the second part, which contains many isoclinism families. However, we observe that Moravec's method has its limitation for the situation G ∈ Φ 15 . Thus in the third part, we return to investigate Noether's problem for the group belonging to Φ 15 . This difficult part also give an approach to solve Noether's problem for the groups with six generators. Finally, we extend some methods in [10] to discuss these groups with nontrivial B 0 . Remark 1.5. The result that B 0 (G) = 0 for G ∈ Φ 2 , Φ 8 or Φ 14 was also proved recently by Michailov [20] . Actually, Noether's problem for these groups has an affirmative answer if the ground field contains a primitive eth root of unity, where e is the group exponent. Remark 1.6. For convenience of the readers, Table 1 gives a summary for the isoclinism families of nonabelian groups of order p 6 (p > 3). 
In particular, we write [x, n y] for the commutator [x 1 , y, · · · , y] with n copies of y.
The nonabelian exterior square of G, is a group generated by the symbols x ∧ y (x, y ∈ G), subject to the relations
for all x, y, z ∈ G. We denote this group by G ∧ G. Let [G, G] be the commutator subgroup of G. We observe that the commutator map κ :
, is a well-defined group homomorphism. Let M(G) denote the kernel of κ, i.e.,
Moreover, we define
An important result due to Moravec [21] asserts that
Let G be a group. There is also an alternative way to obtain the nonabelian exterior square G ∧ G. Let ϕ be an automorphism of G and G ϕ be an isomorphic copy of G via ϕ : x → x ′ . We define τ(G) to be the group generated by G and G ϕ , subject to the following relations:
for all x, y, z ∈ G. Obviously, the groups G and G ϕ can be viewed as subgroups of τ(G).
is actually an isomorphism of groups (see [2] ).
We collect some properties of τ(G) and [G, G ϕ ] that will be used frequently in our proofs.
Lemma 2.1 ([2]
). Let G be a group.
(2) If G is nilpotent of class c, then τ(G) is nilpotent of class at most c + 1. 
for all x, y ∈ τ(G) and every positive integer n.
Lemma 2.3 ([22], Lemma 3.7). Let G be a nilpotent group of class
where
, for all α, β ∈ τ(G) and every positive integer n. We proceed in this way to check James's classification, and we will obtain Proof. The group G = Φ 13 (1 6 ) has a polycyclic presentation 
We can see that, except
Proof. The group G = Φ 19 (1 6 ) has a polycyclic presentation
By Lemma 2.4, the group [G, G ϕ ] is generated by the set
We claim that any two elements in the set A are commutating modulo
The remaining cases will be checked easily. Thus each element in [G, G ϕ ] can be expressed as
So p divides m, n + t and s respectively. By Lemma 2.2 we have
On the other hand,
We can see that [β,
Proof. The group G = Φ 22 (1 6 ) has a polycyclic presentation
where α
. It is not hard to check that any two of these three generators are commutating modulo
and so p divides r and s + t respectively. Notice that
Proof. The group G = Φ 23 (1 6 ) has a polycyclic presentation
modulo M * 0 (G). Notice that any two elements in the set B are commutating modulo M * 0 (G); for instance,
, and the similar arguments can used to check the other cases. Thus each element in [G, G ϕ ] can be expressed as
4 γ n . Therefore p divides m i and n respectively.
It follows from (2) of Lemma 2.1 that τ(G) is nilpotent of class ≤ 5, so Lemma 2.3 implies that
By the same way, we observe
Proof. Since the group G = Φ 24 (1 6 ) has a polycyclic presentation
It is not hard to check that any two elements among this four generators are commutating modulo M * 0 (G). Thus each element in
and p divides m 1 , m 2 and m 3 + n respectively. By (7) of Lemma 2.1 and Lemma 2.3 we have
Proof. Here we only give the proof for the case G ∈ Φ 25 because their proofs are almost same.
We choose G = Φ 25 (222) as a representative, it has a polycyclic presentation
Notice that for any i, j ∈ {1, 2, 3} and i < j,
4 . Thus p divides m 2 and m 3 , and p 2 divides m 1 . Note that τ(G) is nilpotent of class ≤ 5, we have
Similarly, one can prove that [
and B 0 (G) = 0.
Proof. The group G = Φ 27 (1 6 ) has a polycyclic presentation
Then the group [G, G ϕ ] is generated by the set
modulo M * 0 (G). As before, it is easy to check that any two elements in the set C are commutating modulo
So p divides m 1 , m 2 and m 3 + s + t respectively.
On the other hand, we have 
Proof. The group G = Φ 30 (1 6 ) has a polycyclic presentation
Notice that any two elements among these generators are commutating modulo M * 0 (G), so each element in [G, G ϕ ] can be expressed as
To complete the proof, it suffices to prove that [
Proof. The group G = Φ 31 (1 6 ) has a polycyclic presentation 
Similar arguments can be applied to the case G ∈ Φ 33 . We here only outline the proof. First of all, the group G = Φ 33 (1 6 ) has a polycyclic presentation
Proof. We choose G = Φ 34 (321) a as a representative. The group G has a polycyclic presentation
We notice that the group [G,
. Then 1 = κ * (w) = β m 1 β n 2 γ s+t and p divides n, s + t, and p 2 divides m. Notice that
Hence B 0 (G) = 0 and we are done.
Proof. The group G = Φ 35 (1 6 ) has a polycyclic presentation 1, 2, 3, 4) .
, so p divides
Similarly, one can prove that
Proof. The group G = Φ 37 (1 6 ) has a polycyclic presentation 
. Thus p divides m i and r + s + t.
Notice that
By the same way, we have
We expand this commutator and eventually deduce that [α 3 , α
Proof. The group G = Φ 40 (1 6 ) has a polycyclic presentation
where v denotes the smallest positive integer which is a non-quadratic residue (mod p). Then the group
The direct computation shows that any two elements of these generators are commutating modulo M * 0 (G). Thus every element w in [G, G ϕ ] can be expressed as
where w ∈ M * 0 (G). If w ∈ M * (G), then 1 = κ * (w) = β m β n 1 β r 2 γ s+t and p divides m, n, r and s + t. Notice that
We expand this commutator as follows,
, and we are done.
3.3. Noether's Problem. Let G be a finite p-group of exponent e and k be any field of characteristic prime to e. Let G act on the rational function field k(x h : h ∈ G) by g · x h = x gh for all g, h ∈ G. We write
The main purpose of this subsection is to prove that if G = Φ 15 (21 4 ) and k contains a primitive p 2 -th root of unity, then k(G) is rational over k. As a direct consequence, we have B 0 (G) = 0. Similar arguments can be applied to the cases where G ∈ Φ 28 or Φ 29 , so we omit the detailed proofs.
To do this, we need some results which will be used frequently in our proof. 
Theorem 3.22 ([1]). Let L be a field and G be a finite group acting on the rational function field L(x).

Assume that for any g
Recall that a k-automorphism β ∈ Aut k k(x 1 , · · · , x m ) is said to be linearized if there exists an injection from the cyclic group β to GL m (k). Equivalently, β is linearized if and only if there are m elements 
Then β can be linearized. 
Then β can be linearized.
with the action β : 
Proof. By Lemma 3.23, for each 1 ≤ i ≤ p − 1, the restriction of α on the subfield k(
can be linearized. It follows from Fischer's Theorem 3.20 that the fixed field k(
where the action of β is given as follows:
Apply Lemma 3.23 and Fischer's Theorem 3.20 again. Thus k(z i j :
The following is our main result of this subsection. Proof. Our proof consists of the following three steps:
Step 1 We will construct a faithful subrepresentation W of V * , where V * = ⊕ g∈G k · x g be the dual of the regular representation V of G.
Let η be a primitive p 2 -th root of unity. Then ω = η p is a primitive p-th root of unity. Define
Since [α 1 , α 4 ] = 1, it follows that
Notice that β 1 = α p 1 . We define
Since β 1 belongs to the center of G, we have
Since β 2 is also an element in the center of G, it follows that
Now to realize α 2 and α 3 , for 0 ≤ i, j ≤ p − 1, we define
Applying the commutator relation among the generators in the presentation of G, we have
By No-name Lemma 3.21, it suffices to show that the invariant field
Step 2 We will prove that
In what follows, we write I for the set {0, 1, 2, · · · , p − 1}, I 2 for the Cartesian set I × I, and J for I 2 − {(0, 0)}.
, and
L is invariant by the action of G, i.e.,
Apply Theorem 3.22, it suffices to show that L G is rational over k. Since the action of β 1 , β 2 is trivial,
. Note that the action of α 1 , α 2 , α 3 on k(v i j : (i, j) ∈ J) are given by:
with the action of α 2 , α 3 : 
Let r i = w 0i and s i = w i0 for 1
It follows from Lemma 3.25 that M α 2 ,α 3 is rational over k. We assume that F = M α 2 ,α 3 . Then k(w i j :
, and we need to show that F(r i ,
We rewrite the action of α 2 , α 3 on F(r i , s i : 1 ≤ i ≤ p − 1):
,
where all a i , b i ∈ F.
By Corollary 3.24 and Theorem 3.20, we have
, which is rational over F ′ by the same reason, so is also rational over F.
Step 3 Finally, we will use the method developed in step 2 to prove that K(y i j : 0 ≤ i, j ≤ p − 1) G is rational over K.
while L is invariant by the action of G, i.e., This completes the proof.
Applying the same techniques, we will obtain 
Nontrivial Bogomolov Multipliers
In this section, we use the following nonvanishing criterion for the Bogomolov multiplier to complete the proof of Theorem 1.4. Throughout this section, For any ϕ ∈ H 1 (N, Q/Z), we write ϕ = a 1 ϕ 1 + a 2 ϕ 2 + a 3 ϕ 3 for some integers a 1 , a 2 , a 3 ∈ Z (modulo p).
It is easy to check that ϕ ∈ H 1 (N, Q/Z) G if and only if a 1 = a 3 = 0. Obviously, ϕ 2 ∈ H 1 (N, Q/Z) G .
Thus H 1 (N, Q/Z) G = ϕ 2 C p . Notice that G/N is a nonabelian group of order p 3 and of exponent p, it follows from Proposition 6.3 in [19] (or see [17] , Theorem 3. If the order of AN/N is p, then it is cyclic, we are done.
Assume that the order of AN/N is p 2 , we will prove that this is impossible. In G/N, we write y 1 N = α a 1 α if it is necessary to change some suitable generators y 1 , y 2 and integers a 2 , a 3 , b 3 . Finally we will show that all three possibilities will lead to contradiction. The proof is completed.
