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Abstract
Answer set programming is a well studied framework
in logic programming. Many research works had been
done in order to define a semantics for logic programs.
Most of these semantics are iterated fixed point seman-
tics. The main idea is the canonical model approach
which is a declarative semantics for logic programs that
can be defined by selecting for each program one of its
canonical models. The notion of canonical models of a
logic program is what it is called the stable models. The
stable models of a logic program are in a certain sense
the minimal Herbrand models of its ”reduct” programs.
Here we introduce a new semantics for logic programs
that is different from the known fixed point semantics.
In our approach, logic programs are expressed as CNF
formulas (sets of clauses) of a propositional logic for
which we define a notion of extension. We prove in this
semantics, that each consistent CNF formula admits at
least an extension and for each given stable model of
a logic program there exists an extension of its corre-
sponding CNF formula which logically entails it. On the
other hand, we show that some of the extensions do not
entail any stable model, in this case, we define a simple
descrimination condition which allows to recognize such
extensions. These extensions could be very important,
but are not captured by the stable models semantics.
Our approach, extends the stable model semantics in
this sense. Following the new semantics, we give a full
characterization of the stable models of a logic program
by means of the extensions of its CNF encoding verify-
ing a simple condition, and provide a procedure which
can be used to compute such extensions from which we
deduce the stable models of the given logic program.
Re´sume´
La programmation par ensembles re´ponses (Answer
Set Programming) est un cadre bien e´tudie´ en program-
mation logique. Plusieurs travaux ont e´te´ faits pour
de´finir une se´mantique pour les programmes logiques.
La plupart de ces se´mantiques sont en fait des se´man-
tiques de point fixe. L’ide´e principale est le calcul de
mode`les canoniques du programme logique conside´re´,
appele´s mode`les stables. Les mode`les stables sont dans
un certain sens des mode`les minimaux des programmes
re´duits. Nous introduisons une nouvelle se´mantique pour
les programmes logiques, a` partir d’une notion d’exten-
sion d’une formule propositionnelle classique. Ces ex-
tensions peuvent eˆtre calcule´s de manie`re ite´rative. Un
programme logique est alors code´ par un ensemble de
clauses de la logique propositionnelle. On prouve que
chaque formule consistante admet au moins une exten-
sion et que, pour chaque mode`le stable d’un programme
logique, il existe une extension de son codage qui l’im-
plique logiquement. Certaines des extensions ne corre-
spondent pas a` un mode`le stable mais sont inte´ressantes.
Nous donnons une condition discriminante simple qui
permet de reconnaitre de telles extensions. Enfin, nous
de´crivons un algorithme qui calcule les extensions de la
formule CNF codant le programme logique. De cet en-
semble d’extension on peut extraire les mode`les stables
du programme logique initial.
1 Introduction
L’e´tude propose´e ici se situe dans le cadre de la pro-
grammation par ensemble re´ponse (ASP). Ce cadre
peut eˆtre vu comme un cas particulier de la logique des
de´fauts [12]. Une des questions importantes de l’ASP
est de de´finir une se´mantique pour les programme
logiques.
Un programme logique pi est un ensemble de re`-
gles de la forme r : concl(r) ← prem(r), ou` prem(r)
est l’ensemble des pre´misses de la re`gle. Cet ensem-
ble de pre´misses est une conjonction de litte´raux qui
peut contenir des ne´gations classiques et des ne´ga-
tions par e´chec. La partie gauche concl(r) est la con-
clusion de la re`gle, exprime´e en ge´ne´ral par un seul
litte´ral positif, ou dans certains cas par une disjonc-
tion de litte´raux positifs (programmes logiques dis-
jonctifs). L’ensemble prem(r) peut eˆtre aussi appele´
corps de la re`gle r et concl(r) appele´ teˆte de la re`gle
(r : head(r) ← body(r)). Chaque programme logique
pi est traduit en un programme logique terminal e´quiv-
alent Ground(pi) par le remplacement de chaque re`gle
contenant des variables par toutes ses instances termi-
nales, de sorte que chaque litte´ral de Ground(pi) est
terminal. Cette technique est utilise´e pour e´liminer les
variables meˆme si le programme contient des symboles
fonctionnels et si son univers de Herbrand est infini.
Parmi les se´mantiques les plus connues pour les
programmes logiques, on a la comple´tion de Clark
[1], et la se´mantique des mode`les stables (ensembles
de re´ponses) [7]. On sait que chaque mode`le stable
d’un programme logique est un mode`le de sa com-
ple´tion, mais que l’inverse n’est pas toujours vrai.
Fages [6] a montre´ que les deux se´mantiques sont
e´quivalentes pour les programmes logiques sans boucle
(tight programs). Une ge´ne´ralisation du re´sultat de
Fage aux programmes logiques avec d’e´ventuelles ex-
pressions imbrique´es de ne´gations par e´chec dans les
corps de leurs re`gles a e´te´ donne´ dans [5]. D’autre
part, Fangzhen Lin et Zhao Yutin ont propose´ dans
[3] d’ajouter a` la comple´tion d’un programme logique,
des formules appele´es loop formulas. Ils ont montre´
que l’ensemble des mode`les de la comple´tion e´tendue
par ces dernie`res formules est identique a` l’ensemble
des mode`les stables du programme logique conside´re´
meˆme si ce dernier contient des boucles (not tight).
La quasi-totalite´ des se´mantiques connues pour les
programmes logiques sont de´claratives et/ou sont des
se´mantiques de point fixe (comme pour la logique des
de´fauts un mode`le stable est un ensemble de litte´raux
qui ve´rifie une e´quation qui peut ne pas avoir de so-
lution). Ici nous introduisons une nouvelle se´mantique
qui n’est ni de´clarative ni de´finie par un point fixe
classique (on a toujours une solution). Cette se´man-
tique peut eˆtre conside´re´e comme un cas particulier
de la logique des hypothe`ses [14, 13] qui, en parti-
culier, e´tend la logique des de´fauts. La se´mantique
est base´e sur une notion d’extension d’une formule
propositionnelle classique. Une extension est obtenue
en ajoutant a` la formule un ensemble maximal consis-
tant de litte´raux. Ces extensions peuvent eˆtre calcule´s
de manie`re ite´rative. Un programme logique est alors
code´ par un ensemble de clauses de logique proposi-
tionnelle. On prouve que chaque formule consistante
admet au moins une extension et que, pour chaque
mode`le stable d’un programme logique, il existe une
extension de son codage qui l’implique logiquement.
En d’autres termes tout mode`le stable est repre´sente´
par une extension. Certaines des extensions (les extra-
extensions) ne correspondent pas a` un mode`le sta-
ble, mais sont inte´ressantes. Par exemple, en terme de
repre´sentation des connaissances, nous pouvons avoir
un programme logique qui n’a pas de mode`le sta-
ble a` cause de la pre´sence d’une seule re`gle. Mais
l’ensemble des autres re`gles a des mode`les stables per-
tinents. Dans ce cas les extra-extension permettent
en fait d’isoler la re`gle geˆnante (on est proche de la
para-consistance). D’autre part l’utilisation des extra-
extensions va permettre d’avoir un algorithme simple
de calcul d’extensions et de mode`les stables.
Pour reconnaitre les extra-extensions, nous donnons
une condition discriminante. L’ajout de cette condi-
tion permet, pour les programmes ge´ne´raux d’avoir
une bijection entre les extensions et les mode`les sta-
bles. Enfin, nous de´crivons un algorithme qui calcule
les extensions de la formule CNF codant le programme
logique. De cet ensemble d’extension, on peut extraire
les mode`les stables du programme logique initial. L’al-
gorithme peut eˆtre mis en oeuvre avec un Solveur SAT
le´ge`rement modifie´, qui effectue une e´nume´ration sur
le codage CNF du programme logique et qui utilise
un sous-ensemble de variables comme strong backdoor
[16] (note´e par STB). Ce strong backdoor donne la
complexite´ de la proce´dure.
Le reste de l’article est structure´ comme suit : dans
la partie 2 nous donnons quelque pre´liminaires sur la
programmation ASP. Nous introduisons la nouvelle se´-
mantique des programmes logiques ge´ne´raux et mon-
trons sa relation avec la se´mantique des mode`les sta-
bles dans la partie 3. La partie 4 donne un algorithme
base´ sur une proce´dure de type DLL d’un solveurs
SAT, qui permet de calculer les extensions a` partir
desquelles les mode`les stables du programme logique
peuvent eˆtre de´duits. Nous donnons une conclusion et
des perspectives dans la partie 5.
2 Notions de base
Cette partie rappelle quelques notions de base sur
la programmation ASP. Il existe plusieurs classes de
programmes logiques, caracte´rise´es par la pre´sence ou
l’absence de la ne´gation classique et de la ne´gation par
e´chec. Nous supposons dans la suite de ce travail que
tous les programmes sont terminaux 1 (sans variables).
1. Chaque programme logique pi est traduit en un pro-
gramme logic terminal e´quivalent ground(pi) par la substitution
de chaque re`gle contenant des variables par toutes ses instances
Les classes les plus connues sont les suivantes :
– Les programmes logiques positifs : un programme
logique positif pi est un ensemble de re`gles de
la forme r : L0 ← L1, . . . , Lm, (m ≥ 0) ou` Li
(0 ≤ i ≤ m) est un atome. Un programme positif
ne contient pas de ne´gation classique ni de ne´-
gation par e´chec. On peut le conside´rer comme
un programme Prolog sans ne´gation par e´chec ou
aussi comme un ensemble de clauses de Horn du
calcul propositionnel. Ici on a head(r) = L0 et
body(r) = L1, . . . , Lm. Le sens de la re`gle est“si on
peut prouver le corps de la re`gle L1, L2, . . . , Lm,
alors on prouve la teˆte L0”. Etant donne´ un en-
semble d’atomes A, on dit que la re`gle r est ap-
plicable (active) dans A si body(r) ⊆ A. Un en-
semble d’atomes A est ferme´ par rapport a` un
programme logique pi si et seulement si pour toute
re`gle r ∈ pi, si body(r) ⊆ A, alors head(r) ∈ A. Un
programme logique positif pi contient un seul mod-
e`le de Herbrand canonique e´quivalent a` l’unique
mode`le minimal de Herbrand que nous de´notons
par CM(pi). Le mode`le minimal de Herbrand de pi
est le plus petit ensemble d’atomes ferme´ par rap-
port a` pi. Formellement, pour un programme logic
pi et un ensemble d’atomes A, l’ope´rateur Tpi(A) =
{head(r)/r ∈ pi, body(r) ⊆ A} calcule tous les
atomes qui peuvent eˆtre de´duits de A par utili-
sation des re`gles de pi. Maintenant, nous de´finis-
sons la suite : T 0pi=Tpi(∅), T
k+1
pi = Tpi(T
k
pi ),∀k ≥ 0.
Le mode`le minimal de Herbrand est le plus petit
point fixe de Tpi, c’est-a`-dire CM(pi)=
⋃
k≥0 T
k
pi .
Le mode`le minimal de Herbrand CM(pi) contient
tous les atomes qui peuvent eˆtre de´duits de pi. Ce
mode`le est e´gal au mode`le minimal exprime´ par
un programme Prolog forme´ par les re`gles de pi ou
a` la partie positive du mode`le minimal (au sens
des mode`les pre´fe´rentiels) de l’ensemble de clauses
de Horn correspondant.
– Les programmes logiques ge´ne´raux (normaux) :
un programme logique ge´ne´ral pi est un en-
semble de re`gles de la forme r : L0 ←
L1, L2, . . . , Lm, notLm+1, . . . , notLn, (0 ≤ m <
n) ou` Li (0 ≤ i ≤ n) sont des atomes,
et not le symbole exprimant la ne´gation par
e´chec. Le corps positif de r est de´note´ par
body+(r) = {L1, L2, . . . , Lm}, et le corps ne´gatif
par body−(r) = {Lm+1, . . . , Ln}. Le mot ge´ne´ral
est du au fait que les re`gles sont plus ge´ne´rales
que les clauses de Horn, car elles contiennent des
ne´gations par e´chec. La sous-re`gle r+ : L0 ←
L1, L2, . . . , Lm exprime la projection positive de
la re`gle r. Intuitivement, la re`gle r est interpre´te´e
terminales de telle sorte que chaque litte´ral de ground(pi) est
terminal.
par ”Si on infe`re tous les atomes {L1, L2, . . . , Lm}
et qu’aucun des atomes {Lm+1, . . . , Ln} n’est in-
fe´re´ , alors on infe`re L0“. Etant donne´ un en-
semble d’atomes A, on dit que la re`gle r est
applicable (active) dans A si body+(r) ⊆ A et
body−(r) ∩ A = ∅. Le re´duit du programme pi
par rapport a` l’ensemble d’atomes A est le pro-
gramme positif piA ou` on supprime chaque re`gle
contenant une expression notLi dans son corps
ne´gatif body telle que Li ∈ A et ou` on sup-
prime les autres expressions notLi des corps des
autres re`gles. Plus pre´cise´ment, piA = {r+/r ∈
pi, body−(r) ∩A = ∅}. La se´mantique la plus con-
nue pour les programmes ge´ne´raux est celle des
mode`les stables de´finie dans [7]. Cette dernie`re
peut eˆtre vue comme une ame´lioration de la ne´ga-
tion par e´chec de Prolog. Un ensemble d’atomes A
est un mode`le stable (un ensemble re´ponse) de pi si
et seulement si A est identique au mode`le minimal
de Herbrand de piA, c’est a` dire ssi A = CM(piA).
La se´mantique des mode`les stables est base´e sur
l’hypothe`se du monde clos, un atome qui n’est pas
dans le mode`le stable A est conside´re´ comme faux.
– Les programmes logiques e´tendus : un pro-
gramme logique e´tendu pi est un ensem-
ble de re`gles de la forme r : L0 ←
L1, L2, . . . , Lm, notLm+1, . . . , notLn (0 ≤ m < n)
ou` Li, (0 ≤ i ≤ n) sont des litte´raux (des atomes
Li ou leurs ne´gations ¬Li). La se´mantique des
programmes logiques e´tendus [8] est une exten-
sion de la se´mantique des mode`les stables de´finie
pour les programme logiques ge´ne´raux [7]. Pre-
mie`rement, conside´rons un programme logique
e´tendu pi qui ne contient pas de ne´gations par
e´chec (m=n, dans chaque re`gle de pi). L’ensemble
re´ponse de pi est le plus petit ensemble de litte´raux
A tel que pour chaque re`gle L0 ← L1, . . . , Lm de
pi, si L1, . . . , Lm sont dans A, alors L0 est dans A,
et si deux litte´raux comple´mentaires figurent dans
A, alors A devrait contenir tous les litte´raux du
langage de pi. Nous de´notons cet ensemble re´ponse
par A = α(pi). Il est facile de voir qu’il existe
un seul mode`le α(pi), et si pi ne contient pas de
ne´gation, alors le mode`le α(pi) est identique au
mode`le minimal de Herbrand de pi. Soient pi un
programme logique e´tendu et Lit l’ensemble de
tous les litte´raux de son langage. Pour tout sous-
ensemble A de litte´raux, le re´duit du programme
pi par rapport a` A est le programme piA ou` on
supprime chaque re`gle contenant une expression
notLi dans son corps ne´gatif telle que Li ∈ A et ou`
on supprime les autres expressions notLi dans les
corps des autres re`gles. Le programme re´sultant
piA ne contient pas de not, et le sous-ensemble A
est un mode`le stable pour pi si et seulement si il
est identique a` l’ensemble re´ponse de piA. C’est-a`-
dire, A = α(piA). Ici, la se´mantique est diffe´rente
de celle des programmes ge´ne´raux, puisque l’hy-
pothe`se du monde clos n’est pas applique´e dans
le cadre des programmes e´tendus.
3 La ne´gation par e´chec exprime´e en
logique propositionnelle et la notion
d’extension
Notre se´mantique, inspire´e par celle introduite dans
la logique des hypothe`ses [14, 13], part d’une approche
logique classique propositionnelle non modale. Elle est
base´e sur un langage propositionnel L. Dans L on dis-
tingue deux types de variables propositionnelles : un
sous ensemble de variables classiques V = {Li : Li ∈
L} et un autre sous-ensemble nV = {notLi : notLi ∈
L}. Pour chaque variable dans Li ∈ V il existe une
variable correspondante notLi ∈ nV . L’ensemble total
des variables de L est V ∪ nV . Nous utilisons la vari-
able propositionelle notLi pour exprimer la ne´gation
par e´chec utilise´e dans les programmes logiques. A ce
niveau, les variables Li et notLi sont logiquement in-
de´pendants ; il n y a pas de relation se´mantique entre
ces variables.
Depuis l’introduction de Prolog en 1972 et sa ne´ga-
tion par e´chec, le but de la programmation logique est
de de´finir un lien entre les deux types de variables. Par-
ticulie`rement, la logique des de´fauts [12], ou` la logique
des hypothe`ses [14, 13] repre´sentent deux fac¸ons de for-
maliser un tel lien. Ge´ne´ralement, toutes les logiques
non-monotones oeuvrent dans ce sens.
Ici, dans le meˆme esprit que la logique des hy-
pothe`ses, nous introduisons une se´mantique qui donne
un lien entre les deux types de variables dans le cadre
des ASP. Ce lien est exprime´ par l’ajout au langage
propositionnel L de l’ensembles de clauses ne´gatives
ME={(¬Li ∨ ¬notLi) : Li ∈ V } e´quivalent a` chacun
des ensembles de formules {¬(Li ∧ notLi) : Li ∈ V },
{(Li → ¬notLi) : Li ∈ V } et {(notLi → ¬Li) : Li ∈
V }. C’est en fait un pseudo axiome logique qui s’ap-
plique seulement aux couples de variables {Li, notLi}.
Il est important de voir que l’ensemble de clauses
ME ainsi ge´ne´re´ exprime seulement les exclusions
mutuelles entre chaque litte´ral Li ∈ V et son litte´ral
ne´gatif correspondent notLi ∈ nV , mais n’e´tablit pas
l’e´quivalence entre ¬Li et notLi. Ici, on peut avoir
¬notLi sans avoir Li. Intuitivement, dans une pre-
mie`re approche, on peut donc conside´rer qu’une vari-
able notLi est une ne´gation par e´chec classique affaib-
lie. Pour obtenir une vraie ne´gation par e´chec, il suf-
fit d’ajouter au syste`me logique une proprie´te´ (en fait
une re`gle d’infe´rence) qui oblige d’infe´rer Li quand on
infe`re ¬notLi. Cette proprie´te´ sera appele´e proprie´te´
discriminante dans la suite.
Etant donne´ un ensemble de formules F exprime´es
dans le langage propositionnel L et un sous-ensemble
S de nV , on de´finit une extension de (F ∪ ME,S)
comme la the´orie obtenue de F ∪ME en ajoutant un
nombre maximal de litte´raux notLi de S a` F ∪ME de
telle sorte que la the´orie re´sultante reste consistante.
Une extension de (F ∪ME,S) est donc une the´orie
maximalement consistante par rapport a` l’inclusion de
litte´raux notLi de S. Formellement :
De´finition 1 Etant donne´ un ensemble de formules F
du langage L, un sous-ensemble S de nV et un sous-
ensemble S′ de S, une extension de (F ∪ME,S) est
un ensemble E = (F ∪ME)∪S′ tel que les conditions
suivantes sont ve´rifie´es :
1. E est consistant.
2. ∀notLi ∈ S − S
′, E ∪ {notLi} is inconsistant
Exemple 1 Soit F = {(notb ∧ c)→ a, a→ b, notd→
c, a} un ensemble de formules du langage L, alors
ME = {¬a∨¬nota,¬b∨¬notb,¬c∨¬notc,¬d∨¬notd}
et S = {notb, notd} un sous-ensemble variables de
nV . La paire (F ∪ME,S) admet une seule extension
E = (F ∪ME) ∪ {notd}.
Exemple 2 Soit F = {(notb ∧ c)→ a, a→ b, notd→
c} un ensemble de formules du langage L, on obtient
ME = {¬a ∨ ¬nota,¬b ∨ ¬notb,¬c ∨ ¬notc,¬d ∨
¬notd}, et S = {notb, notd} un sous ensemble de vari-
ables de nV . La paire (F ∪ME,S) admets deux ex-
tensions E = (F ∪ME)∪ {notd} et E = (F ∪ME)∪
{notb}.
On montre qu’un ensemble de formules de L con-
tenant ME, qui est consistant a au moins une exten-
sion pour tout sous-ensemble S ⊂ nV .
Proposition 1 Soient F un ensemble de formules du
langage L et S un sous-ensemble de nV ( S ⊂ nV ). Si
(F ∪ME) est consistant alors il existe alors au moins
une extension de (F ∪ME,S).
Preuve 1 Soit S un sous-ensemble nV . Deux cas sont
possibles : Si S est fini, alors la preuve est triviale. En
effet, puisque (E ∪ME) est consistant par hypothe`se,
alors en ajoutant successivement des litte´raux notLi
a` (E ∪ME), nous allons atteindre l’ensemble maxi-
mallement consistant (E ∪ME) ∪ S′ ou` S′ ⊂ S. Si
S est infini, la preuve peut eˆtre faite par l’utilisation
d’une part du the´ore`me de compacite´ et d’autre part du
lemme de Zorn (la preuve n’est pas donne´e par manque
de place).
Proposition 2 Si F est un ensemble de clauses dont
chacune contient au moins un litte´ral positif de V et
qui ne contiennent aucun litte´ral positif notLi de nV ,
alors l’ensemble de clauses F ∪ME est consistant.
Preuve 2 L’interpre´tation compose´e de tous litte´raux
positifs Li ∈ V et de tous les litte´raux ¬notLi ∈ nV
est un mode`le trivial.
3.1 Une nouvelle se´mantique pour la programma-
tion logique
Dans la suite nous allons nous inte´resser a` la classe
des programmes logiques ge´ne´raux ou` un programme
pi est un ensemble de re`gles de la forme r : L0 ←
L1, L2, . . . , Lm, notLm+1, . . . , notLn, (0 ≤ m < n) et
ou` tout Li (0 ≤ i ≤ n) est un atome (une variable
propositionnelle). On conside`re que l’ensemble STB
des litte´raux positifs du type notLi qui apparaissent
dans pi, STB = {notLi : notLi ∈ pi} ⊂ nV , est un
strong backdoor [16] de pi. Dans cette approche chaque
re`gle r de pi est traduite par une formule proposition-
nelle (une clause) C = L0 ∨ ¬L1 ∨ ¬L2, . . . ,¬ ∨ Lm ∨
¬notLm+1 . . .¬notLn. On ajoute a` cet ensemble de
clauses traduites, l’ensemble des clauses d’exclusion
mutuelle ME={(¬Li ∨ ¬notLi) : Li ∈ V }.
Un programme logique ge´ne´ral pi={r : L0 ←
L1, L2, . . . , Lm, notLm+1, . . . , notLn}, (0 ≤ m < n),
est donc traduit par un ensemble L(pi) de clauses de
Horn propositionnelles qui repre´sente son codage CNF
dans un langage propositionnel L :
L(pi) = {
⋃
r∈pi
(L0∨¬L1∨, . . . ,¬∨Lm∨¬notLm+1 . . .¬notLn)
⋃
Li∈V
(¬Li ∨ ¬notLi)}
La taille du codage L(pi) est donc e´gale a` taille(pi)+2n,
si n est le nombre de variables propositionnelles de pi.
Soit donc L(pi) le codage en calcul propositionnel du
programme logique pi et STB ⊂ nV son strong backdoor.
Nous allons nous inte´resser dans la suite aux extensions du
couple (L(pi), STB). Une extension de (L(pi), STB) est la
the´orie obtenue a` partir de L(pi) en ajoutant un ensemble
maximal consistant de litte´raux notLi ∈ STB to L(pi) tel
que la the´orie obtenue soit consistante. A partir de la de´f-
inition ?? on de´finit donc un cas particulier d’extensions
pour les programmes logiques :
De´finition 2 Soit L(pi) le codage en logique d’un pro-
gramme logique pi, STB son strong backdoor, et un sous
ensemble S′ ⊂ STB. Alors E = L(pi)∪S′ est une extension
de (L(pi), STB) si les conditions suivantes sont ve´rifie´es :
1. E est consistant
2. ∀notLi ∈ STB − S
′, E ∪ {notLi} est inconsistant.
Exemple 3 On conside`re l’ensemble F de formules propo-
sitionnelles donne´es dans l’exemple 1 comme la traduction
logique d’un ensemble de re`gles pi. On donne ci dessous pi
et son codage logique L(pi) = L(pi)−Rules∪L(pi)−ME :
pi : L(pi)−Rules : L(pi)−ME :
a← c, notb a ∨ ¬c ∨ ¬notb ¬a ∨ ¬nota
b← a b ∨ ¬a ¬b ∨ ¬notb
c← notd c ∨ ¬notd ¬c ∨ ¬notc
a← a ¬d ∨ ¬notd
Le strong backdoor est alors l’ensemble STB =
{notb, notd} et la paire (L(pi), STB) a une seule extension
E = L(pi) ∪ {notd}. En effet E est consistant (il existe un
mode`le) et est maximal consistant sur le STB (si on ajoute
notb a` E, l’ensemble obtenu est inconsistant).
Exemple 4 On prend pi le programme logique de l’exemple
3 vu ci dessus et on supprime la re`gle a ←. On obtient le
programme logique pi′ = pi − {a ←} dont le codage logique
CNF est L(pi′) = L(pi) − {a} et dont le STB est le meˆme
que celui de pi. Dans ce cas on obtient deux extensions de
(L(pi′), STB) : E1 = L(pi
′)∪{notd} et E2 = L(pi)∪{notb}.
Mais (L(pi′) n’a pas de mode`le stable. Les deux extensions
sont des extra-extensions dont on rediscutera dans la suite.
Nous allons maintenant montrer que tout mode`le stable
correspond a` une extension.
The´oreme 1 Si X est un mode`le stable d’un programme
logique pi, alors il existe une extension E de (L(pi), STB)
telle que X = {Li ∈ V : E |= Li}. D’autre part, E ve´rifie
la ”condition discriminante” : (∀Li ∈ V,E |= ¬notLi ⇒
E |= Li).
Preuve 3 Soit l’ensemble E = L(pi) ∪ {notLi/Li /∈ X}.
Pour de´montrer le the´ore`me on montre que E est une ex-
tension (1 and 4 ci dessous), que X = {Li : E |= Li}
(2 and 3) et que E ve´rifie la condition discriminante
(∀Li ∈ V,E |= ¬notLi ⇒ E |= Li) (5).
1. E est consistant : on montre que l’interpre´tation I =
{¬Li, notLi/Li /∈ X} ∪ {Li,¬notLi/Li ∈ X} est un
mode`le de E. Comme {notLi/Li /∈ X} ⊂ I, il suffit de
montrer que I est un mode`le de L(pi). On doit montrer
que chaque clause (¬Li ∨ ¬notLi) de ME et chaque
clause de (L0∨¬L1∨¬L2, . . . ,¬∨Lm∨¬notLm+1 · · ·∨
¬notLi · · ·∨¬notLn) de L(pi) qui correspond a` une re`-
gle de pi est satisfaite par I. Il est e´vident que chaque
clause (¬Li ∨¬notLi) de ME est satisfaite par I. En
effet, si Li ∈ X, on a ¬notLi ∈ I par de´finition de I et
la clause est satisfaite par I. Maintenant, si Li /∈ X,
alors par de´finition de I on a ¬Li ∈ I, donc I satis-
fait la clause (¬Li ∨ ¬notLi). Donc (¬Li ∨ ¬notLi)
est satisfaite par I dans les deux cas. Maintenant pour
prouver que chaque clause (L0 ∨ ¬L1 ∨ ¬L2, . . . ,¬ ∨
Lm ∨ ¬notLm+1 · · · ∨ ¬notLi · · · ∨ ¬notLn) est sat-
isfaite par I, on e´tudie aussi deux cas. Si la sous
clause (L0 ∨ ¬L1 ∨ ¬L2, . . . ,¬ ∨ Lm) correspond a`
une regle du re´duit piX , alors X satisfait L0 ∨ ¬L1 ∨
¬L2, . . . ,¬ ∨ Lm puisque X est un mode`le stable pi,
alors I satisfait la clause (L0∨¬L1∨¬L2, . . . ,¬∨Lm)
car X ⊂ I. Donc la clause (L0 ∨ ¬L1 ∨ ¬L2, . . . ,¬ ∨
Lm ∨ ¬notLm+1 · · · ∨ ¬notLi · · · ∨ ¬notLn) est e´gale-
ment satisfaite par I. Dans l’autre cas, la sous clause
(L0 ∨ ¬L1 ∨ ¬L2, . . . ,¬ ∨ Lm) ne correspond pas a`
une regle de piX . Il y a alors un notLi dans la par-
tie ne´gative de la regle de pi qui correspond a` la
clause (L0 ∨¬L1 ∨¬L2, . . . ,¬∨Lm ∨¬notLm+1 · · · ∨
¬notLi · · · ∨ ¬notLn) of L(pi) tel que Li ∈ X. Alors,
¬notLi ∈ I par de´finition de I et notre clause est sat-
isfaite par I. I est donc un modele de L(pi) et de E,
donc E est consistant.
2. Li ∈ X ⇒ E |= Li : a` partir de l’ensem-
ble X on obtient le re´duit piX en enlevant en
premier lieu dans pi toute re`gle r : L0 ←
L1, L2, . . . , Lm, notLm+1, . . . , notLn (0 ≤ m < n) qui
contient un litte´ral notLi dans sa partie ne´gative, tel
que Li ∈ X. Dans ce cas la clause correspondante
c : L0∨¬L1∨¬L2, . . . ,¬∨Lm∨¬notLm+1 . . .¬notLn
de l’ensemble E n’est pas supprime´e. Ensuite on sup-
prime dans les autres re`gles de pi toutes les occur-
rences de notLi tel que Li /∈ X, et dans ce cas, on en
de´duit a` partir de la de´finition de E que notLi ∈ E,
puis on supprime les litte´raux ¬notLi dans les clauses
correspondantes de E. On en de´duit que le re´duit piX
est inclus dans l’ensemble EX obtenu A˜ partir de E
en appliquant la re´solution unitaire sur les litte´raux
de la forme notLi (E |= E
X). Comme X est un
mode`le stable de pi, par de´finition, Li appartient au
mode`le de Herbrand minimal de piX . On en de´duit
que ∀Li ∈ X,pi
X |= Li. Comme pi
X ⊂ EX , alors
EX |= piX et donc E |= piX . Comme l’infe´rence est
monotone on de´duit que ∀Li ∈ X,E |= Li.
3. E |= Li ⇒ Li ∈ X : c’est e´quivalent a` montrer que
Li /∈ X ⇒ E 2 Li. De Li /∈ X on a par de´finition
de E que notLi ∈ E, donc par application de la unit
re´solution sur la clause (¬Li∨¬notLi) ge´ne´re´e par le
nouveau pseudo axiome, on de´duit que E |= ¬Li. On
en conclu que E 2 Li car E est consistant (montre´ en
1).
4. E est maximal consistant sur STB : Soit l’ensem-
ble E′ = E ∪ {notLi}, tel que notLi ∈ STB, but
notLi /∈ E. Comme notLi /∈ E, par de´finition de
E, on de´duit que Li ∈ X. En appliquant la pro-
prie´te´ de´montre´e en 2) on obtient E |= Li. Donc,
E′ |= Li. En appliquant la re´solution unitaire sur la
clause (¬Li ∨ ¬notLi) ge´ne´re´e par le pseudo axiome,
on de´duit que E′ |= ¬notLi et que E
′ n’est pas con-
sistant car il infe`re notLi et son comple´ment ¬notLi.
Donc E est maximal consistant sur STB.
5. (∀Li ∈ V,E |= ¬notLi ⇒ E |= Li) : il est e´quivalent
de montrer que (∀Li ∈ V,E 2 Li ⇒ E 2 ¬notLi). Si
E 2 Li, comme X = {Li : E |= Li}, on de´duit que
Li /∈ X, donc notLi ∈ E par de´finition de E. Comme
E est consistant on conclut que E 2 notLi.
Exemple 5 Soit le programme logique pi de l’exemple
3 et son codage CFN L(pi). pi a un seul mode`le stable
X = {a, b, c} qui correspond a` l’unique extension E =
L(pi) ∪ {notd} de (L(pi), STB). En effet, apre`s l’affecta-
tion des variables du STB, on utilise la re´solution unitaire
pour montrer que E |= {a, b, c,¬d,¬nota,¬notb,¬notc}.
On voit ici que E ve´rifie bien la condition discriminante
(∀Li ∈ V,E |= ¬notLi ⇒ E |= Li) et que X = {Li ∈ V :
E |= Li} = {a, b, c}.
Remarque 1 Comme (pi) est un programme ge´ne´ral, une
extension E de (L(pi), STB) est un ensemble consistant
de clauses de Horn . Donc tous les litte´raux positifs (les
clauses unitaires positives) qui peuvent eˆtre infe´re´es par
E sont produits par re´solution unitaire. Par exemple les
litte´raux du mode`le stable X = {a, b, c} de l’exemple pre´ce´-
dent sont infe´re´s par re´solution unitaire. Ceci est impor-
tant pour la complexite´ de l’algorithme de calcul des exten-
sions et des mode`les stable qui va eˆtre donne´ dans la partie
4.
Remarque 2 La proposition 1, dit que (L(pi), STB) a
toujours une extension si L(pi) est consistant. Mais un
programme logique pi peut ne pas avoir de mode`le stable.
Il peut donc exister des extensions (extra-extensions) de
(L(pi), STB) qui ne correspondent a` aucun mode`le stable
de pi. On va montrer que ces extra-extensions sont exacte-
ment celles qui ne ve´rifient pas la condition discriminante.
Ces extra-extensions, non prises en compte par la se´man-
tique des mode`le stables, sont tre`s inte´ressantes pour sim-
plifier le calcul d’extension (donc de mode`les stables). Elles
sont e´galement importantes pour la repre´sentation des con-
naissances, mais on ne discutera pas de cet aspect dans cet
article.
Par exemple, dans l’exemple 4, on a deux extensions de
(L(pi′), STB) : E1 = L(pi
′)∪{notd} et E2 = L(pi)∪{notb}
qui ne correspondent pas a` un mode`le stable. D’un autre
cote´, on peut montrer que E1 |= {c,¬d,¬notb,¬notc} et
que E2 |= {¬b,¬a,¬c,¬notd}. On remarque donc que ces
deux extensions ne ve´rifient pas la condition discriminante
du The´ore`me 1, car E1 implique ¬notb mais n’implique pas
b et e´galement E2 implique ¬notd mais n’implique pas d.
On parlera dans la suite d’extra-extensions.
Ci dessous on donne deux exemples d’e´cole tre`s utilise´s
par la communaute´ qui e´tudiait la logique des de´fauts a`
une e´poque. On montre que notre se´mantique est valide
pour les deux exemples .
Exemple 6 Soit le programme pi = {a ← nota} compose´
dune seule re`gle. Ce programme n’a pas de mode`le stable.
Son codage CNF est L(pi) = {a∨¬nota,¬a∨¬nota} et son
strong backdoor est STB = {nota}. La paire (L(pi), STB)
a une extra-extension E = {¬nota}. En effet par re´so-
lution sur les deux clauses de L(pi) on infe`re la clause
unitaire ¬nota qui subsume les clauses de L(pi). Donc
E |= ¬nota et E 2 a. L’extension E ne ve´rifie donc pas
la condition discriminante. On prouve donc pour cet ex-
emple que (L(pi), STB) a une seule extension qui est une
extra-extension. Notre se´mantique capture bien la se´man-
tique classique des mode`les stables pour cet exemple.
Exemple 7 On prend le programme logique donne´ dans
l’exemple 6 auquel on ajoute une re`gle a ←. On obtient
le programme pi = {a ← nota, a ←} qui a un unique
mode`le stable X = {a}. Son codage CNF est L(pi) =
{a ∨ ¬nota,¬a ∨ ¬nota, a} et son strong backdoor est
STB = {nota}. La paire (L(pi), STB) a une extension
E = L(pi), telle que E |= ¬nota et E |= a. Cette exten-
sion ve´rifie bien la condition discriminante et implique le
mode`le stable X = {a} de pi. La se´mantique capture bien
ici aussi les mode`les stables.
Nous allons maintenant ge´ne´raliser les exemples ci
dessus en prouvant que toute extension de (L(pi), STB) qui
ve´rifie la condition discriminante implique un mode`le sta-
ble de pi. On aura donc une bijection entre les mode`les sta-
bles et les extensions qui ne sont pas des extra-extensions
The´oreme 2 Si E est une extension de (L(pi), STB), qui
ve´rifie la condition (∀Li ∈ V,E |= ¬notLi ⇒ E |= Li)
alors then X = {Li : E |= Li} est un mode`le stable de pi.
Preuve 4 Soit E une extension de (L(pi), STB). Il existe
donc un ensemble S′ ⊂ STB tel que E = L(pi)∪S′. Comme
E est maximal consistant sur STB, on a E |= ¬notLi
pour tout notLi ∈ STB − S
′. Donc, E |= L(pi) ∪ S′ ∪
{¬notLi : notLi ∈ STB − S}. D’un autre cote´ l’ensem-
ble X = {Li : E |= Li} est un mode`le minimal de E.
En utilisant le pseudo axiome et la condition discrimi-
nante on montre que X = {Li : E |= Li} = {Li :
E |= ¬notLi}. Pour prouver que X est un mode`le sta-
ble pi, on doit montrer que X est un mode`le minimal de
piX . Pour ce faire on e´tudie deux cas. Pour le premier
cas, si notLi ∈ E, on supprime toute les occurrences du
litte´ral ¬notLi dans toutes les clauses c : (L0 ∨ ¬L1 ∨
¬L2, . . . ,¬ ∨ Lm ∨ ¬notLm+1 . . . ,¬notLi, . . . ,¬notLn) de
L(pi). En utilisant la clause (¬Li ∨ ¬notLi) de ME
on de´duit que E |= ¬Li, et donc que E 2 Li car
E est consistant. On en de´duit que Li /∈ X, et dans
ce cas, pour obtenir le re´duit piX , on supprime toutes
les occurrences de notLi dans le corps de la re`gle r :
L0 ← L1, L2, . . . , Lm, notLm+1, . . . , notLi, . . . , notLn de pi
qui correspond a` la clause c. Pour le second cas notLi /∈ E,
et donc E |= ¬notLi et toute clause c de L(pi) qui contient
un litte´ral ¬notLi est subsume´e dans E. En utilisant la
condition discriminante E, on de´duit que E |= Li. Donc
Li ∈ X, et dans ce cas, pour obtenir la re´duction pi
X , la
re`gle correspondante r dans pi de la clause c est supprime´e.
On en conclut que la simplification de E par les litte´raux
du STB donne une re´duction piX qui est une conse´quence
logique de E. Donc E |= piX . Comme X est un mode`le
minimal de E, on a que X est un mode`le minimal de piX .
Par de´finition des mode`les stables, on conclut que X est un
mode`le stable de pi.
On donne ci dessous deux autres exemples classiques qui
viennent de la logique des de´fauts.
Exemple 8 Soit le programme logique pi compose´ de deux
re`gles :
pi = {a← notb, b← nota}
Son codage CNF est l’ensemble de clauses L(pi) = Rules∪
ME :
Rules = {a ∨ ¬notb, b ∨ ¬nota}
ME = {¬a ∨ ¬nota,¬b ∨ ¬notb}
Son backdoor est STB = {nota, notb}. La paire
(L(pi), STB) a deux extensions E1 = L(pi) ∪ {nota} and
E2 = L(pi)∪ {notb}. Par re´solution unitaire on de´duit que
E1 |= {b,¬a,¬notb} and E2 |= {a,¬b,¬nota}. Donc ces
extensions ve´rifient la condition discriminante. A partir de
E1 resp. E2 on obtient les ensembles de litte´raux positifs
implique´s X1 = {b} resp. X1 = {a} qui sont bien les deux
mode`les stables du programme pi.
Exemple 9 Soit le programme logique pi :
pi = {a← notb, b← notc, c← nota}
Son codage CNF est l’ensemble de clauses L(pi) = Rules∪
ME :
Rules = {a ∨ ¬notb, b ∨ ¬notc, c ∨ ¬nota}
ME = {¬a ∨ ¬nota,¬b ∨ ¬notb,¬c ∨ ¬notc}
,
Le backdoor est STB = {nota, notb, notc}. La paire
(L(pi), STB) a trois extensions E1 = L(pi) ∪ {nota},
E2 = L(pi) ∪ {notb} et E3 = L(pi) ∪ {notc}. Par re´solu-
tion unitaire, on de´duit que E1 |= {¬a, c,¬notc,¬notb},
E2 |= {¬b, a,¬nota,¬notc} et E3 |= {¬c, b,¬notb,¬nota}.
On voit que les trois extensions sont des extra-extensions
qui ne ve´rifient pas la condition (∀Li ∈ V,E |= ¬notLi ⇒
E |= Li). Donc le the´ore`me 2 dit que pi n’a pas de mode`le
stable, ce qui est bien le cas.
On a donc montre´ avec les the´ore`me 1 et the´ore`me 2 que
les mode`les stables d’un programme logique pi sont en bijec-
tion avec un sous ensemble des extensions de (L(pi), STB).
Nous avons aussi caracte´rise´ les extra-extensions par une
condition simple a` ve´rifier. D’autre part on a vu qu’un en-
semble de formules consistant a toujours une extension.
Cette dernie`re proprie´te´ entraine que la de´finition d’exten-
sion n’est pas une de´finition par point fixe et qu’il est pos-
sible de calculer les extensions de manie`re increˆmentale :
on ajoute des notLi du STB en ve´rifiant a` chaque ajout
la consistance de l’ensemble obtenu. On peut donc obtenir
des algorithmes tre`s simples de calcul d’extension. Si on
ne s’inte´resse pas aux extra-extension, il suffit de les filtrer
a` la fin du calcul : de`s qu’une extension a e´te´ trouve´e on
teste si elle correspond un mode`le stable en ve´rifiant la pro-
prie´te´ discriminante. On va donner dans la partie suivante
une me´thode de calcul d’extensions et de mode`les stables
base´e sur ces conside´rations.
4 Un algorithme de calcul d’extensions ou
de mode`les stables base´ sur la nouvelle
se´mantique
On sait que tout mode`le stable d’un programme pi est un
mode`le de sa comple´tion comp(pi), mais que la re´ciproque
est fausse dans le cas ge´ne´ral. Fages [6] montre que si un
programme pi est ” tight” (sans boucle) alors l’ensemble
des mode`les stables est e´gal a` l’ensemble des mode`les de sa
comple´tion comp(pi) [1]. Si la comple´tion d’un programme
sans boucle est traduite par un ensemble de clauses Γ , alors
on peut utiliser un solveur SAT Γ comme une boite noire
pour ge´ne´rer les mode`les stables de pi. Lin et Zhao [3] ont
montre´ que pour les programmes avec boucle, les mode`les
de la comple´tion qui ne sont pas des mode`les stables peu-
vent eˆtre e´limine´s en ajoutant a` la comple´tion des formules
boucles. Leur solveur ASSAT est base´ sur cette technique et
est plus performant que les solveurs ASP classiques tel que
Smodels [11, 15] et DLV [4] pour plusieurs instances. Ne´an-
moins le solveur ASSAT a quelques de´fauts : il ne peut cal-
culer qu’un seul mode`le stable et la formule calcule´e peut
exploser de manie`re combinatoore en espace. En prenant en
compte le fait que chaque mode`le stable d’un programme
pi est un mode`le de sa comple´tion comp(pi), Guinchiglia et
al. in [9] n’utilisent pas un solveur SAT comme boite noire,
mais impleˆmentent une me´thode base´e sur la proce´dure
DLL [2] dans laquelle ils introduisent une fonction qui ve´ri-
fie si un mode`le ge´ne´re´ est un mode`le stable. Cette me´th-
ode a e´te´ imple´mente´e dans le syste`me Cmodels-2 [10] et a
l’avantage de calculer comp(pi) sans introduire de variable
supple´mentaire, autre que celles utilise´es par la transfor-
mation en clauses de comp(pi). Elle fonctionne e´galement
pour les programmes avec boucles et sans boucles.
4.1 La me´thode
La me´thode de´crite ici utilise e´galement un soldeur SAT
mais elle est diffe´rente car elle base´e sur la nouvelle se´man-
tique de´crite plus haut. Pour un programme pi la me´thode
travaille sur L(pi) et non pas sur la comple´tion comp(pi).
Si pi est un programme ge´ne´ral, L(pi) est un ensemble de
clauses de Horn construit sur deux ensembles de variables
propositionnelles V and nV . L’ensemble STB ⊂ nV des
variables qui apparaissent dans le corps des re`gles de pi
est un strong backdoor [16] que l’on e´nume`re pour obtenir
les extensions de (L(pi), STB) a` partir desquelles on peut
trouver les mode`les stables de pi.
Proposition 3 Soit pi un programme ge´ne´ral et L(pi) son
codage CNF. Soit E une extension de L(pi)sur laquelle on
a applique´ la simplification par re´solution unitaire et sub-
somption (suppression de clauses par subsomption et sup-
pression de variables propositionnelles par re´solution uni-
taire). On a alors les proprie´te´s suivantes :
1. L’ensemble de clauses E est l’union d’un ensemble C1
de clauses unitaires C1 et d’un ensemble C2 de clauses
de Horn non unitaires qui ne contient pas de variables
propositionnelles du STB. De plus les ensembles C1
and C2 n’ont pas de variable en commun (variables
inde´pendants).
2. Si on affecte a` faux tous les {notLi} et tous les {Li}
qui ne sont pas de´ja` affecte´s dans C1 on obtient le
mode`le minimalM de E (il est unique car E est un en-
semble de clauses de Horn). Ce mode`le minimal sera
d’une part la partie positive de l’extension E (l’ensem-
ble des litte´raux positifs implique´ par E) et d’autre
part un candidat comme mode`le stable.
3. Pour savoir siM est un mode`le stable, il suffit de ve´ri-
fier si la condition caracte´ristique est ve´rifie´e. Comme
toutes les variables ont e´te´ affecte´es, cette ve´rification
est imme´diate.
Preuve 5 – Assertion 1 : L(pi) est un ensemble de
clauses de Horn. Donc apre`s l’affectation de toutes
les variables du backdoor STB et la simplification par
re´solution unitaire et subsomption, le codage L(pi) est
l’union de l’ensemble des clauses unitaires obtenues
par la re´solution unitaire et d’un ensemble de clauses
de Horn non unitaires. Le fait que ces ensembles
n’aient pas de variable propositionnelle en commun
vient du fait que L(pi) a e´te´ simplifie´ par re´solution
unitaire et subsomption.
– Assertion 2 : Apre`s affectation des {notLi} du STB,
simplification par re´solution unitaire et subsompsion il
ne reste plus de {notLi} du STB dans les clauses non
unitaires de E. On peut donc comple´ter l’interpre´ta-
tion en affectant a` faux les variables propositionnelles
non affecte´es. On obtient alors un mode`le minimal (au
sens des mode`les pre´fe´rentiels) qui est un candidat a`
la ve´rification pour eˆtre mode`le stable.
– Assertion 3 : Ceci a e´te´ montre´ dans la de´monstration
du the´oreme 2.
A partir de ce qui pre´ce`de on va donner ci dessous les
e´tapes principales d’une me´thode de calcul de toutes les
d’extension et de tous les mode`les stables.
1. Soit E = L(pi).
2. On affecte les variables du STB en utilisant une me´th-
ode d’e´nume´ration DLL. De plus on ve´rifie a` chaque
affectation la consistance. Comme on a un ensem-
ble de clauses de Horn, une propagation par re´so-
lution unitaire assure la consistance. On maintient
e´galement a` chaque point de choix l’ensemble des lit-
te´raux {¬notLi} implique´es par l’e´tat courant. Pour
les maintenir les {¬notLi} implique´s, une me´thode
tre`s brutale est de faire k tests de consistance (k prop-
agations unitaire) si k est le cardinal du STB (on
peut eˆtre bien plus efficaces). Pour la strate´gie d’af-
fectation des variables du STB, une bonne approche
est d’affecter en premier a` Vrai les variables libres du
STB. Puis on ne reviendra en arrie`re que sur les les
noeuds qui ont infe´re´ au moins un nouveau litte´ral
ne´gatif du STB. Cette strate´gie assure qu’a` chaque
point de choix consistant, en poursuivant l’e´nume´ra-
tion du STB, on obtiendra au moins une extension (la
maximalite´ de l’extension est donc obtenue automa-
tiquement).
Une fois l’affectation du STB effectue´e (on est sur
une feuille de l’arbre de recherche restreint au STB),
on obtient donc une interpre´tation partielle ISTB du
STB qui e´tend E (E = E ∪ ISTB)).
3. On affecte a` Faux toutes les variables de E non affec-
te´es pour obtenir le mode`le minimal M de E.
4. Si la condition (∀Li ∈ V : E |= ¬notLi ⇒ E |=
Li) est ve´rifie´, la restriction aux litte´raux positifs de
E est un mode`le stable de pi. Cette ve´rification est
imme´diate a` partir du mode`le minimal M obtenu a`
l’e´tape 3.
L’algorithme est de´crit ici de manie`re tre`s ge´ne´rale. Dans
la pratique on peut le rendre bien plus efficace, mais ce
n’e´tait pas le premier but de cet article.
4.2 Complexite´
Si n est le nombre de variables du codage L(pi) d’un
programme pi, k est le cardinal du STB , m est le nom-
bre de clauses de L(pi), l’e´tape 2 de l’algorithme peut eˆtre
effectue´e en O(knm2k). Donc la complexite´ asymptotique
dans le pire des cas est O(knm2k) avec k ≤ n. Cette es-
timation est tre`s grossie`re et peut eˆtre tre`s ame´liore´e. En
particulier avec des conside´rations simples on peut diviser
k par 2. Dans le cas moyen la complexite´ est bien moindre.
De plus, il est inte´ressant de remarquer que la premie`re
extension est trouve´e a` la premie`re descente dans l’arbre
sans retour en arrie`re, donc en O(knm). Enfin la me´thode
a l’avantage de travailler sur un codage CNF en espace
constant L(pi) dont la taille est taille(pi)+2n. Cette me´th-
ode peut eˆtre utilise´e pour des programmes avec boucles
et sans boucles. Elle est capable de calculer tous les mod-
e`les stables d’un programme logique ge´ne´ral pi. La me´thode
peut eˆtre imple´mente´e, avec une modification mineure de
la proce´dure DDL. Ce travail est the´orique mais tous les
outils pour l’imple´menter existent. On pourra alors faire les
comparaisons de performance avec les me´thodes classiques
5 Conclusion
Nous avons de´crit, de manie`re the´orique, une nouvelle
se´mantique pour la programmation logique. Cette se´man-
tique n’est pas une se´mantique de point fixe classique. Les
re`gles d’un programme logique sont code´es par un ensem-
ble de clauses propositionnelles dans un cadre de logique
classique. On de´finit, de manie`re ge´ne´rale, une notion d’ex-
tension qui applique´e aux programmes logiques permet de
capturer les mode`les stables. On montre que chaque pro-
gramme logique consistant a au moins une extension et que
tout mode`le stable d’un programme logique est implique´
par une extension. La notion d’extension est plus ge´ne´rale
que les mode`les stables et on a des extra-extensions qui ne
repre´sentent pas un mode`le stable. On donne un crite`re
simple pour reconnaitre ces extra-extensions. Enfin on
de´finit un algorithme qui permet de calculer les exten-
sions et les mode`les stables. Cet algorithme est base´ sur
une modification mineure de la proce´dure DDL de SAT et
e´nume`re un ensemble restreint STB de variables proposi-
tionnelles, dont de´pend la complexite´.
Comme travail futur nous nous inte´resserons a` l’imple´-
mentation de l’algorithme et a` sa comparaison avec les
me´thodes existantes. D’autre part le formalisme des exten-
sions peut facilement prendre en compte les programmes
e´tendus avec disjonctions en partie gauche des re`gles : au
lieu de fournir un unique mode`le minimal, une extension
en fournira plusieurs. Ceci couˆte bien entendu une aug-
mentation de la la complexite´ algorithmique (on quitte les
clauses de Horn). Pour e´tudier les programmes e´tendus la
notion d’extension et les techniques de´crites ici fournissent
une bonne base. On peut aussi se rapprocher de la logique
des de´fauts et des logiques non monotones plus subtiles,
mais pour ceci il faut revenir un peu vers la logique des
hypothe`ses.
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