ABSTRACT The application of artificial intelligence in auxiliary diagnosis diseases has become a current research hotspot. The traditional method of diagnosing diabetes circulatory complication, diabetic peripheral neuropathy hyperlipidemia, diabetes mellitus peripheral angiopathy, and the comprehensive diseases is to distinguish an inspection report by a professional doctor. Its implementation of the clinical decision support algorithm for medical text data faces a challenge with the confidence level and accuracy. We proposed an expanding learning system to detect diseases above in our medical text data, which cover many kinds of physiological parameters of human, such as hematologic parameters, urine parameters, and biochemical detection. First, the raw data were expanded and corrected. Second, the processed data were fed into a 1D-convolution neural network with dropout and pooling. Our algorithm achieves 80.43%, 80.85%, 91.49%, 82.61%, and 95.60% with testing datasets (46 subjects). The effect of data quantification on model performance also had been researched, and the different data quantification methods would affect model performance on distinguishing different diseases. The proposed auxiliary diagnostic systems that have a highly accurate and robust performance can be used for preliminary diagnosis and referral; therefore, it is not only saving many human resources but also resulting in improved clinical diagnostic efficiency.
I. INTRODUCTION
Artificial intelligence (AI) has the potential to promote the development of disease detection by performing classification difficult for human experts and by rapidly processing huge amounts of medical images [1] - [4] . Despite its potential, processing medical text diagnosis of AI remains challenging.
The traditional automatic diagnosis algorithmic based on image recognition technology relied on (1) large number of samples labeling and classification by human experts in the early period, (2) extracting features, (3) using features to classify the samples by traditional neural network or traditional machine learning algorithm. The sample labeling and the data classification required lots of human experts and much time [5] . In addition, medical text is difficult to be used. Besides, traditional neural networks and machine learning algorithms are difficult to achieve a good performance in the task of medical text classification.
Numerous studies of using medical data to detect disease are reported in recent years. In the international scope, various countries have gradually combined artificial intelligence technology with medical technology and hope that the artificial intelligence technology can make the medical technology further developing [6] - [10] . For example, Liang et al. [11] proposed a deep learning model for automated electronic medical records diagnosis of traditional Chinese medicine. Kermany et al. [12] proposed a transfer learning deep learning model that uses optical coherence tomography (OCT) images and X-ray images to diagnose diseases and determine treatment effects. Coudray et al. [13] classified and predicted mutation from non-small cell lung cancer histopathology images by deep learning. The development of convolution neural network has allowed for significant gains in the accuracy to distinguish pictures and detect objects in image datasets. But it was rarely used to analyze text data.
Motived by the above research problem, 1D-convolution neural network and Long Short Term Memory Network (LSTM) were proposed [14] , [15] . Fixed size filter was used to learning data's features in 1D-convolution neural network. As the 2D-convolution neural network, the feature was distinguished by filters. Memory neurons were used in LSTM to learn joint features of data far apart. Extracting the raw data yields the implicit knowledge which underpins the robust decision making process. Therefore, this neural network which replaces the clustering algorithm based on spatial distance can achieve the higher precision [16] .
The other challenging of applying deep learning models is the lack of relevant data. When we have too little relevant data, the model cannot learn features enough and classify samples precisely. The other problem is that the model learning features excessively leads poor generalization ability on validation dataset. One method of addressing the lack of data in a given domain is using extended data to supplement raw dataset known as expanding learning. Expanding learning algorithm has been proved to be an effectively method [17] , particularly when it faces with domains with limited data [18] . Rather than training a completely blank traditional neural network by complex coding to find relationship between input and output, the model can recognize the implicit knowledge in the raw data. For example, diabetic people have higher blood glucose level and glycosylated hemoglobin value. This model uses significantly fewer training examples and less labor force.
In this study, we sought to propose an effective expanding learning algorithm to process medical text data to provide a timely and effective diagnosis for each sample. We use human hematology data and urine data to illustrate the algorithm, and this algorithm's performance also was compared with other models.
The expanding learning algorithm has been initially applied to process text data of human hematology and urinology. The parameters of blood glucose, glycosylated hemoglobin, blood routine, urine routine and biochemical test were used in this study. Different physiological parameters are often obtained by different methods, it can reflect physical condition of human [19] , [20] . Hematology parameters are now one of the criteria for the diagnosis and treatment of diabetes and its complications in the worldwide [21] , [22] . And urine parameters report metabolic status of human [23] - [25] . Therefore, hematological parameters and urinary parameters are used to determine healthy condition of human. It was estimated that in 2017 there are 451 million (age 18-99 years) people with diabetes worldwide. These figures were expected to increase to 693 million by 2045. In 2017, approximately 5 million deaths worldwide were attributable to diabetes. Moreover, diabetic complications decreased the quality of life of patients [26] . Diabetes has become an important factor threatening human life and health in the worldwide. Therefore, in the worldwide, researchers have done a lot of research on the treatment and detection of diabetes [27] - [34] . Fortunately the advent and wide-spread utilization of insulin medications and food therapy has revolutionized the treatment of diabetes and its complications. It can prolong life and improve quality of life of patients. Hematology parameters and urine parameters are critical for guiding the administration of insulin therapy by reflecting a clear physiological parameter of the patients. Different results representative different healthy condition, which made it possible for automatic clinical examination by these parameters. This method was shown in Fig. 1 . The expanding learning algorithm can transfer patients to different departments with less medical resources and less labor cost.
We aim to reduce workload of the clinicians and to enable improving hospital process by providing a robust diagnosis support system for above diseases in a new dataset. In order to improve the performance of the model, two kinds of physiological parameters were used to diagnosis diseases, rather than single blood parameters. Therefore, compared with convention methods, it is comprehensive. This auxiliary diagnostic system gets all the information within the selected data. There is no information reduction through feature extraction. We also proposed a data extension method. When faced with the problem of lacking data, this method also can achieve a better performance. Moreover, we also found that different data quantification method would affect model performance. So we proposed a quantification method of negative test results to improve the accuracy of auxiliary diagnostic system. The auxiliary diagnostic system scored 80.43% 80.85% 91.49% 82.61% 95.60% with testing dataset. This performance figures make us confident that the system will perform well for unknown data in a practical environment. Our work opens up a viable path to auto-diagnostic. Furthermore, the results justify our method to use expanding learning algorithm for diseases detection.
II. METHODS
The deep learning model in the experiment used 1D-convolution neural network which combined with dropout [35] and pooling technology. The datasets were first processed by convolution and pooling layers in order to extract potential characteristics in the data, and the feature was processed by classifier to classification samples. The gradient descent algorithm was used to update network parameters.
A. 1D-CONVOLUTION NEURAL NETWORK
Convolution neural network is the core algorithm of learning model, which can effectively process sequence data of certain regularity. The principle of 1D-convolution algorithm is shown in Fig. 2 .
The convolution layer learned features by weights sharing method, which maps relationship between input and hidden layers. Each filter learns one feature, and the principle is shown in Equation (1).
where O is the output of the n-th neuron, σ is activation function, b is shared bias, w m is the m-th weight in the weight matrix, a k is the input of thek-th neuron, N is the length of weight matrix.
B. STOCHASTIC GRADIENT DESCENT
The stochastic gradient descent method was used to update parameters in the neural network. The principle is shown in Equation (2) and Equation (3).
where C is the gradient of loss function, n is the number of mini-batch data, L is the loss function of each sample, I (k) is the input of k-th sample, O (k) is the output of k-th sample, θ is the parameters of network, η is the learning rate, θ is updated parameters.
C. LSTM
LSTM has good performance when it was used to process text data that has the dependency relationship, the neurons are connected to each other. The principle of updating parameters in the LSTM is shown in Equation (4).
where s is state, b is bias, U is input weight, W is forgetting gate weight, f is control function of forgetting, g is input gate from external.
D. SUPPORT VECTOR MACHINE (SVM)
The main idea of the SVM algorithm is to finish linear clustering using kernel functions [36] . It can classify data according to positive or negative of the decision function. The principle is shown in Equation (5).
In Equation (5), f (x) is decision function, α is coefficient vector, x j is training data, k is kernel function. SVM only outputs categories instead of traditional probabilities.
III. EXPERIMENT A. DATA DESCRIPTION
The experiments were conducted based on a new dataset from Tianjin Medical University Hospital for Metabolic Disease, which contained 446 physiological records from different patients. Each record contains 49 parameters which covered blood glucose, glycosylated hemoglobin, blood routine, urine routine and biochemical test. The specific data categories included in each class are shown in Table 1 . These data come from medical test results in hospital. We labeled each data health condition by clinical diagnosis made by professional doctors. Data from 400 patients has been used for training the model and tuning of the model hyper-parameters, with the data from the remaining 46 patients completely withheld for evaluating model. This step ensures that the proposed method generalizes not only to unseen data, but also to unseen patients as well.
All of the subjects in this experiment were recruited from the patients who were going to accept health examinations. Before the experiment, we obtained the permission of the Tianjin Ethics Committee and obtained the consent of the patients and the paper works of informed consent was obtained of each patient. Patient records/information had been anonymized and de-identified before analysis.
There is a phenomenon in original data that a person has multiple diseases at the same time. Table 2 lists the decision of diagnosis and the corresponding number of each category in the raw data. 
B. DATA EXPANDING
Expanding learning algorithm was used in this experiment to solve the problems of the lack of data. We expanded training matrix by adding random disturbance matrix into the training matrix. The principle is shown in Equation (6) .
In Equation (6), Train is training matrix, A m×n is raw training matrix, D m×n is random disturbance matrix. The element value of the random perturbation matrix should be much smaller than the original training matrix. And the size of the random perturbation matrix should be same with the original training matrix.
C. DESIGN OF THE DEEP LEARNING MODEL
Pooling and one-hot approaches were used in this experiment. They can improve the generalization ability and the recognition accuracy of the model. The schematic of an expanding learning algorithm is shown in Fig. 3 .
D. TRAINING AND EVALUATION MODEL
The raw dataset was divided into 2 parts: (1) training: 400 samples of the data were used to training model and (2) evaluation: 46 samples were used to evaluate the model. The training part also has two parts: (1) trainingsamples: 90% of the dataset were used to optimize the network weights and (2) tuning-samples: 10% of the dataset were used to optimize hyperparameters (such as early stopping for training). The 10 fold-cross-validation algorithm was used to optimize hyperparameters. In the expanding learning algorithm the training-samples were expanded and the tuning-samples were not been expanded. The expanded training dataset was used to train AI system. And the AI system was evaluated in the accuracy of diagnosing diseases in the testing dataset. The early stop algorithm was used to preventing over fitting phenomenon (patience = 5). Besides, the gradient of cross entropy cost function was used to update global parameters. The principle of cross entropy cost is shown in Equation (7).
In Equation (7), n is the number of samples, a is the actual output, y is the target output. The condition that one person has multiple diseases at the same time was also considered in this paper. In this condition, the labels were made by permutation and combination of diseases, such as the sample of Diabetes Circulatory Complication labeled 1, the sample of patient at the same time suffering from diseases Diabetes Circulatory Complication and Diabetic Peripheral Neuropathy labeled 2 and so on in order to diagnosis comprehensive illness. When judging multiple diseases at the same time, the task of classification layer is to classify multiple situations. This was why this paper used the softmax function as the classification function. Each neuron in output layer represents a kind of health situation.
The softmax function is shown in Equation (8).
S(x)
The AI system can identify Diabetes Circulatory Complication, Diabetic Peripheral Neuropathy Hyperlipidemia, and Diabetes Mellitus Peripheral Angiopathy. Under this condition, this AI system can conduct preliminary referrals decisions of patients to save medical resources. We also trained LSTM model, SVM and traditional neural network to compare with the expanding learning algorithm performance. This paper not only diagnosed single disease, but also comprehensive illness by expanding learning algorithm. The performance for all model are shown in Table 3. M1 is expanding learning algorithm, M2 is LSTM model, M3 is SVM algorithm, M4 is traditional neural network model. When the raw data were used to train different model, the performance of each model are shown in Table 4 .
The effect of data quantification on model performance in experiments also studied. Instead of using zero, the physiological parameter that the test result is negative were quantified with a small value closing to zero, this method is called data correction. The results above have been corrected. The performance of different models which trained with uncorrected data is shown in Table 5 .
IV. DISCUSSION
In this study, an AI system was proposed to diagnosis and referral four common illness causes of diabetes by hematology parameters and urine parameters. By exploiting an expanding learning algorithm, our model demonstrated competitive performance on medical text data analysis without the need for large amount of raw data and a large amount of labor. Compared with other models' performance in processing text data, the results were shown in Table 3 and Table 4 . When the same expanding training dataset were used to train system, the performance of M1 and M2 had been improved, thereby illustrating the power of the expanding learning system to make higher accuracy of classification and improving model robustness, even with a limited training dataset. The performance of LSTM model trained with extended data was not as well as the expanding learning algorithm. We speculate that this phenomenon is caused by the LSTM over-learning data relationship when the sample size is small. Therefore, when the model lacks raw data, the expanding learning algorithm also performs well in accuracy of diagnosis and referral, and it has powerful and effective diagnostic ability even when it has less raw data.
As shown in Table 3 and Table 4 , expanded training dataset cannot improve recognition accuracy of SVM and traditional neural network. Therefore, the expanded learning algorithm is a better choice when the raw data is missing. Specially, the medical text data is difficult to collect in the large amounts necessary to train an absolute blank convolution neural network.
In experiment, a phenomenon was found that the accuracy of Diabetes Circulatory Complication and Diabetic Peripheral Neuropathy were similar and lower than the accuracy of Hyperlipidemia and four comprehensive diagnoses. The reason was speculated that this phenomenon may be that the features of Diabetes Circulatory Complication and Diabetic Peripheral Neuropathy are similar in hematology and urine, and the correlation between the disease and the data is low. When a single disease was diagnosed in this paper, the generalization ability of the model on the test dataset is not powerful because of the interference of similar features.
When the various illnesses were distinguished, the similar features phenomenon was alleviated, because of the increase in the number of types of diseases, which led the model to perform better in diagnosis various diseases. The model achieved the best performance in identifying hyperlipidemia. The reason was speculated that hyperlipidemia has a high correlation with parameters of hematological and urine. Therefore, it is difficult to accurately judge the other three diseases except hyperlipidemia only by hematological parameters and urine parameters.
The method of quantifying raw data also affects the performance of the model. In the experiment, the original data were quantified in different forms. As shown in Table 3 and Table 5 , data correction can improve the accuracy of the model on the detecting diseases. The reason may be the corrected data that makes more inputs becoming validate input, it means that the model can learn the negative parameters better. We strive to achieve higher generalization capabilities by exploring more quantitative methods of medical data in the future researches. The data correction method does not improve performance of SVM algorithm and traditional neural network algorithm, which can illustrate that the expanding learning algorithm has more possibilities to be optimized. Moreover, the model represents a generalized method that can potentially be applied to a wide range of medical text data to make a clinical diagnostic decision. This point was demonstrated by comparing the performance of expanding learning algorithms with other traditional machine learning algorithms and discussing the possibility of the model which could be further optimized in the future. Medical text data has played such a crucial role in diagnosing diseases, guiding treatment and proving medicine recommendations. Therefore, effective analysis medical text data is of great significance to the development of medical diagnosis. The experimental results show that the AI system has the ability to use less raw data to effectively identify more complex data. By demonstrating efficacy with showing the accuracy of different models and with discussing the possibility of the model which further optimized in the future, this expanding learning framework presents a compelling system for further exploration and analysis in medical text data and more generalized application to an automated community-based AI system for the diagnosis and triage of common human diseases. This model could create a referral systems and diagnosis diseases without a large amount of labor, particularly in lacking data areas. Look beyond the narrow area of detecting disease with Deep Learning applied to medical text data, we found similar works. Liang et al. [11] used deep generative learning to detect traditional Chinese medicine by electronic health record (EHR) with an accuracy of 87.26%. Choi et al. [37] used recurrent neural network to early detect of heart failure onset with an accuracy of 88.3%. Their methods used EHR to detect different diseases. All these studies have achieved good validation results with a conventional processing structure of VOLUME 7, 2019 feature extraction followed by machine learning and there is no effective and unified method to evaluate the quality of EHR data, which results in the limitation of the accuracy of diagnosis diseases by data from EHR. The method we proposed does not need feature extraction, all the information available in the training dataset is passed on to the deep learning system. And the human physiological parameters used in this paper do not need artificial description, it has uniform standards. Hence, the model proposed by us can extract feature which enables it to make good decisions even for unknown data.
From what has been discussed above, we proposed a new method to detect diseases automatically and precisely even it has a small amount of data. This method can extract all the available information to create the implicit knowledge which underpins the subsequent decision-making processes. Because this method does not artificially reduce the original data, so the new pathogenic factors can be researched by this system. Besides, two kinds of physiological parameters were used to diagnosis diseases instead of single blood parameters, so it has the potential to diagnose complex diseases through multiple dataset. Data extension method and data correction can improve the performance of the model in diagnosis diseases. As a consequence, the auxiliary diagnostic system delivers accurate and robust results (It achieved 80.43% 80.85% 91.49% 82.61% 95.60% with testing dataset, respectively).
Despite its potential, it also has limitations. A limitation of our study comes from the fact that we have used data only contain hematological parameters and urine parameters. Some diseases cannot be judged only by blood and urine parameters, it also needs other information such as the description of symptoms. Another shortcoming is the model used early stop algorithm rather than plot the validation dataset accuracy curve. Although this algorithm can prevent over fitting, the performance may rises after multiple epoch. In future, we plan to investigate the impact of different methods on over fitting by validation accuracy curve.
V. CONCLUSION
In this paper, a deep learning model was proposed to diagnosis Diabetic Peripheral Neuropathy, Hyperlipidemia, Diabetes Mellitus, and Peripheral Angiopathy by expanding learning algorithm. This paper studied different models performance on diagnostic different diseases. And this paper also researched the effect of different data quantification methods on models performance.
Having an accurate and robust auxiliary diagnosis system using medical text data is a prerequisite for intelligent medical diagnosis. The goal for such intelligent medical diagnosis is to reduce the workload of clinicians. Furthermore, such computer aided diagnosis reduces the risk of inter-and intraobserver variability. These systems have the potential to benefit patients by accelerating the process of medical diagnosis. For clinical studies, new pathogenic factors may be found because this method proposed by us does not artificially reduce raw data.
The future work is centered on the auxiliary diagnosis of the human different diseases. In order to identify more types of diseases further work is planned to collect more types of medical text data to expand existing data and research the performance of model on diagnosis different diseases. Apart from hematological parameters and urine parameters, there are other physiological message that can be used to diagnose different diseases, such as heart rate signals et al [38] . We will use other reference method on our data after our dataset is expanded. Because the auxiliary diagnostic system gets all the information within the selected data, there is no information reduction through feature extraction. Therefore, we will study the new factors which can affect disease by this system. Apart from addressing these medical engineering aspects, further work is planned to conduct a full ablation study to investigate the importance of individual architectural and algorithmic components of the proposed model (such as preprocessing methods, preventing over fitting method, computational resource consumption, learning rates and other hyper parameters). In the experiment, we found different data quantification methods will affect the performance of model on diagnostic diseases. Therefore, it is necessary to research the preprocessing methods of raw data. In this paper, early stop algorithm was used to preventing over fitting phenomenon. But it may miss the best model's performance, thereby the different methods of preventing over fitting will be researched by plotting training accuracy and validation accuracy curve in further work.
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