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    En este artículo se presentan las principales características de algunas metodologías para derivar modelos de 
predicción o clasificación cuando se tienen muchos datos. Dentro de estos se describen las redes neuronales, bosques 
aleatorios, árboles de decisión, árboles altamente aleatorizados (extra trees), método de regresión asistida por patrón 
de contraste (CPXR), enfoque Bayesiano y análisis multivariado. Técnicas que han sido utilizadas para derivar 
modelos de predicción de retención de agua, clasificación de imágenes, clasificación de suelos, análisis en sicología 
educativa y social, al igual que la determinación de las principales variables que intervienen en un proceso. 
    Palabras clave: Redes neuronales; bosques aleatorios; árboles de decisión; árboles altamente aleatorizados (extra trees) y 
método de regresión asistida por patrón de contraste (CPXR). 
 
Abstract 
    This paper presents the main features of some methodologies for deriving prediction or classification models when 
you have a lot of data. These include neural networks, random forests, decision trees, highly randomized trees (extra 
trees), contrast pattern-assisted regression (CPXR), Bayesian approach and multivariate analysis. Techniques that 
have been used to derive models of prediction of water retention, classification of images, classification of soils, 
analysis in educational and social psychology, as well as the determination of the main variables involved in a 
process. 
 
Keywords: Neural networks; random forests; decision trees; highly randomized trees (extra trees) and contrast pattern assisted 











Jaime Izquierdo Bautista 
 
1. Introducción  
 
    Cuando se quiere predecir variables con datos obtenidos de una experimentación o el acopio de muestras, se hace 
para facilitar la obtención de dicho valor. Lo anterior puede deberse a la dificultad para obtener el valor de la variable, 
la utilización de recursos económicos que son escasos, la imposibilidad de acceder a un laboratorio y el costo de los 
insumos que allí se utilizan, también se puede pensar en el personal que se necesita y el tiempo que se empleará para 
hallar la variable. 
 
Generalmente se recurre a las técnicas de regresiones estadísticas, donde se puede obtener una o varias ecuaciones 
que permiten la predicción de las variables. Lo que sucede muchas veces, es que los datos no se ajustan a los modelos 
estadísticos conocidos, por lo tanto, hay que recurrir a técnicas de análisis de datos que permitan acceder a dichas 
variables, planteando soluciones con metodologías poco difundidas, pero igualmente efectivas (Pachepsky y Rawls 
2004). 
 
Los investigadores en este tipo de análisis, al no obtener ajustes buenos ante un modelo, retiran datos extremos, 
que causan desviaciones, hacen transformaciones de las variables teles como sacar raíz cuadrada, tomar el logaritmo 
de la variable, elevarlo a una constante, hacer el inverso de la variable, entre otros procedimientos buscando el mejor 
ajuste para derivar un modelo (Obiero, et al., 2013). 
 
El adelanto de los sistemas computacionales ha posibilitado el acceso a información y su procesamiento. En áreas 
como la agricultura, hidrología, ciencias de la tierra, ingeniería ambiental, ingeniería del petróleo etc. Se generan 
muchos datos que pueden predecir el comportamiento de algunas variables, haciendo más rápida la investigación o 
más económica la evaluación de datos que se necesitan para determinar la humedad del suelo como ejemplo. (Jain 
et al 2004, Minasny, et al., 1999) 
 
La necesidad de encontrar las variables involucradas en algún fenómeno, puede llevar a que se utilicen infinidad 
de datos que tienen una gran precisión, pero con poca economía de consecución de datos. Se debe buscar que las 
ecuaciones predictoras sean de gran precisión, pero que además involucren el menor número de variables (Patil y 
Singh 2016, Schaap, et al., 2001). 
 
 Tener datos de otras latitudes induce a errores, es indispensable realizar la colección de datos de las regiones 
donde se encuentran los desarrollos económicos, agrícola o de conservación ambiental. Datos como el contenido de 
materia orgánica, el contenido de humedad del suelo, la densidad aparente, son indispensables para la proyección de 
obras hidráulicas, producción agrícola, almacenamiento de agua, cambios en las condiciones de humedad, pero de 
lugares específicos y no extrapolarlos de estudios realizados en otros lugares (Patil, et al., 2010). 
 
Las investigaciones a nivel mundial se presentan principalmente en el hemisferio norte, Estados Unidos y Europa. 
Para las zonas tropicales como Colombia están en mora de hacer colección de datos de todo tipo, ambientales, de 
suelos, económicos, sociales para proyectar el desarrollo o identificar cuáles son las variables relevantes que influyen 
en un fenómeno. Con algunos datos que se colecten en campo, se puede inferir el comportamiento de las situaciones 
que se presentan en cierta región, la cual se puede monitorear por satélite, observando los cambios que se presentan 
en tiempo real y prediciendo los valores de variables relevantes (Minasny y Harteminck 2011, García y Medina 
2005, Wosten, et al., 2001). 
 
    Para el planteamiento de modelos predictivos de alguna variable se hace una planificación de la identificación de 
los datos, el planteamiento del problema y alguna depuración de la información colectada. Seguidamente se 
desarrollan los modelos y se observa su ajuste o nivel de predicción haciendo pruebas para determinar su desempeño 
con relación a los datos tomados de los casos reales. Finalmente se validan los datos calculando los resultados 
obtenidos con las condiciones reales que se dan. El problema viene cuando los modelos de regresión tradicionales 
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no explican muy bien los datos estimados, por lo tanto, hay la necesidad de utilizar otras metodologías que presenten 
mejor comportamiento ante los eventos reales.  
 
En este documento se tratará de explicar la aplicación de algunas metodologías para el análisis de datos y la 
proposición de ecuaciones para la predicción de las variables. Entre estos métodos se encuentran las redes neuronales, 
manejo de datos en grupos, los árboles de regresión, el algoritmo del vecino más cercano y los árboles altamente 
aleatorizados conocidos como extra trees, el análisis multivariante y el enfoque bayesiano. 
 
2. Materiales y métodos  
 
2.1 Red Neuronal 
Las redes neuronales fueron creadas para ofrecer solución a problemas no lineales, donde se tengan muchas 
variables y su solución se torne dificultosa. Una red neuronal artificial trata de imitar al cerebro al tener neuronas y 
estas interconectadas con otras hacen diversas tareas. 
Son redes interconectadas masivamente en paralelo de elementos simples y en una jerarquía, interactuando en 
casos reales, con objetos reales, tal como lo hace el sistema nervioso central. En esta interacción aprende de la 
experiencia, encuentran relación con acciones realizadas anteriormente, obtienen características de los datos iniciales 
para ofrecer una respuesta a partir de estos, por lo anterior las redes neuronales presentan varias ventajas. 
Entre las ventajas se puede mencionar el aprendizaje de tareas con un entrenamiento previo o experiencias 
iniciales; una red neuronal puede organizarse así misma creando su propia organización; se pueden presentar fallos 
durante la ejecución de la red neuronal con degradación de su estructura, pero por su bondad, puede retener algunas 
capacidades de la red; se pueden usar en tiempo real, con las tareas que se presentan, tomar decisiones de ejecución 
inmediata (Matich, 2001).  
2.2 Componentes básicos de una red neuronal 
Una red neuronal artificial puede estar compuesta básicamente por tres partes. Una capa inicial, que son las 
entradas o datos iniciales, una capa intermedia donde se realizan los procesos de cálculo y una salida o respuesta. 
El grupo de neuronas en un mismo nivel forman una capa, las cuales se conectan con las capas adyacentes que 
pueden tener igual o diferente número de neuronas. La conexión de dos neuronas adyacentes en diferentes capas 
tiene una fuerza de conexión o peso (Schaap, et al., 1998). 
De acuerdo con lo anterior los datos ingresan por una capa de entrada, pasan a una zona intermedia, llamada capa 
oculta, que puede estar constituidas por una o varias capas y finalmente salen por la capa de salida. 
La capa de entrada está controlada por una función de entrada. Aquí las neuronas reciben los datos como si fueran 
homogéneos, la función posee un operador apropiado que junto a los pesos puede combinar estos datos. Los valores 
de entrada se multiplican por los pesos, cambiando los pesos de acuerdo con las influencias que estos ejercen, 
entonces un valor grande puede no tener gran influencia en el proceso debida a que el peso es pequeño. 
2.2.1 Las funciones de entrada más comunes son: 
Sumatoria de las entradas, consiste en sumar todos los valores de entrada y multiplicarlos por sus correspondientes 
pesos. 
Producto de las entradas, es la multiplicación de todos los valores de entrada en la neurona, este producto es 
multiplicado por los pesos correspondientes. 
Máximos de las entradas, aquí se analiza el mayor valor o más fuerte y se multiplica con su peso adecuado. 
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2.3 Tipos de redes neuronales 
2.3.1 Redes unidireccionales (feedforward)  
Son caracterizadas porque la información circula en único sentido, comenzando en las neuronas de entradas y 
siguiendo los caminos en la red, hasta alcanzar la salida. 
2.3.2 Redes recurrentes (feedback) 
 En este tipo de redes la información puede fluir en cualquier dirección entre las capas que posee la red, incluso 
desde la salida hacia la entrada. 
2.3.3 Redes auto asociativas  
Cuando se presenta cierto estimulo o información de entrada la red hace una interpretación con relación al mismo 
patrón. 
2.3.4 Redes hetero asociativas  
Aquí la red se entrena para que ante un estímulo la respuesta de salida sea opuesta o diferente ante el patrón que 
se le presenta (Ortiz y Socha, 2005).  
2.3.5 Redes neuronales como aproximación estadística 
Las redes neuronales se desarrollan mediante un esquema computacional, utilizando muchas de las funciones 
clásicas de la estadística. Para alcanzar lo anterior simplemente se varían el número de nodos ocultos y las funciones 
de activación. Frente a los modelos estadísticos clásicos presenta algunas ventajas significativas, tales como la 
implementación mucho más flexible, no necesita de cumplir supuestos paramétricos estadísticos (normalidad, 
independencia, linealidad, etc.) y la extensión más sencilla a casos multivariados (García, 2005). 
    La red neuronal artificial más utilizada en el ámbito científico es la feedforwar, lo anterior basado en estudios en 
la configuración de dos capas que contengan suficientes neuronas se puede llegar a una función continua con un 
grado de precisión arbitrario (Cybenko, 1989, Vásquez, 2014). También se sabe que cada día se buscan soluciones 
a problemas complejos de predicción e identificación de patrones, con las redes multicapa como las feedforward 
presentan similitud en el análisis generalizado de las regresiones (Warner y Misra, 1996, Vásquez, 2014). 
2.4 Bosques aleatorios 
Los bosques aleatorios o Random Forest es una técnica de clasificación de datos a través de árboles de decisión. 
Estos modelos estadísticos son para trabajar cuando se tienen gran cantidad de datos y muchas variables. Del total 
de datos que se tienen se pueden crear árboles que tratan conjuntos de datos o sub muestras más homogéneos que se 
procesan en cada árbol. 
Esta técnica hace una clasificación supervisada de los datos y tienen una organización que se asemeja a la de árbol 
con raíz, ramas y hojas. Cada una de sus partes que generalmente son representadas por un círculo, son los nodos, 
los cuales se conectan con otros nodos. El nodo inicial es la raíz, desde el cual se extienden las ramas hasta llegar a 
los extremos de la cadena donde se encuentran las hojas (Medina y Ñique, 2017). 
Cuando se tienen arboles predictivos, pero con clasificadores débiles, se trabaja en conjunto, con los árboles 
interconectados, sus resultados se promedian para dar una respuesta a su clasificación. 
Algunas ventajas de los árboles es que se asemejan a la forma intuitiva en que los humanos clasifican y predicen 
el comportamiento de un sistema, además su forma es relativamente fácil de interpretar. Como se comporta sin 
parámetros establecidos no tiene que cumplir ninguna distribución específica. La preparación de los datos es mucho 
menos exigente que otros métodos de aprendizaje estadístico debido a que no se ve muy influenciado por datos 
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atípicos. Para la exploración de datos permite una identificación rápida de las variables influyentes en una predicción. 
Si la predicción no llega hasta el nodo final, la información obtenida hasta el nivel que llega se puede interpretar 
(Rodrigo, 2017). 
Algunas desventajas que presenta esta técnica de predicción se presentan cuando se tiene un solo árbol de decisión, 
pues su capacidad predictiva se ve disminuida frente a otros modelos. Cuando se trabaja con variables continuas es 
posible que se pierda parte de la precisión porque trata de agrupar los datos en conjuntos (Rodrigo, 2017). 
2.5 Árboles de decisión 
Los árboles de decisión son una herramienta poderosa y sencilla, que se implementa fácilmente. Se puede tomar 
como un modelo de predicción, tarea que hace aprendiendo a partir de las observaciones de la realidad. Parte una 
serie de objetos que tienen a su vez una serie de atributos. Los atributos caracterizan al objeto y toma una serie de 
valores que se pueden excluir unos a otros, se excluyen, por lo tanto, en este punto la decisión sigue un único camino. 
Como los árboles principalmente lo que hacen es clasificaciones de grupos, esto inicia en el nodo principal, desde 
allí se va extendiendo a nodos secundarios donde se responden preguntas del atributo, que pueden ser valores o 
características. Al final del proceso se llega a una decisión que corresponde a una variable del problema planteado 
(Barrientos, et al., 2009). 
Si el árbol es creado para tomar una decisión esta puede ser positiva o negativa. El árbol puede ser entrenado para 
la toma de decisiones, con una serie de atributos de los objetos puede tomar varias rutas y con suficiente información 
llegar a una respuesta correcta. Sin embargo, en la medida que se incrementan los atributos y sus características su 
tamaño puede crecer exponencialmente, haciéndose un poco más difícil de comprender. 
Con varios conjuntos de datos se puede usar una parte para entrenamiento y otra para validar las salidas que está 
calculando el árbol. Con lo anterior se pueden hacer pruebas estadísticas y determinar que tan buen desempeño tiene 
el árbol en las decisiones o clasificaciones que arroja. 
Cuando los atributos se van haciendo grandes, se puede partir las tareas para hacer el árbol más comprensible. Al 
final el clasificará los objetos de acuerdo con los atributos propuestos en subsecciones para unirlos al gran árbol 
(Barrientos, et al., 2009, Quinlan 1986, 1993). 
Los árboles de decisión se construyen por intermedio de algoritmos, los cuales están divididos en dos partes. La 
primera se llama inducción y se hace con datos de entrenamiento, que generalmente corresponde a una buena 
proporción de los datos observados en la realidad. Como se parte del nodo raíz, el árbol crece de acuerdo con las 
necesidades, pues depende de las características que tiene en cada nodo, si estas pertenecen a más de dos clases de 
clasificación, se genera un nuevo nodo, pero si es simple allí termina y se tiene una respuesta. 
En la etapa de clasificación o validación de los datos, los datos nuevos son clasificados de acuerdo con la red del 
árbol que se construyó previamente, siguiendo los caminos y asignándole alguna clase o generando una respuesta a 
las variables de entrada. 
Algunos algoritmos que se utilizan usualmente en los árboles de decisión sin ID3, J48, Naive Bayes. Estos son 
sencillos, de rápida ejecución con bajo consumo de máquina y son precisos. El ID3 (Quinlan, 1993) utiliza el total 
de los datos inicialmente y posteriormente los va dividiendo hasta encontrar homogeneidad en ellos. Con esto se 
logra obtener el mejor atributo que agrupe los datos en clases parecidas. J48 (Quinlan, 1993) hace un proceso iterativo 
agregando nodos o ramas y determinando la menor diferencia entre los datos, así de esta manera como de ensayo y 
error va encontrando un camino que tenga el menor error entre los datos observados y los calculados o clasificados 
por el árbol. 
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El algoritmo Naive Bayes tiene previamente un clasificado bayesiano, que clasifica cada clase haciendo que los 
atributos de esta sean independientes de otras, solo se usan esos atributos para determinada clase. Lo anterior hace 
que los caminos sean fijos y solo se aprenden los parámetros. (Dunham, 2003) 
2.6 Extra Trees – Arboles Altamente Aleatorizados 
Es una variante de los árboles de decisión, pues lleva mucho más allá la decorrelación en cada nodo, haciendo que 
no se presente dependencia entre los datos que se están analizando. En cada nodo, evalúa solo un subconjunto de los 
predictores y de estos elije un grupo de puntos que corte el eje. Lo anterior hace que el valor de la varianza se haga 
más pequeño (Rodrigo, 2017). 
Este método se desempeña bien con valores que presentan una tendencia no lineal, además de ser flexibles y 
escalabilidad que otras metodologías como las redes neuronales no lo expresan bien. El proceso es progresivo entre 
los diferentes modelos que se van evaluando, pero esto es apoyado en la validación cruzada, donde se escogen grupos 
de datos para el entrenamiento y se comparan con el resto en la validación, estos grupos seleccionados se rotan hasta 
copar todo el grupo de muestras que se tengan. 
El proceso de los árboles aleatorios se hace con tres pasos básicos. El primero consiste en hacer una clasificación 
de los datos de entrada utilizado alguna medida estadística. De estos datos de entrada se tienen unas respuestas, las 
cuales se reservan las de mejor respuesta. En un segundo paso, los datos obtenidos anteriormente se comparan con 
los observados y se dejan los de mejor desempeño. En el paso final se identifica el modelo que mejor representa los 
datos calculados con respecto a los observados, el proceso se repite hasta que una medida estadística evalúe que la 
diferencia sea la menor (Galelli y Castelleti, 2013). 
2.7 Método de regresión asistida por patrón de contraste (CPXR) 
Este método ha sido difundido por Taslimitehrani y Dong (2014), Dong y Taslimitehrani (2015) se presenta como 
una alternativa para derivar funciones de edafotransferencia con robustez para modelos de predicción. Se presenta 
como un método alternativo donde otros modelos no presentan una respuesta aceptada de predicción. De acuerdo 
con Ghanbarian, et al., (2015) los modelos desarrollados por este método son más sencillos, comprensibles, 
comparados con los modelos de regresión lineal y las redes neuronales. Las variables utilizadas en los diferentes 
patrones no están restringidas a un solo camino y por mínimo que sean los datos que se tienen siempre trata de 
ponderar los resultados.   
Este método busca tener conjunto de datos que se ajusten a ciertos rangos de datos, que tengan un patrón conocido. 
Con este grupo se puede hacer modelos de regresión local para grupo de datos coincidentes. 
Cuando una muestra de datos se ajusta a un patrón determinado se le aplica la función lineal local para dicho 
grupo. Cuando los datos muestran coincidencia con varios grupos de datos, entonces se aplican las funciones lineales 
y se ponderan para dar un solo valor de respuesta, sin embargo, cuando algunos datos no se ajustan a ningún patrón, 
se tiene una función auxiliar que se les puede aplicar. 
Ghanbarian, et al., (2015) presenta 5 pasos para calcular los patrones y llevar el error de predicción al mínimo. 
1.  Del total del conjunto de datos que se poseen, se puede hacer una regresión lineal múltiple, con los datos de 
entrenamiento, el cual lo llama f0. 
2. Del total de los datos de entrenamiento se dividen en dos grupos, el primero llamado de grandes errores y el 
segundo de pequeños errores. Para lograr lo anterior se toma un valor c, de tal manera que los valores del error de 
predicción f0 que superen a c son los grandes errores. Ghanbarian, et al., (2015) afirma que la suma del error de 
predicción absoluto alcanza el 45% del total de la suma de los errores absolutos. Lo que indica que el resto son los 
errores pequeños de los datos del entrenamiento. 
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 3. Para definir los grupos en los cuales van a estar los límites de aplicabilidad de las variables, así como discretizar 
las variables de entrada se utiliza un modelo de entropía propuesto por Fayyad y Irani (1993). Luego el modelo de 
regresión por contraste de patrones clasifica las variables de acuerdo con el patrón al cual ajustan. Como es posible 
que algunos subgrupos sean bastante parecidos se pueden utilizar filtros para que se asignen a un solo grupo de 
ajuste. 
4. Con los datos agrupados se procede a realizar una regresión múltiple local, para cada grupo. Los modelos de 
regresión local que no mejoren la predicción de todo el modelo se pueden eliminar. 
5. Al final se aplica un doble proceso de optimización con el fin de hallar los mejores patrones, funciones y pesos 
que mejor representan el modelo de predicción. Así se van aplicando los patrones a los conjuntos de datos 
clasificados anteriormente, el proceso termina cuando al probar las funciones en los conjuntos la precisión del modelo 
no mejora. 
2.8 Enfoque Bayesiano 
El análisis Bayesiano no es nuevo, sin embargo, en épocas actuales ha vuelto a ser relevante, se basa en tener 
estudios anteriores sobre un tema específico, utilizados como base para probar las hipótesis que se plantean. Con los 
datos anteriores y los actuales se modifica el comportamiento o no de una o varias variables. (Rendón, et al., 2018) 
Bayes se base en que los datos u observaciones que se toman no son del todo probalísticos o inciertos, sino que se 
va aprendiendo a través de la experiencia, entre más datos se toman u observaciones se hacen, se supone se acerca a 
una certeza mayor. Lo anterior se puede expresar mediante una ecuación sencilla (Ecuación 1). 
𝑃(𝐻 𝐷) =  
𝑃(𝐷 𝐻) 𝑃(𝐻)⁄
𝑃(𝐷)
⁄     (1) 
Donde P (H/D) es el resultado de haber utilizado los datos anteriores; P (D/H) son los datos del análisis y representa 
la posibilidad de que una hipótesis H dados los datos D va a tener una proporcionalidad a la probabilidad de hallar 
D conociendo a H de antemano; P (H) es el conocimiento previo que se tiene de los datos u observaciones, lo que se 
sabe sobre los valores que puede tomar la hipótesis; P (D) son los promedios de las observaciones probables de D 
sobre las posibles hipótesis H. 
Su utilidad se base en que las investigaciones generalmente buscan es la probabilidad de las causas dados unos 
efectos y no al contrario. Con el uso del teorema de Bayes no se garantiza una respuesta correcta, pues el mundo está 
lleno de incertidumbre, sin embargo, de una gama de posibilidades permite escoger cual podría ser la respuesta más 
acertada. (Etz, et al., 2018) 
2.9 Análisis multivariado 
El análisis multivariado de datos se hace cuando las investigaciones quieren saber la relación simultánea entre tres 
o más variables, de igual manera, en la medida que se realiza una investigación se pueden ir analizando los datos u 
observaciones obtenidas, lo que puede permitir que se eliminen variables redundantes o que no tienen relevancia en 
los procesos, además el desarrollo tecnológico de los sistemas computacionales permite manjar mayor volumen de 
datos y sus relaciones para sacar conclusiones. (Dillon y Goldstein, 1984) 
Esta técnica de análisis de datos se creó debido a que los métodos univariantes y bivariantes no los cubrían. 
También ayuda al investigador en la toma de decisiones, aunque no se cumplan estrictamente las hipótesis de 
normalidad y homocedasticidad multivariantes, sin embargo, hay que fijarse en los resultados y la relación que tienen 
con dichas hipótesis, pues con suficientes datos el método se muestra robusto y resiste las desviaciones de los 
supuestos estadísticos.  
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El análisis multivariante se puede agrupar en dos grupos, el primero denominado técnicas explicativas o de 
dependencia, aquí se busca establecer como dos grupos de variables, uno dependiente y el otro independiente, se 
relacionan entre sí, ya sea en conjunto o con algunas variables en particular. En el segundo grupo llamado técnica 
descriptiva o de interdepencia, como en algunos casos no es fácil distinguir cuales son las variables dependientes y 
las independientes se utiliza esta técnica. Entonces el análisis busca determinar cómo se relacionan las variables, que 
las está relacionando y porqué lo están. (Uriel y Aldás, 2005, Benzécri 1973) 
Hair et al., (1995), propone algunos pasos para la correcta aplicación de esta técnica y poder llegar a unas 
conclusiones confiables. Lo primero es definir claramente el problema, cuáles son los objetivos generales y 
específicos, en lo posible establecer las relaciones entre las diferentes variables que se involucran. Segundo es aplicar 
la técnica elegida, se debe tener el suficiente número de datos y su característica, si son numérico o de apreciación. 
Tercero es que la técnica cumpla con los parámetros estadísticos, pues si esto no se cumple se debe tratar de probar 
con otra técnica que obtenga mejores ajustes o eliminar variables que redunden o no sean relevantes. Al final hay 
que interpretar los resultados que pueden conducir a nuevas hipótesis y validar el modelo de tal manera que se pueda 
aplicar en otros lugares. (Closas, et al., 2013) 
3. Resultados y discusión 
 
Para determinar si los resultados calculados por las metodologías propuestas por los investigadores se ajustan a 
los resultados encontrados en campo y en laboratorio se verifica su ajuste calculando el error cuadrático medio 
(MSE), la raíz del error cuadrático medio (RMSE) y la estimación o subestimación de los valores medios de cada 
variable calculada (Nemes, et al., 2003). Su ecuación se expresa de la siguiente manera:  
𝑀𝐸 =  
1
𝑛
 ∑ (𝑌𝑒𝑠𝑡𝑖𝑚𝑎𝑑𝑜 −  𝑌𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑑𝑜)
𝑛
𝑖=1  (2) 
 
El error cuadrático medio (MSE) (Ecuación 2), indica el ajuste de los datos calculados con los esperados, es así 
que lo ideal sería que este fuera cero, pero en estos casos con valores cercanos a cero indica un buen desempeño del 
modelo.  
𝑀𝑆𝐸 =  
1
𝑛
 ∑ (𝑌𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑑𝑜 −  𝑌𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑑𝑜)
2𝑛
𝑖=1  (3) 
 
Donde 𝑌𝑜𝑏𝑠𝑒𝑟 representa los datos observados o medidos y 𝑌𝑐𝑎𝑙𝑐 los datos calculados por el modelo, n representa 
las parejas de datos comparados o diferenciados (Ecuación 4).  
La raíz del error cuadrático medio (RMSE) (Ecuación 4), indica la dispersión de los datos, entre los encontrados 
directos en laboratorio o campo y los calculados de los modelos propuestos por los investigadores (Jana and 
Mohanty, 2011; Patil et al., 2011; Vereecken, et al., 2010; Tomasella, et al., 2003). 










El coeficiente de determinación (R2) (Ecuación 5), que representa una relación entre la covarianza de las variables 
y las desviaciones típicas de cada variable, tiende a uno para un ajuste lineal perfecto, así que entre más cercano a la 
unidad representa un ajuste mucho mejor, una explicación mejor entre las variables independientes y dependientes. 
(Stumpp, et al., 2009, Min-Fei, et al., 2020): 







2                                                                                         (5) 









Los computadores dan gran ventaja con estos métodos. Lo anterior ofrece unas nuevas herramientas que permiten 
encontrar modelos que no están o no caben en la estadística tradicional, haciendo que se generen ecuaciones o se 
definan variables relevantes de un número de datos que puede ser muy grande (Wehenket, et al., 2006). 
Como estos son modelos de aprendizaje que requieren datos para su entrenamiento y validación, le da una nueva 
dimensión al tratamiento de estos. Se pueden usar parte de los datos para evaluar su evolución o tomar todo el 
conjunto y analizarlo enfrentando problemas estocásticos o no lineales (Geurts, et al., 2006; Wehenket, et al., 2006). 
Actualmente con la disponibilidad de sensores remotos se pueden tener variables en tiempo real, lo cual hace que 
se pueden tener muchos datos en un corto periodo de tiempo. Para el procesamiento de estos datos se pueden usar 
las redes neuronales, los árboles de decisión o los árboles altamente aleatorizados. (De León Mata, et al., 2014, 
Llamas, et al., 2013) 
Estos métodos combinados con técnicas como los sistemas de información geográfica pueden hacer clasificación 
de características similares para suelos con variables como la altitud, la latitud, la cobertura, la pendiente o la 
curvatura del terreno que junto con datos tomados de campo pueden inferir otras características físicas y químicas 
(Minasny y Hartemink 2011, Jalmacín, et al., 2017, Kebede, et al., 2021). 
Un aspecto muy importante de estos métodos es que no son paramétricos, por lo tanto, no se deben ajustar a 
ninguna distribución específica. Estos simplemente con sus algoritmos buscan el modelo que mejor se ajuste y a 
partir de este demuestran que tienen los mejores resultados. Sin embargo, se han encontrado diferencias al comparar 
los modelos, que analizan los mismos datos, pero con algunos se obtienen mejores desempeños comparados con 
otros, por ejemplo, al comprar los coeficientes de determinación (Mao y Wang 2012, Rodrigo, 2017, Nicolau, 2017, 
Castillo-Paez, et al., 2019, Kalli 2020). 
4. Conclusiones  
Con los avances tecnológicos de diferentes procesos como son características de suelos, clima, comportamientos 
sociales, producen muchos datos que no son fáciles de analizar. Con los datos anteriores se pueden plantear modelos 
de comportamiento o de predicción de las variables involucradas. Estos modelos pueden ser paramétricos y se tienen 
que ajustar a sus valores establecidos, pues fuera de estos parámetros se puede estar subestimando o sobrestimando.  
Los modelos como las redes neuronales, los árboles aleatorios o los árboles altamente aleatorizados permiten 
tomar todo el conjunto de datos, que, a partir de un algoritmo, aprender como es el comportamiento de los datos y 
sin atender ninguna restricción se pueden plantear varios modelos que cumplan con los parámetros escogidos. Al 
final se puede evaluar el desempeño de los diferentes modelos para escoger el mejor, que además puede involucrar 
el menor número de variables, haciendo el modelo económico o parsimonioso. 
Con la selección del menor número de variables en un fenómeno o proceso estudiado se direccionan mejor los 
recursos para la determinación de las variables relevantes. Esto puede ayudar a los investigadores a aprovechar mejor 
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