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В статье описывается детерминированная система обслуживания, в которую поступают
требования из трех очередей. Характеристики системы обслуживания, такие как ин-
тенсивность и скорость обслуживания, являются стабильными и не зависят от време-
ни. Представлены определения стационарного режима и цикла обслуживания для тре-
бований из трех очередей. Основная цель статьи — найти необходимые и достаточные
условия, при выполнении которых гарантируется существование стационарного режима
работы сервисной системы. При реализации стационарного режима обслуживания исклю-
чается возможность бесконечного накопления запросов, при этом порядок обслуживания
очередей устанавливается заранее и не изменяется в будущем. В рамках математической
модели детерминированной системы обслуживания вводятся некоторые технологические
ограничения. Их выполнение необходимо для построения адекватной модели. В частно-
сти, предполагается, что обслуживание требования не может быть прервано. Имеется так-
же ограничение на продолжительность цикла обслуживания. Доказательство основного
результата основываются на решении неравенств, полученных при рассмотрении мате-
матической модели функционирования системы обслуживания. В доказательстве дается
геометрическая интерпретация множества допустимых (обеспечивающих стационарный
режим) продолжительностей непрерывного обслуживания для требований, полученных
из очередей. Библиогр. 12 назв. Ил. 2.
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The article describes a deterministic service system, which receives requests from three queues.
Characteristics of the service system such as intensity and rate of service request are stable
and do not depend on time. The paper introduces deﬁnitions of the stationary mode and the
cycle of service for requirements from queues. The main aim this article is to ﬁnd necessary and
suﬃcient conditions imposed on the duration of the service cycles, under which the existence
of a stationary mode of operation of the service system is obtained and guaranteed. When
a stationary service mode is implemented, the possibility of inﬁnite accumulation of requests
is excluded, while the order of servicing queues is set in advance and does not change in the
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future. Within the framework of the mathematical model of the deterministic service system,
some technological limitations have been introduced. The fulﬁllment of these limitations is
necessary for the construction of an adequate model. In particular, it is assumed that the
service of the requirement can’t be interrupted. The proof of the main result of the item is
based on the solution of inequalities obtained by considering the mathematical model of the
functioning of the service system. In the proof was given a geometric interpretation of the set of
admissible (providing a stationary mode) durations of continuous service for requests received
from the queues. Refs 12. Figs 2.
Keywords: deterministic system service, service cycle, steady state.
Введение. Системы обслуживания широко применяются в повседневной жиз-
ни: управление очередями в банках, телефоны горячей линии, управление движе-
нием на перекрестках. Каждая система обслуживания состоит из обслуживающего
устройства или устройств, если их несколько, например светофор или регулировщик,
управляющий транспортными потоками на перекрестках. Задача любой системы об-
служивания — произвести обслуживание (удовлетворить требования) поступающих
заявок, причем они могут подаваться на вход как в случайные, так и в определен-
ные моменты времени. В качестве требований могут выступать клиенты, ожидающие
обслуживания в банке, участники дорожного движения, ожидающие разрешающе-
го сигнала светофора или регулировщика. Обслуживание одного требования зани-
мает, вообще говоря, какое-то время t, по истечению которого устройство готово при-
ступить к обслуживанию следующего требования того же типа или переключиться
на заявки другого типа. На примере перекрестка к требованиям первого типа можно
отнести пешеходов, а к требованиям второго типа — водителей транспортных средств.
На практике часто встречаются системы массового обслуживания, основные харак-
теристики (интенсивность поступления и обслуживания заявок) которых достаточно
стабильны. Такие системы, с некоторым приближением, можно считать детермини-
рованными.
В работе рассматривается математическая модель детерминированной системы
обслуживания с ограничением на длину цикла и тремя потоками требований.
Обзор литературы. В работе [1] приводятся основные понятия теории массо-
вого обслуживания. Вводятся основные понятия теории очередей. В [2] описываются
задачи управления транспортными потоками, в частности задача управления свето-
фором для увеличения пропускной способности перекрестка.
В статьях [3, 4] рассматривается близкая по постановке задача управления свето-
фором на изолированном перекрестке для детерминированных потоков. Критерием
оптимальности служит линейная функция, зависящая от длин очередей, ожидающих
переключения сигнала светофора с запрещающего (красного) на разрешающий (зе-
леный) сигнал. Для этого случая строится аналитическое решение оптимального пе-
реключения сигналов светофора. Выводятся условия, при выполнении которых пере-
кресток будет работать в стационарном режиме. В [4] решаeтся задача оптимального
выбора режима работы светофора на перекрестке, когда присутствует ограничение
на длину цикла. Также авторы [4] приводят численный пример, иллюстрирующий
работу светофора на перекрестке.
В работах [5–9] описываются детерминированные системы обслуживания с од-
ним обслуживающим устройством и двумя [5] или тремя потоками требований [6–8].
Вводятся определения стационарного режима функционирования системы и цикла,
представляющего собой пару (для случая двух очередей) или тройку (для системы
с тремя потоками требований). Определяются необходимые и достаточные условия,
накладываемые на систему для установления стационарного режима работы обслу-
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живающего устройства. Кроме того, рассматривается задача оптимального выбора
длительностей обслуживания системы, при которых длина очереди будет минималь-
ной. В работе [9] поднимается вопрос о существовании стационарного режима для
систем с двумя и тремя потоками требований при наличии ограничений на длину
цикла.
В статье [10] решалась задача управления детерминированной системой обслу-
живания с двумя потоками требований, математическая модель которой описывает-
ся системой дифференциальных уравнений. Устанавливались необходимые условия
оптимальности кусочно-постоянных управлений, доставляющих минимум интеграль-
ному функционалу, который представляет собой сумму длин очередей, ожидающих
обслуживания устройством в момент времени T (см. также [11, 12]).
В данной статье исследуется проблематика стационарных режимов обслужива-
ния при наличии ограничений на длину цикла.
Одно обслуживающее устройство и три очереди. Постановка задачи.
Будем рассматривать детерминированную систему обслуживания с одним обслужи-
вающим устройством и тремя потоками требований.
В работах [6, 7] были введены обозначения и сформулировано определение. Обо-
значим qi(t) длину очереди заявок, ожидающих обслуживания устройством для по-
тока i во время t соответственно, i = 1, 2, 3.
Пусть ai(t) и di(t) — скорости поступления и выполнения заявок для i-й очереди
соответственно, i = 1, 2, 3.
Определение 1. Тройка (g1, g2, g3) будет называться циклом, где gi — дли-
тельность непрерывного обслуживания заявок из очереди с номером i (i = 1, 2, 3).
Следуя работам [6, 7], примем такие допущения:
1. Будем считать, что ai(t) = ai  0 — известная постоянная величина.
2. Предположим, что qi(t) — неотрицательное целое число (число заявок в оче-
реди на обслуживание потока i в момент времени t).
3. Пусть
di(t) =
{
0, если устройство обслуживает заявку из очереди j = i;
di, если устройство обслуживает заявку из очереди i.
4. Скорость обслуживания заявок выше скорости поступления, т. е. di > ai.
5. В начальный момент времени очередь отсутствует, т. е. qi(0) = 0.
6. Длительности непрерывного обслуживания заявок постоянны для каждой
из очередей, но могут отличаться в разных очередях.
Будем также предполагать следующее:
7. Время — дискретная величина, пропорциональная условной единице време-
ни l, длина которой — это минимальный интервал времени, в течение его
в каждом из потоков происходит или может происходить только целое число
событий, другими словами, gi = kil, где ki ∈ N, N — множество натуральных
чисел.
8. Возможно наличие ограничения на продолжительность цикла обслуживания:
g1 + g2 + g3  L, где L — некоторая заданная константа.
Введем последовательности времени переключения системы с обслуживания одного
потока требований на обслуживание требований другого потока, а также определения
стационарного режима и цикла, которые будут использоваться далее.
Рассмотрим последовательности моментов времени. Первая последовательность
составляет
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τ
(1)
1 = g1, τ
(1)
2 = g1 + g2 + g3 + g1, . . . , τ
(1)
k+1 = (g1 + g2 + g3)k + g1, . . .
Она представляет собой моменты начала обслуживания заявок (требований) из вто-
рой очереди, или, что то же самое, моменты прекращения обслуживания требований
первого потока.
Вторая последовательность моментов времени равна
τ
(2)
1 = g1 + g2, τ
(2)
2 = g1 + g2 + g3 + g1 + g2, . . . , τ
(2)
k+1 = (g1 + g2 + g3)k + g1 + g2, . . .
Она представляет собой моменты начала обслуживания заявок из очереди с номером
три, другими словами, моменты времени, когда происходит прекращение выполнения
требований второго потока.
Третья последовательность моментов времени имеет вид
τ
(3)
1 = g1+g2+g3, τ
(3)
2 = g1+g2+g3+g1+g2+g3, . . . , τ
(3)
k+1 = (g1+g2+g3)(k+1), . . .
Она определяет моменты начала обслуживания заявок из первой очереди, или, дру-
гими словами, моменты, когда прекращается обслуживание требований третьего по-
тока.
В работе [6] было введено следующее определение.
Определение 2. Под стационарным режимом будем подразумевать такой ре-
жим обслуживания заявок, при котором не будет происходить накапливания оче-
реди, т. е. будут выполнены такие условия:
q1
(
τ
(1)
k+1
)
= 0, q2
(
τ
(2)
k+1
)
= 0, q3
(
τ
(3)
k+1
)
= 0, ∀k = 0, 1, 2, . . .
Необходимое и достаточное условия стационарности. Основной ре-
зультат из работы [8] при наличии ограничения на длину цикла можно перефор-
мулировать следующим образом.
Теорема 1. Пусть q1(0) = q2(0) = q3(0) = 0, g1 + g2 + g3  L. Цикл (g1, g2, g3)
порождает стационарный режим тогда и только тогда, когда выполнены условия⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
g1 + g2 + g3  L,
d1 − a1
a1
 g2 + g3
g1
,
d2 − a2
a2
 g1 + g3
g2
,
d3 − a3
a3
 g1 + g2
g3
.
(1)
Следствие 1. Пусть q1(0) = q2(0) = q3(0) = 0. Необходимым условием установ-
ления стационарного режима в цикле (g1, g2, g3) является выполнение неравенства
a1
d1
+
a2
d2
+
a3
d3
 1.
Получены необходимые и достаточные условия существования стационарного ре-
жима в более удобном виде.
Теорема 2. Пусть q1(0) = q2(0) = q3(0) = 0, g1 + g2 + g3  L. Цикл (g1, g2, g3),
порождающий стационарный режим, существует тогда и только тогда, когда вы-
полнены следующие условия:
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d1
a1
>
d2
d2 − a2 , min
{
L
g3
,
d3
a3
}
 d1d2
d1d2 − d1a2 − d2a1 . (2)
Д о к а з а т е л ь с т в о. Перепишем необходимые и достаточные условия
установления стационарного режима теоремы 1:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
g1 + g2 + g3  L,
g1+g2
g3
+ 1
g1
g3
 d1
a1
,
g1+g2
g3
+ 1
g2
g3
 d2
a2
,
g1 + g2
g3
+ 1  d3
a3
.
Далее сделаем замену переменных:
g1
g3
= u1,
g2
g3
= u2. (3)
Обратим внимание, что новые параметры в (3) u1 > 0 и u2 > 0, так как gi > 0, i =
1, 2, 3. Тогда необходимые и достаточные условия в новой параметризации задаются
следующими неравенствами:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
u2 
d1 − a1
a1
u1 − 1,
u2 
a2
d2 − a2 +
a2
d2 − a2u1,
u2 
d3 − a3
a3
− u1,
u2 
L− g3
g3
− u1.
(4)
Систему неравенств (4) можно решить графически. Для этого в прямоугольной си-
стеме координат (u1, u2) построим графики функций
u2 =
d1 − a1
a1
u1 − 1, (5)
u2 =
a2
d2 − a2 +
a2
d2 − a2u1, (6)
u2 =
d3 − a3
a3
− u1, (7)
u2 =
L− g3
g3
− u1. (8)
Нас интересует только первая четверть, так как параметры u1 и u2 являются
положительными величинами, т. е. u1 > 0, u2 > 0.
Рассмотрим случай, когда Lg3 <
d3
a3
(рис. 1). Найдем решение системы нера-
венств (4). Но так как данная система неравенств не всегда имеет решение, не всегда
можно гарантировать установление стационарного режима.
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Рис. 1. Решение системы неравенств (4) для случая L
g3
< d3
a3
Выведем необходимые и достаточные условия, при которых система неравенств
(4) для случая Lg3 <
d3
a3
имеет решения.
1. Угловой коэффициент (5) должен быть больше углового коэффициента (6)
(d1−a1a1 >
a2
d2−a2 ). Если данное неравенство будет выполнено как равенство, график
функции (5) будет параллелен графику функции (6), а в случае, когда угловой коэф-
фициент (5) будет меньше углового коэффициента (6), данные графики не будут
пересекаться в первой четверти. То есть если не выполнится условие
d1 − a1
a1
>
a2
d2 − a2 ,
то система (4) не будет иметь решения.
2. Точка пересечения графика функции (6) с осью u2 должна лежать не выше
точки пересечения оси u2 графиком (8). В противном случае система неравенств (4)
не будет иметь решения в первой четверти. То есть если не будет выполнено условие
a2
d2 − a2 <
L− g3
g3
,
то решение системы (4) не будет лежать в первой четверти.
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3. Точка пересечения графика функции (8) с осью u1 должна лежать правее
точки пересечения оси u1 графиком (5). Если данное условие не будет выполнено,
множество решений системы (4) не будет удовлетворять условию неотрицательности
параметров u1, u2. То есть должно быть выполнено условие
a1
d1 − a1 <
L− g3
g3
.
4. Точка пересечения графиков (5) и (6) (точка A на рис. 1) должна лежать
не выше прямой (8). Найдем координату u1 для точки A. Для этого приравняем
координату u2 (5) и (6) и найдем, что
d1 − a1
a1
u1 − 1 = a2
d2 − a2u1 +
a2
d2 − a2 .
Тогда после преобразований условие примет вид
d1d2
d1d2 − d2a1 − d1a2 
L
g3
.
Объединив условия (1)–(4), получим систему неравенств⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
L
g3
<
d3
a3
,
d1
a1
>
d2
d2 − a2 ,
L
g3
>
d2
d2 − a2 ,
L
g3
>
d1
d1 − a1 ,
L
g3
 d1d2
d1d2 − d1a2 − d2a1 .
(9)
Обратим внимание, что
d2
d2 − a2
d1
d1 − a1 =
d1d2
d1d2 − d2a1 − d1a2 + a1a2 <
d1d2
d1d2 − d2a1 − d1a2 ,
таким образом, условие
L
g3
 d1d2
d1d2 − d1a2 − d2a1
сильнее, чем
L
g3
>
d2
d2 − a2 ,
L
g3
>
d1
d1 − a1 .
Поэтому полученные неравенства (9) можно переписать следующим образом:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
L
g3
<
d3
a3
,
d1
a1
>
d2
d2 − a2 ,
L
g3
 d1d2
d1d2 − d1a2 − d2a1 .
(10)
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Теперь перейдем к случаю, когда Lg3 
d3
a3
. Решение системы (4) представим на рис. 2.
Рис. 2. Решение системы неравенств 4, если L
g3
 d3
a3
Выведем необходимые и достаточные условия, при которых система нера-
венств (4) имеет решение.
Доказательствo случая Lg3 
d3
a3
совпадает с доказательством для Lg3 <
d3
a3
. По-
этому приведем основные результаты. Для удобства рассмотрения выпишем еще раз
систему неравенств (4), для которой ищем решение:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
u2 
d1 − a1
a1
u1 − 1,
u2 
a2
d2 − a2 +
a2
d2 − a2u1,
u2 
d3 − a3
a3
− u1,
u2 
L− g3
g3
− u1.
Эта система неравенств имеет решение, когда выполнены неравенства
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
L
g3
 d3
a3
,
d1
a1
>
d2
d2 − a2 ,
d3 − a3
a3
>
d2
d2 − a2 ,
d3 − a3
a3
>
d1
d1 − a1 ,
d3
a3
 d1d2
d1d2 − d1a2 − d2a1 .
Вспомнив, что
d2
d2 − a2
d1
d1 − a1 =
d1d2
d1d2 − d2a1 − d1a2 + a1a2 <
d1d2
d1d2 − d2a1 − d1a2 ,
получаем условия в следующем виде:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
L
g3
 d3
a3
,
d1
a1
>
d2
d2 − a2 ,
d3
a3
 d1d2
d1d2 − d1a2 − d2a1 .
(11)
Объединив условия (10) и (11), снова имеем неравенства (2). Обратим внимание, что
они были определены при помощи тождественных преобразований из необходимых
и достаточных условий (1). Поэтому выполнение условий (2) также гарантирует нам
выполнение условий (1). А это означает, что цикл (g1, g2, g3), порождающий стацио-
нарный режим, существует тогда и только тогда, когда выполнены условия (2).
Теорема 2 доказана.
Замечание. Когда выполнено условие Lg3 
d3
a3
, тогда необходимые и достаточ-
ные условия совпадают c полученными для системы без ограничения на длину цик-
ла [7].
Следствие 2. Пусть q1(0) = q2(0) = q3(0) = 0. Цикл [6], порождающий ста-
ционарный режим, существует тогда и только тогда, когда выполнены следующие
условия: ⎧⎪⎪⎨⎪⎪⎩
d1
a1
>
d2
d2 − a2 ,
d3
a3
 d1d2
d1d2 − d1a2 − d2a1 .
Заключение. В работе была рассмотрена детерминированная система обслу-
живания с одним обслуживающим устройством и тремя очередями c ограничением
на длину цикла. Для такой системы были выведены необходимые и достаточные усло-
вия установления стационарного режима работы системы, которые были сформули-
рованы в виде теорем 1 и 2. Теорема 1 ранее была получена для систем без ограни-
чения на длину цикла; теорема 2 является новым результатом, она имеет бо´льшую
практическую ценность по сравнению с теоремой 1, так как условия этой теоремы
более удобны для проверки существования в данной системе стационарных режимов.
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Также обратим внимание на то, что теорему 2 можно использовать и для случая,
когда ограничение на длину цикла не накладывается, для чего нужно положить L
равным бесконечности.
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