In this article, we consider the problem of constructing the confidence interval and testing hypothesis for the common coefficient of variation (CV) of several normal populations. A new method is suggested using the concepts of generalized p-value and generalized confidence interval. Using this new method and a method proposed by Tian (2005), we obtain a shorter confidence interval for the common CV. This combination method has good properties in terms of length and coverage probability compared to other methods. A simulation study is performed to illustrate properties. Finally, these methods are applied to two real data sets in medicine.
Introduction
The coefficient of variation (CV) of a random variable X, with mean µ = 0 and standard deviation σ, is defined by the ratio σ µ . This ratio is an important measure of variation and it is useful in medicine, biology, physics, finance, toxicology, business, engineering, and survival analysis, because it is free from the unit of measurement and it can be used for comparing the variability of two different populations.
There are different methods for making inferences about the coefficient of variation. Lehmann (1996) proposed an exact method for a confidence interval of CV. Vangel (1996) , and Wong and Wu (2002) obtained approximate confidence intervals. Verrill (2003) reviewed the exact approach that is appropriate for normally distributed data.
Let X ij , i = 1, ..., k, j = 1, ..., n i , be independent normal random variables with means µ i and variance σ The assumption of the equality of CV's is common in biological and agricultural experiments (See Fung and Tsang, 1998). Feltz and Miller (1996) presented one reasonable estimate for the common CV. Ahmed (2002) proposed six asymptotic estimators for the common CV and discussed on the risk behavior of the estimators. The generalized p-value concept was introduced by Tsui and Weerahandi (1989) and the generalized confidence interval by Weerahandi (1993) . By using these concepts, Tian (2005) proposed a generalized p-value and a generalized confidence interval for the common CV. obtained confidence bounds on the common CV and a ratio of two CV's.
In this article, we propose new methods for making inferences about the common CV. In Section 2, we look at the concepts of generalized p-value and generalized confidence interval. In Section 3, we will first review the method of Tian (2005) and , briefly, and then a new method is given to construct a confidence interval and hypothesis testing for the common CV by using the concept of generalized variable. Then by combining this new method and the proposed method by Tian (2005) , we obtain a confidence interval for the common CV that has good properties with respect to other methods. Section 4 is devoted to a simulation study, to compare the lengths and coverage probabilities of the four methods that are given in Section 3.
Two real medicine examples are given in Section 5.
Generalized p-value and generalized confidence interval
The concept of generalized p-value was first introduced by Tsui and Weerahandi (1989) to deal with some nontrivial statistical testing problems. These problems involve nuisance parameters in such a fashion that the derivation of a standard pivot is not possible. See also Weerahandi (1995) .
Let X be a random variable with density function f (x | ζ), where ζ = (θ, η) is a vector of unknown parameters, θ is the parameter of interest, and η is possibly a vector of nuisance parameters.
Suppose we have the following hypothesis to test:
where θ • is a specified value.
Let x be the observed value of random variable X. T (X; x, ζ) is said to be a generalized variable if the following three properties hold:
(i) For fixed x and ζ = (θ • , η), the distribution of T (X; x, ζ) is free of the nuisance parameters η.
(ii) t obs = T (x; x, ζ) does not depend on unknown parameters.
(iii) For fixed x and η, P (T (X; x, ζ) t) is either stochastically increasing or decreasing in θ for any given t.
If T (X; x, ζ) is stochastically increasing in θ, the generalized p-value is defined as
where
To derive a confidence interval for θ, let T c (X; x, θ, η) satisfies the following conditions:
(i) The distribution of T c (X; x, θ, η) does not depend on any unknown parameters.
(ii) The observed value of T c (X; x, θ, η) is free of nuisance parameters.
Then, T c (X; x, θ, η) is called a generalized pivotal variable. Further, if t 1 and t 2 are such that
then, Θ = {θ : t 1 T c (X; x, θ, η) t 2 } gives a 100(1 − α)% generalized confidence interval for
(1 − α) confidence interval for θ, where T c (x,γ) stands for the γth quantile of T c (X; x, θ, η).
Consider k, (k 2) independent random samples (X i1 , ..., X in i ) from k normal populations with means µ i and unequal variances σ 2 i , i = 1, 2, ..., k. For the ith population, letX i = 1/n i n i j=1 X ij and
(X ij −X i ) 2 be the sample mean and sample variance, and letx i and s 2 i be the observed value of the sample mean and sample variance, respectively.
Suppose that
where ϕ i = σ i µ i and ϕ is the common CV parameter.
We are interested in developing a confidence interval and hypothesis test for the common CV, based on the sufficient statisticsX i and S 2 i . In this section, we first review the method of Tian (2005) 
Method of Tian
Tian (2005) proposed a generalized pivotal variable of the common CV ϕ, by a weighted average of the generalized pivotal variables of CV based on individual samples as
..,X k ) and S = (S 1 , ..., S k ) with the corresponding observed valuesx and s, and ω = (ϕ, σ 1 , ..., σ k ).
T 1 is a generalized pivotal variable for ϕ and can be used to construct a confidence interval and hypothesis test about ϕ.
where T 1 (x, s, γ) is the γth quantile of T 1 (X, S;x, s, ω).
Tian (2005) evaluated the coverage properties of this confidence interval by simulation, and
showed that the coverage probabilities are close to nominal level.
For testing
the generalized p-value based on (5) is
and for testing the hypothesis
Method of Verrill and Johnson
Under the hypothesis in (4) the log-likelihood function can be written as
The Newton estimator of θ is given by
where θ n,c is any √ n -consistent estimator of θ (Lehmann, 1996) .
Verrill and Johnson (2007) obtained an approximate (1 − α) confidence interval for ϕ aŝ
whereφ is the first element of θ N ewt and Z α/2 is appropriate critical value from a standard normal distribution.
A New Method
Under the hypothesis in (4), we have
Remark. If we use S 2 i as an estimator for σ 2 i , then a reasonable estimator for ϕ, iŝ
which is a √ n -consistent estimator for ϕ.
A generalized pivotal variable for estimating σ 2 i can be expressed as
and s 2 i is an observed value for S 2 i . We define a generalized pivotal variable for the common CV, ϕ, based on (10) and (12) as
whereX = (X 1 , ...,X k ) and S = (S 1 , ..., S k ) with the corresponding observed valuesx and s and
Since T 2 (X, S;x, s, ω) satisfies the two conditions (i) the distribution of T 2 (X, S;x, s, ω) does not depend on any unknown parameters (ii) the observed value of T 2 (X, S;x, s, ω) is free of the nuisance parameters, we can use (13) for constructing a generalized confidence interval for ϕ.
where T 2 (x, s, γ) is the γth quantile of T 2 (X, S;x, s, ω).
we use (13) and define
The distribution of T ′ 2 (X, S;x, s, ω) is free from nuisance parameters, the observed value of T ′ 2 (X, S;x, s, ω), i.e. t ′ obs is zero, and the distribution function of T ′ 2 (X, S;x, s, ω) is an increasing function with respect to ϕ. Therefore T ′ 2 (X, S;x, s, ω) is a generalized variable for ϕ and the generalized p-value is
the generalized p-value based on (14) is
A Combined Method
For the generalized pivotal variable of ϕ, we consider a combination of the generalized pivotal variables in (5) and (13) as follows:
T 3 (X, S;x, s, ω) = 0.5T 1 (X, S;x, s, ω) + 0.5T 2 (X, S;x, s, ω).
Since (i) the distribution of T 1 and T 2 does not on any unknown parameters (ii) the observed values of T 1 and T 2 are equal ϕ, therefore T 3 (X, S;x, s, ω) is a generalized pivotal variable for common CV ϕ, and we can use it to obtain a confidence interval for ϕ and for testing the hypothesis, we define the generalized variable as
A Computing Algorithm
For given k independent sample from normal populations, let ith sample contains n i observations with statistics x i and s 2 i . The generalized confidence intervals for ϕ and the generalized p-value for testing, based on T h 's, h = 1, 2, 3 can be computed by the Monte Carlo simulation (See Weerahandi (1995)). The following steps are given for the generalized variable T 3 which they are applicable for the generalized variables T 1 and T 2 : The generalized p-value for testing ϕ = ϕ 0 vs ϕ = ϕ 0 is 2 min {P (T 3 ≥ ϕ 0 ), P (T 3 ≤ ϕ 0 )} and the probability P (T 3 ≥ ϕ 0 ) can be estimated by the proportions of the T 3 's in step 6 that are greater than or equal to ϕ 0 . Similarly, P (T 3 ≤ ϕ 0 ) can also be estimated. (17) a simulation study is performed for k = 3 populations. The data of size n i , i = 1, 2, 3, were generated from normal distributions with mean µ i and variance ϕ 2 µ 2 i , such that all k populations have common CV ϕ. Using 10000 simulations, coverage (C) probability and average of length (L) estimated. Also we used the algorithm in Section 3 by m = 5000 for obtaining the generalized confidence intervals. The results are given in Tables 1, 2 
Simulation Study

and 3.
We observed that i) The method in (13) and method in (17) produce comparable results to method of Tian (2005) and method of Verrilla and Johnson (2007) . Therefore, we must apply the four methods to see which one is the best on the basis of coverage probability and the length of the interval.
ii) The coverage probabilities of Tian (2005) and the one obtained by (17) are close to nominal level.
iii) In some cases the coverage probabilities of the confidence intervals constructed by (13) The estimate of ϕ, by different methods, are : (i) Feltz and Miller (1996) , 0.0374 (ii) new method (11), 0.0372 (iii) MLE, 0.0369.
The 95% confidence intervals for the common CV based on the four methods are given in Table   4 .
Example 2. The data in Appendix D of Fleming and Harrington (1991) refer to survival times of patients from four hospitals. These data and their descriptive statistics are given in Table 5 . give the same conclusion of accepting the null hypothesis. Therefore we have common coefficient of variation for these data.
The estimate of ϕ, by different methods, are: (i) Feltz and Miller (1996) , 0.6734 (ii) new method (11), 0.6248 (iii) MLE, 0.6015. The estimate of ϕ based on (11) is close to MLE.
The 95% confidence intervals for the common CV based on four methods are given in Table   6 . We observe that the length of the interval based on combined method is shorter than Tian's method. Also the length of the interval based on the Verrill and Johnson's method is shorter than other methods but we showed that the coverage probability of this method for small sample size, is less than nominal level. Table 1 : Simulated coverage probability (C) and average length (L) of 95% two sided confidence interval for ϕ (based on 10000 simulation) ϕ = 0.05 
