Abstract. We show that the positivity of the the Ricci curvature Ric of an ndimensional Riemannian manifold (M, g) is equivalent to the positivity of the higher scalar curvatures 
Introduction
The purpose of this note is to relate the positivity of the Ricci curvature, of the sectional curvature and of the curvature operator to other curvature functions by standard methods of linear algebra. The proofs are elementary, but there seems to exist no reference for these results.
In particular, we show that the positivity of the Ricci curvature
Ric : S(T M ) → R
of an n-dimensional Riemannian manifold (M, g) is equivalent to the positivity of the higher scalar curvature functions
with k = 1, 2, . . . , n, which we define as the elementary invariants of the Ricci quadratic function. In particular, scal 1 = scal is the standard scalar curvature. Here, S(T M ) denotes the tangent unit sphere bundle of M . Then we define higher Ricci curvatures Ric k , k = 1, 2, . . . , n − 1 which are homogeneous symmetric forms Ric k : S(T M ) → R of order 2k on the tangent unit sphere bundle, where Ric 1 = Ric is the standard Ricci curvature. We show that positivity of the sectional curvature K : G 2 (T M ) → R, is equivalent to the positivity of all the Ric k . Here, G 2 (T M ) denotes the Grassmannian bundle of tangent 2-planes on M .
These results replace the Ricci curvature, which is a real function on the (2n − 1)-dimensional manifold S(T M ), by the n functions scal k , which are real functions on M itself. Moreover, the sectional curvature K, which is a real function on the (3n − 4)-dimensional manifold G 2 (T M ), is replaced by the n − 1 functions Ric k on the (2n − 1)-dimensional manifold S(T M ). Because of this reduction of the number of variables the invariants are depending on, we became interested in the subject. Moreover, we see the difference between the three cases
which consists in the additional positivity of the higher scalar respectively higher Ricci curvatures.
At last, we consider the positivity of the curvature operator O and show that it is equivalent to the positivity of certain scalar operator curvature
) . Hence our main results can be summarized as
Although we can give here no geometric application of these algebraic results, we guess that a further study of these new invariants from a geometric or topological viewpoint could be interesting. We note that our results are independent from and complement the results in the habilitation thesis of Labbi [6] which are developed into another direction. There, different methods are used which mainly concern the Gauss-Bonnet integrand. Our definition of Ric k is also different from the definition of higher Ricci curvature given by Shen [9] .
Positivity of real symmetric matrices
Let A = (a ij ) be a real symmetric n × n-matrix and q(v) := v T Av = ∑ a ij v i v j the associated quadratic form on R n . As it is well-known, A can be reconstructed from q. The matrix A is called positive definite if q(v) > 0 for all v ̸ = 0 and positive semi-definite (or non-negative) if q(v) ≥ 0, for all v ̸ = 0.
As a classical result, Sylvester's criterion states that positivity is equivalent to the positivity of all principal minors ( [3] ). Unfortunately, this criterion depends on the choice of a basis and is not expressed in terms of invariants of A which are independent of a change of basis.
It is also well-known that positivity of A is equivalent to the condition that all eigenvalues λ i of A, i = 1, 2, . . . , n, are positive. This follows directly from the fact that a real symmetric matrix A has real eigenvalues and can be made diagonal over R by a suitable orthogonal coordinate transformation. Similarly, A is non-negative if and only if all eigenvalues are so. However, it is intricate to consider the single eigenvalues λ i of A as functions of A.
In contrast, the elementary symmetric functions of the eigenvalues λ i of the matrix A,
is a homogeneous polynomial of order k in the matrix coefficients a ij . Here, E denotes the unit matrix of order n.
If B is the matrix of an orthogonal coordinate transformation (i.e., B T B = BB T = E), the equation above gives σ k (B T AB) = σ k (A), hence the real numbers σ k (A) are orthogonal invariants of the quadratic form q associated to A. We call the σ k (A) the elementary invariants of the matrix A respectively of the quadratic form q.
The following result is surely well-known to many mathematicians, although the author was not able to find a reference in the standard texts on linear algebra. 
We also note that the invariants σ k (A) can be expressed by the traces tr(A j ) of powers of A using the Newton formula:
for m = 1, 2, . . . , n. This follows from the classical Newton formula which expresses the power sums s k := ∑ i λ k i by the elementary symmetric functions σ k of the variables λ i :
, this yields the formula for σ k (A). Here are the first 4 cases for the Newton formula and the recursively induced substitution of the σ k by the s k :
There exists also an explicit expression in the general case, the inverse Newton-Girard formula ( [7] , [8] ):
The Riemannian curvature tensor and associated curvature notions
Let (M, g) be an n-dimensional Riemannian manifold. In this section, we recall various curvature notions, see e.g. [5] , [4] or [10] .
The Riemann curvature tensor R i jkl is a tensor field of type (1, 3) having an explicit expression in local coordinates which is linear in the second derivatives of the metric g = (g ij ), but nonlinear in the first derivatives. The fully covariant curvature tensor R ijkl := g iα R α jkl (we use the Einstein sum convention) defines a multilinear form of order 4
which has the following symmetry properties:
The second identity is called the first (or algebraic) Bianchi identity.
The sectional curvature is defined as the function
where v, w ∈ T x M are linear independent and thus span a tangent 2-plane P := Rv + Rw in T x M . In the formula above,
denotes the square of the area of the parallelogram spanned by v and w. By definition, K(v, w) = K(P ) depends only on the 2-plane P , in fact it gives the Gaussian curvature of the surface germ spanned by geodesics starting in x with tangent directions in P . Now, the set of all 2-planes in T x M forms the Grassmannian G 2 (T x M ) which is a closed manifold of dimension 2n−4. The union of all the G 2 (T x M ) over x ∈ M defines the Grassmanian bundle G 2 (T M ) of tangent 2-planes on M , hence the sectional curvature is a real function K :
The Ricci curvature tensor R ij is defined by R ij := R k ikj , i.e., it is a trace (contraction) with respect to the first and third tensor index. Because of the first Bianchi identity, it is a symmetric tensor and thus corresponds to a quadratic function Ric(v) := R ij v i v j on T x M . As a quadratic function on an Euclidean space is uniquely given by the restriction to the unit sphere, this gives the Ricci curvature function Ric : S(T M ) → R. It is well-known that for a unit vector v ∈ S(T x M ), Ric(v) is the average of the sectional curvature K(P ) over all 2-planes P ∈ G 2 (T x M ) containing v.
Moreover, we have the scalar curvature scal := R ij g ij which is a real function scal : M → R, and it is well-known that scal(x) is the average of the Ricci curvature Ric(v) over all unit vectors v ∈ S(T x M ). This follows from the fact that scal is the trace of the Ricci endomorphism
We write K > 0, Ric > 0 and scal > 0 if the respective functions on G 2 (T M ), S(T M ) and M are positive. From the averaging connection between K and Ric on the one hand, and Ric and scal on the other hand, we get the well-known implications K > 0 ⇒ Ric > 0 ⇒ scal > 0.
As last we recall the curvature operator O, which is defined for any x ∈ M as a linear endomorphism on the vector space
where T x M carries the induced Euclidean metric Λ 2 g which is fixed by w) . Because of the symmetry properties of the Riemann curvature tensor, O is a symmetric operator and is equivalently given by its associated quadratic form on
Hence, we have a real function O : S(Λ 2 (T M )) → R which is defined on the manifold S(Λ
. If this function is positive or non-negative, the metric g is called a metric with positive respectively non-negative curvature operator and we write this as O > 0 or O ≥ 0.
The connection with the sectional curvature can be established by the Plücker embedding of degree 2, e :
, where V is a real vector space, G 2 (V ) its Grassmannian of 2-planes and P (Λ 2 V ) the projective space of the second exterior power Λ 2 V . Note that P (Λ 2 V ) = S(Λ 2 V )/{±1} in case that V is a Euclidean vector space, and that a quadratic form q on a Euclidean space W is also defined on its projective space P (W ) because of q(−u) = q(u).
In particular, we have an embedding e : G 2 (T M ) → P (Λ 2 T M ) and by definition, it holds K(Rv + Rw) = O(e(Rv + Rw)), i.e. the sectional curvature K is the restriction of the curvature operator quadratic function O to the Grassmannian bundle. This shows the well-known implication O > 0 ⇒ K > 0.
Positive Ricci curvature and higher scalar curvatures
We define the k-th higher scalar curvature scal k as the k-th elementary functions in the eigenvalues λ i of the Ricci tensor R ij (in a RNC). In particular, scal is just the trace of R ij , hence scal = scal 1 .
We remark that in [11] , Viaclovsky defined a similar, but more complicated higher scalar curvature as the elementary invariant of the WeylSchouten tensor. Proof. As Ric > 0 is just the positiveness of the symmetric matrix R ij at every point x ∈ M , this follows directly from our lemma.
Hence we can define for a metric with non-negative Ricci-curvature its global Ricci deficiency d as the minimal integer 0 ≤ d ≤ n such that scal k > 0 on M for all k ≤ n − d. Clearly this is the infimum over all local Ricci deficiencies d x which are defined as the deficiency of R ij in a fixed point x ∈ M .
We finish this section with explicit local expressions for the higher scalar curvatures, which follow straightforward from the Newton formula approach in the last section: Just replace tr(A k ) by R
Positive sectional curvature and higher Ricci curvatures
Now we consider the sectional curvature K : G 2 (T M ) → R of a metric g. In the definition of K, the nonlinear function
plays the main part. By definition, Q is a quadratic function in each variable if we fix the other variable, and is symmetric with respect to the transposition of the variables, Q(x, y) = Q(y, x). Moreover, Q(v, v) = 0 because of the anti-symmetry of R ijkl in the first two variables.
e. the set of orthogonal pairs of unit tangent vectors. It is well-known that V O 2 (T x M ) is a closed manifold of dimension 2n − 3. Moreover, the canonical projection
Hence we define the k-th higher Ricci curvature by 
. . , n − 1, the statement follows from the lemma.
Again, we remark that, for a metric with non-negative sectional curvature, we can define the global sectional deficiency D as the minimal integer 0 ≤ D ≤ n − 1 such that Ric k > 0 on M for all k ≤ n − D − 1. Similarly we can define the local sectional deficiency D x and it holds D = inf{D x , x ∈ M }.
As w → Q v (w) is given by w i → R ijkl v i w j v k w l , the first four expressions for Ric k are given by
It would be interesting to know if there exist orthogonal invariants detecting the positivity of higher order symmetric homogeneous forms like Ric k on Euclidean n-space, just as the σ k (A) detect positivity in case of a quadratic form. This would allow a reformulation of the conditions Ric k > 0 by scalar invariants as in the case of of Ric = Ric 1 . But already the case of Ric 2 , which is a symmetric homogeneous form a(v) = a αβγδ v α v β v γ v δ of order 4, where
seems to be very complicated (e.g., see [2] , p.14, for the positivity of inhomogeneous 4-th order polynomials of one variable, which corresponds to the homogeneous case of two variables). It is one of the very hard subjects in differential geometry to get a better understanding of the condition K > 0 or K ≥ 0. There are only a few known examples of closed manifolds with K > 0 ( [12] ).
At last, we note that our definition of Ric k is different from the definition of higher positive Ricci curvature given by Shen in [9] . There, the author makes the following definition:
where the right-hand side has to hold for all (k + 1)-dimensional subspaces V k+1 ⊂ T x M and for all v ∈ V k+1 , and where e i , i = 1, 2, ..k + 1 denotes an (arbitrary) orthogonal basis of V k+1 . It would be interesting to find a connection between our definition Ric k and Shen's definition Ric 
Positivity of the curvature operator
The strongest positivity condition concerning curvature is the positivity of the curvature operator O. This condition is also very strong with respect to the topology of the manifold. By a theorem of Böhm and Wilking [1] , such a manifold is a space form.
In order to apply our main lemma, we define the scalar operator curvature invariants by
) . Hence, we have in this case the basic indices (i, j) with i < j which correspond to a basis of Λ 2 (T x M ) and our first four invariants are given in a RNC by Unfortunately, the connection with positive sectional curvature is not as clear as in the case of Ricci curvature before. In particular, we have no identification of 'missing invariants' in order to go from K > 0 to O > 0.
