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ABSTRACT
We propose an atomtronic rotation sensor design that consists of an array of Bose-Einstein
Condensates (BECs) that are confined in a double-target-array potential. The rotation sensor’s
purpose is the measure the speed, ΩR , of the rotating frame, with respect to the “fixed stars”,
the sensor rests in. The atomtronic system is an ultracold gas of sodium atoms that have been
compressed by laser light into a thin quasi-2D horizontal plane and further confined in the
horizontal plane by a double-target-array potential. A target BEC is a combination of disk BEC
that is surrounded by a ring BEC. A double-target BEC is combination of two target BECs
that partially overlap on the midtracks of each ring. The sensor itself is an n-row and m-column
array (n×m) of these double-target BECs. The sensor performs measurements of ΩR by first
creating the array of double-target BECs (setup), inducing flow in the top rings of each member
of the array (initialization), applying potential barriers in the each of the members’ overlap
regions (measurement), and observing if the induced flow is transferred from the top ring to the
bottom ring in each member (readout). We describe sets of simulations performed that show
how a 1×1 array behaves such that it allows us to provide the correct operation of an n×m
array for measuring ΩR . As a proof-of-concept for the sensor’s operation, we finally present a
simulations of an example 2×2 double-target BEC array that has been designed to measure ΩR
in a user-defined range.
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1
1.1

Proposed atomtronic sensor for precision navigation
Precision Navigation

Devices like the gyroscope and accelerometer are key components in inertial navigational systems
(INSs) which are used in air- and watercraft alike [2]. These systems are designed to internally
determine position and orientation by a method called ”dead reckoning”. ”Dead reckoning” is
performed by starting from a reference point and integrating rotation velocity and acceleration
to determine one’s position and orientation relative to the reference point. As this is done
internally on the travelling vessel, the benefit of ”dead reckoning” comes with not having to rely
on external methods of location determination such as the Global Positioning System (GPS) to
continuously determine a vessel’s course [2]. As GPS may not always be available, one could
be travelling in the deep ocean where GPS can’t reach and can only rely on INSs to navigate.
It is then imperative, also an important technological milestone, for these sensors to be able
to operate for long times accurately [3]. However, errors tend to accumulate in INSs in which
parameters that are calibrated prior, such as biases; scale factors; and component misalignment,
tend to ”drift”. [2]. This ”parameter drift” causes the calculations of position and orientation to
grow further inaccurate over time, especially for methods like ”dead reckoning”, as errors in the
measurements of acceleration and rotational velocity continue to propagate in the mathematical
integration of the quantities. Therefore, it would be beneficial for secondary systems to be
implemented to act as acceleration and rotational velocity calibrators that more accurately
record these value, albeit at lower sample rates [3].

1.2

Atomtronic Rotation Sensors

Studies of optical trapping and manipulation of neutral atoms have made advances recently [4–7].
This has brought interest in using ultra-cold atomic gases, Bose-Einstein Condensates (BECs),
in systems that optically confined into thin horizontal sheets. These systems, such as a closedloop channel, can be analogous to electronic circuits. The key difference for these ultracold-atom
systems is that instead of using the flow of electrons in conductive materials, we use the flow of
the neutral atoms in optical channels. This systems are called ”atom circuits” and are part of
the emerging field of atomtronics [8].
Atom circuits have the potential for use in rotation sensor devices [8] that are useful for applications such as precision navigation. This has caused theoretical and experimental interest
in investigating possible rotation sensors. Some examples are sensors that use Sagnac interferometry [9, 10] to sense rotation, and devices that are analogs of Superconducting Quantum
Interference Devices (SQUIDs), where rotation is sensed instead of magnetic flux [11–14]. Some
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of these interferometers use BECs that are confined in ring geometry as a part of their implementation [15–24].
We propose an atomtronic rotation sensor that would use these ring BECS in hopes of application
in precision navigation. It would be an array of BECs, each in a specific atomtronic system,
called the double target potential (DTP). A target potential (TP) is potential that generates
a system in which there are two BECs, an inner concentric disc BEC and an outer ring BEC.
A DTP is two target potentials positioned next to each other such that the rings overlap. A
potential barrier that is initially turned off would also lie on this overlap of each DTP BEC. A
unit of flow of the condensate would be generated within each DTPs top ring BEC. Each DTP
BEC would act as an individual detector of rotation by allowing the unit of flow to transfer to the
bottom ring when the potential barrier is turned on only if the rotation exceeded a unique critical
rotational threshold. This value of the threshold would be adjustable by varying the barrier’s
maximum strength corresponding to the unique threshold value. To function as a rotation sensor
we would set the array such one would prepare and place the sensor in a rotating frame, take a
measurement by turning on the barriers of each DTP BEC, and analyze the results by releasing
the potential and imaging the resultant interference patterns of each DTP BEC when the disc
and rings overlap. The final image would yield upper and lower bounds of the rotation speed by
identifying the critical threshold values of the first barrier with no transfer and last barrier that
transfers the flow.

1.3

Research Goal and Organization of the Thesis

The goal of this research is to see that the proposed rotation sensor can fill the role as a secondary
system to calibrate faster measuring primary systems. To see this through, we must first study
the behavior of the DTP rotation system. This is necessary to see if its behavior fulfills the
requirements of one-to-one correspondence of the critical rotational threshold and the maximum
of the barrier strength. Also, to see if behavior is retained at further distances from the axis of
rotation, as would be common in actual use. We would also see if the possibility of mapping this
correspondence to be used as a legend for implementation in an actual rotation sensor array.
Finally, we would test to see if behavior is retained when multiple BECs are brought together
in a simple DTAP.
Chapter 2 of the thesis will go over background information necessary to understand BECs and
the setup of the atomtronic system. This section includes the description of atomtronics, the
physics of the BEC, and the model we used in our simulations. Chapter 3 goes over the description of the atomtronic system simulated and the overall procedure of the proposed rotation
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sensor. Chapter 4 displays the previous work with BEC rings and the results of running computational simulations of the DTP. Finally, Chapter 5 provides a summary and discussion of future
endeavors with the research project.

2
2.1

Background
Atomtronics and Bose-Einstein Condensates

Atomtronics is a field of study dedicated to making circuits and devices similar to electronics
where electrons are used in conductive materials to generate circuits; we instead utilize neutral
atoms guided by lasers to construct atomtronic “circuits” or systems.
Atomtronics generally use BECs which consist of ultracold, bosonic (even amount of neutrons
in atom), neutral atoms that are identical to the where their matter waves are also identical.
Quantum mechanics tells us that all matter has wave-like properties and a wavelength called
their de Broglie wavelength
λ=

h
p

(1)

where h is Planck’s constant and p is the momentum of the atom [25]. When a bosonic gas is
cooled down to extremely low nano-Kelvin temperatures, the density of atoms increases and the
average spacing between atoms decreases. When the de Broglie wavelength becomes comparable
to the average spacing, the atom’s waves overlap and begin to constructively interfere, locking
them together. Each atom is now in the same low energy state thus creating a Bose-Einstein
Condensate out of the gas of atoms. The previously mentioned constructive interference amplifies
the wave-properties of the atoms to the point where quantum effects can be seen on a macroscopic
scale, where it can be controlled and utilized [1].

2.2

Setup of a 2d Atomtronic System

Our work is done with the assumption that our BEC is confined into a quasi-2D plane. Quasi2D atomtronic systems can be formed by strongly confining atoms with the use of laser light.
Laser light that is blue- or red-detuned can either repel or attract the BEC by either raising the
photons’ energy in the laser above or below the atomic transition energy of the atoms [1]. As
in the figure below, the blue-detuned sheets of light squeeze the BEC into the quasi-2D plane
while also preventing gravity from pulling the atoms down.
An arbitrary 2D potential can now be created in the space between sheets by using a digital
micromirror device (DMD) by focusing a custom image. Laser light is shined on the angular array
of mirrors which all contribute to individual pixels by either reflecting light towards or scattering
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light away from the desired location of the pixels. Each mirror in the array contributing one
pixel of the image. If we have a 20kHz mirror array refresh rate, then the arbitrary 2D potential
can be applied onto the atoms of the gas located in the space between blue sheets. This has
been done before in many other labs [26, 27].

Figure 1: A visual representation of the general setup of a atomtronic system. The BEC lies in
the horizontal plane between the two blue-detuned light sheets where an arbitrary 2D potential
can be applied to the condensate via a digital micromirror device (DMD) [1].
The BEC can be formed by cooling the quasi-2D gas to ultracold temperatures by a method
called evaporative cooling. This is done by reducing the confining potential to let fast-moving hot
atoms to escape and continue to trap slow-moving cold atoms. Collisions of the remaining atoms
can deposit more kinetic energy into some atoms which then escape and lower the temperature
overall. As the gas gets colder, the density increases and the BEC is formed in the trap with
the desired shape.

2.3

Simulation Model

A BEC that has been confined by a strong harmonic external potential along the z-axis with
a double-target array potential and time-dependent barriers in the xy-plane can be modelled
by the 2D rotating-frame, time-dependent, Gross-Pitaevskii equation (RFGPE). We use the
2D RFGPE in our simulations of the behavior of the BEC. In this section we will go over the
outline of the derivation of the RFGPE from the many-body Schrödinger equation to clarify the
assumptions that are made which are core to our simulations.
We begin by assuming our many-body system is N identical, bosonic, neutral atoms in a gas
that move in an external potential, Vext (r, t), and binary collisions being the internal interactions
between atoms. This system obeying the many-body Schrödinger equation:

iℏ

∂ΨM B
= ĤM B ΨM B (r1 , . . . , rN , t)
∂t

(2)
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where the many–body Hamiltonian has the form:

ĤM B =

 X
N  2
N
X
pi
+ Vext (ri , t) +
g3D δ(ri − rj ),
2M
i=1
i<j

(3)

and M is the mass of an atom in the gas. The second term in the Hamiltonian governs interactions. It’s a contact pseudo-potential that emulates all the properties of scattering a dilute
cold gas would have [1]. Next, we assume that the gas is a BEC where are all the individual
atoms have the same single-particle wave function [28]. The many–body wave function is then
assumed to have the form:

ΨM B (r1 , . . . , rN , t) = Ψ(r1 , t)Ψ(r2 , t) . . . Ψ(rN , t).

(4)

The single–particle orbital, Ψ(r, t), is called the “condensate wave function.” As the many–body
wave function, ΨM B , has to be normalized to one, the condensate wave function should then
also be normalized to one:
Z

d3 Ψ∗ (r, t)Ψ(r, t) = 1.

(5)

The equation of motion for Ψ(r, t) can be found by using the variational approximation method
where the trial wave function is Eq. (4) [1]. This method has us compute the expectation value
of ĤM B by using the previously mentioned trial wave function. We then get the many-body
ground-state energy as a function of our condensate wave function, Ψ. If we let Ψ to vary
arbitrarily under the constraint of being normalized to one, then we get the 3D, time-dependent,
Gross-Pitaevskii equation (3D GPE). This equation is for a non-rotating frame and is also the
governing equation of motion for the condensate wave function:

iℏ

ℏ2 2
∂Ψ
2
=−
∇ Ψ + Vext (r, t)Ψ + g3D N |Ψ| Ψ.
∂t
2M

(6)

It is important to note that this has the form of the single-particle Schrödinger equation plus
a nonlinear term that is accounting for the atom-atom scattering energy. The factor g3D =
4πℏ2 as /M , where as is called the “scattering length.” The scattering length is a measure of the
strength of atom-atom scattering, and is dependent on which atom is in the BEC. Our next
assumption is that the external potential, Vext , is a strong harmonic oscillator potential along
the z-axis with an arbitrary space- and time-dependent potential that is present in the xy-plane:

Vext (x, y, z, t) =

1
M ωz2 z 2 + Vtrap (x, y, t).
2

(7)

Under our assumption that ωz is sufficiently large, the harmonic oscillator potential squeezes
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the system in the vertical z-axis so that the system is confined to a quasi-2D horizontal plane.
This would convert our 3D GPE (Eq. 6) effectively into a 2D GPE. We then take the steps to
do such. The ground-state wave function of the z harmonic oscillator and an arbitrary 2D wave
function is assumed to be the approximate solution of the 3D GPE. We then write it as

Ψ(x, y, z, t) = ϕ0 (z)ψ(x, y, t)e−iωz t/2

(8)

ℏ2 d2 ϕ0
+ 12 M ωz2 z 2 ϕ0 = 21 ℏωz ϕ0 .
2M dz 2

(9)

where ϕ0 (z) satisfies
−

We insert Eq. (8) into Eq. (6) and integrate both sides of the equation across all of the z-axis
which yields the 2D GPE in the non–rotating frame:

iℏ

∂ψ
ℏ2 2
2
=−
∇ ψ + Vtrap (x, y, t)ψ + g2D N |ψ| ψ,
∂t
2M ⊥

(10)

where
Z

+∞

Z

+∞

dx
−∞

dyψ ∗ (x, y, t)ψ(x, y, t) = 1.

(11)

−∞

Where ∇2⊥ is the 2D Laplacian operator and the factor g2D is the renormalized atom-atom
scattering strength:
Z

+∞

dz |ϕ0 (z)|

g2D = g3D

4


.

(12)

−∞

Finally, we derive the rotating-frame form of Eq. (10) that is rotating at a speed ΩR with respect
to the non-rotating frame. We do this by renaming the non-rotating frame coordinates
and wave function by denoting them as primed. The non–rotating coordinates will now
be called x′ , y ′ , t′ , and the 2D wave function ψ ′ . We do this so that the final rotating-frame
equation we use can be unprimed. Thus, Eq. (10) is the same but is now written as
ℏ2
∂ψ ′
iℏ ′ = −
∂t
2M



∂ 2 ψ′
∂ 2 ψ′
+
∂x′2
∂y ′2



2

+ Vtrap (x′ , y ′ , t′ )ψ ′ + g2D N |ψ ′ | ψ ′ ,

(13)

The value of the primed non-rotating-frame condensate wave function, ψ ′ and which are evaluated at coordinates (x′ , y ′ , t′ ), must be equivalent to its unprimed rotating-frame counterpart,
ψ and the equivalent coordinates (x, y, t) it is evaluated at. This is critical to expressing the
non-rotating-frame GPE in the rotating-frame. Thus, we have

ψ ′ (x′ , y ′ , t′ ) = ψ(x, y, t).

(14)

Doing this in conjunction with a coordinate transformation between the rotating and non–
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rotating frames, we get the following equations

x′

= x cos(ΩR t) − y sin(ΩR t)

y′

= x sin(ΩR t) + y cos(ΩR t)

t′

= t

and by doing the inverse transformation we get

x

= x′ cos(ΩR t′ ) + y ′ sin(ΩR t′ )

y

= −x′ sin(ΩR t′ ) + y ′ cos(ΩR t′ )

t

= t′

We then use Eq. (14) and the chain rule for derivatives on Eq. (13) to express all of the primed
coordinates and wave functions in terms of their unprimed counterparts [1]. Doing so gives
us the 2D rotating-frame Gross-Pitaevskii equation that is used in all of our simulations. The
equation is as follows:

iℏ

ℏ2 2
∂ψ
2
=−
∇ ψ + Vtrap (x, y, t)ψ + g2D N |ψ| ψ − ΩR L̂z ψ(x, y, t)
∂t
2M ⊥

(15)

where L̂z is the z–component of the angular momentum operator:
ℏ
L̂z =
i

2.4



∂
∂
x
−y
∂y
∂x


.

(16)

Signatures of condensate flow

We are interested in the flow of a BEC. We can determine this from the condensate wave function.
To show how to do this, our first task is to observe the quantity known as the condensate velocity
distribution.
By first defining the condensate’s density, the velocity distribution can be found from Eq. (10):

ρ(x, y, t) = ψ(x, y, t)∗ ψ(x, y, t).

(17)

We can differentiate this equation with respect to time and use Eq. (10 to replace the BEC time
derivatives to find the probability current from the continuity equation that emerges:
∂ρ
+ ∇⊥ · J = 0.
∂t

(18)
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where J(x, y, t) is the probability current density
ℏ
(ψ ∗ ∇⊥ ψ − ψ∇⊥ ψ ∗ )
2M i

J(x, y, t) =

(19)

We then define the velocity distribution, v(x, y, t) using

J(x, y, t) = ρ(x, y, t)v(x, y, t)

(20)

Thus, we have
v(x, y, t) =

(ψ ∗ ∇⊥ ψ − ψ∇⊥ ψ ∗ )
ψ(x, y, t)∗ ψ(x, y, t)

ℏ
2M i

(21)

Finally, we can write the condensate wave function, which is complex–valued, in the form of a
modulus and a phase:
ψ(x, y, t) = R(x, y, t)eiθ(x,y,t) ,

(22)

where the modulus, R, and the phase, θ, are both real. We can insert this form of the wave
function into the velocity distribution equation to get

v(x, y, t) =

ℏ
∇⊥ θ(x, y, t).
M

(23)

The key result we find is that the velocity distribution is dependent on the gradient of the phase
of the condensate wave function. Another important quantity that is needed to be defined is
the “winding number.” It’s based on another quantity called the circulation. Circulation of a
condensate around a closed path C is defined as
I
v · dl.

ΓC =

(24)

C

Computing the line integral between two arbitrary points A and B can take place along a path
CAB which connects them and does not have to be closed. Thus, we get
Z
v · dl.

ΓCAB =
CAB

(25)
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Using Eq. (23), we can now find an expression for this line integral for the velocity distribution:
Z
ΓCAB

v · dl

=
CAB

=
=
≡

Z
ℏ
∇⊥ θ(x, y, t) · dl
M CAB
ℏ
(θ(xB , yB , t) − θ(xA , yA , t))
M
ℏ
(θB − θA ) .
M

Now let us apply this result to the circulation defined above, which involves a closed loop.
If we have a closed loop then points A and B are the same. However, this doesn’t mean that
θB = θA . An important aspect to note of the condensate wave function is that it has to be
single-valued. This means that although points A and B are the same, the difference of the
phases can be integer multiples of 2π. Thus, we have for a closed loop

θB − θA = 2πnw .

With this in mind, we can write the circulation around C, the closed path, as


I
v · dl =

ΓC =
C

2πℏ
M


nw .

(26)

The integer, nw , is called the winding number for the closed path C.
Our simulations that we present later in the thesis will go over the operation of our proposed
rotation sensor. The winding number is an important quantity for simulating the sensor as we
calculate it to check whether there is flow in the many ring BECs in the DTAP. This is done by
calculating the winding numbers for the closed paths around the midtracks of each of the rings.
The winding number, nw , is either 0 or 1 if there is no flow or a unit of flow in a ring.

2.5

Target, double–target, and barrier potentials

Here are the definitions of the potentials used in our simulations. We can write the full 2D trap
potential as a sum of the DTAP and the barrier potential.

Vtrap (x, y, t) = Vdtap (x, y) + Vbarrier (x, y, t)

(27)

We initially have the condensate formed in a time-independent DTAP. Initially, the timedependent barrier potential is turned off and only comes on after the condensate is formed.
This target potential is disk and ring potential. The potential’s lowest value is at the center of
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well and nearly zero. The highest value of the potential is outside the ring and has height of
V0 . The disk is centered at coordinates (xc , yc ) with a width of wd . The ring is a concentric
annulus whose radius at the midtrack Rr is and has a width of wr . The potential is represented
mathematically as a sum of Gaussians:
2 !
ρ(x, y)
Vtp (V0 , xc , yc , wd , Rr , wr ; x, y) = V0 1 − exp −
wd

2 ! #
ρ(x, y) − Rr
− exp −
wr
"



(28)

where
ρ(x, y) = (x − xc )2 + (y − yc )2

1/2

(29)

We can now define the double-target potential by using this definition of a target potential.
The DTP comprises of two target potentials overlapping on each of the ring midtracks. The
center of the DTP is defined to be at the center of the overlap and its coordinates denoted as
(xdt , ydt ). Mathematically, the DTP is represented by:

Vdtp (xdt , ydt ; x, y)

= Vtp (V0 , xdt , ydt + Rr , wd , Rr , wr ; x, y)Θ(ydt − ρ(x, y))
+ Vtp (V0 , xdt , ydt − Rr , wd , Rr , wr ; x, y)Θ(ρ(x, y) − ydt ),

(30)

where Θ(x) is the Heaviside step function. The first and second terms in the DTP are the “top
ring” and “bottom ring” respectively. Their center y coordinates are higher, for the top ring, and
lower, for the bottom ring, than the DTP center by the radius of a ring Rr . The step functions
are ment to cut off the contribution of the top-ring potential in the bottom-ring region and vice
versa. When we are far from the center of the DTP, like with the target potential, the value of
the potential is V0 .

Figure 2: (a) A cartoon representation of a BEC in a target potential. (b) A cartoon representation of a BEC in a double-target potential. Note that green and red rings which respectively
indicate if flow or no flow is present. (c) A density plot of a BEC in a double-target potential.
Red regions indicate higher density of atoms while more blue regions indicate low-zero density
of atoms.
The DTAP is a Nrows rows and Ncols columns lattice of DTPs. The x coordinates of the centers
of the DTPs are located at coordinates xi where i = 1, . . . , Ncols and the y coordinates are
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located at yj where j = 1, . . . , Nrows . The potential’s formula is

Vdtap (x, y) =

N
cols NX
rows
X
i

Vdtp (xi , yj ; x, y) − V0 (Nrows Ncols − 1) .

(31)

j

The last factor subtracts off the contribution of all of the other DTPs at the site of a given
double-target.
Finally, we have the barrier potential. The barrier potential is sum of 2D Gaussian potentials
for each DTP member of the DTAP, each barrier located at the center of a DTP in the array.
Each barrier, whose DTP center is given by (xi , yj ), has a unique maximum barrier height that
is denoted by Ub,max,ij . The barrier potential is

Vbarrier (x, y, t) = f (t)

N
cols NX
rows
X
i

n
o

2
Ub,max,ij exp −(x − xi )2 /w∥2 exp −(y − yi )2 /w⊥

(32)

j

where w∥ and w⊥ are the Gaussian widths along the x and y axes, respectively. The factor f (t)
is the time-dependent turn-on/hold/turn-off scheme shared by all barriers. We describe this
time dependence in the following section.

2.6

Simulation conditions

Our results are based on a set simulations performed that model the operation of our proposed
rotation sensor. The simulations model the setup, initialization, measurement, and readout of
the sensor. These steps are described in more detail in the next chapter. In this section, the
common characteristics shared to all simulations are described.
In every simulation, there were Natoms = 166, 667 of

23

Na per double-target pair. The disk

width was wd = 10.0 µm. The ring width half the disk’s width at wr = 5.0 µm. The ring’s radius
being Rr = 22.5 µm. The DTPs’ depth was chosen to be V0 = 209.2 nK. The Gaussian barrier
widths were w∥ = w⊥ = 11.25 µm. These numbers were chosen because previous experiments
on ring BECs had similar characteristics and part of our goal was to emulate experimental
conditions [22–24, 29].
The shared time-dependence the barrier potentials is exactly the same across all members of
the DTAP BECs and in all simulations. The figure Fig. 3 shows the steps each barrier potential
went through during the measurement step of sensor operation. Prior to the time-dependence
of the barrier, the setup step begins with the formation of the condensates in the DTAP. We
did this by computing the initial condensate wave function by integrating in “imaginary time”
which yields us the solution of the time-independent rotating-frame GPE. The initialization step
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Figure 3: A plot of Ub /Ub,max versus time where Ub /Ub,max is the normalized energy height
of the barriers. This time scheme is the same for all the simulations we performed. The first
25 ms, the barriers are initially off, to allow the shock of phase-imprinting to settle out. The
barriers are then turned on and linearly ramped up to max over a time of 100 ms, held constant
at Ub,max for a further 100 ms, ramped linearly down over 100 ms, and then all the potentials
are turned off, and then the system is finally allowed to evolve for another 5 ms.
then induces flow in each of the top rings. In experiment, this would be done by using laser
light [26]. In our simulations, we simply multiply the condensate wave function by eiϕ at each
of the top rings. ϕ is the angle measured from the positive x axis of an xy coordinate system
whose center is at the top ring. This creates the phase gradient on the wave function necessary
to induce flow in the top rings. After the phase imprinting, 25 ms are initially left to allow
the act of suddenly phase imprinting to settle down in the condensate. The first phase of the
time-dependent barrier comes with it being ramped linearly towards its maximum value. The
second phase involves keeping the barrier’s strength fixed. The barrier is then brought down
linearly until it is turned off completely. Each of these phases takes 100 ms to occur. Finally,
once the barrier completely lowers, all other potentials are also turned off and the system is
given 5 ms to further evolve.

3
3.1

Rotation Sensor Operation
Target Potential vs. Ring

There are benefits to using the DTP over using a double-ring potential. Simulations have been
done with using a double-ring potential which is similar to the DTP except that uses ring
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harmonic confinement and it does not have the disk BECs at the centers. In our results we show
that circulation transfer can still occur with the double-ring potential just as it can with the
DTP. The key difference is that when you release the DTP or the double-ring potential, both
potentials get interference patterns that confirm if flow is in the rings, but only the DTP can tell
you the number of units and direction of flow in the ring. For the majority of our simulations, we
focused primarily on using the target potentials. The main feature of the target potential is that
when the confining potential is released, the disk BEC expands and the ring BEC falls inward.
This creates an interference pattern between the two BECs as their matter waves overlap with
each other. The resulting pattern is influenced by the circulation in the ring. If the ring has
no units of circulation, then the resulting pattern is concentric rings. If the ring has at least
one unit of circulation, than the pattern is that of a spiral. Further increasing the amount of
circulation continues to yield spirals with the number of arms the spiral has corresponding to
the winding number but is unnecessary for the purposes of the proposed rotation sensor.

3.2

Operating procedure of the Rotation Sensor

We shall now go into detail of the procedure that the proposed rotation sensor operates with.
The procedure is broken down to 4 steps: setup, initialization, measurement, and readout.

3.2.1

Setup

Our rotation sensor begins with setup step. This step consists of making the rectangular array
of the double target BECs. After formation, their should initially be no flow in any of the ring
BECs. Illustrated in Fig. 4, the red rings are an indication of ring BECs that have 0 units of
flow.

Figure 4: A cartoon depiction of our rotation sensor idea during the setup step. Note the lack
of flow in any of the rings (shown as red rings).

3.2.2

Initialization

The second step of the procedure is the initialization. After the double-target BECs have been
formed, flow is induced in each of the top rings. This is illustrated in Fig. 5 where the green
rings have a single unit of flow induced in them. Inducing flow in the rings can be done multiple
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ways. Stirring and phase imprinting are possible when you create the potential via a DMD.
Phase imprinting, however, is relatively untested when DMD’s are used [26]. Phase imprinting
also requires time to settle. We allow for 25ms in our simulation for the BEC to settle. Once the
imprint has settled, the initialization step is concluded and measurements can be then taken.

Figure 5: A cartoon depiction of our rotation sensor idea during the initialization step. Note
that the flow is phase-imprinted in each of the top rings (green rings) and the bottom rings have
no flow (red rings).

3.2.3

Measurement

The third step is the procedure is the measurement step. After initialization, the measurement
is performed by raising Gaussian barrier potentials at the overlaps of each double-target BEC
in the array. The barriers are raised/held/lowered on a timeline that is shared amongst every
barrier (shown earlier in Fig. 3). The difference between all the barriers in the array is the
maximum strength they reach. The measurement step is illustrated by Fig. 6 which shows the
before-and-after of taking a measurement with the proposed rotation sensor.

Figure 6: A cartoon depiction of our rotation sensor idea during and after the measurement
step. Note for the left array the application of the barriers (in blue). On the right we see some
flow has transferred to the bottom rings of some of the members of the array and some members
have not experienced transfer.

Once the Gaussian barriers have been ramped up linearly to a maximum energy height Ub,max
for a time Ton , held at that max for a time Thold , and lowered down linearly for a time Toff , the
flow will have transferred between the top ring to the bottom rings for each of the members.
Our simulations will show that each double-target BEC has a different critical transfer rotation
speed, Ωc . Thus, a set of double-target BECs will be in the array where the flow did not transfer
from the top rings. The double-target BEC with the largest Ωc that did not transfer will place
the largest lower bound for the value on the rotating frame speed ΩR . The lowest value of Ωc in
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set of double-target BECs that did have the flow transfer will place the smallest upper bound
on the value of ΩR .
The key characteristic the double-target BEC needs to have is that when we apply the barrier,
the induced flow in the top ring can transfer to the bottom ring if the rotation speed, ΩR , of
the rotating frame exceeds a critical rotation threshold, Ωc , and does not transfer if the rotation
speed is below the threshold. We study the double-target BEC to establish that this behavior
is exhibited. Future investigations beyond the scope of this thesis will explore the effects of
changing properties like the ring geometry or the number of atoms in the BEC. Other aspects
of the sensor to investigate involves changing the barrier used or even the target potential. The
future work to be done will be elaborated on in the the last chapter of the thesis.

3.2.4

Readout

The last step of the procedure is the readout. This step involves turning off the DTAP and after
a short period of time, an image of the BEC is taken. The step is illustrated by Fig. 7. The
left array is the system before the potentials are released. The right array is the image taken
after the BECs have been left released for some time. The ring-disk interference patterns are
generated and allow for observation if transfer has occurred or not in the double-target BECs.
This is image also tells us where the lower and upper bounds of ΩR are by checking the highest
barrier BEC with no transfer and the lowest barrier BEC with transfer.

Figure 7: (Left) A cartoon depiction of our rotation sensor after the measurement step. (Right)
A visualization of how the interference patterns will look for this example cartoon array. Note
the concentric rings for rings with no flow and the spirals for rings with flow.

4

Results

This chapter will go over the results of our simulations. These simulations were done to show
that the behavior that is necessary for a rotation sensor array to function as a rotation sensor
occurs as well as design a double-target BEC array that can measure the rotation speed ΩR in
a given range.
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The first set of simulations involves the work done with double-ring BECs. Here we show that
transfer can occur between a pair of two BEC rings by applying a barrier on the region of overlap.
It is also important to note that whether transfer occurs or not is dependent on the maximum
barrier strength and the rotation speed of the rotating-frame.
Secondly, we present simulations that study the DTP’s transfer behavior at varying distances
from the rotation axis. The DTP functions effectively like a 1 × 1 DTAP. We show that the
transfer behavior does change with distance from the rotation axis. However, the behavior
”freezes out” when the distance from the rotation axis greatly exceeds the size of the array. We
also perform simulations of a 2 × 2 DTAP, where the barriers for each of the members are the
same as in the 1 × 1 DTAP case. This shows that behavior seen in the 1 × 1 DTAP case is
also identical to the 2 × 2 DTAP and that the behavior is identical across all members in the
2 × 2 case as well. This enables us the perform our next simulations far, relative to the size of
the array, from the rotation axis.
Next, we look at the transfer behavior of simulations we have done on the special case where the
rotation speed is zero (ΩR = 0) for the 1 × 1 DTAP. We increase the values of the maximum
barrier strength, Ub,max , and identify a critical value, Ub,max,c , where no transfer occurs for any
Ub,max less than Ub,max,c .
The result of the previous simulations allows us to perform simulations where Ub,max < Ub,max,c
is fixed and we increase the value of ΩR . We show here that for a corresponding fixed value of
Ub,max , there exists a critical value of ΩR , called Ωc , such that transfer does not occur at values
below it and does transfer at values above it. We show multiple values of Ub,max correspond to
unique values of Ωc . We finally see that as Ub,max is decreased further from Ub,max,c , the value
of the corresponding Ωc grows and vice versa.
We then design a rotation sensor that consists of a 2 × 2 DTAP from the previously established
correspondence of Ub,max with Ωc from our previous results. This 2 × 2 array of double-target
BECs measures ΩR in a specified range and is “designed” by choosing values of Ub,max for each
member in the array.
We then present the results of simulating our 2 × 2 double-target array rotation sensor for a
chosen value of ΩR and show that it agrees with our predicted behavior from previous simulations.
Thus, showing that rotation sensors operates successfully as a proof-of-concept.
In our final simulation, we show that we can infer the transfer behavior of all the members of
the 2 × 2 array from a density image and compare this density image with the computed values
of the winding numbers for each member in the array.
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4.1

Double Ring Potential Results

An initial system we simulated to observe transfer behavior prior to the double-target potential
was with the double-ring BEC system. This system is illustrated in Fig. 8 It consists only of two
harmonic ring potentials, for these simulations each harmonic potential had νr = 134Hz, next
to each other overlapping on the midtrack of each ring. A simple rectangular potential barrier
initially turned off is located on the site of overlap of the two rings and is orientated such that
length of the barrier is aligned with the centers of the rings. Simulations of this setup would
be performed, utilizing the rotating frame GPE as the model, by first forming the BEC, letting
it evenly distribute amongst the two rings, and then imprinting the phase onto the top ring to
give it a single unit of circulation. The setup would in a rotating frame of some rotation speed,
Ω, and would have the barrier raised at constant rate up to maximum strength, Ub,max , and
left at that strength for a period of time and then lowered at the same rate as before. This was
repeated with varying values of the parameters of Ω with fixed values of Ub,max .

Figure 8: (Left) Cartoon representation of a BEC in the double-ring potential. The green ring
has a unit of flow and and the red ring has no flow. (Right) A density plot of a BEC in the
double-ring potential.
A summary of our results is illustrated in Fig. 9. This figure shows plots of winding number as
a function of time for the top and bottom rings. The method we used to calculate the winding
number is detailed in Section 2.4. The green curve is for the top ring, which had a winding
number of one corresponding to the presence of flow in the ring, and the purple curve is for the
bottom ring, which had a winding number of zero corresponding to no flow. We observed that
transfer was dependent on the value of Ub,max and that by lowering Ub,max the rotating frame
speed, Ω, which we would first observe transfer would go up.
This inspired us to pursue a possible application of this phenomenon: rotation sensing. We
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wanted to propose a design for a rotation sensor that could be experimentally verifiable. This
provided the idea of using a target potential that would use the BEC rings from these simulations
in addition to the disks at the center which would provide phase references that, once the
potential is released, could be imaged and observed experimentally. The results from these
simulations motivated us to do further simulations using the double-target potential. This is
detailed in the next section of this chapter.

Figure 9: Winding number plots for Ub = Ub,max = 87.4 nK ((a),(b), & (c)) and Ub = Ub,max =
86.8 nK ((d),(e), & (f)). Note that the lower Ub,max had transfer first occur at a higher rotation
speed (f) than the higher Ub,max (b).

4.2

Sensitivity to Distance from Rotation Axis

After our results from simulating BECs in the double-ring potential, we conducted simulations
using a 1 × 1 DTAP, essentially a single DTP, where we turned on and off the Gaussian barrier
across its overlap region in conditions described in Chapter 2.6 and the value of Ub,max being
45.7 nK. In these simulations, we began centering the array further from the rotation axis, which
is at the origin of our coordinate system, with each subsequent simulation. The distances are
(0, 0) µm (at the rotation axis), (500, 500) µm, (1000, 1000) µm, and (2000, 2000) µm.
In Fig. 10, we summarize of the results of these simulations. In this figure, we show plots of
the winding numbers in the top (red points) and bottom (blue points) rings as functions of
time starting from the beginning of raising the barrier. The winding number was computed,
method described in Section 2.4, at each time step and then plotted. The only difference in
these simulations is that the center of the array is moved further from the axis of rotation, the
origin. These plots are for an (a) array center at the rotation axis (xc , yc ) = (0, 0) µm, (b) array
center at (xc , yc ) = (500, 500) µm, (c) array center at (xc , yc ) = (1000, 1000) µm, (d) array center
at (xc , yc ) = (2000, 2000) µm.
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Figure 10: Winding number versus time for the 1 × 1 double–target BEC array located at different distances from the rotation axis. (a) array center at the rotation axis (xc , yc ) = (0, 0) µm,
(b) array center at (xc , yc ) = (500, 500) µm, (c) array center at (xc , yc ) = (1000, 1000) µm, (d)
array center at (xc , yc ) = (2000, 2000) µm.
Looking at Fig. 10(a), we see that flow transfer occurs during the barrier turn on/off when at
the rotation axis. The winding numbers begin at t = 0 and by the end, t = 300 ms, the
winding number curves for the top (red) and bottom (blue) rings have reversed, indicating
transfer of flow. When the array is centered at (xc , yc ) = (500, 500) µm as shown in Fig. 10(b),
the winding number curves do not reverse, indicating no transfer occurring. The results for
(xc , yc ) = (1000, 1000) µm (Fig. 10(c)) and (xc , yc ) = (2000, 2000) µm (Fig. 10(d)) cases mimic
the (xc , yc ) = (500, 500) µm case. This tells us that distances where the array’s center is close
to the rotation axis, the transfer behavior is dependent on said distance. Although when far
away from the rotation axis at distances larger than the size of the array, the transfer behavior
is stabilized and independent of the distance. The array size is approximately 100 × 100 µm.
We then conducted a second set of simulations where we turned on and off the Gaussian barriers
across the overlap regions of each member of a 2 × 2 DTAP. The simulations are in conditions
described in Chapter 2.6 and the value of each one of the four members’ Ub,max being identical to
the value in the prior set of simulations of the 1 × 1 DTAP, 45.7 nK. We again began centering
the array further from the rotation axis, which is still at the origin of our coordinate system, with
each subsequent simulation. The distances are (0, 0) µm (at the rotation axis), (500, 500) µm,
(1000, 1000) µm, and (2000, 2000) µm.
Looking at Fig. 11, we again plot the winding numbers computed, method described in Sec-
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Figure 11: Winding number versus time for the 2 × 2 double–target BEC array. (a)
(xc , yc ) = (0, 0) µm, (b) (xc , yc ) = (500, 500) µm, (c) (xc , yc ) = (1000, 1000) µm, (d) (xc , yc ) =
(2000, 2000) µm. Note: the four winding–number plots on each graph shown are offset
for clarity. The winding number in each curve is either zero or one.
tion 2.4, for the top (red) and bottom (blue) rings for each of the four members of the array as
functions of time starting at t = 0. Again, the only difference in these simulations is that the center of the array is moved further from the axis of rotation, the origin. These plots are for an (a)
array center at the rotation axis (xc , yc ) = (0, 0) µm, (b) array center at (xc , yc ) = (500, 500) µm,
(c) array center at (xc , yc ) = (1000, 1000) µm, (d) array center at (xc , yc ) = (2000, 2000) µm.
Unlike the 1 × 1 array, there are four plots in each graph corresponding to each of the individual
members. The bottom red/blue pair plot corresponds to the double-target BEC member in the
lower left of the array. The next plot above it corresponds with the lower right member of the
array. The next above that being the plot for the upper right member and the top plot being
for the upper left member. The correspondence stated here is later explicitly shown in Fig. 16.
It is important to note that each of the plots have been offset vertically, otherwise they would
all overlap on the bottom-most plot.
The results this figure shows that the transfer behavior of the 2 × 2 array is also different when
close to the rotation axis than when the array is at large distances from the axis. Similar to the
prior set of simulations with the 1 × 1 array, when the 2 × 2 array is at the rotation axis, seen in
panel (a), transfer is seen in two of the members of the array. In panels (b), (c), and (d) where
the center of the array is much farther than where the axis of rotation is located, none of the
members of the array transfer. This confirms that the transfer behavior, when far away from
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Figure 12: The winding number, wn , of the bottom ring of the double–target BEC after the
barrier has turned on/off. The frame is non-rotating, where ΩR = 0 rad/sec. If a simulation is
the case where wn = 0, then transfer did not occur and, if a simulation is the case where wn = 1,
then transfer did occur. It’s clear that, when Ub,max < Ub,max,c = 45.8 nK there is no transfer
occurs at zero rotation. However, when Ub,max > Ub,max,c transfer can occur.
the rotation axis at distances larger than the size of the array, is stabilized and independent of
the distance. This also tells us that, at large distances, the transfer behavior is identical for all
members of the 2 × 2 array which is the same behavior the 1 × 1 array displayed in the earlier
simulations.
The transfer behavior of the 1×1 and the 2×2 array at small and largest distances from the
rotation axis are the same. We can then conclude that the behavior of one member of the array
does not affect the other members and that the behavior of the other members in the array do
not affect any one member. This result provides the implication that studying the behavior of
the 1 × 1 array, far from the rotation axis, and using the results of these studies to predict the
transfer behavior of an arbitrary n × m array can be done. We describe these results of these
studies in the following section.

4.3

Zero Rotation Results for 1x1 DTAP

We next study the transfer behavior of 1 × 1 double-target BEC array, far from the rotation
axis, when placed in a non-rotating frame, ΩR = 0 rad/sec. In these simulations, no rotation
is present in the frame as we progressively increase the values of Ub,max . After each simulation,
we look at the transfer behavior and mark if transfer occurs or not.
The results of these simulations are illustrated by Fig. 12. The figure shows the plot of the

Page 26 of 34

winding number, wn , of the bottom ring in the 1 × 1 array at the end after the barrier is turned
on then off. As the bottom ring starts with no flow, then if the winding number wn = 0 on the
plot then transfer did not occur and if wn = 1 then transfer did occur.
The graph shows that for small values of Ub,max with a rotating frame speed of zero, transfer
does not occur. A critical value, Ub,max,c , of Ub,max exists where transfer does not occur if
Ub,max < Ub,maxc and is at a Ub,max of 45.8 nK. If Ub,max > Ub,maxc then transfer can possibly
occur. We then focus our efforts in the regime of Ub,max values below Ub,maxc .
The results provide a possible implication that if we were to set Ub,max below but close to the
critical value then, even if transfer did not occur when ΩR = 0, small values of ΩR might push
the system to allow transfer to occur. This, effectively, would make the system rotating-framespeed sensitive by the simple act of turning a barrier on and off with Ub,max being just below
Ub,max,c .

4.4

Studies with fixed max barrier strength and varying rotationframe speed

The results of the previous set of simulations provides the motivation for these next simulations.
We study the transfer behavior of 1 × 1 double-target BEC array by centering it far from
the rotation axis in a rotating frame, fixing Ub,max to be less than Ub,max,c , and progressively
increasing the rotating frame speed, ΩR , from ΩR = 0 to larger values of ΩR . We look to see
whether transfer occurs or not between the two rings in the double-target BEC. In all of these
simulations, the array center was located at (xc , yc ) = (1000, 1000) µm which is considered far
from the rotation axis, the origin.
Fig. 13 depicts the results of these runs. This figure shows the plots of final winding numbers
of the bottom rings of the double-target BEC as function of the rotating frame speed, ΩR .
The figure shows multiple curves from multiple sets of simulations where Ub,max is fixed to a
particular value and ΩR is varied. If the winding number wn = 0 on the plot then transfer did
not occur and if wn = 1 then transfer did occur.
Multiple interesting features are displayed in this plot. The first is that for fixed values of
Ub,max there is no transfer occurring for small ΩR values. However, above a critical value where
ΩR = Ωc , the flow will begin to transfer. It is also important to note that Ωc is dependent on
the value of Ub,max .
This correspondence between the maximum barrier height, Ub,max , and the critical frame rotation
speed, Ωc , is notable in that the values of Ωc for each value of Ub,max seem to be a unique to each
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Figure 13: Bottom–ring winding number, wn as a function of rotation speed, ΩR for nine values
of Ub,max .
Ub,max . Furthermore, as Ub,max increases, the value of Ωc decreases. An intuitive explanation
for this is that when Ub,max < Ub,max,c (a regime where transfer does not occur when ΩR = 0),
the smaller the difference between Ub,max and Ub,max,c is, the more sensitive it is to non–zero
values of ΩR .
We conclude from these results that a one-to-one correspondence exists between the values of
Ub,max and the associated values of Ωc . A 2 × 2 double-target BEC array can now be designed,
by using these results, to be sensitive to rotation speeds that lie between two arbitrary values of
ΩR , Ωc1 and Ωc4 . To confirm that this works as a proof-of-concept, we will describe the design
and simulate the behavior of it to compare with our expected results in the next section.

4.5

Design of a 2x2 DTAP rotation sensor

This section goes over a description of a possible rotation sensor design that uses a 2 × 2
double–target BEC array that can measure an unknown value of ΩR under the conditions that
Ωc1 < ΩR < Ωc4 . We design the rotation sensor by specifying the number of double-target
BECs in the array and the maximum barrier height each member’s barrier will reach in the
array during the measurement step.
The design we have is illustrated by Fig. 14. We show in the figure the 2 × 2 array and set
the values of Ub,max for each member that we list in Table 1. We set Ub,max = Ub,max,1 = 45.0
nK for the upper-left double-target BEC, Ub,max = Ub,max,2 = 43.4 nK for the upper-right
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Figure 14: An example design of a 2x2 double–target BEC rotation sensor.
# in Array

Ub,max,# (nK)

Ωc,# (rad/sec)

1
2
3
4

45.0
43.4
41.8
40.3

0.062
0.072
0.150
0.240

Table 1: The member number in the array, maximum barrier height, Ub,max , and corresponding
critical frame rotation speed, Ωc , used in design shown in Fig. 14.
double-target BEC, Ub,max = Ub,max,3 = 41.8 nK for the lower-left double-target BEC, and
Ub,max = Ub,max,4 = 40.3 nK for the lower-right double-target BEC. Each double-target BEC
will have a unique value of Ωc that we also list in Table 1. We chose these values arbitrarily from
the results displayed in Fig. 13
We can now state the expectations for our design and what they mean. Firstly, each individual
member in the array can either transfer or not transfer the flow from the member’s top ring to the
bottom ring. In this case, five possible behaviors of the 2 × 2 BEC array are expected based on
the prior simulations of the 1 × 1 BEC array. These are (1) no transfer occurs in any member of
the double-target BEC array and we expect that 0 < ΩR < Ωc1 , (2) only the upper-left doubletarget BEC transfers, in which case we expect that Ωc1 < ΩR < Ωc2 , (3) both the upper-left
and upper-right members transfer, in which case we expect that Ωc2 < ΩR < Ωc3 , (4) all of the
members transfer except the lower-right one, in which case we expect that Ωc3 < ΩR < Ωc4 , and
finally (5) all members of the array transfer, in which case we expect that Ωc4 < ΩR . Case (5)
does not put lower and upper bounds on ΩR and case (1) only does so because of the knowledge
that Ub,max < Ub,max,c so that no transfer occurs for ΩR = 0.
For our designed rotation sensor, only three cases put explicit lower and upper bounds on the
value of ΩR : (2), (3), and (4). These cases are shown in Fig. 15 and labeled with the bounding
values of ΩR . It is important to keep in mind that although the resolution for our sensor is low,
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Figure 15: Expected outcomes for the designed 2 × 2 double–target BEC array rotation sensor.

Figure 16: Results of simulating the designed 2 × 2 double-target array rotation sensor for
ΩR = 0.2 rad/sec. The left panel shows the winding number plots of the four double-target
BECs in the array as a function of time. The right panel shows the density plot of the array
after a 4 ms evolution time for BEC expansion. The red circles mean no flow was within the
ring, prior to potential release, and the yellow spirals means there was a single unit of flow in
the ring.
the goal of this work is show a functioning proof-of-concept for the rotation sensor. The sensor
must be able to work at low resolutions, otherwise there is no reason to continue this work.
Higher resolution can be created anyways by using a larger array to provide more bounds for
ΩR but is unnecessary to show proof-of-concept.

4.6

Simulation of the 2x2 double–target BEC array rotation sensor

The final results we present are of the simulated run of the design rotation sensor detailed in the
previous section. We design the 2 × 2 double-target BEC array with values given by Table 1.
For our simulation we set the value of ΩR = 0.2 rad/sec for the rotating frame and ran the
simulation under conditions described in Section 2.6. Our expectations tell us that case (4) in
the previous section will occur as ΩR is in the bounds of Ωc3 < ΩR < Ωc4 . All members in the
array should transfer except for the lower-right member.
The results of the simulation are shown in Figure 16. The left panel shows winding number as
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a function of time for each of the members’ top (red) and bottom (blue) rings. The right panel
shows an image of the density after the potential is turned off and the BECs allowed to expand
for 4 ms. Arrows on the right panel point from the winding number plot corresponding to the
member on the density image. There is also a cartoon plot of the expected final transfers for
case (4) for comparison.
The density image has been annotated to allow ease of identifying flow in each ring BEC. Ring
BECs with yellow circles show concentric rings in the density that indicate no flow. Ring BECs
with red spirals show spirals in the density that indicate flow in the ring [30]. This confirms
a method for identifying transfer behavior in an experimental fashion by taking an image after
measurement.
This figure shows an agreement with our expectations for the transfer behavior of the designed
2 × 2 double target BEC array rotation sensor. The winding number plots and density image
agree that all members transferred except for the bottom-right member that was expected to
not transfer. This example provides us an encouraging sign that our idea for a double-target
BEC rotation sensor is feasible.

5

Summary and Future Work

In this thesis, we proposed and presented an idea for an atomtronic rotation sensor that consists
of an array of double-target BECs. The sensor’s purpose being to measure the speed of the
rotating frame the sensor is in, ΩR . We also detailed the sensor’s operating procedure of setup,
initialization, measurement, and readout of the array of double-target BECs. We have shown
that transfer behavior in the 1 × 1 and 2 × 2 arrays relinquish their dependence on the distance
from the rotation axis at large, relative to the size of the array, distances and that individual
members of each array have no effect on the transfer behavior of other members. This allowed
us to study the transfer behavior of the 1 × 1 at large distances to infer the behavior of a
n × m array. We then performed and display results of studies of transfer behavior of a 1 × 1
array in non-rotating frame and found a critical barrier height Ub,max,c below which transfer
does not occur at ΩR = 0. This prompted studies where Ub,max was reduced slightly below
Ub,max,c in hopes that increasing ΩR above zero can induce transfer and subsequently make the
system rotating frame speed sensitive. It was found that this is the case and that a one-to-one
correspondence is establish between the values of Ub,max and the critical rotation threshold, Ωc ,
where transfer does occur at values of ΩR above the threshold and does not occur below the
threshold. This correspondence told us that if we applied a barrier to the double-target BEC
and found that transfer did not occur, the barrier’s corresponding Ωc would place an upper
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bound on the value of ΩR . Likewise, if we applied a barrier to the double-target BEC and found
that transfer did occur, the barrier’s corresponding Ωc would place an lower bound on the value
of ΩR . We then used these results to test our idea by “designing” a 2 × 2 double-target BEC
array and simulating it. We had defined its sensitivity range as well as the expected outcomes
of the sensor operation and the associated with the bound values of ΩR . We found that the
simulation agreed with our expectations. This provided the necessary support to confirm the
proof-of-concept of our rotation sensor idea and establish its feasibility.
Future endeavors (that are outside the scope of this thesis) are available to work on. We can
explore the ranges of rotating frame speeds that are detectable with this method of rotation
sensing and determine how sensitive the characteristics of the double-target BEC is to changes
in ΩR . These studies will look at effects of the geometry of the rings, number of atoms within
the condensate, as well as the shape and turn-on scheme of the barrier potential.
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