Asymptotically Optimal Sequential Estimation of the Mean Based on
  Inclusion Principle by Chen, Xinjia
ar
X
iv
:1
30
6.
22
90
v1
  [
ma
th.
ST
]  
10
 Ju
n 2
01
3
Asymptotically Optimal Sequential Estimation of the
Mean Based on Inclusion Principle ∗
Xinjia Chen
June 2013
Abstract
A large class of problems in sciences and engineering can be formulated as the general problem of
constructing random intervals with pre-specified coverage probabilities for the mean. Wee propose a
general approach for statistical inference of mean values based on accumulated observational data. We
show that the construction of such random intervals can be accomplished by comparing the endpoints
of random intervals with confidence sequences for the mean. Asymptotic results are obtained for such
sequential methods.
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1 Introduction
As information technology is pervasive to our society, statistical inferential methods are becoming increas-
ingly important for the purpose of harnessing the power of information. In particular, a wide variety of
machine learning problems can be cast into the general framework of parameter estimation. A frequent
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problem is the estimation of the mean value of a random variable. Familiar examples include, PAC learning
and algorithmic learning [23, 24, 25], statistical pattern recognition [14, 22, 24], data mining based on huge
data sets [16, 17], discovery of association rules [1, 23], quiry size estimation [15, 19, 20], to name but a few.
An important issue of parameter estimation is the determination of sample sizes. However, the appropriate
sample size usually depends on the parameters to be estimated from the sampling process. To overcome
this difficulty, sequential estimation methods have been proposed in the literature (see, e.g. [13, 18, 21, 26]
and the references therein). In a sequential method, the sample size is not fixed in advance. Instead, data
is evaluated as it is collected and further sampling is stopped in accordance with a pre-defined stopping
rule as significant results are observed. Despite the richness of sequential methods, it seems that there
exists no unified approach for sequential estimation which deals with various precision requirements and
make full use of the parametric information available. In this respect, we propose to apply the inclusion
principle proposed in [9, 10] for constructing multistage procedures for parameter estimation. In our paper
[9, 10], we have demonstrated that a wide variety of sequential estimation problems can be cast into the
general framework of constructing a sequential random interval of a prescribed level of coverage probability.
To ensure the requirement of coverage probability, we propose to use a sequence of confidence intervals,
referred to as controlling confidence sequence, to define a stopping rule such that the sampling process is
continued until the controlling confidence sequence is included by the sequential random interval at some
stage. Due to the inclusion relationship, the associated coverage probability can be controlled by the confi-
dence coefficients of the sequence of confidence intervals. Moreover, as will be seen in the sequel, stopping
rules derived from the inclusion principle usually achieve best possible efficiency.
The remainder of this paper is organized as follows. In Section 2, we demonstrate that a lot of estimation
problems can be formulated as the construction of an asymptotically symmetrical random interval for the
mean of a random variable. In Section 3, we apply the inclusion principle to construct fully sequential
sampling schemes for estimation of mean values. In Section 4, we apply the inclusion principle to construct
multistage sequential sampling schemes for estimation of mean values. Section 5 is the conclusion. The
statistical methodology proposed in this paper has been applied to electrical engineering, computer science
and medical sciences, see recent literature [2, 3, 4, 5, 6, 7, 8, 12] and the references therein.
Throughout this paper, we shall use the following notations. The set of real numbers is denoted by
R. The set of integers is denoted by Z. The set of positive integers is denoted by N. The notation “Pr”
denotes the probability measure. The expectation of a random variable is denoted by E[.]. We use “X”
to denote the random variable of which its mean value is the subject of estimation. Since we are only
concerned with events which are generated by X or its i.i.d. samples, the probability measure Pr is always
associated with the distribution of X . Since all random variables involved in the sequel can be expressed
in terms of X or its i.i.d. samples, the expectation E[.] is always taken under the probability measure
associated with the distribution of X . Let Φ(.) denote the standard normal distribution function, that
is, Φ(x) = 1√
2π
∫ x
−∞ e
− x22 dx for any x ∈ R. Let Φ−1(.) denote the inverse function of Φ(.). The other
notations will be made clear as we proceed.
2 Problem Formulation
As mentioned in the introduction, many problems in sciences and engineering boils down to the estimation
of the expectation µ of a random variable X based on its i.i.d. samples X1, X2, · · · . Assume that the
domain of the expectation µ = E[X ] is an interval denoted by Θ. Let ν be the variance of X , i.e.,
ν = E[|X − µ|2]. Naturally, the estimator µ̂ for µ is taken as the sample mean, where the sample number
can be deterministic or random. Since the estimator µ̂ is of random nature, it is important to provide
a measure of its reliability. Let ε > 0, ̺ ∈ (0, 1) and δ ∈ (0, 1). Based on different error criteria, the
estimation problems are typically posed in the following ways:
(I) Construct an estimator µ̂ such that Pr{|µ̂− µ| < ε} ≥ 1− δ for µ ∈ Θ.
(II) Construct an estimator µ̂ such that Pr{|µ̂− µ| < ε|µ|} ≥ 1− δ for µ ∈ Θ.
(III) Construct an estimator µ̂ such that Pr{|µ̂− µ| < ̺ε or |µ̂− µ| < ε|µ|} ≥ 1− δ for µ ∈ Θ.
(IV) Construct an estimator µ̂ such that Pr{(1− ε)µ̂ < µ < (1 + ε)µ̂} ≥ 1− δ for µ ∈ Θ.
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It can be seen that the above four problems can be accommodated as special cases of the following
more general problem:
Construct an estimator µ̂ such that Pr{L (µ̂, ε) < µ < U (µ̂, ε)} ≥ 1− δ for µ ∈ Θ, where the functions
L (., .) and U (., .) have the following properties:
(i) L (z, ε) and U (z, ε) are continuous functions of z and ε > 0.
(ii) For any ε > 0,
L (z, ε) ≤ z ≤ U (z, ε) ∀z ∈ R,
L (µ, ε) < µ < U (µ, ε) ∀µ ∈ Θ.
(iii) For any µ ∈ Θ,
lim
z→µ
ε↓0
z −L (z, ε)
ε
= lim
z→µ
ε↓0
U (z, ε)− z
ε
= κ(µ) > 0, (1)
where κ(µ) is a continuous function of µ.
In view of (1), the random interval (L (µ̂, ε), U (µ̂, ε)) is referred as to asymptotically symmetrical
random interval. In the sequel, our objective is to construct such random intervals for µ. For generality,
we also consider random interval (L(µ̂, ε), U(µ̂, ε)), where the functions L(., .) and U(., .) are “in the same
class” as L (., .) and U (., .) in the sense that for any µ ∈ Θ,
lim
z→µ
ε↓0
z − L(z, ε)
ε
= lim
z→µ
ε↓0
U(z, ε)− z
ε
= lim
z→µ
ε↓0
z −L (z, ε)
ε
= lim
z→µ
ε↓0
U (z, ε)− z
ε
.
For simplicity of notations, let I and I denote the random intervals (L (µ̂, ε), U (µ̂, ε)) and (L(µ̂, ε), U(µ̂, ε)),
respectively.
Consider a fixed-size sampling scheme of sample size n = N (ε, δ, µ, ν), where
N (ε, δ, µ, ν) = νZ
2
[κ(µ)ε]2
with Z = Φ−1
(
1− δ
2
)
. (2)
If the estimator µ̂ for µ is taken as the sample mean
∑n
i=1 Xi
n , then it can be shown that
lim
ε↓0
Pr{µ ∈ I} = lim
ε↓0
Pr{µ ∈ I} = 1− δ (3)
for all µ ∈ Θ. Hence, for small ε > 0, the minimum sample size for a fixed-sample-size procedure can
be approximated as N (ε, δ, µ, ν). In the special case that the distribution of X can be determined by its
expectation µ, then the minimum sample size can be approximated as
N (ε, δ, µ) = V(µ)Z
2
[κ(µ)ε]2
, where V(µ) =
{
ν if µ ∈ Θ,
0 otherwise
From (2), it can be seen that the minimum sample size satisfying (3) depends on the unknown mean µ
and variance ν. This is an inherent issue of a fixed-sample-size procedure. Hence, it is desirable to develop
sequential or multistage sampling schemes such that (3) can be satisfied without the knowledge of µ and
ν. This goal will be accomplished in the remainder of the paper.
3 Fully Sequential Estimation
In this section, we first propose general sequential estimation methods for µ = E[X ] by virtue of the
inclusion principle. Afterward, we state their general properties and describe more concrete sampling
schemes constructed with various confidence sequences.
4
3.1 Sequential Sampling Schemes from Inclusion Principle
Let X1, X2, · · · be i.i.d. sample of X . Define
Yn =
∑n
i=1Xi
n
, n ∈ N.
Let {αn}n∈N be a sequence of numbers such that αn ∈ (0, 1). Let mε be a positive integer dependent on ε.
Let (Ln, Un), n ≥ mε be a sequence of confidence intervals such that for any n ≥ mε, (Ln, Un) is defined
in terms of X1, · · · , Xn and that the coverage probability Pr{Ln < µ < Un} is no less than or close to
1− αn. By the inclusion principle of [9], we propose the following general stopping rule:
Continue sampling until the confidence interval (Ln, Un) is included by interval (L (Yn, ε), U (Yn, ε))
for some n ≥ mε.
Let n denote the sample size at the termination of the sampling process. Clearly, n is a random number.
The estimator for µ is taken as µ̂ =
∑
n
i=1 Xi
n
= Yn. As before, let I and I denote the random intervals
(L (µ̂, ε), U (µ̂, ε)) and (L(µ̂, ε), U(µ̂, ε)), respectively. It can be shown that
Pr{µ /∈ I} ≤
∞∑
n=mε
min(αn,Pr{n = n})
provided that Pr{n < ∞} = 1 and that Pr{Ln < µ < Un} ≥ 1 − αn for n ∈ N. For simplicity of the
stopping rule, we shall make effort to eliminate the computation of confidence limits.
3.2 Characteristics of Sampling Schemes
We expect that by appropriate choice of confidence sequence, the sampling scheme proposed in Section 3.1
have properties as follows.
Property (I) :
Pr{n <∞} = 1, E[n] <∞. (4)
Property (II) :
Pr
{
lim
ε↓0
n
N (ε, δ, µ, ν) = 1
}
= 1. (5)
Property (III) :
lim
ε↓0
Pr{µ ∈ I} = 1− δ. (6)
Property (IV) :
lim
ε↓0
E[n]
N (ε, δ, µ, ν) = 1. (7)
3.3 Using Confidence Sequences from Distribution Functions
In this section, we consider the estimation of µ = E[X ] under the assumption that the distribution of X
is determined by µ such that V(µ) is a positive continuous function of µ ∈ Θ and that E[|X − µ|3] is a
continuous function of µ ∈ Θ. For n ∈ N, define
FYn(z, µ) =
{
Pr{Yn ≤ z} if µ ∈ Θ,
0 otherwise
GYn(z, µ) =
{
Pr{Yn ≥ z} if µ ∈ Θ,
0 otherwise
Let {δn}n∈N be a sequence of positive numbers less than 1 such that δn → δ as n → ∞. Let mε be a
positive integer dependent on ε such that
mε →∞ and ε2mε → 0 as ε ↓ 0.
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By virtue of the inclusion principle, we propose the following stopping rule:
Continue sampling until
FYn(Yn,U (Yn, ε)) ≤
δn
2
, GYn(Yn,L (Yn, ε)) ≤
δn
2
(8)
for some integer n no less than mε.
For such stopping rule, we have established the following results.
Theorem 1 The sampling scheme possesses the properties described by (4)–(7). Moreover, if for arbitrary
n ∈ N, z ∈ R, the probability Pr{Yn ≤ z} is non-increasing with respect to µ ∈ Θ, then,
Pr {µ /∈ I} ≤
∞∑
n=mε
min (δn,Pr{n = n}) . (9)
See Appendix C for a proof. It can be shown that the assumption that Pr{Yn ≤ z} is non-increasing
with respect to µ ∈ Θ can be satisfied if either one of the following hold.
(i) The likelihood ratio
f(X1, · · · , Xn;µ2)
f(X1, · · · , Xn;µ1) , µ1 < µ2, µ1, µ2 ∈ Θ
is a non-decreasing function of Yn, where f denotes the probability density or mass functions.
(ii) Yn is a maximum likelihood estimator of µ in the sense that for any realization (x1, · · · , xn), of
(X1, · · · , Xn), the likelihood function f(x1, · · · , xn;µ) is non-decreasing with respect to µ ≤
∑n
i=1 xi
n and
non-increasing with respect to µ ≥
∑n
i=1 xi
n .
In order to derive the above stopping rule from the inclusion principle, we have used confidence intervals
(Ln, Un), n ∈ N with FYn(Yn, Un) = δn2 and GYn(Yn, Ln) = δn2 for n ∈ N. Under the assumption that
for arbitrary n ∈ N, z ∈ R, the probability Pr{Yn ≤ z} is non-increasing with respect to µ ∈ Θ, it can
be shown that Pr{Ln < µ < Un} ≥ 1 − δn for n ∈ N and that the stopping rule based on the inclusion
principle is equivalent to the above stopping rule defined by (8).
3.4 Using Confidence Sequences from Large Deviation Theory
In this section, we consider the estimation of µ = E[X ] in the context that the distribution of X is
determined by µ such that the following assumptions are satisfied.
(i) The cumulant function
ψ(s, µ) = lnE[exp(s(X − µ))] (10)
is well defined on {(s, µ) : a(µ) < s < b(µ), µ ∈ Θ}, where a(µ) is −∞ or a negative continuous
function of µ ∈ Θ; and similarly, b(µ) is ∞ or a positive continuous function of µ ∈ Θ.
(ii) ∂
3ψ(s,µ)
∂s3 is a continuous function of µ ∈ Θ and s ∈ Sµ, where
Sµ = {s : a(µ) < s < b(µ)}.
(iii) E[|X |3] <∞ for µ ∈ Θ.
To describe our sampling scheme, define
M (z, µ) =
{
infs∈Sµ [s(µ− z) + ψ(s, µ)] if µ ∈ Θ,
−∞ otherwise. (11)
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Let {δn}n∈N be a sequence of positive numbers less than 1 such that Φ
(√
2 ln 2δn
)
→ 1 − δ2 as n → ∞.
Let mε be a positive integer dependent on ε such that mε → ∞ and ε2mε → 0 as ε ↓ 0. By virtue of the
inclusion principle, we propose the following stopping rule:
Continue sampling until
M (Yn,U (Yn, ε)) ≤ 1
n
ln
δn
2
, M (Yn,L (Yn, ε)) ≤ 1
n
ln
δn
2
(12)
for some integer n no less than mε.
With regard to such stopping rule, we have obtained the following results.
Theorem 2 The sampling scheme possesses the properties described by (4)–(7). Moreover, if for arbitrary
n ∈ N, z ∈ R, the probability Pr{Yn ≤ z} is non-increasing with respect to µ ∈ Θ, then
Pr {µ /∈ I} ≤
∞∑
n=mε
min (δn,Pr{n = n}) . (13)
See Appendix D for a proof.
For purpose of deriving the above stopping rule from the inclusion principle, we can define confidence
interval (Ln, Un) with M (Yn, Un) =
1
n ln
δn
2 , M (Yn, Ln) =
1
n ln
δn
2 and Ln ≤ Yn ≤ Un for n ∈ N. Under
the assumption that for arbitrary x ∈ R, the probability Pr{X ≤ x} is non-increasing with respect to
µ ∈ Θ, it can be shown by large deviation theory that Pr{Ln < µ < Un} ≥ 1− δn for n ∈ N and that the
stopping rule based on the inclusion principle is equivalent to the above stopping rule defined by (12).
3.5 Using Confidence Sequences from Normal Approximation with Linear In-
terpolation
In this section, we consider the estimation of µ = E[X ] under the assumption that the distribution of X
is determined by µ such that V(µ) is a positive continuous function of µ ∈ Θ and that E[|X |3] < ∞ for
µ ∈ Θ.
Let {δn}n∈N be a sequence of positive numbers less than 1 such that Φ
(√
ln 1
δn
)
→ 1 − δ
2
as n → ∞.
Let ρ ∈ [0, 1]. Let mε be a positive integer dependent on ε such that mε →∞ and ε2mε → 0 as ε ↓ 0. By
virtue of the inclusion principle, we propose the following stopping rule:
Continue sampling until
V (Yn + ρ[U (Yn, ε)− Yn]) ≤ n[U (Yn, ε)− Yn]
2
ln 1
δn
, V (Yn + ρ[L (Yn, ε)− Yn]) ≤ n[L (Yn, ε)− Yn]
2
ln 1
δn
for some integer n no less than mε.
For such stopping rule, we have proved the following result.
Theorem 3 The sampling scheme possesses the properties described by (4)–(7).
See Appendix E for a proof.
In the course of deriving the above stopping rule from the inclusion principle, we have used the confidence
sequences constructed as follows. Let {αn}n∈N be a sequence of numbers such that
[
Φ−1
(
1− αn2
)]2
= ln 1δn .
For n ∈ N, we can construct a confidence interval (Ln, Un) such that Pr{Ln < µ < Un} ≈ 1 − αn, where
the lower confidence limit Ln and upper confidence limit Un satisfy Ln ≤ Yn ≤ Un and
Φ
( √
n[Ln − Yn]√V (Yn + ρ[Ln − Yn])
)
=
αn
2
, Φ
( √
n[Yn − Un]√V (Yn + ρ[Un − Yn])
)
=
αn
2
.
These confidence intervals are constructed based on normal approximation with a linear approximation,
which had been proposed in [9].
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3.6 Using Distribution-Free Confidence Sequences
In this section, we consider the estimation of µ = E[X ] under the assumption that E[|X |6] <∞ for µ ∈ Θ.
Note that the distribution of X is not necessarily determined by µ. To describe our sampling scheme,
define
Vn =
∑n
i=1(Xi − Yn)2
n
for n ∈ N. Let {δn}n∈N be a sequence of positive numbers less than 1 such that Φ
(√
ln 1
δn
)
→ 1 − δ
2
as
n→∞. Let ρ ∈ (0, 1]. According to the inclusion principle, we propose the following stopping rule:
Continue sampling until
Vn +
ρ
n
≤ n
ln 1δn
×min{|U (Yn, ε)− Yn|2, |L (Yn, ε)− Yn|2}
for some n ∈ N.
With respect to such stopping rule, we have shown the following result.
Theorem 4 The sampling scheme possesses the properties described by (4)–(7).
See Appendix F for a proof.
To derive the above stopping rule from the inclusion principle, we can use confidence interval (Ln, Un)
with
Ln = Yn − Φ−1
(
1− αn
2
)√Vn
n
+
ρ
n2
, Un = Yn +Φ
−1
(
1− αn
2
)√Vn
n
+
ρ
n2
for n ∈ N, where {αn}n∈N is a sequence of positive numbers less than 1 such that
[
Φ−1
(
1− αn2
)]2
= ln 1δn .
By the central limit theorem, it can be shown that Pr{Ln < µ < Un} ≈ 1 − αn for large n ∈ N. The
intervals (Ln, Un), n ∈ N are called distribution-free confidence intervals because their construction requires
no information of the underlying distribution of X .
4 Multistage Stopping Rules
In this section, we first propose general multistage estimation methods for µ = E[X ] based on the inclusion
principle. Afterward, we state their general properties and describe more concrete sampling schemes
constructed with various confidence sequences.
4.1 Multistage Sampling Schemes from Inclusion Principle
Let {Cℓ}ℓ∈Z be an increasing sequence of positive numbers such that
1 < inf
ℓ∈N
Cℓ+1
Cℓ
≤ sup
ℓ∈N
Cℓ+1
Cℓ
<∞.
Let {Υℓ}ℓ∈Z be a non-decreasing sequence of positive numbers such that
1 ≤ inf
ℓ∈N
Υℓ+1
Υℓ
≤ sup
ℓ∈N
Υℓ+1
Υℓ
<∞.
Let τε be an integer-valued function of ε such that limε↓0 τε = 1. Such integer τε is referred to as the
starting index. Choose sample sizes as an increasing sequence of positive integers {nℓ}ℓ≥τε dependent on ε
such that
ε2nℓ
CℓΥℓ
→ 1 uniformly for ℓ ≥ 1 as ε ↓ 0. (14)
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Define
Zℓ =
∑nℓ
i=1Xi
nℓ
, ℓ ≥ τε,
where X1, X2, · · · are i.i.d. samples of X . Let (Lℓ, Uℓ), ℓ ≥ τε be a sequence of confidence intervals such
that for any ℓ ≥ τε, (Lℓ, Uℓ) is defined in terms of Xi, i = 1, · · · , nℓ and that the coverage probability
Pr{Lℓ < µ < Uℓ} is no less than or close to 1−δℓ. By the inclusion principle of [9], we propose the following
general stopping rule:
Continue sampling until the confidence interval (Lℓ, Uℓ) is included by interval (L (Zℓ, ε), U (Zℓ, ε))
for some ℓ ≥ τε.
For ℓ ≥ τε, let Dℓ be a decision variable such that Dℓ = 1 if the confidence interval (Lℓ, Uℓ) is included
by interval (L (Zℓ, ε), U (Zℓ, ε)) and Dℓ = 0 otherwise. Define Dℓ = 0 for ℓ < τε. Then, the stopping rule
can be restated as follows:
Continue sampling until Dℓ = 1 for some ℓ ≥ τε. (15)
The index l at the termination of sampling process is referred to as the stopping index. Clearly, l is a
random number. The sample number n at the termination of sampling process is nl. The estimator for µ
is taken as µ̂ =
∑
n
i=1 Xi
n
= Zl. As before, let I and I denote the random intervals (L (µ̂, ε), U (µ̂, ε)) and
(L(µ̂, ε), U(µ̂, ε)), respectively. It can be shown that
Pr{µ /∈ I} ≤
∞∑
ℓ=τε
min(δℓ,Pr{l = ℓ})
provided that Pr{l <∞} = 1 and that Pr{Lℓ < µ < Uℓ} ≥ 1− δℓ for ℓ ≥ τε.
For simplicity of the stopping rule, we propose to eliminate the computation of confidence limits.
4.2 General Characteristics of Sampling Schemes
To describe the characteristic of the sampling schemes proposed in Section 4.1, we need to introduce some
quantities. Define
ξℓ = κ(µ)
√
CℓΥℓ
ν
, Λℓ(µ, ν) =
κ2(µ)Cℓ
ν
for ℓ ∈ Z. Specially, if ν is a function of µ, that is ν = V(µ), we write
Λℓ(µ) =
κ2(µ)Cℓ
V(µ)
for ℓ ∈ Z. For ℓ ≥ τε, let Iℓ denote the random interval (L(Zℓ, ε), U(Zℓ, ε)). Define
P =
∞∑
ℓ=τε
Pr{µ /∈ Iℓ, Dℓ−1 = 0, Dℓ = 1},
P = 1−
∞∑
ℓ=τε
Pr{µ ∈ Iℓ, Dℓ−1 = 0, Dℓ = 1},
Q =
∞∑
ℓ=τε
min [Pr{µ /∈ Iℓ}, Pr{Dℓ−1 = 0}, Pr{Dℓ = 1}]
and
 = min{ℓ ≥ 1 : Λℓ(µ, ν) > 1}. (16)
Actually,  is a function of µ and ν. We expect that by appropriate choice of sample sizes and confidence
sequences, the sampling scheme proposed in Section 4.1 have the following general properties.
Property (I) :
Pr{n <∞} = 1, E[n] <∞. (17)
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Property (II) :
Pr
{
− 1 ≤ lim inf
ε↓0
l ≤ lim sup
ε↓0
l ≤ 
}
= 1. (18)
Moreover,
Pr
{
lim
ε↓0
l = 
}
= 1 provided that  = 1 or both  > 1 and Λ−1(µ, ν) < 1 hold. (19)
Property (III) :
lim inf
ε↓0
Pr{µ ∈ I} ≥ 2[Φ (ξ−1) + Φ (ξ)]− 3. (20)
Moreover,
lim
ε↓0
Pr{µ ∈ I} = 2Φ (ξ)− 1 provided that  = 1 or both  > 1 and Λ−1(µ, ν) < 1 hold. (21)
Property (IV) : (
ξ−1
Z
)2
≤ lim inf
ε↓0
E[n]
N (ε, δ, µ, ν) ≤ lim supε↓0
E[n]
N (ε, δ, µ, ν) ≤
(
ξ
Z
)2
. (22)
Moreover,
lim
ε↓0
E[n]
N (ε, δ, µ, ν) =
(
ξ
Z
)2
provided that  = 1 or both  > 1 and Λ−1(µ, ν) < 1 hold. (23)
Property (V) : For all ℓ ∈ Z,
Pr{l > ℓ} ≤ Pr{Dℓ = 0}, lim
ε↓0
[Pr{Dℓ = 0} − Pr{l > ℓ}] = 0. (24)
Property (VI) :
P ≤ Pr{µ /∈ I} ≤ P ≤ Q, (25)
lim
ε↓0
|Pr{µ /∈ I} − P | = lim
ε↓0
|Pr{µ /∈ I} − P | = 0. (26)
Moreover,
lim
ε↓0
[Q − Pr{µ /∈ I}] = 0 provided that  = 1 or both  > 1 and Λ−1(µ, ν) < 1 hold. (27)
Property (VII) :
E[n] ≤ nτε +
∞∑
ℓ=τε
(nℓ+1 − nℓ) Pr{Dℓ = 0}, (28)
lim
ε↓0
1
E[n]
[
nτε +
∞∑
ℓ=τε
(nℓ+1 − nℓ) Pr{Dℓ = 0}
]
= 1. (29)
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4.3 Using Confidence Sequences from Distribution Functions
In this section, we consider the multistage estimation of µ = E[X ] under the assumption that the distri-
bution of X is determined by µ such that V(µ) is a positive continuous function of µ ∈ Θ and that E[|X |3]
is a continuous function of µ ∈ Θ. For ℓ ≥ τε, define
FZℓ(z, µ) =
{
Pr{Zℓ ≤ z} if µ ∈ Θ,
0 otherwise
GZℓ(z, µ) =
{
Pr{Zℓ ≥ z} if µ ∈ Θ,
0 otherwise
Let {δℓ}ℓ∈Z be a non-increasing sequence of positive numbers less than 1. Assume that the sample sizes at
all stages are given by (14) with
Υℓ =
[
Φ−1
(
1− δℓ
2
)]2
, ℓ ∈ Z
such that δℓ(CℓΥℓ)
2 → ∞ as ℓ → ∞. According to the inclusion principle, we propose the following
stopping rule:
Continue sampling until
FZℓ (Zℓ,U (Zℓ, ε)) ≤
δℓ
2
, GZℓ (Zℓ,L (Zℓ, ε)) ≤
δℓ
2
(30)
for some ℓ ≥ τε.
To express this stopping rule in the general form (15), the decision variables Dℓ, ℓ ≥ τε can be defined
such that Dℓ = 1 if (30) is true and Dℓ = 0 otherwise. With regard to such sampling scheme, we have
established the following results.
Theorem 5 The sampling scheme possesses properties (I) – (VII) described by (17) – (29). Moreover, if
for arbitrary ℓ ≥ τε and z ∈ R, the probability Pr{Zℓ ≤ z} is non-increasing with respect to µ ∈ Θ, then
Pr {µ /∈ I} ≤
∞∑
ℓ=τε
min (δℓ,Pr{l = ℓ}) . (31)
See Appendix H for a proof.
4.4 Using Confidence Sequences from Large Deviation Theory
In this section, we consider the estimation of µ = E[X ] in the context that the distribution of X is
determined by µ such that the assumptions (i), (ii), (iii) given in Section 3.4 are satisfied.
Let {δℓ}ℓ∈Z be a non-increasing sequence of positive numbers less than 1. Assume that the sample sizes
at all stages are given by (14) with
Υℓ = 2 ln
2
δℓ
, ℓ ∈ Z
and Cℓ →∞ as ℓ→∞. Recall the definition of the bivariate function M (., .) given by (11). By virtue of
the inclusion principle, we propose the following stopping rule:
Continue sampling until
M (Zℓ,U (Zℓ, ε)) ≤ 1
nℓ
ln
δℓ
2
, M (Zℓ,L (Zℓ, ε)) ≤ 1
nℓ
ln
δℓ
2
(32)
for some ℓ ∈ Z no less than τε.
To express this stopping rule in the general form (15), the decision variables Dℓ, ℓ ≥ τε can be defined
such that Dℓ = 1 if (32) is true and Dℓ = 0 otherwise.
For such stopping rule, we have the following results.
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Theorem 6 The sampling scheme possesses properties (I) – (VII) described by (17) – (29). Moreover, if
for arbitrary ℓ ≥ τε and z ∈ R, the probability Pr{Zℓ ≤ z} is non-increasing with respect to µ ∈ Θ, then
Pr {µ /∈ I} ≤
∞∑
ℓ=τε
min (δℓ,Pr{l = ℓ}) . (33)
See Appendix I for a proof.
4.5 Using Confidence Sequences from Normal Approximation with Linear In-
terpolation
In this section, we consider the multistage estimation of µ = E[X ] under the assumption that the dis-
tribution of X is determined by µ such that V(µ) is a positive continuous function of µ ∈ Θ and that
E[|X |3] <∞ for µ ∈ Θ.
Let {δℓ}ℓ∈Z be a non-increasing sequence of positive numbers less than 1 such that δℓ ∈ (0, 1) for all
ℓ ∈ Z. Assume that the sample sizes at all stages are given by (14) with Υℓ = ln 1δℓ , ℓ ∈ Z and Cℓ → ∞
as ℓ→∞. Let ρ ∈ [0, 1]. According the inclusion principle, we propose the following stopping rule:
Continue sampling until
V (Zℓ + ρ[U (Zℓ, ε)− Zℓ]) ≤ nℓ[U (Zℓ, ε)− Zℓ]
2
ln 1
δℓ
, V (Zℓ + ρ[L (Zℓ, ε)− Zℓ]) ≤ nℓ[L (Zℓ, ε)− Zℓ]
2
ln 1
δℓ
(34)
for some ℓ ≥ τε.
To express this stopping rule in the general form (15), the decision variables Dℓ, ℓ ≥ τε can be defined
such that Dℓ = 1 if (34) is true and Dℓ = 0 otherwise.
For such stopping rule, we have the following result.
Theorem 7 The sampling scheme possesses properties (I) – (VII) described by (17) – (29).
See Appendix J for a proof.
4.6 Using Distribution-Free Confidence Sequences
In this section, we consider the multistage estimation of µ = E[X ] under the assumption that E[|X |6] <∞
for µ ∈ Θ. Note that the distribution of X is not necessarily determined by µ. To describe our sampling
scheme, define
Wℓ =
∑nℓ
i=1(Xi − Zℓ)2
nℓ
for n ∈ N. Let {δℓ}ℓ∈Z be a non-increasing sequence of positive numbers less than 1. Let ρ ≥ 0. Assume
that the sample sizes at all stages are given by (14) with
Υℓ = ln
1
δℓ
, ℓ ∈ Z
and Cℓ →∞ as ℓ→∞. By virtue of the inclusion principle, we propose the following stopping rule:
Continue sampling until
Wℓ +
ρ
nℓ
≤ nℓ
ln 1δℓ
×min{[U (Zℓ, ε)− Zℓ]2, [L (Zℓ, ε)− Zℓ]2} (35)
for some ℓ ≥ τε in Z.
To express this stopping rule in the general form (15), the decision variables Dℓ, ℓ ≥ τε can be defined
such that Dℓ = 1 if (35) is true and Dℓ = 0 otherwise.
With regard to such stopping rule, we have established the following result.
Theorem 8 The sampling scheme possesses properties (I) – (VII) described by (17) – (29).
See Appendix K for a proof.
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5 Concluding Remarks
In this paper, we have proposed to apply the inclusion principle to develop sequential schemes for estimating
mean values. The central idea of the inclusion principle is to use a sequence of confidence intervals to
construct stopping rules so that the sampling process is continued until a confidence interval is included
by an interval defined in terms of the samples. Our asymptotic results demonstrate that the stopping rules
derived from the inclusion principle usually possess the best possible efficiency.
We would like to point out that for all sampling schemes proposed in this paper, the prescribed con-
fidence level 1 − δ is asymptotically satisfied as ε → 0. However, ε → 0 implies that the average sample
number tends to infinity. To overcome this issue, one can apply the exact computational techniques devel-
oped in [4, 9] to adjust the confidence parameter δ so that the pre-specified confidence level for a given ε
can be guaranteed with little conservatism.
A Concentration Inequalities
To study the sampling schemes proposed in this paper, we need some concentration inequalities.
Lemma 1 Define W = E[|X − µ|3]. The following statements hold true.∣∣∣∣Pr{Yn ≤ z} − Φ(√n(z − µ)√ν
)∣∣∣∣ < W√
nν3
for any z ∈ R, (36)∣∣∣∣Pr{Yn ≥ z} − Φ(√n(µ− z)√ν
)∣∣∣∣ < W√nν3 for any z ∈ R, (37)
Pr{Yn ≤ z} < 1
2
exp
(
−n
2
|z − µ|2
ν
)
+
C
n2
W
|z − µ|3 for z less than µ ∈ Θ, (38)
Pr{Yn ≥ z} < 1
2
exp
(
−n
2
|z − µ|2
ν
)
+
C
n2
W
|z − µ|3 for z greater than µ ∈ Θ, (39)
Pr{|Yn − µ| ≥ γ} < exp
(
−n
2
γ2
ν
)
+
2C
n2
W
γ3
for any γ > 0, (40)
where C is an absolute constant.
Proof. Note that
Pr{Yn ≤ z} = Pr
{√
n(Yn − µ)√
ν
≤
√
n(z − µ)√
ν
}
for µ ∈ Θ. Hence, (36) follows from Berry-Essen inequality. In a similar manner, making use of Berry-Essen
inequality and the observation that
Pr{Yn ≥ z} = Pr
{√
n(µ− Yn)√
ν
≤
√
n(µ− z)√
ν
}
for µ ∈ Θ, we have that (37) is true.
By the non-uniform version of Berry-Essen’s inequality,∣∣∣∣Pr{Yn ≤ z} − Φ(√n(z − µ)√ν
)∣∣∣∣ < CW√
nν3 + n2|z − µ|3 <
CW
n2|z − µ|3 (41)
for z ∈ R and µ ∈ Θ. The inequality (38) immediately follows from (41) and the fact that Φ(x) <
1
2 exp(−x
2
2 ), ∀x < 0. In a similar manner, we can show inequality (39). Finally, combining (38) and (39)
yields (40). This completes the proof of the lemma.
✷
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Lemma 2 Assume that E[|X |6] <∞. Then, for η > 0, there exists a constant C > 0 such that
Pr{|Vn − ν| ≥ η} ≤ exp
(
−n
4
η
ν
)
+ exp
(
−n
8
η2
̟
)
+
4C
n2η3
(√
2W η3/2 + 4V
)
where
ν = E[|X − µ|2] <∞, W = E[|X − µ|3] <∞,
̟ = E[|(X − µ)2 − ν|2] <∞, V = E[|(X − µ)2 − ν|3] <∞.
Proof. By the assumption that E[|X |6] <∞, it must be true that
ν <∞, W <∞, ̟ <∞, V <∞.
From (40) of Lemma 1, we have that there exists a constant C > 0 such that
Pr
{
|Yn − µ| ≥
√
η
2
}
≤ exp
(
−n
4
η
ν
)
+
4
√
2C
n2
W
η3/2
,
Pr
{
|Un − ν| ≥ η
2
}
≤ exp
(
−n
8
η2
̟
)
+
16C
n2
V
η3
,
where
Un =
∑n
i=1(Xi − µ)2
n
.
Since Un = Vn + (Yn − µ)2, we have Pr{Vn ≥ ν + η} ≤ Pr{Un ≥ ν + η}. Moreover,
Pr{Vn ≤ ν − η} ≤ Pr
{
Un − (Yn − µ)2 ≤ ν − η, (Yn − µ)2 < η
2
}
+ Pr
{
(Yn − µ)2 ≥ η
2
}
≤ Pr
{
Un ≤ ν − η
2
}
+ Pr
{
|Yn − µ| ≥
√
η
2
}
.
It follows that
Pr{|Vn − ν| ≥ η} ≤ Pr
{
|Yn − µ| ≥
√
η
2
}
+ Pr
{
|Un − ν| ≥ η
2
}
≤ exp
(
−n
4
η
ν
)
+
4
√
2C
n2
W
η3/2
+ exp
(
−n
8
η2
̟
)
+
16C
n2
V
η3
= exp
(
−n
4
η
ν
)
+ exp
(
−n
8
η2
̟
)
+
4C
n2η3
(√
2W η3/2 + 4V
)
.
This completes the proof of the lemma.
✷
B Analysis of Function M
This section is devoted to the analysis of the function M . The results are useful for investigating sampling
schemes associated with the function M . To simplify notations, define a multivariate function
g(s, θ, z) = s(θ − z) + ψ(s, θ) (42)
for z ∈ R, θ ∈ Θ and a(θ) < s < b(θ).
Lemma 3 Let [u1, u2] ⊆ Θ and d > 0. Assume that ∂ψ(s,θ)∂s is a continuous function of s ∈ (−d, d) and
θ ∈ (u1, u2). Define
M(z, θ) = inf
s∈[−c,c]
[s(θ − z) + ψ(s, θ)]
with c ∈ (0, d). Then, M(z, θ) is a continuous function of θ ∈ (u1, u2) and z ∈ R. Moreover,
M(z, θ) < 0 if z 6= θ.
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Proof. Since the variance of X is greater than 0 for all θ ∈ Θ, the cumulant function ψ(s, θ) is a convex
function of s for all θ ∈ Θ. As a consequence of the assumption that ∂ψ(s,θ)∂s is a continuous function
of θ ∈ (u1, u2) and s ∈ (−d, d), we have that g(s, θ, z) is a continuous function of θ ∈ (u1, u2), z ∈ R
and s ∈ [−c, c]. It follows that, for given θ ∈ (u1, u2), z ∈ R, the minimum of g(s, θ, z) with respect to
s ∈ [−c, c] is attained at a number s0 ∈ [−c, c], that is, M(z, θ) = g(s0, θ, z). Clearly, s0 ∈ [−c, c] is a
function of z, θ. To establish the continuity of M(z, θ), it suffices to consider three cases as follows.
Case (i): ∂g(s,θ,z)∂s = 0 for s = s0 ∈ [−c, c].
Case (ii): ∂g(s,θ,z)∂s > 0 for s ∈ [−c, c].
Case (iii) ∂g(s,θ,z)∂s < 0 for s ∈ [−c, c].
To show the continuity ofM(z, θ) in Case (i), note that for ǫ > 0, there exists a positive number η less
than min{u2 − θ, θ − u1, d− s0, s0 + d} such that
|g(s, ϑ, y)− g(s0, θ, z)| < ǫ for |s− s0| < η, |ϑ− θ| < η, |y − z| < η, (43)
as a consequence of the continuity of g(s, ϑ, y) with respect to s, ϑ and y. Note that ∂g(s,θ,z)∂s > 0 for
s = s0 + η and that
∂g(s,θ,z)
∂s < 0 for s = s0 − η because g(s, θ, z) is convex on s. Since ∂g(s,θ,z)∂s is a
continuous function of s, θ and z, there exists ς ∈ (0, η) such that
∂g(s, ϑ, y)
∂s
|s0+η > 0,
∂g(s, ϑ, y)
∂s
|s0−η < 0
for |ϑ−θ| ≤ ς and |y−z| ≤ ς . Hence, for any (ϑ, y) with |ϑ−θ| ≤ ς, |y−z| ≤ ς , there exists s1 ∈ (s0−η, s0+η)
such that ∂g(s,ϑ,y)∂s = 0 for s = s1. Let s2 denote the minimizer of g(s, ϑ, y) with respect to s ∈ [−c, c] for|ϑ− θ| ≤ ς, |y− z| ≤ ς . If s1 ∈ [−c, c], then s2 = s1 and thus |s2− s0| ≤ |s2− s1|+ |s1− s0| = |s1− s0| < η
because g(s, ϑ, y) is convex on s ∈ [−c, c]. If s1 < −c, then s0 − η < s1 < s2 = −c ≤ s0, which implies that
|s2 − s0| < η. If s1 > c, then s0 + η > s1 > s2 = c ≥ s0, which implies that |s2 − s0| < η. Therefore, we
have |s2 − s0| < η for all (ϑ, y) with |ϑ− θ| ≤ ς, |y − z| ≤ ς . It follows from (43) that
|g(s2, ϑ, y)− g(s0, θ, z)| < ǫ for |ϑ− θ| < ς, |y − z| < ς.
Thus, we have ς > 0 such that u1 < θ − ς < θ + ς < u2 and that
|M(y, ϑ)−M(z, θ)| = |g(s2, ϑ, y)− g(s0, θ, z)| < ǫ
for |ϑ− θ| < ς, |y − z| < ς . This proves the continuity of M(z, θ) on θ ∈ (u1, u2) and z ∈ R for Case (i).
To show the continuity of M(z, θ) in Case (ii), note that for ǫ > 0, there exists a positive number η
less than min{u2 − θ, θ − u1} such that
|g(−c, ϑ, y)− g(−c, θ, z)| < ǫ for |ϑ− θ| < η, |y − z| < η,
as a consequence of the continuity of g(−c, ϑ, y) with respect to ϑ and y. Since ∂g(s,θ,z)∂s > 0 for s ∈ [−c, c]
and ∂g(s,ϑ,y)∂s is a continuous function of s, ϑ and y, there exists ς ∈ (0, η) such that
∂g(s, ϑ, y)
∂s
> 0 for |ϑ− θ| ≤ ς, |y − z| ≤ ς and s ∈ [−c, c].
This implies that the minimum of g(s, ϑ, y) with respect to s ∈ [−c, c] is attained at s = −c, that is,
M(y, ϑ) = g(−c, ϑ, y). Thus, we have ς ∈ (0, η) such that
|M(y, ϑ)−M(z, θ)| < ǫ for |ϑ− θ| < ς, |y − z| < ς.
This proves the continuity of M(z, θ) on θ ∈ (u1, u2) and z ∈ R for Case (ii).
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To show the continuity of M(z, θ) in Case (iii), note that for ǫ > 0, there exists a positive number η
less than min{u2 − θ, θ − u1} such that
|g(c, ϑ, y)− g(c, θ, z)| < ǫ for |ϑ− θ| < η, |y − z| < η,
as a consequence of the continuity of g(c, ϑ, y) with respect to ϑ and y. Since ∂g(s,θ,z)∂s < 0 for s ∈ [−c, c]
and ∂g(s,ϑ,y)∂s is a continuous function of s, ϑ and y, there exists ς ∈ (0, η) such that
∂g(s, ϑ, y)
∂s
< 0
for |ϑ − θ| ≤ ς, |y − z| ≤ ς and s ∈ [−c, c]. This implies that the minimum of g(s, ϑ, z) with respect to
s ∈ [−c, c] is attained at s = c, that is, M(y, ϑ) = g(c, ϑ, y). Thus, we have ς ∈ (0, η) such that
|M(y, ϑ)−M(z, θ)| < ǫ for |ϑ− θ| < ς, |y − z| < ς.
This establishes the continuity of M(z, θ) for Case (iii). So, we have proved that M(z, θ) is a continuous
function of θ ∈ (u1, u2) and z ∈ R.
Clearly, ∂g(s,θ,z)∂s = z − θ + ∂ψ(s,θ)∂s is continuous on s. Since z 6= θ and ∂ψ(s,θ)∂s = 0 for s = 0, we have
that ∂g(s,θ,z)∂s = z − θ 6= 0 for s = 0. By continuity of ∂g(s,θ,z)∂s on s, we have that ∂g(s,θ,z)∂s 6= 0 for s at a
neighborhood of 0. Making use of this observation and the fact g(0, θ, z) = 0, we have that M(z, θ) < 0.
This completes the proof of the lemma.
✷
Lemma 4 Assume that ∂ψ(s,θ)∂s is a continuous function of θ ∈ Θ and s ∈ Sθ. Then, for any µ ∈ Θ, there
exists a number γ > 0 such that (µ− γ, µ+ γ) ⊆ Θ and that
sup
θ∈(µ−γ,µ+γ)
M (θ,U (θ, ε)) < 0, sup
θ∈(µ−γ,µ+γ)
M (θ,L (θ, ε)) < 0.
Proof. Clearly, for any µ ∈ Θ, there exists a number γ > 0 such that (µ− γ, µ+ γ) ⊆ Θ. For such γ, we
claim that supθ∈(µ−γ,µ+γ) M (θ,U (θ, ε)) < 0. To prove this claim, define
S = {θ ∈ (µ− γ, µ+ γ) : U (θ, ε) ∈ Θ}.
If S = ∅, then M (θ,U (θ, ε)) = −∞ for any θ ∈ (µ− γ, µ+ γ). It remains to consider the case that S 6= ∅.
For simplicity of notations, define
v1 = inf
θ∈Θ
U (θ, ε), v2 = sup
θ∈Θ
U (θ, ε).
Since U (θ, ε) is continuous on θ, there exist u1 and u2 such that
inf Θ < u1 < v1 ≤ v2 < u2 < supΘ.
Define
q = inf
θ∈(µ−γ,µ+γ)
[U (θ, ε)− θ]
and
a = max
θ∈[u1,u2]
a(θ), b = min
θ∈[u1,u2]
b(θ).
Note that q > 0 and
sup
θ∈(µ−γ,µ+γ)
M (θ,U (θ, ε)) ≤ sup
z∈[µ−γ,µ+γ]
θ∈[v1,v2]
θ−z≥
q
2
M (z, θ).
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By the continuity of a(θ) and b(θ) with respect to θ ∈ [u1, u2], we have a < 0 and b > 0. Hence, ψ(s, θ) is
well defined for a < s < b for all θ ∈ (u1, u2). Let d = min{−a, b}. Then, ∂ψ(s,θ)∂s is a continuous function
of θ ∈ (u1, u2) and s ∈ (−d, d). Define M(z, θ) = infs∈[−c,c][s(θ − z) + ψ(s, θ)] with c ∈ (0, d). According
to Lemma 3, we have thatM(z, θ) is a continuous function of z ∈ [µ− γ, µ+ γ] ⊆ Θ and θ ∈ (u1, u2) ⊆ Θ.
By such continuity of M(z, θ) and the fact that M(z, θ) < 0 if z 6= θ, we have that
sup
z∈[µ−γ,µ+γ]
θ∈[v1,v2]
θ−z≥
q
2
M (z, θ) ≤ sup
z∈[µ−γ,µ+γ]
θ∈[v1,v2]
θ−z≥
q
2
M(z, θ) < 0,
which implies that supθ∈(µ−γ,µ+γ) M (θ,U (θ, ε)) < 0. This proves our claim. By a similar argument, we
can show that supθ∈(µ−γ,µ+γ) M (θ,L (θ, ε)) < 0. The proof of the lemma is thus completed.
✷
Lemma 5 Let θǫ be a continuous function of ǫ and z ∈ (a, b) ⊆ Θ such that θǫ − z → 0 uniformly on
z ∈ (a, b) as ǫ → 0. Assume that ∂3ψ(s,z)∂s3 is continuous with respect to s and z at a neighborhood of
s = 0, z = µ, where µ ∈ (a, b). Then, for any ς ∈ (0, 1), there exist γ > 0 and ε∗ > 0 such that
1− ς < − 2V(θǫ)M(z,θǫ)
(θǫ−z)2 < 1 + ς for all z ∈ (µ− γ, µ+ γ) and ε ∈ (0, ε∗).
Proof. Recalling (42), we have g(s, θǫ, z) = s(θǫ − z) + ψ(s, θǫ). For simplicity of notations, define
R(s, θǫ) = ψ(s, θǫ)− V(θǫ)s
2
2
, r(s, θǫ) =
∂[R(s, θǫ)]
∂s
.
Then, M (z, θǫ) = infs∈Sθǫ g(s, θǫ, z) and
g(s, θǫ, z) = (θǫ − z)s+ V(θǫ)s
2
2
+R(s, θǫ),
∂
∂s
g(s, θǫ, z) = θǫ − z + sV(θǫ) + r(s, θǫ).
Since ψ(s, θǫ) is a convex function of s, it follows that g(s, θǫ, z) is also a convex function of s. By the
assumption of the lemma, there exist u ∈ (a, µ), v ∈ (µ, b) and c > 0 such that ∂3ψ(s,z)∂s3 is continuous with
respect to z ∈ [u, v] and s ∈ [−c, c]. Clearly, ∂∂sg(s, θǫ, z) = 0 is equivalent to
s =
z − θǫ
V(θǫ) −
r(s, θǫ)
V(θǫ) . (44)
We claim that there exist η > 0 and ε∗ > 0 satisfying the following requirements:
(i) θǫ ∈ [u, v] for all z ∈ [µ− η, µ+ η] and ǫ ∈ (0, ε∗);
(ii) There exists a unique root sǫ, which is a function of ǫ ∈ (0, ε∗) and z ∈ [µ− η, µ+ η] for equation
(44) with respect to s;
(iii) sǫ → 0 uniformly with respect to z ∈ [µ− η, µ+ η] as ǫ ↓ 0.
To establish the above claim, note that as a consequence of the continuity of θǫ with respect to z and ǫ,
there exist η > 0 and ε1 > 0 such that θǫ ∈ [u, v] for z ∈ [µ− η, µ+ η] and ǫ ∈ (0, ε1). Note that ∂ψ(s,θ)∂s > 0
for s = c and θ ∈ [u, v] ⊆ Θ because ∂ψ(s,θ)∂s = 0 for s = 0 and ψ(s, θ) is convex with respect to s. Since
∂ψ(s,θ)
∂s |s=c is continuous on θ and θǫ ∈ [u, v] for all ǫ ∈ (0, ε1), it follows that
inf
ǫ∈(0,ε1)
∂ψ(s, θǫ)
∂s
∣∣∣∣
s=c
> 0. (45)
Similarly, we can show that
sup
ǫ∈(0,ε1)
∂ψ(s, θǫ)
∂s
∣∣∣∣
s=−c
< 0. (46)
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By virtue of (45), (46) and the assumption that θǫ → z uniformly with respect to z ∈ (a, b) as ǫ ↓ 0, we
have that there exists ε2 ∈ (0, ε1) such that
∂ψ(s, θǫ)
∂s
|s=−c< z − θǫ < ∂ψ(s, θǫ)
∂s
|s=c
for z ∈ [µ − η, µ + η] and ǫ ∈ (0, ε2). As a consequence of this observation and the fact that ∂ψ(s,θǫ)∂s is
increasing on s, we have that for z ∈ [µ− η, µ+ η] and ǫ ∈ (0, ε2), there exists a unique number sǫ ∈ [−c, c]
such that ∂∂sg(s, θǫ, zǫ) = 0 for s = sǫ. To complete the proof of the claim, it remains to show that sǫ ↓ 0
uniformly with respect to z ∈ [µ− η, µ+ η] as ǫ ↓ 0. For this purpose, define
h(s) =
{
minθ∈[u,v]
∂ψ(s,θ)
∂s for s ≥ 0,
maxθ∈[u,v]
∂ψ(s,θ)
∂s for s < 0
Clearly, h(s) is equal to 0 for s = 0 and is continuous, increasing with respect to s ∈ [−c, c]. Moreover,
there exists ε∗ ∈ (0, ε2) such that z − θǫ < h(c) for all ǫ ∈ (0, ε∗) and z ∈ [µ − η, µ + η]. Hence, for every
ǫ ∈ (0, ε∗) such that z − θǫ > 0, there exists tǫ ≥ sǫ > 0 such that z − θǫ = h(tǫ). Since θǫ → z uniformly
with respect to z ∈ [µ − η, µ + η], it follows that tǫ ↓ 0 uniformly with respect to z ∈ [µ − η, µ + η] as
ǫ ↓ 0. Therefore, for ǫ ∈ (0, ε∗) such that z − θǫ > 0, we have that sǫ ↓ 0 uniformly with respect to
z ∈ [µ − η, µ + η] as ǫ ↓ 0. Similarly, it can be argued that there exist η > 0 and ε∗ > 0 such that for
ǫ ∈ (0, ε∗) with z − θǫ < 0, sǫ ↑ 0 uniformly with respect to z ∈ [µ− η, µ+ η] as ǫ ↓ 0. Therefore, we have
shown the above claim.
Now consider R(s, θǫ) and r(s, θǫ). Since the third partial derivative of ψ(t, θǫ) with respect to t is
continuous for t ∈ [−c, c], we have
ψ(s, θǫ) = ψ(t, θǫ)|t=0 + s× ∂[ψ(t, θǫ)]
∂t
|t=0 + s
2
2
× ∂
2[ψ(t, θǫ)]
∂t2
|t=0 + s
3
6
× ∂
3[ψ(t, θǫ)]
∂t3
|t=ςs
= V(θǫ)s
2
2
+
s3
6
× ∂
3[ψ(t, θǫ)]
∂t3
|t=ςs,
where ς ∈ (0, 1) depends on s and θǫ. Thus, R(s, θǫ) = s36 × ∂
3[ψ(t,θǫ)]
∂t3 |t=ςs. Since ∂
3[ψ(t,θ)]
∂t3 is continuous
with respect to t ∈ [−c, c] and θ ∈ [u, v], the minimum and maximum of ∂3[ψ(t,θ)]∂t3 are attained at some
t ∈ [−c, c] and θ ∈ [u, v], which are finite. That is, there exist two constants A and B independent of ǫ and
z such that A < ∂
3[ψ(t,θǫ)]
∂t3 |t=ςs < B. It follows that
A
6
<
R(s, θǫ)
s3
<
B
6
(47)
for ǫ ∈ (0, ε∗), z ∈ [µ− η, µ+ η] and 0 < |s| ≤ c. Since the third partial derivative of ψ(t, θǫ) with respect
to t is continuous for t ∈ [−c, c], we have
∂[ψ(s, θǫ)]
∂s
=
∂[ψ(t, θǫ)]
∂t
|t=0 + s× ∂
2[ψ(t, θǫ)]
∂t2
|t=0 + s
2
2
× ∂
3[ψ(t, θǫ)]
∂t3
|t=ςs = V(θǫ)s+ s
2
2
× ∂
3[ψ(t, θǫ)]
∂t3
|t=ςs,
where ς ∈ (0, 1) depends on s and θǫ. Therefore,
r(s, θǫ)
s2
=
1
s2
[
∂[ψ(s, θǫ)]
∂s
− V(θǫ)s
]
=
1
2
∂3[ψ(t, θǫ)]
∂t3
|t=ςs.
It follows that
A
2
<
r(s, θǫ)
s2
<
B
2
(48)
for ǫ ∈ (0, ε∗), z ∈ [µ− η, µ+ η] and 0 < |s| ≤ c. Making use of (44), we have
− 2V(θǫ)M (z, θǫ)
(θǫ − z)2 = −
2V(θǫ)
(θǫ − z)2
[
(θǫ − z)sǫ + V(θǫ)s
2
ǫ
2
+R(sǫ, θǫ)
]
=
[
1 +
r(sǫ, θǫ)
sǫV(θǫ)
]−2 [
1 + 2
r(sǫ, θǫ)
sǫV(θǫ) −
2sǫ
V(θǫ)
R(sǫ, θǫ)
s3ǫ
]
(49)
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Clearly, 0 < minθ∈[u,v] V(θ) ≤ V(θǫ) ≤ maxθ∈[u,v] V(θ) for z ∈ [µ − η, µ + η] and ǫ ∈ (0, ε∗). Recall that
sǫ → 0 uniformly on z ∈ [µ − η, µ + η] as ǫ ↓ 0. Using these facts and (47), (48) and (49) concludes the
proof of the lemma.
✷
C Proof of Theorem 1
For simplicity of notations, define
W (µ) = E[|X − µ|3], B(µ) = E[|X − µ|
3]
E
3
2 [|X − µ|2] ,
which are continuous functions of µ ∈ Θ.
C.1 Proof of Property (I)
To prove (4), we need the following preliminary result.
Lemma 6 For µ ∈ Θ, there exist a number γ > 0 and a positive integer m > 0 such that {n > n} ⊆
{|Yn − µ| ≥ γ} for all n > m.
Proof. To show the lemma, we need to prove two claims as follows.
(i): For µ ∈ Θ, there exist a number γ > 0 and a positive integer m > 0 such that{
FYn(Yn,U (Yn, ε)) >
δn
2
}
⊆ {|Yn − µ| ≥ γ} for all n > m.
(ii): For µ ∈ Θ, there exist a number γ > 0 and a positive integer m > 0 such that{
GYn(Yn,L (Yn, ε)) >
δn
2
}
⊆ {|Yn − µ| ≥ γ} for all n > m.
To prove the first claim, note that there exists γ > 0 such that µ−γ, µ+γ ∈ Θ and that U (θ, ε)− θ ≥
U (µ,ε)−µ
2 > 0 for all θ ∈ (µ− γ, µ+ γ) ⊆ Θ. Define S = {θ ∈ (µ− γ, µ+ γ) : U (θ, ε) ∈ Θ}. If S = ∅, then{
FYn(Yn,U (Yn, ε)) >
δn
2 , |Yn − µ| < γ
}
= ∅ for n ∈ N. In the other case that S 6= ∅, we have that there
exists a constant D <∞ such that
sup
z∈S
W (U (z, ε))
|z −U (z, ε)|3 < D
It follows from (38) that{
FYn(Yn,U (Yn, ε)) >
δn
2
, |Yn − µ| < γ
}
=
{
FYn(Yn,U (Yn, ε)) >
δn
2
, U (Yn, ε) ∈ Θ, |Yn − µ| < γ
}
⊆
{
1
2
exp
(
−n|Yn −U (Yn, ε)|
2
2V(U (Yn, ε))
)
+
CW (U (Yn, ε))
n2|Yn −U (Yn, ε)|3 >
δn
2
, U (Yn, ε) ∈ Θ, |Yn − µ| < γ
}
⊆
{
1
2
exp
(
−n|Yn −U (Yn, ε)|
2
2V(U (Yn, ε))
)
+
CD
n2
>
δn
2
, U (Yn, ε) ∈ Θ, |Yn − µ| < γ
}
⊆
{
exp
(
−n|Yn −U (Yn, ε)|
2
2V(U (Yn, ε))
)
>
δ
4
, U (Yn, ε) ∈ Θ, |Yn − µ| < γ
}
⊆
{
exp
(
−n|Yn −U (Yn, ε)|
2
2V∗
)
>
δ
4
, |Yn − µ| < γ
}
⊆
{
U (Yn, ε)− Yn < U (µ, ε)− µ
2
, |Yn − µ| < γ
}
= ∅
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for large enough n, where V∗ = supθ∈S V(θ). Hence, in both cases that S = ∅ and S 6= ∅,{
FYn(Yn,U (Yn, ε)) >
δn
2
}
⊆
{
FYn(Yn,U (Yn, ε)) >
δn
2
, |Yn − µ| < γ
}
∪ {|Yn − µ| ≥ γ}
= {|Yn − µ| ≥ γ}
for large enough n. This establishes the first claim. Similarly, we can show the second claim.
By the definition of the stopping rule, we have that
{n > n} ⊆
{
FYn(Yn,U (Yn, ε)) >
δn
2
}
∪
{
GYn(Yn,L (Yn, ε)) >
δn
2
}
. (50)
Finally, the proof of the lemma is completed by making use of (50) and our two established claims.
✷
We are now in a position to prove (4). According to Lemma 6, there exist an integer m and a positive
number γ > 0 such that
Pr{n > n} ≤ Pr{|Yn − µ| ≥ γ} for all n > m. (51)
Making use of (51) and the weak law of large numbers, we have
0 ≤ lim sup
n→∞
Pr{n > n} ≤ lim
n→∞Pr{|Yn − µ| ≥ γ} = 0,
which implies that limn→∞ Pr{n > n} = 0. It follows that
Pr{n <∞} = 1− lim
n→∞Pr{n > n} = 1.
By virtue of (40) of Lemma 1 and (51), we have
E[n] ≤ m+
∑
n>m
Pr{|Yn − µ| ≥ γ} ≤ m+
∑
n>m
[
exp
(
−n
2
γ2
V(µ)
)
+
2C
n2
W (µ)
γ3
]
<∞.
This completes the proof of (4).
C.2 Proof of Property (II)
To prove (5), define
Ln = L (Yn, ε), Ln−1 = L (Yn−1, ε), Un = U (Yn, ε), Un−1 = U (Yn−1, ε)
and
E1 =
{
FYn (Yn,Un) ≤
δn
2
, GYn (Yn,Ln) ≤
δn
2
}
,
E2 = {n = mε}
⋃{
FY
n−1(Yn−1,Un−1) >
δn−1
2
, n > mε
}⋃{
GY
n−1(Yn−1,Ln−1) >
δn−1
2
, n > mε
}
,
E3 =
{
lim
ε↓0
n =∞, lim
ε↓0
Yn = µ, lim
ε↓0
Yn−1 = µ
}
,
E4 = E1 ∩ E2 ∩ E3,
E5 =
{
lim
ε↓0
n
N (ε, δ, µ) = 1
}
.
By the assumption that mε → ∞ as ε ↓ 0, we have that {limε↓0 n = ∞} is a sure event. It follows from
the strong law of large numbers that E3 is an almost sure event. By the definition of the stopping rule,
we have that E1 ∩ E2 is an almost sure event. Hence, E4 is an almost sure event. To show (5), it suffices
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to show that E4 ⊆ E5. For this purpose, we let ω ∈ E4 and expect to show that ω ∈ E5. For simplicity of
notations, let
n = n(ω), yn = Yn(ω), Ln = L (yn, ε), Un = U (yn, ε),
yn−1 = Yn−1(ω), Ln−1 = L (yn−1, ε), Un−1 = U (yn−1, ε).
Let η > 0 be small enough so that µ+ η, µ− η ∈ Θ. Then, there exists ε⋆ > 0 such that
|Ln − µ| < η, |Un − µ| < η, |Ln−1 − µ| < η, |Un−1 − µ| < η
for all ε ∈ (0, ε⋆). It follows from the continuity of B(.) that there exists a constant K > 0 such that
B(Ln) < K, B(Un) < K, B(Ln−1) < K, B(Un−1) < K
for all ε ∈ (0, ε⋆). Since ω ∈ E1, we have
FYn(yn, Un) ≤
δn
2
, GYn(yn, Ln) ≤
δn
2
.
Applying (36), (37) of Lemma 1 and these inequalities, we have
Φ
(√
n[yn − Un]√V(Un)
)
− B(Un)√
n
≤ δn
2
, Φ
(√
n[Ln − yn]√V(Ln)
)
− B(Ln)√
n
≤ δn
2
which can be written as
n
N (ε, δ, µ) ≥
1
Z2
[
Φ−1
(
1− δn
2
− B(Un)√
n
)]2 [
κ(µ)ε
Un − yn
]2 V(Un)
V(µ) ,
n
N (ε, δ, µ) ≥
1
Z2
[
Φ−1
(
1− δn
2
− B(Ln)√
n
)]2 [
κ(µ)ε
yn − Ln
]2 V(Ln)
V(µ) .
These two inequalities imply that
lim inf
ε↓0
n
N (ε, δ, µ) ≥ 1. (52)
As a consequence of (52) and the assumption that limε↓0 ε2mε = 0, it must be true that n 6= mε for small
enough ε ∈ (0, ε⋆). By virtue of this observation and ω ∈ E2, we have that either
FYn−1(yn−1, Un−1) >
δn−1
2
or GYn−1(yn−1, Ln−1) >
δn−1
2
must be true for small enough ε ∈ (0, ε⋆). It follows from (36) and (37) that either
Φ
(√
n− 1[yn−1 − Un−1]√V(Un−1)
)
+
B(Un−1)√
n− 1 >
δn−1
2
or
Φ
(√
n− 1[Ln−1 − yn−1]√V(Ln−1)
)
+
B(Ln−1)√
n− 1 >
δn−1
2
must be true for small enough ε ∈ (0, ε⋆). Hence, either
n
N (ε, δ, µ) <
1
Z2
[
Φ−1
(
1− δn−1
2
− B(Un−1)√
n
)]2 [
κ(µ)ε
Un−1 − yn−1
]2
nV(Un−1)
(n− 1)V(µ)
or
n
N (ε, δ, µ) <
1
Z2
[
Φ−1
(
1− δn−1
2
− B(Ln−1)√
n
)]2 [
κ(µ)ε
yn−1 − Ln−1
]2
nV(Ln−1)
(n− 1)V(µ)
21
must be true for small enough ε ∈ (0, ε⋆). Making use of these two inequalities, we have that
lim sup
ε↓0
n
N (ε, δ, µ) ≤ 1. (53)
Combining (52) and (53) yields
lim
ε↓0
n
N (ε, δ, µ) = 1.
Thus, we have shown E4 ⊆ E5, which implies (5).
C.3 Proof of Property (III)
For purpose of simplifying notations, define
Ln = L(Yn, ε), Un = U(Yn, ε).
To prove (6), we need to show the following preliminary results.
Lemma 7
Pr
{
lim
ε↓0
√
n[Yn − Un]√V(µ) = −Z
}
= 1, (54)
Pr
{
lim
ε↓0
√
n[Ln − Yn]√V(µ) = −Z
}
= 1. (55)
Proof. Let Ei, i = 1, · · · , 5 be defined as before in the proof of property (II). Define
E6 =
{
lim
ε↓0
√
n[Yn − Un]√V(µ) = −Z
}
.
To show equation (54), it suffices to show E4 ⊆ E6. For this purpose, we let ω ∈ E4 and expect to show
that ω ∈ E6.
For simplicity of notations, let n = n(ω), yn = Yn(ω), yn−1 = Yn−1(ω),
Ln = L (yn, ε), Un = U (yn, ε), Ln = L(yn, ε), Un = U(yn, ε),
Ln−1 = L (yn−1, ε), Un−1 = U (yn−1, ε), Ln−1 = L(yn−1, ε), Un−1 = U(yn−1, ε).
Let η > 0 be small enough so that µ+ η, µ− η ∈ Θ. Then, there exists ε⋆ > 0 such that
|Ln − µ| < η, |Un − µ| < η, |Ln−1 − µ| < η, |Un−1 − µ| < η
for all ε ∈ (0, ε⋆). It follows from the continuity of B(.) that there exists a constant K > 0 such that
B(Ln) < K, B(Un) < K, B(Ln−1) < K, B(Un−1) < K
for all ε ∈ (0, ε⋆). Since ω ∈ E1, we have FYn(yn, Un) ≤ δn2 . Making use of this inequality and (36), we
have that √
n[Un − yn]√V(µ) ≥ Φ−1
(
1− δn
2
− B(Un)√
n
)√V (Un)
V(µ)
Un − yn
Un − yn ,
which implies that
lim inf
ε↓0
√
n[Un − yn]√V(µ) ≥ Z.
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On the other hand, as a consequence of ω ∈ E2 and the fact that n 6= mε for small enough ε ∈ (0, ε⋆), we
have that either FYn−1(yn−1, Un−1) >
δn−1
2 or GYn−1(yn−1, Ln−1) >
δn−1
2 must be true for small enough
ε ∈ (0, ε⋆). Making use of this observation and (36), (37), we have that either
√
n[Un − yn]√V(µ) < Φ−1
(
1− δn−1
2
− B(Un−1)√
n− 1
)
Un − yn
Un−1 − yn−1
√
nV (Un−1)
(n− 1)V(µ)
Un − yn
Un − yn or
√
n[Un − yn]√V(µ) < Φ−1
(
1− δn−1
2
− B(Ln−1)√
n− 1
)
Un − yn
yn−1 − Ln−1
√
nV (Ln−1)
(n− 1)V(µ)
Un − yn
Un − yn
must be true for small enough ε ∈ (0, ε⋆). This implies that
lim sup
ε↓0
√
n[Un − yn]√V(µ) ≤ Z.
Hence,
lim
ε↓0
√
n[Un − yn]√V(µ) = Z.
This shows ω ∈ E6 and thus E4 ⊆ E6. It follows that Pr{E6} = 1, which implies (54). Similarly, we can
show (55). This completes the proof of the lemma.
✷
We are now in a position to prove (6). Note that
Pr {Un ≤ µ} = Pr
{√
n(Yn − µ)√V(µ) ≤
√
n[Yn − Un]√V(µ)
}
≤ Pr
{√
n(Yn − µ)√V(µ) ≤ −Z(1− η)
}
+ Pr
{√
n[Yn − Un]√V(µ) /∈ [−Z(1 + η),−Z(1− η)]
}
and that
Pr {Un ≤ µ} ≥ Pr
{√
n(Yn − µ)√V(µ) ≤ −Z(1 + η)
}
− Pr
{√
n[Yn − Un]√V(µ) /∈ [−Z(1 + η),−Z(1− η)]
}
.
From Anscombe’s random central limit theorem, we have
lim
ε↓0
Pr
{√
n(Yn − µ)√V(µ) ≤ −Z(1− η)
}
= Φ(−Z(1− η)),
lim
ε↓0
Pr
{√
n(Yn − µ)√V(µ) ≤ −Z(1 + η)
}
= Φ(−Z(1 + η)).
From (54) of Lemma 7, we have
lim
ε↓0
Pr
{√
n[Yn − Un]√V(µ) /∈ [−Z(1 + η),−Z(1− η)]
}
= 0.
Therefore,
Φ(−Z(1 + η)) ≤ lim
ε↓0
Pr {Un ≤ µ} ≤ Φ(−Z(1− η))
for any η ∈ (0, 1). Since the above inequalities hold for any η ∈ (0, 1), it follows that limε↓0 Pr{Un ≤
µ} = Φ(−Z) = δ
2
. By a similar argument, we can show that limε↓0 Pr{Ln ≥ µ} = δ2 . It follows that
limε↓0 Pr{Ln < µ < Un} = 1− δ.
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C.4 Proof of Property (IV)
To prove (7), we need some preliminary results.
Lemma 8 For any η ∈ (0, 1), there exist γ > 0 and ε∗ > 0 such that {n > m} ⊆ {|Ym − µ| ≥ γ} for all
m ≥ (1 + η)N with ε ∈ (0, ε∗), where N = N (ε, δ, µ).
Proof. Clearly, for given η ∈ (0, 1), there exists ς ∈ (0, 1) such that
(
1−ς
1+ς
)2
(1+η) > 1. As a consequence
of κ(µ) > 0 and the continuity assumption associated with (1), there exist γ1 > 0 and ε1 > 0 such that
L (z, ε) ∈ Θ, U (z, ε) ∈ Θ
and that
(1− ς)κ(µ) < U (z, ε)− z
ε
< (1 + ς)κ(µ), (56)
(1− ς)κ(µ) < z −L (z, ε)
ε
< (1 + ς)κ(µ) (57)
for all z ∈ (µ− γ1, µ+ γ1) ⊆ Θ and ε ∈ (0, ε1). Since V (U (z, ε)) and V (L (z, ε)) are continuous functions
of z and ε which tend to V(µ) > 0 as (z, ε)→ (µ, 0), there exist γ ∈ (0, γ1) and ε2 ∈ (0, ε1) such that
V (U (z, ε)) <
(
1− ς
1 + ς
)2
(1 + η)V(µ), V (L (z, ε)) <
(
1− ς
1 + ς
)2
(1 + η)V(µ) (58)
for all z ∈ (µ− γ, µ+ γ) and ε ∈ (0, ε2). It follows from (56), (57) and (58) that√
(1 + η)N [U (z, ε)− z]√V (U (z, ε)) ≥
√
(1 + η)N(1− ς)κ(µ)ε√V (U (z, ε)) ≥ (1 + ς)Z, (59)√
(1 + η)N [z −L (z, ε)]√V (L (z, ε)) ≥
√
(1 + η)N (1− ς)κ(µ)ε√V (L (z, ε)) ≥ (1 + ς)Z (60)
for all z ∈ (µ− γ, µ+ γ) and ε ∈ (0, ε2). Observe that
Φ−1
(
1− δm
2
+
B(U (z, ε))√
m
)
and Φ−1
(
1− δm
2
+
B(L (z, ε))√
m
)
are continuous functions of z, ε and m. Since L (z, ε) and U (z, ε) are bounded and contained in Θ for all
z ∈ (µ−γ, µ+γ) and ε ∈ (0, ε2), it follows from the continuity of L (., ε), U (., ε) and B(.) that B(L (z, ε))
and B(U (z, ε)) are bounded for all z ∈ (µ − γ, µ+ γ) and ε ∈ (0, ε2). By such boundedness and the fact
that δm → δ as ε ↓ 0, there exists ε∗ ∈ (0, ε2) such that
Φ−1
(
1− δm
2
+
B(U (z, ε))√
m
)
< (1 + ς)Z, (61)
Φ−1
(
1− δm
2
+
B(L (z, ε))√
m
)
< (1 + ς)Z (62)
for all z ∈ (µ− γ, µ+ γ) and m ≥ (1 + η)N with ε ∈ (0, ε∗). Combing (59), (60), (61) and (62) yields
√
m[U (z, ε)− z]√V (U (z, ε)) ≥ Φ−1
(
1− δm
2
+
B(U (z, ε))√
m
)
,
√
m[z −L (z, ε)]√V (L (z, ε)) ≥ Φ−1
(
1− δm
2
+
B(L (z, ε))√
m
)
for all z ∈ (µ− γ, µ+ γ) and m ≥ (1 + η)N with ε ∈ (0, ε∗). This implies that that
{|Ym − µ| < γ} ⊆
{√
m[U (Ym, ε)− Ym]√V (U (Ym, ε)) ≥ Φ−1
(
1− δm
2
+
B(U (Ym, ε))√
m
)
, U (Ym, ε) ∈ Θ
}
⋂{√m[Ym −L (Ym, ε)]√V (L (Ym, ε)) ≥ Φ−1
(
1− δm
2
+
B(L (Ym, ε))√
m
)
, L (Ym, ε) ∈ Θ
}
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for all m ≥ (1 + η)N with ε ∈ (0, ε∗). Making use of this result and the observation that
{n ≤ m} ⊇
{
FYm(Ym, U (Ym, ε)) ≤
δm
2
, GYm(Ym, L (Ym, ε)) ≤
δm
2
, L (Ym, ε) ∈ Θ, U (Ym, ε) ∈ Θ
}
⊇
{√
m[U (Ym, ε)− Ym]√V (U (Ym, ε)) ≥ Φ−1
(
1− δm
2
+
B(U (Ym, ε))√
m
)
, U (Ym, ε) ∈ Θ
}
⋂{√m[Ym −L (Ym, ε)]√V (L (Ym, ε)) ≥ Φ−1
(
1− δm
2
+
B(L (Ym, ε))√
m
)
, L (Ym, ε) ∈ Θ
}
,
we have that {|Ym − µ| < γ} ⊆ {n ≤ m} for all m ≥ (1 + η)N with ε ∈ (0, ε∗). The proof of the lemma is
thus completed.
✷
Lemma 9 Assume that Pr{limε↓0 nN (ε,δ,µ) = 1} = 1 and
lim
ε↓0
∑
m≥(1+η)N Pr{n > m}
N (ε, δ, µ) = 0 for any η ∈ (0, 1). (63)
Then,
lim
ε↓0
E[n]
N (ε, δ, µ) = 1.
Proof. For notational simplicity, let N = N (ε, δ, µ) as before. Let η ∈ (0, 1). As a consequence of the
assumption that Pr{limε↓0 nN (ε,δ,µ) = 1} = 1, we have
lim
ε↓0
Pr{(1− η)N ≤ n ≤ (1 + η)N} = 1. (64)
Noting that
E[n] =
∞∑
m=0
mPr{n = m} ≥
∑
(1−η)N≤m≤(1+η)N
mPr{n = m} ≥ (1− η)N
∑
(1−η)N≤m≤(1+η)N
Pr{n = m},
we have
E[n] ≥ (1− η)N Pr{(1− η)N ≤ n ≤ (1 + η)N}. (65)
Combining (64) and (65) yields
lim inf
ε↓0
E[n]
N (ε, δ, µ) ≥ (1− η) limε↓0 Pr{(1− η)N ≤ n ≤ (1 + η)N} = 1− η.
Since the above inequality holds for any η ∈ (0, 1), we have that
lim inf
ε↓0
E[n]
N (ε, δ, µ) ≥ 1. (66)
On the other hand, using E[n] =
∑∞
m=0 Pr{n > m}, we can write
E[n] =
∑
0≤m<(1+η)N
Pr{n > m}+
∑
m≥(1+η)N
Pr{n > m} ≤ ⌈(1 + η)N⌉+
∑
m≥(1+η)N
Pr{n > m}.
Observing that lim supε↓0
⌈(1+η)N⌉
N (ε,δ,µ) = 1 + η and making use of the assumption (63), we have that
lim sup
ε↓0
E[n]
N (ε, δ, µ) ≤ 1 + η
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holds for any η ∈ (0, 1), which implies
lim sup
ε↓0
E[n]
N (ε, δ, µ) ≤ 1. (67)
Finally, the lemma is established by combining (66) and (67).
✷
We are now in a position to prove (7). According to Lemma 8, we have that
Pr{n > m} ≤ Pr{|Ym − µ| ≥ γ}
for all m ≥ (1 + η)N with sufficiently small ε > 0. Using (40) of Lemma 1, we have
lim sup
ε↓0
∑
m≥(1+η)N Pr{n > m}
N (ε, δ, µ) ≤ lim supε↓0
∑
m≥(1+η)N Pr{|Ym − µ| ≥ γ}
N (ε, δ, µ)
≤ lim sup
ε↓0
∑
m≥(1+η)N
1
N (ε, δ, µ)
[
exp
(
−m
2
γ2
V(µ)
)
+
2C
m2
W (µ)
γ3
]
= 0,
which implies that (63) holds. Since Pr{limε↓0 nN (ε,δ,µ) = 1} = 1 and (63) is true, it follows from Lemma 9
that limε↓0
E[n]
N (ε,δ,µ) = 1.
C.5 Proof of Inequality (9)
By the established property that Pr{n <∞} = 1, we have
Pr {µ /∈ I} ≤
∞∑
n=mε
Pr {µ /∈ I, n = n} . (68)
Clearly,
Pr {µ /∈ I, n = n} ≤ Pr {n = n} for all n ≥ mε. (69)
We claim that
Pr {µ /∈ I, n = n} ≤ δn for all n ≥ mε. (70)
To prove this claim, note that, as a consequence of the definitions of the stopping rule and the sequential
random interval I,
Pr {µ /∈ I, n = n} ≤ Pr {µ ≥ U (Yn, ε), n = n}+ Pr {µ ≤ L (Yn, ε), n = n}
≤ Pr
{
µ ≥ U (Yn, ε), FYn(Yn,U (Yn, ε)) ≤
δn
2
}
+Pr
{
µ ≤ L (Yn, ε), GYn(Yn,L (Yn, ε)) ≤
δn
2
}
(71)
for all n ≥ mε. By the assumption that Pr{Yn ≤ z} is non-increasing with respect to µ ∈ Θ, we have that
Pr
{
µ ≥ U (Yn, ε), FYn(Yn,U (Yn, ε)) ≤
δn
2
}
≤ Pr
{
µ ≥ U (Yn, ε), FYn(Yn, µ) ≤
δn
2
}
≤ Pr
{
FYn(Yn, µ) ≤
δn
2
}
≤ δn
2
(72)
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for all n ≥ mε. Since Pr{Yn ≤ z} is non-increasing with respect to µ ∈ Θ, it follows that Pr{Yn ≥ z} is
non-decreasing with respect to µ ∈ Θ. Hence,
Pr
{
µ ≤ L (Yn, ε), GYn(Yn,L (Yn, ε)) ≤
δn
2
}
≤ Pr
{
µ ≤ L (Yn, ε), GYn(Yn, µ) ≤
δn
2
}
≤ Pr
{
GYn(Yn, µ) ≤
δn
2
}
≤ δn
2
(73)
for all n ≥ mε. Combining (71), (72) and (73) yields (70). The claim is thus proved. Finally, the inequality
(9) is established by virtue of (68), (69) and (70).
D Proof of Theorem 2
D.1 Proof of Property (I)
To establish (4), we can make use of a similar method as that of the counterpart of Theorem 1 and Lemma
10 as follows.
Lemma 10 There exist a real number γ > 0 and an integer m > 0 such that
Pr{n > n} ≤ Pr{|Yn − µ| ≥ γ} for all n > m. (74)
Proof. From Lemma 4, we have that there exists a number γ > 0 such that (µ− γ, µ+ γ) ⊆ Θ and that
sup
θ∈(µ−γ,µ+γ)
M (θ,U (θ, ε)) < 0.
Since limn→∞Φ
(√
2 ln δn2
)
= 1− δ2 , we have that
ln δn2
n → 0 as n→∞. It follows that there exists m > 0
such that
ln δn2
n
> sup
θ∈(µ−γ,µ+γ)
M (θ,U (θ, ε)) for n > m.
This implies that {
M (Yn,U (Yn, ε)) >
ln δn2
n
, |Yn − µ| < γ
}
= ∅ for all n > m.
It follows that{
M (Yn,U (Yn, ε)) >
ln δn
2
n
}
⊆
{
M (Yn,U (Yn, ε)) >
ln δn
2
n
, |Yn − µ| < γ
}
∪ {|Yn − µ| ≥ γ}
= {|Yn − µ| ≥ γ}
for all n > m. So, we have shown that there exist a real number γ > 0 and an integer m > 0 such that{
M (Yn,U (Yn, ε)) >
ln δn2
n
}
⊆ {|Yn − µ| ≥ γ} for all n > m. In a similar manner, we can show that there
exist a real number γ > 0 and an integer m > 0 such that{
M (Yn,L (Yn, ε)) >
ln δn2
n
}
⊆ {|Yn − µ| ≥ γ} for all n > m.
27
Therefore, there exist a real number γ > 0 and an integer m > 0 such that{
M (Yn,U (Yn, ε)) ≤ ln
δn
2
n
, M (Yn,L (Yn, ε)) ≤ ln
δn
2
n
}
⊇ {|Yn − µ| < γ}
for all n > m. Making use of this result and the definition of the stopping rule, we have that {n > n} ⊆
{|Yn − µ| ≥ γ} for all n > m. This completes the proof of the lemma. ✷
D.2 Proof of Property (II)
To show (5), define
Ln = L (Yn, ε), Ln−1 = L (Yn−1, ε), Un = U (Yn, ε), Un−1 = U (Yn−1, ε)
and
E1 =
{
M (Yn,Un) ≤ ln(
δn
2
)
n
, M (Yn,Ln) ≤ ln(
δn
2
)
n
}
,
E2 = {n = mε}
⋃{
M (Yn−1,Un−1) >
ln(
δ
n−1
2
)
n− 1 , n > mε
}⋃{
M (Yn−1,Ln−1) >
ln(
δ
n−1
2
)
n− 1 , n > mε
}
,
E3 =
{
lim
ε↓0
n =∞, lim
ε↓0
Yn = µ, lim
ε↓0
Yn−1 = µ
}
,
E4 = E1 ∩ E2 ∩ E3,
E5 =
{
lim
ε↓0
n
N (ε, δ, µ) = 1
}
.
Recalling the assumption that mε → ∞ as ε ↓ 0, we have that {limε↓0 n = ∞} is a sure event. By the
strong law of large numbers, E3 is an almost sure event. By the definition of the stopping rule, we have
that E1 ∩ E2 is an almost sure event. It follows that E4 is an almost sure event. Hence, to show (5), it
suffices to show E4 ⊆ E5. For this purpose, we let ω ∈ E4 and expect to show ω ∈ E5. For simplicity of
notations, let
n = n(ω), yn = Yn(ω), yn−1 = Yn−1(ω)
Ln−1 = L (yn−1, ε), Un−1 = U (yn−1, ε).
We restrict ε > 0 to be sufficiently small so that
Ln ∈ Θ, Un ∈ Θ, Ln−1 ∈ Θ, Un−1 ∈ Θ.
As a consequence of ω ∈ E1,
n ≥ ln(
δn
2 )
M (yn, Un)
, (75)
n ≥ ln(
δn
2 )
M (yn, Ln)
. (76)
Note that (75) can be written as
n
N (ε, δ, µ) ≥
2 ln( δn2 )
Z2
[Un − yn]2
2V(Un)M (yn, Un)
V(Un)
[Un − yn]2
[κ(µ)ε]2
V(µ) . (77)
Invoking Lemma 5, we have
lim
ε↓0
[Un − yn]2
2V(Un)M (yn, Un) = −1. (78)
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Combining (77) and (78) yields
lim inf
ε↓0
n
N (ε, δ, µ) ≥ 1. (79)
Similarly, using Lemma 5, we can deduce (79) from (76). As a consequence of (79) and the assumption
that limε↓0 ε2mε = 0, it must be true that n 6= mε for small enough ε > 0. In view of this fact and ω ∈ E2,
we have that either
n− 1 < ln(
δn−1
2 )
M (yn−1, Un−1)
or n− 1 < ln(
δn−1
2 )
M (yn−1, Ln−1)
must be true for small enough ε > 0. Hence, either
n
N (ε, δ, µ) <
n
n− 1
2 ln( δn−12 )
Z2
[Un−1 − yn−1]2
2V(Un−1)M (yn−1, Un−1)
V(Un−1)
[Un−1 − yn−1]2
[κ(µ)ε]2
V(µ)
or
n
N (ε, δ, µ) <
n
n− 1
2 ln( δn−12 )
Z2
[Ln−1 − yn−1]2
2V(Ln−1)M (yn−1, Ln−1)
V(Ln−1)
[Ln−1 − yn−1]2
[κ(µ)ε]2
V(µ)
must be true for small enough ε > 0. Making use of Lemma 5 and these two inequalities, we have
lim sup
ε↓0
n
N (ε, δ, µ) ≤ 1. (80)
Combining (79) and (80) yields
lim
ε↓0
n
N (ε, δ, µ) = 1.
Thus, we have shown that E4 ⊆ E5, which implies that (5) is true.
D.3 Proof of Property (III)
To establish (6), we can make use of a similar method as that of the counterpart of Theorem 1 and Lemma
11 as follows.
Lemma 11
Pr
{
lim
ε↓0
√
n[Yn − Un]√V(µ) = −Z
}
= 1, (81)
Pr
{
lim
ε↓0
√
n[Ln − Yn]√V(µ) = −Z
}
= 1, (82)
where Ln = L(Yn, ε) and Un = U(Yn, ε).
Proof. Let Ei, i = 1, · · · , 5 be defined as before in the proof of property (II). Define
E6 =
{
lim
ε↓0
√
n[Yn − Un]√V(µ) = −Z
}
.
To show (81), it suffices to show E4 ⊆ E6. For this purpose, we let ω ∈ E4 and attempt to show ω ∈ E6.
For simplicity of notations, let n = n(ω), yn = Yn(ω), yn−1 = Yn−1(ω),
Ln = L (yn, ε), Un = U (yn, ε), Ln = L(yn, ε), Un = U(yn, ε),
Ln−1 = L (yn−1, ε), Un−1 = U (yn−1, ε), Ln−1 = L(yn−1, ε), Un−1 = U(yn−1, ε).
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We restrict ε > 0 to be sufficiently small so that
Ln ∈ Θ, Un ∈ Θ, Ln−1 ∈ Θ, Un−1 ∈ Θ.
As a consequence of ω ∈ E1, we have M (yn, Un) ≤ ln
δn
2
n , which can be written as
√
n[Un − yn]√V(µ) ≥ Z
√
2 ln( δn2 )
Z2
(Un − yn)2
2V(Un)M (yn, Un)
V(Un)
V(µ)
Un − yn
Un − yn .
By virtue of this inequality and Lemma 5, we have
lim inf
ε↓0
√
n[Un − yn]√V(µ) ≥ Z.
On the other hand, since n 6= mε for small enough ε > 0 and ω ∈ E2, it follows that either M (yn−1, Un−1) >
ln
δn−1
2
n−1 or M (yn−1, Ln−1) >
ln
δn−1
2
n−1 must be true for small enough ε > 0. This implies that either
√
n[Un − yn]√V(µ) < Z
√
n
n− 1
2 ln( δn−12 )
Z2
(Un−1 − yn−1)2
2V(Un−1)M (yn−1, Un−1)
V(Un−1)
V(µ)
Un − yn
Un−1 − yn−1 or
√
n[Un − yn]√V(µ) < Z
√
n
n− 1
2 ln( δn−12 )
Z2
(Ln−1 − yn−1)2
2V(Ln−1)M (yn−1, Ln−1)
V(Ln−1)
V(µ)
Un − yn
yn−1 − Ln−1
must be true for small enough ε > 0. Making use of these inequalities and Lemma 5, we have
lim sup
ε↓0
√
n[Un − yn]√V(µ) ≤ Z.
Hence, limε↓0
√
n[Un−yn]√
V(µ) = Z. This shows ω ∈ E6 and thus E4 ⊆ E6. It follows that Pr{E6} = 1, which
implies (81). Similarly, we can show (82). This completes the proof of the lemma.
✷
D.4 Proof of Property (IV)
To establish (7), we can make use of a similar method as that of the counterpart of Theorem 1 and Lemma
12 as follows.
Lemma 12 For any η ∈ (0, 1), there exist γ > 0 and ε∗ > 0 such that {n > m} ⊆ {|Ym − µ| ≥ γ} for all
m ≥ (1 + η)N with ε ∈ (0, ε∗), where N = N (ε, δ, µ).
Proof. Clearly, for η ∈ (0, 1), there exists ς ∈ (0, 1) such that (1− ς)4(1 + η) > 1. Since Φ(
√
2 ln 2δm )→
1− δ2 as m→∞, there exists ε0 > 0 such that
ln
2
δm
<
Z2
2(1− ς) (83)
for all m ≥ (1 + η)N with ε ∈ (0, ε0). As a consequence of κ(µ) > 0 and the continuity assumption
associated with (1), there exist γ1 > 0 and ε1 ∈ (0, ε0) such that
[U (z, ε)− z]2 > (1− ς)2[κ(µ)ε]2, [L (z, ε)− z]2 > (1− ς)2[κ(µ)ε]2 (84)
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for all z ∈ (µ− γ1, µ+ γ1) and ε ∈ (0, ε1). Since V (U (z, ε)) and V (L (z, ε)) are continuous functions of z
and ε which tend to V(µ) > 0 as (z, ε)→ (µ, 0), there exist γ2 ∈ (0, γ1) and ε2 ∈ (0, ε1) such that
L (z, ε) ∈ Θ, U (z, ε) ∈ Θ
and that
V (U (z, ε)) < (1− ς)4 (1 + η)V(µ), V (L (z, ε)) < (1− ς)4 (1 + η)V(µ) (85)
for all z ∈ (µ− γ2, µ+ γ2) and ε ∈ (0, ε2). Using (84), (85) and the fact that V(µ) = N [κ(µ)ε]
2
Z2 , we have
V (U (z, ε)) < (1− ς)4 (1 + η)N [κ(µ)ε]
2
Z2 < (1− ς)
2
(1 + η)
N [U (z, ε)− z]2
Z2 ,
V (L (z, ε)) < (1− ς)4 (1 + η)N [κ(µ)ε]
2
Z2 < (1− ς)
2
(1 + η)
N [L (z, ε)− z]2
Z2
for all z ∈ (µ− γ2, µ+ γ2) and ε ∈ (0, ε2). It follows that
Z2
2
< (1 + η)N
(1− ς)2 [U (z, ε)− z]2
2V (U (z, ε)) ,
Z2
2
< (1 + η)N
(1− ς)2 [L (z, ε)− z]2
2V (L (z, ε)) (86)
for all z ∈ (µ− γ2, µ+ γ2) and ε ∈ (0, ε2). According to Lemma 5, there exist γ ∈ (0, γ2) and ε∗ ∈ (0, ε2)
such that
M (z,U (z, ε)) <
−(1− ς)[U (z, ε)− z]2
2V(U (z, ε)) , M (z,L (z, ε)) <
−(1− ς)[L (z, ε)− z]2
2V(L (z, ε)) (87)
for z ∈ (µ− γ, µ+ γ) and ε ∈ (0, ε∗). Combining (86) and (87) yields
Z2
2(1− ς) < (1 + η)N [−M (z,U (z, ε))],
Z2
2(1− ς) < (1 + η)N [−M (z,L (z, ε))] (88)
for all z ∈ (µ− γ, µ+ γ) and ε ∈ (0, ε∗). It follows from (83) and (88) that
ln
2
δm
< m[−M (z,U (z, ε))], ln 2
δm
< m[−M (z,L (z, ε))]
for all z ∈ (µ− γ, µ+ γ) and m ≥ (1 + η)N with ε ∈ (0, ε∗). This implies that
{|Ym − µ| < γ}
⊆
{
M (Ym,U (Ym, ε)) ≤ ln(
δm
2
)
m
, M (Ym,L (Ym, ε)) ≤ ln(
δm
2
)
m
, L (Ym, ε) ∈ Θ, U (Ym, ε) ∈ Θ
}
⊆ {n ≤ m}
for all m ≥ (1 + η)N with ε ∈ (0, ε∗). The proof of the lemma is thus completed.
✷
D.5 Proof of Inequality (13)
By the established property that Pr{n <∞} = 1, we have
Pr {µ /∈ I} ≤
∞∑
n=mε
Pr {µ /∈ I, n = n} . (89)
Clearly,
Pr {µ /∈ I, n = n} ≤ Pr {n = n} for all n ≥ mε. (90)
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We claim that
Pr {µ /∈ I, n = n} ≤ δn for all n ≥ mε. (91)
To prove this claim, note that, as a consequence of the definitions of the stopping rule and the sequential
random interval I,
Pr {µ /∈ I, n = n} ≤ Pr {µ ≥ U (Yn, ε), n = n}+ Pr {µ ≤ L (Yn, ε), n = n}
≤ Pr
{
µ ≥ U (Yn, ε), M (Yn,U (Yn, ε)) ≤ 1
n
ln
δn
2
}
+Pr
{
µ ≤ L (Yn, ε), M (Yn,L (Yn, ε)) ≤ 1
n
ln
δn
2
}
≤ Pr
{
µ ≥ U (Yn, ε), FYn(Yn,U (Yn, ε)) ≤
δn
2
}
+Pr
{
µ ≤ L (Yn, ε), GYn(Yn,L (Yn, ε)) ≤
δn
2
}
(92)
for all n ≥ mε.
By the assumption that Pr{Yn ≤ z} is non-increasing with respect to µ ∈ Θ, we have that
Pr
{
µ ≥ U (Yn, ε), FYn(Yn,U (Yn, ε)) ≤
δn
2
}
≤ Pr
{
µ ≥ U (Yn, ε), FYn(Yn, µ) ≤
δn
2
}
≤ Pr
{
FYn(Yn, µ) ≤
δn
2
}
≤ δn
2
(93)
for all n ≥ mε. Since Pr{Yn ≤ z} is non-increasing with respect to µ ∈ Θ, it follows that Pr{Yn ≥ z} is
non-decreasing with respect to µ ∈ Θ. Hence,
Pr
{
µ ≤ L (Yn, ε), GYn(Yn,L (Yn, ε)) ≤
δn
2
}
≤ Pr
{
µ ≤ L (Yn, ε), GYn(Yn, µ) ≤
δn
2
}
≤ Pr
{
GYn(Yn, µ) ≤
δn
2
}
≤ δn
2
(94)
for all n ≥ mε. Combining (92), (93) and (94) yields (91). The claim is thus proved. Finally, the inequality
(13) is established by virtue of (89), (90) and (91).
E Proof of Theorem 3
E.1 Proof of Property (I)
To establish (4), we can make use of a similar method as that of the counterpart of Theorem 1 and Lemma
13 as follows.
Lemma 13 For µ ∈ Θ, there exist a number γ > 0 and an integer m > 0 such that {n > n} ⊆ {|Yn−µ| ≥
γ} for all n > m.
Proof. To show the lemma, we need to prove two claims as follows.
(i): For µ ∈ Θ, there exist a number γ > 0 and a positive integer m > 0 such that{
V (Yn + ρ[U (Yn, ε)− Yn]) > n[Yn −U (Yn, ε)]
2
ln 1δn
}
⊆ {|Yn − µ| ≥ γ} for all n > m.
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(ii): For µ ∈ Θ, there exist a number γ > 0 and a positive integer m > 0 such that{
V (Yn + ρ[L (Yn, ε)− Yn]) > n[Yn −L (Yn, ε)]
2
ln 1δn
}
⊆ {|Yn − µ| ≥ γ} for all n > m.
To show the first claim, note that there exists γ > 0 such that µ− γ, µ+ γ ∈ Θ and that U (θ, ε)− θ ≥
U (µ,ε)−µ
2 > 0 for all θ ∈ (µ − γ, µ + γ) ⊆ Θ. Define S = {θ ∈ (µ − γ, µ+ γ) : θ + ρ[U (θ, ε) − θ] ∈ Θ}. If
S = ∅, then {
V (Yn + ρ[U (Yn, ε)− Yn]) > n
ln 1δn
[Yn −U (Yn, ε)]2, |Yn − µ| < γ
}
= ∅
for n ∈ N. In the other case that S 6= ∅, we have that there exists a constant D <∞ such that
sup
z∈S
V(z + ρ[U (z, ε)− z]) < D.
It follows that there exists an integer m > 0 such that{
V (Yn + ρ[U (Yn, ε)− Yn]) > n
ln 1
δn
[Yn −U (Yn, ε)]2, |Yn − µ| < γ
}
=
{
n[Yn −U (Yn, ε)]2 < V (Yn + ρ[U (Yn, ε)− Yn]) ln 1
δn
, Yn + ρ[U (Yn, ε)− Yn] ∈ Θ, |Yn − µ| < γ
}
⊆
{
n[Yn −U (Yn, ε)]2 < D ln 1
δn
, |Yn − µ| < γ
}
⊆
{
U (Yn, ε)− Yn < U (µ, ε)− µ
2
, |Yn − µ| < γ
}
= ∅
for all n > m. It follows that{
V (Yn + ρ[U (Yn, ε)− Yn]) > n
ln 1
δn
[Yn −U (Yn, ε)]2
}
⊆
{
n[Yn −U (Yn, ε)]2 < V (Yn + ρ[U (Yn, ε)− Yn]) ln 1
δn
, |Yn − µ| < γ
}
∪ {|Yn − µ| ≥ γ}
= {|Yn − µ| ≥ γ}
for all n > m. This establishes the first claim. In a similar manner, we can show the second claim. Finally,
making use of the two established claims and the definition of the stopping rule completes the proof of the
lemma. ✷
E.2 Proof of Property (II)
To show (5), define
Ln = L (Yn, ε), Ln−1 = L (Yn−1, ε), Un = U (Yn, ε), Un−1 = U (Yn−1, ε)
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and
E1 =
{
V (Yn + ρ[Un − Yn]) ≤ n[Yn −Un]
2
ln 1
δn
, V (Yn + ρ[Ln − Yn]) ≤ n[Yn −Ln]
2
ln 1
δn
}
,
E2 =
{
V (Yn−1 + ρ[Un−1 − Yn−1]) > (n− 1)[Yn−1 −Un−1]
2
ln 1
δ
n−1
}
⋃{
V (Yn−1 + ρ[Ln−1 − Yn−1]) > (n− 1)[Yn−1 −Ln−1]
2
ln 1
δ
n−1
}
,
E3 = [E2 ∩ {n > mε}] ∪ {n = mε},
E4 =
{
lim
ε↓0
n =∞, lim
ε↓0
Yn = µ, lim
ε↓0
Yn−1 = µ
}
,
E5 = E1 ∩ E3 ∩ E4,
E6 =
{
lim
ε↓0
n
N (ε, δ, µ) = 1
}
.
Recalling the assumption that mε → ∞ almost surely as ε ↓ 0, we have that {limε↓0 n = ∞} is a sure
event. By the strong law of large numbers, E4 is an almost sure event. By the definition of the stopping
rule, E1 ∩ E3 is an almost sure event. Hence, E5 is an almost sure event. To show (5), it suffices to show
that E5 ⊆ E6. For this purpose, we let ω ∈ E5 and expect to show ω ∈ E6. For simplicity of notations, let
n = n(ω), yn = Yn(ω), yn−1 = Yn−1(ω),
Ln = L (yn, ε), Un = U (yn, ε), Ln−1 = L (yn−1, ε), Un−1 = U (yn−1, ε).
We restrict ε > 0 to be sufficiently small such that
yn + ρ[Un − yn] ∈ Θ, yn + ρ[Ln − yn] ∈ Θ.
As a consequence of ω ∈ E1,
n
N (ε, δ, µ) ≥
ln 1δn
Z2
V (yn + ρ[Un − yn])
V(µ)
[
κ(µ)ε
Un − yn
]2
,
n
N (ε, δ, µ) ≥
ln 1δn
Z2
V (yn + ρ[Ln − yn])
V(µ)
[
κ(µ)ε
yn − Ln
]2
.
These two inequalities imply that lim infε↓0 nN (ε,δ,µ) ≥ 1. As a consequence of this inequality and the
assumption that limε↓0 ε2mε = 0, it must be true that n 6= mε for small enough ε > 0. Making use of this
observation and noting that ω ∈ E3, we have that either
n
N (ε, δ, µ) <
ln 1δn−1
Z2
n
n− 1
V (yn−1 + ρ[Un−1 − yn−1])
V(µ)
[
κ(µ)ε
Un−1 − yn−1
]2
or
n
N (ε, δ, µ) <
ln 1δn−1
Z2
n
n− 1
V (yn−1 + ρ[Ln−1 − yn−1])
V(µ)
[
κ(µ)ε
yn−1 − Ln−1
]2
must be true for small enough ε > 0. These two inequalities imply that lim supε↓0
n
N (ε,δ,µ) ≤ 1. Therefore,
it must be true that limε↓0 nN (ε,δ,µ) = 1. This proves E5 ⊆ E6. So, E6 is an almost sure event, which implies
(5).
E.3 Proof of Property (III)
To establish (6), we can make use of a similar method as that of the counterpart of Theorem 1 and Lemma
14 as follows.
34
Lemma 14
Pr
{
lim
ε↓0
√
n[Yn − Un]√V(µ) = −Z
}
= 1, (95)
Pr
{
lim
ε↓0
√
n[Ln − Yn]√V(µ) = −Z
}
= 1, (96)
where Ln = L(Yn, ε) and Un = U(Yn, ε).
Proof. Let Ei, i = 1, · · · , 6 be defined as before in the proof of property (II). Define
E7 =
{
lim
ε↓0
√
n[Yn − Un]√V(µ) = −Z
}
.
To show the first equation, it suffices to show that E5 ⊆ E7. For this purpose, we let ω ∈ E5 and attempt
to show that ω ∈ E7. For simplicity of notations, let n = n(ω), yn = Yn(ω), yn−1 = Yn−1(ω),
Ln = L (yn, ε), Un = U (yn, ε), Ln = L(yn, ε), Un = U(yn, ε),
Ln−1 = L (yn−1, ε), Un−1 = U (yn−1, ε), Ln−1 = L(yn−1, ε), Un−1 = U(yn−1, ε).
We restrict ε > 0 to be sufficiently small such that
yn + ρ[Un − yn] ∈ Θ, yn + ρ[Ln − yn] ∈ Θ.
As a consequence of ω ∈ E1, we have
V (yn + ρ[Un − yn]) ≤ n
ln 1δn
[Un − yn]2,
which can be written as
√
n[Un − yn]√V(µ) ≥
√
V (yn + ρ[Un − yn])
V(µ)
Un − yn
Un − yn
√
ln
1
δn
.
This implies that
lim inf
ε↓0
√
n[Un − yn]√V(µ) ≥ Z. (97)
On the other hand, note that n 6= mε for small enough ε > 0. As a consequence of this observation and
ω ∈ E3, we have that either
V (yn−1 + ρ[Un−1 − yn−1]) > n− 1
ln 1δn−1
[Un−1 − yn−1]2
or
V (yn−1 + ρ[Ln−1 − yn−1]) > n− 1
ln 1δn−1
[Ln−1 − yn−1]2
must be true for small enough ε > 0. This implies that either
√
n[Un − yn]√V(µ) <
√
n
n− 1
V (yn−1 + ρ[Un−1 − yn−1])
V(µ)
Un − yn
Un−1 − yn−1
Un − yn
Un − yn
√
ln
1
δn−1
or
√
n[Un − yn]√V(µ) <
√
n
n− 1
V (yn−1 + ρ[Ln−1 − yn−1])
V(µ)
Un − yn
yn−1 − Ln−1
Un − yn
Un − yn
√
ln
1
δn−1
35
must be true for small enough ε > 0. Making use of these inequalities, we have
lim sup
ε↓0
√
n[Un − yn]√V(µ) ≤ Z. (98)
Combining (97) and (98) yields limε↓0
√
n[Un−yn]√
V(µ) = Z. This shows ω ∈ E7 and thus E5 ⊆ E7. It follows
that Pr{E7} = 1, which implies (95). Similarly, we can show (96). This completes the proof of the lemma.
✷
E.4 Proof of Property (IV)
To establish (7), we can make use of a similar method as that of the counterpart of Theorem 1 and Lemma
15 as follows.
Lemma 15 For any η ∈ (0, 1), there exist γ > 0 and ε∗ > 0 such that {n > m} ⊆ {|Ym − µ| ≥ γ} for all
m ≥ (1 + η)N with ε ∈ (0, ε∗), where N = N (ε, δ, µ).
Proof. Clearly, for η ∈ (0, 1), there exists ς ∈ (0, 1) such that (1− ς)4(1 + η) > 1. Since Φ
(√
ln 1δm
)
→
1− δ2 as m→∞, there exists ε0 > 0 such that√
ln
1
δm
<
Z
1− ς (99)
for allm > (1+η)N with ε ∈ (0, ε0). As a consequence of κ(µ) > 0 and the continuity assumption associated
with (1), there exist γ1 > 0 and ε1 ∈ (0, ε0) such that (56) and (57) hold for all z ∈ (µ − γ1, µ+ γ1) and
ε ∈ (0, ε1). Since V (z + ρ[L (z, ε)− z]) and V (z + ρ[U (z, ε)− z]) are continuous functions of z and ε
which tend to V(µ) > 0 as (z, ε)→ (µ, 0), there exist γ ∈ (0, γ1) and ε∗ ∈ (0, ε1) such that
z + ρ[U (z, ε)− z] ∈ Θ, z + ρ[L (z, ε)− z] ∈ Θ
and that
V (z + ρ[U (z, ε)− z]) < (1− ς)4(1 + η)V(µ), V (z + ρ[L (z, ε)− z]) < (1− ς)4(1 + η)V(µ) (100)
for all z ∈ (µ− γ, µ+ γ) and ε ∈ (0, ε∗). It follows from (100) and the definition of N that
(1 + η)N [(1− ς)κ(µ)ε]2
V (z + ρ[U (z, ε)− z]) >
( Z
1− ς
)2
,
(1 + η)N [(1− ς)κ(µ)ε]2
V (z + ρ[L (z, ε)− z]) >
( Z
1− ς
)2
(101)
for all z ∈ (µ− γ, µ+ γ) and ε ∈ (0, ε∗). Making use of (99) and (101), we have
m[(1 − ς)κ(µ)ε]2
V (z + ρ[U (z, ε)− z]) > ln
1
δm
,
m[(1− ς)κ(µ)ε]2
V (z + ρ[L (z, ε)− z]) > ln
1
δm
(102)
for all z ∈ (µ− γ, µ+ γ) and m ≥ (1 + η)N with ε ∈ (0, ε∗). Combining (56), (57) and (102) yields
m[U (z, ε)− z]2
V (z + ρ[U (z, ε)− z]) > ln
1
δm
,
m[z −L (z, ε)]2
V (z + ρ[L (z, ε)− z]) > ln
1
δm
for all z ∈ (µ− γ, µ+ γ) and m ≥ (1 + η)N with ε ∈ (0, ε∗). It follows that
{|Ym − µ| < γ} ⊆
{
m[U (Ym, ε)− Ym]2
V (Ym + ρ[U (Ym, ε)− Ym]) > ln
1
δm
, Ym + ρ[U (Ym, ε)− Ym] ∈ Θ
}
⋂{ m[Ym −L (Ym, ε)]2
V (Ym + ρ[L (Ym, ε)− Ym]) > ln
1
δm
, Ym + ρ[L (Ym, ε)− Ym] ∈ Θ
}
⊆ {n ≤ m}
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for all m ≥ (1 + η)N with ε ∈ (0, ε∗). This implies that {|Ym − µ| < γ} ⊆ {n ≤ m} for all m ≥ (1 + η)N
with ε ∈ (0, ε∗). The proof of the lemma is thus completed.
✷
F Proof of Theorem 4
F.1 Proof of Property (I)
To show (4), we need the following preliminary result.
Lemma 16 If the random variable X has mean µ and variance ν, then there exist a number γ > 0 and
an integer m > 0 such that {n > n} ⊆ {|Yn − µ| ≥ γ or |Vn − ν| ≥ γ} for all n > m.
Proof. Note that there exists γ > 0 such that
U (θ, ε)− θ > U (µ, ε)− µ
2
> 0
for all θ ∈ (µ − γ, µ + γ) ⊆ Θ. Since limn→∞Φ
(√
ln 1δn
)
= 1 − δ2 , it must be true that
ln 1
δn
n → 0 as
n→∞. Therefore, there exists an integer m > 0 such that{
Vn +
ρ
n
>
n[U (Yn, ε)− Yn]2
ln 1δn
, |Yn − µ| < γ, |Vn − ν| < γ
}
⊆
{
Vn +
ρ
n
>
n[U (µ,ε)−µ2 ]
2
ln 1δn
, |Yn − µ| < γ, |Vn − ν| < γ
}
= ∅
for all n > m. It follows that{
Vn +
ρ
n
>
n[U (Yn, ε)− Yn]2
ln 1δn
}
⊆ {|Yn − µ| ≥ γ or |Vn − ν| ≥ γ} for all n > m. (103)
Thus, we have shown that there exist a number γ > 0 and an integer m > 0 such that (103) holds. In a
similar manner, we can show that there exist a number γ > 0 and an integer m > 0 such that{
Vn +
ρ
n
>
n[L (Yn, ε)− Yn]2
ln 1δn
}
⊆ {|Yn − µ| ≥ γ or |Vn − ν| ≥ γ} for all n > m.
Finally, making use of these results and the definition of the stopping rule completes the proof of the
lemma.
✷
We are now in a position to prove (4). According to Lemma 16, there exist an integer m and a positive
number γ > 0 such that
Pr{n > n} ≤ Pr{|Yn − µ| ≥ γ}+ Pr{|Vn − ν| ≥ γ} for all n > m. (104)
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Making use of (104), the weak law of large numbers, and Lemma 2, we have limn→∞ Pr{n > n} = 0, which
implies Pr{n <∞} = 1. By virtue of (40) of Lemma 1, Lemma 2, and (104), we have
E[n] ≤ m+
∑
n>m
[Pr{|Yn − µ| ≥ γ}+ Pr{|Vn − ν| ≥ γ}]
≤ m+
∑
n>m
[
exp
(
−n
2
γ2
ν
)
+
2C
n2
W
γ3
]
+
∑
n>m
[
exp
(
−n
4
γ
ν
)
+ exp
(
−n
8
γ2
̟
)
+
4C
n2γ3
(√
2W γ3/2 + 4V
)]
< ∞.
F.2 Proof of Property (II)
To show (5), define
Ln = L (Yn, ε), Ln−1 = L (Yn−1, ε), Un = U (Yn, ε), Un−1 = U (Yn−1, ε)
and
E1 =
{
Vn +
ρ
n
≤ n[Yn −Un]
2
ln 1
δn
, Vn +
ρ
n
≤ n[Ln − Yn]
2
ln 1
δn
}
,
E2 =
{
Vn−1 +
ρ
n− 1 >
(n− 1)[Yn−1 −Un−1]2
ln 1
δ
n−1
}⋃{
Vn−1 +
ρ
n− 1 >
(n− 1)[Ln−1 − Yn−1]2
ln 1
δ
n−1
}
,
E3 =
{
lim
ε↓0
n =∞, lim
ε↓0
Yn = µ, lim
ε↓0
Vn = ν, lim
ε↓0
Yn−1 = µ, lim
ε↓0
Vn−1 = ν
}
,
E4 = E1 ∩ E2 ∩ E3,
E5 =
{
lim
ε↓0
n
N (ε, δ, µ, ν) = 1
}
.
From the definition of the stopping rule, it is obvious that n → ∞ almost surely as ε ↓ 0, which implies
that {limε↓0 n = ∞} is an almost sure event. By the strong law of large numbers, E3 is an almost sure
event. By the definition of the stopping rule, E1 ∩ E2 is an almost sure event. Hence, E4 is an almost sure
event. To show (5), it suffices to show E4 ⊆ E5. For this purpose, we let ω ∈ E4 and expect to show ω ∈ E5.
For simplicity of notations, let n = n(ω), yn = Yn(ω), yn−1 = Yn−1(ω), vn = Vn(ω), vn−1 = Vn−1(ω),
Ln = L (yn, ε), Un = U (yn, ε), Ln−1 = L (yn−1, ε), Un−1 = U (yn−1, ε).
For small ε > 0, yn and yn−1 will be bounded in a neighborhood of µ. For small ε > 0, vn and vn−1 will
be bounded in a neighborhood of ν. As a consequence of ω ∈ E1,
n
N (ε, δ, µ, ν) ≥
ln 1δn
Z2
vn +
ρ
n
ν
[
κ(µ)ε
Un − yn
]2
,
n
N (ε, δ, µ, ν) ≥
ln 1δn
Z2
vn +
ρ
n
ν
[
κ(µ)ε
yn − Ln
]2
.
These two inequalities imply that lim infε↓0 nN (ε,δ,µ,ν) ≥ 1. On the other hand, as a consequence of ω ∈ E2,
we have that either
n
N (ε, δ, µ, ν) <
ln 1δn−1
Z2
n
n− 1
vn−1 + ρn−1
ν
[
κ(µ)ε
Un−1 − yn−1
]2
or
n
N (ε, δ, µ, ν) <
ln 1δn−1
Z2
n
n− 1
vn−1 + ρn−1
ν
[
κ(µ)ε
yn−1 − Ln−1
]2
must be true. These two inequalities imply that lim supε↓0
n
N (ε,δ,µ,ν) ≤ 1. Hence, limε↓0 nN (ε,δ,µ,ν) = 1.
This proves that E4 ⊆ E5. So, E5 is an almost sure event, which implies (5).
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F.3 Proof of Property (III)
To establish (6), we can make use of a similar method as that of the counterpart of Theorem 1 and Lemma
17 as follows.
Lemma 17
Pr
{
lim
ε↓0
√
n(Yn − Un)√
ν
= −Z
}
= 1, (105)
Pr
{
lim
ε↓0
√
n(Ln − Yn)√
ν
= −Z
}
= 1, (106)
where Ln = L(Yn, ε) and Un = U(Yn, ε).
Proof. Let Ei, i = 1, · · · , 5 be defined as before in the proof of property (II). Define
E6 =
{
lim
ε↓0
√
n(Yn − Un)√
ν
= −Z
}
.
To show the first equation, it suffices to show E4 ⊆ E6. For this purpose, we let ω ∈ E4 and expect to show
ω ∈ E6. For simplicity of notations, let n = n(ω), yn = Yn(ω), yn−1 = Yn−1(ω), vn = Vn(ω), vn−1 =
Vn−1(ω),
Ln = L (yn, ε), Un = U (yn, ε), Ln−1 = L (yn−1, ε), Un−1 = U (yn−1, ε),
Ln = L(yn, ε), Un = U(yn, ε), Ln−1 = L(yn−1, ε), Un−1 = U(yn−1, ε).
As a consequence of ω ∈ E1,
vn +
ρ
n
≤ n
ln 1δn
(Un − yn)2,
which can be written as √
n(Un − yn)√
ν
≥
√
vn +
ρ
n√
ν
Un − yn
Un − yn
√
ln
1
δn
.
This implies that
lim inf
ε↓0
√
n(Un − yn)√V(µ) ≥ Z.
On the other hand, as a consequence of ω ∈ E2, we have that either
vn−1 +
ρ
n− 1 >
n− 1
ln 1δn−1
(Un−1 − yn−1)2 or vn−1 + ρ
n− 1 >
n− 1
ln 1δn−1
(Ln−1 − yn−1)2
must be true. Hence, either
√
n(Un − yn)√
ν
<
√
n
n− 1
vn−1 + ρn−1
ν
Un − yn
Un−1 − yn−1
Un − yn
Un − yn
√
ln
1
δn−1
or
√
n(Un − yn)√
ν
<
√
n
n− 1
vn−1 + ρn−1
ν
Un − yn
yn−1 − Ln−1
Un − yn
Un − yn
√
ln
1
δn−1
must be true. Making use of these inequalities, we have
lim sup
ε↓0
√
n(Un − yn)√V(µ) ≤ Z.
It follows that
lim
ε↓0
√
n(Un − yn)√V(µ) = Z.
This shows ω ∈ E6 and thus E4 ⊆ E6. It follows that Pr{E6} = 1, which implies (105). Similarly, we can
show (106). This completes the proof of the lemma.
✷
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F.4 Proof of Property (IV)
To establish (7), we can make use of a similar method as that of the counterpart of Theorem 1 and Lemma
18 as follows.
Lemma 18 For any η ∈ (0, 1), there exist γ > 0 and ε∗ > 0 such that {n > m} ⊆ {|Ym − µ| ≥
γ or |Vm − ν| ≥ γ} for all m ≥ (1 + η)N with ε ∈ (0, ε∗), where N = N (ε, δ, µ, ν).
Proof. Clearly, for η ∈ (0, 1), there exists ς ∈ (0, 1) such that (1− ς)4(1 + η) > 1. Since Φ
(√
ln 1δm
)
→
1− δ2 as m→∞, there exists ε0 > 0 such that√
ln
1
δm
<
Z
1− ς (107)
for allm ≥ (1+η)N with ε ∈ (0, ε0). As a consequence of κ(µ) > 0 and the continuity assumption associated
with (1), there exist γ1 > 0 and ε1 ∈ (0, ε0) such that (56) and (57) hold for all z ∈ (µ − γ1, µ+ γ1) and
ε ∈ (0, ε1). Note that there exist γ ∈ (0, γ1) and ε∗ ∈ (0, ε1) such that
θ +
ρ
(1 + η)N
< (1− ς)4(1 + η)ν (108)
for all θ ∈ (ν − γ, ν + γ) and ε ∈ (0, ε∗). It follows from (108) and the definition of N that
(1 + η)N [(1 − ς)κ(µ)ε]2
θ + ρ(1+η)N
>
( Z
1− ς
)2
(109)
for all θ ∈ (ν − γ, ν + γ) and ε ∈ (0, ε∗). Making use of (107) and (109), we have
m[(1 − ς)κ(µ)ε]2
θ + ρm
> ln
1
δm
(110)
for all θ ∈ (ν − γ, ν + γ) and m ≥ (1 + η)N with ε ∈ (0, ε∗). Combining (56), (57) and (110) yields
m[U (z, ε)− z]2
θ + ρm
≥ ln 1
δm
,
m[z −L (z, ε)]2
θ + ρm
≥ ln 1
δm
for all z ∈ (µ− γ, µ+ γ), θ ∈ (ν − γ, ν + γ) and m ≥ (1 + η)N with ε ∈ (0, ε∗). It follows that
{|Ym − µ| < γ, |Vm − ν| < γ} ⊆
{
Vm +
ρ
m
≤ m[U (Ym, ε)− Ym]
2
ln 1
δm
, Vm +
ρ
m
≤ m[Ym −L (Ym, ε)]
2
ln 1
δm
}
⊆ {n ≤ m}
for all m ≥ (1 + η)N with ε ∈ (0, ε∗). The proof of the lemma is thus completed.
✷
G General Preliminary Results for Multistage Sampling
To investigate properties of the multistage schemes in this paper, we to establish some general preliminary
results.
Lemma 19 Let  be defined by (16). Assume that
Pr
{
lim inf
ε↓0
Λl(µ, ν) ≥ 1
}
= 1, Pr
{
Both lim sup
ε↓0
Λl−1(µ, ν) ≤ 1 and lim inf
ε↓0
l > 1 hold or lim
ε↓0
l = 1
}
= 1.
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Then,
Pr
{
− 1 ≤ lim inf
ε↓0
l ≤ lim sup
ε↓0
l ≤ 
}
= 1. (111)
Moreover,
Pr
{
lim
ε↓0
l = 
}
= 1 provided that  = 1 or both Λ−1(µ, ν) < 1 and  > 1 hold. (112)
Proof. Define
E =
{
lim inf
ε↓0
Λl(µ, ν) ≥ 1
}⋂{
Both lim sup
ε↓0
Λl−1(µ, ν) ≤ 1 and lim inf
ε↓0
l > 1 hold or lim
ε↓0
l = 1
}
and E ′ =
{
− 1 ≤ lim infε↓0 l ≤ lim supε↓0 l ≤ 
}
. To show (111), it suffices to show that E ⊆ E ′. For this
purpose, we let ω ∈ E and attempt to show ω ∈ E ′. For simplicity of notations, let ℓ = l(ω). Since ω ∈ E ,
it must be true that
lim inf
ε↓0
Λℓ(µ, ν) ≥ 1. (113)
Moreover, either limε↓0 ℓ = 1 or
lim sup
ε↓0
Λℓ−1(µ, ν) ≤ 1, lim inf
ε↓0
ℓ > 1
must be true. On the other hand, it follows from the definition of  that either  = 1 or
Λ−1(µ, ν) ≤ 1 < Λ(µ, ν),  > 1
must be true. Therefore, one of the following 4 cases must occur.
Case (a):
lim
ε↓0
ℓ = 1 = .
Case (b):
lim
ε↓0
ℓ = 1 < , Λ−1(µ, ν) ≤ 1 < Λ(µ, ν).
Case (c):
lim sup
ε↓0
Λℓ−1(µ, ν) ≤ 1, lim inf
ε↓0
ℓ > 1 = .
Case (d):
lim sup
ε↓0
Λℓ−1(µ, ν) ≤ 1, lim inf
ε↓0
ℓ > 1, Λ−1(µ, ν) ≤ 1 < Λ(µ, ν),  > 1.
Actually, Case (c) is impossible, since lim infε↓0(ℓ − 1) ≥  and it follows that lim supε↓0 Λℓ−1(µ, ν) ≥
Λ(µ, ν) > 1, which contradicts to lim supε↓0 Λℓ−1(µ, ν) ≤ 1. By virtue of (113), it can be verified that
lim sup
ε↓0
Λℓ−1(µ, ν) ≤ Λ−1(µ, ν) ≤ lim inf
ε↓0
Λℓ(µ, ν)
holds in Cases (a), (b) and (d). It follows from the monotonicity of Λℓ(µ, ν) with respect to ℓ that
− 1 ≤ lim infε↓0 ℓ ≤ lim supε↓0 ℓ ≤ . This implies that ω ∈ E ′ and consequently E ⊆ E ′. Thus, E ′ is also
an almost sure event and accordingly (111) holds.
To show (112), define E ′′ = {limε↓0 l = }. It suffices to show ω ∈ E ′′ for ω ∈ E . By the assumption
that either  = 1 or both Λ−1(µ, ν) < 1 and  > 1 hold, one of the following 4 cases must happen.
Case (i):
lim
ε↓0
ℓ = 1 = .
41
Case (ii):
lim
ε↓0
ℓ = 1 < , Λ−1(µ, ν) < 1 < Λ(µ, ν).
Case (iii):
lim sup
ε↓0
Λℓ−1(µ, ν) ≤ 1, lim inf
ε↓0
ℓ > 1 = .
Case (iv):
lim sup
ε↓0
Λℓ−1(µ, ν) ≤ 1, lim inf
ε↓0
ℓ > 1, Λ−1(µ, ν) < 1 < Λ(µ, ν),  > 1.
As discussed earlier, Case (iii) is impossible. Moreover, Case (ii) is also impossible, since limε↓0 ℓ ≤ −1
and it follows that Λ−1(µ, ν) ≥ lim infε↓0 Λℓ(µ, ν) ≥ 1, which contradicts to Λ−1(µ, ν) < 1. By virtue of
(113), it can be verified that
lim sup
ε↓0
Λℓ−1(µ, ν) ≤ Λ−1(µ, ν) < Λ(µ, ν) ≤ lim inf
ε↓0
Λℓ(µ, ν)
holds in Cases (i) and (iv). It follows from the monotonicity of Λℓ(µ, ν) with respect to ℓ that limε↓0 ℓ = .
This implies that ω ∈ E ′′ and consequently E ⊆ E ′′. Thus, E ′′ is also an almost sure event and accordingly
(112) holds.
✷
Lemma 20 For µ ∈ Θ, if there exist γ > 0, ε∗ > 0 and an index j ≥ 1 such that {Dℓ = 1} ⊆ {|Zℓ−µ| ≥ γ}
holds for τε ≤ ℓ ≤ j and all ε ∈ (0, ε∗), then limε↓0
∑j
ℓ=τε
nℓ Pr{Dℓ = 1} = 0.
Similarly, for µ ∈ Θ, if there exist γ > 0, ε∗ > 0 and an index j ≥ 1 such that {Dℓ = 0} ⊆ {|Zℓ−µ| ≥ γ}
holds for ℓ ≥ j ≥ τε and all ε ∈ (0, ε∗), then limε↓0
∑∞
ℓ=j nℓ Pr{Dℓ = 0} = 0.
Proof. First, we shall show that for arbitrary γ > 0 and C > 0,
lim
ε↓0
∞∑
ℓ=τε
[
nℓ exp
(
−nℓ
2
γ2
ν
)
+
2C
nℓ
W
γ3
]
= 0. (114)
By the assumption that nτε →∞ as ε ↓ 0, we have that
0 ≤ lim sup
ε↓0
∞∑
ℓ=τε
nℓ exp
(
−nℓ
2
γ2
ν
)
≤ lim sup
ε↓0
∞∑
k=nτε
k exp
(
−k
2
γ2
ν
)
= 0,
which implies that
lim
ε↓0
∞∑
ℓ=τε
nℓ exp
(
−nℓ
2
γ2
ν
)
= 0. (115)
By the assumption on {nℓ}ℓ≥1, we have that there exists a number η > 0 such that
inf
ℓ≥1
nℓ+1
nℓ
> 1 + η,
which implies that
nℓ ≥ nτε(1 + η)ℓ−τε for all ℓ ≥ τε.
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Hence,
lim sup
ε↓0
∞∑
ℓ=τε
2C
nℓ
W
γ3
≤ lim sup
ε↓0
∞∑
ℓ=τε
2C
nτε(1 + η)
ℓ−τε
W
γ3
= lim sup
ε↓0
2C
nτε
W
γ3
∞∑
ℓ=τε
1
(1 + η)ℓ−τε
≤ lim sup
ε↓0
2C
nτε
W
γ3
∞∑
ℓ=0
1
(1 + η)ℓ
=
(
1 +
1
η
)
2CW
γ3
lim sup
ε↓0
1
nτε
= 0,
from which it follows that
lim
ε↓0
∞∑
ℓ=τε
2C
nℓ
W
γ3
= 0. (116)
Combining (115) and (116) yields (114).
For µ ∈ Θ, if there exist γ > 0, ε∗ > 0 and an index j ≥ 1 such that {Dℓ = 1} ⊆ {|Zℓ − µ| ≥ γ}
holds for τε ≤ ℓ ≤ j and all ε ∈ (0, ε∗), then, using (40) of Lemma 1 and (114), we have, for some constant
C > 0,
lim sup
ε↓0
j∑
ℓ=τε
nℓ Pr{Dℓ = 1} ≤ lim sup
ε↓0
j∑
ℓ=τε
nℓ Pr{|Zℓ − µ| ≥ γ}
≤ lim sup
ε↓0
j∑
ℓ=τε
nℓ
[
exp
(
−nℓ
2
γ2
ν
)
+
2C
n2ℓ
W
γ3
]
= lim sup
ε↓0
j∑
ℓ=τε
[
nℓ exp
(
−nℓ
2
γ2
ν
)
+
2C
nℓ
W
γ3
]
≤ lim
ε↓0
∞∑
ℓ=τε
[
nℓ exp
(
−nℓ
2
γ2
ν
)
+
2C
nℓ
W
γ3
]
= 0,
which implies limε↓0
∑j
ℓ=τε
nℓ Pr{Dℓ = 1} = 0.
For µ ∈ Θ, if there exist γ > 0, ε∗ > 0 and an index j ≥ 1 such that {Dℓ = 0} ⊆ {|Zℓ − µ| ≥ γ} holds
for ℓ ≥ j and all ε ∈ (0, ε∗), then, using (40) of Lemma 1 and (114), we have, for some constant C > 0,
lim sup
ε↓0
∞∑
ℓ=j
nℓ Pr{Dℓ = 0} ≤ lim sup
ε↓0
∞∑
ℓ=j
nℓ Pr{|Zℓ − µ| ≥ γ}
≤ lim sup
ε↓0
∞∑
ℓ=j
nℓ
[
exp
(
−nℓ
2
γ2
ν
)
+
2C
n2ℓ
W
γ3
]
= lim sup
ε↓0
∞∑
ℓ=j
[
nℓ exp
(
−nℓ
2
γ2
ν
)
+
2C
nℓ
W
γ3
]
≤ lim
ε↓0
∞∑
ℓ=τε
[
nℓ exp
(
−nℓ
2
γ2
ν
)
+
2C
nℓ
W
γ3
]
= 0,
which implies limε↓0
∑∞
ℓ=j nℓ Pr{Dℓ = 0} = 0. This completes the proof of the lemma.
✷
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Lemma 21 For any µ ∈ Θ, if there exists an index i ≥ 1 such that
lim sup
ε↓0
i−2∑
ℓ=τε
nℓ Pr{Dℓ = 1} <∞, (117)
lim sup
ε↓0
∞∑
ℓ=i
nℓ Pr{Dℓ = 0} <∞, (118)
then,
lim sup
ε↓0
E[n]
N (ε, δ, µ, ν) =
1
Z2
[
ξ2i−1 + (ξ
2
i − ξ2i−1) lim sup
ε↓0
Pr{l = i}
]
≤
(
ξi
Z
)2
, (119)
lim inf
ε↓0
E[n]
N (ε, δ, µ, ν) =
1
Z2
[
ξ2i−1 + (ξ
2
i − ξ2i−1) lim inf
ε↓0
Pr{l = i}
]
≥
(
ξi−1
Z
)2
. (120)
For any µ ∈ Θ, if there exists an index i ≥ 1 such that (118) holds and that
lim sup
ε↓0
i−1∑
ℓ=τε
nℓ Pr{Dℓ = 1} <∞, (121)
then,
lim
ε↓0
E[n]
N (ε, δ, µ, ν) =
(
ξi
Z
)2
.
Proof. First, consider µ such that (117) and (118) hold. By the definition of the sampling scheme, we
have
E[n] =
i−2∑
ℓ=τε
nℓ Pr{l = ℓ}+
∞∑
ℓ=i+1
nℓ Pr{l = ℓ}+ ni−1 Pr{l = i− 1}+ ni Pr{l = i}
and E[n] ≥ ni−1 Pr{l = i− 1}+ ni Pr{l = i}. Note that
lim sup
ε↓0
i−2∑
ℓ=τε
nℓ Pr{l = ℓ} ≤ lim sup
ε↓0
i−2∑
ℓ=τε
nℓ Pr{Dℓ = 1} <∞, (122)
lim sup
ε↓0
∞∑
ℓ=i+1
nℓ Pr{l = ℓ} ≤ lim sup
ε↓0
∞∑
ℓ=i
nℓ+1 Pr{l > ℓ}
≤ lim sup
ε↓0
∞∑
ℓ=i
nℓ+1 Pr{Dℓ = 0}
≤ lim sup
ε↓0
[(
sup
ℓ≥i
nℓ+1
nℓ
)( ∞∑
ℓ=i
nℓ Pr{Dℓ = 0}
)]
≤
[
sup
ℓ≥i
Cℓ+1Υℓ+1
CℓΥℓ
]
lim sup
ε↓0
∞∑
ℓ=i
nℓ Pr{Dℓ = 0}
< ∞, (123)
From (122) and (123), we have
lim sup
ε↓0
[
i−2∑
ℓ=τε
nℓ Pr{l = ℓ}+
∞∑
ℓ=i+1
nℓ Pr{l = ℓ}
]
<∞. (124)
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From (118), we have lim supε↓0 ni Pr{Di = 0} <∞, which implies that
lim
ε↓0
Pr{Di = 0} = 0, (125)
since ni →∞ as ε ↓ 0. From (117), we have
lim
ε↓0
i−2∑
ℓ=τε
Pr{Dℓ = 1} = 0, (126)
since nτε →∞ as ε ↓ 0. It follows from (125) and (126) that
lim sup
ε↓0
Pr{l 6= i− 1, l 6= i} ≤ lim sup
ε↓0
[Pr{l > i}+ Pr{l < i− 1}] ≤ lim sup
ε↓0
[
Pr{Di = 0}+
i−2∑
ℓ=τε
Pr{Dℓ = 1}
]
= 0,
which implies that
lim
ε↓0
Pr{l 6= i− 1, l 6= i} = 0. (127)
By the definition of ni−1, we have that
lim sup
ε↓0
ni−1
N (ε, δ, µ, ν) <∞. (128)
Combing (127) and (128) yields
lim
ε↓0
ni−1 Pr{l 6= i− 1, l 6= i}
N (ε, δ, µ, ν) = 0. (129)
By virtue of (124) and (129), we have
lim sup
ε↓0
E[n]
N (ε, δ, µ, ν) = lim supε↓0
∑i−2
ℓ=τε
nℓ Pr{l = ℓ}+
∑∞
ℓ=i+1 nℓ Pr{l = ℓ}
N (ε, δ, µ, ν)
− lim
ε↓0
ni−1 Pr{l 6= i− 1, l 6= i}
N (ε, δ, µ, ν)
+ lim sup
ε↓0
ni−1[1− Pr{l = i}] + ni Pr{l = i}
N (ε, δ, µ, ν)
= lim sup
ε↓0
ni−1[1− Pr{l = i}] + ni Pr{l = i}
N (ε, δ, µ, ν)
= lim sup
ε↓0
ni−1 + (ni − ni−1) Pr{l = i}
N (ε, δ, µ, ν)
=
1
Z2
[
ξ2i−1 + (ξ
2
i − ξ2i−1) lim sup
ε↓0
Pr{l = i}
]
≤
(
ξi
Z
)2
.
On the other hand, by virtue of (124) and (129), we have
lim inf
ε↓0
E[n]
N (ε, δ, µ, ν) = lim infε↓0
∑i−2
ℓ=τε
nℓ Pr{l = ℓ}+
∑∞
ℓ=i+1 nℓ Pr{l = ℓ}
N (ε, δ, µ, ν)
− lim
ε↓0
ni−1 Pr{l 6= i− 1, l 6= i}
N (ε, δ, µ, ν)
+ lim inf
ε↓0
ni−1[1− Pr{l = i}] + ni Pr{l = i}
N (ε, δ, µ, ν)
= lim inf
ε↓0
ni−1[1− Pr{l = i}] + ni Pr{l = i}
N (ε, δ, µ, ν)
= lim inf
ε↓0
ni−1 + (ni − ni−1)Pr{l = i}
N (ε, δ, µ, ν)
=
1
Z2
[
ξ2i−1 + (ξ
2
i − ξ2i−1) lim inf
ε↓0
Pr{l = i}
]
≥
(
ξi−1
Z
)2
.
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Now, consider µ such that (118) and (121) hold. Note that
E[n] ≤
i−1∑
ℓ=τε
nℓ Pr{l = ℓ}+
∞∑
ℓ=i+1
nℓ Pr{l = ℓ}+ ni.
From preceding analysis, we have
∞∑
ℓ=i+1
nℓ Pr{l = ℓ} <∞.
From (121), we have
i−1∑
ℓ=τε
nℓ Pr{l = ℓ} ≤
i−1∑
ℓ=τε
nℓ Pr{Dℓ = 1} <∞.
Therefore,
lim sup
ε↓0
E[n]
N (ε, δ, µ, ν) ≤ limε↓0
∑i−1
ℓ=τε
nℓ Pr{Dℓ = 1}+
∑∞
ℓ=i nℓ+1 Pr{Dℓ = 0}+ ni
N (ε, δ, µ, ν) = limε↓0
ni
N (ε, δ, µ, ν) .
On the other hand,
E[n] ≥ ni Pr{l = i} ≥ ni
(
1− Pr{Di = 0} −
i−1∑
ℓ=τε
Pr{Dℓ = 1}
)
. (130)
Making use of (125), (130), and the observation
lim
ε↓0
i−1∑
ℓ=τε
Pr{Dℓ = 1} = 0
derived from (121), we have
lim inf
ε↓0
E[n]
N (ε, δ, µ, ν) ≥ limε↓0
ni
(
1− Pr{Di = 0} −∑i−1ℓ=τε Pr{Dℓ = 1}
)
N (ε, δ, µ, ν) = limε↓0
ni
N (ε, δ, µ, ν) .
So,
lim
ε↓0
E[n]
N (ε, δ, µ, ν) = limε↓0
ni
N (ε, δ, µ, ν) =
(
ξi
Z
)2
for µ such that (118) and (121) hold. This completes the proof of the lemma.
✷
Lemma 22 If there exists an index i such that Pr{i − 1 ≤ lim infε↓0 l ≤ lim supε↓0 l ≤ i} = 1, then
lim infε↓0 Pr{µ ∈ I} ≥ 2
∑i
ℓ=i−1Φ (ξℓ)−3. Similarly, if there exists an index i such that Pr {limε↓0 l = i} =
1, then limε↓0 Pr{µ ∈ I} = 2Φ (ξi)− 1.
Proof. If Pr
{
i− 1 ≤ lim infε↓0 l ≤ lim supε↓0 l ≤ i
}
= 1, then limε↓0 Pr{l < i−1 or l > i} = 0. It follows
that
lim sup
ε↓0
Pr{µ /∈ I} ≤ lim sup
ε↓0
Pr{µ /∈ I , i− 1 ≤ l ≤ i}+ lim sup
ε↓0
Pr{l < i− 1 or l > i}
= lim sup
ε↓0
Pr{µ /∈ I , i− 1 ≤ l ≤ i}
≤ lim sup
ε↓0
Pr{µ /∈ I i−1}+ lim sup
ε↓0
Pr{µ /∈ Ii}
= lim
ε↓0
Pr{µ /∈ Ii−1}+ lim
ε↓0
Pr{µ /∈ Ii}
= 2[1− Φ(ξi−1)] + 2[1− Φ(ξi)],
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which implies that lim infε↓0 Pr{µ ∈ I} ≥ 2
∑i
ℓ=i−1Φ (ξℓ)− 3.
If Pr {limε↓0 l = i} = 1, then limε↓0 Pr {l 6= i} = 0. It follows that
lim sup
ε↓0
Pr{µ ∈ I} ≤ lim sup
ε↓0
Pr{µ ∈ I, l = i}+ lim sup
ε↓0
Pr{l 6= i}
= lim sup
ε↓0
Pr{µ ∈ Ii, l = i} ≤ lim sup
ε↓0
Pr{µ ∈ Ii},
lim inf
ε↓0
Pr{µ ∈ I} ≥ lim inf
ε↓0
Pr{µ ∈ I , l = i} = lim inf
ε↓0
Pr{µ ∈ Ii, l = i}
≥ lim inf
ε↓0
Pr{µ ∈ I i} − lim sup
ε↓0
Pr{l 6= i}
= lim inf
ε↓0
Pr{µ ∈ I i}.
Since
lim inf
ε↓0
Pr{µ ∈ I i} = lim sup
ε↓0
Pr{µ ∈ I i} = lim
ε↓0
Pr{µ ∈ Ii} = 2Φ(ξi)− 1,
it must be true that
lim
ε↓0
Pr{µ ∈ I} = lim
ε↓0
Pr{µ ∈ Ii} = 2Φ(ξi)− 1.
This completes the proof of the lemma. ✷
Lemma 23 For µ ∈ Θ, if there exists an index i ≥ 1 such that
lim
ε↓0
i−2∑
ℓ=τε
Pr{Dℓ = 1} = 0, lim
ε↓0
Pr{Dℓ = 0} = 0 for all ℓ ≥ i,
then, for all ℓ ∈ Z,
0 ≤ Pr{Dℓ = 0} − Pr{l > ℓ} → 0 as ε ↓ 0.
Proof. By the definition of the stopping rule,
Pr{Dℓ = 0} ≥ Pr{l > ℓ} ≥ Pr{Dℓ = 0} −
ℓ−1∑
j=τε
Pr{Dj = 1}.
For ℓ < i, we have
0 ≤
ℓ−1∑
j=τε
Pr{Dj = 1} ≤
i−2∑
j=τε
Pr{Dj = 1} → 0 as ε ↓ 0,
which implies limε↓0[Pr{Dℓ = 0} − Pr{l > ℓ}] = 0. For ℓ ≥ i, we have
0 ≤ Pr{l > ℓ} ≤ Pr{Dℓ = 0} → 0 as ε ↓ 0,
which also implies limε↓0[Pr{Dℓ = 0} − Pr{l > ℓ}] = 0. This completes the proof of the lemma.
✷
Lemma 24 For any µ ∈ Θ,
P ≤ Pr{µ /∈ I} ≤ P ≤ Q. (131)
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For any µ ∈ Θ, if there exists an index i ≥ 1 such that
lim
ε↓0
i−2∑
ℓ=τε
Pr{Dℓ = 1} = 0, (132)
lim
ε↓0
∞∑
ℓ=i
Pr{Dℓ = 0} = 0, (133)
then,
lim
ε↓0
|Pr{µ /∈ I} − P | = lim
ε↓0
|Pr{µ /∈ I} − P | = 0. (134)
For any µ ∈ Θ, if there exists an index i ≥ 1 such that (133) holds and
lim
ε↓0
i−1∑
ℓ=τε
Pr{Dℓ = 1} = 0, (135)
then,
lim
ε↓0
[Q− Pr{µ /∈ I}] = 0. (136)
Proof. Clearly, (131) follows from the definition of the stopping rule. To show (134), it suffices to show
lim
ε↓0
∞∑
ℓ=τε
Pr{Dℓ−1 = 0, Dℓ = 1} = 1. (137)
This is because P ≤ Pr{µ /∈ I} ≤ P and P − P =∑∞ℓ=τε Pr{Dℓ−1 = 0, Dℓ = 1} − 1. Observing that
i−2∑
ℓ=τε
Pr{Dℓ−1 = 0, Dℓ = 1} ≤
i−2∑
ℓ=τε
Pr{Dℓ = 1},
∞∑
ℓ=i+1
Pr{Dℓ−1 = 0, Dℓ = 1} ≤
∞∑
ℓ=i+1
Pr{Dℓ−1 = 0} =
∞∑
ℓ=i
Pr{Dℓ = 0}
and using (132) and (133), we have
lim
ε↓0
i−2∑
ℓ=τε
Pr{Dℓ−1 = 0, Dℓ = 1} = 0, lim
ε↓0
∞∑
ℓ=i+1
Pr{Dℓ−1 = 0, Dℓ = 1} = 0.
Hence, to show (137), it suffices to show
lim
ε↓0
i∑
ℓ=i−1
Pr{Dℓ−1 = 0, Dℓ = 1} = 1. (138)
Observing that
Pr{Di−2 = Di−1 = 1}+ Pr{Di−1 = Di = 0}+
i∑
ℓ=i−1
Pr{Dℓ−1 = 0, Dℓ = 1} = 1,
we have
i∑
ℓ=i−1
Pr{Dℓ−1 = 0, Dℓ = 1} = 1− Pr{Di−2 = Di−1 = 1} − Pr{Di−1 = Di = 0}. (139)
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So, to show (138), it is sufficient to show
lim
ε↓0
Pr{Di−2 = Di−1 = 1} = 0, (140)
lim
ε↓0
Pr{Di−1 = Di = 0} = 0. (141)
Invoking (132), we have limε↓0 Pr{Di−2 = Di−1 = 1} ≤ limε↓0 Pr{Di−2 = 1} = 0, which implies (140). Using
(133), we have limε↓0 Pr{Di−1 = Di = 0} ≤ limε↓0 Pr{Di = 0} = 0, which implies (141). It follows that (134)
holds.
Now we shall show (136). For simplicity of notations, define
Qℓ = min [Pr{µ /∈ Iℓ}, Pr{Dℓ−1 = 0}, Pr{Dℓ = 1}] for ℓ ≥ τε.
Clearly, from (135),
i−1∑
ℓ=τε
Qℓ ≤
i−1∑
ℓ=τε
Pr{Dℓ = 1} → 0 as ε ↓ 0
and, from (133),
∞∑
ℓ=i+1
Qℓ ≤
∞∑
ℓ=i+1
Pr{Dℓ−1 = 0} =
∞∑
ℓ=i
Pr{Dℓ = 0} → 0 as ε ↓ 0.
On the other hand, from (135),
i−1∑
ℓ=τε
Pr{µ /∈ I, l = ℓ} ≤
i−1∑
ℓ=τε
Pr{Dℓ = 1} → 0 as ε ↓ 0
and, from (133),
∞∑
ℓ=i+1
Pr{µ /∈ I, l = ℓ} ≤
∞∑
ℓ=i+1
Pr{Dℓ−1 = 0} =
∞∑
ℓ=i
Pr{Dℓ = 0} → 0 as ε ↓ 0.
Hence, to show (136), it suffices to show that
lim
ε↓0
[Qi − Pr{µ /∈ I, l = i}] = 0.
This can be accomplished by establishing
lim
ε↓0
Qi = Pr{µ /∈ Ii} (142)
and
lim
ε↓0
Pr{µ /∈ I, l = i} = lim
ε↓0
Pr{µ /∈ Ii}. (143)
From (135),
lim
ε↓0
Pr{Di−1 = 0} = 1, (144)
From (133),
lim
ε↓0
Pr{Di = 1} = 1. (145)
Combing (144) and (145) yields (142). On the other hand,
lim sup
ε↓0
Pr{l 6= i} ≤ lim sup
ε↓0
[
Pr{Di = 0}+
i−1∑
ℓ=τε
Pr{Dℓ = 1}
]
= 0
49
as a consequence of (133), (135) and the definition of the stopping rule. Hence,
lim
ε↓0
Pr{l = i} = 1 (146)
and it follows that
lim
ε↓0
Pr{µ /∈ I, l = i} = lim
ε↓0
Pr{µ /∈ Ii, l = i} = lim
ε↓0
Pr{µ /∈ Ii}.
So, (143) holds and thus (136) is established. The proof of the lemma is thus completed.
✷
Lemma 25 For µ ∈ Θ, if there exists an index i ≥ 1 such that
lim sup
ε↓0
i−2∑
ℓ=τε
nℓ Pr{Dℓ = 1} <∞, lim sup
ε↓0
∞∑
ℓ=i
nℓ Pr{Dℓ = 0} <∞, (147)
then,
lim
ε↓0
1
E[n]
[
nτε +
∞∑
ℓ=τε
(nℓ+1 − nℓ) Pr{Dℓ = 0}
]
= 1.
Proof. By the definition of the stopping rule,
E[n] ≤ nτε +
∞∑
ℓ=τε
(nℓ+1 − nℓ) Pr{Dℓ = 0},
E[n] ≤
∞∑
ℓ=τε
nℓ Pr{Dℓ−1 = 0, Dℓ = 1}.
Since [
nτε +
∞∑
ℓ=τε
(nℓ+1 − nℓ) Pr{Dℓ = 0}
]
−
[ ∞∑
ℓ=τε
nℓ Pr{Dℓ−1 = 0, Dℓ = 1}
]
=
∞∑
ℓ=τε
nℓ Pr{Dℓ−1 = 0, Dℓ = 0} −
∞∑
ℓ=τε
nℓ Pr{Dℓ = 0}
= −
∞∑
ℓ=τε
nℓ Pr{Dℓ−1 = 1, Dℓ = 0} ≤ 0,
it suffices to show that
lim
ε↓0
Rε = 1, (148)
where
Rε =
E[n]∑∞
ℓ=τε
nℓ Pr{Dℓ−1 = 0, Dℓ = 1} =
∑∞
ℓ=τε
nℓ Pr{l = ℓ}∑∞
ℓ=τε
nℓ Pr{Dℓ−1 = 0, Dℓ = 1} ≤ 1.
To show (148), it suffices to show lim infε↓0 Rε = 1. Note that
lim sup
ε↓0
i−2∑
ℓ=τε
nℓ Pr{Dℓ−1 = 0, Dℓ = 1} ≤ lim sup
ε↓0
i−2∑
ℓ=τε
nℓ Pr{Dℓ = 1} <∞, (149)
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lim sup
ε↓0
∞∑
ℓ=i+1
nℓ Pr{Dℓ−1 = 0, Dℓ = 1} ≤ lim sup
ε↓0
∞∑
ℓ=i
nℓ+1 Pr{Dℓ = 0}
≤ lim sup
ε↓0
[
sup
ℓ≥i
nℓ+1
nℓ
∞∑
ℓ=i
nℓ Pr{Dℓ = 0}
]
<∞. (150)
From (147), we have
lim sup
ε↓0
ni−2 Pr{Di−2 = 1} <∞, lim sup
ε↓0
ni Pr{Di = 0} <∞,
which implies that
lim
ε↓0
Pr{Di−2 = 1} = 0, lim
ε↓0
Pr{Di = 0} = 0, (151)
since ni−2 →∞ as ε ↓ 0. By virtue of (139) and (151), we have
lim
ε↓0
i∑
ℓ=i−1
Pr{Dℓ−1 = 0, Dℓ = 1} = 1, (152)
from which we have
i∑
ℓ=i−1
nℓ Pr{Dℓ−1 = 0, Dℓ = 1} ≥ ni−1
i∑
ℓ=i−1
Pr{Dℓ−1 = 0, Dℓ = 1} → ∞ (153)
as ε ↓ 0. In view of (124), (149), (150) and (153), to show (148), it suffices to show
lim inf
ε↓0
∑i
ℓ=i−1 nℓ Pr{l = ℓ}∑i
ℓ=i−1 nℓ Pr{Dℓ−1 = 0, Dℓ = 1}
= 1. (154)
Observing that
Pr{l = j} ≥ Pr{Dj−1 = 0, Dj = 1} −
j−2∑
ℓ=τε
Pr{Dℓ = 1}
for j ∈ {i− 1, i}, we have
i∑
ℓ=i−1
nℓ Pr{l = ℓ} ≥
i∑
ℓ=i−1
nℓ Pr{Dℓ−1 = 0, Dℓ = 1} − ni
i−2∑
ℓ=τε
Pr{Dℓ = 1} − ni−1
i−3∑
ℓ=τε
Pr{Dℓ = 1}
≥
i∑
ℓ=i−1
nℓ Pr{Dℓ−1 = 0, Dℓ = 1} − 2ni
i−2∑
ℓ=τε
Pr{Dℓ = 1}.
So, to show (154), it suffices to show limε↓0Qε = 0, where
Qε =
2ni
∑i−2
ℓ=τε
Pr{Dℓ = 1}∑i
ℓ=i−1 nℓ Pr{Dℓ−1 = 0, Dℓ = 1}
.
From (147), we have
0 ≤ lim sup
ε↓0
i−2∑
ℓ=τε
Pr{Dℓ = 1} ≤ lim sup
ε↓0
1
nτε
i−2∑
ℓ=τε
nℓ Pr{Dℓ = 1} = 0,
which implies
lim
ε↓0
i−2∑
ℓ=τε
Pr{Dℓ = 1} = 0. (155)
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Making use of (152), (155) and the observation that
2ni
∑i−2
ℓ=τε
Pr{Dℓ = 1}
ni
∑i
ℓ=i−1 Pr{Dℓ−1 = 0, Dℓ = 1}
≤ Qε ≤
2ni
∑i−2
ℓ=τε
Pr{Dℓ = 1}
ni−1
∑i
ℓ=i−1 Pr{Dℓ−1 = 0, Dℓ = 1}
,
we have limε↓0Qε = 0. Therefore, we have shown (148). The proof of the lemma is thus completed. ✷
H Proof of Theorem 5
The proof of (31) is similar to that of (9). The other properties are proved in the sequel.
H.1 Proof of Property (I)
To show (17), we need the following preliminary result.
Lemma 26 For µ ∈ Θ, there exist a number γ > 0 and a positive integer m > τε such that {l > l} ⊆
{|Zℓ − µ| ≥ γ} for all ℓ > m.
Proof. To show the lemma, we need to prove two claims as follows.
(i): For µ ∈ Θ, there exist a number γ > 0 and a positive integer m > τε such that{
FZℓ(Zℓ,U (Zℓ, ε)) >
δℓ
2
}
⊆ {|Zℓ − µ| ≥ γ} for all ℓ > m.
(ii): For µ ∈ Θ, there exist a number γ > 0 and a positive integer m > τε such that{
GZℓ(Zℓ,L (Zℓ, ε)) >
δℓ
2
}
⊆ {|Zℓ − µ| ≥ γ} for all ℓ > m.
To prove the first claim, note that there exists γ > 0 such that µ−γ, µ+γ ∈ Θ and that U (θ, ε)− θ ≥
U (µ,ε)−µ
2 > 0 for all θ ∈ (µ− γ, µ+ γ) ⊆ Θ. Define S = {θ ∈ (µ− γ, µ+ γ) : U (θ, ε) ∈ Θ}. If S = ∅, then{
FZℓ(Zℓ,U (Zℓ, ε)) >
δℓ
2 , |Zℓ − µ| < γ
}
= ∅ for ℓ ≥ τε. In the other case that S 6= ∅, we have that there
exists a constant D <∞ such that
sup
z∈S
W (U (z, ε))
|z −U (z, ε)|3 < D
By the assumptions on {nℓ} and {δℓ}, we have that n2ℓδℓ →∞ as ℓ→∞. Hence, for any constant C > 0,
{U (Zℓ, ε) ∈ Θ, |Zℓ − µ| < γ} =
{
CW (U (Zℓ, ε))
n2ℓ |Zℓ −U (Zℓ, ε)|3
<
δℓ
4
, U (Zℓ, ε) ∈ Θ, |Zℓ − µ| < γ
}
for large enough ℓ. Since n2ℓδℓ → ∞ as ℓ → ∞, we have 1nℓ ln 2δℓ → 0 as ℓ → ∞. It follows from (38) of
Lemma 1 that{
FZℓ(Zℓ,U (Zℓ, ε)) >
δℓ
2
, |Zℓ − µ| < γ
}
=
{
FZℓ(Zℓ,U (Zℓ, ε)) >
δℓ
2
, U (Zℓ, ε) ∈ Θ, |Zℓ − µ| < γ
}
⊆
{
1
2
exp
(
−nℓ|Zℓ −U (Zℓ, ε)|
2
2V(U (Zℓ, ε))
)
+
CW (U (Zℓ, ε))
n2ℓ |Zℓ −U (Zℓ, ε)|3
>
δℓ
2
, U (Zℓ, ε) ∈ Θ, |Zℓ − µ| < γ
}
⊆
{
1
2
exp
(
−nℓ|Zℓ −U (Zℓ, ε)|
2
2V(U (Zℓ, ε))
)
>
δℓ
4
, U (Zℓ, ε) ∈ Θ, |Zℓ − µ| < γ
}
⊆
{
exp
(
−nℓ|Zℓ −U (Zℓ, ε)|
2
2V∗
)
>
δℓ
2
, |Zℓ − µ| < γ
}
⊆
{
U (Zℓ, ε)− Zℓ < U (µ, ε)− µ
2
, |Zℓ − µ| < γ
}
= ∅
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for large enough ℓ, where V∗ = supθ∈S V(θ) and C is some absolute constant. It follows that, in both cases
that S = ∅ and S 6= ∅,{
FZℓ(Zℓ,U (Zℓ, ε)) >
δℓ
2
}
⊆
{
FZℓ(Zℓ,U (Zℓ, ε)) >
δℓ
2
, |Zℓ − µ| < γ
}
∪ {|Zℓ − µ| ≥ γ}
= {|Zℓ − µ| ≥ γ}
for large enough ℓ. This proves the first claim. By a similar method, we can show the second claim.
By the definition of the stopping rule, we have that
{l > ℓ} ⊆
{
FZℓ(Zℓ,U (Zℓ, ε)) >
δℓ
2
}
∪
{
GZℓ(Zℓ,L (Zℓ, ε)) >
δℓ
2
}
. (156)
Finally, the proof of the lemma is completed by making use of (156) and our two established claims.
✷
We are now in a position to prove (17). According to Lemma 26, there exists an integer m > τε and a
positive number γ > 0 such that
Pr{l > ℓ} ≤ Pr{|Zℓ − µ| ≥ γ} for all ℓ > m. (157)
Making use of (157) and the weak law of large numbers, we have
0 ≤ lim sup
ℓ→∞
Pr{l > ℓ} ≤ lim
ℓ→∞
Pr{|Zℓ − µ| ≥ γ} = 0,
which implies that limℓ→∞ Pr{l > ℓ} = 0. It follows that
Pr{l <∞} = 1− lim
ℓ→∞
Pr{l > ℓ} = 1
and thus Pr{n <∞} = 1. By virtue of (40) of Lemma 1 and (157), we have
E[n] ≤ nm+1 +
∑
ℓ>m
Pr{|Zℓ − µ| ≥ γ} ≤ nm+1 +
∑
ℓ>m
(nℓ+1 − nℓ)
[
exp
(
−nℓ
2
γ2
V(µ)
)
+
2C
n2ℓ
W (µ)
γ3
]
<∞.
H.2 Proof of Property (II)
To prove (18) and (19), we can apply Lemma 19 and Lemma 27 as follows.
Lemma 27
Pr
{
lim inf
ε↓0
Λl(µ) ≥ 1
}
= 1, (158)
Pr
{
Both lim sup
ε↓0
Λl−1(µ) ≤ 1 and lim inf
ε↓0
l > 1 hold or lim
ε↓0
l = 1
}
= 1. (159)
Proof. To simplify notations, define
Ll = L (Zl, ε), Ll−1 = L (Zl−1, ε), U l = U (Zl, ε), U l−1 = U (Zl−1, ε).
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Define
E1 =
{
FZl(Zl,U l) ≤
δl
2
, GZl(Zl,Ll) ≤
δn
2
}
,
E2 = {l = τε}
⋃{
FZl−1(Zl−1,U l−1) >
δl−1
2
, l > τε
}⋃{
GZl−1(Zl−1,Ll−1) >
δl−1
2
, l > τε
}
,
E3 =
{
lim
ε↓0
n =∞, lim
ε↓0
Zl = µ, lim
ε↓0
Zl−1 = µ
}
,
E4 = E1 ∩ E2 ∩ E3,
E5 =
{
lim inf
ε↓0
Λl(µ) ≥ 1
}
,
E6 =
{
lim sup
ε↓0
Λl−1(µ) ≤ 1, lim inf
ε↓0
l > 1 or lim
ε↓0
l = 1
}
.
By the assumption that nτε → ∞ as ε ↓ 0, we have that {limε↓0 n = ∞} is a sure event. It follows from
the strong law of large numbers that E3 is an almost sure event. By the definition of the stopping rule, we
have that E1 ∩ E2 is an almost sure event. Hence, E4 is an almost sure event. To show (158), it suffices to
show that E4 ⊆ E5. For this purpose, we let ω ∈ E4 and attempt to show that ω ∈ E5. For simplicity of
notations, let ℓ = l(ω), zℓ = Zl(ω), zℓ−1 = Zl−1(ω),
Lℓ = L (zℓ, ε), Uℓ = U (zℓ, ε), Lℓ−1 = L (zℓ−1, ε), Uℓ−1 = U (zℓ−1, ε).
For small ε > 0, zℓ and zℓ−1 will be bounded in a neighborhood of µ. Let η > 0 be small enough so that
µ+ η, µ− η ∈ Θ. Then, there exists ε⋆ > 0 such that
|Lℓ − µ| < η, |Uℓ − µ| < η, |Lℓ−1 − µ| < η, |Uℓ−1 − µ| < η
for all ε ∈ (0, ε⋆). It follows from the continuity of B(.) that there exists a constant K > 0 such that
B(Lℓ) < K, B(Uℓ) < K, B(Lℓ−1) < K, B(Uℓ−1) < K
for all ε ∈ (0, ε⋆). As a consequence of ω ∈ E1, we have
FZℓ(zℓ, Uℓ) ≤
δℓ
2
, GZℓ(zℓ, Lℓ) ≤
δℓ
2
.
Making use of these inequalities and (36), (37) of Lemma 1, we have
Φ
(√
nℓ[zℓ − Uℓ]√V(Uℓ)
)
− B(Uℓ)√
nℓ
≤ δℓ
2
, Φ
(√
nℓ[Lℓ − zℓ]√V(Lℓ)
)
− B(Lℓ)√
nℓ
≤ δℓ
2
from which we have
Λℓ(µ) =
κ2(µ)Cℓ
V(µ) ≥
Cℓ
ε2nℓ
[
Φ−1
(
1− δℓ
2
− B(Uℓ)√
nℓ
)]2 [
κ(µ)ε
Uℓ − zℓ
]2 V(Uℓ)
V(µ) ,
Λℓ(µ) =
κ2(µ)Cℓ
V(µ) ≥
Cℓ
ε2nℓ
[
Φ−1
(
1− δℓ
2
− B(Lℓ)√
nℓ
)]2 [
κ(µ)ε
zℓ − Lℓ
]2 V(Lℓ)
V(µ) .
These two inequalities imply that lim infε↓0 Λℓ(µ) ≥ 1. Hence, ω ∈ E5 and thus (158) holds.
To show (159), it suffices to show that ω ∈ E6 for ω ∈ E4. As a consequence of ω ∈ E2, we have that
either ℓ = τε or
FZℓ−1(zℓ−1, Uℓ−1) >
δℓ−1
2
or GZℓ−1(zℓ−1, Lℓ−1) >
δℓ−1
2
must be true for small enough ε ∈ (0, ε⋆). Making use of (36) and (37), we have that either ℓ = τε or
Φ
(√
nℓ−1[zℓ−1 − Uℓ−1]√V(Uℓ−1)
)
+
B(Uℓ−1)√
nℓ−1
>
δℓ−1
2
or
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Φ(√
nℓ−1[Lℓ−1 − zℓ−1]√V(Lℓ−1)
)
+
B(Lℓ−1)√
nℓ−1
>
δℓ−1
2
must be true for small enough ε ∈ (0, ε⋆). It follows that either ℓ = τε or
Λℓ−1(µ) =
κ2(µ)Cℓ−1
V(µ) <
Cℓ−1
ε2nℓ−1
[
Φ−1
(
1− δℓ−1
2
+
B(Uℓ−1)√
nℓ−1
)]2 [
κ(µ)ε
Uℓ−1 − zℓ−1
]2 V(Uℓ−1)
V(µ) or
Λℓ−1(µ) =
κ2(µ)Cℓ−1
V(µ) <
Cℓ−1
ε2nℓ−1
[
Φ−1
(
1− δℓ−1
2
+
B(Lℓ−1)√
nℓ−1
)]2 [
κ(µ)ε
zℓ−1 − Lℓ−1
]2 V(Lℓ−1)
V(µ)
must be true for small enough ε ∈ (0, ε⋆). This implies that either limε↓0 ℓ = 1 or
lim sup
ε↓0
Λℓ−1(µ) ≤ 1, lim inf
ε↓0
ℓ > 1
must be true. Hence, ω ∈ E6 and thus (159) holds.
✷
H.3 Proof of Properties (III) – (VII)
Property (III) follows from Lemma 22 and the established Property (II). A key result to establish Properties
(IV) – (VII) is Lemma 29, which will be developed in the sequel. Once Lemma 29 is established,
Property (IV) follows from Lemmas 20, 21 and 29;
Property (V) follows from Lemmas 20, 23 and 29;
Property (VI) follows from Lemmas 20, 24 and 29;
Property (VII) follows from Lemmas 20, 25 and 29.
To establish Lemma 29, we need the following result.
Lemma 28 Let ς ∈ (0, 1) and η ∈ (0, 1) such that
(
1+η
1−η
)3
1
1+ς < 1 <
(
1−η
1+η
)3
1
1−ς . Let B be a positive
constant. Then, there exists ε∗ > 0 such that
(1− η)Cℓ
ε2
[
Φ−1
(
1− δℓ
2
)]2
< nℓ < (1 + η)
Cℓ
ε2
[
Φ−1
(
1− δℓ
2
)]2
(160)
and (
1 + η
1− η
)3
1
1 + ς
[
Φ−1
(
1− δℓ
2
)]2
<
[
Φ−1
(
1− δℓ
2
− B
n2ℓε
3
)]2
, (161)(
1− η
1 + η
)3
1
1− ς
[
Φ−1
(
1− δℓ
2
)]2
>
[
Φ−1
(
1− δℓ
2
+
B
n2ℓε
3
)]2
(162)
for all ε ∈ (0, ε∗) and ℓ ≥ τε.
Proof. By the assumption that limε↓0 τε = 1 and ε
2nℓ
CℓΥℓ
→ 1 uniformly for ℓ ≥ 1 as ε ↓ 0, we have that
there exists ε1 > 0 such that τε = 1 and (160) holds for all ε ∈ (0, ε1) and ℓ ≥ τε. It follows that
δℓn
2
ℓε
4 > (1− η)2δℓ(CℓΥℓ)2
for ℓ ≥ τε = 1 with ε ∈ (0, ε1). By the assumption that δℓ(CℓΥℓ)2 → ∞ as ℓ → ∞, we have that there
exists a constant K > 0 such that
B
δℓn2ℓε
4
<
B
(1− η)2δℓ(CℓΥℓ)2 <
K
2
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for ℓ ≥ τε = 1 with ε ∈ (0, ε1). This implies that
B
n2ℓε
3
<
δℓ
2
Kε
for ℓ ≥ τε = 1 with ε ∈ (0, ε2), where
ε2 = min
{
ε1,
1
K
}
.
Therefore, [
Φ−1
(
1− δℓ
2
− B
n2ℓε
3
)]2
>
[
Φ−1
(
1− δℓ
2
− δℓ
2
Kε
)]2
, (163)[
Φ−1
(
1− δℓ
2
+
B
n2ℓε
3
)]2
<
[
Φ−1
(
1− δℓ
2
+
δℓ
2
Kε
)]2
(164)
for ε ∈ (0, ε2) and ℓ ≥ τε. As a consequence of the fact that
lim
δ↓0
[
Φ−1 (1− δ)]2
2 ln 1δ
= 1, (165)
there exists β∗ ∈ (0, 1) such that[
Φ−1 (1− β − βKε)]2
[Φ−1 (1− β)]2 >
(
1 + η
1− η
) 3
2
(
1
1 + ς
) 1
2 ln 1
β(1+Kε)
ln 1
β
>
(
1 + η
1− η
) 3
2
(
1
1 + ς
) 1
2
[
1− ln(1 +Kε)
ln 1
β∗
]
,
[
Φ−1 (1− β + βKε)]2
[Φ−1 (1− β)]2 <
(
1− η
1 + η
) 3
2
(
1
1− ς
) 1
2 ln 1
β(1−Kε)
ln 1
β
<
(
1− η
1 + η
) 3
2
(
1
1− ς
) 1
2
[
1− ln(1−Kε)
ln 1
β∗
]
for all β ∈ (0, β∗) and ε ∈ (0, ε2). Hence, there exists ε3 ∈ (0, ε2) such that[
Φ−1 (1− β − βKε)]2
[Φ−1 (1− β)]2 >
(
1 + η
1− η
)3
1
1 + ς
,[
Φ−1 (1− β + βKε)]2
[Φ−1 (1− β)]2 <
(
1− η
1 + η
)3
1
1− ς
for all β ∈ (0, β∗) and ε ∈ (0, ε3). Making use of (163), (164) and the above inequalities, for ℓ ≥ τε with
δℓ
2 < β
∗, we have that (161) and (162) hold for all ε ∈ (0, ε3). On the other hand, in view of (163) and
(164), for ℓ ≥ τε with δℓ2 ≥ β∗, we can find ε4 ∈ (0, ε2) such that (161) and (162) hold for all ε ∈ (0, ε4).
Thus, we have shown that there exists ε∗ ∈ (0, ε2) such that (161) and (162) hold for all ε ∈ (0, ε∗) and
ℓ ≥ τε. This completes the proof of the lemma.
✷
Lemma 29 For µ ∈ Θ, if Λj(µ) > 1 for some index j ≥ 1, then there exist γ > 0 and ε∗ > 0 such that
{Dℓ = 0} ⊆ {|Zℓ − µ| ≥ γ} for all ℓ ≥ j and ε ∈ (0, ε∗).
Similarly, for µ ∈ Θ, if Λj(µ) < 1 for some index j ≥ 1, then there exist γ > 0 and ε∗ > 0 such that
{Dℓ = 1} ⊆ {|Zℓ − µ| ≥ γ} for all ℓ ≤ j and ε ∈ (0, ε∗).
Proof. Define
gℓ(z, ε) = nℓmin


[z −U (z, ε)]2
V(U (z, ε))
[
Φ−1
(
1− δℓ
2
+ CW (U (z,ε))
n2
ℓ
|U (z,ε)−z|3
)]2 , [z −L (z, ε)]2
V(L (z, ε))
[
Φ−1
(
1− δℓ
2
+ CW (L (z,ε))
n2
ℓ
|L (z,ε)−z|3
)]2

 ,
hℓ(z, ε) = nℓmax


[z −U (z, ε)]2
V(U (z, ε))
[
Φ−1
(
1− δℓ
2
− CW (U (z,ε))
n2
ℓ
|U (z,ε)−z|3
)]2 , [z −L (z, ε)]2
V(L (z, ε))
[
Φ−1
(
1− δℓ
2
− CW (L (z,ε))
n2
ℓ
|L (z,ε)−z|3
)]2


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for ℓ ≥ τε. By virtue of nonuniform Berry-Essen inequality, it can be readily shown that{
FZℓ(Zℓ,U (Zℓ, ε)) ≤
δℓ
2
, U (Zℓ, ε) ∈ Θ
}
⊇
{
Φ
(√
nℓ[Zℓ −U (Zℓ, ε)]√V (U (Zℓ, ε))
)
≤ δℓ
2
− CW (U (Zℓ, ε))
n2ℓ |U (Zℓ, ε)− Zℓ|3
, U (Zℓ, ε) ∈ Θ
}
, (166)
{
FZℓ(Zℓ,U (Zℓ, ε)) >
δℓ
2
, U (Zℓ, ε) ∈ Θ
}
⊇
{
Φ
(√
nℓ[Zℓ −U (Zℓ, ε)]√V (U (Zℓ, ε))
)
>
δℓ
2
+
CW (U (Zℓ, ε))
n2ℓ |U (Zℓ, ε)− Zℓ|3
, U (Zℓ, ε) ∈ Θ
}
, (167)
{
GZℓ(Zℓ,L (Zℓ, ε)) ≤
δℓ
2
, L (Zℓ, ε) ∈ Θ
}
⊇
{
Φ
(√
nℓ[L (Zℓ, ε)− Zℓ]√V (L (Zℓ, ε))
)
≤ δℓ
2
− CW (L (Zℓ, ε))
n2ℓ |L (Zℓ, ε)− Zℓ|3
, L (Zℓ, ε) ∈ Θ
}
, (168)
{
GZℓ(Zℓ,L (Zℓ, ε)) >
δℓ
2
, L (Zℓ, ε) ∈ Θ
}
⊇
{
Φ
(√
nℓ[L (Zℓ, ε)− Zℓ]√V (L (Zℓ, ε))
)
>
δℓ
2
+
CW (L (Zℓ, ε))
n2ℓ |L (Zℓ, ε)− Zℓ|3
, L (Zℓ, ε) ∈ Θ
}
(169)
for ℓ ∈ Z no less than τε, where C is an absolute constant. Hence, applying (166), (167), (168), (169), the
definition of gℓ(z, ε), hℓ(z, ε), and the definition of decision variable Dℓ for ℓ ≥ τε, we have
{gℓ(Zℓ, ε) ≥ 1, L (Zℓ, ε) ∈ Θ, U (Zℓ, ε) ∈ Θ} ⊆ {Dℓ = 1} (170)
and
{hℓ(Zℓ, ε) < 1, L (Zℓ, ε) ∈ Θ, U (Zℓ, ε) ∈ Θ} ⊆ {Dℓ = 0} (171)
for ℓ ≥ τε.
Next, we claim that, for any θ ∈ Θ and ς ∈ (0, 1), there exist γ > 0 and ε∗ > 0 such that
L (z, ε) ∈ Θ, U (z, ε) ∈ Θ
and that (1−ς)Λℓ(z) < gℓ(z, ε) < hℓ(z, ε) < (1+ς)Λℓ(z) for all z ∈ (θ−γ, θ+γ) ⊆ Θ, ε ∈ (0, ε∗) and ℓ ≥ τε.
To show this claim, note that for ς ∈ (0, 1), there exists η ∈ (0, 1) such that
(
1+η
1−η
)3
1
1+ς < 1 <
(
1−η
1+η
)3
1
1−ς .
As a consequence of κ(θ) > 0, the assumption associated with (1) and the continuity of κ(z) and V(z), we
have that there exist γ > 0 and ε1 > 0 such that θ + 2γ, θ − 2γ ∈ Θ,
L (z, ε) ∈ Θ, U (z, ε) ∈ Θ
and that
(1− η)κ(θ)ε < |z −U (z, ε)| < (1 + η)κ(θ)ε, (172)
(1− η)κ(θ)ε < |z −L (z, ε)| < (1 + η)κ(θ)ε, (173)
(1− η)κ(θ) < κ(z) < (1 + η)κ(θ), (174)
θ − 2γ < θ − γ − (1 + η)κ(θ)ε ≤ L (z, ε) < U (z, ε) ≤ θ + γ + (1 + η)κ(θ)ε < θ + 2γ (175)
(1− η)V(z) < V(U (z, ε)) < (1 + η)V(z), (176)
(1− η)V(z) < V(L (z, ε)) < (1 + η)V(z), (177)
for all z ∈ (θ − γ, θ + γ) and ε ∈ (0, ε1). Define
B =
C
[(1 − η)κ(θ)]3 × supz∈(θ−2γ,θ+2γ)
W (z).
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In view of (172), (173) and (175), we have
CW (L (z, ε))
n2ℓ |L (z, ε)− z|3
≤ B
n2ℓε
3
(178)
and
CW (U (z, ε))
n2ℓ |U (z, ε)− z|3
≤ B
n2ℓε
3
(179)
for all z ∈ (θ − γ, θ+ γ) and ε ∈ (0, ε1). According to Lemma 28, there exists ε∗ ∈ (0, ε1) such that (160),
(161) and (162) hold for all ε ∈ (0, ε∗) and ℓ ≥ τε. Since (161) and (162) can be, respectively, written as
(1+η)
ε2 Cℓ
[
Φ−1
(
1− δℓ2
)]2
(1− η)[(1 − η)κ(θ)]2Cℓ ×
[(1 + η)κ(θ)ε]2[
Φ−1
(
1− δℓ2 − Bn2
ℓ
ε3
)]2 < 1 + ς,
(1−η)
ε2 Cℓ
[
Φ−1
(
1− δℓ2
)]2
(1 + η)[(1 + η)κ(θ)]2Cℓ
× [(1− η)κ(θ)ε]
2[
Φ−1
(
1− δℓ2 + Bn2
ℓ
ε3
)]2 > 1− ς,
it follows from (160) that
nℓ
(1− η)[(1 − η)κ(θ)]2Cℓ ×
[(1 + η)κ(θ)ε]2[
Φ−1
(
1− δℓ2 − Bn2
ℓ
ε3
)]2 < 1 + ς, (180)
nℓ
(1 + η)[(1 + η)κ(θ)]2Cℓ
× [(1 − η)κ(θ)ε]
2[
Φ−1
(
1− δℓ2 + Bn2
ℓ
ε3
)]2 > 1− ς (181)
for all ε ∈ (0, ε∗) and ℓ ≥ τε. Therefore,
nℓ
(1− η)[κ(z)]2Cℓ ×
[z −U (z, ε)]2[
Φ−1
(
1− δℓ2 − CW (U (z,ε))n2
ℓ
|U (z,ε)−z|3
)]2 < 1 + ς, (182)
nℓ
(1− η)[κ(z)]2Cℓ ×
[z −L (z, ε)]2[
Φ−1
(
1− δℓ2 − CW (L (z,ε))n2
ℓ
|L (z,ε)−z|3
)]2 < 1 + ς, (183)
nℓ
(1 + η)[κ(z)]2Cℓ
× [z −U (z, ε)]
2[
Φ−1
(
1− δℓ2 + CW (U (z,ε))n2
ℓ
|U (z,ε)−z|3
)]2 > 1− ς, (184)
nℓ
(1 + η)[κ(z)]2Cℓ
× [z −L (z, ε)]
2[
Φ−1
(
1− δℓ2 + CW (L (z,ε))n2
ℓ
|L (z,ε)−z|3
)]2 > 1− ς (185)
for all z ∈ (θ − γ, θ + γ), ε ∈ (0, ε∗) and ℓ ≥ τε. Here, equation (182) follows from (179) and (180).
Equation (183) follows from (178) and (180). Equation (184) follows from (179) and (181). Equation (185)
follows from (178) and (181). It follows from (176), (177), (182), (183), (184), (185) and the definition of
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Λℓ(z) that
nℓ
V(U (z, ε)) ×
[z −U (z, ε)]2[
Φ−1
(
1− δℓ2 − CW (U (z,ε))n2
ℓ
|U (z,ε)−z|3
)]2 < (1 + ς)Λℓ(z), (186)
nℓ
V(L (z, ε)) ×
[z −L (z, ε)]2[
Φ−1
(
1− δℓ2 − CW (L (z,ε))n2
ℓ
|L (z,ε)−z|3
)]2 < (1 + ς)Λℓ(z), (187)
nℓ
V(U (z, ε)) ×
[z −U (z, ε)]2[
Φ−1
(
1− δℓ2 + CW (U (z,ε))n2
ℓ
|U (z,ε)−z|3
)]2 > (1− ς)Λℓ(z), (188)
nℓ
V(L (z, ε)) ×
[z −L (z, ε)]2[
Φ−1
(
1− δℓ2 + CW (L (z,ε))n2
ℓ
|L (z,ε)−z|3
)]2 > (1− ς)Λℓ(z) (189)
for all z ∈ (θ − γ, θ + γ), ε ∈ (0, ε∗) and ℓ ≥ τε. Making use of (186), (187), (188), (189) and the
definitions of gℓ(z, ε) and hℓ(z, ε), we have that for any θ ∈ Θ and ς ∈ (0, 1), there exist γ > 0 and ε∗ > 0
such that L (z, ε) ∈ Θ, U (z, ε) ∈ Θ and that (1 − ς)Λℓ(z) < gℓ(z, ε) < hℓ(z, ε) < (1 + ς)Λℓ(z) for all
z ∈ (θ − γ, θ + γ), ε ∈ (0, ε∗) and ℓ ≥ τε. Our claim is thus proved.
For µ ∈ Θ with Λj(µ) > 1, let ς ∈
(
0, 1− 1√
Λj(µ)
)
. By the continuity of Λℓ(z) on z ∈ Θ, there exists a
number γ0 > 0 such that
Λj(z) ≥ (1− ς)Λj(µ) for all z ∈ (µ− γ0, µ+ γ0).
Since Λℓ(µ) is increasing with respect to ℓ, it must be true that
Λℓ(z) ≥ (1− ς)Λj(µ) for all ℓ ≥ j and z ∈ (µ− γ0, µ+ γ0).
By our established claim, there exist γ ∈ (0, γ0) and ε∗ > 0 such that
gℓ(z, ε) > (1− ς)Λℓ(z) ≥ (1− ς)2Λj(µ) > 1, L (z, ε) ∈ Θ, U (z, ε) ∈ Θ
for all z ∈ (µ − γ, µ + γ), ε ∈ (0, ε∗) and ℓ ≥ j. Making use of this result and (170), we have that there
exist γ > 0 and ε∗ > 0 such that {|Zℓ−µ| < γ} ⊆ {Dℓ = 1} for all ε ∈ (0, ε∗) and ℓ ≥ j. This implies that,
there exist γ > 0 and ε∗ > 0 such that {Dℓ = 0} ⊆ {|Zℓ − µ| ≥ γ} for all ε ∈ (0, ε∗) and ℓ ≥ j. Hence, we
have shown the first statement of the lemma.
To show the second statement of the lemma, choose ς ∈
(
0, 1√
Λj (µ)
− 1
)
for µ ∈ Θ with Λj(µ) < 1. By
the continuity of Λℓ(z) on z ∈ Θ, there exists a number γ0 > 0 such that
Λj(z) ≤ (1 + ς)Λj(µ) for all z ∈ (µ− γ0, µ+ γ0).
Since Λℓ(µ) is increasing with respect to ℓ, it must be true that
Λℓ(z) ≤ (1 + ς)Λj(µ) for all ℓ ≤ j and z ∈ (µ− γ0, µ+ γ0).
By our established claim, there exist γ ∈ (0, γ0) and ε∗ > 0 such that
hℓ(z, ε) < (1 + ς)Λℓ(z) ≤ (1 + ς)2Λj(µ) < 1, L (z, ε) ∈ Θ, U (z, ε) ∈ Θ
for all z ∈ (µ − γ, µ + γ), ε ∈ (0, ε∗) and ℓ ≤ j. Making use of this result and (171), we have that there
exist γ > 0 and ε∗ > 0 such that {|Zℓ − µ| < γ} ⊆ {Dℓ = 0} for all ε ∈ (0, ε∗) and ℓ ≤ j. This implies
that, there exist γ > 0 and ε∗ > 0 such that {Dℓ = 1} ⊆ {|Zℓ − µ| ≥ γ} for all ε ∈ (0, ε∗) and ℓ ≤ j. So,
we have shown the second statement of the lemma. This completes the proof of the lemma.
✷
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I Proof of Theorem 6
The proof of (33) is similar to that of (13). The other properties are proved in the sequel.
I.1 Proof of Property (I)
To establish (17), we can make use of a similar method as that of the counterpart of Theorem 5 and Lemma
30 as follows.
Lemma 30 There exist a real number γ > 0 and an integer m > τε such that
{l > ℓ} ⊆ {|Zℓ − µ| ≥ γ} for all ℓ > m. (190)
Proof. From Lemma 4, we have that there exists a number γ > 0 such that (µ− γ, µ+ γ) ⊆ Θ and that
sup
θ∈(µ−γ,µ+γ)
M (θ,U (θ, ε)) < 0.
Since Cℓ →∞ as ℓ→∞, it follows that ln
δℓ
2
nℓ
→ 0 as ℓ→∞. Hence, there exists m > τε such that
ln δℓ2
nℓ
> sup
θ∈(µ−γ,µ+γ)
M (θ,U (θ, ε)) for ℓ > m.
This implies that {
M (Zℓ,U (Zℓ, ε)) >
ln δℓ2
nℓ
, |Zℓ − µ| < γ
}
= ∅ for all ℓ > m.
It follows that{
M (Zℓ,U (Zℓ, ε)) >
ln δℓ
2
nℓ
}
⊆
{
M (Zℓ,U (Zℓ, ε)) >
ln δℓ
2
nℓ
, |Zℓ − µ| < γ
}
∪ {|Zℓ − µ| ≥ γ}
= {|Zℓ − µ| ≥ γ}
for all ℓ > m. So, we have shown that there exist a real number γ > 0 and an integer m > τε such that{
M (Zℓ,U (Zℓ, ε)) >
ln
δℓ
2
nℓ
}
⊆ {|Zℓ − µ| ≥ γ} for all ℓ > m. In a similar manner, we can show that there
exist a real number γ > 0 and an integer m > τε such that{
M (Zℓ,L (Zℓ, ε)) >
ln δℓ2
nℓ
}
⊆ {|Zℓ − µ| ≥ γ} for all ℓ > m.
Therefore, there exist a real number γ > 0 and an integer m > τε such that{
M (Zℓ,U (Zℓ, ε)) ≤ ln
δℓ
2
nℓ
, M (Zℓ,L (Zℓ, ε)) ≤ ln
δℓ
2
nℓ
}
⊇ {|Zℓ − µ| < γ}
for all ℓ > m. Making use of this result and the definition of the stopping rule, we have that {l > ℓ} ⊆
{|Zℓ − µ| ≥ γ} for all ℓ > m. This completes the proof of the lemma. ✷
I.2 Proof of Property (II)
To prove (18) and (19), we can apply Lemma 19 and Lemma 31 as follows.
Lemma 31
Pr
{
lim inf
ε↓0
Λl(µ) ≥ 1
}
= 1, (191)
Pr
{
Both lim sup
ε↓0
Λl−1(µ) ≤ 1 and lim inf
ε↓0
l > 1 hold or lim
ε↓0
l = 1
}
= 1. (192)
60
Proof. To simplify notations, define
Ll = L (Zl, ε), Ll−1 = L (Zl−1, ε), U l = U (Zl, ε), U l−1 = U (Zl−1, ε).
Define
E1 =
{
M (Zl,U l) ≤ ln
δl
2
nl
, M (Zl,Ll) ≤ ln
δl
2
nl
}
,
E2 = {l = τε}
⋃{
M (Zl−1,U l−1) >
ln
δl−1
2
nl−1
, l > τε
}⋃{
M (Zl−1,Ll−1) >
ln
δl−1
2
nl−1
, l > τε
}
,
E3 =
{
lim
ε↓0
n =∞, lim
ε↓0
Zl = µ, lim
ε↓0
Zl−1 = µ
}
,
E4 = E1 ∩ E2 ∩ E3,
E5 =
{
lim inf
ε↓0
Λl(µ) ≥ 1
}
,
E6 =
{
Both lim sup
ε↓0
Λl−1(µ) ≤ 1 and lim inf
ε↓0
l > 1 hold or lim
ε↓0
l = 1
}
.
By the assumption that nτε → ∞ as ε ↓ 0, we have that {limε↓0 n = ∞} is a sure event. It follows from
the strong law of large numbers that E3 is an almost sure event. By the definition of the stopping rule, we
have that E1 ∩ E2 is an almost sure event. Hence, E4 is an almost sure event. To show (191), it suffices to
show that E4 ⊆ E5. For this purpose, we let ω ∈ E4 and attempt to show that ω ∈ E5. For simplicity of
notations, let ℓ = l(ω), zℓ = Zl(ω), zℓ−1 = Zl−1(ω),
Lℓ = L (zℓ, ε), Uℓ = U (zℓ, ε), Lℓ−1 = L (zℓ−1, ε), Uℓ−1 = U (zℓ−1, ε).
For small ε > 0, zℓ and zℓ−1 will be bounded in a neighborhood of µ. We restrict ε > 0 to be sufficiently
small so that
Lℓ ∈ Θ, Uℓ ∈ Θ, Lℓ−1 ∈ Θ, Uℓ−1 ∈ Θ.
As a consequence of ω ∈ E1,
nℓ ≥
ln( δℓ2 )
M (zℓ, Uℓ)
, (193)
nℓ ≥
ln( δℓ2 )
M (zℓ, Lℓ)
. (194)
From (193), we have
Λℓ(µ) =
κ2(µ)Cℓ
V(µ) ≥
Cℓ
ε2nℓ
2V(Uℓ) ln( δℓ2 )
[Uℓ − zℓ]2
[Uℓ − zℓ]2
2V(Uℓ)M (zℓ, Uℓ)
[κ(µ)ε]2
V(µ) .
Making use of this result and Lemma 5, we have
lim inf
ε↓0
Λℓ(µ) ≥ 1. (195)
Similarly, (195) can be deduced from (194) by virtue of Lemma 5. Hence, ω ∈ E5 and thus (191) holds.
To show (192), it suffices to show that ω ∈ E6 for ω ∈ E4. Since ω ∈ E2, we have that either ℓ = τε or
nℓ−1 <
ln( δℓ−12 )
M (zℓ−1, Uℓ−1)
or (196)
nℓ−1 <
ln(
δℓ−1
2 )
M (zℓ−1, Lℓ−1)
(197)
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must be true for small enough ε > 0. From (196), we have
Λℓ−1(µ) =
κ2(µ)Cℓ−1
V(µ) <
Cℓ−1
ε2nℓ−1
2V(Uℓ−1) ln( δℓ−12 )
[Uℓ−1 − zℓ−1]2
[Uℓ−1 − zℓ−1]2
2V(Uℓ−1)M (zℓ−1, Uℓ−1)
[κ(µ)ε]2
V(µ) .
Using this result and Lemma 5, we have that
lim sup
ε↓0
Λℓ−1(µ) ≤ 1. (198)
Similarly, (198) can be deduced from (197) by virtue of Lemma 5. This implies that either limε↓0 ℓ = 1 or
lim sup
ε↓0
Λℓ−1(µ) ≤ 1, lim inf
ε↓0
ℓ > 1
must be true. Hence, ω ∈ E6 and thus (192) holds.
✷
I.3 Proof of Properties (III) – (VII)
Property (III) follows from Lemma 22 and the established Property (II). A key result to establish Properties
(IV) – (VII) is Lemma 32, which will be developed in the sequel. Once Lemma 32 is established,
Property (IV) follows from Lemmas 20, 21 and 32.
Property (V) follows from Lemmas 20, 23 and 32.
Property (VI) follows from Lemmas 20, 24 and 32.
Property (VII) follows from Lemmas 20, 25 and 32.
Lemma 32 For µ ∈ Θ, if Λj(µ) > 1 for some index j ≥ 1, then there exist a number γ > 0 and ε∗ > 0
such that {Dℓ = 0} ⊆ {|Zℓ − µ| ≥ γ} for all ℓ ≥ j and ε ∈ (0, ε∗).
Similarly, for µ ∈ Θ, if Λj(µ) < 1 for some index j ≥ 1, then there exist a number γ > 0 and ε∗ > 0
such that {Dℓ = 1} ⊆ {|Zℓ − µ| ≥ γ} for all ℓ ≤ j and ε ∈ (0, ε∗).
Proof. Define
Hℓ(z, ε) =
nℓ
ln δℓ2
max{M (z,L (z, ε)), M (z,U (z, ε))} (199)
for ℓ ≥ τε. By the definitions of Hℓ(z, ε), the decision variable Dℓ, and the stopping rule, we have that
{Hℓ(Zℓ, ε) ≥ 1, L (Zℓ, ε) ∈ Θ, U (Zℓ, ε) ∈ Θ} ⊆ {Dℓ = 1} (200)
and
{Hℓ(Zℓ, ε) < 1, L (Zℓ, ε) ∈ Θ, U (Zℓ, ε) ∈ Θ} ⊆ {Dℓ = 0} (201)
for ℓ ≥ τε.
Next, we claim that for any θ ∈ Θ and ς ∈ (0, 1), there exist γ > 0 and ε∗ > 0 such that L (z, ε) ∈
Θ, U (z, ε) ∈ Θ and that (1−ς)Λℓ(z) < Hℓ(z, ε) < (1+ς)Λℓ(z) for all z ∈ (θ−γ, θ+γ) ⊆ Θ, ε ∈ (0, ε∗) and
ℓ ≥ τε. To prove this claim, note that for ς ∈ (0, 1), there exists η ∈ (0, 1) such that (1+η)
4
1+ς < 1 <
(1−η)4
1−ς .
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Note that there exist γ > 0 and ε1 > 0 such that L (z, ε) ∈ Θ, U (z, ε) ∈ Θ and that
1− η < −2V(L (z, ε))M (z,L (z, ε))
[L (z, ε)− z]2 < 1 + η, (202)
1− η < −2V(U (z, ε))M (z,U (z, ε))
[U (z, ε)− z]2 < 1 + η, (203)
1− η <
[
z −L (z, ε)
κ(z)ε
]2
< 1 + η, (204)
1− η <
[
U (z, ε)− z
κ(z)ε
]2
< 1 + η, (205)
1− η < V(z)V(L (z, ε)) < 1 + η, (206)
1− η < V(z)V(U (z, ε)) < 1 + η (207)
for all z ∈ (θ−γ, θ+γ) and ε ∈ (0, ε1). Here, inequalities (202) and (203) follow from Lemma 5. Inequalities
(204) and (205) are due to the continuity of κ(z) and the assumption associated with (1). Inequalities (206)
and (207) follows from the fact that V(z)V(L (z,ε)) and
V(z)
V(U (z,ε)) are continuous functions of z and ε which tend
to 1 as (z, ε) tends to (θ, 0). Multiplying inequalities (202), (204) and (206) yields
(1− η)3 < −2V(z)M (z,L (z, ε))
[κ(z)ε]2
< (1 + η)3 (208)
for all z ∈ (θ − γ, θ + γ) and ε ∈ (0, ε1). Multiplying inequalities (203), (205) and (207) yields
(1− η)3 < −2V(z)M (z,U (z, ε))
[κ(z)ε]2
< (1 + η)3 (209)
for all z ∈ (θ− γ, θ+ γ) and ε ∈ (0, ε1). By the definition of the sample sizes, there exists ε∗ ∈ (0, ε1) such
that
1− η
ε2
Cℓ 2 ln
2
δℓ
< nℓ <
1 + η
ε2
Cℓ 2 ln
2
δℓ
(210)
for all ε ∈ (0, ε∗) and ℓ ≥ τε. It follows from (208), (209) and (210) that
Hℓ(z, ε) =
nℓ
ln 2δℓ
min{−M (z,L (z, ε)), −M (z,U (z, ε))}
<
1+η
ε2 Cℓ 2 ln
2
δℓ
ln 2δℓ
× (1 + η)3 κ
2(z)ε2
2V(z) = (1 + η)
4Λℓ(z) < (1 + ς)Λℓ(z)
and
Hℓ(z, ε) >
1−η
ε2 Cℓ 2 ln
2
δℓ
ln 2δℓ
× (1− η)3 κ
2(z)ε2
2V(z) = (1− η)
4Λℓ(z) > (1− ς)Λℓ(z)
for all z ∈ (θ − γ, θ + γ), ε ∈ (0, ε∗) and ℓ ≥ τε. The claim is thus established.
For µ ∈ Θ with Λj(µ) > 1, let ς ∈
(
0, 1− 1√
Λj(µ)
)
. By the continuity of Λℓ(z) on z ∈ Θ, there exists a
number γ0 > 0 such that
Λj(z) ≥ (1− ς)Λj(µ) for all z ∈ (µ− γ0, µ+ γ0).
Since Λℓ(µ) is increasing with respect to ℓ, it must be true that
Λℓ(z) ≥ (1− ς)Λj(µ) for all ℓ ≥ j and z ∈ (µ− γ0, µ+ γ0).
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By our established claim, there exist γ ∈ (0, γ0) and ε∗ > 0 such that
Hℓ(z, ε) > (1− ς)Λℓ(z) ≥ (1− ς)2Λj(µ) > 1, L (z, ε) ∈ Θ, U (z, ε) ∈ Θ
for all z ∈ (µ − γ, µ + γ), ε ∈ (0, ε∗) and ℓ ≥ j. Making use of this result and (200), we have that there
exist γ > 0 and ε∗ > 0 such that {|Zℓ−µ| < γ} ⊆ {Dℓ = 1} for all ε ∈ (0, ε∗) and ℓ ≥ j. This implies that,
there exist γ > 0 and ε∗ > 0 such that {Dℓ = 0} ⊆ {|Zℓ − µ| ≥ γ} for all ε ∈ (0, ε∗) and ℓ ≥ j. Hence, we
have shown the first statement of the lemma.
To show the second statement of the lemma, choose ς ∈
(
0, 1√
Λj (µ)
− 1
)
for µ ∈ Θ with Λj(µ) < 1. By
the continuity of Λℓ(z) on z ∈ Θ, there exists a number γ0 > 0 such that
Λj(z) ≤ (1 + ς)Λj(µ) for all z ∈ (µ− γ0, µ+ γ0).
Since Λℓ(µ) is increasing with respect to ℓ, it must be true that
Λℓ(z) ≤ (1 + ς)Λj(µ) for all ℓ ≤ j and z ∈ (µ− γ0, µ+ γ0).
By our established claim, there exist γ ∈ (0, γ0) and ε∗ > 0 such that
Hℓ(z, ε) < (1 + ς)Λℓ(z) ≤ (1 + ς)2Λj(µ) < 1, L (z, ε) ∈ Θ, U (z, ε) ∈ Θ
for all z ∈ (µ − γ, µ + γ), ε ∈ (0, ε∗) and ℓ ≤ j. Making use of this result and (201), we have that there
exist γ > 0 and ε∗ > 0 such that {|Zℓ − µ| < γ} ⊆ {Dℓ = 0} for all ε ∈ (0, ε∗) and ℓ ≤ j. This implies
that, there exist γ > 0 and ε∗ > 0 such that {Dℓ = 1} ⊆ {|Zℓ − µ| ≥ γ} for all ε ∈ (0, ε∗) and ℓ ≤ j. So,
we have shown the second statement of the lemma. This completes the proof of the lemma.
✷
J Proof of Theorem 7
J.1 Proof of Property (I)
To establish (17), we can make use of a similar method as that of the counterpart of Theorem 5 and Lemma
33 as follows.
Lemma 33 There exist a number γ > 0 and an integer m > τε such that {l > ℓ} ⊆ {|Zℓ − µ| ≥ γ} for all
ℓ > m.
Proof. To show the lemma, we need to prove two claims as follows.
(i): For µ ∈ Θ, there exist a number γ > 0 and a positive integer m > τε such that{
V (Zℓ + ρ[U (Zℓ, ε)− Zℓ]) > nℓ[Zℓ −U (Zℓ, ε)]
2
ln 1δℓ
}
⊆ {|Zℓ − µ| ≥ γ} for all ℓ > m.
(ii): For µ ∈ Θ, there exist a number γ > 0 and a positive integer m > τε such that{
V (Zℓ + ρ[L (Zℓ, ε)− Zℓ]) > nℓ[Zℓ −L (Zℓ, ε)]
2
ln 1δℓ
}
⊆ {|Zℓ − µ| ≥ γ} for all ℓ > m.
To show the first claim, note that there exists γ > 0 such that µ− γ, µ+ γ ∈ Θ and that U (θ, ε)− θ ≥
U (µ,ε)−µ
2 > 0 for all θ ∈ (µ − γ, µ + γ) ⊆ Θ. Define S = {θ ∈ (µ − γ, µ+ γ) : θ + ρ[U (θ, ε) − θ] ∈ Θ}. If
S = ∅, then {
V (Zℓ + ρ[U (Zℓ, ε)− Zℓ]) > nℓ
ln 1δℓ
[Zℓ −U (Zℓ, ε)]2, |Zℓ − µ| < γ
}
= ∅
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for ℓ ≥ τε. In the other case that S 6= ∅, there exists a constant D <∞ such that
sup
z∈S
V(Zℓ + ρ[U (Zℓ, ε)− Zℓ]) < D.
Making use of this fact and the observation that limℓ→∞
ln 1
δℓ
nℓ
= 0, we have that there exists an integer
m > τε such that{
V (Zℓ + ρ[U (Zℓ, ε)− Zℓ]) > nℓ
ln 1
δℓ
[Zℓ −U (Zℓ, ε)]2, |Zℓ − µ| < γ
}
=
{
nℓ[Zℓ −U (Zℓ, ε)]2 < V (Zℓ + ρ[U (Zℓ, ε)− Zℓ]) ln 1
δℓ
, Zℓ + ρ[U (Zℓ, ε)− Zℓ] ∈ Θ, |Zℓ − µ| < γ
}
⊆
{
nℓ[Zℓ −U (Zℓ, ε)]2 < D ln 1
δℓ
, |Zℓ − µ| < γ
}
⊆
{
U (Zℓ, ε)− Zℓ < U (µ, ε)− µ
2
, |Zℓ − µ| < γ
}
= ∅
for all ℓ > m. It follows that{
V (Zℓ + ρ[U (Zℓ, ε)− Zℓ]) > nℓ
ln 1
δℓ
[Zℓ −U (Zℓ, ε)]2
}
⊆
{
nℓ[Zℓ −U (Zℓ, ε)]2 < V (Zℓ + ρ[U (Zℓ, ε)− Zℓ]) ln 1
δℓ
, |Zℓ − µ| < γ
}
∪ {|Zℓ − µ| ≥ γ}
= {|Zℓ − µ| ≥ γ}
for all ℓ > m. This establishes the first claim. In a similar manner, we can show the second claim. Finally,
making use of the two established claims and the definition of the stopping rule completes the proof of the
lemma. ✷
J.2 Proof of Property (II)
To prove (18) and (19), we can apply Lemma 19 and Lemma 34 as follows.
Lemma 34
Pr
{
lim inf
ε↓0
Λl(µ) ≥ 1
}
= 1, (211)
Pr
{
Both lim sup
ε↓0
Λl−1(µ) ≤ 1 and lim inf
ε↓0
l > 1 hold or lim
ε↓0
l = 1
}
= 1. (212)
Proof. To simplify notations, define
Ll = L (Zl, ε), Ll−1 = L (Zl−1, ε), U l = U (Zl, ε), U l−1 = U (Zl−1, ε).
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Define
E1 =
{
V (Zl + ρ[U l − Zl]) ≤ nl[Zl −U l]
2
ln 1
δl
, V (Zl + ρ[Ll − Zl]) ≤ nl[Zl −Ll]
2
ln 1
δl
}
,
E2 =
{
V (Zl−1 + ρ[U l−1 − Zl−1]) > nl−1[Zl−1 −U l−1]
2
ln 1
δl−1
}
⋃{
V (Zl−1 + ρ[Ll−1 − Zl−1]) > nl−1[Zl−1 −Ll−1]
2
ln 1
δl−1
}
,
E3 = [E2 ∩ {l > τε}] ∪ {l = τε},
E4 =
{
lim
ε↓0
n =∞, lim
ε↓0
Zl = µ, lim
ε↓0
Zl−1 = µ
}
,
E5 = E1 ∩ E3 ∩ E4,
E6 =
{
lim inf
ε↓0
Λl(µ) ≥ 1
}
,
E7 =
{
lim sup
ε↓0
Λl−1(µ) ≤ 1, lim inf
ε↓0
l > 1 or lim
ε↓0
l = 1
}
.
By the assumption that nτε → ∞ as ε ↓ 0, we have that {limε↓0 n = ∞} is a sure event. It follows from
the strong law of large numbers that E4 is an almost sure event. By the definition of the stopping rule, we
have that E1 ∩ E3 is an almost sure event. Hence, E5 is an almost sure event. To show (211), it suffices to
show that E5 ⊆ E6. For this purpose, we let ω ∈ E5 and attempt to show that ω ∈ E6. For simplicity of
notations, let ℓ = l(ω), zℓ = Zl(ω), zℓ−1 = Zl−1(ω),
Lℓ = L (zℓ, ε), Uℓ = U (zℓ, ε), Lℓ−1 = L (zℓ−1, ε), Uℓ−1 = U (zℓ−1, ε).
We restrict ε > 0 to be sufficiently small such that
zℓ + ρ[Uℓ − zℓ] ∈ Θ, zℓ + ρ[Lℓ − zℓ] ∈ Θ.
As a consequence of ω ∈ E1,
nℓ[κ(µ)ε]
2
V(µ) ≥
V (zℓ + ρ[Uℓ − zℓ])
V(µ)
[
κ(µ)ε
Uℓ − zℓ
]2
ln
1
δℓ
and
nℓ[κ(µ)ε]
2
V(µ) ≥
V (zℓ + ρ[Lℓ − zℓ])
V(µ)
[
κ(µ)ε
zℓ − Lℓ
]2
ln
1
δℓ
.
These inequalities can be written as
Λℓ(µ) =
κ2(µ)Cℓ
V(µ) ≥
Cℓ
ε2nℓ
V (zℓ + ρ[Uℓ − zℓ])
V(µ)
[
κ(µ)ε
Uℓ − zℓ
]2
ln
1
δℓ
and
Λℓ(µ) =
κ2(µ)Cℓ
V(µ) ≥
Cℓ
ε2nℓ
V (zℓ + ρ[Lℓ − zℓ])
V(µ)
[
κ(µ)ε
zℓ − Lℓ
]2
ln
1
δℓ
.
It follows that lim infε↓0 Λℓ(µ) ≥ 1. Hence, ω ∈ E6 and thus (211) holds.
To show (212), it suffices to show that ω ∈ E7 for ω ∈ E5. Since ω ∈ E3, we have that either ℓ = τε or
nℓ−1[κ(µ)ε]2
V(µ) <
V (zℓ−1 + ρ[Uℓ−1 − zℓ−1])
V(µ)
[
κ(µ)ε
Uℓ−1 − zℓ−1
]2
ln
1
δℓ−1
or
nℓ−1[κ(µ)ε]2
V(µ) <
V (zℓ−1 + ρ[Lℓ−1 − zℓ−1])
V(µ)
[
κ(µ)ε
zℓ−1 − Lℓ−1
]2
ln
1
δℓ−1
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must be true for small enough ε > 0. It follows that either ℓ = τε or
Λℓ−1(µ) =
κ2(µ)Cℓ−1
V(µ) <
Cℓ−1
ε2nℓ−1
V (zℓ−1 + ρ[Uℓ−1 − zℓ−1])
V(µ)
[
κ(µ)ε
Uℓ−1 − zℓ−1
]2
ln
1
δℓ−1
or
Λℓ−1(µ) =
κ2(µ)Cℓ−1
V(µ) <
Cℓ−1
ε2nℓ−1
V (zℓ−1 + ρ[Lℓ−1 − zℓ−1])
V(µ)
[
κ(µ)ε
zℓ−1 − Lℓ−1
]2
ln
1
δℓ−1
.
must be true for small enough ε > 0. This implies that either limε↓0 ℓ = 1 or
lim sup
ε↓0
Λℓ−1(µ) ≤ 1, lim inf
ε↓0
ℓ > 1
must be true. Hence, ω ∈ E7 and thus (212) holds.
✷
J.3 Proof of Properties (III) – (VII)
Property (III) follows from Lemma 22 and the established Property (II). A key result to establish Properties
(IV) – (VII) is Lemma 35, which will be developed in the sequel. Once Lemma 35 is established,
Property (IV) follows from Lemmas 20, 21 and 35;
Property (V) follows from Lemmas 20, 23 and 35;
Property (VI) follows from Lemmas 20, 24 and 35;
Property (VII) follows from Lemmas 20, 25 and 35.
Lemma 35 For µ ∈ Θ, if Λj(µ) > 1 for some index j ≥ 1, then there exist γ > 0 and ε∗ > 0 such that
{Dℓ = 0} ⊆ {|Zℓ − µ| ≥ γ} for all ℓ ≥ j and ε ∈ (0, ε∗).
Similarly, for µ ∈ Θ, if Λj(µ) < 1 for some index j ≥ 1, then there exist γ > 0 and ε∗ > 0 such that
{Dℓ = 1} ⊆ {|Zℓ − µ| ≥ γ} for all ℓ ≤ j and ε ∈ (0, ε∗).
Proof. Define
Hℓ(z, ε) =
nℓ
ln 1δℓ
min
{
[U (z, ε)− z]2
V (ρU (z, ε) + (1− ρ)z) ,
[L (z, ε)− z]2
V (ρL (z, ε) + (1− ρ)z)
}
(213)
for ℓ ≥ τε. By the definitions of Hℓ(z, ε), the decision variable Dℓ, and the stopping rule, we have that
{Hℓ(Zℓ, ε) ≥ 1, ρL (Zℓ, ε) + (1− ρ)Zℓ ∈ Θ, ρU (Zℓ, ε) + (1− ρ)Zℓ ∈ Θ} ⊆ {Dℓ = 1} (214)
and
{Hℓ(Zℓ, ε) < 1, ρL (Zℓ, ε) + (1− ρ)Zℓ ∈ Θ, ρU (Zℓ, ε) + (1− ρ)Zℓ ∈ Θ} ⊆ {Dℓ = 0} (215)
for ℓ ≥ τε.
Next, we claim that for any θ ∈ Θ and ς ∈ (0, 1), there exist γ > 0 and ε∗ > 0 such that ρL (z, ε) +
(1 − ρ)z ∈ Θ, ρU (z, ε) + (1 − ρ)z ∈ Θ and that (1 − ς)Λℓ(z) < Hℓ(z, ε) < (1 + ς)Λℓ(z) for all z ∈
(θ − γ, θ + γ), ε ∈ (0, ε∗) and ℓ ≥ τε.
To prove this claim, note that for ς ∈ (0, 1), there exists η ∈ (0, 1) such that 1+η(1−η)2(1+ς) < 1 <
1−η
(1+η)2(1−ς) . Note that there exist γ > 0 and ε1 > 0 such that
ρL (z, ε) + (1− ρ)z ∈ Θ, ρU (z, ε) + (1 − ρ)z ∈ Θ
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and that
1− η <
[
κ(z)ε
z −L (z, ε)
]2
< 1 + η, (216)
1− η <
[
κ(z)ε
U (z, ε)− z
]2
< 1 + η, (217)
1− η < V (ρL (z, ε) + (1− ρ)z)V(z) < 1 + η, (218)
1− η < V (ρU (z, ε) + (1− ρ)z)V(z) < 1 + η (219)
for all z ∈ (θ − γ, θ + γ) and ε ∈ (0, ε1). Here, inequalities (216) and (217) are due to the continuity
of κ(z) and the assumption associated with (1). Inequalities (218) and (219) follow from the fact that
V(ρL (z,ε)+(1−ρ)z)
V(z) and
V(ρU (z,ε)+(1−ρ)z)
V(z) are continuous functions of z and ε which tend to 1 as (z, ε) tends
to (θ, 0). Therefore,
V(z)
[κ(z)ε]2
(1− η)2 < V (ρL (z, ε) + (1− ρ)z)
[L (z, ε)− z]2 < (1 + η)
2 V(z)
[κ(z)ε]2
, (220)
V(z)
[κ(z)ε]2
(1− η)2 < V (ρU (z, ε) + (1− ρ)z)
[U (z, ε)− z]2 < (1 + η)
2 V(z)
[κ(z)ε]2
(221)
for all z ∈ (θ − γ, θ + γ) and ε ∈ (0, ε1). Here, (220) follows from (216) and (218). On the other hand,
(221) is due to (217) and (219). By the definition of the sample sizes, there exists ε∗ ∈ (0, ε1) such that
1− η
ε2
Cℓ ln
1
δℓ
< nℓ <
1 + η
ε2
Cℓ ln
1
δℓ
. (222)
It follows from (220), (221) and (222) that
Hℓ(z, ε) <
1+η
ε2 Cℓ ln
1
δℓ
ln 1δℓ
[κ(z)ε]2
V(z)(1− η)2 =
1 + η
(1 − η)2Λℓ(z) < (1 + ς)Λℓ(z)
and
Hℓ(z, ε) >
1−η
ε2 Cℓ ln
1
δℓ
ln 1δℓ
[κ(z)ε]2
V(z)(1 + η)2 =
1− η
(1 + η)2
Λℓ(z) > (1− ς)Λℓ(z)
for all z ∈ (θ − γ, θ + γ) and ε ∈ (0, ε∗). Our claim is thus established.
For µ ∈ Θ with Λj(µ) > 1, let ς ∈
(
0, 1− 1√
Λj(µ)
)
. By the continuity of Λℓ(z) on z ∈ Θ, there exists a
number γ0 > 0 such that
Λj(z) ≥ (1− ς)Λj(µ) for all z ∈ (µ− γ0, µ+ γ0).
Since Λℓ(µ) is increasing with respect to ℓ, it must be true that
Λℓ(z) ≥ (1− ς)Λj(µ) for all ℓ ≥ j and z ∈ (µ− γ0, µ+ γ0).
By our established claim, there exist γ ∈ (0, γ0) and ε∗ > 0 such that
Hℓ(z, ε) > (1− ς)Λℓ(z) ≥ (1− ς)2Λj(µ) > 1, ρL (z, ε) + (1 − ρ)z ∈ Θ, ρU (z, ε) + (1− ρ)z ∈ Θ
for all z ∈ (µ − γ, µ + γ), ε ∈ (0, ε∗) and ℓ ≥ j. Making use of this result and (214), we have that there
exist γ > 0 and ε∗ > 0 such that {|Zℓ−µ| < γ} ⊆ {Dℓ = 1} for all ε ∈ (0, ε∗) and ℓ ≥ j. This implies that,
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there exist γ > 0 and ε∗ > 0 such that {Dℓ = 0} ⊆ {|Zℓ − µ| ≥ γ} for all ε ∈ (0, ε∗) and ℓ ≥ j. Hence, we
have shown the first statement of the lemma.
To show the second statement of the lemma, choose ς ∈
(
0, 1√
Λj (µ)
− 1
)
for µ ∈ Θ with Λj(µ) < 1. By
the continuity of Λℓ(z) on z ∈ Θ, there exists a number γ0 > 0 such that
Λj(z) ≤ (1 + ς)Λj(µ) for all z ∈ (µ− γ0, µ+ γ0).
Since Λℓ(µ) is increasing with respect to ℓ, it must be true that
Λℓ(z) ≤ (1 + ς)Λj(µ) for all ℓ ≤ j and z ∈ (µ− γ0, µ+ γ0).
By our established claim, there exist γ ∈ (0, γ0) and ε∗ > 0 such that
Hℓ(z, ε) < (1 + ς)Λℓ(z) ≤ (1 + ς)2Λj(µ) < 1, ρL (z, ε) + (1 − ρ)z ∈ Θ, ρU (z, ε) + (1− ρ)z ∈ Θ
for all z ∈ (µ − γ, µ + γ), ε ∈ (0, ε∗) and ℓ ≤ j. Making use of this result and (215), we have that there
exist γ > 0 and ε∗ > 0 such that {|Zℓ − µ| < γ} ⊆ {Dℓ = 0} for all ε ∈ (0, ε∗) and ℓ ≤ j. This implies
that, there exist γ > 0 and ε∗ > 0 such that {Dℓ = 1} ⊆ {|Zℓ − µ| ≥ γ} for all ε ∈ (0, ε∗) and ℓ ≤ j. So,
we have shown the second statement of the lemma. This completes the proof of the lemma.
✷
K Proof of Theorem 8
K.1 Proof of Property (I)
To establish (17), we can make use of the following Lemma 36.
Lemma 36 If the random variable X has mean µ and variance ν, then there exist a number γ > 0 and
an integer m > τε such that {l > ℓ} ⊆ {|Zℓ − µ| ≥ γ or |Vnℓ − ν| ≥ γ} for all ℓ > m.
Proof. Note that there exists γ > 0 such that
U (θ, ε)− θ > U (µ, ε)− µ
2
> 0
for all θ ∈ (µ − γ, µ+ γ). Since Cℓ → ∞ as ℓ → ∞, it follows that ln
1
δℓ
nℓ
→ 0 as ℓ → ∞. Therefore, there
exists an integer m > τε such that{
Vnℓ +
ρ
nℓ
>
nℓ[U (Zℓ, ε)− Zℓ]2
ln 1δℓ
, |Zℓ − µ| < γ, |Vnℓ − ν| < γ
}
⊆
{
Vnℓ +
ρ
nℓ
>
nℓ[
U (µ,ε)−µ
2 ]
2
ln 1δℓ
, |Zℓ − µ| < γ, |Vnℓ − ν| < γ
}
= ∅
for all ℓ > m. It follows that{
Vnℓ +
ρ
nℓ
>
nℓ[U (Zℓ, ε)− Zℓ]2
ln 1δℓ
}
⊆ {|Zℓ − µ| ≥ γ or |Vnℓ − ν| ≥ γ} for all ℓ > m. (223)
Thus, we have shown that there exist a number γ > 0 and an integer m > τε such that (223) holds. In a
similar manner, we can show that there exist a number γ > 0 and an integer m > τε such that{
Vnℓ +
ρ
nℓ
>
nℓ[L (Zℓ, ε)− Zℓ]2
ln 1δℓ
}
⊆ {|Zℓ − µ| ≥ γ or |Vnℓ − ν| ≥ γ} for all ℓ > m.
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Finally, making use of these results and the definition of the stopping rule completes the proof of the
lemma.
✷
We are now in a position to show (17). According to Lemma 36, there exist an integer m > τε and a
positive number γ > 0 such that
Pr{l > ℓ} ≤ Pr{|Zℓ − µ| ≥ γ}+ Pr{|Vnℓ − ν| ≥ γ} for all ℓ > m. (224)
Making use of (224), the weak law of large numbers, and Lemma 2, we have limℓ→∞ Pr{l > ℓ} = 0, which
implies Pr{n <∞} = 1. By virtue of (40) of Lemma 1, Lemma 2, and (224), we have
E[n] ≤ nm+1 +
∑
ℓ>m
[Pr{|Zℓ − µ| ≥ γ}+ Pr{|Vnℓ − ν| ≥ γ}]
≤ nm+1 +
∑
ℓ>m
(nℓ+1 − nℓ)
[
exp
(
−nℓ
2
γ2
ν
)
+
2C
n2ℓ
W
γ3
]
+
∑
ℓ>m
(nℓ+1 − nℓ)
[
exp
(
−nℓ
4
γ
ν
)
+ exp
(
−nℓ
8
γ2
̟
)
+
4C
n2ℓγ
3
(√
2W γ3/2 + 4V
)]
< ∞.
K.2 Proof of Property (II)
To prove (18) and (19), we can apply Lemma 19 and Lemma 37 as follows.
Lemma 37
Pr
{
lim inf
ε↓0
Λl(µ, ν) ≥ 1
}
= 1, (225)
Pr
{
Both lim sup
ε↓0
Λl−1(µ, ν) ≤ 1 and lim inf
ε↓0
l > 1 hold or lim
ε↓0
l = 1
}
= 1. (226)
Proof. To simplify notations, define Wℓ = Vnℓ , ℓ ≥ τε and
Ll = L (Zl, ε), Ll−1 = L (Zl−1, ε), U l = U (Zl, ε), U l−1 = U (Zl−1, ε).
Define
E1 =
{
Wl +
ρ
nl
≤ nl[Zl −U l]
2
ln 1
δl
, Wl +
ρ
nl
≤ nl[Ll − Zl]
2
ln 1
δl
}
,
E2 =
{
Wl−1 +
ρ
nl−1
>
nl−1[Zl−1 −U l−1]2
ln 1
δl−1
, l > τε
}
⋃{
Wl−1 +
ρ
nl−1
>
nl−1[Ll−1 − Zl−1]2
ln 1
δl−1
, l > τε
}⋃
{l = τε},
E3 =
{
lim
ε↓0
n =∞, lim
ε↓0
Zl = µ, lim
ε↓0
Wl = ν, lim
ε↓0
Zl−1 = µ, lim
ε↓0
Wl−1 = ν
}
,
E4 = E1 ∩ E2 ∩ E3,
E5 =
{
lim inf
ε↓0
Λl(µ, ν) ≥ 1
}
,
E6 =
{
Both lim sup
ε↓0
Λl−1(µ, ν) ≤ 1 and lim inf
ε↓0
l > 1 hold or lim
ε↓0
l = 1
}
.
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By the assumption that nτε → ∞ as ε ↓ 0, we have that {limε↓0 n = ∞} is a sure event. It follows from
the strong law of large numbers that E3 is an almost sure event. By the definition of the stopping rule, we
have that E1 ∩ E2 is an almost sure event. Hence, E4 is an almost sure event. To show (225), it suffices to
show that E4 ⊆ E5. For this purpose, we let ω ∈ E4 and attempt to show that ω ∈ E5. For simplicity of
notations, let ℓ = l(ω), zℓ = Zl(ω), zℓ−1 = Zl−1(ω), wℓ =Wl(ω), wℓ−1 =Wl−1(ω),
Lℓ = L (zℓ, ε), Uℓ = U (zℓ, ε), Lℓ−1 = L (zℓ−1, ε), Uℓ−1 = U (zℓ−1, ε).
For small ε > 0, zℓ and zℓ−1 will be bounded in a neighborhood of µ. For small ε > 0, wℓ and wℓ−1 will
be bounded in a neighborhood of ν. Note that, as a consequence of ω ∈ E1,
Λℓ(µ, ν) =
κ2(µ)Cℓ
ν
≥ Cℓ ln
1
δℓ
ε2nℓ
wℓ +
ρ
nℓ
ν
[
κ(µ)ε
Uℓ − zℓ
]2
,
Λℓ(µ, ν) =
κ2(µ)Cℓ
ν
≥ Cℓ ln
1
δℓ
ε2nℓ
wℓ +
ρ
nℓ
ν
[
κ(µ)ε
zℓ − Lℓ
]2
.
These two inequalities imply that lim infε↓0 Λℓ(µ, ν) ≥ 1. Hence, ω ∈ E5 and thus (225) holds.
To show (226), it suffices to show that ω ∈ E6 for ω ∈ E4. As a consequence of ω ∈ E2, we have that
either ℓ = τε or
Λℓ−1(µ, ν) =
κ2(µ)Cℓ−1
ν
<
Cℓ−1 ln 1δℓ−1
ε2nℓ−1
wℓ−1 + ρnℓ−1
ν
[
κ(µ)ε
Uℓ−1 − zℓ−1
]2
or
Λℓ−1(µ, ν) =
κ2(µ)Cℓ−1
ν
<
Cℓ−1 ln 1δℓ−1
ε2nℓ−1
wℓ−1 + ρnℓ−1
ν
[
κ(µ)ε
zℓ−1 − Lℓ−1
]2
must be true. This implies that either limε↓0 ℓ = 1 or
lim sup
ε↓0
Λℓ−1(µ, ν) ≤ 1, lim inf
ε↓0
ℓ > 1
must be true. Hence, ω ∈ E6 and thus (226) holds.
✷
K.3 Proof of Properties (III) – (VII)
Property (III) follows from Lemma 22 and the established Property (II). To prove Properties (IV) – (VII),
we need to establish Lemmas 38 and 39 in the sequel. Once these two lemmas are established,
Property (IV) follows from Lemmas 21, 38 and 39;
Property (V) follows from Lemmas 23, 38 and 39;
Property (VI) follows from Lemmas 24, 38 and 39;
Property (VII) follows from Lemmas 25, 38 and 39.
Lemma 38 If the random variable X has mean µ and variance ν such that Λj(µ, ν) > 1 for some index
j ≥ 1, then there exist γ > 0 and ε∗ > 0 such that {Dℓ = 0} ⊆ {|Zℓ−µ| ≥ γ or |Vnℓ − ν| ≥ γ} for all ℓ ≥ j
and ε ∈ (0, ε∗).
Similarly, if the random variable X has mean µ and variance ν such that Λj(µ, ν) < 1 for some index
j ≥ 1, then there exist γ > 0 and ε∗ > 0 such that {Dℓ = 1} ⊆ {|Zℓ−µ| ≥ γ or |Vnℓ − ν| ≥ γ} for all ℓ ≤ j
and ε ∈ (0, ε∗).
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Proof. Define
Hℓ(z, θ, ε) =
nℓ
(θ + ρnℓ ) ln
1
δℓ
min{[z −U (z, ε)]2, [z −L (z, ε)]2}
for ℓ ≥ τε. By the definitions of Hℓ(z, θ, ε), the decision variable Dℓ, and the stopping rule, we have that
{Hℓ(Zℓ, Vnℓ , ε) < 1} ⊆ {Dℓ = 0} and {Hℓ(Zℓ, Vnℓ , ε) ≥ 1} ⊆ {Dℓ = 1} for ℓ ≥ τε.
Next, we claim that for any ς ∈ (0, 1), there exist γ > 0 and ε∗ > 0 such that (1 − ς)Λℓ(z, θ) <
Hℓ(z, θ, ε) < (1 + ς)Λℓ(z, θ) for all z ∈ (µ− γ, µ+ γ), θ ∈ (ν − γ, ν + γ), ε ∈ (0, ε∗) and ℓ ≥ τε.
To show this claim, note that for ς ∈ (0, 1), there exists η ∈ (0, 1) such that 1+η(1−η)(1+ς) < 1 < 1−η(1+η)(1−ς) .
Note that there exist γ > 0 and ε1 > 0 such that
1− η <
[
z −L (z, ε)
κ(z)ε
]2
< 1 + η, (227)
1− η <
[
U (z, ε)− z
κ(z)ε
]2
< 1 + η (228)
for all z ∈ (µ − γ, µ + γ) and ε ∈ (0, ε1). Here, inequalities (227) and (228) are due to the continuity of
κ(z) and the assumption associated with (1). By the definition of the sample sizes, there exists ε∗ ∈ (0, ε1)
such that
(1− η)θε2
Cℓ
<
(
θ +
ρ
nℓ
)
ln 1δℓ
nℓ
<
(1 + η)θε2
Cℓ
(229)
for all θ ∈ (ν − γ, ν + γ), ε ∈ (0, ε∗) and ℓ ≥ τε. It follows from (227), (228) and (229) that
Hℓ(z, θ, ε) <
(1 + η)Cℓ[κ(z)ε]
2
(1− η)θε2 =
1 + η
1− ηΛℓ(z, θ) < (1 + ς)Λℓ(z, θ)
and
Hℓ(z, θ, ε) >
(1− η)Cℓ[κ(z)ε]2
(1 + η)θε2
=
1− η
1 + η
Λℓ(z, θ) > (1− ς)Λℓ(z, θ)
for all z ∈ (µ− γ, µ+ γ), θ ∈ (ν − γ, ν + γ), ε ∈ (0, ε∗) and ℓ ≥ τε. The claim is thus proved.
In the case that Λj(µ, ν) > 1, let ς ∈
(
0, 1− 1√
Λj(µ,ν)
)
. By the continuity of Λℓ(z, θ), there exists a
number γ0 > 0 such that
Λj(z, θ) ≥ (1 − ς)Λj(µ, ν) for all z ∈ (µ− γ0, µ+ γ0), θ ∈ (ν − γ0, ν + γ0).
Since Λℓ(µ, ν) is increasing with respect to ℓ, it must be true that
Λℓ(z, θ) ≥ (1 − ς)Λj(µ, ν) for all ℓ ≥ j and z ∈ (µ− γ0, µ+ γ0), θ ∈ (ν − γ0, ν + γ0).
By our established claim, there exist γ ∈ (0, γ0) and ε∗ > 0 such that
Hℓ(z, θ, ε) > (1− ς)Λℓ(z, θ) ≥ (1 − ς)2Λj(µ, ν) > 1, L (z, ε) ∈ Θ, U (z, ε) ∈ Θ
for all z ∈ (µ− γ, µ+ γ), θ ∈ (ν − γ, ν + γ), ε ∈ (0, ε∗) and ℓ ≥ j. Making use of this result, we have that
there exist γ > 0 and ε∗ > 0 such that {|Zℓ − µ| < γ, |Vnℓ − ν| < γ} ⊆ {Dℓ = 1} for all ε ∈ (0, ε∗) and
ℓ ≥ j. This implies that, there exist γ > 0 and ε∗ > 0 such that {Dℓ = 0} ⊆ {|Zℓ−µ| ≥ γ or |Vnℓ−ν| ≥ γ}
for all ε ∈ (0, ε∗) and ℓ ≥ j. Hence, we have shown the first statement of the lemma.
To show the second statement of the lemma, choose ς ∈
(
0, 1√
Λj(µ,ν)
− 1
)
for µ, ν with Λj(µ, ν) < 1.
By the continuity of Λℓ(z, θ), there exists a number γ0 > 0 such that
Λj(z, θ) ≤ (1 + ς)Λj(µ, ν) for all z ∈ (µ− γ0, µ+ γ0), θ ∈ (ν − γ0, ν + γ0).
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Since Λℓ(µ, ν) is increasing with respect to ℓ, it must be true that
Λℓ(z, θ) ≤ (1 + ς)Λj(µ, ν) for all ℓ ≤ j and z ∈ (µ− γ0, µ+ γ0), θ ∈ (ν − γ0, ν + γ0).
By our established claim, there exist γ ∈ (0, γ0) and ε∗ > 0 such that
Hℓ(z, θ, ε) < (1 + ς)Λℓ(z, θ) ≤ (1 + ς)2Λj(µ, ν) < 1, L (z, ε) ∈ Θ, U (z, ε) ∈ Θ
for all z ∈ (µ− γ, µ+ γ), θ ∈ (ν − γ, ν + γ), ε ∈ (0, ε∗) and ℓ ≤ j. Making use of this result, we have that
there exist γ > 0 and ε∗ > 0 such that {|Zℓ − µ| < γ, |Vnℓ − ν| < γ} ⊆ {Dℓ = 0} for all ε ∈ (0, ε∗) and
ℓ ≤ j. This implies that, there exist γ > 0 and ε∗ > 0 such that {Dℓ = 1} ⊆ {|Zℓ−µ| ≥ γ or |Vnℓ−ν| ≥ γ}
for all ε ∈ (0, ε∗) and ℓ ≤ j. So, we have shown the second statement of the lemma. This completes the
proof of the lemma.
✷
Lemma 39 If the random variable X has mean µ and variance ν such that Λi−1(µ, ν) ≤ 1 < Λi(µ, ν) for
some index i ≥ 1, then
lim
ε↓0
i−2∑
ℓ=τε
nℓ Pr{Dℓ = 1} = 0, lim
ε↓0
∞∑
ℓ=i
nℓ Pr{Dℓ = 0} = 0.
Moreover,
lim
ε↓0
i−1∑
ℓ=τε
nℓ Pr{Dℓ = 1} = 0 (230)
if the random variable X has mean µ and variance ν such that Λi−1(µ, ν) < 1 < Λi(µ, ν) for some index
i ≥ 1.
Proof. From Lemma 38, we have that there exists γ > 0 such that
Pr{Dℓ = 1} ≤ Pr{|Zℓ − µ| ≥ γ or |Vnℓ − ν| ≥ γ}
≤ Pr{|Zℓ − µ| ≥ γ}+ Pr{|Vnℓ − ν| ≥ γ}
for τε ≤ ℓ ≤ i− 2, and that
Pr{Dℓ = 0} ≤ Pr{|Zℓ − µ| ≥ γ or |Vnℓ − ν| ≥ γ}
≤ Pr{|Zℓ − µ| ≥ γ}+ Pr{|Vnℓ − ν| ≥ γ}
for ℓ ≥ i. From Lemma 2 and (40) of Lemma 1, we have that there exists an absolute constant C > 0 such
that
Pr{|Zℓ − µ| ≥ γ} ≤ exp
(
−nℓ
2
γ2
ν
)
+
2C
n2ℓ
W
γ3
and
Pr{|Vnℓ − ν| ≥ γ} ≤ exp
(
−nℓ
4
γ
ν
)
+ exp
(
−nℓ
8
γ2
̟
)
+
4C
nℓ2γ3
(√
2W γ3/2 + 4V
)
,
where
ν = E[|X − µ|2] <∞, W = E[|X − µ|3] <∞,
̟ = E[|(X − µ)2 − ν|2] <∞, V = E[|(X − µ)2 − ν|3] <∞,
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as a consequence of E[|X |6] <∞. Therefore,
i−2∑
ℓ=τε
nℓ Pr{Dℓ = 1}
≤
i−2∑
ℓ=τε
nℓ
[
exp
(
−nℓ
2
γ2
ν
)
+ exp
(
−nℓ
4
γ
ν
)
+ exp
(
−nℓ
8
γ2
̟
)
+
2C
nℓ2γ3
(
W + 2
√
2W γ3/2 + 8V
)]
→ 0
and
∞∑
ℓ=i
nℓ Pr{Dℓ = 0}
≤
∞∑
ℓ=i
nℓ
[
exp
(
−nℓ
2
γ2
ν
)
+ exp
(
−nℓ
4
γ
ν
)
+ exp
(
−nℓ
8
γ2
̟
)
+
2C
nℓ2γ3
(
W + 2
√
2W γ3/2 + 8V
)]
→ 0
as ε ↓ 0. In a similar manner, we can establish (230). This completes the proof of the lemma.
✷
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