ABSTRACT. In this work we provide an asymptotic expansion for the Szegő kernel associated to a suitably defined Hardy space on the non-smooth worm domain D ′ β . After describing the singularities of the kernel, we compare it with an asymptotic expansion of the Bergman kernel. In particular, we show that the Bergman kernel has the same singularities of the first derivative of the Szegő kernel with respect to any of the variables. On the side, we prove the boundedness of the Bergman projection operator on Sobolev spaces of integer order.
INTRODUCTION AND MAIN RESULTS
A classical problem in complex analysis is the study of the Szegő projection operator associated to a domain Ω ⊆ C n . If ρ is a defining function for Ω, i.e., Ω = {z ∈ C n : ρ(z) < 0} and ∇ρ = 0 on the topological boundary bΩ, the Hardy space H 2 (Ω) is classically defined as
where Ω ε = {z ∈ C n : ρ(z) < −ε} and dσ ε is the Euclidean measure induced on bΩ ε . Every function F in H 2 (Ω) admits a boundary value function F and the linear space of these boundary value functions defines a closed subspace of L 2 (bΩ) which we denote by H 2 (bΩ). The Szegő projection operator is the orthogonal projection operator
For β > π 2 , the worm is the domain (1.1)
where η is a smooth, even, convex, non-negative function on the real line, chosen so that η −1 (0) = [−β + π 2 , β − π 2 ] and so that W is bounded, smooth and weakly pseudoconvex.
We refer to the survey paper [20] for a history of the study of the worm domain and related problems.
Due to the peculiarity of the worm domain and the lack of general results regarding the regularity of the Szegő projection of smooth bounded weakly pseudoconvex domains, the study of the operator S W is a natural and interesting question.
In order to obtain information about S W , it is useful to study the same problem for a simpler model of W , that is, the non-smooth worm domain D ′ β . Recently the author studied in [27] the L p and Sobolev mapping properties of the Szegő projection operator associated to D ′ β , namely, 
The domain D ′
β is a simpler model of W which has been already used to study the mapping properties of the Bergman projection operator associated to W , that is, the Hilbert space projection operator from L 2 (W ) onto the closed subspace of holomorphic functions. For results concerning the Bergman projection and kernel of the worm domain, the role of the domain D ′ β and related results we refer the reader to [2, 4, 12, 17, 21, 22, 27] and the references therein.
In [27] the Hardy space H 2 (D ′ β ) is defined as the function space 
dθdx.
Therefore, the space H 2 (D ′ β ) is defined considering a growth condition not on the topological boundary bD ′ β , but on the distinguished boundary ∂D ′ β . In detail, the distinguished boundary ∂D ′ β is the set ∂D
where
E 2 = (z 1 , z 2 ) : Im z 1 = β − π, log|z 2 | 2 = β − π 2 ;
Adapting a decomposition introduced by Barrett in [2] and using some classical results for the Hardy spaces of a strip, the following result is proved in [27] .
Theorem 1.1 ([27]). The Hardy space H
is a reproducing kernel Hilbert space with respect to the inner product
where F and G are the boundary value functions of F and G respectively. Moreover, the reproducing kernel of H 2 (D ′ β ), i.e., the Szegő kernel, is given by
We point out that we use the notation Ch(x) instead of cosh(x) to denote the hyperbolic cosine of x.
Unlike the Bergman case studied by Krantz and Peloso in [22] , the boundedness results in [27] are proved without relying on an asymptotic expansion of the sum in (1.2). Nevertheless, following [22] , we provide in this work and asymptotic expansion of the Szegő kernel K D ′ β in order to enrich and complete the study of the Hardy spaces of D ′ β begun in [27] . In detail, we prove the following result. 
and
Notice that the definition of D ′ β (as well as the one of W ) requires only that β > π 2 . For simplicity of the arguments, we restrict ourselves to the case β > π. This is not a serious constraint since the most interesting situations for the worm domain occur when β tends to +∞.
After proving the expansion (1.3), we compare it with the expansion of the Bergman kernel contained in [22] . The investigation of the relationship between the Szegő and the Bergman kernel is a natural problem, but, to the best of the author's knowledge, not much is known about it. Stein posed the problem of investigating this relationship in [30, pg. 20] and made some comments about some specific situations such as the case of the unit ball where the Szegő and Bergman kernel are explicitly known. In [28] the authors study the Bergman and Szegő kernels of pseudoconvex domains of finite type in C 2 . Moreover, they observe that in the special case of model domains of the form
where P is a subharmonic, nonharmonic polynomial on C, the Bergman kernel can be expressed as a derivative of the Szegő kernel. More recently, Hirachi [16] realized the asymptotic expansion of the Bergman and Szegő kernels of strictly pseudoconvex domains as special values of a family of meromorphic functions and Chen-Fu studied in [10] the ratio of the Szegő and Bergman kernels for smooth bounded pseudoconvex domains in C n . Finally, Krantz shows in [19] how to connect the Bergman and Szegő kernels of strongly pseudoconvex domains via Stoke's theorem. . In detail, we show that the derivative of the expansion (1.3) with respect to any of the complex variables w j , z j , j = 1, 2 has the same types of singularities of the Bergman kernel. Therefore, we have a link between the Szegő and Bergman kernels similar to the one observed in [28] for model domains.
Let us recall the asymptotic expansion of the Bergman kernel proved by Krantz and Peloso. The theorem we state here is slightly different from the one stated in [22] , but it is not hard to deduce it. 
as | Re w 1 − Rez 1 | → +∞. Then, the following holds.
The functions B(w, z) and B(w, z) are given by
Then, we prove the following result. 
where C(w,z) is a positive constant depending only on the point (w,z and, using the expansion (1.4), they prove the following theorem.
Theorem 1.5 ([22]). The Bergman projection operator P D
Here we use again (1.4) to prove the regularity of the Bergman projection P D ′ β in Sobolev scale.
Theorem 1.6. Let k be a positive integer. Then, the Bergman projection operator extends to a bounded linear operator
for every p ∈ (1, +∞).
We conclude the introduction with a remark on Theorem 1.2 and on a difference between the Szegő and the Bergman setting.
Given two biholomorphic domains D 1 and D 2 , it is well-known how to write the Bergman projection P D 1 in term of P D 2 and vice versa. This is a general result guaranteed by the transformation rule of the Bergman kernel under biholomorphic mappings (see, for instance, [18] ). Hence, from (1.4), Krantz and Peloso also obtain an asymptotic expansion for another important non-smooth version of the worm domain. Namely, let D β be the domain
Then, the domains D ′ β and D β are biholomorphically equivalent via the map ϕ :
β and D β have a central role in the study of the Bergman projection attached the smooth worm W . We refer the reader to [2, 20] for further details.
In the Szegő setting we lack a general transformation rule for the Szegő kernel under biholomorphic mappings, therefore we cannot trivially use the asymptotic expansion of
in Theorem 1.2 in order to obtain information on the Szegő kernel attached to D β . Thus, the Szegő projection of the domain D β must be independently studied.
The paper is organized as follows. In Section 2 we describe the singularities of K D ′ β , whereas in Section 3 we prove Theorem 1.2. The proof of the theorem is quite long, therefore we proceed step by step proving a series of different propositions and lemmas. In Section 4 we compare the asymptotic expansion of the Szegő kernel with the asymptotic expansion of the Bergman kernel and in Section 5 we prove Theorem 1.6. − for w, z ∈ D ′ β the terms K 1 and K 1 become singular only if
THE SINGULARITIES OF K D
This can happen only if log
Thus, K 1 and K 1 are singular only when both w and z tend to the right oblique boundary line of the domain in Figure 1 ; − the terms K 2 and K 2 are similar to K 1 and K 1 and they are singular on the left oblique boundary line of the domain in Figure 1 ; − the term K 3 is singular when
Thus, K 3 is singular when both w and z tend either to the lower horizontal or the right oblique boundary line on of the domain in Figure 1 . Notice that the worst behavior of the term is when w 2 z 2 → e
Therefore, K 4 is singular when both w, z tend to the right oblique boundary line of the domain of Figure 1 and it has the worst behavior on E 1 ; − the singularities of K 5 are similar to the ones of K 4 and the worst situation is when both w, z tend to E 3 ; − the singularities of K 6 are similar to the ones of K 3 . The term in singular both w and z tend to left oblique or the upper boundary line of the domain in Figure 1and the worst situation is when both w, z tend toE 2 ; − the term K 7 becomes singular when
Therefore, the term becomes singular when both w and z tend to the upper boundary line of the domain in Figure 1 and, like K 4 , it has the worst behavior when both w, z tend to E 1 ; − the last term K 8 is symmetric to K 7 . It is singular when w, z tends to the lower boundary line of the domain in Figure 1 and it has the worst behavior when both w, z tend to E 3 .
THE REPRODUCING KERNEL OF H
This section is devoted to the proof of Theorem 1.2. The proof is based on a direct computation of the sum (1.2). In order to simplify the notation, we define
Then, we would like to compute the sum (3.1)
where the couple (τ, λ) belongs to the set
Similarly to [22] , in order to compute (3.1), we compute I j (τ) by means of the residue theorem and we keep track of the error terms that arise. Let us denote by g j the holomorphic function g j :
.
About the function g j , we have the following result whose easy proof we do not include.
Proposition 3.1. The function g j is holomorphic in the plane except at the points
To compute I j (τ) we shall distinguish two cases according to whether Re τ ≥ 0 or Re τ < 0. Let us focus now on the case Re τ ≥ 0. We shall use the method of contour integrals. As contour of integration we choose the rectangular box γ N centered on the imaginary axis with corners N + i0, −N + i0, N + ih and N − ih where h is chosen so that
We have the following result.
Proposition 3.2. Let β > π and fix h as above. We define
Then, for all j in Z,
Proof. The residue theorem guarantees that
It is not hard to prove that the integrals along the vertical sides go to zero and obtain the conclusion. The proof for Re τ < 0 is completely analogous, but we integrate along the similar rectangular box in the bottom half-plane.
Thus, we have split the sum (3.1) into two different sums, namely
Remark 3.3. For simplicity of notation, from now on, we restrict ourselves to work with Re τ ≥ 0. The case Re τ < 0 is similarly obtained.
Remark 3.4.
The following equality will have a prominent role in our computations. Let a, b in R such that a = 0, then
3.1. The sum of the R j 's. We prove the following proposition. 
The convergence of the series is uniform on compact subsets of D.
Proof. From Proposition 3.1 we have
Our problem is to compute the sum
If we consider only the sum on the right-hand side of the previous equation, from (3.3) , it follows
About F, we have .
It is easy to prove that there exists a constant c > 0 such that |1 + e −πσ( j)+iν β | > c > 0 for every j. Hence the series which define E converge when e Imτ−3π 2 3.2. The sum of the J j 's. It remains to compute ∑ J j (τ)λ j . We recall that
If we define σ(ξ) = e
(3.10)
Our problem has become the computation of the sum
We will use the following scheme to compute the integrals (3.7)-(3.10) . If j > 0, we choose a positive δ such that 0 < δ < j/2 and we consider
(3.12)
Analogously, for negative j's, we choose a positive δ such that j/2 < −δ < 0 and we consider
We remark that the case j = 0 is somehow special, but it could be treated in a similar way. Also, notice that the decomposition of the integrals above make sense even for δ = 0; this choice of δ will be the case in the computation of the sum of the M j 's as we immediately see.
Proposition 3.6. There exist entire functions
;
Proof. First of all, we have to compute each single M j (τ). In this case we choose δ = 0 in (3.12) and (3.13) so that we do not have the error terms E 1 , E 2 , E * 1 and E * 2 . We begin focusing on the positive j's. Therefore,
Choosing δ = 0 we obtain
Summing up over the positive j's we obtain
Notice that we do not have a singularity when τ → 2β − 2π. Analogously, using (3.13), we obtain a result for negative j's. Choosing again δ = 0, we obtain
It remains to compute M 0 (τ)but it is immediate to verify that
Simplifying the notation a little bit we obtain (3.14) as we wished.
A COMPARISON BETWEEN THE BERGMAN AND SZEGŐ KERNELS OF D
′ β
13
At this point, we wish to evaluate the sums
Recall that we are still supposing that Re τ ≥ 0. We first introduce some domains which all are neigh- Proof. Notice that with our choice of h (see (3.2)), it results that 1 + e −2 sgn(ξ)[π(ξ+ih)] = 0 for every ξ. We decompose the integral defining E (1) j as in (3.12) and (3.13), according to whether j is positive or negative.
We start analyzing the error terms E 1 and E 2 . We have
from which we deduce
We conclude that
where Ψ E 1 (τ, λ) is entire and bounded together with all its derivatives as | Re τ| → ∞ and Im τ remains bounded.
To deal with E 2 is a little more complicated since the extremes of integration depend on j, but we cannot compute explicitly the integral in order to proceed with the sum in j. In fact, we have
We notice that e −2π(ξ+ih)
where the series converges uniformly on compact sets with bounds uniform in j > 0. This allows to interchange the order of integration and summation over k. Then
Summing up on positive j's, we obtain (3.27) where h
Notice that we do not have a singularity when Im τ → 2β. The convergence of the sum in j is guaranteed when λe iτ−π−2πk 2 < 1 and this last condition is satisfied for every positive k when the pair (τ, λ) belongs to D ∞,2π .
We still have to study ∑ j>0 B j λ j . We have
Im τ+2β and we use the fact that
We want to prove that this sum on k converges to a function holomorphic on the domain D ∞,2π . To prove this is enough to assume δ < 1/2 and to notice that, for fixed M > 0, it is possible to select k 0 large enough so that for all k ≥ k 0 , when (τ, λ) ∈ D ∞,2π with Im τ ≤ M and |λ| ≤ e M , we have that
Thus, the sum in k is uniform on the fixed compact set. Therefore, we have
, bounded together with their derivatives as | Re τ| → ∞ and Im τ and λ remain bounded. We took care of the error terms E 1 and E 2 ; using the same strategy, we now study I, II and III. We have
Then, if λe
where Ψ I is holomorphic in a neighborhood of D. In fact, let us consider
Then, on this set, the holomorphicity of Ψ I (τ, ·) as a function of λ for every τ fixed is obvious, whereas for the holomorphicity of Ψ I (·, λ) we have
This is true because Im τ < 2β + 3 2 π < 2β + 2πk for all k ≥ 1. Thus, we have uniform convergence and we can conclude that
About II, notice that
and we do not have a singularity when iτ + 2β − 2π − 2πk tends to 0.
If we suppose again λe
We want to say something more about the sum in k. For each M > 0 we can select k 0 such that for every k > k 0 and (τ, λ) with | Im τ| < M and |λ| < e M , we have
so that the series in k converges uniformly on the fixed compact set and we conclude that 
e (iτ−2β+2π)ξ e 2π(ξ+ih) 1 + e 2π(ξ+ih) dξ
If we suppose (τ, λ) ∈ D ∞,2π , then λe iτ+π+2πk 2 > 1 for every positive k, so we obtain Using this estimates and the fact that 0 −δ e (iτ+2β+2πk)ξ dξ is uniformly bounded in k, we can conclude that
Arguing as before, if in addition we suppose δ < 1 2 , we obtain
In conclusion we obtain
It follows, for λe
Let us see what happens with the principal terms I * , II * and III * . We have 
Notice that (τ, λ) ∈ D ′ implies that iτ + 2β + 2πk = 0 for every positive k, therefore
where the last inequality is true since Im τ > −2β −
where Ψ III * (τ) is holomorphic in S 2β+ 3 2 π . About (3.42) we notice that we do not have a singularity when iτ − 2β + 2π + 2πk → 0. Then, for every M > 0 and (τ, λ) ∈ D ∞,2π such that e M > |λ| > e −M and | Im τ| < M we can choose k 0 such that for every k > k 0 it holds
Using this last estimate we can conclude that
is holomorphic on D 2π,∞ . It remains to study the term E
0 (τ). Using some of the same arguments we used before it is possible to conclude that E (1) 0 (τ) is a holomorphic function in S 2β+ 3 2 π . We remark that all the functions Ψ * are bounded together with all their derivatives as | Re τ| → ∞ and Im τ and λ remain bounded. Finally, we deduce (3.24) from equations (3.26), (3.30), (3.31), (3.34), (3.36), (3.37), (3.40), (3.44), (3.45) and (3.46).
It remains to compute the sums ∑ j∈Z E (k) j (τ)λ j , k = 2, 3. In order to keep the length of this work contained, we do not include the proofs since are similar to the one of Proposition 3.7 and we only state the results. We refer the reader to [26] for full details.
We recall that Then, it holds the following proposition. We finally have all the ingredients to prove Theorem 1.2.
Proof of Theorem 1.2. Recalling that τ = w 1 − z 1 and λ = w 2 z 2 and assuming that Re(w 1 − z 1 ) ≥ 0 we deduce (1.3) from (3.1), (3.4), (3.14), (3.24), (3.47) and (3.48). We point out that, in order to obtain a shorter formula for (1.3), we grouped together the first and the fifth main terms of (3.14) with the first main term of (3.24), whereas we grouped the second and the fourth term of (3.14) with the second term of (3.24). The conclusion for Re(w 1 − z 1 ) < 0 is similarly obtained.
COMPARISON WITH THE BERGMAN KERNEL
In this section we prove Theorem 1.4. The conclusion follows by an explicit computation of the derivatives of the kernel K D ′ β (w, z).
Proof. Let h be fixed such that both (1.3) and (1.4) hold. We prove the theorem explicitly only for Then, the conclusion follows comparing (4.1) and (1.4).
SOBOLEV REGULARITY OF THE BERGMAN PROJECTION
In this section we prove Theorem 1.6. The crucial fact is that the operator P D ′ β commutes with the differential operators and we can conclude using Theorem 1.5. 
