An indirect optical method for determining size and complex refractive index of laser-damage precursors in optical materials is presented. The method is described in detail, with special attention to all assumptions. Results are given for a series of thin-film SiO 2 layers.
INTRODUCTION
Much has been said about laser-induced damage in optical materials, which remains today a key limitation for optics involving high-energy densities. Although it is now admitted that nanocenters or precursors are at the origin of low damage thresholds in optical coatings and substrates, [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] little progress in improving the laserdamage threshold has been observed in the last few years, in spite of laser conditioning [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] for specific materials and sophisticated vacuum deposition technologies. [24] [25] [26] This situation is surely the result of a lack of detectivity in the characterization techniques of such coatings and substrates because the density and the threshold of precursors are the only information that can be extracted from damage-probability curves. 9, [27] [28] [29] [30] Obviously the size and complex index of a precursor should be key data to help us in the localization, detection, and identification of defects and would permit feedback of the production technology of microcomponents and substrates. However, such characterization cannot be made at this time for at least two main reasons:
• First, the density of precursors is very low in the bulk of materials, of the order of a few defects in a cube with a 100-m side. 9, 31 This low density makes the localization of defects with nonoptical techniques difficult, so the physicochemical properties of precursors remain unknown. At surfaces the precursor densities are much higher 9, 31 (by several orders of magnitude) but are still not known, probably because of a lack of sensitivity or detectivity in the characterization techniques.
• Second, the precursors are rather small, and their indices can be close to the average index of the surrounding material, so absorption and scattering from isolated precursors remain below the detectivity of modern optical techniques such as photothermal microscopy [32] [33] [34] and ellipsometry of angle-resolved scattering. 35 It should be noted here that all precursors under study must be discriminated from visible defects, such as pits or scratches, that can be revealed by different kinds of optical microscopy (Nomarsky, dark-field, total internal reflection, 36, 37 ...). In the bulk of fused silica, for instance, nondestructive optical techniques reveal a perfectly homogeneous medium, although we know that precursors are present and create damage under laser irradiation. The situation is analogous at surfaces, provided that damage experiments are performed on highquality samples or in regions free of visible defects, which is possible with laser beams of small spot sizes. 9, 38 For these reasons we focused our efforts on the determination of size and complex index of precursors, using an indirect method based on the convergence of several optical data obtained from photothermal measurements and laserdamage probabilities. In this paper we present this alternative method and give results for single thin-film SiO 2 layers. Although special attention must be paid to all assumptions, the conclusions can be of great interest for the laser-damage community because knowledge of precursor size may allow adequate characterization techniques to be chosen for nondestructive detection. In addition, knowledge of a complex refractive index may facilitate investigations to identify the origin and nature of these precursors.
THRESHOLD AND DENSITY MEASUREMENTS OF LASER-DAMAGE PRECURSORS
In this section we explain how we measure laser-damage probability curves, denoted threshold curves, and extract the density of precursors. Results are given for a single SiO 2 layer.
A. Experimental Tools
The apparatus used at the Fresnel Institute for laserdamage experiments has been described in detail elsewhere, 9, 38 and only a brief description is given here. The setup involves a single-mode YAG laser beam with 1.064-m wavelength and 5-ns pulse duration (Fig. 1 ). The energy of the incident beam is measured with both a calorimeter and a pyroelectric detector. The beam profile of the focused beam is analyzed with an optical system linked to a CCD camera, and the temporal profile is measured with a fast photodiode. The sample is observed by an in situ optical microscope, which ensures real-time observation of the irradiated zone.
The Using this apparatus, one can measure threshold curves in the bulk and at surfaces of optical components such as substrates, thin films, multilayers, and liquids. We recall that one obtains these curves by counting the number of damaged regions at each fluence F, which allows the probability of damage P(F) to be estimated. Each curve P(F) is plotted with 900 data points that involve 30 different fluences and 30 tested regions at each fluence. The shape and the slope of these curves are directly connected to the spot size and to the densities of precursors that are responsible for laser damage of dielectric materials, 2,4-6,9,27-29 as we demonstrate in Subsection 2.B.
B. Theoretical Tools
A phenomenological model was specifically developed to extract the precursor densities from the fit of the threshold curves and is used for 1-on-1 measurements 9,27-29 and for S-on-1 measurements. 30 When precursors are assumed to be surface defects, the probability of damage can be expressed as a function of fluence F or energy density per unit of surface:
where d is the surface density of defects and S T is the region within the spot size where the energy density is greater than precursor threshold T. For a Gaussian beam, S T is given by
where S is the spot size defined when the energy is 1/e 2 times its maximum value. This model can be directly extended to bulk precursors 9, 30 and consists in replacing effective surface S T (F) by effective volume V T (F). Notice that in all cases the precursor's density is assumed to be uniform. In addition, in thin films, surface and bulk models lead to identical results, provided that the following condition is fulfilled: d ϭ edЈ, where d and dЈ are the equivalent surface and bulk densities, respectively, and e is the film thickness.
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C. Results with Silica Thin Films
The samples under study are silica thin films deposited upon glass by a classic vacuum process. The average thickness of a sample is close to 1 m. One of the threshold curves is plotted in Fig. 2 and reveals a low threshold of 19 J/cm 2 at 1.064 m with 5-ns pulses. The curve can be approximated with probability formulas (1) and (2), which lead to a surface precursor density given by d ϭ 500/(100 m)
2 .
The corresponding bulk density would be dЈ ϭ 5 ϫ 10 4 /(100 m) 3 . This density value is now used to extract the absorption of a single precursor. Note that here we do not consider the stationary field within the single layer because its average value is of the order of that of the incident field.
ABSORPTION EQUATION
Photothermal techniques allow low absorption in optical coatings to be measured down to 10 Ϫ6 -10 Ϫ8 times the incident power. 33, 34 For the SiO 2 samples under study the absorption was measured with a 100-m 2 pump beam at 1.064 m, 32 and the result was close to A ϭ 5 ϫ 10 Ϫ6 . As the surface density of precursors was found to be d ϭ 500/(100 m) 2 , we assume that the measured absorption originates from the absorption of the precursor collection. Such an assumption is in agreement with several results [42] [43] [44] that revealed loss anomalies such as interface absorption and large root-mean-square absorption in optical samples. Therefore each precursor is assumed to absorb
Ϫ8 of the incident light, a value that we now relate to size and complex index of particles.
A. Calculation of Precursor Absorption
We consider a dielectric or metallic absorbing particle embedded in a transparent material such as silica. The density of monochromatic bulk absorption in the particle is given by the classic formula
where dv is a volume element, ⑀Љ and Љ are, respectively, the imaginary parts of the permittivity and the permeability of the precursor, is the temporal pulsation, and (E, H) is the electromagnetic field. We assume that the materials are nonmagnetic, such that absorption in a precursor is reduced to
where ⌬v is the particle volume. If we define the average field in the particle as
the absorption of the precursor can be rewritten as
Now we have to relate average field E m to the incident optical power. In the case of weak beam divergence, incident surface power density d⌽/dS is connected to local incident electric field E 0 by
where k s ϭ 2n s /, is the incident wavelength, n s is the optical index of the surrounding material (silica in our case), and 0 is the permeability. If we define a parameter ␤, taking into account interference and resonance effects on the particle, as
the power density is rewritten as
The formula for the precursor absorption is then turned into
that is,
Equation (11) permits one to calculate the power absorbed by a particle of volume ⌬v and complex index n ϭ nЈ ϩ jnЉ under an irradiation d⌽/dS in a surrounding medium, n s . It should be noted that parameter ␤ may play a key role in the calculation because of potential overintensity within the precursor. Let us establish an order of magnitude of these values. If we consider two classic cases in which 100 mW of power from a YAG laser ( ϭ 1064 nm) is focused on 100-m 2 and 1-m 2 surfaces, respectively, we obtain, for nЈ Ϸ n s ,
In Fig. 3 we show the absorbed power as a function of particle size (the precursor is assumed to be spherical) for the two irradiations, assuming a unit value of nЉ␤. Consequently, effective values can be obtained by correction of the data of Fig. 3 with the appropriate extinction coefficient nЉ of the particle and with parameter ␤ that is calculated further. Figure 3 can be of great interest for evaluation of the feasibility of precursor detection by means of photothermal techniques. For instance, we know that 10 Ϫ7 is an approximate limit value with which to quantify the detectivity of photothermal techniques 33, 34 relative to absorption. With 100-mW beam power, such detectivity corresponds to an absorbed power of 10 Ϫ8 W, as we have plotted in Fig. 3 (dashed line) . Therefore this value can be compared with those shown by the two precursor absorption curves in the same figure. For example, an irradiation of 100 mW/(100 m) 2 should permit the detection of absorption of precursors with radii greater than 30 nm. When the irradiation is increased to 100 mW/m 2 , precursors with 2-nm size could be detected. However, we must keep in mind that our results are obtained under the assumption that nЉ␤ ϭ 1.
Now the E-field enhancement factor has been rigorously calculated as reported in various papers. 2, [45] [46] [47] [48] Such a factor depends on wavelength, particle size, and index, so parameter ␤ has to be rigorously calculated in our conditions (nano to micronic particles embedded in silica and irradiated at 1064 nm).
B. Enhancement and Average Value of the Field within the Precursor
In relation (11), absorption ⌬A is measured and incident flux d⌽/dS is known. If we could consider that the average field within the particle were close to the incident field, we would obtain ␤ ϭ 1, with the result that
Furthermore, if we assume that the real index of a particle is that of the surrounding medium (nЈ ϭ n s ), relation (14) will be reduced to
(15) Equation (15) will allow us to write a relationship between size and imaginary index of precursors in the form
where R is the particle radius and ⌬v ϭ (4/3)R 3 . Now we iterate the same reasoning without any approximation for parameter ␤. In this simulation we use Mie theory and calculate ␤ as a function of all parameters, that is,
A spherical particle of radius R and complex index n ϭ nЈ ϩ jnЉ is assumed to be embedded in a surrounding transparent material of index n s ϭ 1.52 (glass) and illuminated with incident power density d⌽/dS at wavelength ϭ 1.064 m. Mie calculation 49, 50 allows all vector values of scattered field E sca inside and outside the precursor to be found:
where E 0 is the E field's incident amplitude, N max is the maximum order determined from Wiscombe's criteria's, 51 R is the sphere radius, a n sca and b n sca are coefficients determined with continuity relations, m o1n (0) and n e1n (0) are basis vectors, and r, , and are spherical coordinates. Figure 4 shows the field in three directions inside and outside an absorbing particle (n ϭ 2 ϩ j). The local intensity-enhancement factor is strongly dependent of the particle size and complex index. To get an order of magnitude of this factor, we found maximum values near 10 for metallic particles (nЉ ϭ 10) with sizes of 1-100.
However, parameter ␤ describes an average value, whereas relation (11) is given for the local field. To prevent integration of the local field inside the particle we use an integrated Mie formula that yields extinction Q ext and scattering Q sca cross sections of particles, that is,
Therefore absorption Q abs of a single precursor can be calculated from Mie theory as
At this step, with the measured value ⌬A, we can obtain a relationship among the precursor parameters (nЈ, nЉ, R). In Fig. 5 the curve nЉ ϭ g(R) Ϯ ⌬nЉ(nЈ) is calculated, with a range of values that is due to the uncertainty in real index nЈ: 0.5 Ͻ nЈ Ͻ 5. This range includes dielectric and metallic particles.
From these results it can be seen that, if the damage precursor is metallic (nЉ Ͼ 1), its size will lie in the range 10-60 nm; if the particle is dielectric (nЉ Ͻ 10 Ϫ3 ), however, its size will be greater than 200 nm. Fig. 4 . E-field distribution inside and outside a 100-nm spherical particle of extinction index 1, irradiated at 1064 nm with polarization defined in this figure. The E-field distribution is represented for three polar angles in the incident plane.
This result was obtained by measurement of the density and the absorption of precursors, coupled with the absorption equation. In Section 4 we show how this inverse problem can be completely solved by use of an additional threshold equation.
THRESHOLD EQUATION
As we have from Section 3 a first equation that links the imaginary index and size of precursors, we now use another property given by the threshold equation. For this we assume that the breakdown is reached when the maximum temperature within the particle exceeds the melting temperature T m of the surrounding medium (glass).
We consider again an absorbing defect of radius R embedded in a homogenous material (silica) and irradiated by a plane wave with a Gaussian temporal profile (width at 1/e, ). Notation is given in Fig. 6 . If we limit ourselves to unique heat transfer by conduction, the temperature is a function of and t and follows the heat equation
where a and b are, respectively, the diffusivity and the conductivity of the different media. The term S(, t) is the source term (bulk density of absorption), which can be written as S ϭ S 0 exp͓Ϫ4(t 2 /t 2 )͔. S 0 ϭ dA/dv is obtained from Eq. (11) . Considering the small size of the particle, we assume that this source term is spatially constant inside the sphere: S 0 ϭ ⌬A/⌬v. To solve Eq. (23) we consider the Fourier transform of the temperature:
Consequently the heat equation in the two media can be written as
where ␣ i ϭ (2⍀/2␣ i ) 1/2 (1 ϩ j) and S 0 is the absorbed optical power defined above.
Applying the limit conditions, we can write the solutions to the two media as
Solutions T i are found by use of the boundary conditions. Temperatures T i are then obtained by means of a numerical inverse Fourier transform:
We have applied this model of photoinduced temperature to an inclusion with a unit value of nЉ (with 1 nm Ͻ R Ͻ 1 m) embedded in silica with a unit value of nЉ. The particle is irradiated with an energy of 19 J/cm 2 at Fig. 6 . Absorbing spherical particle (1) embedded in a homogenous non-absorbing medium (2) irradiated by a plane wave with a Gaussian temporal profile. 1064 nm at a pulse length of 5 ns, which corresponds to the threshold measured in silica layers in our test conditions (Section 2). First we consider thermal parameters that correspond to a metallic precursor, a ϭ 2. Figure 7 illustrates the temperature variations at the particle-silica interface. These temperatures are normalized to permit their temporal responses to be compared as functions of precursor size. The maximum temperatures reached are shown in Fig. 8 . These values are in good agreement with the results of Hopper and Uhlmann 1 for similar systems. From these calculations it results that a metallic particle of radius Ͼ10 nm embedded in silica can initiate a damage process because the photoinduced temperature exceeds the melting point of silica irradiated at 19 J/cm 2 ( Fig. 8) . However, the precursors can also be dielectric and the same reasoning applied. Thus, if the melting of silica is considered a criterion of damage and because the source term in the heat equation depends on an extinction coefficient, the temperature prediction permits an estimation of particle size as a function of the imaginary index required for creation of damage in silica. The results are presented in Fig. 9 . The range of value in this figure again reflects lack of knowledge of the real index but also lack of knowledge of the thermal coefficients (a 1 and b 1 ) of laser-damage precursors. We used 0.5
Thus it is possible to take account of dielectric and metallic precursors, whatever the real index and thermal parameters.
Now it remains to use simultaneously the results of Figs. 5 and 9 to solve our problem.
DETERMINATION OF IMAGINARY INDEX AND SIZE OF LASER-DAMAGE PRECURSORS: THE INVERSE PROBLEM
At this step we obtained two relationships between size and complex index of precursors.
The first relation was found through the absorption equation and is written as
with an uncertainty in the real index nЈ that takes account of dielectric and metallic particles (Fig. 5) . The second equation was found through the threshold equation and is
with an uncertainty in the thermal parameters (a 1 , b 1 ) that takes account of dielectric and metallic particles (Fig.  9) . A combination of these data is presented in Fig. 10 and permits an evaluation of precursor parameters. The striped area in this figure indicates the domain where the precursors with absorption of 10 Ϫ8 times the incident power induce damage in silica under 5-ns single-shot irradiation of 19 J/cm 2 at 1.064-m wavelength. Therefore we conclude that the size range of precursors is 10 nm Ͻ R Ͻ 120 nm (32) and that the imaginary index lies in the range
Now, if we assume that the precursors are metallic, we obtain a particle radius close to 10 nm; dielectric precursors would give a particle radius close to 100 nm.
CONCLUSIONS
The size and the complex index of single-shot damage precursors were extracted by means of a specific procedure involving different data generated from threshold curves and photothermal measurements. For single thin films of SiO 2 we found a relationship between size and imaginary index of laser-damage precursors. These results will surely help in the physicochemical identification and current detection of defects. However, our procedure is valid under assumptions that we again clearly recall here:
• The precursors were assumed to be spherical and uniformly distributed, which permitted extraction of their surface density from the threshold curves.
• Low absorption in single SiO 2 thin films was assumed to be the result of absorption from the precursor distribution, which allowed us to isolate absorption from a single precursor. The stationary field within the layer was not taken into account, but the enhancement field was calculated within the precursors.
• Damage was assumed to originate from an elevated temperature within the precursors, up to the fusion temperature of the surrounding medium.
• Finally, the photoinduced temperature from a 5-ns single-shot YAG laser was calculated under the assumption of unique heat conduction.
• Note that unknown real index and thermal parameter of precursors are responsible for errors in calculations and therefore for the limit of accuracy in characterization of damage precursors.
In a general way, to our knowledge this procedure is the first attempt at optical characterization of size and complex index of damage precursors. We expect this study to be systematically extended to the analysis of precursors in the bulk of substrates and within multilayers. The procedure should also allow threshold values to be predicted at different wavelengths and repetition rates. Finally, knowledge of the geometry and the complex index of precursors should soon assist in the application of adequate optical and nonoptical tools for further investigation. In all cases our results must now be checked with complementary techniques.
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