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LINEARIZED FILTERING OF AFFINE PROCESSES USING STOCHASTIC
RICCATI EQUATIONS
LUKAS GONON AND JOSEF TEICHMANN
Abstract. We consider an affine process X which is only observed up to an additive white
noise, and we ask for the law of Xt, for some t > 0, conditional on all observations up to
time t. This is a general, possibly high dimensional filtering problem which is not even locally
approximately Gaussian, whence essentially only particle filtering methods remain as solution
techniques. In this work we present an efficient numerical solution by introducing an approxi-
mate filter for which conditional characteristic functions can be calculated by solving a system
of generalized Riccati differential equations depending on the observation and the process char-
acteristics of X. The quality of the approximation can be controlled by easily observable quan-
tities in terms of a macro location of the signal in state space. Asymptotic techniques as well
as maximization techniques can be directly applied to the solutions of the Riccati equations
leading to novel very tractable filtering formulas. The efficiency of the method is illustrated
with numerical experiments for Cox–Ingersoll–Ross and Wishart processes, for which Gaussian
approximations usually fail.
Key words and phrases: affine process, filtering, conditional law, Riccati equation,
Zakai equation.
MSC 2010 Classification: 60G35, 62M20
1. Introduction
Consider a time-dependent stream of multi-variate signals which can not be observed directly,
but only through a stream of noisy measurements. Given the observations made up to a spec-
ified moment in time t, what can we optimally say about the signal at time t, i.e. what is the
best estimate for the signal’s value? There are various mathematical formulations of this funda-
mental problem. Research fields such as time-series analysis, signal processing and (frequentist)
non-parametric statistics model the signal process as a deterministic function or focus on a
discrete-time setting. In stochastic filtering the signal and observation processes are modeled as
continuous-time stochastic processes, i.e. a (dynamic) Bayesian perspective is adopted.
The mathematical formulation of the stochastic filtering problem is the following: consider
a D-valued stochastic process X, a p-dimensional Brownian motion W and an observation
function h : D → Rp. Define the observation process Y as
(1.1) Yt =
∫ t
0
h(Xs) ds+Wt, t ≥ 0.
Note that both X and W are defined on one probability space (Ω,F ,P), p ∈ N, the state space
D is some set and some regularity on h and the sample paths of X needs to be imposed to
make (1.1) well-defined. Here X models the signal and Y the observation process. The filtering
problem is to calculate pit, the conditional distribution of Xt given FYt := σ(Ys : s ∈ [0, t]),
i.e. the observations up to time t, for each t ≥ 0.
Starting in the mid-twentieth century, stochastic filtering has received an enormous amount of
attention and has influenced many fields of mathematics – we refer to the introductory textbooks
[LS01], [BC09], the historical overview in [Cri14] and the handbook [CR11]. Theoretically the
filtering problem has been solved: (pit)t≥0 can be characterized as the unique solution to a
Both authors thank for the generous support of ETH Foundation and of SNF.
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measure-valued stochastic differential equation (the Fujisaki-Kallianpur-Kunita or Kushner-
Stratonovich equation). For applications, e.g., in mathematical finance [BH98] or geophysics
[LSZ15], also a quick numerical calculation of pit is quintessential – in fact for any application
of a continuous-time stochastic model that features latent factors. It has been shown that apart
from a few special cases, e.g. when h is affine and X is an Ornstein-Uhlenbeck process or when
the state space D consists of finitely many points, the equation for (pit)t≥0 is truly infinite-
dimensional. As a consequence, devising numerical methods to calculate pit or even just the
conditional mean E[Xt|FYt ] is challenging. In most cases it is in-feasible due to computational
constraints. Standard numerical methods ([BC09, Chapters 8-10]) either only work for low-
dimensional state spaces or for approximately Gaussian setups.1 However, post-crisis financial
modeling asks for factor processes X which are both high-dimensional and not approximately
Gaussian. The lack of numerical filtering methods for such processes has put serious limitations
on the modeling flexibility: one has not been able to include latent factors in them.
In the present article, we fill this gap and show that the narrow class of processes for which an
efficient numerical solution is possible (see above) also includes affine processes. More precisely,
we consider the case when h is affine and the signal processX is an affine process with state space
D = Rm+ ×Rd−m as characterized in [DFS03]. This class of processes includes for example Le´vy
processes, Cox-Ingersoll-Ross processes [CIR85] or the Heston model [Hes93] and is very widely
used in financial applications (see e.g. [DFS03], [KRM15, Section 3] for a list of references). The
filtering problem arises naturally in this context; for example, X could model the short rate and
Y the observed yields of bond prices as in [GP99], [CS03], see also [BH98].
Let us briefly summarize the key ideas of our approach. As a first step the distribution of
X conditional on FY is rewritten in terms of the pathwise filtering functional as studied by
[Dav80], [Cla78]. Although the functional itself is not directly tractable, it can be approximated
by a linearized version thereof. This new linearized filtering functional (LFF) is numerically
tractable, since the Fourier coefficients can be calculated by solving a system of generalized
Riccati equations with vector fields depending on the observation Y . This gives rise to Fourier
filtering techniques, analogously to the Fourier pricing techniques used for affine (log-price)
models, see e.g. [CM99] and [DFS03]. In addition the (approximate) conditional moments can
be calculated by solving a system of ordinary differential equations. In contrast to existing
numerical methods (e.g. a particle filter), this is very well-suited to parallel computations and
thus promising for high-dimensional filtering.
There is also another equally fruitful viewpoint on this approach: the Zakai equation for
the (un-normalized) distribution σt is a stochastic partial differential equation (SPDE) of the
following form (under mild regularity conditions)
dσt(dx) = A∗σt(dx)dt+
d∑
i=1
hi(x)σt(dx)dY
i
t ,
where A∗ denotes the adjoint of the generator of X. This equation, even though linear, has a
quite complicated geometry: essentially only the Kalman filter, which corresponds to an Orn-
stein Uhlenbeck process X and linear observation h(x) = x allows for a finite dimensional
realization, i.e. a way to write the SPDE’s solution via solutions of finite dimensional stochas-
tic differential equations. This is due to the fact that the geometrically relevant Stratonovich
formulation of the equation has an additional term of type h(x)2σt(dx) in the drift, which in
turn causes the infinite dimensional analogon of hypo-ellipticity, whence no finite dimesional
realizations can exist. The only way to cure this phenomenon in the relevant Brownian case
is by replacing the Stratonovich correction by a linear expression, which is of course locally
1In high-dimensional geophysical applications for example, only approximate Gaussian filters are routinely
used (see the preface of [LSZ15]).
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possible in a well controlled way. Then this modified Zakai equation has a completely differ-
ent solution structure which can often be described by finite dimensional stochastic differential
equations. In case of general affine processes X, even beyond the canonical setting used in this
article, the modified Zakai equation under linear observation can be considered as an affine
SPDE with time-dependent affine potential term (for this interpretation one necessarily needs
the Stratonovich formulation), whose solution can be described by generalized stochastic Riccati
equations. Notice also that the modification of the Zakai equation depends on the nature of the
Stratonvich correction, in particular in case of finite variation noises the modification would
vanish and we would actually have a solution theory for the classical Zakai equation by Fourier
methods.
All of this is explained in detail in Section 3, while Section 2 provides background on affine
processes and the filtering problem. The proofs of the statements on the LFF as well as local
existence and uniqueness of solutions to the Riccati equations in Section 3 are then given in
Section 4. They are based on a change of measure and comparison results for generalized Riccati
equations. These are of independent interest and extend results from [KMK10] and [KRM15]
to Riccati equations associated to non-conservative time-inhomogeneous affine “processes” that
do not necessarily satisfy the admissibility conditions.
This theoretical analysis is complemented by a numerical study. In Section 5 the methodology
is applied to the problem of filtering a Cox-Ingersoll-Ross (CIR) process. In numerical exam-
ples the filter induced by the linearized filtering functional, the affine functional filter (AFF),
is compared to the benchmark (a bootstrap particle filter) and two standard Gaussian- and
Gamma-approximation approaches (extended Kalman filter and [Bat06]). Not only is the AFF
very close to the benchmark (and in particular more accurate than the two approximations),
but it can also be calculated more efficiently than a particle filter. In examples in higher dimen-
sions the situation turns out to be even more extreme: In Section 6 the methodology is applied
to Wishart processes [Bru91], a matrix-valued extension of CIR processes (and a special case
of affine processes taking values in S+d , the set of symmetric positive semi-definite matrices).
While in theory particle methods are applicable to this problem, in practice this requires enor-
mous computational resources. Numerical experiments (already) for d = 3 show that in order
to achieve the same level of accuracy (measured in terms of mean square error) as the AFF
an outrageous number of particles would be necessary. Conversely, if one only uses a number
of particles yielding similar computing times for the two methods, the mean-square error of a
bootstrap particle filter is still by far larger than the error of the AFF. This makes the AFF
the first numerically feasible method for filtering Wishart processes.
1.1. Notation. Fix a complete probability space (Ω,F ,P) on which all random variables are
defined.
Fix p ∈ N, m ∈ N ∪ {0}, d ∈ N with d ≥ m and set D = Rm+ × Rd−m. Let 〈·, ·〉 denote
the standard inner product on Rd and | · | the associated norm. Also write 〈·, ·〉 for the linear
extension of the inner product to Rd + iRd, but without complex conjugation. Set
I := {1, . . . ,m}, J := {m+ 1, . . . , d}.
For k ∈ N, write
Ck− = {u ∈ Ck : Reui ≤ 0, ∀i}, Ck−− = {u ∈ Ck : Re ui < 0, ∀i}
and define U = Cm− × iRn .
Denote by B(D) and Cb(D) the sets of bounded measurable functions and bounded contin-
uous functions on D and by P(D) the set of probability measures on D. As usually, P(D) is
equipped with the topology of weak convergence. Let M+(D) denote the set of finite measures
on the Borel σ-algebra B(D). Given µ ∈ M+(D) and a measurable, µ-integrable function f on
D, write µf :=
∫
D f(x)µ(dx).
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Fix a continuous truncation function χ : Rd → [−1, 1]d with χ(ξ) = ξ in a neighborhood of 0
and bounded away from 0 outside that neighborhood. In fact, in order to be able to rely on a
result from [KMK10] for k = 1, . . . d we choose
χk(x) =
{
0 if xk = 0,
(1 ∧ |xk|) xk|xk| otherwise.
Let pi0 ∈ P(D), D(L) ⊂ Cb(D) and L : D(L) → Cb(D) linear. Recall that a D-valued
stochastic process (Xt)t≥0 defined on some probability space (Ω˜, F˜ , P˜) is called a solution to the
martingale problem for (D(L),L, pi0), if P˜ ◦X−10 = pi0 and for each h ∈ D(L), the process
h(Xt)− h(X0)−
∫ t
0
Lh(Xs) ds, t ≥ 0,
is a martingale (in its own filtration). The martingale problem for (D(L),L, pi0) is said to be
well-posed if there exists a solution and any two solutions have the same finite-dimensional
marginal distributions.
2. Background: Affine processes and the filtering problem
2.1. Affine processes.
2.1.1. Definition and characterization. Let us review the definition of an affine process and
some consequences thereof. We refer to [DFS03], [KRST11] and [CT13] for further details and
references.
Consider aD-valued time-homogeneous Markov process ((Xt)t≥0, (Px)x∈D) defined on (Ω,F),
see [RW00, Chapter III]. Denote by (Pt)t≥0 the associated semigroup on B(D) and assume
Pt1 = 1 for all t ≥ 0 (i.e. the process is conservative). ((Xt)t≥0, (Px)x∈D) is called affine, if it is
stochastically continuous, X has RCLL-paths (Px-a.s. for any x ∈ D) and there exist functions
φ : R≥0 × U → C and ψ : R≥0 × U → Cd such that for all x ∈ D, (t, u) ∈ R≥0 × U :
(2.1) Ex[e
〈Xt,u〉] = exp(φ(t, u) + 〈x, ψ(t, u)〉).
Remark 2.1. As shown in [KRST11] this definition implies that for all u ∈ U ,
(2.2) F (u) :=
∂φ
∂t
(t, u)
∣∣∣∣
t=0+
, R(u) :=
∂ψ
∂t
(t, u)
∣∣∣∣
t=0+
exist and are continuous at u = 0. Thus, in the terminology of [DFS03] we are considering a
conservative, regular affine process.
Remark 2.2. Alternatively, we could only assume that ((Xt)t≥0, (Px)x∈D) is conservative, stoch-
astically continuous and (2.1) holds for (t, u) ∈ R≥0 × iRd. Then [KRST11] implies that it is a
Feller process and in particular, we may choose an RCLL version of X on D (under Px, for any
x ∈ D).2 Finally [DFS03, Theorem 2.7] implies that (2.1) can be extended to R≥0 × U .
Let us now review some key properties of affine processes. To formulate these, an additional
definition is required: A collection of parameters
(2.3) (a, α, b, β, c, γ, µ0 , µ)
2Since the process is conservative, there is no need to consider the one-point compactification of D.
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is called admissible, if it satisfies the following (admissibility) conditions:
a ∈ Semd with ai,j = 0 for i, j ∈ I(2.4)
α = (α1, . . . , αm) with αi ∈ Semd and αik,j = 0 for k, j ∈ I \ {i}(2.5)
b ∈ Rd with bi −
∫
D\{0}
χi(ξ)µ
0(dξ) ≥ 0 for i ∈ I(2.6)
β ∈ Rd×d with βi,j −
∫
D\{0}
χi(ξ)µ
j(dξ) ≥ 0 for i, j ∈ I and i 6= j(2.7)
βi,k = 0 for i ∈ I, k ∈ J(2.8)
c ∈ R+(2.9)
γ ∈ Rm+(2.10)
µ = (µ1, . . . , µm) and for i ∈ I ∪ {0}, µi is a Borel measure on D \ {0}(2.11) ∫
D\{0}
χk(ξ)µ
i(dξ) <∞ for i ∈ I ∪ {0}, k ∈ I \ {i}(2.12) ∫
D\{0}
χk(ξ)
2µi(dξ) <∞ for i ∈ I ∪ {0}, k ∈ (J ∪ {i}) \ {0}(2.13)
Remark 2.3. The admissibility conditions are identical with [DFS03, Definition 2.6]. We have
only changed notation slightly in order to match the semimartingale notation in [KMK10]. The
measurem in [DFS03, Definition 2.6] is denoted µ0 here, the truncation function is arbitrary (as
in [Fil05]) and we denote by b, β the parameters b˜, β˜ from [DFS03, Theorem 2.12]. Our conditions
(2.6), (2.7) for these are equivalent to conditions (2.6) and (2.7) in [DFS03, Definition 2.6]. This
leads to different expressions below for (2.14) and (2.16) than in [DFS03], see also [DFS03,
Remark 2.13].
Suppose ((Xt)t≥0, (Px)x∈D) is an affine process and denote again by (Pt)t≥0 the restriction
of the associated semigroup to C0(D). Then (see [DFS03, Theorem 2.7, Theorem 2.12 and
Proposition 9.1]) there exists a collection of admissible parameters3 (2.3) with c = 0 and γ = 0
such that the following properties hold:
• F and R in (2.2) are given as
(2.14)
F (u) =
1
2
〈u, au〉 + 〈b, u〉 +
∫
D\{0}
(
e〈ξ,u〉 − 1− 〈χ(ξ), u〉
)
µ0(dξ)
Ri(u) =
1
2
〈u, αiu〉+ 〈βi, u〉+
∫
D\{0}
(
e〈ξ,u〉 − 1− 〈χ(ξ), u〉
)
µi(dξ)
for i = 1, . . . ,m and Ri(u) = 〈βi, u〉 for i = m+ 1, . . . , d. Here βi ∈ Rd is defined via
βij := βj,i, for 1 ≤ i, j ≤ d.
• φ and ψ solve the generalized Riccati equations
(2.15)
∂tφ(t, u) = F (ψ(t, u)), φ(0, u) = 0
∂tψ(t, u) = R(ψ(t, u)), ψ(0, u) = u
for t ≥ 0, u ∈ U .
• (Pt)t≥0 is a Feller semigroup (in the sense of [RY99, Chapter III]). Denote by (D(A),A)
its infinitesimal generator. Then C∞c (D) is a core for A, C20 (D) ⊂ D(A) and for any
3Recall that we only consider conservative affine processes here.
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f ∈ C20 (D), x ∈ D,
(2.16)
Af(x) = 1
2
d∑
k,l=1
αkl(x)
∂2f(x)
∂xk∂xl
+ 〈β(x),∇f(x)〉
+
∫
D\{0}
(f(x+ ξ)− f(x)− 〈χ(ξ),∇f(x)〉)K(x,dξ)
where
(2.17)
α(x) = a+
m∑
i=1
αixi
β(x) = b+
d∑
i=1
βixi
K(x,dξ) = µ0(dξ) +
m∑
i=1
xiµ
i(dξ).
• X is a semimartingale (under Px, for any x ∈ D) admitting characteristics (B,C, ν)
with respect to χ given by
(2.18) Bt =
∫ t
0
β(Xs) ds, Ct =
∫ t
0
α(Xs) ds, ν(dt,dξ) = K(Xt,dξ) dt,
where α, β,K are as in (2.17).
Finally, let us put (conservative) affine processes into the framework of [EK86]. This is the
purpose of Lemma 2.4 below. It is very close to [DFS03, Lemma 10.2], but considers arbitrary
initial laws and establishes uniqueness also within the class of solutions to the martingale prob-
lem which are not necessarily RCLL. This extension is required to establish uniqueness for
evolution equations (as the Zakai equation in Theorem 2.9 below) associated to A.
Lemma 2.4. Fix a collection of admissible parameters (2.3) and define A0 as the restriction of
A (see (2.16)) to C∞c (D). Then for any pi0 ∈ P(D), the martingale problem for (C∞c (D),A0, pi0)
is well-posed and the solution has RCLL-sample paths.
Proof. The statement of [DFS03, Theorem 2.7] that X is a Feller process means that (Pt)t≥0 is
a strongly continuous, positive contraction semigroup on C0(D) in the terminology of [EK86].
Furthermore, by [EK86, Chap.4, Cor. 2.8] and since X is conservative, (D(A),A) is conservative
(in the terminology of [EK86]). Thus (Pt)t≥0 is a Feller semigroup (on C0(D)) also in the
terminology of [EK86]. Set D(A0) = C∞c (D). By [DFS03, Theorem 2.7], D(A0) is a core for
(D(A),A) and so the closure of the operator (D(A0),A0) is again (D(A),A). Combining [EK86,
Chap.4, Thm. 2.2, 2.7 and 4.1] then yields the statement. 
In view of Lemma 2.4 the following terminology is sensible: Fix pi0 ∈ P(D). We call an RCLL
stochastic process X on (Ω,F ,P) an affine process started from pi0, if it is a solution to the
martingale problem for (C∞c (D),A0, pi0). By Lemma 2.4 this uniquely determines the law of X
under P.
2.1.2. Exponential moments of affine processes. For the analysis of this article, it will be nec-
essary to extend (2.1) to U0 ⊂ R≥0 × Cd, where U0 is open and 0 ∈ U0. This means that an
assumption on exponential moments is required. Suppose that
(2.19)
∫
D\{|z|≤1}
|z|e〈z,u〉µi(dz) <∞ for all i = 0, . . . ,m and u ∈ Rd.
Suppose ((Xt)t≥0, (Px)x∈D) is an affine process and define
(2.20) E = {(t, u) ∈ R≥0 ×Rd : Ex[e〈Xt,u〉] <∞ for all x ∈ D}.
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By definition, this is the maximal domain on which the left hand side of (2.1) is finite. Under
assumption (2.19), E is open, 0 ∈ E and φ and ψ can be extended to E. This is summarized in
the next Lemma, which directly follows from [KRM15] and [FM09]. See also [SV10] and further
references in all these articles.
Lemma 2.5. Suppose (2.19) holds. Then
(i) E is open in R≥0 × Rd,
(ii) for any (T, u) ∈ R≥0 × Cd with (T,Re u) ∈ E, there exists a unique solution to (2.15)
on [0, T ] and (2.1) holds.
Proof. By [DFS03, Lemma 5.3] and (2.19), F and R are analytic functions. Therefore the
same reasoning as in the proof of [FM09, Lemma 2.3] shows that for any u ∈ Cd, there exists
t+(u) ∈ (0,∞] such that (2.15) has a unique solution on [0, t+(u)) and the set
DR := {(t, y) ∈ R≥0 × Rd : t < t+(y)}
is open in R≥0 × Rd. Furthermore, by [KRM15, Theorem 2.14(b)], [KRM15, Theorem 2.17(b)]
and (2.19), one has DR ⊂ E and (2.1) holds for all (t, u) ∈ DR, x ∈ D. [KRM15, Theo-
rem 2.14(a)] implies E ⊂ DR and hence E = DR. This shows (i). (T,Re u) ∈ E yields
(T,Re u) ∈ DR and so [KRM15, Theorem 2.26] implies (ii). 
A further consequence of (2.19) is the following:
Lemma 2.6. Assume (2.19). Then for any T ≥ 0, k ∈ N, x ∈ D
Ex[|XT |2k] <∞,(2.21)
Ex
[∫ T
0
|Xt|2k dt
]
<∞.(2.22)
Proof. By [DFS03, Lemma 5.3] and (2.19), F and R are analytic functions on Cd. Thus by
[DFS03, Lemma 6.5(i)], φ and ψ are in C∞(R+×U). Combining this with iRd ⊂ U and [DFS03,
Theorem 2.16(i)] yields (2.21). By [DFS03, Lemma A.1], for any t ∈ [0, T ], Ex[|Xt|2k] is a sum
of partial derivatives (up to order k) of ψ(t, ·) and φ(t, ·) at 0. But all of these are continuous
(as argued above) and so t 7→ Ex[|Xt|2k] is bounded on [0, T ]. Hence (2.22) follows. 
2.1.3. Time-inhomogeneous affine processes. As it turns out, linear filtering of an affine process
gives rise to a time-inhomogeneous affine process. This class of time-inhomogeneous Markov
processes has been studied in [Fil05]. Similar to the time-homogeneous case (as summarized
in Section 2.1.1), [Fil05] has obtained characterizations in terms of a martingale problem or
(for conservative processes) semimartingale characteristics. We do not repeat these here; for our
purposes it is sufficient to understand the conditions on the parameters that are necessary and
sufficient for the existence of such a process. For more details we refer to [Fil05].
A collection of parameters (depending on t ≥ 0)
(2.23) (a(t), α(t), b(t), β(t), c(t), γ(t), µ0(t), µ(t))
is called admissible (or strongly admissible), if the following (admissibility) conditions are sat-
isfied:
• for any t ≥ 0, (2.23) satisfies conditions (2.4)-(2.13),
• (a(t), α(t), b(t), β(t), c(t), γ(t)) are continuous in t ∈ R+,
• the measures χk(·)µi(t, ·) (on D \ {0}) are weakly continuous in t ∈ R+ for any i ∈
I ∪ {0}, k ∈ I \ {i},
• the measures χk(·)2µi(t, ·) (on D \ {0}) are weakly continuous in t ∈ R+ for any i ∈
I ∪ {0}, k ∈ (J ∪ {i}) \ {0}.
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Remark 2.7. As before, b and β here denote b˜, β˜ in [Fil05, Theorem 2.13]. Since χk is bounded
and continuous, the third continuity condition guarantees that b˜, β˜ in [Fil05, Theorem 2.13]
are continuous if and only if b and β in [Fil05, Definition 2.5] are continuous. Together with
Remark 2.3 this implies that the present admissibility conditions are identical with [Fil05,
Definition 2.5].
Remark 2.8. If c(t) = 0, γ(t) = 0 for all t ≥ 0, then the admissibility condition here is equivalent
to [KMK10, Definition 2.4].
By [Fil05, Theorem 2.13, Lemma 3.1 and Proposition 4.3] for any collection of parame-
ters satisfying these conditions (and only under these), there exists a strongly regular time-
inhomogeneous affine process (X¯, (P(r,x))(r,x)∈R+×D) (a time-inhomogeneous, stochastically con-
tinuous Markov process with an additional regularity condition as (2.2), see [Fil05]) with tran-
sition function (Pt,T ) satisfying for any u ∈ U , 0 ≤ t ≤ T ,
(2.24) Pt,T exp(〈u, ·〉)(x) = exp(Φ(t, T, u) + 〈x,Ψ(t, T, u)〉), ∀x ∈ D,
where Φ and Ψ solve the generalized Riccati equations
(2.25)
−∂tΦ(t, T, u) = F (t,Ψ(t, T, u)), Φ(T, T, u) = 0
∂tΨ(t, T, u) = R(t,Ψ(t, T, u)), Ψ(T, T, u) = u, 0 ≤ t ≤ T
with vector fields
(2.26)
F (t, u) =
1
2
〈u, a(t)u〉 + 〈b(t), u〉 − c(t) +
∫
D\{0}
(
e〈ξ,u〉 − 1− 〈χ(ξ), u〉
)
µ0(t,dξ)
Ri(t, u) =
1
2
〈u, αi(t)u〉+ 〈βi(t), u〉 − γi(t)
+
∫
D\{0}
(
e〈ξ,u〉 − 1− 〈χ(ξ), u〉
)
µi(t,dξ), i = 1, . . . ,m,
Ri(t, u) = 〈βi(t), u〉, i = m+ 1, . . . , d,
where βij(t) := βj,i(t).
Finally, fix (r, x) ∈ R+ × D. As noted in [Fil05] one may assume that X¯ has RCLL paths,
P(r,x)-a.s. and so the following terminology makes sense: Suppose Y is a stochastic process on
(Ω,F ,P) with RCLL paths. We will say that (under P) Y is a time-inhomogeneous affine process
started in (r, x) with admissible parameters (2.23), if the law of Y under P (on the space of
RCLL-paths) is identical to the law of X¯ under P(r,x).
2.2. The filtering problem.
2.2.1. Problem formulation and the Zakai equation. Fix pi0 ∈ P(D) and suppose X is an affine
process started from pi0 (see Section 2.1.1) on (Ω,F ,P). Further, suppose F is a right-continuous
filtration on (Ω,F ,P) with respect to which X is adapted and such that F0 contains all P-
nullsets.
Let us introduce the problem of filtering X given noisy observations Y , as in the standard
setup, see [LS01] and [BC09]. The exposition here follows [KO88].
Define Y as
(2.27) Yt =
∫ t
0
h(Xs) ds+Wt, t ≥ 0,
where W is a p-dimensional F-Brownian motion independent of X, h : D → Rp is measurable
and
(2.28) E
[∫ T
0
|h(Xs)|2 ds
]
<∞,
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for all T ≥ 0. Set
FYt = σ(Ys : 0 ≤ s ≤ t) ∨N , t ≥ 0,(2.29)
where N denotes the collection of P-nullsets of (Ω,F).
The goal of filtering theory is to calculate, for t ∈ [0,∞), the conditional distribution of
Xt given FYt . Formally this is described by a measure-valued process as follows: By [BC09,
Theorem 2.1] there exists a P(D)-valued (FYt )t≥0-adapted, RCLL-process (pit)t≥0 such that for
any f ∈ B(D), t ≥ 0,
pitf = E[f(Xt)|FYt ] P-a.s.
It can be shown that pi satisfies the Kushner-Stratonovich equation. This is a stochastic partial
differential equation for the process pi, usually written in weak form, i.e. applied to test functions
f ∈ D(A).
Alternatively, one may consider an M+(D)-valued (but not P(D)-valued) process, which
leads to the linear Duncan-Mortensen-Zakai equation or shortly Zakai equation: Define
(2.30) σt := exp
(∫ t
0
(pish)
⊤ dYs − 1
2
∫ t
0
|pish|2 ds
)
pit
which is nonzero P-a.s., for any t ≥ 0, because
(2.31) E
[∫ t
0
|pish|2 ds
]
<∞,
as can be deduced from (2.28).
We are now concerned with the filtering problem on the time interval [0, T ], for some T > 0
fixed. By (2.28) and independence,
(2.32)
dQ
dP
= exp
(
−
∫ T
0
h(Xs)
⊤ dWs − 1
2
∫ T
0
|h(Xs)|2 ds
)
defines a new probability measure Q on (Ω,F) that is equivalent to P on FT .4 Furthermore, the
law of X under P is the same as under Q and, on [0, T ] under the measure Q, Y is a Brownian
motion independent of X.
It can be shown (see [BC09, Exercise 3.37]) that σt1 defined in (2.30) is equal to EQ[
dP
dQ |FYt ].
Combining this with the abstract Bayes’ rule and the definition (2.30), one obtains (see [BC09,
Proposition 3.16]) that for any t ∈ [0, T ], f ∈ B(D),
(2.33) σtf = EQ
[
f(Xt) exp
(∫ t
0
h(Xs)
⊤ dYs − 1
2
∫ t
0
|h(Xs)|2 ds
)∣∣∣∣FYt ] ,
P-a.s., and the Kallianpur-Striebel formula
(2.34) pitf =
σtf
σt1
.
Furthermore, σ satisfies the Zakai equation
(2.35) σtf = pi0f +
∫ t
0
σs(Af) ds+
∫ t
0
σs(hf) dYs for any f ∈ D(A).
By (2.31) and (2.30), h is σt-integrable for all t ≤ T and
∫ T
0 |σth|2 ds < ∞, P-a.s. Hence all
terms in (2.35) are indeed well-defined.
4See [LS01, Example I.6.2.4]. Independence is crucial here, otherwise a Novikov’ type assumption would be
needed.
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2.2.2. Uniqueness for the Zakai equation. The following result is a consequence of [KO88, The-
orem 4.2]:
Theorem 2.9 (Well-posedness of the Zakai equation). Let h ∈ C(D), A the generator of a
(conservative) affine process (see (2.16)) and σ as in (2.35). Assume (2.28).
Suppose (ρt)t∈[0,T ] is an (FYt )t∈[0,T ]-adapted RCLL M+(D)-valued process such that h is ρt-
integrable for all t ≤ T , ∫ T0 |ρth|2 ds <∞, P-a.s. and satisfying
(2.36) ρtf = pi0f +
∫ t
0
ρs(Af) ds+
∫ t
0
ρs(hf) dYs, for any f ∈ C∞c (D)
and for f = 1 (with A1 := 0). Then ρt = σt for all t < T , P-a.s.
Proof. Define D(A0) := C∞c (D) and A0 the restriction of A to D(A0). Then by Lemma 2.4,
for any pi0 ∈ P(D), the martingale problem for (D(A0),A0, pi0) is well-posed. Furthermore, for
any f ∈ D(A0), hif ∈ C0(D) for i = 1, . . . , p and so the assumptions of [KO88, Theorem 4.2]
are indeed satisfied. 
Since the assumptions for [KO88, Theorem 4.1] are the same as for [KO88, Theorem 4.2], as
a corollary one also obtains a uniqueness result for the Kushner-Stratonovich equation.
Let us point out that Theorem 2.9 holds in the setting considered in Section 3. Taking
h(x) = x, pi0 = δx for some x ∈ D and assuming that the jump-measures of the affine process
satisfy (2.19), one obtains from Lemma 2.6 that (2.28) is indeed satisfied.
2.2.3. Robust filtering. Thanks to the uniqueness result for the Zakai equation in Theorem 2.9,
theoretically the filtering problem is settled: One finds a solution to the Zakai equation and uses
the Kallianpur-Striebel formula (2.34) to calculate the filter. However, in practice one is given
a fixed y ∈ C([0, T ],Rp) (of finite variation), whereas (2.33) only specifies the filter P-a.s. Thus
a definition of (2.33) for all y ∈ C([0, T ],Rp) is needed.
Let us briefly review the main result of [Dav80]. See [BC09, Chapter 5] and [vH07, Section 1.4]
for further references on robust filtering. Suppose h ∈ D(A) so that h(X) is a semimartingale.
Since X and Y are independent, one can integrate by parts
(2.37)
∫ t
0
h(Xs)
⊤ dYs = Y
⊤
t h(Xt)−
∫ t
0
Y ⊤s dh(Xs)
and rewrite σ in (2.33) as
σtf = EQ
[
f(Xt) exp
(
Y ⊤t h(Xt)−
∫ t
0
Y ⊤s dh(Xs)−
1
2
∫ t
0
|h(Xs)|2 ds
)∣∣∣∣FYt ] .
Recalling that X and Y are independent under Q and X has the same distribution under P as
under Q, the conditional expectation is actually given as E [F (X, y)]|y=Y for a suitable function
F : D × Rp → R. In fact, the following robustness property has been established in [Cla78],
[CC05]: Define the pathwise filtering functional σt : B(D)× C([0, T ],Rd)→ R by
(2.38) σt(f, y) = E
[
f(Xt) exp
(
y⊤t h(Xt)−
∫ t
0
y⊤s dh(Xs)−
1
2
∫ t
0
|h(Xs)|2 ds
)]
,
then σt(f, ·)/σt(1, ·) is locally Lipschitz continuous and
(2.39)
σt(f, Y )
σt(1, Y )
= E[f(Xt)|FYt ], P-a.s.
See also [CDFO13] for an extension to multidimensional observation and correlated noise.
In [Dav80] the following observation is made: Fix y ∈ C[0, T ] and define a two-parameter
semigroup of operators on B(D) by
(2.40) T ys,tf(x) = Ex
[
f(Xt−s) exp
(
−
∫ t
s
y⊤u dh(Xu−s)−
1
2
∫ t
s
|h(Xu−s)|2 du
)]
,
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for t ≥ s ≥ 0, x ∈ D. Then
(2.41) σt(f, y) =
∫
D
T y0,t(e
y(t)hf)(x)pi0(dx)
and, this is the main result of [Dav80], the (extended) generator Ayt of the semigroup T ys,t is
given by
Ayt f = ey(t)h(A−
1
2
h2)(e−y(t)hf).
This is closely related to applying a Doss-Sussmann method (see e.g. [RW00, Theorem 28.2])
to the Zakai equation, as explained in [Dav11].
3. The linearized filtering functional
In this section we introduce and study a computationally tractable approximation of the
pathwise filtering functional (2.38) when both X and h are affine. Throughout this section X
is an affine process on (Ω,F ,P) started from pi0 ∈ P(D) with admissible parameters (2.3) and
F , R are as in (2.14). If pi0 = δx for x ∈ D, we write Px for P.
3.1. Definition and main results.
3.1.1. Definition of the approximate filter. Fix an observation y ∈ C([0,∞),Rd) with y(0) = 0
and functions γ ∈ C([0,∞),Rd), c ∈ C([0,∞),R). The linearized filtering functional (LFF) ρ is
defined as
(3.1) ρt(f, y) = E
[
f(Xt) exp
(
y⊤t Xt −
∫ t
0
y⊤s dXs −
∫ t
0
γ⊤s Xs − cs ds
)]
for any t ≥ 0 and f : D → R measurable such that the right hand side of (3.1) is well-defined
(e.g. f ≥ 0). If ρt(1, y) is finite, define the approximate pathwise filter (the affine functional
filter or AFF) by
(3.2) p¯it(f, y) =
ρt(f, y)
ρt(1, y)
.
If pi0 = δx for x ∈ D, we write ρxt (f, y) for ρt(f, y) and p¯ixt (f, y) for p¯it(f, y).
3.1.2. Heuristic motivation. The linearized filtering functional (3.1) is the same as the pathwise
filtering functional (2.38) for h(x) = x, but with 12 |x|2 approximated by the affine function
γsx+ cs. The motivation for studying ρt is the following: if for some t > 0, x0 ∈ D and (small)
ε > 0, P({Xs ∈ Bε(x0)∀s ∈ [0, t]}) is almost 1, then (3.1) and (2.38) (with γs = x0 and cs = x
2
0
2 )
are very close. Consequently, (2.39) implies that also the approximate filter p¯it(f, Y ) should be
close to pit(f).
3.1.3. Fourier filtering. The key point is that (3.1) is computationally tractable, since one can
calculate the Fourier coefficients of (3.1) by solving a system of generalized Riccati equations:
Theorem 3.1. Assume (2.19) holds. Let u ∈ Cd and T ∈ R+. Suppose Φ ∈ C1([0, T ],R) and
Ψ ∈ C1([0, T ],Rd) solve
(3.3)
−∂tΦ(t, T, u) = F (Ψ(t, T, u)− yt)− ct, Φ(T, T, u) = 0
−∂tΨ(t, T, u) = R(Ψ(t, T, u)− yt)− γt, Ψ(T, T, u) = u+ yT , 0 ≤ t ≤ T.
Then for any x ∈ D, the Fourier coefficient of ρxT (·, y) is well-defined and given as
(3.4) ρxT (exp(〈u, ·〉), y) = exp(Φ(0, T, u) + 〈x,Ψ(0, T, u)〉).
Furthermore, there exists T0 > 0 such that for all u ∈ iRd and T ≤ T0, the system (3.3) has a
unique solution on [0, T ].
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The proof of Theorem 3.1 is postponed to Section 4.3 below. Let us briefly discuss how to
use Theorem 3.1 in practice, relate it to the literature and discuss its assumptions.
Remark 3.2. Suppose f : D → C is given as
f(y) =
∫
Rd
ei〈v,y〉fˆ(v) dv, y ∈ D
for some fˆ : Rd → C integrable. Then for any T > 0 small enough, by Theorem 3.1, definition
(3.1) and Fubini’s theorem
ρxT (f, y) =
∫
Rd
ρxT (exp(〈iv, ·〉), y)fˆ (v) dv =
∫
Rd
eΦ(0,T,iv)+〈x,Ψ(0,T,iv)〉fˆ(v) dv.
This is analogous to the Fourier method used in option pricing in the framework of affine models.
Remark 3.3. Expressions of type (3.4) are called affine transform formulas in the literature,
see e.g. [KRM15] and the references therein. Note that the present result is not covered in
the literature, since the Riccati equations (3.3) are time-inhomogeneous and correspond to a
non-conservative affine “process” for which the admissiblity conditions (2.9) and (2.10) are not
necessarily satisfied.
Remark 3.4. In general, it does not hold that ρT (1, y) <∞ for all T > 0 and so the statement
of Theorem 3.1 really just holds up to a finite T0 (depending on y). To see this, let u ∈ Rd and
consider ys = us, cs = γs = 0 for all s ≥ 0. Then the product rule (as in (2.37)) and y˙s = u
show
ρxT (1, y) = Ex
[
exp
(
u⊤
∫ T
0
Xs ds
)]
which is not necessarily finite. For example, if d = m = 1 and X is a CIR process (see Section 5)
with parameters β > 0, b ≥ 0 and σ > 0, then for u < β2/(2σ2) and T large enough (satisfying
tanh(γT/2) ≥ γ/β with γ =
√
β2 − 2σ2u) the expectation is not finite, see [FKR10] or [Duf01].
Finally, note that (2.19) could be weakened to the following assumption: there exists V ⊂ Rd
open with 0 ∈ V such that (2.19) holds for u ∈ V (instead of all u ∈ Rd).
3.1.4. The smoothing distribution. Our approximation (3.1) and (3.2) also gives rise to an ap-
proximation of the smoothing distribution, i.e. the distribution of X[0,t] conditional on FYt .
Fix t > 0 and denote byD[0, t] the set of RCLL-mappings [0, t]→ D. ConsiderG : D[0, t]→ R
bounded, measurable5 and, analogously to (3.1) and (3.2) define
(3.5)
ρt(G, y) = E
[
G(X[0,t]) exp
(
y⊤t Xt −
∫ t
0
y⊤s dXs −
∫ t
0
γ⊤s Xs − cs ds
)]
p¯it(G, y) =
ρt(G, y)
ρt(1, y)
for any t ≥ 0 such that ρt(1, y) < ∞. Then p¯it(·, y) is a probability measure on D[0, t] and an
approximation to the smoothing distribution. Again, if pi0 = δx for x ∈ D, we write ρxt (G, y) for
ρt(G, y) and p¯i
x
t (G, y) for p¯it(G, y).
The following result shows that p¯it(·, y) coincides with the the distribution on D[0, t] of a time-
inhomogeneous affine process. It will be used for the calculation of (approximate) conditional
moments in Section 5 and 6 below. To formulate it, define
pi0(z) =
∫
D
e〈x,z〉pi0(dx), for z ∈ Dpi0 = {z ∈ Cd : | exp(〈·, z〉)| ∈ L1(D,pi0)}.
5More precisely, for s ∈ [0, T ] define Ys : D[0, t] → R by Ys(ω) := ω(s) and equip D[0, t] with the σ-algebra
generated by (Ys)s∈[0,t].
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Theorem 3.5. Let T0 > 0, t ∈ (0, T0] and Ψ(·, t, 0) as in Theorem 3.1. Suppose Ψ(0, t, 0) ∈ Dpi0 .
Then for any G ∈ B(D[0, t]),
p¯it(G, y) =
∫
D e
〈x,Ψ(0,t,0)〉E
Q
y,t
x
[G(X[0,t])]pi0(dx)
pi0(Ψ(0, t, 0))
,
where under Qy,tx , X is a time-inhomogeneous affine process started from (0, x) with admissible
parameters
(a(s), α(s), b(s), β(s), 0, 0, µ0(s), µ(s))s≥0
defined by (4.1) below with g(s) := Ψ(s ∧ t, t, 0)− ys∧t for s ≥ 0.
Remark 3.6. If pi0 = δx for x ∈ D, then Dpi0 = Cd, pi0(z) = e〈x,z〉 and so Theorem 3.5 implies
(3.6) p¯ixt (G, y) = EQy,tx [G(X[0,t])].
Remark 3.7. As a simple example, consider a CIR process (see Section 5) started in x > 0.
Theorem 3.5 implies that for t ≤ T0 the approximate smoothing distribution is given by (3.6).
Under Qy,tx the process X is the unique solution to
(3.7) dXs = b+ βXs + u(s,Xs)ds+ σ
√
XsdBs, X0 = x,
where u(s, x) := σ2(Ψs∧t − ys∧t)x, Ψs := Ψ(s, t, 0) solves (the second part of) (3.3) and B is a
Brownian motion under Qy,tx . Thus, the approximate smoothing distribution is the distribution
(on path space) of a new process, which is obtained by inserting the additional drift term
u(s,Xs) in the original SDE (5.1).
From [vH07, Chapters 1.4.3 and 4.2] one obtains formally a representation analogous to (3.6)
for the exact smoothing distribution, the only difference being the choice of u in (3.7). However,
calculating the function u in this case requires solving a PDE. For the approximate filter u can
be obtained by solving an ODE, which is an enormous reduction of complexity.
3.1.5. An alternative point of view. To clarify further the relation to [Dav80], let x0 ∈ Rm++×Rn,
c0 > 0 and define H(x) = (x0)
⊤
I xI + c0 and
(3.8) T¯ yt f(x) = Ex
[
f(Xt) exp
(
−
∫ t
0
y⊤u dXu −
∫ t
0
H(Xu) du
)]
,
so that, in analogy to (2.41) it holds that (with γ⊤ = ((x0)
⊤
I , 0)) and c = c0 in (3.1))
ρxt (f, y) = T¯
y
t (exp(〈yt, ·〉)f)(x).
Thus we have approximated T y0,t in (2.40) by T¯
y
t . Now if β
i = 0 for i ∈ J , then (3.8) corresponds
to a non-conservative, time-inhomogeneous affine process:
Proposition 3.8. Assume (2.19) holds and βi = 0 for i ∈ J . Then there exists c0 > 0, T > 0
such that for all t ∈ [0, T ], T¯ yt in (3.8) satisfies T¯ yt = P y0,t, where (P ys,t) is the transition semigroup
of a time-inhomogeneous affine process with (admissible) parameters (2.23) defined for all t ≥ 0
by (4.1) below with g(t) = −yt∧T and
(3.9)
c(t) = c0 − F (−yt)
γi(t) = xi0 −Ri(−yt), i ∈ I.
3.1.6. Discussion.
Remark 3.9. The ordinary differential equation (3.3) is formulated backwards in time, which
appears to lead to a non-recursive filter. This can easily be resolved and we now explain how
a recursive procedure can be obtained: Fix T0 > 0 sufficiently small. Theorem 3.1 guarantees
that for any v ∈ Rd and T ≤ T0 there exists a unique u0 ∈ Cd such that the ODE
(3.10)
−∂tΨ¯(t, u0) = R(Ψ¯(t, u0)− yt)− γt
Ψ¯(0, u0) = u0
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has a unique solution on [0, T ] with Ψ¯(T, u0) = iv + yT . More specifically, one chooses u0 :=
Ψ(0, T, iv) and Ψ¯(t, u0) := Ψ(t, T, iv). This gives the following recursive procedure to calculate
the approximate filter at time T ≤ T0:
• solve for all u0 ∈ Cd (for which a solution exists) the ODE (3.10) up to time T .
• for v ∈ Rd, find the unique solution u0 ∈ Cd to Ψ¯(T, u0) = iv + yT and evaluate
ρxT (exp(〈iv, ·〉), y) = exp
(∫ T
0
F (Ψ¯(s, u0)− ys)− cs ds+ 〈x, u0〉
)
.
In order to calculate the approximate filter at time T˜ ∈ [T, T0] one only needs to continue
solving (3.10) on [T, T˜ ] (and then repeat the second step for v ∈ Rd), hence the procedure is
indeed recursive.
Remark 3.10. Consider a p-dimensional Brownian motion W , C ∈ Rp×d, Γ ∈ Rp×p invertible
and an observation process given as
(3.11) Y¯t =
∫ t
0
CXs ds+ ΓWt, t ≥ 0.
The present methodology also provides an approximation for this setup: Since Y¯ and Y = Γ−1Y¯
generate the same filtration, the filtering distribution is given by (2.38) and (2.39) with h(x) =
Γ−1Cx. The pathwise functional σt(f, y) in (2.38) is approximated naturally by ρt(f, (Γ
−1C)⊤y))
(see (3.1)) with γs = (Γ
−1C)⊤Γ−1Cx0 (corresponding to the linearization of h around x0) and
x0 =
∫
D xpi0(dx). We do not specify c here, since it cancels out in the normalization (3.2).
In fact, this choice of γ has been used in the examples in Section 5.
Remark 3.11. The choice of the functions γ and c is of course essential for how close ρt and
p¯it are to σt and pit. In the examples we have always made the choice specified in the previous
remark. Let us examine the approximation quality in this setting. Using the product rule (2.37),
the definition of Q and applying the change of measure (2.32) in (3.1) yields P-a.s.
ρt(f, Y ) = EQ
[
f(Xt)
dP
dQ
exp
(
1
2
∫ t
0
|h(Xs)|2 ds−
∫ t
0
γ⊤s Xs − cs ds
)∣∣∣∣FYt ]
= E
[
f(Xt) exp
(
1
2
∫ t
0
|h(Xs)|2 ds−
∫ t
0
γ⊤s Xs − cs ds
)∣∣∣∣FYt ]σt1
and so (in the setting of the previous remark)
p¯it(f, Y ) =
E
[
f(Xt)At| FYt
]
E
[
At| FYt
] , At = exp(1
2
∫ t
0
|Γ−1C(Xs − x0)|2 ds
)
.
This gives an indication about the approximation quality:
If (with high probability) logAt is very small, then the approximation quality is good. This
happens for example if Γ = εI for large ε > 0. If ε > 0 is very small on the other hand, then
the approximation quality decreases. However, in this regime there is no need for filtering, since∫ ·
0Xs ds can be almost read off from (3.11). For intermediate values of ε this is more difficult
to judge and from numerical experiments it appears that there is a range of ε for which the
filtering problem is not easy, and nevertheless the approximation is not very good.
Remark 3.12. If the observations arrive only at discrete-time points (as opposed to the cont-
inuous-time setting considered here) a similar approximation can be defined. In this case the
ordinary differential equations (3.3) are replaced by difference equations.
4. Proofs
4.1. Proof of auxiliary results. In this section we prepare for the proof of the main results.
To this end, we study a change of measure, estimates for the function R in (2.14) and properties
of T¯ y in (3.8).
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4.1.1. Change of measure. One of the key tools in the proofs is a change of measure, which
turns the original (time-homogeneous) affine process into a time-inhomogeneous affine process.
The next Lemma 4.1 verifies that the associated parameters satisfy the admissibility conditions.
Based on this, Proposition 4.2 below will then provide the ingredients for the change of measure.
Lemma 4.1. Suppose g : R+ → Rd is continuous, (2.3) are admissible with c = 0, γ = 0 and
(2.19) holds. For t ≥ 0, define parameters (2.23) by c(t) = 0, γ(t) = 0 and
(4.1)
a(t) = a
α(t) = α
b(t) = b+ agt +
∫
D\{0}
χ(ξ)(e〈gt,ξ〉 − 1)µ0(dξ)
βi,j(t) = βi,j + (α
jgt)i +
∫
D\{0}
χi(ξ)(e
〈gt,ξ〉 − 1)µj(dξ), i ∈ I ∪ J, j ∈ I
βi,j(t) = βi,j , i ∈ I ∪ J, j ∈ J
µi(t,dξ) = e〈gt,ξ〉µi(dξ), i ∈ I ∪ {0}.
Then (2.23) is strongly admissible and for all T ≥ 0,
(4.2) sup
t∈[0,T ]
∫
{ξk>1}
ξkµ
i(t,dξ) <∞, for i, k ∈ I.
Proof. Admissibility for fixed t ≥ 0: Firstly, (2.4) implies ai,j = 0 for all i ∈ I, j ∈ I ∪ J
(see (2.4) in [DFS03]). Thus, for i ∈ I, definition (4.1), the assumed integrability (2.12) and the
non-negativity condition (2.6) yield
bi(t)−
∫
D\{0}
χi(ξ)µ
0(t,dξ) = bi −
∫
D\{0}
χi(ξ)µ
0(dξ) ≥ 0.
Similarly, for i, j ∈ I with i 6= j, (2.5) implies αji,k = 0 for all k ∈ I ∪ J . If this was not the case,
i.e. if αji,k 6= 0 for some k ∈ J ∪ {j}, then defining v ∈ Rd by vl = δlk for l ∈ J ∪ {j}, vl = Cδli
for l ∈ I \ {j} and using (2.5) would yield
0 ≤ v⊤αjv = 2Cαji,k + αjk,k
for all C ∈ R and hence a contradiction. Consequently (αjgt)i = 0 and as above one uses (2.7)
and (2.12) to obtain
βi,j(t)−
∫
D\{0}
χi(ξ)µ
j(t,dξ) = βi,j −
∫
D\{0}
χi(ξ)µ
j(dξ) ≥ 0.
Finally, for i ∈ I ∪ {0} and any non-negative f ∈ B(D) one uses |e〈gt,ξ〉| ≤ e|gt| on {|ξ| ≤ 1} to
estimate
(4.3)
∫
D\{0}
f(ξ)µi(t,dξ) ≤ e|gt|
∫
{|ξ|≤1}\{0}
f(ξ)µi(dξ) + ‖f‖∞
∫
D\{|ξ|≤1}
|ξ|e〈gt,ξ〉µi(dξ).
Inserting f = χk for k ∈ I \ {i} and f = χ2k for k ∈ (J ∪ {i}) \ {0} in (4.3), the integrability
conditions for µi(t, ·) follow from (2.12), (2.13) and (2.19).
Altogether, it has been verified that (2.23) satisfy for each t ≥ 0 conditions (2.4)-(2.13).
Continuity in t: Let us first verify the third and fourth admissibility conditions. To do so,
note that for any f : D \{0} → R which is µi-integrable, dominated convergence and continuity
of g yield that
(4.4) t 7→
∫
{|ξ|≤1}\{0}
f(ξ)e〈gt,ξ〉µi(dξ) is continuous.
16 LUKAS GONON AND JOSEF TEICHMANN
Suppose the following is established: For any f ∈ Cb(D),
(4.5) t 7→
∫
D\{|ξ|≤1}
f(ξ)e〈gt,ξ〉µi(dξ) is continuous.
Then for k ∈ I \ {i} and any h ∈ Cb(D), one defines f := χkh, notes that f ∈ Cb(D) (since
χ ∈ Cb(D)) and µi-integrable by (2.12) and concludes that
t 7→
∫
D\{0}
h(ξ)χk(ξ)µ
i(t,dξ) is continuous,
by (4.4) and (4.5). Thus χk(·)µi(t, ·) is weakly continuous and the last strong admissibility
condition follows analogously with f := χ2kh and (2.13).
To verify (4.5), note that (2.19) and [DFS03, Lemma A.2] yield that the function G0 : R
d → R
defined via
(4.6) G0(u) :=
∫
D\{|ξ|≤1}
f(ξ)e〈u,ξ〉µi(dξ)
is analytic. In particular, composing it with the continuous function y preserves continuity and
hence (4.5) holds.
Finally, it remains to argue that b(·) and β(·) are continuous. To show this, for any i ∈ I∪{0},
k ∈ I ∪ J one uses µi(D \ {|ξ| ≤ 1}) <∞ (since χ is bounded away from 0 on D \ {|ξ| ≤ 1} and
by (2.12) and (2.13)) to decompose
(4.7)
∫
D\{0}
χk(ξ)(e
〈gt ,ξ〉 − 1)µi(dξ) =
∫
{|ξ|≤1}\{0}
χk(ξ)(e
〈gt,ξ〉 − 1)µi(dξ)
+
∫
D\{|ξ|≤1}
χk(ξ)e
〈gt,ξ〉µi(dξ)−
∫
D\{|ξ|≤1}
χk(ξ)µ
i(dξ).
The second term is continuous in t by (4.5) and so it remains to show that the first integral
is continuous in t. But this follows from dominated convergence: for any T > 0 one may use
Lipschitz continuity of exp, continuity of g, the Cauchy-Schwarz inequality and the properties
of χ to find C0, C1, C2 > 0 such that for all t ∈ [0, T ], ξ ∈ {|ξ| ≤ 1} \ {0},
|χk(ξ)(e〈gt,ξ〉 − 1)| ≤ C0|χk(ξ)||〈gt, ξ〉| ≤ C1|χ(ξ)|2 |ξ||χ(ξ)| ≤ C2|χ(ξ)|
2.
But (2.12) and (2.13) imply
∫
{|ξ|≤1}\{0} |χ(ξ)|2µi(dξ) <∞ and thus the claim.
Verification of (4.2): Finally, again (2.19) and [DFS03, Lemma A.2] applied to the measure
|ξ|µi(dξ) on D \ {|ξ| > 1} (which is finite by (2.19)) shows that the function on G : Rd → R
defined via
G(u) :=
∫
D\{|ξ|≤1}
|ξ|e〈u,ξ〉µi(dξ)
is analytic and thus for i, k ∈ I,
sup
t∈[0,T ]
∫
{ξk>1}
ξke
g⊤t ξµi(dξ) ≤ sup
t∈[0,T ]
∫
D\{|ξ|≤1}
|ξ|eg⊤t ξµi(dξ) = sup
u∈K
G(u) <∞,
since K := {gs : s ∈ [0, T ]} is a compact set by continuity of g. 
Based on Lemma 4.1 and a result from [KMK10] (alternatively, one could use [CFY05]) we
can now prove the following key tool:
Proposition 4.2. Suppose g : R+ → Rd is continuous and (2.19) holds. Then for any x ∈ D,
(i) the process
(4.8) Et := exp
(∫ t
0
g⊤u dXu −
∫ t
0
F (gu) + 〈Xu, R(gu)〉du
)
, t ≥ 0,
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is a Px-martingale,
(ii) if for some t ≥ 0 and all s ≥ 0, g(s) = g(s ∧ t), then (Es∧t)s≥0 is the density process
(w.r.t. Px) of a measure Q on (Ω,F) such that, under Q, X is a time-inhomogeneous
affine process started from (0, x) with parameters as in Lemma 4.1.
Proof. The proof of Proposition 4.2 is structured as follows: In Step 1, E in (4.8) is rewritten
as E(M) for a suitable local martingale M . In Step 2 it is verified that Lemma 4.1 implies
conditions (4.12), (4.13) and (4.14) below. Finally, in Step 3 we combine Step 1 and 2 with
[KMK10] and obtain (i) and (ii).
Step 1: We follow the notation and definitions of [JS03].
Denote by µX the jump-measure and byXc the continuous martingale part of X, respectively.
By (2.19), |eg⊤x − 1 − g⊤χ(x)| ∗ ν is an adapted, continuous, increasing R-valued process and
thus (combining [JS03, Lemma I.3.10 and Proposition II.1.28]) eg
⊤x − 1 + g⊤χ(x) ∈ Gloc(µX).
By linearity and [JS03, Theorem II.2.34], g⊤χ(x) ∈ Gloc(µX) and so also eg⊤x − 1 ∈ Gloc(µX).
Thus by [JS03, Theorem II.1.8(ii)], the process
(4.9) Mt =
∫ t
0
g⊤s dX
c
s + (e
g⊤x − 1) ∗ (µX − ν)t, t ≥ 0
is a local martingale. By an argument as above and [JS03, Corollary II.2.38], g⊤x ∈ Gloc(µX)
and W := eg
⊤x − 1− g⊤x ∈ Gloc(µX) and thus, using ∆Mt = eg⊤t ∆Xt − 1 > −1 one has
(4.10)
(log(1 + x)− x) ∗ µM = (−g⊤x+ eg⊤x − 1) ∗ µX
=W ∗ (µX − ν) +W ∗ ν
(4.9)
= (−g⊤x) ∗ (µX − ν) +M +
∫ ·
0
−g⊤s dXcs +W ∗ ν
=
∫ ·
0
−g⊤s dXs +M +W ∗ ν +
∫ ·
0
g⊤s β(Xs) ds+ g
⊤(x− χ(x)) ∗ ν
= −
∫ ·
0
g⊤s dXs +M + (e
g⊤x − 1− g⊤χ(x)) ∗ ν +
∫ ·
0
g⊤s β(Xs) ds.
Denoting by E the stochastic exponential, the definition (see also [JS03, Theorem 8.10]) and
(2.18) yields
(4.11)
E(M)t = exp
(
Mt − 1
2
∫ t
0
g⊤s α(Xs)gs ds− (log(1 + x)− x) ∗ µMt
)
(4.10)
= exp
(∫ t
0
g⊤u dXu −
∫ t
0
g⊤u β(Xu) du−
1
2
∫ t
0
g⊤s α(Xs)gs ds
+ (g⊤χ(x)− eg⊤x + 1) ∗ νt
)
= exp
(∫ t
0
g⊤u dXu −
∫ t
0
F (gu) + 〈Xu, R(gu)〉du
)
,
where the last step follows by definition (2.14).
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Step 2: Define W : R+ × Rd → [0,∞) by W (t, x) := e〈gt,x〉. We now show that for all
j ∈ I ∪ {0}, t ≥ 0,∫ t
0
∫
D\{0}
(1−
√
W (s, x))2µj(dx)ds <∞,(4.12) ∫
D\{0}
|χ(x)(W (t, x) − 1)|µj(dx) <∞,(4.13)
the measure χk(W (t, x)− 1)(W (t, x) − 1)µj(dx) is weakly continuous in t ∈ R+.(4.14)
It remains to argue that (4.12)-(4.14) are indeed satisfied. Since exp is Lipschitz continuous
and g is continuous, there exists C ≥ 0 such that for all s ∈ [0, t], |x| ≤ 1,
|1−
√
W (s, x)| = |1− e− 12 〈gs,x〉| ≤ C|〈gs, x〉| ≤ C|gs||x|.
Taking K ⊂ Rd compact with gs, 12gs ∈ K for all s ∈ [0, t] and splitting the integral in {|x| ≤ 1}
and {|x| ≥ 1}, we obtain (for G0 as in (4.6) with f = 1)∫ t
0
∫
D\{0}
(1− e− 12 〈gs,x〉)2µj(dx)ds ≤ C
∫ t
0
|gs|2 ds
∫
|x|≤1
|x|2µj(dx)
+ 2 sup
u∈K
G0(u) +
∫
D\{|x|≤1}
µj(dx),
which is finite by the integrability properties of the Le´vy-measures (2.12), (2.13) and since G0
is continuous. Thus (4.12) indeed holds and an analogous reasoning gives (4.13).
To establish (4.14), denote µ˜(t,dx) := χk(W (t, x)−1)(W (t, x)−1)µj(dx) and again consider
D \ {|ξ| ≤ 1} and {|ξ| ≤ 1} \ {0} separately, i.e. for f ∈ Cb(D) write
(4.15)
∫
D\{0}
f(ξ)µ˜(t,dξ) =
∫
D\{|ξ|≤1}
f(ξ)µ˜(t,dξ) +
∫
{|ξ|≤1}\{0}
f(ξ)µ˜(t,dξ).
The second term is continuous in t by dominated convergence and the same argument used to
show that b and β are continuous. The first term in (4.15) is the composition of F0 : R
d → R+
defined by
F0(u) :=
∫
D\{|ξ|≤1}
f(ξ)χk(e
〈u,ξ〉 − 1)(e〈u,ξ〉 − 1)µj(dξ)
and g. To establish (4.14) it thus suffices to show that F0 is continuous. To see this, assume
f ≥ 0 (for general f apply the subsequent argument to the positive and negative parts of f
separately), define h : [−1,∞)→ R by h(z) := z2 − zχk(z) and write
F0(u) = G0(2u) − 2G0(u) +G0(0)−
∫
D\{|ξ|≤1}
f(ξ)h(e〈u,ξ〉 − 1)µj(dξ)
with G0 as in (4.6). For the truncation function χ chosen in [KMK10], h(z) = max(0, z
2−z) for
all z ∈ [−1,∞) and so h is non-decreasing and convex. In particular for any ξ ∈ D \ {|ξ| ≤ 1},
the function on Rd defined by u 7→ h(e〈u,ξ〉 − 1) is convex and so
u 7→
∫
D\{|ξ|≤1}
f(ξ)h(e〈u,ξ〉 − 1)µj(dξ)
is a (R+-valued) convex function on R
d. [Roc70, Corollary 10.1.1] implies that it is continuous
and so the proof is complete.
Step 3: Recall that (2.3) with c = 0 and γ = 0 is strongly admissible in the sense of [KMK10,
Definition 2.4] and by Lemma 4.1 the same holds for (4.1). Furthermore, recall the definition of
M in (4.9). Since g : R+ → Rd andW : R+×Rd → [0,∞) (defined above) are continuous, satisfy
(by Step 2) conditions (4.12), (4.13) and (4.14) and since (4.2) holds, [KMK10, Theorem 4.1]
and its proof show that E(M) is a martingale and that E(M) can be used as the density process
LINEARIZED FILTERING OF AFFINE PROCESSES USING STOCHASTIC RICCATI EQUATIONS 19
of a probability measure Q that is locally absolutely continuous w.r.t. Px and has the properties
stated in (ii). But Et = E(M)t (by Step 1) and hence the claim. 
4.1.2. Estimates for R.
Lemma 4.3. There exists a function g ∈ C(Rd,R+) such that g(x) = g((x+I , xJ)) for all x ∈ Rd
(with x+I = (x
+
1 , . . . , x
+
m)) and for any u ∈ Cd,
(4.16) Re 〈u¯I , RI(u)〉 ≤ g(Re u)(1 + |uJ |2)(1 + |uI |2).
Proof. Inequality (4.16) is derived in [KRM15, Lemma 5.5] with
(4.17) g(x) := c0(1 + x
+
I ) + c1e
x+ +
m∑
i=1
∫
D∩|ξ|≥1
e〈ξ,x〉µi(dξ) +
∫
D∩|ξ|≤1
ξi(e
ξix
+
i − 1)µi(dξ)
for some c0, c1 > 0. Since ξk ≥ 0 for all k ∈ I, e〈ξ,x〉 ≤ e〈ξ,(x+I ,xJ)〉 and so (4.16) remains valid if
instead of g one uses g((x+I , xJ)). Continuity of this function follows by (2.19) and so the lemma
is proved. 
Lemma 4.4. Let r > 0 and Sr := {u ∈ Cd : ∀ ∈ I Reui ≤ r, |uJ | ≤ r}. Then there exists
C > 0 such that for all u ∈ Sr,
|RI(u)| ≤ C(1 + |u|2).
Proof. By the triangle inequality it suffices to find for each i ∈ I a constant Ci > 0 such that
|Ri(u)| ≤ Ci(1 + |u|2) for all u ∈ Sr. For i ∈ I,
|Ri(u)| ≤
(
1
2
|αi|+ |βi|
)
(1 + |u|2) +
∫
D\{0}
∣∣∣e〈ξ,u〉 − 1− 〈χ(ξ), u〉∣∣∣ µi(dξ)
and so we only need to analyze the µi-integral. Set B := {z ∈ C : Re z ≤ (d + 1)r}, then for
all z ∈ B,
| exp(z)− 1− z| ≤ |z| sup
t∈(0,1)
|etz − 1| = |z| sup
t∈(0,1)
|z
∫ t
0
esz ds| ≤ |z|2e(d+1)r .
Furthermore, for any ξ ∈ D with |ξ| ≤ 1 and u ∈ Sr,
Re 〈ξ, u〉 = 〈ξ,Re u〉 ≤
(∑
i∈I
ξi + |ξJ |
)
r ≤ (d+ 1)r
implies 〈ξ, u〉 ∈ B. Combining these two observations with the Cauchy-Schwarz inequality and
χ(ξ) = ξ on {|ξ| ≤ 1} one obtains∫
D∩{|ξ|≤1}
∣∣∣e〈ξ,u〉 − 1− 〈χ(ξ), u〉∣∣∣ µi(dξ) ≤ |u|2e(d+1)r ∫
D∩{|ξ|≤1}
|ξ|2µi(dξ) =: |u|2C0i ,
where C0i is finite because of (2.12) and (2.13).
By (2.19) and [DFS03, Lemma A.2], the function
R˜i(u) :=
∫
D\{|ξ|≤1}
e〈ξ,u〉µi(dξ), u ∈ Cd
is analytic. In particular, C0 := sup|u|≤r |R˜i(u)| is finite.
Since χ is bounded away from 0 on D \ {|ξ| ≤ 1}, C := µi(D \ {|ξ| ≤ 1}) is finite (by (2.12)
and (2.13)). Combining this with |χ(ξ)| ≤ d one obtains for u ∈ Sr∫
D\{|ξ|≤1}
∣∣∣e〈ξ,u〉 − 1− 〈χ(ξ), u〉∣∣∣ µi(dξ) ≤ ∫
D\{|ξ|≤1}
e〈ξ,Reu〉µi(dξ) + C(1 + d|u|)
≤ C0 + C(1 + |u|),
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where we have used ξI ∈ Rm+ for the last estimate. Combining all the estimates yields the desired
statement. 
4.1.3. Properties of T¯ y. To prepare the proof of Proposition 3.8 we provide two additional Lem-
mas. The first is an application of Itoˆ’s lemma and essentially identifies the extended generator
of T¯ y in (3.8). The second Lemma rephrases a result from [Fil05].
Recall that H(x) = (x0)
⊤
I xI + c0 and for f ∈ C1,20 (R+ ×D), t ≥ 0, set
(4.18)
Ayt f(t, x) = Af(t, x) + f(t, x)[F (−yt) + 〈x,R(−yt)〉 −H(x)]
− 〈α(x)yt,∇xf(t, x)〉+
∫
D\{0}
[f(t, x+ ξ)− f(t, x)](e−〈yt ,ξ〉 − 1)K(x,dξ).
Proposition 4.5. Suppose y : R+ → Rd is continuous, (2.3) are admissible with c = 0, γ = 0
and (2.19) holds. Define
(4.19) Ut := exp
(
−
∫ t
0
y⊤u dXu −
∫ t
0
H(Xu) du
)
and Ay as in (4.18). Then for any f ∈ C1,20 (R+ ×D), the process
(4.20) Utf(t,Xt)− f(0,X0)−
∫ t
0
Uu(∂u +Ayu)f(u,Xu) du, t ≥ 0,
is a local martingale.
Proof. Define E by (4.8) with g := −y. Then Et = E(M)t for M as in (4.9). Furthermore,
Ut = Et exp(Vt), where
Vt =
∫ t
0
F (−yu) + 〈Xu, R(−yu)〉du−
∫ t
0
H(Xu) du
is continuous and of bounded variation, [E,V ] = 0 and thus
dUt = d(E(M)t exp(Vt)) = Ut− dMt + Ut dVt.
For f ∈ C1,20 (R+ ×D), Itoˆ’s formula shows that
f(t,Xt) = f(0,X0) +
∫ t
0
(∂s +A)f(s,Xs) ds+Nt, t ≥ 0,
where N is a local martingale and the continuous part of N is
∫ ∇xf(s,Xs−)⊤ dXcs . Combining
this with (2.18), the definition (4.9), the fact that f is bounded and e−y
⊤x − 1 ∈ Gloc(µX), we
obtain
[M,N ]t = 〈M c, N c〉t +
∑
s≤t
(f(s,Xs)− f(s,Xs−))(e−ys∆Xs − 1)
.
= −
∫ t
0
y⊤s α(Xs)∇xf(s,Xs) ds
+
∫ t
0
(f(s,Xs− + ξ)− f(s,Xs−))(e−y⊤u ξ − 1)K(Xu−, dξ) du,
where U
.
= V means that U − V is a local martingale.
Putting everything together, Itoˆ’s formula written in differential form gives
dUtf(t,Xt)
.
=Ut(∂t +A)f(t,Xt) dt+ f(t,Xt−)UtdVt + d[U,N ]t
.
=UtAyt f(t,Xt) dt,
which shows that (4.20) is a local martingale. 
In the following Lemma, we allow the function spaces (defined before) to contain complex
valued functions.
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Lemma 4.6. There exists a dense subset L ⊂ C0(D) with the following property: for any T > 0,
h ∈ L there exists u ∈ C1,2([0, T ] ×D) bounded, satisfying
(4.21)
∂tu(t, x) +Aytu(t, x) = 0 (t, x) ∈ [0, T )×D,
u(T, x) = h(x) x ∈ D.
Proof. Denote by Θ0 ⊂ C0(D) the set of C-valued functions from [DFS03, Proposition 8.2]. Any
h ∈ Θ0 is of the form
h(x) =
∫
Rn
e(v,iq)
⊤xg(q) dq, x ∈ D,
for some g ∈ C∞c (Rn) and v ∈ Cm−−. Denote by L the complex linear span of Θ0. In [DFS03,
Lemma 8.4] it is shown that L dense in C0(D).
Fix T > 0 and h ∈ Θ0. For (t, x) ∈ [0, T ]×D, define u(t, x) := Pt,Th(x). Then u is bounded,
satisfies u(T, ·) = h and, as established in the proof of [Fil05, Proposition 6.3], u ∈ C1,2([0, T ]×
D) and (4.21) indeed holds. 
4.2. Proof of Proposition 3.8.
Proof of Proposition 3.8. Since xi0 > 0 for i ∈ I, y0 = 0, R(0) = 0 and R, y are continuous,
there exists T > 0 such that xi0 − Ri(−yt) ≥ 0 for t ∈ [0, T ]. Taking c0 = supt∈[0,T ] F (−yt) it
follows that c(t) ≥ 0 and γ(t) ∈ Rm+ for all t ∈ [0, T ]. Combining this with Lemma 4.1, it follows
that the parameters are indeed admissible.
To prove the proposition, it suffices to show T¯ yt = P
y
0,t and for this it is sufficient to show
T¯ yt h = P
y
0,th for all h in a dense subset of C0(D). Taking L from Lemma 4.6, for any h ∈ L we
find f ∈ C1,20 ([0, t] ×D) such that f(t, ·) = h and the du-integral in (4.20) vanishes. Hence
Ns := Us∧tf(s ∧ t,Xs∧t), s ≥ 0,
is a local martingale by Proposition 4.5, where U is as in (4.19). On the other hand,
Ut = exp(Vt)Et,
where E is defined in (4.8) (with g = −y) and
Vt :=
∫ t
0
F (−yu) + 〈Xu, R(−yu)〉du−
∫ t
0
H(Xu) du, t ≥ 0.
Since βj = 0 for j ∈ J and xi ≥ 0 for i ∈ I,
H(x)− F (−yt)− 〈x,R(−yt)〉 = c(t) + x⊤γ(t) ≥ 0
for all (t, x) ∈ [0, T ]×D. Thus Vt ≤ 0 for t ∈ [0, T ] and exp(Vt) is bounded on [0, T ]. Since E is
a martingale by Proposition 4.2, the local martingale N satisfies
Ns = exp(Vt∧s)Et∧sf(s ∧ t,Xs∧t), s ≥ 0,
and is the product of a bounded process and a martingale. Thus N is a true martingale and
combining this with f(t, ·) = h, the definition (3.8) and f(s, ·) = Ps,th (see Lemma 4.6) yields
(4.22) T¯
y
t h(x) = Ex[Utf(t,Xt)] = Ex[Nt] = Ex[N0] = f(0, x) = P0,th(x).

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4.3. Proof of Theorem 3.1 and 3.5.
Proof of Theorem 3.1. We proceed in two steps: First (3.4) is verified under the assumption that
a solution to (3.3) exists. In the second part, existence and uniqueness for (3.3) is established.
Expression for the Fourier coefficients: Since Ψ is continuously differentiable, each com-
ponent is of finite variation and thus [Ψj,Xj ] = 0 for all j. By the product rule and (3.3),
(4.23)
(u+ yT )
⊤XT −Ψ(0, T, u)⊤X0 = Ψ(T, T, u)⊤XT −Ψ(0, T, u)⊤X0
=
∫ T
0
Ψ(s, T, u)⊤ dXs +
∫ T
0
X⊤s ∂sΨ(s, T, u) ds
=
∫ T
0
Ψ(s, T, u)⊤ dXs −
∫ T
0
X⊤s (R(Ψ(s, T, u) − ys)− γs) ds.
By Proposition 4.2 applied to the continuous function g : R+ → Rd defined by
g(t) := Ψ(t ∧ T, T, u)− yt∧T ,
the process
E˜t := exp
(∫ t
0
g⊤u dXu −
∫ t
0
F (gu) + 〈Xu, R(gu)〉du
)
, t ≥ 0,
is a martingale.
Combining this with (4.23) and the definition of ρ we obtain
(4.24)
ρxT (fu, y) = E
[
exp
(
(u+ yT )
⊤XT −
∫ T
0
y⊤s dXs −
∫ T
0
cs +X
⊤
s γs ds
)]
= E
[
exp
(
Ψ(0, T, u)⊤X0 +
∫ T
0
(Ψ(s, T, u)− ys)⊤ dXs
−
∫ T
0
csX
⊤
s R(Ψ(s, T, u)− ys) ds
)]
= E
[
E˜T exp
(
Ψ(0, T, u)⊤X0 +
∫ T
0
F (Ψ(s, T, u)− ys)− cs ds
)]
= exp(Φ(0, T, u) + Ψ(0, T, u)⊤x).
Existence and uniqueness of solutions to (3.3): Suppose first for some T > 0 there
exists Ψ˜ ∈ C1([0, T ],Rd) satisfying
(4.25) ∂tΨ˜(t, u) = R(Ψ˜(t, u) + yT − yT−t)− γT−t, Ψ˜(0, u) = u.
Then a solution to (3.3) is obtained by setting Ψ(t, T, u) := Ψ˜(T − t, u) + yT and
Φ(t, T, u) =
∫ T
t
F (Ψ(s, T, u)− ys)− cs ds, t ∈ [0, T ].
Conversely, any solution to (3.3) gives rise to Ψ˜ satisfying (4.25) by setting Ψ˜(t, u) := Ψ(T −
t, T, u)− yT . Thus, to prove the theorem it suffices to construct T > 0 such that for all u ∈ iRd
there exists a unique Ψ˜(·, u) ∈ C1([0, T ],Rd) satisfying (4.25). To do so, we will establish the
following statements:
(i) for any T > 0, u ∈ Cd, there exists t+(u, T ) ∈ (0,∞] such that (4.25) has a unique
solution on [0, t+(u, T )). If t+(u, T ) <∞, then limt↑t+(u,T ) |Ψ˜(t, u)| =∞.
(ii) there exists T0 > 0 such that t+(0, T0) > T0, i.e. the solution to (4.25) with u = 0,
T = T0 exists on [0, T0].
(iii) for any u ∈ iRd, t+(u, T0) > T0.
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Then (iii) implies that for any u ∈ iRd there exists a unique solution to (4.25) on [0, T0], which
proves the theorem. We now show (i)-(iii). In what follows, we set yr := 0 for r < 0 so that
y ∈ C(R,Rd).
(i) By [DFS03, Lemma 5.3] and (2.19), R is an analytic function. In particular it is locally
Lipschitz continuous. Combining this with the fact that y is continuous, (i) follows from the
global existence and uniqueness result for ordinary differential equations [Ama90, Theorem 7.6].
(ii) For (t, z, T ) ∈ R× Cd × R, set
f(t, z, T ) := R(z + yT − yT−t)− γT−t.
Then f ∈ C(R × Cd × R,Cd) and, since R is locally Lipschitz-continuous, the prerequisites
of[Ama90, Theorem 8.3] are satisfied. Thus, the set
D := {(t, τ, u, T ) ∈ R×R× Cd ×R : t ∈ J(τ, u, T )}
is open, where J(τ, u, T ) is the maximal interval of existence of the (unique) solution to
x˙(t) = f(t, x(t), T ), x(τ) = u.
Since (0, 0, 0, 0) ∈ D and D is open, (T0, 0, 0, T0) ∈ D for T0 > 0 small enough. Thus T0 ∈
J(0, 0, T0) and, since the right endpoint of the open interval J(0, 0, T0) is t+(0, T0), the claim
follows.
(iii) Fix u ∈ iRd. By (ii), t+(0, T0) > T0 and so it suffices to show that t+(u, T0) ≥ t+(0, T0)
or, by (i), that |Ψ˜(t, u)| does not explode on [0, T0]. Consider the J-components first. By (2.8),
for j ∈ J (4.25) is given as
(4.26) ∂tΨ˜j(t, u) = 〈βj , Ψ˜J(t, u) + yJ(T )− yJ(T − t)〉 − (γT−t)j , Ψ˜j(0, u) = uj
and, as this is a system of first order linear equations, Ψ˜J(t, u) exists for all t ≥ 0. Thus it
remains to analyze the I-components. We claim that there exists constants c0, c1 > 0 such that
for all t ∈ [0, T0 ∧ t+(u, T0))
(4.27) ∂t|Ψ˜I(t, u)|2 ≤ c0(c1 + |Ψ˜I(t, u)|2).
Assuming that (4.27) has been established, Gronwall’s inequality applied to c1 + |Ψ˜I(t, u)|2
implies
(4.28) |Ψ˜I(t, u)|2 ≤ (c1 + |uI |2) exp (c0t)− c1
for all t ∈ [0, T0∧t+(u, T0)). This allows to conclude (iii) by contradiction: If T0 ≥ t+(u, T0), then
(4.28) holds for all t ∈ [0, t+(u, T0)) and the left hand side of (4.28) explodes as t ↑ T0, whereas
the right hand side is bounded by its value at T0. Hence, by contradiction T0 < t+(u, T0) as
claimed.
Therefore it suffices to establish (4.27). To do so, we follow the proof of [DFS03, Proposi-
tion 6.1] and [KRM15, Proposition 5.1]. For t ∈ R, set y¯(t) := yT0 − yT0−t. As argued above,
(4.26) implies that Ψ˜J(t, u) exists for all t ≥ 0. Furthermore, the real part of (4.26) does not
depend on u and therefore
(4.29) Re Ψ˜J(t, u) = Re Ψ˜J(t, 0) = Ψ˜J(t, 0).
Set T := t+(0, T0) ∧ t+(u, T0) and for (t, x) ∈ [0, T ]× Rm,
f(t, x) := RI((x, Ψ˜J (t, 0)) + y¯(t))− (γT0−t)I .
Then by [KRM15, Lemma 5.7], continuity of y and Lipschitz continuity of RI , f satisfies the
conditions of the comparison result [MMKS11, Proposition A.2]. Furthermore, (4.29) and the
inequality ReRi(z) ≤ Ri(Re (z)) (valid for all z ∈ Cd) yield
∂tRe Ψ˜i(t, u)− fi(t,Re Ψ˜I(t, u)) ≤ 0 = ∂tΨ˜i(t, 0) − fi(t, Ψ˜I(t, 0)), Re Ψ˜i(0, u) = Ψ˜i(0, 0)
for t ∈ [0, T ), i ∈ I. Hence the comparison result [MMKS11, Proposition A.2] implies
(4.30) Re Ψ˜i(t, u) ≤ Ψ˜i(t, 0), ∀i ∈ I, t ∈ [0, t+(0, T0) ∧ t+(u, T0))
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For t ∈ [0, T0 ∧ t+(u, T0)) one uses (4.25) to write
(4.31)
1
2
∂t|Ψ˜I(t, u)|2 = Re 〈Ψ˜I(t, u), ∂tΨ˜I(t, u)〉
= Re 〈Ψ˜I(t, u) + y¯(t), RI(Ψ˜(t, u) + y¯(t))〉 − 〈y¯(t),ReRI(Ψ˜(t, u) + y¯(t))〉
− 〈Re Ψ˜I(t, u), (γT0−t)I〉
= I1 − I2 − I3,
where each Ii denotes an inner product. The three inner products in (4.31) can be estimated
separately:
For the first one, denote by g ∈ C(Rd,R+) the function from Lemma 4.3, write x+,I :=
(x+I , xJ ) for x ∈ Rd and recall g(x) = g(x+,I). By (4.30) and the fact that Ψ˜J(t, u) exists
for all t ≥ 0, there exists K ⊂ Rd compact such that (Re Ψ˜(t, u) + y¯(t))+,I ∈ K for all t ∈
[0, T0 ∧ t+(u, T0)). Hence Lemma 4.3 yields
(4.32)
I1 ≤ g(Re Ψ˜(t, u) + y¯(t))(1 + |Ψ˜J(t, u) + y¯J(t)|2)(1 + |Ψ˜I(t, u) + y¯I(t)|2)
≤ 4g((Re Ψ˜(t, u) + y¯(t))+,I)(1 + |Ψ˜J(t, u) + y¯J(t)|2)(C1 + |Ψ˜I(t, u)|2)
≤ C0(C1 + |Ψ˜I(t, u)|2)
where C0 := (4 supx∈K g(x)∧1) supt∈[0,T0](1+|Ψ˜J(t, u)+y¯J(t)|2) and C1 := 1+2 supt∈[0,T0] |y¯(t)|2.
For the second one, Lemma 4.4, the fact that Ψ˜J(t, u) exists for all t ≥ 0 and (4.30) yield
that there exists C > 0 such that
(4.33)
−I2 ≤ |y¯(t)||RI(Ψ˜(t, u) + y¯(t))|
≤ CC1(1 + |Ψ˜(t, u) + y¯(t)|2)
≤ 4CC1(C0 + C1 + |Ψ˜I(t, u)|2)
and for the last one
(4.34) − I3 ≤ |γT0−t||Ψ˜I(t, u)| ≤ sup
s∈[0,T0]
|γs|(1 + |Ψ˜I(t, u)|2).
Combining (4.31) with the estimates (4.32),(4.33) and (4.34) yields (4.27), as desired. 
Proof of Theorem 3.5. Precisely as in the derivation of (4.24), one combines the definition (3.5),
the product rule (4.23) for u = 0 and the definition of Et in (4.8) to write
ρt(G, y) = E
[
G(X[0,t])Et exp
(
Ψ(0, t, 0)⊤X0 +
∫ t
0
F (gs)− cs ds
)]
= exp(Φ(0, t, 0))
∫
D
exp(〈x,Ψ(0, t, 0)〉)Ex[G(X[0,t])Et]pi0(dx).
But for any x ∈ D,
Ex
[
G(X[0,t])Et
]
= E
Q
y,t
x
[
G(X[0,t])
]
with Qy,tx = Q as in Lemma 4.2(ii). Thus the statement follows from the definition of p¯it(G, y)
and Lemma 4.2(ii). 
5. Illustration: Filtering a Cox-Ingersoll-Ross process
In this section the methodology developed in Section 3 is applied to the problem of filtering a
Cox-Ingersoll-Ross process. We compare the approximation via our linearized filtering functional
(LFF) (respectively the induced affine functional filter (AFF)) and other existing approximate
filtering methods to the true solution.
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5.1. Problem formulation. A Cox-Ingersoll-Ross (CIR) process is a weak solution to the
stochastic differential equation
(5.1) dXt = (b+ βXt)dt+ σ
√
XtdBt, X0 = x,
where b ≥ 0, β ∈ R, σ > 0 and B is a Brownian motion. Denoting by Px the law of X, this
gives rise to a conservative affine process with state space D = R+. The parameters in (2.3) are
given as (0, σ2, b, β, 0, 0, 0, 0). Let W a Brownian motion independent of X, Γ > 0 and set
(5.2) Yt =
∫ t
0
Xs ds+ ΓWt, t ≥ 0.
The goal is to calculate, for any t ≥ 0, the distribution of Xt conditional on the σ-algebra
generated by (Ys)s∈[0,t] (see Section 2.2.1). In particular, we are interested in the conditional
mean and variance
(5.3)
xˆt = Ex[Xt|FYt ],
Vt = Ex[(Xt − xˆt)2|FYt ], t ≥ 0.
There are various methods available to numerically approximate (5.3). For any of these meth-
ods one has to pass to a setup of discrete-time observations at some stage. To do this we fix
T > 0, N ∈ N and a time-grid 0 = t0 < t1 < . . . < tN = T . Instead of observing the entire path
(5.2), one observes at time ti the random variable
(5.4) yi = Xti(ti − ti−1) + Γ
√
ti − ti−1εi,
for i = 1, . . . N , where ε1, . . . εN are i.i.d. standard normal random variables. This amounts
to discretizing the integral in (5.2) using a Riemann sum and setting yi = Y
disc
ti − Y discti−1 . The
filtering distribution is then approximated as Ex[f(Xtn)|FYtn ] ≈ piNtn(f) with
(5.5) piNtn(f) := Ex[f(Xtn)|FY,Ntn ],
for any measurable f : R+ → C satisfying Ex[|f(Xt)|] < ∞, where FY,Ntn = σ(y1, . . . yn) and
n = 1, . . . N . In particular, instead of (5.3) in what follows we will denote
(5.6)
xˆt = Ex[Xt|FY,Nt ],
Vt = Ex[(Xt − xˆt)2|FY,Nt ], t ∈ {t0, . . . tN}.
5.2. Numerical solution: Approximate filtering methods. There are various methods at
hand to numerically approximate (5.5) and (5.6). To illustrate the quality of these we first
generate a sample path of the signal and observation process. More precisely, a sample of
(Xt0 ,Xt1 , . . . ,XtN ) is generated by (exact) sampling from the transition density (see [Gla04,
Section 3.4]). Based on this sample, a sample of (y1, . . . , yN ) is generated using (5.4).
For this sample observation we now compare different methods for approximating (5.5) and
(5.6). As a benchmark we calculate (5.6) using a (bootstrap) particle filter with sufficiently
many particles (106 in the examples below), see [BC09, Chapter 10]. In the plots these results
will be denoted by xˆ and V by slight abuse of notation.
This benchmark is now compared to the approximation using the linearized filtering func-
tional (LFF, developed in the present paper) and two standard approximations (explained in
more detail below): A Gamma-approximation ([Bat06]) and a normal approximation ([GP99],
see also [BH98]). The respective approximations to (5.6) are denoted as follows:
Normal xˆ(EKF ), V (EKF )
Gamma xˆ(G), V (G)
LFF xˆ(LFF ), V (LFF ).
26 LUKAS GONON AND JOSEF TEICHMANN
Firstly, let us explain the approximations from [Bat06] and [GP99] in more detail. In both
cases basic idea is to postulate that (at each time-step tn) the conditional distribution in (5.5)
belongs to a certain two-parameter family of probability distributions (Normal in [GP99] and
Gamma in [Bat06]). Then (at each time-step tn) one only needs to approximate (5.6) and
determine the two parameters from this. In [GP99] the updating procedure for (5.6) is based on
the exact formulas for the mean and variance of a CIR process and the Kalman filter. This can
be seen as a version of the extended Kalman filter. In [Bat06] numerical integration on the level
of characteristic functions is used to update (5.6). We refer to these articles for more details.
Both approximations [Bat06] and [GP99] can be viewed as special cases of the projection filter
(first introduced in [BHL98]), see [BH98].
Finally, the unconditional mean and variance are denoted by x¯t := Ex[Xt] and vt := Ex[(Xt−
x¯t)
2]. Since these correspond to a situation where no observations are available, a comparison of
(x¯, v) and (xˆ, V ) shows how much information the (sample path of the) observation (y1, . . . , yN )
contains about X. Therefore, these are also shown in the plots below.
5.3. Discussion. We now compare the methods introduced above for two sets of parameters.
For both settings the following choices have been made:
• instead of a constant x, the signal process X is started from X0 = max(0, Z), where
Z ∼ N (x0, s20) is independent of B and W ,
• the time horizon is T = 1 and the discretization uses an equidistant grid ti = iT/N ,
i = 0, . . . N ,
• N = 1000, σ = 0.04, β = −0.2 and s0 = 2 · 10−5.
The remaining parameter values differ for the two settings; they are indicated in the caption of
the figures.
Case 1 We choose b = 10−6, Γ = x0 = 0.005. Figures 1 and 2 show the same sample path of
a CIR process. The sample of observations is not shown in the plot, but one clearly sees that
for t sufficiently large the conditional mean xˆ is neither very close to X nor very close to the
mean xˆ. Thus, the filtering problem is indeed not trivial: the posterior distribution in (5.5) is
neither close to the distribution of Xtn nor concentrated at Xtn .
In both figures the conditional mean xˆ is shown along with (dotted) “confidence bounds”
given by xˆ+
√
V and xˆ−√V . This allows to show both conditional mean and variance in the
same plot. The analogous bounds are also shown for the unconditional mean and the different
approximations.
The two figures illustrate that the linearized filtering functional provides a more accurate
approximation for (5.6) than the standard methods.
Case 2 We choose b = 2 · 10−5, Γ = x0 = 0.0001. In this case both the approximation
using the linearized filtering functional (LFF) and the normal approximation are not very good.
However, it appears that the LFF-approximation becomes better as t approaches 1. Although
this behaviour is typical in the present parameter regime, a precise explanation (possibly based
on ergodicity properties of the CIR process) is presently not available.
6. Illustration: Filtering a Wishart process
So far this article has been concerned with the filtering problem for Rm+ ×Rd−m-valued affine
processes. We now test the methodology on Wishart processes, an S+d -valued generalization of
the CIR process (as studied in Section 5). Here S+d denotes the set of all symmetric, positive
semidefinite d × d matrices. Wishart processes were introduced in [Bru91] and are commonly
used for multivariate stochastic volatility modeling. They are a subclass of S+d -valued affine
processes as characterized in [CFMT11].
Although in theory sequential Monte Carlo methods can be applied for numerically filtering
Wishart processes, in practice this is infeasible for d ≥ 3 (see below). Hence, so far no numerical
method has been available for this problem. We fill this gap by introducing a linearized filtering
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Figure 1. Case 1: Comparison with extended Kalman filter.
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Figure 2. Case 1: Comparison with Gamma approximation.
functional analogous to (3.1) and perform numerical experiments for d = 3. This section con-
tains simulation results. A generalization of the theory in Sections 3 and 4 to S+d -valued affine
processes will be subject of future work.
6.1. The signal process. Denote by S+d the set of all symmetric, positive semidefinite d × d
matrices and set S−d = −S+d . A Wishart process is (an S+d -valued) weak solution to
(6.1) dXt = (b+HXt +XtH
⊤)dt+
√
XtdBtΣ+Σ
⊤dB⊤t
√
Xt, X0 = x,
for B a d× d-matrix of independent standard Brownian motions and suitable b ∈ S+d , x ∈ S+d ,
H ∈ Rd×d, Σ ∈ Rd×d. For simplicity, we assume that Σ ∈ S+d , H = 0, b = nΣ2 for some n ∈ N
with n ≥ d+1 and that x has distinct eigenvalues. Then [Bru91, Proof of Theorem 2”] ensures
that (6.1) has a unique strong solution for all t ≥ 0. It also ensures that sample paths of X can
be simulated easily: Given z0 ∈ Rn×d with x = z⊤0 z0 and an n × d-Brownian motion W , set
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Figure 3. Case 2: Comparison with extended Kalman filter.
Zt =WtΣ+z0 for t ≥ 0. ThenX := Z⊤Z is a weak solution to (6.1). Hence, to simulate a sample
path of X one only needs to simulate a sample path of W and apply these two transformations.
Finally, for u, v ∈ Sd (the set of symmetric d × d-matrices) define 〈u, v〉Sd := tr(uv). Then for
t ≥ 0 the Laplace transform of Xt is given by
E[e〈u,Xt〉Sd ] = exp(φ(t, u) + 〈ψ(t, u), x〉Sd ), u ∈ S−d
for some φ : R≥0×S−d → R− and ψ : R≥0×S−d → S−d . In fact φ and ψ solve generalized Riccati
equations (2.15) with R(u) := 2uΣ2u, F (u) := ntr(Σ2u).
6.2. Numerical solution of the filtering problem. Fix h : S+d → Rm linear and Γ ∈ Rm×m
symmetric, invertible. The observation process Y is defined as
Yt =
∫ t
0
h(Xs) ds+ ΓWt, t ≥ 0,
where W is an m-dimensional Brownian motion independent of X, and (the signal process)
X is a solution to (6.1) with parameters as specified above (under P). As before our goal is to
numerically calculate the distribution of Xt conditional on the σ-algebra generated by (Ys)s∈[0,t],
for any t ≥ 0. For this two methods are used: Firstly a bootstrap particle filter as in [BC09,
Chapter 9] and secondly the approximate affine filter (AFF) induced by the linearized filtering
functional (LFF). These are defined analogously to the case of a canonical state space. More
precisely, fix x0 ∈ S+d and for t ≥ 0, y ∈ C(R+,Rm) and f ∈ B(S+d ) define the LFF ρt(·, y) by
ρt(f, y) = E
[
f(Xt) exp
(
y⊤t Γ
−2h(Xt)−
∫ t
0
y⊤s Γ
−2 dh(Xs)−
∫ t
0
h(x0)
⊤Γ−2h(Xs) ds
)]
and the AFF p¯it(·, y) by (3.2). As in Remark 3.10 the LFF is obtained by linearizing the pathwise
filtering functional (associated to the observation process Γ−1Y and observation function Γ−1h)
at x0. Denoting by h
⊤ the adjoint6 of h and setting y¯s = h
⊤(Γ−2ys) and x¯0 = h
⊤(Γ−2h(x0))
one rewrites ρt(f, y) as
ρt(f, y) = E
[
f(Xt) exp
(
〈y¯t,Xt〉Sd −
∫ t
0
〈y¯s, dXs〉Sd −
∫ t
0
〈x¯0,Xs〉Sd ds
)]
6By definition, this is the unique linear map h⊤ : Rm → Sd such that h(x)
⊤y = 〈x, h⊤(y)〉Sd for all y ∈ R
m.
LINEARIZED FILTERING OF AFFINE PROCESSES USING STOCHASTIC RICCATI EQUATIONS 29
and based on Section 3 one expects
p¯it(f, y) = EQy,tx [f(Xt)],
where under Qy,tx , X satisfies X0 = x and
(6.2) dXs = (nΣ
2 +HsXs +XsH
⊤
s )ds+
√
XsdBsΣ+ ΣdB
⊤
s
√
Xs, s ∈ (0, t] ,
with Hs = 2Σ
2(Ψ(s)− y¯s), B a d× d Brownian motion under Qy,tx and Ψ the solution to
(6.3)
−∂sΨ(s) = R(Ψ(s)− y¯s)− x¯0, s ∈ [0, t)
Ψ(t) = y¯t.
In particular, (6.2) yields an ordinary differential equation for the approximate conditional mean
Xˆt = p¯it(id, y) at time t: Formally taking expectations in (6.2) one obtains Xˆ0 = x and
(6.4)
dXˆs
ds
= (nΣ2 +HsXˆs + XˆsH
⊤
s ), s ∈ (0, t].
6.3. Discussion. We now compare the two methods in an example. The following choices
have been made: h(x) := vech(x) is the half-vectorization operator (which takes the elements
of x in the lower triangular part and writes them in an m-dimensional column vector) and
m = 12d(d + 1). Denote by Id the d × d identity matrix. We choose d = 3, Γ = Γ0I3, Σ = σI3
and the parameter values as shown in the following summary:
(6.5)
dXt = nσ
2I3dt+ σX
1/2
t dBt + σdB
⊤
t X
1/2
t , X0 = x0
dYt = vech(Xt)dt+ Γ0dWt, Y0 = 0
(n, σ, x0,Γ0) = (4, 0.04,diag(0.75
2, 0.52, 0.252), 0.06).
The filtering problem is discretized analogously to the case of a CIR process discussed in detail
in Section 5. We choose T = 1 and equidistant time-points ti = iT/N , i = 0, . . . N with N = 100.
(Exact) samples of (Xt0 ,Xt1 , . . . XtN ) can be generated as explained in Section 6.1 and a spline
interpolation is used to generate a continuous observation path y from discrete measurements.
In this setting the conditional mean xˆt (see (5.3) and (5.6)) is approximated by
• xˆ(PF )t based on a bootstrap particle filter with Np particles (as in [BC09, Chapter 10]),
• xˆ(AFF )t = Xˆt in (6.4).
The computation time required to calculate xˆ
(PF )
t with a generic implementation on a standard
laptop is enormous already for moderate Np (e.g. for Np = 10
3, 104, 105 it takes roughly 10
seconds, 1 minute, 10 minutes, respectively). On the other hand, in all these cases the approx-
imation is very bad and so, in contrast to Section 5, here no benchmark is available. The two
approximations are therefore compared based on their mean square error: We generate M sam-
ple paths of (6.5), calculate the approximate conditional mean with both methods and calculate
the average at each time-point,
e
(m)
t =
1
M
M∑
j=1
‖Xjt − x(m),jt ‖2, t = t0, . . . , tN
form ∈ {PF,AFF}. HereXj is the j-th sample path ofX, x(m),j is the approximate conditional
mean (calculated using method m) associated to it and ‖u‖2 := 〈u, u〉Sd for u ∈ Sd. By the law
of large numbers and the definition of xˆ, a smaller value of e
(m)
ti
indicates that (on average) xˆti
and x
(m)
ti
are closer.
Figure 4 shows a plot of (ti, e
(m)
ti
), i = 0, . . . , N for m ∈ {PF,AFF}, Np = 104 and M = 100.
For this number of particles the calculation of xˆ(PF ) takes about 15 times longer than the
calculation of xˆ(AFF ) (on average). Nevertheless, the approximation quality of a bootstrap
30 LUKAS GONON AND JOSEF TEICHMANN
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.005
0.01
0.015
0.02
0.025
0.03
Figure 4. Comparison of mean square error for conditional mean of particle
filter and AFF.
particle filter is considerably worse than that of the AFF, since the average mean-square error
is significantly larger for longer time-periods, as shown in Figure 4.
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