Abstract
Introduction
Ontologies are an enabling technology for Semantic Web. The advent of the Semantic Web has dramatically increased the need for efficient and flexible mechanisms to provide semantic mappings among ontologies for effective discovery and sharing of knowledge. Moreover, the high number of different ontologies over the Web requires automated and effective techniques for ontology matching in order to find such mappings [1, 5] . In this paper, we consider OWL Semantic Web ontologies and we describe the use of H-MATCH for dynamically performing their matching at different levels of depth, with different degrees of flexibility and accuracy [3] . H-MATCH has been developed in the framework of the HELIOS project, aiming at providing techniques to support dynamic knowledge sharing in peer-based systems [4] . In Section 2, we briefly summarize H-MATCH ontology matching principles. In Section 3 and 4, we respectively describe the use of linguistic and contextual features of OWL ontologies with H-MATCH. In Section 5, we discuss some matching results. Finally, in Section 6, we give our concluding remarks.
Ontology matching with H-MATCH
The matching of OWL Semantic Web ontologies introduces a number of challenging issues to be addressed. In the Semantic Web ontologies, the same real world resource can be described according to different specification mechanisms, due to the syntactical freedom of RDF. For instance, the OWL language provides three increasingly expressive sublanguages (i.e., OWL Lite, OWL DL, and OWL Full), providing different constructs for resource description [8] . The meaning of ontology concepts depends basically on the names chosen for their definition and on their contexts, namely on their properties and on the relations they have with other concepts in the ontology. Different ontologies can describe the same domain using different modeling choices. A key requirement of the matching process is the capability of coping with different levels of detail and structuring in modeling the resources of interest, by considering various ontology elements separately or in combination. To satisfy these main requirements for ontology matching, we have defined the H-MATCH algorithm operating with four different matching models. The matching models have been conceived to span from surface to intensive matching, with the goal of providing a wide spectrum of metrics suited for dealing with many different matching scenarios that can be encountered in comparing real ontologies. Each model calculates a semantic affinity value SA c,c of two concepts c and c which expresses their level of matching. SA c,c is produced by considering linguistic and contextual features of concept descriptions, by applying basic matching functions. Contextual features refer to properties and concepts directly related to a given concept (i.e., adjacents) in an ontology. In each matching model, the relevance of the linguistic and the contextual features in the semantic affinity evaluation process can be properly established, by setting the weight W la ∈ [0, 1]. An overview of the four matching models provided by H-MATCH is reported in Table 1 .
As an example of ontology matching, we consider two real OWL ontologies describing different domains. The first Affinity function for names
• n, n are two names; • W n→ m i n is the weight of the path of terminological relationships between n and n The surface matching is defined to consider only the linguistic features of concept descriptions. Surface matching addresses the requirement of dealing with high-level, poorly structured ontological descriptions
where:
is the matching value of the property pi and P (c ) is the set of properties of c Closeness function for properties
Wp k is the weight associated with p k The shallow matching is defined to consider both concept names and concept properties. With this model, we want a more accurate level of matching, by taking into account not only the linguistic features but also information about the presence of properties and about their cardinality constraints
where: Closeness function for contextual features
We k is the weight associated with e k The deep matching model is defined to consider concept names and the whole context of concepts, in terms of properties and semantic relations
iff vp i is a reference name ∀pj ∈ P (c ) is the measure of the matching for the value associated with the property pi
Compatibility function for datatypes
CR is a pre-defined set of datatype compatibility rules The intensive matching model is defined to consider concept names, the whole context of concepts, and also property values, for the sake of a highest accuracy in semantic affinity evaluation. In fact, by adopting the intensive model not only the presence and cardinality of properties, but also their values have an impact on the resulting semantic affinity value Table 1 . The H-MATCH matching models ontology (Ka) describes research projects, while the second ontology (Portal) describes the contents of a Web portal. These ontologies are heterogeneous in terms of language specification (i.e., OWL Lite and OWL Full, respectively) as well as in terms of contents, although both of them contain concepts describing publications. Two portions of Ka and Portal describing publications are shown in Figure 1 
Using linguistic features in H-MATCH
Linguistic features refer to names of ontology elements and their meaning. To capture the meaning of names in an ontology, H-MATCH refers to a thesaurus T h of terms and terminological relationships among them. T h is automatically derived from the lexical system WordNet [7] . WordNet is an electronic lexical database where the different senses of English words are grouped by synonymy. The sets of synonyms (synsets) are organized hierarchically (i.e. each synset is connected to more general and more specific concepts by hypernymy and hyponymy relationships) and other semantic relations (e.g. meronymy) are available so as to build a semantic net. The thesaurus construction process is composed by three steps: i) extraction of the ontology element names; ii) thesaurus entries definition; iii) terminological relationships definition. For OWL ontologies, concept/property names correspond to the argument of the rdf:ID attributes associated with the owl:Class, the owl:ObjectProperty, and the owl:DatatypeProperty constructs, respectively. As an example, in second column of Table 3 , we report the names extracted from the ontology portions of Figure 1 .
Term definition. In the second step of the thesaurus construction, we define the entries of T h for the ontology element names extracted in the previous step. Given the set of concept names N c and the set of property names N p , we denote by T the set of terms used as names of ontology elements, that is T = N c ∪ N p . We note that in real ontologies, like Semantic Web ontologies, ontology element names can be either single or compound. Term definition in the thesaurus is performed as follows.
Basic terms. A term t ∈ T is a basic term, denoted as bt, if a noun entry for bt exists in WordNet 1 . Given the set BT ⊆ T of the basic terms used as names of an ontology O, an entry is defined in T h for each bt i ∈ BT .
Compound terms. A term t ∈ T is a compound term, denoted as ct, if an entry for ct does not exists in WordNet and ct is composed by more than one basic term bt i . For managing compound terms, we exploit considerations discussed in [6] . In a typical compound term ct, one of its constituent basic terms denotes the central concept represented by ct, while the remaining basic terms denote a specification of such a central concept. In particular in English, the basic terms appearing on the left side of ct denote the specification of the meaning of term appearing on the right side. Our thesaurus organization makes explicit these considerations for compound terms, by introducing appropriate terms entries in T h necessary to correctly capture the meaning of a given compound term. Given a compound term ct, we derive the constituent basic terms that exist in WordNet for ct, that is, ct = bt 1 , bt 2 , . . . , bt k . For each compound term ct i ∈ CT , we define a term entry in T h for: i) ct i and ii) for each constituent basic term bt j , j = 1, 2, . . . , k.
As an example of thesaurus entry definition, in Table 3 , we report the basic and the compound terms used as names of Ka and Portal, together with their corresponding entries in T h.
Terminological relationships definition.
Terminological relationships in T h are defined by considering the synsets and the relationships provided by WordNet. Terminological relationships considered in T h are SYN, BT/NT, and RT. SYN is defined between two terms t i and t j that can be indifferently used to denote a certain concept. The SYN relationship is derived from synsets in WordNet. BT relationship is defined between two terms t i and t j such has t i has a broader, more general meaning than t j . The opposite of BT is NT. BT/NT relationships correspond to hypernymy and hyponymy relationships in WordNet, respectively. RT is defined between two terms t i and t j that are generally used together in the same context, both because t i denotes a part-of t j or because t i and t j are specifications of a common term t k . RT corresponds to meronymy relationship and coordinate terms in WordNet, respectively. Given two basic terms bt i , bt j ∈ T h, a terminological relationship tr between them is defined in T h as follows: (i) tr = SYN, if bt i and bt j belong to the same synset in WordNet; (ii) tr = BT/NT, if a hypernymy/hyponymy relationships is retrieved in WordNet between the synsets of bt i and bt j , respectively; (iii) tr = RT, if a meronymy relationship is retrieved in WordNet between the synsets of bt i and Given a compound term ct = bt 1 , bt 2 , . . . , bt k , the following terminological relationships are defined in T h: (i) BT/NT between bt k and ct, to capture that ct is a specification of bt k ; (ii) RT between each bt j , j = 1, 2, . . . , k − 1 and ct, for addressing the fact that bt j is used for specifying the central concept of ct. Following this process, we define T h as a matrix of terms and terminological relationships between them. As an example, in Table 4 , we show some thesaurus entries referring to the Publication concept in Ka.
Weighting terminological relationships. In order to express the implication of terminological relationships for semantic affinity, in H-MATCH a weight W tr is associated with each terminological relationship tr ∈ {SYN, BT/NT, RT} in T h. Different types of relationships have different implications for semantic affinity. In particular, based on our previous experience in schema matching techniques [2] , we set
Synonymy is generally considered a more precise indicator of affinity than other relationships, consequently W SYN ≥ W BT/NT . The lowest weight is associated with RT since it denotes a more generic rela- 
Using contextual features in H-MATCH
To exploit contextual features for matching, H-MATCH defines the context of a concept. Given a concept c, we denote by P (c) the set of properties appearing into a property constraint associated with c (i.e., the properties of c), and by C(c) the set of concepts having a semantic relation with c, called adjacents, respectively. The context Ctx(c) of a concept c is defined as the union of the properties and of the adjacents of c, that is, Ctx(c) = P (c) ∪ C(c). In particular, a property p ∈ P (c) represents an OWL property restriction for the concept c, and is characterized by a name n p , a cardinality k p , and a value v p . k p ∈ {0, 1} is the minimal cardinality associated with p when applied to c, and v p is the value associated with p when applied to c, and can be a datatype dt p or a reference name (i.e., the name of a concept or an instance in the OWL property restriction). We call strong properties the properties with k p = 1, and weak properties the ones with k = 0. Finally, for each concept c i ∈ C(c), a semantic relation sr(c, c i ) denotes the semantic relations holding in OWL between c i and c. As an example, in Figure 1(a) , the context of the concept Publication in Ka is represented in broken lines.
Weighting contextual features.
In H-MATCH, a weight W sr is associated with each semantic relation to denote the strength of the connection expressed by the relation on the involved concepts for semantic affinity evaluation purposes. The greater the weight associated with a semantic relation, the higher the strength of the semantic connection between concepts. Furthermore, we associate a weight W sp to strong properties, and a weight W wp to weak properties, respectively, with W sp ≥ W wp to capture the importance of the property in characterizing the concept for matching. In fact, strong properties are mandatory related to a concept and are relevant to give its structural description. Weak prop-erties are optional for the concept in describing its structure, and, as such, are less important in featuring the concept than strong properties.
Experimental results
In Table 5 In Table 6 , the results specifically related to the Publication concept of the running example are reported. A main difference between Ka and Portal is that the relations among concepts are represented basically by means of semantic relations in Ka and by means of property values in Portal. This kind of heterogeneity can be better captured by using the Deep and Intensive models, because they are defined for considering semantic relations and property values, respectively. The Publication concept is identified by the same name in Ka and Portal, and thus the Surface model produces the same value. However, Publication is used in a different context with a different meaning in each ontology. In Ka, it refers to scientific publications describing research projects, while in Portal it refers to generic publications in a commercial context. This kind of difference is captured by the Shallow, Deep and Intensive models in spite of the concept name.
Concluding remarks
In this paper, we have described the use of H-MATCH for OWL ontology matching. H-MATCH has been implemented using the C++ programming language and has been tested both on Unix and on WinNT systems. Our future work will be devoted to the extensive experimentation of H-MATCH on other real ontologies. A final remark regards the fact that H-MATCH takes into account only direct hypernyms in the WordNet taxonomy for the thesaurus construction. This problem is an open issue, because it affects both the efficiency and the precision of H-MATCH. In fact, considering an overmuch number of indirect hypernyms for a given term would introduce in the thesaurus a large number of BT/NT relationships without distinction between the direct and the indirect ones. With respect to this problem, we are studying how to take into account terminological relationships deriving from indirect ancestors without affecting the precision of the linguistic affinity evaluation.
