Abstract -This paper addresses the problem of the characterization of Doppler effect of maneuvering targets in the context of over-the-horizon radar. The received signal has a complex Doppler structure which is composed of several arrivals, each corresponding to a particular path. In essence, it consists of several close time-frequency components with non-linear signatures in the time-frequency domain. The nonlinearities are the projections of the target's motion vectors on the propagation paths. Estimating the time-frequency contents of all paths reveals the Doppler effects characterizing the target's trajectory. Analysis of such signals in the presence of strong clutter requires effective non-stationary signal processing techniques. In this paper, we propose a new technique based on local analysis of the phase information using warped high-order ambiguity function. The results depict resolvable multipath estimates which are very close to the ground truth.
I. INTRODUCTION
Radar signal returns from maneuvering targets are typically examined in the frequency domain using Doppler filters and moving target indication techniques [1] . This is achieved by applying Fourier analysis to the received data for each range gate and forming a detector incorporating the output of each filter bank. However, rapidly moving targets within the same range gate causes time-varying Doppler signatures. This gives rise to non-stationary signal returns whose power is distributed in both time and frequency. As such, application of conventional frequency decomposition techniques leads to loss of local behavior and temporal frequency information. Therefore, if the aim is to characterize target instantaneous velocity as well as spatial position and direction of motion, joint time-frequency signal representation and processing should be used in lieu of the traditional Fourier transform [2] .
In over-the-horizon radar (OTHR) applications, the waveform is narrowband and emitted from an antenna array with phase coherence so as to point the energy in various directions. The returned signal from a moving target has time-varying frequency contents [3] . One of the challenges is to detect the target's presence and determine its spatial position over time. This is achieved based on the target's time-dependent Doppler information which presents itself in a localized signature in the time-frequency domain. Unknown target motion profiles, including acceleration and complex maneuverability, in the presence of multipaths, limit the use of physical models and call for the application of nonparametric estimation methods for multi-component signals.
In this paper, we consider estimation of moving target parameters in OTHR by utilizing the time-frequency-phase continuity of each Doppler component. That is, despite its arbitrary non-linearity due to the unknown target motion, a Doppler modulation corresponding to one path has a continuous phase variation that could be exploited for accurate tracking. To do so, the local phase is analyzed using the warped third-order ambiguity function [4] . Furthermore, local third-order polynomial phase components are merged using local correlation maximization. The tracking Doppler component is then extracted using a time-frequency filter. The process is iterated until all Doppler components are estimated.
The paper is structured as follows. Section II briefly recalls the model of the Doppler effect in the OTHR context. The proposed estimation method is described in Section III. Results based on simulated data, illustrated in Section IV, highlight and support the potential of the proposed method.
II. MODELING THE DOPPLER EFFECT IN OTHR CONTEXT
Let us assume, as proposed in [5] , that the propagation paths of the emitted/received signals are defined as shown in Fig. 1 , where the received signal consists of three components. The first and second components correspond to both the emitted and received signals propagating along path I and path II, respectively. The third component is a result of the emitted signal traveling along path I and the received signal propagating along path II or vice versa. In Fig. 1 , H is the height of the ionosphere layer, and h is the height of the target.
Under this assumption, the received signal can be expressed as follows: 
where A 1 , A 2 and A 3 are the path losses, and {ϕ i }'s are the instantaneous phase laws, which can be expressed as [5] : Figure 1 . Definition of the propagation paths in the OTHR [5] ( ) 
In eq. (2), ( ) 
III. TIME-FREQUENCY TRACKING USING LOCAL PHASE MODELING
Generally, radar signals propagated in a multipath environment and backscattered from moving targets are characterized by several time-frequency components having non-linear IFLs. Such a signal has been defined in the previous section. Fig. 3(a) shows the spectrogram's limits; when the time-frequency components are close, it is not possible to clearly visualize the three components. This is a consequence of the tradeoff between time and frequency resolutions and it could affect any time-frequency tracking method based on short-time Fourier transform.
An alternative to this type of methods is the local analysis of time, frequency, and phase coherence, and to use this information to merge local components in order to get the global time-frequency structures characterizing the signal. The first step of this methodology is the short-time polynomial phase modeling of order 3. As the signal is characterized by non-linear heterogeneous time-frequency components (see Fig. 2 for example), its short-time analysis is a natural way to represent efficiently the time-frequency content of the signal. Approximating the local time-frequency content by Gabor atoms or by linear chirps has been analyzed in previous works (see [6] for a synopsis). In our approach, we propose to use the cubic frequency modulations (FMs) in order to better approximate the non-linear parts of the signal's IFLs. In addition, in using cubic FM for short-time signal's phase modeling, the window size is less important than in the case of linear chirps.
In our context, the short-time polynomial phase modeling of order 3 is given by warped high-order ambiguity function (WHAF) [7] . This analysis is done in adjacent windows, half-overlapped, as illustrated in the Fig. 3(b) . For each window position, the WHAF of order 3 is applied to provide the third-order phase modeling of the components. The IFL estimates obtained for two (overlapped) neighboring windows, 2i and 2i+1, are plotted in Fig. 3(d) (for two windows of 512 samples). We observe that the IFLs are well fitted to the modeled components. Indeed, in real situations, this modeling is affected by noise and/or by close components. For this reason, WHAF provides, for each window, several estimations of the same component. Consider N c estimates for each window. Let us denote the set of phase functions obtained from WHAF-based phase modeling applied in the ith window as :
where
ψ is the kth phase function of order 3 defined as:
and T is the window size.
As indicated in Fig. 3 , the phase functions are just an approximation of the real time-frequency content of the signal. For this reason, they are used for regrouping procedure provided by the second step of the methodologyfusion of local time-frequency-phase information. The phase functions (4) are used to build local filter functions which extract the signal's samples corresponding to the timefrequency regions defined in the neighborhood of the local functions [8] . The design of three such filters is illustrated in Fig. 4 for the region corresponding to the interval from sample number 700 to 820. Let us consider signal x at two analyzing windows 2i and 2i+1 (as illustrated in Fig. 3 ). Consider 
where N is the number of analyzing windows and k i is the index of the phase function obtained from the ith window.
The time-frequency trajectory φ j (t) is used to design the time-frequency filter that will extract the jth component of the signal. This constitutes the third step of the methodologyglobal time-frequency filtering. For the signal shown in Fig.  2 , the first estimated trajectory corresponds to the middle component. Around this trajectory, we build the timefrequency filter [8] that will extract the samples of the corresponding component. We remark that the residual signal contains the remaining two components in (2), proving the accuracy of the filtering procedure ( Fig. 5(a) ). At the next iteration, the residual signal ( Fig. 5(b) ) is processed in the same way until all trajectories are estimated (Fig. 5(c) ). Consequently, the iterative application of the three steps of the time-frequency-phase methodology allows extracting individual components of the analyzed signal. The accuracy of the extracted method is provided, for the scenario described in Fig. 1, in Fig. 6 where we plot the errors between theoretical and estimated IFLs. We can observe that the estimation errors are very small, except at the borders of the windows. But even in these regions the errors are acceptable which can be of great help for further estimation of the target's trajectory.
In the next example we consider the tracking of IFLs in the presence of real clutter. The configuration is the same as the one defined in Fig. 2 . The signal-to-clutter ratio (SCR), after prewhitening processing, is -11.2 dB. The spectrogram of the received signal is plotted in Fig. 7 . We remark that the clutter, concentrated at low frequencies, has higher energy than the signal. For this example, the IFL of the third component in (2) is accurately tracked in spite of the high level of clutter. This interesting result is explained by the local analysis of the phase using the WHAF of order 3. More precisely, modeling the instantaneous phase by a cubic FM can produce a natural separation of the signal's components from the clutter as indicated in Fig. 8 in the context of the local phase modeling of a segment of 256 samples. The WHAF based modeling starts with order 3, as indicated in Fig. 8(a) . Once the third-order coefficient is estimated, a 3 , its contribution is eliminated by multiplying the signal with the corresponding cubic FM ( )
After this multiplication, the WHAF of order 2 is applied ( Fig. 8(b) ). In the domain of the WHAF of order 2, the separation of signal's component from the clutter is possible. Actually, while the clutter is mainly concentrated around the origin (zero frequencies), the chirp rates necessary to model such components are small which is materialized by strong second-order polynomial coefficients (see the dashed rectangle in Fig. 8(b) ). The coefficients are stronger because of the high clutter energy, but the fact that they are located around low frequencies allows us to separate them. Indeed, the second-order polynomial coefficients that will be taken into account in the local phase modeling are located out of the region defined around the origin. Furthermore, the estimation of the first-order coefficient (Fig. 8(c) ) as well as the other polynomial coefficients (of order 2 and 3) will lead to an accurate estimation of the IFL, despite the noise.
This interesting property explains the good tracking performances in the presence of the clutter. The accurate estimation of the IFL is indicated in Fig. 7 and it could be further used to extract the corresponding signal's component and modeling the next two components. Proceeding in this way, we can obtain the Doppler component, thus enabling estimation of the target's trajectory.
V. CONCLUDING REMARKS
In this paper, we developed a new approach for resolving and tracking multi-component Doppler signals arising due to multipath propagation in the context of OTHR. The approach is based on time-frequency-phase coherence of the Doppler signal which is locally exploited by polynomial phase modeling of order 3.
The results proved the efficiency of the proposed methodology. The simultaneous availability of the timefrequency and phase information (by local polynomial phase modeling of order 3) allows us to follow all time-Doppler frequency variations, in spite of closeness of the various components and presence of noise interferences. The timefrequency-phase information acts as a continuity criterion preserving the time-frequency structure of each component. After one component has been tracked, its extraction via a global time-frequency filtering is performed. In this way, the extraction is independent of the component's amplitude.
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