In this paper, we study the asymptotic behavior of radial extremal functions to an inequality involving Hardy potential and critical Sobolev exponent. Based on the asymptotic behavior at the origin and the infinity, we shall deduce a strict inequality between two best constants. Finally, as an application of this strict inequality, we consider the existence of nontrivial solution of a quasilinear Brezis-Nirenberg type problem with Hardy potential and critical Sobolev exponent.
Introduction.
In this paper, we study the asymptotic behavior of extremal functions to the following inequality involving Hardy potential and critical Sobolev exponent: We shall show that for µ < µ the best constant of inequality (1.1) is achievable. Furthermore, the extremal functions of inequality (1.1) is radial symmetric. Then we study the asymptotic behavior of the radial extremal functions of inequality (1.1) at the origin and the infinity. At last, for any smooth bounded open domain Ω ⊂ R N containing 0 in its insides, we shall deduce a strict inequality between two best constants S λ, µ (p, a, b; Ω) and S 0, µ (p, a, b; Ω) = S 0, µ :
if λ > 0, where S 0, µ and S λ, µ (p, a, b; Ω) will be defined in Section 2 and 4 respectively. We believe that the strict inequality (1.2) will be useful to study the existence of quasilinear elliptic problem involving Hardy potential and critical Sobolev exponent. As an application of this strict inequality, we consider the existence of nontrivial solution of a quasilinear Brezis-Nirenberg problem with Hardy potential and critical Sobolev exponent.
In their famous paper [5] , Brezis and Nirenberg studied problem: , the asociated energy functional does not satisfy the (PS) condition globally, which caused a serious difficulty when trying to apply standard variational methods. Brezis and Nirenberg successfully reduced the existence of solutions of problem (1.3) into the verification of a special version of the strict inequality (1.2) with p = 2, a = b = µ = 0. To verify (1.2) in their case, they applied the explicit expression of the extremal functions to the Sobolev inequality, especially the asymptotic behavior of the extremal functions at the origin and the infinity. Brezis-Nirenberg type problems have been generalized to many other situations (see [8, 9, 10, 13, 16, 18, 19, 24, 26, 27] and references therein).
Recently, Jannelli [15] introduced the term µ He studied the relation between critical dimensions for λ ∈ (0, λ 1 ) and L 2 loc integrability of the associated Green function, where λ 1 is the first eigenvalue of operator −∆ − µ 1 |x| 2 on Ω with zero-Dirichlet condition. Ruiz and Willem [20] also studied problem (1.4) under various assumption on the domain Ω, and even for µ 0. Those proofs in [15] and [20] were reduced to verify the strict inequality (1.2) with p = 2, a = b = 0. In 2001, Ferrero and Gazzola [11] considered the existence of sign-changed solution to problem (1.4) for larger λ. They distinguished two distinct cases: resonant case and non-resonant cases of the Brezis-Nirenberg type problem (1.4). For the resonant case, they only studied a special case: Ω is the unit ball and λ = λ 1 . The general case was left as an open problem. In 2004, Cao and Han [7] complished the general case. In all the references cited above, the asymptotic behavior of the extremal functions at the origin and the infinity was applied to derived the local (PS) condition for the associated energy functional. The rest of this paper is organized as follows. In section 2, we shall show that the best constant of (1.1) is achieved by some radial extremal functions. Section 3 is concerning with the asymptotic behavior of the radial extremal functions. In Section 4, we first derive various estimates on the approximation extremal functions, and then establish the strict inequality (1.2). In section 5, based on this strict inequality, we obtain the existence results of nontrivial solution of a quasilinear Brezis-Nirenberg problem.
Radial extremal functions
In order to obtain the extremal functions of (1.1). We consider the following extremal problem:
where
Similar to Lemma 2.1 in [12] , one can easily obtain the following Hardy inequality with best constant µ = (
, and the equality holds if and only if u ≡ 0. From the so-called Caffarelli-Kohn-Nirenberg inequality [6] , S 0, µ < ∞.
In particular, there exists a solution to the following "limited equation":
Proof. The achievability of S 0, µ at some 
In fact, all the dilation of u 0 of the form σ
) are also minimizers of S 0, µ . In order to obtain further properties of the minimizers of S 0, µ , let's recall the definition of the Schwarz symmetrization (see [14] ). Suppose that Ω ⊂ R N , and f ∈ C 0 (Ω) is a nonnegative continuous function with compact support, the the Schwarz symmetrization S(f ) of f is defined as
where ω N denotes the volume of the standard N-sphere. Applying those properties of Schwarz symmetrization in [14] , we have the following lemma:
where ∂ ρ is the directional differential operator along direction ρ and Λ is the tangential differential operator on S N −1 . Then
Proof. By the density argument, it suffices to prove the lemma for v ∈ C ∞ 0 (R N ). Let v * be the Schwarz symmetrization of v. Noting that Λv
, and applying those properties of Schwarz symmetrization in [14] , we have
Thus, we have
That is,
On the other hand, it is trivial that
, then all the minimizers of S 0, µ is radial. In particular, there exists a family of radial solutions to equation (2.3) .
Proof. We rewrite those integrals in S 0, µ in polar coordinates. Noting that |Du| 2 = |∂ r u| 2 + 1 r 2 |Λu| 2 , we have
Making the change of variables r = ρ
On the other hand, the restriction condition u; L
To cancel the coefficient k in (2.6), let v = k 1 p * u, then we have the following equivalent form of S 0, µ :
Since k 1, we have
From Lemma 2.2, we know that the left side hand is achieved at some radial function, and the inequality in (2.8) becomes equality if and only if v is radial. Thus, all the minimizers of S 0, µ is radial.
Asymptotic behavior of extremal functions
In this section, we describe the asymptotic behavior of radial extremal functions of S 0, µ . Our argument here is similar to that in §3.2 of [1] . Let u(r) be a nonnegative radial solution to (2.3). Rewriting in polar coordinates, we have
2)
. A simple calculation shows that
It follows from (3.3) that y satisfies the following equation:
It is easy to see that the complete integral of the autonomous system (3.3) is
Similar to Lemma 3.6-3.9 in [1], we have the following four lemmas. We will omit proofs of the first three lemmas because one only needs to replace δ =
in our case. The interested reader can refer to [1] . The idea of the fourth Lemma is also similar to that of Lemma 3.9 in [1] , with different choice of function ξ. We shall write down its complete proof for completeness.
Lemma 3.1 y and z are bounded.
Lemma 3.3 There exists t 0 ∈ R, such that y(t) is strictly increasing for t < t 0 ; and strictly decreasing for t > t 0 . Furthermore, we have
Lemma 3.4 Suppose that y is a positive solution to (3.4) such that y is increasing in (−∞, 0) and decreasing in (0, +∞), then there exist c 1 , c 2 > 0, such that
Proof. First, it is easy to see that l 1 < δ < l 2 . Next, we prove (3.7) step by step and omit the proof of (3.8).
).
(3.9)
Rewritting the above equation into the integral form, we have
In fact, we shall prove that H ′ (s) > 0 for s < 0. Otherwise, we prove by contradiction, suppose that there exists s 0 < 0 such that
Replacing formulas of y ′ (s 0 ) and z ′ (s 0 ) from (3.3), and noting that (3.5) and Lemma 3.2, it follows that
which contradicts to the fact that y > 0. Thus, H ′ (s) > 0, and hence H is strictly increasing on (−∞, 0].
On the other hand, from (3.3) and y ′ (0) = 0, we have H(0) = δ; from (3.5), it follows that lim t→−∞ H(s) = l 1 , which proves our claim.
3. (3.7) holds.
From the above claim and (3.10), it follows that e −(δ−l 1 )t y(t) > 0 is decreasing on (−∞, 0], and hence the limit lim
To prove (3.7), it suffices to show that α < −∞. From (3.3) and (3.5), a direct computation shows that
From the definitions of l 1 , l 2 , we may suppose that
where g is a continuous negative function on the interval [l 1 , δ], thus satisfies |g(H(s))| c 1 > 0. From (3.10), it follows that
Since l 2 > δ and |g(H(s))| c 1 on [l 1 , δ], we know that
that is, α < +∞, thus (3.7) follows.
In the following corollary, we rewrite these conclusions on y into those on the positive solution u ∈ D 1,p (R N ) of equation (3.1).
be a positive solution of equation (3.1) . Then there exists two positive constants C 1 , C 2 > 0 such that
and
Proof. From (3.2), we know u(r) = r −δ y(t). Applying Lemma 3.4 directly, we have lim
Noting that lim 
(3.14)
Next, we shall give a uniqueness result of positive solution of equation (3.1).
Theorem 3.6
Suppose that u 1 (r) and u 2 (r) are two positive solutions of equation (3.1) . Let (y 1 (t), z 1 (t)) and (y 2 (t), z 2 (t)) be two solutions to ODE system (3.5) corresponding to u 1 (r) and u 2 (r) respectively. If
15)
and y 2 (0) = y 1 (0). Then (y 1 (t), z 1 (t)) = (y 2 (t), z 2 (t)), hence u 1 = u 2 .
Proof. The proof is similar to that of Theorem 3.11 in [1] .
Similar to Theorem 3.13 in [1], we resume the above results together and obtain the following theorem which describes the asymptotic behavior of all the radial solutions to equation (3.1).
Theorem 3.7 All positive radial solutions to equation (2.3) have the form:
u(·) = ε − N−(a+1)p p u 0 ( · ε ),(3.
16)
where u 0 is a solution to equation (2.3) 
Strict inequality (1.2)
In this section, applying the asymptotic behavior of the solutions to equation (2.3) obtained in the previous section, we give some estimates on the extremal function of S 0, µ . Let u 0 be an extremal function of S 0, µ with u 0 ; L p * b (R N ) = 1. From the discussion in Section 2 and 3, we know that u 0 is radial, and for all ε > 0,
is also an extremal function of S 0, µ , and there exists a positive constant C ε such that C ε U ε is a solution to equation (2.3). In fact, from the proof of Lemma 2.1, we know that C ε = S 1 p * −p 0, µ , which is independent of ε, denoted by C 0 . Set u * ε = C 0 U ε , then from equation (2.3) we have
For any ε > 0, and m ∈ N large enough such that B 1 Proof. We shall only prove (4.3), and omit the prove of (4.4).
On the other hand, from the definition of u * ε , we have
where in the second equality, we make the change of variable t = r ε
, and in the last equality, we use the asymptotic behavior of u 0 at the infinity, since h > 1, hence
Similarly, we can estimate the last integration in (4.6) as follows: 
Lemma 4.2 Set
Proof. A direct computation shows that
We estimate each of the above integrations as follows: 
If λ = 0, by rescaling argument, it is easy to show that S 0, µ (p, a, b; Ω) = S 0, µ . But for λ > 0, we shall have a strict inequality between S λ, µ (p, a, b; Ω) and S 0, µ .
Proof. We shall study
Thus, we have 
Application
In this section, as an application of the strict inequality of (1.2), we consider the existence of nontrivial solutions to the following quasilinear Brezis-Nirenberg type problem involving Hardy potential and Sobolev critical exponent: To obtain the existence result, let's define the energy functional E λ, µ on D
It is easy to see that E λ, µ is well-defined in D
. Furthermore, all the critical points of E λ, µ are weak solutions to (5.1). We shall apply the Mountain Pass Lemma without (PS) condition due to Ambrosetti and Rabinowitz [2] to ensure the existence of (PS) β sequence of E λ, µ at some Mountain Pass type minimax value level β. Then the strict inequality (1.2) implies that β <
. Finally, combining the generalized concentration compactness principle and a compactness property called singular Palais-Smale condition due to Boccardo and Murat [3] (cf. also [12] ), we shall obtain the existence of nontrivial solutions to (5.1).
Let's define two more functionals on D
1,p
a,b (Ω) as follows: [21] ) show that I µ is lower semicontinuity on M. On the other hand the compact imbedding theorem in [25] implies that M is weakly closed. Thus the direct method ensure that I µ attains its minimum on M, denote λ 1 = min{I µ (u) : u ∈ M} > 0. From the homogeneity of I µ and J, λ 1 is the first nonlinear eigenvalue of problem:
The following lemma indicates that E λ, µ satisfies the geometric condition of Mountain Pass Lemma without (PS) condition due to Ambrosetti and Rabinowitz [2] , the proof is direct and omitted. 
Since λ < λ 1 , for u = g(t) = tv with t closed to 0, we have (DE λ, µ (u), u) > 0; while for u = g(1) = v, we have
, we have that f ′ (t) > 0 for t closed to 0, and f ′ − (1) 0. From the medium value theorem, there exists t 0 ∈ (0, 1) such that f ′ (t 0 ) = 0, that is, for u = t 0 v, we have
Thus a direct computation shows that
Hence ( (Ω), we need the following generalized concentration compactness principle(cf. also [22] ) and [23] and references therein), the proof is similar to that in [17] and we omit it. In sight of Theorem 5.6, we conjecture that the conclusion is also true for 0 a < 
