ABSTRACT The Internet of Things (IoT) is an important part of the new generation of information technology. It utilizes many sensor nodes to collect data and monitor the environment and can be applied in various fields. However, because the energy of sensor nodes is limited and the batteries cannot be replaced, the lifetimes of the sensor nodes are limited by the energy of their batteries. Only a reasonable method for saving energy can reduce the energy loss of the nodes in the communication process. Many studies have found that batteries have the property of battery-friendliness; that is, if they continue working, their energy drops rapidly. However, if they rest after working for a period of time, the batteries' energy can be partially restored. In this paper, an effective relay selection scheme for prolonging the lifetimes of nodes is designed based on the battery-friendly nature of the battery. In the proposed battery-friendly relay selection (BFRS) scheme, the relay node is selected based on the weighted synthesis value of the recovered energy, its distance to the sink and the residual energy. A forwarding node that has recovered more energy and is closer to the sink is more likely to be selected as the relay node because of its larger weight. Hence, the BFRS-based routing scheme can improve the lifetime by recovering more energy. Through extensive experiments, we demonstrate that our BFRS scheme outperforms previously proposed schemes. In a network with 500 nodes, compared with the shortest routing algorithm, the network lifetime is increased by 51.26%, and the amount of transferred data is increased by 42.93%.
information acquisition, and decision-making in a specified area [14] , [15] . Due to the current development of microelectronics manufacturing processes, sensor nodes can be made very small at low cost. In addition, their sensing and communication capabilities are more powerful. Therefore, they can be widely deployed for various applications, constitute the basis of IoT and promote the development of IoT [16] [17] [18] . The development of edge computing and fog computing has further promoted wireless sensor networks and wireless cognitive sensor networks to a new stage and expanded their application prospects [19] , [20] .
Typically, a sensor node consists of four main types of components: power supply components (typically powered by a battery), communication components, calculation and processing components, and storage components [21] [22] [23] . Due to the consideration of cost, the nodes must be as small and as economical as possible. In addition, sensor nodes are typically deployed in dangerous places [24] [25] [26] [27] [28] ; hence, it is difficult to replace and replenish drained sensors. Thus, maximizing the energy savings to improve the node lifetime is an important challenge in WSNs [29] [30] [31] .
A substantial amount of research has been conducted on saving energy [32] , [33] . This research has been conducted at multiple layers, including the physical layer [2] , MAC layer [1] , [4] , [34] , network layer [9] , [12] , [22] , [23] , and application layer [35] [36] [37] , and a cross-layer optimization strategy has been developed [38] . For example, since the energy consumption of a node is related to its transmission power, its energy consumption can be reduced by reducing its transmission power appropriately [39] . However, because the transmission power of a node is directly related to the signalnoise ratio (SNR) of its receiving node, if the transmission power of the node is reduced, the SNR of the receiving node will be correspondingly reduced. As a result, the success rate of packet transmission will be reduced. Instead, multiple retransmissions must be sent successfully. However, since the transmission success rate of the data packet does not depend linearly on the transmission power of the node, there is an optimized transmission power that minimizes the energy consumption of the transmitted unit bit data. The transmission power has been optimized in the literature [39] . The main method for reducing energy consumption in the MAC layer is to make the node periodically wake/sleep [34] , [40] . Since the energy consumption of a node in the sleep state is 1/100 of that in the awake state, the longer time each node sleeps, the higher energy savings [34] . However, the longer the sleep time, the more the performance of the WSNs in other aspects will be reduced. For example, when a node is in the sleep state, it cannot monitor the surrounding environment or communicate. If the sleep time is long, monitoring delays or failure to detect an event may occur [22] , [23] , [34] . Long sleep times are not feasible for many important monitoring networks. For example, in fire monitoring or event monitoring, if the sleep time is too long, an event may occur while the node is sleeping and will not be detected [34] . If the sending node must transmit data when the nodes are sleeping, it must wait for other nodes to wake, thereby increasing the data transmission delay. Many studies have also been conducted on the network layer. In terms of energy consumption, researchers have investigated the balancing of the energy consumption in the network to avoid premature node death due to excessive energy consumption [41] .
The research on the energy savings of these sensor nodes is based on the assumption that the energy consumption of the battery is ideal and linear. However, the discharge process of the battery is a nonlinear process [42] . The battery provides electricity via an electrochemical reaction between the electrode and the active material near the electrode. When the active material in the vicinity of the electrode has been exhausted, there remains active material far from the electrode, thereby establishing a concentration gradient. When the battery comes to a rest, the active material will automatically diffuse to the electrode, thereby supplementing part of the charge. We call this phenomenon the recovery effect [42] and this idle time the recovery time. Therefore, considering the inherit electrochemical properties, minimizing the charge consumptions of a battery-powered system is not equivalent to maximizing the battery's lifetime [42] , [43] . The network lifetime can be improved via optimizing the characteristics of the batteries. Hence, it is possible to obtain more energy by artificially inserting an idle time between two packages.
In recent years, the electrochemical behavior of batteries has been investigated extensively [10] and studies have demonstrated that batteries have two characteristics: nonlinearity and the recovery effect. In these studies, researchers have conducted many experiments to model the properties of batteries. By modeling the battery properties more accurately, these researchers can use the established models directly for further optimization. The main studies on the modeling of battery properties are summarized as follows: In [44] , the authors propose an accurate analytical charge-based model for simulation experiments for bounding the battery recovery time. In [45] , another explanation is proposed: the battery will accumulate unavailable electricity during the discharge process and when the battery is idle, namely, during the enough inserted idle time for recovery, this unavailable electricity can yield at least 60% recovery. We assume that by inserting a recovery time that approaches infinity, 100% recovery can be realized from the unavailable electricity.
After the above battery model was proposed, studies were conducted on improving the node lifetime based on the nonlinearity and recovery effect of the battery. Although many studies on the nonlinearity and the recovery effect in the node were conducted, the primary method that was used in these studies was to insert a sufficiently long rest time; hence, the battery could be considered an ideal linear-time power source [44] , [45] . Therefore, the proposed research focuses on how to insert a suitable rest interval between two adjacent tasks of the node to restore the energy of the battery. For example, studies have focused on setting the sleeping time in a duty-cycle-based network equal to the time that is required for battery recovery or inserting a time interval between two adjacent tasks during task scheduling so that the battery can realize the maximum recovery. These studies can be categorized as a type of active battery energy recovery research. Because in such research, the working interval of nodes and the duty cycle are not determined according to the requirements of the nodes, but must be inserted artificially according to the attributes of the batteries so that the battery energy can be restored and the node lifetime can be extended. However, due to artificial insertion of a recovery time, the performance of the network may deteriorate. In addition, this type of method mainly considers the extension of node lifetime, but not the operation of the nodes. Therefore, it is difficult to apply it extensively to sensor operations. As a result, according to battery-friendliness research, instead of inserting a recovery time artificially, the normal operation of the node should be combined with battery-friendliness, which can extend the lifetime of the node and improve the performance of node operations.
Data routing is the most important recurring operation in a wireless sensor network; hence, its performance has a substantial impact on the network performance. Although various approaches that are based on battery-friendliness have been proposed [43] , [45] , the main method is to insert a battery recovery time to restore the battery energy compulsively, which will affect the routing. In this paper, we propose an effective battery-friendly relay selection scheme that prolongs node lifetime and maintains satisfactory network routing. The main contributions of this paper are as follows:
(1) A battery-friendly relay selection (BFRS) scheme is proposed for prolonging and maintaining higher routing performance. Unlike previous routing strategies, in the BFRS scheme, we transform the optimal relay node selection problem into a multiobjective optimization problem. That is, the relay node is selected according to a multiobjective optimization factor that combines the distance between the forwarding node and sink node with the remaining energy of the forwarding node and its recovery time. Because these three factors are difficult to optimize simultaneously, we propose a weighted multiobjective optimization scheme. The BFRS scheme differs from the previous battery-friendly scheme, which does not require active battery recovery time. It optimizes the network based on the natural laws of the network without disturbing its normal operation. Therefore, it can be easily applied to existing schemes and has greater application prospects.
(2) According to the results of comprehensive experiments, the proposed scheme has three main advantages over the previous traditional method under the specified conditions: The BFRS scheme can (a) effectively restore the battery's energy by 102.99% compared to the traditional method; (b) increase the network lifetime by 46.17%; and (c) increase the amount of transferred data by the network by 55.63%.
The remainder of this paper is organized as follows: In Chapter II, the related work is introduced. The system model is described in Chapter III. The problem is also stated in this section. In Chapter IV, the design details of the BFRS scheme are presented. Chapter V presents the experimental results and analysis of the BFRS scheme. Finally, Chapter VI provides the conclusions of the study.
II. RELATED WORK
With the development of microelectronics technology, the manufacturing process of sensor nodes is becoming increasingly advanced and sensor nodes are becoming increasingly small. The nodes are becoming increasingly powerful and their application scope is becoming increasingly extensive. Thus, sensor nodes are becoming one of the important basic components of the IoT [46] [47] [48] [49] [50] . Since each sensor node is powered by a battery, the capacity of the battery is limited in terms of the manufacturing cost, and many sensor nodes are placed in positions that are difficult for people to reach, it is unrealistic to replace exhausted batteries. Therefore, to extend the network lifetime, many studies focus on reducing the energy consumption in the network, thereby extending the lifetime of the nodes as much as possible [55] , [56] .
Researchers have demonstrated that the most energyconsuming stages of sensor nodes are data transmission, reception, and idle waiting [1] . Among them, the most energy is consumed for data transmission, followed by data reception and idle monitoring. To reduce the energy consumption of nodes, the most commonly used method is the working mode of the duty cycle [1] , [34] . In a duty-cyclebased WSN, the nodes periodically sleep/wake [34] . When a node is in the sleep state, its wireless device is turned off and its energy consumption is reduced substantially to only 1/100 or even 1/1000 of that in its awake state [1] . Therefore, the node's sleep time should be as long as possible. However, if the node is sleeping, it cannot communicate, nor can it sense or monitor the surrounding environment, which may cause missed events and failure to monitor physical phenomena and increase the delay of data communication. Because the sender must wait until the receiver wakes up to communicate when the sender wants to send data, the receiver node being in a sleep state increases the energy consumption of the sender and increases the communication delay [1] , [34] . Thus, in such a network, selecting an appropriate duty cycle is an important optimization issue. Networks differ in terms of their optimization objectives. For data communication, as short of a duty cycle as possible should be selected to minimize the data communication time and communication delay [34] . In [57] , a scheme is proposed for selecting optimal duty cycles based on the size of the data volume that a node must send. In their strategy, the length of the node's duty cycle is determined by the size of the data volume that the node needs to send: If a node must send a large amount of data, it will take a long time for data transmission and its selected duty cycle should be longer. Conversely, a shorter duty cycle should be selected for nodes that only need to send a small amount of data to save energy. However, this scheme does not consider that in a network, a node that is near the sink area must transmit a large amount of data; hence, its selected duty cycle is long and its energy consumption is high. A node that is farther away from the sink must transmit less data; hence, its energy consumption is lower. If a shorter duty cycle is set at this time, its delay will increase. The opposite strategy is proposed in [34] : an optimized duty cycle is used in a region where the node must transmit a large amount of data and in a region that is far away from a sink, a node that must transmit only a small amount of data instead adopts a longer duty cycle. In this way, the total consumption of the network nodes can be balanced. Because nodes in the region that is far away from the sink adopts a longer duty cycle, the data transmission speed is high and the delay is small, thereby improving the network performance.
The requirements of a sensor network are often multidimensional and involve not only reducing the energy consumption. Therefore, reducing the energy consumption and prolonging the network lifetime are often linked with other optimization objectives of the network, which must be comprehensively realized. An important function of a sensor network is to monitor the environment and events and send the sensed data to the sink so that the events can be processed quickly [5] . Therefore, in addition to saving energy, it is necessary to timely monitor events or physical phenomena and transmit the sensed data to the sink quickly. For delayed data, multihop data routing often causes serious losses because emergency information cannot be transmitted in time to the control center for decision-making [5] . In practice, it is often necessary to consider the multidimensional quality of service (QoS) requirements of nodes and sometimes these multidimensional QoS requirements are combined with energy savings. In [58] , a comprehensive routing algorithm is proposed that combines energy savings and delays. They also investigate a sensor network of the duty cycle. Therefore, when a sender node wants to transmit data to the sink, its relay node selection becomes challenging. Due to the periodic sleeping/waking of the node, when the sender wants to send data, the nodes that are near the sink in the forwarding node set may be in the sleep state; hence, there are two choices for the sender: continue to wait or select a node that is farther away and awake for data transmission. An advantage of continuing to wait is that when the node that is closest to the sink wakes up, the one-hop forward distance is the longest; hence, the data can be transmitted to the sink with fewer hops. However, the wake-up time of the relay node that is nearest to the sink is uncertain. This may result in a long wait until the node that is nearest to the sink wakes up; hence, its delay may be longer. Moreover, if the first wake-up node is selected and the one-hop-forward distance is very small, additional hops are necessary for transmission to the sink and the delay is also long. In [58] , this problem is converted into a multiobjective optimization problem and a corresponding solution strategy is proposed.
The energy saving and distance optimization strategies that are discussed above are often utilized in the design of routing strategies. In the proposed routing strategies, energy savings in routing is an important consideration. Energy balance is also a key factor in the routing strategies. In other words, the minimum energy consumption for the transmission of unit data and the energy consumption balance are the most important considerations in the routing strategies. Many studies have been conducted in this area. Since the wireless channel decays very fast with distance, the wireless channel transmission reliability is most closely related to the transmission distance and the transmission power. Researchers have proposed a method for optimizing the transmission power for the transmission of unit bit data; the sensing node is guided to use the optimized transmission power when transmitting data to minimize the energy consumption of transmission [39] . In addition, the energy consumption balance is considered in the routing and the nodes that have the largest amount of energy remaining are typically selected to avoid the premature death of nodes due to unbalanced energy consumption.
For addressing the energy shortage problem of sensor nodes, researchers have proposed the adoption of energy harvesting wireless sensor networks (EHSNs), which can absorb energy from the environment [20] . In such networks, the power component of the node adds devices that collect energy from the surrounding environment, such as solarpowered sensor networks that are equipped with solar panels that absorb solar radiation and convert it into electricity. Other similar sensors are available that absorb energy from the environment, such as vibration and wind sensors that absorb the energy of vibration and wind, respectively, from the environment. In EHWSNs, because energy is absorbed from the surroundings, it is possible for the WSN to operate indefinitely. However, this network and the networks that were considered in previous research differ in terms of energy usage: if the surrounding environment provides sufficient energy, the main focus is no longer saving energy, but following the so-called neutral energy use principle [20] , namely, the objective is to make full use of the energy that is absorbed from the surroundings to maintain the performance of the WSN, rather than to save energy. For example, for a solar-powered sensor network, when the solar radiation is sufficiently strong, its solar panel can absorb a substantial amount of electricity. However, due to the limited battery capacity, making full use of the absorbed energy to improve the network performance is a superior strategy compared to saving energy [20] . In such a network, although it is possible to absorb electricity from the surroundings, it is necessary to add new energy absorbing equipment, which increases the cost; thus, saving energy is also helpful for reducing the cost of nodes [20] .
The previous studies assume that the battery has an ideal linearity property and the battery's energy is fixed. As a result, the remaining energy is the D-value between the initial energy and the consumption. However, according to many studies, the behavior of the battery is not linear. The proposed approaches are battery-friendly, which means that if the battery is used and subsequently rested, the energy of the battery can be partially restored, thereby extending the working time [44] , [61] . VOLUME 7, 2019 Studies have been conducted on using battery-friendliness to prolong battery lifetime. The main strategy that is used in these studies is to insert a proper rest time between adjacent tasks that use the battery so that the battery can be partially restored to improve the lifetime of the node. Current batteryfriendliness research focuses on the following aspects: (1) Periodic sleep/wake. In a duty-cycle-based WSN, let the sleep time of the node be equal to the rest time of the battery. The battery energy of the node can be better recovered to extend the node's lifetime. However, the duty cycle that is required for the application does not have the same as the cycle time as that required for battery recovery. Therefore, techniques are needed for optimizing the performance of the battery. (2) In task scheduling, a sensor network is a distributed network of many nodes. When assigning tasks to nodes, the network can adopt a rotational approach, which enables a subset of the nodes to perform the task while the remaining nodes rest to partially restore their energy. After a period of time, the working node will also rest to restore energy while the forwarding task is being completed. This will effectively improve the lifetime. For example, Li et al. [45] combined the battery-friendliness characteristics of batteries to propose a battery-aware task scheduling algorithm that rearranges the tasks of sensor nodes for periodic applications.
Although various battery-friendliness studies have been conducted on batteries, the main feature of these studies is the artificial insertion of a recovery time between the adjacent operations of the nodes to make the nodes satisfy the battery-friendliness characteristics. Although the lifetime of the nodes is improved, the performance of the network will be affected in other aspects, which is rarely considered in the previous strategy. In this paper, we propose a routing strategy that is based on node battery-friendliness, which is the most commonly used strategy in WSNs. Therefore, if we can increase the network lifetime via this routing strategy, the performance of WSNs will be improved substantially.
III. SYSTEM MODELS AND PROBLEM STATEMENTS A. SYSTEM MODEL
The network model that we used is a common network that monitors events or physical phenomena and is similar to [3] , [22] , and [23] . The network is a circular network, which is illustrated in Figure 1 . Its radius is denoted as R and n sensor nodes are deployed in this network. These nodes are represented by {v 0 , v 1 , v 2 , . . . , v n }, where v 0 represents the sink node, which has infinite energy. The other nodes, namely, v 1 , v 2 , . . . , v n , are ordinary nodes and are powered by batteries. Events or physical phenomena occur randomly in the wireless sensor network with probability λ; hence, the probability that nodes capture data is λ. Sensor nodes in this network send data to the sink node in a multihop manner and the sink node connects to the Internet via wired networks so that the information that is sensed by this sensor network can be obtained in a timely manner. The network lifetime is typically defined as the lifetime of the first dead node in the network [59] [60] [61] .
B. BATTERY MODEL
The battery model that we used is similar to those in [42] [43] [44] [45] . The main description is as follows: Consider the operating current of the wireless sensor network as a series of N constant currents, which are represented by I 1 , I 2 , I 3 , · · · , I N , where I k is the current of the k-th task, which is performed at time t k and is of duration k = t k+1 − t k . According to the battery model that was proposed in [44] , the lifetime of the battery, which is denoted as L, can be expressed as follows:
where α is the total energy of the battery when it is fully charged and β indicates the nonlinearity of the battery, which refers to the extent to which the diffusion process depends on the speed of the discharge; if β has a higher value, the battery will exhibit higher performance. The electricity consumption, which is denoted as σ (t), during battery operation can be calculated via Eq. (1), which is also a formula for calculating the battery energy consumption at time t.
The amount of consumed electricity, namely, σ (t), consists of two parts in the formula: the permanent loss of electricity, which is denoted as r(t), for the completion of the task, which is a linear function of I k and k , and the unavailable electricity, which is denoted as u(t), that is produced continuously during the work process, which is nonnegative and nonlinear; hence, u (t) = σ (t) − r(t). This electricity component is wasted due to being unusable.
According to Eq. (2), if T is the deadline for completing a series of tasks, the objective of our study is to minimizeσ (t) prior to T . · According to Eq. (1) and Eq. (2), σ (0) = 0 and σ (L) = α.
· The unavailable electricity, namely, u (t), is a monotonically decreasing function of β and t. Assuming that β → +∞, the unavailable electricity, namely, u (t), in Eq. (1) and Eq. (2) can be neglected. At this time, no nonlinear phenomenon occurs; hence, the battery exhibits better performance and u (t) is smaller.
C. BATTERY BEHAVIOR
In practice, parameter β is finite. Therefore, the second items of Eq. (1) and Eq. (2) cannot be neglected and the battery must have nonlinear characteristics [43] [44] [45] . Specifically, the following two battery behaviors are exhibited:
(1) Nonincreasing current profile effect: This refers to the operation of the battery if the operation of the small current is arranged behind the operation of the large current, namely, the node can save energy when the current is not incrementally scheduled. In contrast, if the operation of the large current is arranged behind the operation of the small current, the battery energy consumption of the node will increase. The nonincreasing effect of the current is observed in the experimental scheme of [45] .
(2) Recovery Effect: As expressed in Eq. (2), the amount of consumed electricity consists of the electricity that is permanently lost, which is denoted by r (t), due to the work loss and the unavailable amount, which is denoted by u (t), due to the work process. If the amount of unavailable electricity, namely, u (t) is larger, the amount of available electricity, namely, s (t) = α − σ (t), will be smaller. If the battery continues working, the unavailable electricity, namely, u (t), will continue to increase. However, if an idle time, which is denoted as p, is inserted after a task, a portion of the unavailable electricity can be converted into usable energy, thereby increasing the available energy of the battery and effectively improving the node lifetime. According to [43] , the recovery effect of the battery is illustrated in Figure 2 . If the battery is in continuous discharge, its available energy will continue to decrease rapidly (the continuous discharge model is illustrated in Figure 2 ). If the periodic discharge model is used, after the battery has been discharged for a period of time and rested, the battery can recover a portion of the energy. If the process is repeated, the lifetime of the battery under the recovery effect mode will be t recovery−effect in Figure 2 , which makes full use of the recovery effect. As shown in Figure 2 , the lifetime of the battery under no recovery effect is t no−recovery−effect and t recovery−effect > t no−recovery−effect ; as a result, fully utilizing the recovery effect of the battery can effectively improve the lifetime of the node.
D. PROBLEM STATEMENTS
Our objective of this paper is to design a battery-friendly wireless sensor network forwarding scheme for improving the data routing performance under the premise that the unavailable energy can be restored. The main objectives of the battery-friendliness-based relay selection (BFRS) scheme that is designed in this paper are as follows:
(1) Maximizing the network lifetime The network lifetime has been defined above as the lifetime of the first dead node in the network [59] [60] [61] . According to the above network model, there are n nodes in this network. Suppose that the initial energy of the i-th node is E i 0 and the average consumption per unit time is γ i . According to its definition, the network lifetime should be the minimum lifetime among all n nodes. Our objective is to maximize this value, which can be expressed as follows:
(2) Maximizing the total amount of energy that can be used by each node According to many studies, batteries have a batteryfriendliness property: if a node operates continuously, its lifetime drops rapidly; however, if the node operates for a period of time and subsequently rests for a short period, a portion of the electricity that is unusable will be converted into usable electricity for the node. The amount of electricity that is generated in this way is called the restored energy or recovered energy. The lifetime of the node is denoted as L and L is divided into N small periods. We seek to maximize the energy that a node can use, which is equivalent to maximizing the sum of the currents I 1 , I 2 , I 3 , · · · , I N of the N small periods.
It is assumed that the total energy, namely, E all , that can be used by the nodes in the network is the sum of the energy that is available to each node in the network.
Then, the maximum amount of energy that can be used in the network can be expressed as follows:
where I i k represents the operating current of the i-th node in the wireless sensor network at time t k .
(3) Minimizing the delay in data transmission to the sink. The data transmission delay is the D-value between the time at which the packet is generated and the time at which it is received by the sink. Therefore, the delay consists of several components. First, the packet has a delay on each node, which mainly consists of the following: (a) Reception delay. This refers to the time that is required for a node to receive packets from the network interface into memory. (b) Processing delay. After data are received, they must be processed and forwarded, e.g., for data verification or data fusion. (c) Queuing delay. This refers to the delay due to waiting in the transmission queue that may be encountered when the data are being forwarded. (d) Transmission delay. This refers to the time that is required for transmitting the data packet. Since the packet will undergo multihop routing to the sink, each node in the routing process will have to undergo the above process. If the same data transmission method is used, the delays that are produced by the packets on each node will be approximately the same. Therefore, the most important factor in determining the delay in data transmission is the number of hops of packets during routing. If the node that is closest to the sink is selected each time as the relay node, the hop count of the packet route is the smallest; hence, the delay is small. Therefore, our third objective in this paper is to minimize the delay of the packet in reaching the sink. Assume that d i k denotes the delay of packet p i at the k-th hop of the routing process. Then, the delay of packet i in reaching the sink is k∈Path d i k , ∀p i and the minimum is expressed as follows:
The main objective of our paper is to design a strategy for optimizing the following objectives:
IV. BATTERY-FRIENDLINESS-BASED RELAY SELECTION
A. RESEARCH MOTIVATION
Definition 1 (Forwarding Node Set (FNS)):
The forwarding node set of sender node A is a collection of nodes such that within the communication range of node A, the distance between each node and the sink is shorter than the distance between node A and the sink. As shown in Figure 3 , node A's forwarding node set is the set of nodes in the intersection area of OMS and a circle with node A as its center and r as its transmission radius. Thus, node A's forwarding node set consists of nodes B, C, D, E, and F.
Definition 2 (One-Hop Forward Distance (OFD)):
It refers to the forward distance of a sender node, such as node A, to a relay node B for data forwarding in a multiroute. The one-hop forward distance is equal to the distance from node A to the sink minus the distance from node B to the sink.
In multihop routing of a wireless sensor network, the selection of the relay node is a key factor in determining its performance. In various routing strategies, the sender selects an optimized relay node from FNS according to evaluation criteria. The most important criteria for routing performance are as follows:
Strategy 1: Select the node that has the maximum one-hop forward distance as the relay node.
One of the most important criteria for selecting relay nodes is the one-hop forward distance. Relay nodes that have a larger one-hop forward distance should be selected so that packets can reach the sink via fewer hops and with a shorter delay. As shown in Figure 3 In the past, the battery-friendliness property of batteries was seldom considered in routing; hence, the routing performance was not optimal. When considering the batteryfriendliness property of batteries, the node that corresponds to the most recovered energy should be selected as the relay node, which can effectively prolong the lifetime. Figure 4 (a) presents the energy consumptions and the recovery situations of nodes B, C and E, in which t 1 represents the time at which node B begins to rest, t 2 represents the time at which node E begins to rest, t 3 represents the time at which node C begins to rest, and t x , t y , and t z represent the times at which nodes B, E and C, respectively, reach the maximum recovery. Node B's one-hop forward distance is equal to node E's onehop forward distance, namely, x b = x e . If sender A sends packets at time t x , it must select a relay node. At time t x , node C has the shortest resting time; hence, the amount of recovered energy is the smallest. Node E's resting time and the corresponding recovered energy are moderate. Node B has the longest resting time and the most recovered energy. Therefore, when the one-hop forward distances are equal, the optimal choice is to select node B as the relay node.
However, it is not always so simple in practice. Sometimes, the node that has the largest one-hop forward distance and the node that has the largest recovered energy are not the same node. Therefore, the selection of the relay node becomes complicated. In such cases, the residual energy of the node is considered as the third factor when selecting the relay node.
Strategy 3: Select the node that has the highest residual energy as the relay node.
The node that has the highest residual energy should be selected when there are two nodes for which both the onehop forward distance and the recovered energy are the same.
However, in practice, the selected relay node does not always optimize several indicators simultaneously; hence, relay node selection is complicated. As shown in Figure 4(b) , if the available energy of node E does not follow the curve that is labeled as E in the figure but the energy curve that is labeled as E', the selection of the relay node is complicated. Node B and node E have the same one-hop forward distance, but in terms of energy, node B has attained its maximum recovery at t x , while node E' has not attained its maximum recovery. Therefore, if node E' is selected as the relay node, the energy that this node can recover will be reduced. Although node B's energy has been restored to the maximum, node B's residual energy at t x is lower than that of node E'. Therefore, if node B is selected as the relay node, the energy consumption may be unbalanced, which will affect the network performance.
As shown in Figure 4 , node C has the largest residual energy and recovered energy at time t x ; however, when node C is used as the relay node, its one-hop forward distance is the smallest, which may result in more hops and more energy needed to reach the sink. Although the one-hop forward distance of node E is the longest among its forwarding node set, the residual and recovered energies of node E are lower than those of node C. The selection of the relay node is a multiobjective optimization problem. Table 1 lists the amounts of energy that can be recovered, the one-hop forward distances, and the amounts of remaining energy after the node acts as a relay node under various strategies. According to Table 1 , the one-hop forward distance of the node is determined by the location where it is deployed and the amount of energy that is recovered by the node and the residual energy are related to the relay node selection. In many cases, it is difficult to select a relay node that satisfies the three performance objectives simultaneously: the largest one-hop forward distance, the most recovered energy and the maximum residual energy. Therefore, it is necessary to synthetically optimize the multiobjective problem and select a relay node to improve the network performance. However, in previous relay node selection methods, the restoration energy is seldom considered, which is not conducive to the optimization of network performance. As a result, a battery-friendliness-based relay selection (BFRS) scheme is proposed for improving the network performance in this paper.
According to the table,
Next, we will design the routing algorithm in terms of the current state of the node and the one-hop forward distance of the next hop.
B. LONGEST RECOVERY RELAY SELECTION SCHEME
The battery's energy recovery properties have been identified by many studies [43] : When the battery is resting, the energy that is recovered can reach 60% of its unavailable energy. The energy recovery curve of the battery is shown in Figure 5 . When the battery begins to recover, the energy that is recovered by the battery increases. However, after time T x , the energy that is recovered by the battery approaches a maximum value; hence, the recovery effect of the battery can be neglected after this point has been reached. According to the battery's recovery effect, if the battery has worked for a period of time and is selected again as the relay node without a rest, the node can recover little energy. In contrast, if the battery has been given a short break, the recovered energy will be substantially higher. For a node with a rest time that exceeds T x , the recovered energy no longer grows substantially. Therefore, based on a reasonable recovery time, we propose the longest recovery relay selection (LRRS) scheme. 
To prolong the network lifetime and make full use of the battery-friendliness characteristic of the battery, we add an attribute to each sensor node in the network to represent its resting degree and select the node that has the optimal resting time for data forwarding so that the node lifetime can be extended. The algorithm is as follows:
We will evaluate the effectiveness of the longest recovery relay selection (LRRS) scheme that was proposed in this section via experiments. According to the recovery performance of the battery, we assume that the recovered energy is proportional to the rest time of the node and specify the method for calculating the recovered energy as Eq. (8):
Therefore, the recovered energy and the recovered weight for each phase of the battery are set as listed in Table 2: In the table. t a and t b are two times within 0 ∼ t r . In the experiment, the energy and weight of the node are recalculated at times t a , t b and t r to complete the recovery operation. The two relay selection schemes that are compared in the experiment are as follows:
(a) The shortest relay selection (SRS) scheme: When a node receives a new data packet, it selects a living node that is as far away as possible within its transmission radius as the relay node of the next hop. (b) The longest recovery relay selection (LRRS) scheme: When a node receives a new data packet, the node that has the largest w i in its transmission radius is always selected as the relay node of its next hop.
In this experiment, there are 500 nodes in the wireless sensor network and the radius of this network R = 400 m. The probability of packets being generated by each node is set to 1/4; hence, only 1 4 n nodes will generate packets. According to the above selection schemes, we obtain the coordinates of n sensor nodes and their total energy consumption (excluding their unavailable energy that is expended in the completion of work). We calculate the average value of the actual energy consumptions of all sensor nodes in each region; the results for the regions that correspond to distances of (0, 50], (50, Figure 6 .
According to the figure, the average energy that is consumed for work by adopting this LRRS scheme in each range is lower compared to the SRRS scheme; hence, we change the sending radius of the nodes in the network to obtain Figure 7 . According to the above experimental results, the relay node is the node that has the longest rest time, namely, the maximum energy recovery. Although this can make the whole network recover a large amount of energy, it is not necessarily an effective method. The reason is that if the node that has the maximum recovered energy is selected as the relay node in each selection, the node that is selected is not necessarily the nearest node to the sink, which leads to a small forward distance and causes more hops to be needed to reach the sink. The energy consumption of a package that is arriving at the sink will also increase; as a result, the lifetime will not be effectively improved. In addition, the node that has the largest amount of recovered energy is not necessarily the node that has the largest amount of remaining energy. Therefore, it may lead to the selection of nodes with small residual energy and cause the nodes to die prematurely. Thus, this approach, in which only the recovered energy of the node is considered, is not necessarily the best method for selecting the relay node. In the next section, we will propose an optimized selection scheme that combines multiple attributes.
C. BATTERY-FRIENDLINESS-BASED RELAY SELECTION SCHEME
In Section B, we adopted the LRRS scheme. When choosing the relay node, we select the best recovered node for data forwarding. Although it restores more energy to the whole network, according to the wireless sensor network data forwarding graph in Figure 3 , this scheme may make the onehop forward distance smaller, thereby resulting in more hops being needed to reach the sink, which consumes more energy and increases the time for the packet to reach the sink node. Therefore, when selecting the relay node, we cannot consider only the recovery time. In this section, we proposed another scheme, which integrates three attributes, namely, the residual energy, the length of the rest time and the one-hop forward distance, for selecting the node:
We use R i = e i,l , t i , d i to represent the current attribute of node v i , where e left , t i , and d i represent the residual energy of node v i at the current time, the length of time that node v i has rested and the current one-hop forward distance if the relay node is selected, respectively. P i denotes the forwarding node set. ℵ = |P i | denotes the number of nodes in the forwarding node set of node v i .
The relay selection strategy for node v i is to select an optimized node from P i as the relay node. The selection of the relay node is a multiobjective optimization problem. Therefore, we use the comprehensive weighted optimization method to select the relay node that simultaneously optimizes the remaining energy, the recovered energy and the onehop forward distance. Let w i denote the weight of the i-th optimization objective. In this paper, k 1 , k 2 , and k 3 denote the weights of the residual energy, the restored energy and the one-hop forward distance of the node, respectively. The comprehensive optimization target value is expressed as Eq. (9):
Algorithm 2 Battery-Friendliness-Based Relay Selection Input:
Output: the relay node v j //Select an optimized relay node for the forwarding node set P i of node v i 1: Max_vale=0, Opt_node=NULL // Opt_node is the selected optimized relay node number 2: For each forwarding node v k in P i Do 3: get e k,l , t k , d k of node v k ; 4: compute the recovered energy e k,r of v k via Eq. (11); 5: compute Q k using Eq. (10) (9), e i,l , e i,r , and d i represent the remaining energy at the current time of node v i , the recovered energy and the one-hop forward distance, respectively; f 1 , f 2 , and f 3 represent the conversion function; e i,l , e i,r , and d i are converted to target values of uniform dimension by f 1 , f 2 , and f 3 , respectively, for relay selection. Suppose that the attribute i = e i,l , t i , d i of neighboring nodes can be obtained via information exchange between neighboring nodes and d i of the nodes in the attribute group cannot be changed. Hence, after the network has been deployed, the one-hop forward distance, namely, d i , is determined. However, the remaining energy, namely, e i,l , of node v i and the recovery time t i only can be obtained via information exchange between nodes. In most routing strategies, it is assumed that the energy consumption information between neighboring nodes can be obtained via information exchange between nodes. Therefore, this paper also assumes that the attributes between neighboring nodes are also available. Thus, sender node v k knows the time when neighboring node v i started to recover most recently. Similarly, we assume that the recovery time is proportional to the recovered energy. Then, we can calculate the current recovered energy of v i via Eq. (8) .
Now, we present the battery-friendliness-based relay selection (BFRS) algorithm as Algorithm 2.
The BFRS scheme and the SRS scheme are compared experimentally.
The experimental setting is the same as the experimental scheme in Section B. The total energy consumptions of nodes at various distances from the sink are compared (excluding the unavailable energy that is expended in the completion of work) by calculating the average values of the actual energy consumptions of all sensor nodes in the regions that are of distances (0, 50], (50, According to the experimental results, the actual total energy consumption of a WSN that adopts the BFRS scheme is significantly higher compared to the traditional shortest routing algorithm; hence, the nodes in the network that uses the BFRS scheme carry out more data transmission work. Then, we change the number of nodes in the network and then repeat the experiments; the results are shown in Figure 8 First, the average working energy of each node within the range of (0,50] to the sink has been significantly increased; hence, the sink node receives more packets prior to reaching the network lifetime. Then, we repeat the experiment to ensure the accuracy of the experiment. We change the sending radius of the sensor nodes and calculate the average energy that is consumed for work, which is shown in Figure 9 : The average energy consumption of this network is higher than that of the network that uses shortest relay selection in any region; hence, the total energy of the nodes in this network and the number of packets that are received by the sink node do not improve substantially after the adoption of BFRS. To demonstrate that this scheme outperforms the LRRS scheme, we compare the LRRS scheme with the BFRS scheme again and obtain Figure 10 . BFRS performs well under various node densities and sending radii.
In summary, the total energy that is available to the nodes in this network and the number of data packets that are received by the sink node under the BFRS scheme are higher compared to the SRS scheme and the LRRS scheme. In the next chapter, we will analyze the performance of the algorithm and present the corresponding data.
V. RESULTS AND ANALYSIS
In this section, we will compare the BFRS scheme that was proposed in the previous section with the traditional SRS scheme and the LRRS scheme from five aspects, namely, the network lifetime, network energy, recovered energy, transmission data volume and network delay, and calculate the improvement in each index.
A. SETTING OF THE EXPERIMENTAL PARAMETERS
Consider a circular network with a network radius of R = 400 m in which there are 500 sensor nodes that are randomly distributed with a sending radius of r = 100 m. Assuming that in each round, all of the nodes in this network generate a packet that must be transmitted to the sink node via a routing algorithm, the time at which each packet is generated is random within [0, 100] minutes after the current system time, and only 1/4 of the nodes in the network generate data packets. According to the sending radius and the network radius, if an edge node in the network wants to send data, it will go through at least four hops to arrive at the sink node. We assume that the time that is required for each data transmission is 10 minutes. To ensure that as many packets as possible can arrive at the sink node in the current round, we set the length of each round to 150 minutes. Therefore, even if a packet is generated 100 minutes after the current time, we can guarantee that it still has a duration of five hops to transmit the packet to the sink node.
In Chapter III, we discussed the battery recovery effect: if the battery is idle for a sufficiently long duration, the deliverable energy in the battery can replenish itself.
However, according to a series of experiments, there is a saturation threshold for the idle time of the battery for recovery [62] , beyond which additional idle time contributes little to the recovery of the battery. Based on the experimental results, we assume that when the node works for 10 minutes, it can recover 60% of its unavailable energy after 7 minutes of rest, namely, t r = 7 min. In addition, because when the battery is idle the energy consumption of it is much lower than when it is working, we neglect this part of the consumption in this paper. We set other values as follows: β = 0.587 min −1/2 , α = 32500 mA − min, and t = 10 min.
Consider the operating current as a small constant current of small length. Combined with the nonincreasing effect of the current, the working current {I 1 , I 2 , I 3 , I 4 } and the duration of each current { 1 , 2 , 3 , 4 } obtained, which are listed in Table 3 . Substituting α, β, t, {I 1 , I 2 , I 3 , I 4 }, and { 1 , 2 , 3 , 4 } into Eq. (2) yields the energy that is consumed by the node for each task, which includes the permanently lost energy that is consumed by performing work and the unavailable energy that is generated via work.
In this paper, OMNeT++ is used to simulate and perform operations by setting various message types. For example, when the received message is a self-message for starting the next round, we will start a new scheduled task and the node will redetermine whether to generate a data packet within the specified time. If we receive a self-message of a new packet, we must convert its message type and send it out. When the next node receives the message, it can be forwarded directly by identifying the message type. When the simulation ends, the coordinates of each node in this network and the actual consumed energy (excluding the unavailable energy that is consumed in the completion of work) are output. 
B. NETWORK LIFETIME
When the number of nodes in the current network is 500, 600, 700, or 800, we calculate the network lifetime when using the SRS, LRRS, or BFRS scheme and plot it as a line chart in Figure 11 . We change the transmission radius to obtain another line chart, which is shown in Figure 12 . We compare the calculated network lifetime of the BFRS scheme with those of the SRS and LRRS schemes. The network lifetime that adopts the BFRS scheme is longer compared to the SRS and LRRS schemes.
The network lifetime of LRRS is 4.42% longer than that of the SRS scheme under various numbers of nodes in the current network; however, the difference is small. In addition, the network lifetime of the BFRS scheme is increased by 60% compared to the SRS scheme.
In Figure 12 , when the sending radius of the node is 90, our simulation results demonstrate that the LRRS scheme is outperformed by the SRS scheme in terms of the network lifetime, while the BFRS scheme significantly improves the performance under the four sending radii that we chose. It is demonstrated by calculation that the lifetime of BFRS is 51.26% longer than that of SRS, but that of LRRS is only 5.35% longer than that of SRS. According to the calculated data, the BFRS scheme has a longer network lifetime than the SRS scheme when the density of the nodes and the sending radius of the nodes are changed.
C. NETWORK ENERGY
In this article, we mainly considered the performances of various schemes when the first dead node in the network appears. For a more intuitive comparison of the total network energy using these three schemes, we sum the actual energies that are consumed for work over the all nodes in this network and obtain the statistics that are shown in Figure 13 and Figure 14 . for the network, it is substantially outperformed by the BFRS strategy. The results for BFRS demonstrate that the total energy of all nodes in this network is not only increased substantially but also relatively stable.
Overall, for various node densities, the energy consumption of the network under the BFRS scheme can be increased by 109.68% on average, while that of the LRRS scheme can be increased by 12.78%. For a wireless sensor network with various sending radii of sensor nodes, the energy consumption of network under the BFRS scheme can be increased by 92.79% on average, compared to only 12.60% under the LRRS scheme. Thus, the BFRS scheme has higher application value.
Next, we input the node coordinates and the energy that is consumed for work when the first dead node appears in the network into MATLAB and use MATLAB to calculate the energy consumption of all nodes in this network to obtain the following three-dimensional graphs. Then, we observe the energy consumption that correspond to various network lifetimes under three schemes.
According to the above four groups of graphs, the BFRS exhibits superior performance under various node densities. For the first two schemes in Figure (a) and (b) , there are many small scattered peaks. The yellow part in the middle reflects the energy consumption of the nodes that have longer working times because the node that is nearest to the sink node often takes on the last hop of data forwarding and the working frequency is higher than that of a node that is at the edge of the network. Thus, it is often the first to die, which is observed in the simulation. When the entire wireless sensor network forms an energy hole, the nodes that are near the sink have often died. The wireless sensor nodes that are far from the sink node or close to the edge of the network remain active and can sense the surrounding information and forward the data out. As a result, packets cannot reach the sink node successfully in this scenario. Due to the limited node lifetime, the height of the yellow part in the middle is limited. Therefore, the above three-dimensional graphs should increase in density as much as possible while maintaining the existing height to maximize their available energy in the whole network. As shown in (c), the height of the yellow area does not change substantially; however, it becomes smoother. The discrete high yellow peaks in (a) and (b) approximate a curved surface such that the energy of the depressions in (a) and (b) can be fully utilized. This improvement is not only observed in the area near the sink node; the total energy consumption of this network is also smoother. We continue to change the sending radius of the wireless sensor nodes to obtain the three figures below. The results are similar to those that are shown in the above four sets of graphs and the node energy consumption in the BFRS scheme is relatively uniform, with a substantial increase in total energy compared with the SRS scheme and the LRRS scheme.
D. RECOVERED ENERGY
According to the experiments that were designed by us, the sums of the recovered energies of the three schemes are calculated when the number of nodes is 500, 600, 700 and 800 in this network. The results are shown in Figure 21 . The sending radius is changed to 80, 90, 100, and 110 to obtain Figure 22 . The line chart corresponds to the simulation results of the experimental program, which deviate from the actual situation. In practice, a wireless sensor node will slowly recover after the work stops and the process is continuous. In our simulation, true continuous recovery cannot be achieved. The recovery process can only be divided into a few small time periods. The energy is restored and recalculated multiple times; hence, the recovery value that is obtained here is smaller than in practice. In this paper, we have neglected this part of the difference because it is small. The calculations demonstrate that for a wireless sensor network with various numbers of nodes, the recovered energy in the network under the LRRS scheme is only increased by 12.62%. However, BFRS has effectively increased the recovered energy of the wireless sensor network by 111.09%.
The BFRS scheme still has an advantage when the transmission radius of the wireless sensor nodes is changed. The recovered energy of the network is increased by 93.18%, while the LRRS scheme does not increase the energy substantially. The recovered energy of the nodes under a sending radius of 90 is almost the same as that under the traditional SRS scheme and is only increased by 12.75%. 
E. AMOUNT OF TRANSFERRED DATA
We define the amount of transferred data as the number of packets that have been received by the sink when the first dead node appears in the network. The larger the value, the larger the amount of transferred data. Line charts of the statistics are presented in the following figures.
It is calculated that when there are 600 nodes in the network and the sending radius is 100 or when there are 500 nodes in the network and the sending radius of the nodes is 90, the LRRS scheme transmits less data than the SRS scheme. In other cases, there is only a small improvement compared to the BFRS scheme. According to Figure 23 , the amount of transferred data under the BFRS scheme is larger compared to the SRS scheme by 48.52%, while the amount of transferred data under the LRRS scheme is larger compared to the SRS scheme by 4.48%. In addition, according to Figure 24 , the BFRS scheme has increased the amount of transferred data by 42.93% over the SRS scheme, while the LRRS scheme has only increased the amount of transferred data by 7.68% over the SRS scheme.
F. NETWORK DELAY
To prolong the network lifetime in the LRRS scheme, we set the weight of the node that has just finished working to 0 to form the rest-work alternation mechanism. This mechanism requires a period of compulsory rest after work, which will cause the following to occur in wireless sensor networks: there are sensor nodes that can continue to operate in the sending area of the current node; however, the node that has the farthest one-hop forward distance requires more rest before it can continue to work. Considering the battery performance of the sensor node, we select the node that has the highest recovered weight for transmitting the data packet and when the weights of all nodes in the sending area are 0, we select the node that has the highest residual energy for forwarding the data. Because of this prioritized selection mechanism, there is no waiting state of a node in our LRRS scheme and there is no transmission delay compared with the shortest routing algorithm. That is, the current node selects the relay node and sends it immediately after receiving the data packet.
In the BFRS scheme, this mechanism is also adopted, which is called ''send-as-you-go''. Similarly, there is no transmission delay; however, the node selection method is changed to the comprehensive weight selection method and different values of the recovery time, the one-hop forward distance when the node is selected and the residual energy are considered for comprehensive selection.
As a result, based on the routing information from the simulation results, we count the average number of hops that are required from generation to reception in various scenarios, as shown in the following figures.
Obviously, the average hops of BFRS are much higher than those of SRS and LRRS. For example, when there are 500 nodes in the network and the sending radius is 100, the average hops required for packets in SRS scheme from generation to the reception is 3.83, and the average hops required for packets in LRRS scheme from generation to reception is 4.09. The average hop count of this process by adopting BFRS scheme is 5.23. Each data transmission takes a certain amount of time, so the average hop count is increased by 1.4 hops, which is equivalent to 14 minutes. Therefore, BFRS strategy can be regarded as a strategy to improve other performance metrics by sacrificing the average hop count.
VI. CONCLUSIONS
Our main objective in this paper is to maximize the network lifetime and the total amount of energy that is available for each node and to minimize the network delay. In the last chapter, we analyzed the network lifetimes of three schemes in detail and demonstrated that the BFRS scheme can improve the network lifetime by 51.26-60% under the same conditions. Based on the substantial improvement of the network lifetime, the total energy that is available in the network is also increased by 92.79-109.68%. In addition, the total energy that is recovered by the whole network is increased by 93.18-111.09% when the first dead node in the network appears. Observing at the network lifetime, network energy and recovered energy after adopting BFRS scheme, it really has a good effect, but the main work of wireless sensor network is to collect information. If only the network lifetime, network energy and recovered energy are simply increased, it cannot show its practical value. Therefore, we also analyze the amount of data transferred by the network. After adopting BFRS scheme, the amount of data transferred by the wireless sensor network is increased by 42.93%∼48.52%, which means that the sink receives more packets than that of SRS scheme. However, the core of our scheme is to weigh the onehop forward distance, recovery time and residual energy of the nodes and give these three attributes a different weight. We give higher weight values to the latter two attributes, and then network lifetime, network energy, recovered energy, transmission data volume have been improved. But it also means that the one-hop forward distance becomes a weak indicator. As a result, the average one-hop forward distance per hop decreases, and the average hop number of packets reaching the sink node increases. For example, when there are 500 nodes in the network and the sending radius of the nodes is 100, the average hops increase by 36.51%, which means that the average time it takes from the generation of a packet until it is received by the sink increases.
But we can adjust the weights of the three attributes of one-hop forward distance, recovery time and residual energy according to the actual situation to improve the performance of network lifetime, network energy, recovered energy, data volume of transmission and network delay. In fact, the index of network delay is mainly determined by the one-hop forward distance of the selected node. The larger the proportion of this attribute to the three attributes, the smaller the average hops needed from the generation of a packet until it is received by sink. The recovery time and the remaining energy are two attributes that determine the other indicators together. Therefore, how to adjust the relationship among the three attributes is also the decisive factor to improve the network performance.
