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Abstract
In this paper, we are concerned with the numerical treatment of boundary integral equations by
means of the adaptive wavelet boundary element method (BEM). In particular, we consider the
second kind Fredholm integral equation for the double layer potential operator on patchwise
smooth manifolds contained in R3. The corresponding operator equations are treated by means
of adaptive implementations that are in complete accordance with the underlying theory. The
numerical experiments demonstrate that adaptive methods really pay o↵ in this setting. The
observed convergence rates fit together very well with the theoretical predictions that can be
made on the basis of a systematic investigation of the Besov regularity of the exact solution.
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1 Introduction
This paper is concerned with the theoretical analysis and numerical treatment of integral equations
of the form
S(u) = g on @⌦, (1)
where @⌦ denotes a patchwise smooth boundary of some bounded domain ⌦ ⇢ Rd. A typical
example is given by the second kind Fredholm integral equation
SDL(u) :=
✓
1
2
Id K
◆
(u) = g on @⌦, (2)
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where
v 7! K(v) := 1
4⇡
Z
@⌦
v(y)
@
@⌘(y)
1
|·  y |2
d (y) (3)
denotes the harmonic double layer potential operator on @⌦ which naturally arises from the so-called
indirect method for Dirichlet problems for Laplace’s equation in ⌦. For details and further references,
see, e.g., [37, Chapter 3.4], as well as [7, 31, 32, 34, 41].
Indirect methods obviously provide a reduction of the problem dimension. Therefore, in recent
years, much e↵ort has been spend to design e cient numerical schemes for the solution to these kind
of equations such as, e.g., the multipole method [35], the panel clustering [27] or the adaptive cross
approximation [1]. In particular, one of the major computational bottlenecks is given by the fact that
the discretization of (1) usually leads to densely populated matrices. In this regard, wavelet-based
approaches provide striking advantages, since the wavelet’s vanishing moment property can be used
to design very powerful compression strategies [13, 38]. Although these algorithms turned out to be
quite successful when dealing with classical test problems, for real-world problems involving millions
of unknowns, it is necessary to further enhance e ciency by means of adaptive strategies. In the
meantime, fully adaptive wavelet methods which are guaranteed to converge with optimal order
have been established [12, 25]. Although reliable error estimators for boundary integral operators
exist and optimal convergence of traditional boundary element discretizations have been proven,
see, e.g., [19, 20, 23], we are not aware of any other method which is also computationally optimal.
Although the numerical experiments performed so far have been quite promising, one principle
problem remains. Besides numerical evidence, it is of course very desirable to derive rigorous
statements under which conditions the use of adaptive algorithms for (1) really pays o↵ in practice.
Given a dictionary B in the corresponding solution space, the best one could expect is that the
adaptive algorithm realizes the convergence rate of the associated best n-term approximation with
respect to B which is defined as follows.
Definition 1.1. Let G denote a (quasi-) normed space and let B = {b1, b2, . . .} be some countable
subset of G. Then
 n(u;B,G) := inf
i1,...,in2N
inf
c1,...,cn2C
     u 
nX
m=1
cm bim G
      , n 2 N, (4)
defines the error of the best n–term approximation to some element u with respect to the dictionary
B in the (quasi-) norm of G.
Since i1, . . . , in and c1, . . . , cn may depend on u in an arbitrary way, this reflects how well we
can approximate u using a finite linear combination of elements in B. These linear combinations
obviously form a highly non-linear manifold in the linear space G. Of course, to get a reasonable
result concerning the achievable rate of best n–term approximations, additional information (such
as further smoothness properties) of the target function u is needed. This is usually modeled by its
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membership in some additional (quasi-) normed space F . Hence, if F denotes such a space which is
embedded into G, then we may study the asymptotic decay of
 n(F ;B,G) := sup
u2F ,
ku Fk1
 n(u;B,G), as n!1.
If the dictionary consists of a wavelet basis, it is indeed possible to construct optimal adaptive
algorithms. That is, these schemes are guaranteed to converge with optimal order (i.e., they
realize the convergence rate of best n–term wavelet approximation as defined above), while their
computational costs stay proportional to the used number of degrees of freedom [4, 5]. Therefore, we
can state that, in the wavelet setting, adaptivity really pays if the convergence order of best n–term
approximation is strictly higher than the corresponding rate for classical non-adaptive algorithms.
In this regard, it has been shown that the convergence order of (4) w.r.t. the L2–norm is determined
by the maximal regularity ↵ of the d-variate function under consideration in the so–called adaptivity
scale of Besov spaces
B↵⌧⌧ (L⌧ ) with
1
⌧
=
↵⌧
d
+
1
2
, 0 < ↵⌧ < ↵, (5)
where for all ↵⌧ > 0,
 n(B
↵⌧
⌧ (L⌧ );B, L2) ⇠ n ↵⌧/d, as n!1, (6)
see, e.g., [10, 15, 16]. On the other hand, the convergence order of classical (uniform) algorithms is
given by n s/d, where s denotes the maximal regularity of the exact solution in the L2–Sobolev scale,
i.e., s = sup{µ > 0 u 2 Hµ}; see, e.g., [8, 10, 26] for details. In conclusion, the use of adaptivity
is justified if the smoothness ↵ of the exact solution u to (1) in the adaptivity scale (5) of Besov
spaces is higher than its Sobolev regularity s.
For partial di↵erential equations on bounded domains, a lot of positive results in this direction
exist; see, e.g., [9]. Quite recently, in [11], also a positive result for integral operators on two–
dimensional patchwise smooth manifolds has been derived. It has turned out that for a large class
of operators, including the second kind Fredholm integral equation (2) for the double layer potential
operator (3), the Besov smoothness of the solution in the adaptivity scale can be up to twice as
high as the Sobolev regularity, so that adaptivity definitely makes sense.
Nevertheless, one important issue still has to be discussed. Of course, the estimate in (6) is of
asymptotic nature, so that it is not clear that the advantage of adaptivity can really be observed
in numerical practice. For example, it might happen that some of the involved constants are so
large that the asymptotic behavior becomes significant only for values of n which are far beyond
any practical feasibility. It is one of the major goals of this paper to convince the reader that
this is actually not the case. In order to do so, we performed numerical experiments that go
far beyond trivial toy problems. We considered the double layer potential operator on patchwise
smooth manifolds. Our test cases, e.g., the Fichera vertex, are chosen in such a way that non-
trivial singularities in the solution may show up at the interfaces. It turns out that the adaptive
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wavelet BEM indeed completely resolves all the singularities without any a priori information on
the refinement strategy. We designed test cases where the solutions provably possess a relatively
small Sobolev smoothness, but twice as much Besov regularity. And indeed, the adaptive wavelet
algorithm converges twice as fast as the corresponding uniform scheme that simply uses all wavelets
up to a given refinement level. Finally, we like to emphasize that our numerical realizations are in
complete accordance with the theory development in [12, 25].
The paper is organized as follows: In Section 2, we start with some preparations concerning the
parametrization of surfaces. In addition, here we define a scale of weighted Sobolev spaces Xk% (@⌦)
which is needed to formulate our theoretical results. We also present a short introduction to the
theory of layer potentials as far as it is needed for our purposes (see Subsection 2.2). Moreover,
we discuss the basic properties of the wavelet bases that are required for the use in adaptive
algorithms. In Section 3, we define Besov-type spaces B↵ ,q(Lp(@⌦)) as introduced in [11] and
clarify their relations to best n–term wavelet approximation. Our main Besov regularity results for
solutions to integral equations are briefly summarized in Subsection 3.2. Section 4 is dedicated to
the adaptive wavelet method. We survey on the basic ingredients needed to realize an algorithm
that realizes asymptotically optimal complexity. By asymptotically optimal we mean that any target
accuracy can be achieved at a computational expense that stays proportional the number of degrees
of freedom that is needed to approximate the solution by n–term approximation with the same
accuracy. Numerical results are then presented in Section 5. They are in good agreement with the
theory. Finally, in Section 6, we state some concluding remarks.
Notation: For families {ai}i2I and {bi}i2I of non-negative real numbers over a common index
set we write ai . bi if there exists a constant c > 0 such that
ai  c · bi
holds uniformly in i 2 I. Consequently, ai ⇠ bi means ai . bi and bi . ai.
2 Preliminaries
2.1 Surfaces @⌦ and weighted Sobolev spaces Xk% (@⌦)
In this paper, we consider Lipschitz surfaces @⌦ which are boundaries of bounded, simply connected,
closed domains ⌦ ⇢ R3 with polyhedral structure and finitely many quadrilateral sides. W.l.o.g. we
can assume all these sides to be flat with corresponding straight edges; cf. [11, Remark 2.1].
We will pursue essentially two di↵erent (but equivalent) approaches to describe @⌦, where both
of them will be used later on. For the first approach, consider the patchwise decomposition
@⌦ =
I[
i=1
Fi, (7)
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where Fi denotes the closure of the ith (open) patch of @⌦ which is a subset of some a ne hyperplane
in R3, bounded by a closed polygonal chain connecting exactly four points (vertices ⌫ of ⌦). Here,
we only require that the partition (7) is essentially disjoint in the sense that the intersection of any
two patches Fi \ F`, i 6= `, is either empty, a common edge, or a common vertex of ⌦. Furthermore,
we will assume the existence of (su ciently smooth) di↵eomorphic parametrizations
i : [0, 1]
2 ! Fi, i = 1, . . . , I,
which map the unit square onto these patches. Finally, we define the class of patchwise smooth
functions on @⌦ by
C1pw(@⌦) :=
n
u : @⌦! C u is globally continuous and u  
Fi
2 C1 Fi  for all io .
In the second approach, the surface of ⌦ is modeled (locally) in terms of the boundary of its
tangent cones Cn, subordinate to the vertices ⌫1, . . . , ⌫N of ⌦. For n 2 {1, . . . , N}, the boundary of
the infinite cone Cn consists of Tn   3 essentially disjoint, open plane sectors (called faces) which
will be denoted by  n,1, . . . , n,Tn , i.e.,
@Cn =
Tn[
t=1
 n,t, n = 1, . . . , N.
It will be convenient to use local polar coordinates (r, ) in each of these faces  n,t. Then, every
function fn : @Cn ! C can be described by a finite collection of functions (fn,1, . . . , fn,Tn) of the
variable y := (r cos( ), r sin( )) 2 R2. Moreover, if  n,t denotes the opening angle of  n,t, the
quantities r and
q( ) := min{ ,  n,t    } 2 (0,⇡)
serve as a distance measure of the point y to the face boundary; see [11, Formula (7)] for details.
Therefore, following [18], weighted Sobolev spaces on the boundary of the cone Cn can be defined as
the closure of all continuous, facewise smooth, compactly supported functions on @Cn,
C10,fw(@Cn) :=
n
fn 2 C0(@Cn) fn,t 2 C1
⇣
 n,t
⌘
for all t = 1, . . . , Tn
o
,
with respect to the norm
  fn Xk% (@Cn)   given by
kfn L2(@Cn)k+
TnX
t=1
X
 =( r,  )2N20
1| |k
     
✓
1 +
1
r
◆%
(q r) r
✓
@
@r
◆ r
q   %
✓
@
@ 
◆  
fn,t L2
 
 n,t
       . (8)
That is, we let
Xk% (@Cn) := C10,fw(@Cn)
k· Xk% (@Cn)k,
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where, as usual, the sum over an empty set is to be interpreted as zero, k 2 N is the smoothness of
the space, and % 2 [0, k] controls the strength of the weight.
In order to analyze functions u defined on the whole surface @⌦ ⇢ SNn=1 @Cn, we localize them
with the help of a special resolution of unity ('n)Nn=1 to cone faces near the vertices ⌫1, . . . , ⌫N of
⌦. Hence, for u : @⌦! C, k 2 N, and 0  %  k, we let
   u Xk% (@⌦)    := NX
n=1
   'n u Xk% (@Cn)    (9)
and define the weighted Sobolev space on @⌦ as
Xk% (@⌦) := C
1
pw(@⌦)
k· Xk% (@⌦)k.
For details, the interested reader is again referred to [11].
2.2 Layer potentials
We shall be concerned with the solution of the Dirichlet problem for the Laplacian
 U = 0 in ⌦, U = g on @⌦,
on a domain ⌦ ⇢ R3 with patchwise smooth boundary @⌦ by means of harmonic double layer
potentials. To that end, let   denote the canonical surface measure. Since this surface is assumed to
be Lipschitz, for  -a.e. x 2 @⌦ there exists the outward pointing normal vector ⌘(x). By @/@⌘(x)
we denote the corresponding conormal derivative in x 2 @⌦. Making the potential ansatz
U(x) :=
1
4⇡
Z
@⌦
u(y)
@
@⌘(y)
1
|x  y |2
d (y), x 2 ⌦, (10)
and letting x tend to @⌦, we arrive, in view of the jump condition, at the second kind Fredholm
integral equation (2) for the unknown density u. The integral operator under consideration is of
order zero,
SDL =
✓
1
2
Id K
◆
: L2(@⌦)! L2(@⌦),
where Id denotes the identical mapping on @⌦ and K is the harmonic double layer potential operator
as defined in (3). One speaks here of the indirect method : The sought solution U 2 H1(⌦) is not
computed directly, but indirectly via the evaluation of the potential (10), as soon as the potential’s
density u is known.
When it comes to the numerical approximation of the solution u to (2), well-posedness of
the problem is essential. Invertibility within the (unweighted) Sobolev scale Hs(@⌦) is known as
Verchota’s Theorem [41]; see also [18, Remark A.5].
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Proposition 2.1 (Verchota [41, Theorem 3.3(iii)]). For all s 2 [0, 1], the bounded linear operator
SDL : Hs(@⌦)! Hs(@⌦) is invertible.
However, for our purposes, bounded invertibility in Hs(@⌦) is not enough. As we shall see later
in Subsection 3.2, also regularity estimates in the weighted Sobolev scale Xk% (@⌦) as introduced
in Subsection 2.1 are needed. In this context, the subsequent result taken from [18] is particularly
useful.
Proposition 2.2 (Elschner [18, Remark 4.3]). There exists a constant %0 2 (1, 3/2), depending on
the surface @⌦, such that the following is true: For all 0  % < %0 and every k 2 N with %  k, the
bounded linear operator SDL : Xk% (@⌦)! Xk% (@⌦) is invertible.
Note that in the notation of [41] K is replaced by  K and that the operator K considered in
[18] di↵ers from our notation by a factor of 1/2. Nevertheless, the whole analysis carries over.
2.3 Wavelet bases
During the past years, wavelets on domains ⌦ ✓ Rd have become a powerful tool in both, pure
and applied mathematics. More recently, several authors proposed various constructions of wavelet
systems extending the idea of multiscale analysis to manifolds based on patchwise descriptions
such as (7); see, e.g., [2, 3, 6, 14, 28, 29]. Later on in this paper, bases of these kinds will be used
to define new types of Besov spaces on @⌦. Therefore, in this subsection, we collect some basic
properties that will be needed for this purpose.
With the help of the parametric liftings i, i = 1, . . . , I, an inner product for functions u, v : @⌦!
C can be defined patchwise by
hu, vi :=
IX
i=1
hu   i, v   ii⇤ ,
where h·, ·i⇤ denotes the usual L2-inner product on the square [0, 1]2. Since all i are assumed to be
su ciently smooth the norm induced by h·, ·i can be shown to be equivalent to the norm in L2(@⌦):
k|·|k0 :=
p
h·, ·i ⇠ k· L2(@⌦)k , (11)
see, e.g., Formula (4.5.3) in [14].
Most of the known wavelet constructions are based on tensor products of boundary-adapted
wavelets/scaling functions (defined on intervals) which are finally lifted to the patches Fi describing
the surface @⌦. A wavelet basis  = ( @⌦, e @⌦) on @⌦ then consists of two collections of functions
 @⌦j,⇠ and
e @⌦j,⇠ , respectively, that form (h·, ·i-biorthogonal) Riesz bases for L2(@⌦). In particular,
every u 2 L2(@⌦) has a unique expansion
u = Pj? 1(u) +
X
j j?
X
⇠2r@⌦j
D
u, e @⌦j,⇠ E  @⌦j,⇠ (12)
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satisfying
ku L2(@⌦)k ⇠ kPj? 1(u) L2(@⌦)k+
0B@X
j j?
X
⇠2r@⌦j
   Du, e @⌦j,⇠ E   2
1CA
1/2
.
Therein, Pj? 1 denotes the biorthogonal projector that maps L2(@⌦) onto the finite dimensional
span of all generators on the coarsest level j?   1.
In the sequel, we will require that the wavelet basis under consideration satisfies all the conditions
collected in the following assumption.
Assumption 2.3.
(I) As indicated in (12), both (the primal and the dual) systems are indexed by their level of
resolution j   j?, as well as their location (and type) ⇠ 2 r@⌦. We assume that this collection
of grid points on the surface @⌦ can be split up according to the levels j and the patches Fi:
r@⌦ =
1[
j=j?
r@⌦j , where, for all j   j?, r@⌦j =
I[
i=1
rFij with #rFij ⇠ 22j .
(II) All dual wavelets are L2-normalized:    e @⌦j,⇠ L2(@⌦)    ⇠ 1 for all j   j?, ⇠ 2 r@⌦j . (13)
(III) We assume that all elements e @⌦j,⇠ 2 e @⌦ are compactly supported on @⌦. Furthermore, we
assume that their supports contain the corresponding grid point ⇠ and satisfy   supp e @⌦j,⇠     ⇠ 2 2j for all j   j?, ⇠ 2 r@⌦j . (14)
(IV) Consider the set ⇧ed 1([0, 1]2) of polynomials P on the unit square which have a total degree
degP strictly less than ed. Then, we assume that the dual system e @⌦ satisfiesD
P, e @⌦j,⇠   iE⇤ = 0 for all P 2 ⇧ed 1([0, 1]2), (15)
whenever e @⌦j,⇠ 2 e @⌦ is completely supported in the interior of some patch Fi ⇢ @⌦, i 2
{1, . . . , I}. This property is commonly known as vanishing moment property of order ed 2 N.
(V) The number of dual wavelets at level j with distance 2 j to one of the patch boundaries is of
order 2j , i.e.,
#
(
⇠ 2 r@⌦j 0 < dist
 
supp e @⌦j,⇠ , I[
i=1
@Fi
!
. 2 j
)
⇠ 2j for all j   j?. (16)
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Moreover, for the dual wavelets intersecting one of the patch interfaces, we assume that
#
(
⇠ 2 r@⌦j supp e @⌦j,⇠ \ I[
i=1
@Fi 6= ;
)
. 2j for all j   j?.
(VI) Every point x 2 @⌦ is contained in the supports of a uniformly bounded number of dual
wavelets at level j:
#
n
⇠ 2 r@⌦j x 2 supp e @⌦j,⇠ o . 1 for all j   j? and each x 2 @⌦. (17)
(VII) Finally, we assume that the Sobolev spaces Hs(@⌦) =W s(L2(@⌦)) in the scale
 1
2
< s < min
⇢
3
2
, s@⌦
 
can be characterized by the decay of wavelet expansion coe cients, that is
ku Hs(@⌦)k ⇠ kPj? 1(u) L2(@⌦)k+
0B@X
j j?
X
⇠2r@⌦j
22sj
   Du, e @⌦j,⇠ E   2
1CA
1/2
. (18)
Here, the spaces for negative s are defined by duality and s@⌦   1 depends on the interior
angles between di↵erent patches Fi of the manifold under consideration; cf. [14, Section 4.5].
Fortunately, all these assumptions are satisfied for all the constructions we mentioned at the
beginning of this subsection. In particular, the composite wavelet basis as constructed in [14] is a
typical example which will serve as our main reference. Note that although those wavelets are usually
at most continuous across patch interfaces, they are able to capture arbitrary high smoothness in
the interior by increasing the order of the underlying boundary-adapted wavelets.
3 Besov regularity
3.1 Besov-type function spaces on @⌦
Besov spaces essentially generalize the concept of Sobolev spaces. On Rd they are typically defined
using harmonic analysis, finite di↵erences, moduli of smoothness, or interpolation techniques.
Characteristics (embeddings, interpolation results, and approximation properties) of these scales of
spaces are then obtained by reducing the assertion of interest to the level of sequences spaces by
means of characterizations in terms of building blocks (atoms, local means, quarks, or wavelets). To
mention at least a few references, the reader is referred to the monographs [36, 39], as well as to the
articles [16, 21, 33]. This list is clearly not complete.
9
Besov spaces on manifolds such as boundaries of domains in Rd can be defined as trace spaces
or via pullbacks based on (overlapping) resolutions of unity. In general, traces of wavelets are not
wavelets anymore, and if we use pullbacks, then wavelet characterizations are naturally limited by
the global smoothness of the underlying manifold. Therefore, let us recall a notion of Besov-type
spaces from [11, Definition 4.1] which is based on expansions w.r.t. some biorthogonal wavelet Riesz
basis  = ( @⌦, e @⌦) satisfying the conditions of the previous section which we assume to be given
fixed:
Definition 3.1. A tuple of real parameters (↵, p, q) is said to be admissible if
1
2
 1
p
 ↵
2
+
1
2
and 0 < q 
(
2 if 1/p = ↵/2 + 1/2,
1, otherwise. (19)
Given a wavelet basis  = ( @⌦, e @⌦) on @⌦ and a tuple of admissible parameters (↵, p, q) let
B↵ ,q(Lp(@⌦)) denote the collection of all complex-valued functions u 2 L2(@⌦) such that the (quasi-)
norm
  u B↵ ,q(Lp(@⌦))   := kPj? 1(u) Lp(@⌦)k+
0BB@X
j j?
2
j
⇣
↵+2
h
1
2  1p
i⌘
q
264 X
⇠2r@⌦j
   Du, e @⌦j,⇠ E   p
375
q/p
1CCA
1/q
is finite (with the usual modification if q =1).
In the remainder of this subsection, we collect some basic properties of the Besov-type spaces
introduced above. To start with, we note that all spaces B↵ ,q(Lp(@⌦)) are quasi-Banach spaces,
Banach spaces if and only if min{p, q}   1, and Hilbert spaces if and only if p = q = 2.
Formally, di↵erent bases  might lead to di↵erent function spaces even if all remaining parameters
(↵, p, q) that determine the spaces may coincide. Nevertheless, in [42], it has been shown that under
very natural conditions the resulting Besov spaces coincide up to equivalent norms. These conditions
are fortunately satisfied by most of the wavelet bases which are available in the literature.
Finally, let us recall an assertion which clarifies the relation of the scales B↵ ,q(Lp(@⌦)) and
best n–term wavelet approximation; cf. [11, Proposition 4.7]. For a visualization of the involved
embeddings we refer to the left DeVore-Triebel diagramm in Figure 1.
Proposition 3.2. For   2 R, let (↵+  , p0, q0) and (↵, p1, q1) be admissible parameter tuples. If
  > 2 ·max
n
0, 1p0   1p1
o
, then
 n
⇣
B↵+  ,q0 (Lp0(@⌦)); 
@⌦, B↵ ,q1(Lp1(@⌦))
⌘
⇠ n  /2.
Moreover, if   = 2 ·max
n
0, 1p0   1p1
o
and q0  q1, then
 n
⇣
B↵+  ,q0 (Lp0(@⌦)); 
@⌦, B↵ ,q1(Lp1(@⌦))
⌘
⇠ n min{ /2, 1/q0 1/q1}.
10
In view of our application to integral equations, we are particularly interested in the rate of
convergence of best n–term wavelet approximation to solutions u 2 Bs0+  ,⌧ (L⌧ (@⌦)) with
s0 2 [0,max{3/2, s@⌦}),     0, and ⌧ := ( /2 + 1/2) 1 (20)
w.r.t. the norm in Hs
0
(@⌦).
Corollary 3.3. For s0,  , and ⌧ given by (20), we have
 n
⇣
Bs
0+ 
 ,⌧ (L⌧ (@⌦)); 
@⌦, Hs
0
(@⌦)
⌘
⇠ n  /2 as n!1.
Proof. Apply Proposition 3.2 with p0 := q0 := ⌧ , p1 := q1 := 2, and ↵ := s0. ⌅
3.2 Main regularity results
Throughout the whole section, @⌦ denotes the patchwise smooth boundary of some three-dimensional
domain ⌦, as described in Subsection 2.1. Moreover, we assume to be given a biorthogonal wavelet
Riesz basis  = ( @⌦, e @⌦) on @⌦, satisfying the requirements stated in Assumption 2.3.
Given an operator S and a right-hand side g : @⌦! C, we like to solve the equation
S(u) = g on @⌦ (21)
for u : @⌦ ! C. In particular, we are interested in the asymptotic behavior of the error of best
n–term wavelet approximation to u, measured in the norm of Hs
0
(@⌦) for some s0   0.
Theorem 3.4 ([11, Theorem 5.6]). Assume ed 2 N, k 2 {1, 2, . . . , ed}, as well as % 2 (0, k), and
let (s, p, p) be an admissible tuple of parameters with s > 0. Whenever the solution u to (21) is
contained in the intersection of Bs ,p(Lp(@⌦)) and X
k
% (@⌦), then it also belongs to the Besov-type
space B↵ ,⌧ (L⌧ (@⌦)) for all tuples (↵, ⌧, ⌧) with
1
⌧
=
↵
2
+
1
2
and 0  ↵ < 2↵?, where ↵? = min
⇢
%, k   %, s 
✓
1
p
  1
2
◆ 
.
Moreover, for every 0  s0 < min{3/2, s@⌦}, satisfying
s  s0   2
✓
1
p
  1
2
◆
, (22)
we have  n
⇣
u; @⌦, Hs
0
(@⌦)
⌘
. n  /2 as n!1 for all   <  ?, where
 ? := s  s0 +⇥ · (2↵?   s)   0 and ⇥ := 1  s
0
s  2 (1/p  1/2) 2 [0, 1].
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 ,⌧ (L⌧ )
1
⌧
↵
1
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1
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0
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⌧
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B↵✓ ,p✓(Lp✓)
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Figure 1: DeVore-Triebel diagrams visualizing the area of admissible parameters, as
well as embeddings related to Proposition 3.2 (left), and Theorem 3.4 (right).
The second DeVore-Triebel diagram in Figure 1 illustrates a special case of Theorem 3.4. There,
we have chosen p = 2 and 0 < s0 < s < min{%, k   %, 3/2, s@⌦}, such that particularly ↵? = s and
Bs ,p(Lp(@⌦)) = H
s(@⌦). The dotted line corresponds to the scale of spaces B↵⇥ ,p⇥(Lp⇥(@⌦)) which
can be reached by complex interpolation of Hs(@⌦) and B↵ ,⌧ (L⌧ (@⌦)). Interpolation is necessary
since only those spaces which belong to the shaded area can be embedded into Hs
0
(@⌦). For this
special choice of the parameters we obtain that u 2 Hs(@⌦) \Xk% (@⌦) can be approximated in the
norm of Hs
0
(@⌦) at a rate arbitrarily close to  ?/2 = s  s0, whereas the rate of convergence for best
n–term wavelet approximation to an arbitrary function u 2 Hs(@⌦) is (s  s0)/2; see Proposition 3.2.
Hence, incorporating the additional knowledge about weighted Sobolev regularity (membership in
Xk% (@⌦)) allows to improve the rate of convergence up to a factor of two.
For the special case of the double layer operator S := SDL, we obtain the following theorem. Its
proof is based on a combination of Propositions 2.1 and 2.2 with Theorem 3.4; see [11].
Theorem 3.5 ([11, Theorem 5.8]). Let s 2 (0, 1), as well as k 2 N, and % 2 (0,min{%0, k}) for
some %0 2 (1, 3/2) depending on the surface @⌦. Moreover let ↵ and ⌧ be given such that
1
⌧
=
↵
2
+
1
2
and 0  ↵ < 2 ·min{%, k   %, s}
and let the Besov-type space B↵ ,⌧ (L⌧ (@⌦)) be constructed with the help of a wavelet basis  =
( @⌦, e @⌦) possessing vanishing moments of order ed   k. Then, for every right-hand side
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g 2 Hs(@⌦) \ Xk% (@⌦), the double layer equation (2) has a unique solution u 2 B↵ ,⌧ (L⌧ (@⌦)).
Furthermore, if s0 2 [0, s], then the error of the best n–term wavelet approximation to u in the norm
of Hs
0
(@⌦) satisfies
 n
⇣
u; @⌦, Hs
0
(@⌦)
⌘
. n  /2 for all   < 2 ·
✓
1  s
0
s
◆
·min{%, k   %, s}.
4 Adaptive wavelet methods for integral equations
Adaptive wavelet methods rely on an iterative solution method for the continuous boundary integral
equation (1) under consideration, expanded with respect to the wavelet basis. To this end, we
renormalize the wavelet basis  w.r.t. the underlying energy space. Then (1) is equivalent to
the well–posed problem of finding u =  @⌦u such that the infinite dimensional system of linear
equations
Su = f , where S :=
D
S( @⌦), @⌦
E
and f :=
D
f, @⌦
E
, (23)
holds. For approximately solving this infinite dimensional system of linear equations, one has to
perform matrix-vector multiplications by means of adaptive applications of the matrix S under
consideration. The basic building blocks Coarse, Apply, Rhs, and Solve, which are needed to
arrive at an adaptive algorithm of optimal complexity, have been introduced in [4, 5]. Our particular
implementation is based on piecewise constant wavelets as outlined in [13, 30], see also [25] for
related results. In particular, we restrict the set of active wavelet functions to tree constraints
which ensures the method’s e cient implementation. Notice that the piecewise constant wavelets
we use here are discontinuous. This implies that the norm equivalence (18) only holds in the range
 1/2 < s < 1/2. Nevertheless, this limitation in the basis functions’ smoothness does not change the
rates of the best n–term approximations in the range of Sobolev spaces which can be characterized.
The specific adaptive algorithm we use has been proposed in [22, 24] and is similar to classical
methods which consist of the following steps:
Solve  ! Estimate  ! Mark  ! Refine
For a given (finite) index set T ⇢ r@⌦, we solve the Galerkin system (23) via uT = Solve[T ].
Then we estimate the (infinite) residuum r := f   SuT with su cient accuracy   > 0 by computing
rT 0 = Rhs[ /2] Apply[ /2,uT ]
relative to a finite index set T ⇢ T 0 ⇢ r@⌦ such that
kr  rT 0k2   .
Herein, Rhs[ /2] produces a finitely supported approximation of the right-hand side with accuracy
 /2 and Apply[ /2,uT ] approximates the matrix-vector product SuT with accuracy  /2. In order
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to have krT 0k2 proportional to krk2, i.e.,
(1  !) krT 0k2  krk2  (1 + !) krT 0k2 (24)
for fixed 0 < ! < 1, we apply the following iteration for some initial precision  init:
set   =  init
do
set   =  /2
calculate rT 0 = Rhs[ /2] Apply[ /2,uT ]
until    ! krT 0k2
9>>>>>>>=>>>>>>>;
(25)
The until-clause    ! krT 0k2 causes that this iteration terminates when (24) holds.
The supporting index set T 0 of the approximate residuum rT 0 enlarges the original index set T
enough to ensure that the Galerkin solution with respect to T 0 would reduce the error by a constant
factor. Nevertheless, to control the complexity, we have to coarsen the index set T 0 such that
krT 00k2  ✓ krT 0k2
for fixed 0 < ✓ < 1 su ciently small. This is done by calling
rT 00 = Coarse[✓, rT 0 ].
It combines the steps mark and refine since the new index set T 00 enlarges the original index set T
which corresponds to mesh refinement. We emphasize that T 00 is still large enough to guarantee the
convergence of the algorithm when starting the procedure again with T := T 00. For all the details of
the particular implementation, we refer the reader to [40].
5 Numerical results
5.1 Right-hand side with point singularity
We will present results for the Laplace equation solved by the second kind Fredholm integral
equation (2) for the double layer potential operator (3). We choose Fichera’s vertex as domain under
consideration, i.e., ⌦ := (0, 1)3 \ (0, 0.5]3. Its surface is parametrized by 12 patches in accordance
with Subsection 2.1. We consider non-smooth Dirichlet data of the form
g(x) := |x  (0.5, 0.5, 0.5)| ↵
for ↵ = 0.5 and ↵ = 0.75. These Dirichlet data admit a point singularity in the reentrant corner
(0.5, 0.5, 0.5) of the Fichera vertex.
According to the subsequent Theorem 5.1, for these right-hand sides we can expect a rate of
convergence of least n (1 ↵) when using an optimal adaptive scheme. In contrast, we expect only
half the rate, i.e., n (1 ↵)/2, when using uniform refinement.
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Theorem 5.1. Let @⌦ ⇢ R3 denote a Lipschitz surface according to Subsection 2.1, assume ⌫ to
be one of its vertices, and let 1/2  ↵ < 1. Moreover, denote by u the unique solution to (2) with
right-hand side given by
g(x) := |x  ⌫| ↵ , x 2 @⌦.
Then the error of the best n–term wavelet approximation to u w.r.t. L2(@⌦) converges at least at a
rate of n (↵ 1), while the corresponding rate for uniform approximation is limited to n (1 ↵)/2.
Proof. From Proposition A.2 in the Appendix we have that sup{s > 0 g 2 Hs(@⌦)} = 1  ↵ and
thus Proposition 2.1 implies that the same upper bound holds for the solution u. In turn, this
proves the limitation for the rate of convergence using uniform refinement. On the other hand,
Proposition A.2 also yields that we can apply Theorem 3.5 with k := 1 and s := % := 1   ↵   ",
where " > 0 can be chosen arbitrarily small, as well as s0 := 0. This shows that the best n–term
rate is at least twice as high which completes the proof. ⌅
102 103 104 105 106 107
10 2
10 1
100
Uniform refinement
Adaptive refinement
Asymptotics n 0.25
Asymptotics n 0.5
101 102 103 104 105 106 107
10 1
100
Uniform refinement
Adaptive refinement
Asymptotics n 0.125
Asymptotics n 0.25
Figure 2: Energy norm of the residual vector for adaptive and uniform refinement for
↵ = 0.5 (left) and ↵ = 0.75 (right).
In Figure 2, the observed convergence rates are found. We plotted the energy norm of the
residual vector for both, uniform and adaptive refinement, into a log-log plot. Notice that the
results of the uniform refinement are produced by the same adaptive wavelet method via enforcing
a uniform (hence non-adaptive) refinement in the step Refine.
For ↵ = 0.5 and uniform refinement, the left plot in Figure 2 shows a rate that seems to be
even slightly worse than n (1 ↵)/2 = n 0.25. In case of adaptive refinement, we obtain a rate of
n (1 ↵) = n 0.5, which is exactly what we expect. Another observation can be made by comparing
the number of degrees of freedom which are necessary in order to compute the approximate density
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for uniform refinement and for adaptive refinement. The norm of the residual is about 6 · 10 2 for
uniform refinement with more than 3 million degrees of freedom. For adaptive refinement, we obtain
a norm of the residual of about 4.2 · 10 2 already for approximately 40 000 degrees of freedom, which
is quite impressive.
Figure 3: Approximate density u (left) and associated adaptive refinement (right) for
↵ = 0.5.
We find the approximate density in the left image of Figure 3, while the refinement produced by
the adaptive wavelet scheme is shown right next to it. The refinement is visualized by plotting the
indices of all active wavelets. It is clearly visible that the adaptive method refines towards reentrant
corner, where the right-hand side has its singularity. We also observe an interesting pattern in form
of a grid in the refinement around the corner. This artefact comes from the large support of the
wavelets.
Next, let us discuss the numerical results for ↵ = 0.75. Due to Theorem 5.1, for this choice, we
expect the adaptive wavelet method to converge at a rate of at least n (1 ↵) = n 0.25. In contrast,
for uniform refinement, we again only expect at most half the rate, i.e., n (1 ↵)/2 = n 0.125. Indeed,
it can be seen in the right plot of Figure 2 that the adaptive wavelet scheme converges at the
expected rate or even slightly better. In comparison, we observe the reduced rate n 0.125 for uniform
refinement. By comparing the norm of the residuals for both strategies, we again confirm the
superiority of the adaptive code. In order for uniform refinement to produce an error of 2.9 · 10 1,
it needs more that 3 million degrees of freedom, whereas the adaptive code produces an error of
2.7 · 10 1 with less than 15 000 degrees of freedom. The approximate density, as well as the adaptive
refinement, for this example finally are found in Figure 4.
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Figure 4: Approximate density u (left) and associated adaptive refinement (right) for
↵ = 0.75.
5.2 Cartoon function as right-hand side
In the last example, the cube ⌦ := ( 1, 1)3 is chosen as domain, the boundary of which is represented
by 6 patches. The right-hand side under consideration is a cartoon function, namely
g(x) :=
(
1 if |x  (0, 0, 1)|2  12 ,
0, elsewhere.
Cartoon functions have been studied in [17]. They can be approximated adaptively in an isotropic
setting at the rate of n 0.5. Since, however, cartoon functions g have a jump discontinuity, the
best we can expect is g 2 H1/2 "(@⌦) with " > 0 being arbitrary small. Therefore, Proposition 2.1
implies that the Sobolev regularity of the exact solution u 2 L2(@⌦) to the second kind Fredholm
integral equation (2) for the double layer potential operator (3) with right-hand side g is also
bounded by 1/2. Consequently, for the uniform code, we would expect the approximation rate
n 0.25. This is in perfect accordance with our numerical experiment; see Figure 5. Moreover, also
in this example the observed rate for adaptive refinement is twice as large, i.e., the norm of the
residuum decays at a rate of n 0.5. Indeed, as seen in the left image of Figure 6, the approximate
density is basically also a cartoon function. This issues from the fact that the kernel of the double
layer operator is zero on a plane patch since x  y is perpendicular to the normal ⌘(y). The right
image of Figure 6 illustrates the corresponding refinement produced by the adaptive algorithm. It
is clearly seen that refinement mainly takes place at the jump of the right-hand side.
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Figure 5: Energy norm of the residual for adaptive and uniform refinement for the
cartoon right-hand side.
Figure 6: Approximate density u (left) and associated refinement (right) for the cartoon
right-hand side on the cube.
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6 Conclusion
In this article, we considered the adaptive solution of boundary integral equations by using wavelet
bases. We have presented the regularity theory which is available and presented numerical results
which are in good agreement with the theoretical predictions. In conclusion, we have seen that the
adaptive wavelet BEM is able to produce optimal convergence rates, which, for the examples under
consideration, are twice as high as for methods based on uniform refinement.
Appendix
Here we calculate the weighted and unweighted Sobolev regularity of a point singularity. To do so,
we need the following auxiliary estimate:
Lemma A.1. Let d 2 N, ↵ > 0 and M > 2. Then for all x, h 2 Rd with xj , hj   0 for every
j = 1, . . . , d and 0 < |x|  |h| /M we have  |x| ↵   |x+ h| ↵     (M↵   2↵) |h| ↵
Proof. Since xj , hj   0 for all j = 1, . . . , d we have |x|  |x+ h| which yields |x| ↵   |x+ h| ↵
because of ↵ > 0. This gives
|h|↵ ·   |x| ↵   |x+ h| ↵   = ✓ |x||h|
◆ ↵
 
✓ |x+ h|
|h|
◆ ↵
 M↵  
✓ |h|
|x+ h|
◆↵
since |x|  |h| /M implies |x|↵  (|h| /M)↵ and (|x| / |h|) ↵   M↵. Now the triangle inequality
combined with |x| / |x+ h|  1 shows that the latter quantity is lower bounded by
M↵  
✓ |h|
|x+ h|
◆↵
 M↵  
✓ |x+ h|+ |x|
|x+ h|
◆↵
=M↵  
✓
1 +
|x|
|x+ h|
◆↵
 M↵   2↵
and the proof is complete. ⌅
Now the regularity result reads as follows.
Proposition A.2. Let @⌦ denote a Lipschitz surface according to Subsection 2.1 and assume ⌫ to
be one of its vertices. Moreover, given 1/2  ↵ < 1, consider the restriction of
g(x) := |x  ⌫| ↵ , x 2 R3,
to @⌦. Then
g 2 Hs(@⌦) \X1%(@⌦) for all 0  s < 1  ↵ and all 0  % < 1  ↵,
but g /2 Hs(@⌦) if s   1  ↵.
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Proof. Step 1. Here we show that (the restriction of) g is contained in Hs(@⌦). Note that ↵   1/2
implies 0  s < 1/2, i.e., it su ces to prove that g belongs to each Sobolev space w.r.t. every single
patch F that is part of the description of @⌦. According to the structure of g it is obvious that
g 2 H1(F ) ,! Hs(F ) for all patches F which do not contain the critical vertex ⌫ since g is bounded
and smooth on the closure of these patches.
By construction each of the remaining patches F (with ⌫ 2 F ) are contained in some face   of
the infinite tangent cone C subordinate to the vertex ⌫. W.l.o.g. we can assume that ⌫ = 0 and
  = {y = (r cos( ), r sin( )) 2 R2 r > 0,   2 (0,  )} (26)
with some opening angle   2 (0, 2⇡). Then the restriction of g to F takes the form
g(y) = r ↵, y 2 F ⇢  .
For s   0 and d 2 N it is well-known that Hs(M) = F s2,2(M) = Bs2,2(M), where M can be any
(bounded or unbounded) Lipschitz domain in Rd or Rd itself. Here Bsp,q and F sp,q (where 0 < p, q <1
and s 2 R) denote the scales of classical Besov and Triebel-Lizorkin spaces, respectively; see, e.g.,
[39, Subsection 1.11.1] for precise definitions. Hence, in order to prove the claim, it su ces to show
that g 2 F s2,2(F ). According to the definition of this space it is enough to find some eg 2 F s2,2(R2)
which extends g from F to the whole of R2. To this end, we choose a su ciently smooth cut-o↵
function ⇣ : R! [0, 1] with
⇣(r) =
(
1 if 0  r < R,
0 if 2R  r,
and R > 0 large enough such that ⇣(|y|) ⌘ 1 for all y 2 F . Then
eg(y) := |y| ↵ ⇣(|y|), y 2 R2,
defines an extention of g, i.e., it satisfies eg  
F
= g. Hence, it only remains to prove the membership
of eg in F s2,2(R2). Fortunately, eg with ↵ 6= 0 coincides with the function f ↵,0 studied in [36,
Subsection 2.3.1] and there it is shown that for s > 2 ·max{0, 1/p  1} and 0 < p, q <1 we indeed
have eg = f ↵,0 2 F sp,q(R2) if and only if s < 2/p ↵. This particularly shows that 0 < ↵ < 1 implieseg 2 F s2,2(R2) for all 0 < s < 1   ↵. But then a simple embedding shows that the case s = 0 is
covered as well. So, the proof of g 2 Hs(@⌦) for all 0  s < 1  ↵ is complete.
Step 2. We turn to the proof of the membership of g in X1%(@⌦). Here we have to show that
'ng 2 X1%(@Cn), n = 1, . . . , N , where @Cn is the boundary of the infinite tangent cone subordinate
to the nth vertex ⌫n and 'n is a smooth cut-o↵ function with support in a neighborhood of ⌫n. For
this purpose, we have to bound the norm
  'ng X1%(@Cn)   given by (8) with fn replaced by 'ng
and k = 1. Due to Step 1 we have g 2 L2(@⌦) and hence k'ng L2(@Cn)k <1 for all n = 1, . . . , N .
Thus, it remains to estimateX
( r,  )2{(1,0), (0,1)}
    ✓1 + 1r
◆%
r r q1 %
@
@    @r r
('ng)n,t L2
 
 n,t
     
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for all vertices ⌫n, n = 1, . . . , N , and each face  n,t, t = 1, . . . , Tn, of their associated tangent cones.
So let n and t be fixed. In order to simplify notation we can again assume that   =  n,t is given
by (26). If ⌫n 6= ⌫, then
G :=
@
@    @r r
'ng
is smooth on   and thus uniformly bounded. Due to the compact support of 'ng and the fact that
q( ) 2 (0,⇡), we obtain    ✓1 + 1r
◆%
r r q1 %G L2( )
    2  kGk21 Z  
0
q( )2(1 %)
Z R
0
    ✓1 + 1r
◆%
r r
    2 r dr d 
.
Z R
0
(1 + r)2% r1 2%+2 r dr <1
for all   = ( r,  ) 2 N20 provided that 0  %  1/2.
Now, if ⌫n = ⌫, let us define  0 :=  \ {y 2 R2 |y| < R0} with R0 2 (0, R) chosen small enough
such that 'n ⌘ 1 in a neighborhood of  0. Then    ✓1 + 1r
◆%
r r q1 %
@
@    @r r
'ng L2( )
    2 =     ✓1 + 1r
◆%
r r q1 %
@
@    @r r
g L2( 0)
    2
+
    ✓1 + 1r
◆%
r r q1 %
@
@    @r r
'ng L2(  \  0)
    2 .
Note that for   \ 0 the same arguments as above apply. Moreover, if   = ( r,  ) = (0, 1), then the
first summand vanishes due to the rotational invariance of g, i.e., @g/@  ⌘ 0 as g does not depend
on the angular variable  . So we are left with bounding the first term for   = (1, 0). Here we haveZ  
0
Z R0
0
    ✓1 + 1r
◆%
r q( )1 %
@
@r
r ↵
    2 r dr d 
=
Z  
0
q( )2(1 %) d 
Z R0
0
✓
1 +
1
r
◆2%
r3
   ↵ r ↵ 1  2 dr
.
Z R0
0
(1 + r)2% r1 2↵ 2% dr <1
provided that 0  %  1 and 1  2↵  2% >  1 which particularly holds under the given assumptions
0  % < 1  ↵ and 1/2  ↵ < 1.
Step 3. Finally, we show that g /2 Hs(@⌦) if s   1   ↵. Since 0 < 1   ↵  1/2 it su ces to
prove g /2 H1 ↵(F ) = B1 ↵2,2 (F ) for some patch F ⇢ @⌦. To do so, let F denote a patch with ⌫ 2 F
and let   be the face of the corresponding tangent cone associated to ⌫ which contains F . W.l.o.g.
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we again assume that ⌫ = 0 and that   is given by (26). Then we can choose T > 0 small enough
and M > 2 large enough such that for all h 2 HT,M := {2 R2 h1, h2   0, |h|  T} we have
 h :=   \
⇢
y 2 R2 x1, x2   0, |y| < |h|
M
 
✓ Fh := {y 2 F | y + h 2 F} ✓ F.
Then Lemma A.1 yields that for all h 2 HT,M the first order finite di↵erence  hg := g(·+ h)  g
satisfies
k hg L2( h)k2 =
Z
 h
| hg(y)|2 dy
=
Z
 h
  |y| ↵   |y + h| ↵  2 dy
  (M↵   2↵)2 |h| 2↵
Z min{ ,⇡/2}
0
Z |h|/M
0
r dr d 
⇠M,↵,  |h|2 2↵
and hence for the modulus of smoothness it holds
!(g, t, F )2 := sup
h2R2
|h|t
k hg L2(Fh)k   sup
h2R2
h1,h2 0, |h|t
k hg L2( h)k & t1 ↵ for all 0 < t < T,
where we used that 1  ↵ > 0. This shows  g H1 ↵(F )   ⇠    g B1 ↵2,2 (F )    := Z 1
0
h
t (1 ↵) !(g, t, F )2
i2 dt
t
&
Z T
0
dt
t
=1
and thus g /2 Hs(@⌦) if s   1  ↵. ⌅
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