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Abstract 
A flexible wide-field fluorescence lifetime imaging (FLIM) endoscope is developed for clinical 
applications. For remote imaging, a coherent fibre optic bundle was used which required techniques 
and protocols to be developed to minimise artefacts associated with dispersion and recover 
accurate lifetime estimates.  Potentially gain-switched pulsed laser diodes are better suited for the 
clinic than light sources used conventionally for FLIM endoscopy because they are more compact 
and lower in cost. By imaging ex vivo human tissue samples, it was demonstrated that gain-switched 
pulsed laser diodes are a viable alternative excitation light source. The system was able to acquire 
∼mm-scale spatial FLIM images from fresh ex vivo diseased human larynx biopsies.  
For wide-field FLIM with the fastest update rates, gated optical intensifiers (GOIs) are used as 
detectors. This thesis documents the characterisation of next generation GOI technology that can 
achieve larger than existing standard GOI standard gate-widths for improved light efficiency and that 
use a magnetic field to enhance spatial resolution beyond that of proximity focusing alone.  
For intra vital microscopy, access to tissue surfaces deep inside hollow or solid organs is challenging 
for microscopes. This thesis applies a commercially available confocal laser scanning 
endomicroscope (CLSE) adapted for time correlated single photon counting (TCSPC) FLIM to study 
protein interactions using based on Förster Resonance Energy Transfer (FRET) between fluorescent 
proteins. Protocols to minimise artefacts associated with dispersion in the CLSE’s fibre probe to 
recover accurate lifetime estimates are presented. To validate the design, the CLSE was used for a 
time-lapse study of live cancer cells in vitro to monitor their response to an inhibitor of the ERK 
intracellular signalling pathway by FLIM FRET of an extracellular signal-regulated kinase (ERK) 
biosensor. 
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Chapter 1: Thesis overview 
To improve survival rates, quality of life and reduce healthcare costs, early diagnosis of diseases such 
as cancer is vital. During endoscopy, early signs of cancer are conventionally detected by white 
reflectance imaging but the technique lacks sensitivity and specificity. To draw firm conclusions, 
clinicians will take biopsies of the patient’s tissue for analysis by histopathologists. This approach is 
not perfect: the sample may be found to be free of disease but the clinician may have missed the 
diseased area. Also, the biopsy procedure brings discomfort to the patient and can take hours or 
days to get results from the histopathalogists. The desire for earlier detection of diseases has led to 
the development of a number of advanced endoscopic imaging devices which could serve as ‘red 
flag’ techniques identifying suspicious regions of tissue to improve detection rates. To improve 
detection rates of cancer in the gastro-intestinal tract (GI) and head and neck, this thesis develops a 
flexible wide-field FLIM endoscope which uses tissue’s autofluorescence for label free contrast. The 
system is demonstrated by imaging ex vivo human laryngeal and mouse bowel tissue to show the 
system is sensitive to variations in fluorescence lifetime across the tissues surface. The use of a 
compact and low cost, gain-switched pulsed diode laser as an excitation source is an important 
feature of this complete solution to endoscopic FLIM as they are compact and low cost. 
A number of applications of FLIM require the fastest possible image update rates and high spatial 
resolution including endoscopic imaging, high throughput screening in drug discovery and 
microscopy of fast dynamic events in cells. For wide-field FLIM with fast update rates, gated optical 
intensifiers (GOIs) are used as detectors. In collaboration with Kentech Ltd, this thesis presents first 
results comparing the performance of current and next generation GOI technology and shows that 
next generation technology offers improved light collection efficiency and spatial resolution.  
While preclinical researchers can use cell cultures to understand the biomolecular processes that 
regulate cancer, the behaviour of cells in vitro cannot provide a complete picture of the disease. This 
is especially relevant to the development of therapeutic drugs as successes in vitro are not sufficient 
to judge the success of the drug in patients. Animal models provide a key intermediary step between 
cells and patients. For intra-vital microscopy, access to tissue surfaces deep inside hollow or solid 
organs is challenging for microscopes as microscope objectives are relatively large – on the cm-scale. 
For more remote imaging, flexible endoscopes with maximum diameters on the mm-scale are being 
adopted. Flexible endoscopes could allow longitudinal studies of the same mouse while a disease 
develops. This thesis applies a commercially available confocal laser scanning endomicroscope 
(CLSE), adapted for FLIM, to study protein interactions based on Förster resonance energy transfer 
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(FRET) between fluorescent proteins. The system is presented as a new tool for intra-vital 
microscopy. 
Before discussing the research, chapter 2 introduces the photophysics of fluorescence and 
important fluorescence microscopy techniques, namely wide-field imaging and confocal imaging. 
This is followed by an introduction to the different approaches and technologies used for 
time-resolved imaging. This thesis uses the time-domain approach for FLIM and there is a detailed 
discussion of the technology used, namely time-gated detection using gated optical intensifiers 
(GOIs) and photon counting using time correlated single photon counting (TCSPC). In terms of data 
analysis, there are a number of iterative fitting and analytic methods. A brief overview of the 
different analysis methods is given which is followed by a discussion of the methods used in this 
thesis, namely maximum likelihood estimation (MLE), weighted non-linear least squares (WNLLS) 
fitting and rapid lifetime determination (RLD). 
This thesis concerns fluorescence imaging in tissue. The interaction of light with tissue means optical 
imaging is typically limited to the superficial layers. Nonetheless optical imaging has proved to be an 
invaluable tool for clinical and preclinical investigations as no other imaging technique can provide 
such high resolution images in a minimally invasive way. Fluorescence imaging can be used to 
provide contrast between different regions of tissue and for targeted molecular imaging.  Chapter 3 
introduces the key light matter interactions. For targeted optical molecular imaging and label free 
optical contrast between normal and diseased tissue, there are a number of endogenous 
fluorophore that can be used to monitor tissue state and they are summarised here. In chapter 4 of 
this thesis, a wide-field FLIM endoscope is designed to image distributions of these fluorophores for 
label free contrast using in clinical procedures. Alternatively, there is an ever expanding range of 
exogenous fluorophores available to target particular molecules or regions in tissues. In particular, 
organic fluorophores, quantum dots and fluorescent proteins are being used in vivo. These 
fluorophores are introduced in this chapter. Following this, the principles of FRET between 
fluorophores is introduced and its application to monitoring protein interactions in cells is discussed. 
In chapter 6 of this thesis, the CLSE system has been developed for intravital imaging of FRET 
biosensors. 
In chapter 4 a wide-field flexible FLIM endoscope is developed. While a number of studies have 
investigated the potential for FLIM endoscopy, the technique is still in its infancy and requires 
complex instrumentation which is not yet suited for clinical use. At the same time there is yet to be a 
clinical study of the potential for FLIM to improve endoscopy procedures in the GI. A review of 
autofluorescence for diagnosis of cancer is given to explain the research to motivate the work in this 
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chapter. Before discussing the work, an extensive review of past FLIM endoscope designs is given to 
build a complete picture of the current state of this technology and its suitability for the clinic. 
Following this, the design and construction of an endoscope built as part of this thesis is detailed. To 
accurately recover lifetimes, free of artefacts, requires taking into consideration the effect of 
dispersion in the multimode fibre used to illuminate the sample plane and the chromatic dispersion 
between the excitation and emission wavelengths. There is also the need to account for background 
noise due to autofluorescence from the fibre optics. To this end an acquisition protocol is given and 
a technique to account for effects of dispersion is given to recover FLIM images that are free of 
artefacts. To validate the system, a fluorescence lifetime standard is imaged. To demonstrate the 
system is sensitive to tissue autofluorescence signals, ex vivo human laryngeal tissue and ex vivo 
murine bowel tissue samples are imaged. For the highest power gain-switched pulsed diode lasers 
that are commercially available were used even fast acquisition speeds would be possible. To 
simulate the speed benefit of high power gain-switched pulsed diode lasers, a Ti:Sapphire laser was 
used to image the ex vivo murine bowel tissue. 
Chapter 5 investigates next generation GOIs and compares the performance with existing GOIs in 
collaboration with Kentech Instruments Ltd. This technology has been used for wide-field FLIM since 
the 1990s. This chapter starts with a brief review of the development of GOIs for biophotonics 
applications when applied to time-domain time-gated wide-field FLIM. Following this a 
comprehensive introduction to GOI technology for time-domain time-gated wide-field FLIM in 
biophotonics is given. At this point, a discussion of the ways Kentech Instruments ltd is developing 
next generation GOIs is given. For improved spatial resolution, a novel HRI based on magnetic 
focussing is presented.  For higher light collection efficiency, the use of modified electronic gating 
circuitry is explored to enable larger time-gates. A collection of current, next generation and 
prototype GOIS are introduced as the subjects of a series of performance characterisation studies. 
These studies determine typical signal gains, typical signal-to-noise ratios as a function of detected 
photons and typical excess noise factors (a factor by which the detector noise exceeds that for shot 
noise limited performance). Following this, two important measures of performance for any FLIM 
imaging system are investigated, namely spatial and temporal resolution. 
In chapter 6 the CLSE system is introduced as an intravital imaging technique for FLIM FRET of 
biosensors in animal models of disease. A Ti:Sapphire laser and TCSPC detection electronics were 
integrated into the modified system which was mounted on a trolley ready to take to a 
collaborator’s research facility. This thesis documents how the optics for FLIM was aligned with the 
internal optics of the commercial system. For live updates, the TCSPC detection scheme has been 
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operated in FIFO mode where photon events are streamed to a computer to produce FLIM images as 
the data is being acquired. Next, the axial and lateral resolution of the adapted system is 
characterised and the graphical user interface for guiding measurements is discussed. Confocal 
imaging through meters of fibre bundle meant that excitation and emission light experienced 
significant optical dispersion and the collected signal was a mixture of Raman scattered excitation 
and autofluorescence from the fibre optics. The significant of these issues and how to minimise their 
potential to degrade signal quality is discussed. For any intravital imaging technique, fast acquisition 
speeds are important due to motion. Operating TCSPC detectors at high count rates to achieve fast 
image update rates comes with the risk of introducing artefacts in fluorescence lifetime 
measurements and leads to a penalty in detector quantum efficiency due to the dead time of the 
detection electronics following the detection of each photon. The significance of these issues is 
discussed. To target intravital imaging applications, the system was optimised to image the donor 
fluorescence of FRET biosensors. Two spectral channels, one channel targeting CFP like and one 
channel targeting GFP like emission, are chosen so as to minimise the noise due to fibre optic 
autofluorescence and Raman scatter. To test the performance of the CLSE on cells and tissue, an 
inverted microscope was adapted to accommodate it. A protocol to accurately recover fluorescence 
lifetime estimates by removing the fibre probe background noise and determining an accurate 
estimate of the instrument response function is outlined. The CLSE and protocol was validated by 
imaging a fluorescent plastic slide and FRET constructs in fixed cells while comparing equivalent 
measurements from a confocal laser scanning microscope. To move towards intravital experiments, 
ex vivo tissue containing GFP expressing cells, from murine models of cancer were imaged. Finally, to 
demonstrate the potential for the CLSE as an intravital imaging tool to measure the efficacy of 
anticancer drugs by imaging FRET biosensors in vivo in murine models of human cancer, a time lapse 
imaging experiment of cancer cells and their response to anti-cancer drugs by FLIM FRET is 
presented. 
 Chapter 7 reviews the work presented in chapters 4, 5 and 6 and discusses future work.  
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Chapter 2: Fluorescence and Fluorescence Imaging 
This chapter reviews the fundamentals of fluorescence microscopy. An introduction to the 
photophysics of fluorescence and a discussion of the main microscopy techniques is provided in §2.1 
& §2.2. To appreciate the expanding range of time-resolved fluorescence detectors that are now 
available, a technology overview is given in §2.3  before focussing on the particular detectors used in 
this thesis and the techniques used to analyse the data. Finally approaches to combine fluorescence 
measurements with fibre based flexible endoscopes for measurements in vivo are reviewed in §2.4. 
The content of this chapter is divided into the following sections: 
2.1 Photophysics of fluorescence ............................................................................................... 22 
2.2 Fluorescence microscopy ...................................................................................................... 27 
2.3 Fluorescence lifetime imaging .............................................................................................. 29 
2.4 Endoscopes for in vivo fluorescence imaging ....................................................................... 39 
2.5 Conclusions ........................................................................................................................... 46 
2.1 Photophysics of fluorescence 
 
Figure 2.1 Jablonksi diagram 
 The typical radiative and non-radiative pathways of a fluorophore following excitation by a single photon. 
Absorption is followed by rapid internal conversion and fluorescence or phosphorescence if intersystem 
crossing occurs.  Adapted from 
1
. 
Fluorescence and phosphorescence are conveniently described by a Jablonksi diagram (Figure 2.1), 
which describes a fluorophore in terms of electronic (i.e.𝑆0,𝑆1,𝑆2) levels and vibrational sub-levels 
(i.e. the three bands numbered 0, 1 and 2 beside the 𝑆0 energy level).  
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If an incident photon of frequency 𝑣𝐴 is of sufficient energy, i.e. ℎ𝑣𝐴 ≥  𝑆1 − 𝑆0, the electrons in the 
ground state, 𝑆0  of fluorophores may be excited to the higher energy states 𝑆1. The excitation 
process is very fast, (10−15s) 1. Because vibrational energy steps are much smaller than adjacent 
electronic energy steps, an excited fluorophore typically undergoes rapid relaxation (10−12s) to the 
lowest vibrational level of the 𝑆1 state by internal conversion (the dissipation of energy by non-
radiative processes such as collisions) before radiative relaxation to the ground state 𝑆0 by 
fluorescence emission (around 10−8s).  
Alternatively, the excited fluorophore may undergo intersystem crossing. In this case, the molecule 
undergoes spin conversion to a triplet state. Because the transition from a triplet state to a singlet 
state is forbidden, radiative relaxation to the ground state is slow compared to fluorescence 
(10−6 𝑡𝑜 10−3𝑠). This process is distinguished from fluorescence by the term phosphorescence.  
Two or more incident photons can excite a fluorophore in a process called multiphoton excitation 1.  
Unlike single photon excitation, this process scales non-linearly with intensity because it relies on the 
chance of two or more photons coinciding on a fluorophore at the same time.  
2.1.1 Absorption and emission 
The Lambert-Beer law is used to describe the decrease in intensity of light as it passes through a 
sample. It states that the incident intensity, 𝐼0, will exponentially decrease as a function of sample 
thickness, 𝑑, and molar absorber concentration, [𝑐], such that, 
 𝐼 = 𝐼0𝑒
−𝜀[𝑐]𝑑, 2.1 
If 𝑑 and [𝑐] are known, the molar extinction coefficient, 𝜀, which is a function of optical wavelength, 
λ, can be determined by rearranging 2.1 to, 
 𝜀[𝑐]𝑑 = ln (𝐼0 𝐼⁄ ) 2.2 
The function ɛ(λ) will reflect the electronic and vibrational energy level structure of a fluorophore as 
described by the Jablonksi diagram (Figure 2.1). 
How efficiently absorbed light is converted to fluorescence is defined by the quantum yield, 𝑄 which 
is the ratio of the radiative relaxation rate, 𝑘𝑟 to the total relaxation rate - given by the sum of 
radiative and non-radiative rates, 
 𝑄 =
𝑘𝑟
𝑘𝑟 + 𝑘𝑛𝑟
 2.3 
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The brightness of a fluorophore describes how efficiently the excitation light is converted to 
fluorescence. The relative brightness between different fluorophore can be estimated from the 
product of their quantum yields and extinction coefficients. 
This description of the quantum yield can be extended to include the effects of additional non-
radiative decay paths. For example, by exposing the fluorophore to collisional quenchers, an 
additional energy loss mechanism is provided by molecules bumping into the fluorophore. Another 
important quenching process is Förster Resonance Energy Transfer (FRET) which is discussed in 
chapter 3. 
The radiative decay rate is a function of the absorption and emission spectra of a fluorophore and 
the local refractive index and is given by the Strickler-Berg equation 1: 
 𝑘𝑟 = 2.88 × 10
−9𝑛2
∫ 𝐹(?̃?) 𝑑?̃?
∫ 𝐹(?̃?)?̃?−3 𝑑?̃?
∫
𝜀(?̃?)
?̃?
𝑑?̃? 2.4 
Where, 𝑛, is the refractive index, 𝐹, the emission spectrum and ?̃? is the wavenumber.  
The quantum yield depends on the radiative and non-radiative decay rates, which in turn depend on 
the fluorophore’s local environment. Therefore the quantum yield is fluorophore specific and 
sensitive to the local environment.  
Referring back to Equation 2.3, the quantum yield is equivalent to the ratio of the number of 
emitted fluorescence photons to the number of absorbed excitation photons, (or corresponding 
emission and excitation intensities, 𝐼𝑒𝑚  and  𝐼𝑎𝑏𝑠 respectively) such that,   
 𝑄 =
𝑝ℎ𝑜𝑡𝑜𝑛𝑠 𝑒𝑚𝑖𝑡𝑡𝑒𝑑
𝑝ℎ𝑜𝑡𝑜𝑛𝑠 𝑎𝑏𝑠𝑜𝑟𝑏𝑒𝑑
=
𝐼𝑒𝑚
𝐼𝑎𝑏𝑠
 2.5 
Therefore steady state fluorescence measurements can be used to monitor the quantum yield of a 
fluorophore to both identify its presence and monitor the environment. 
2.1.2 Wavelength 
Fluorescence emission typically occurs at lower energies and longer wavelengths compared to 
absorption. This phenomenon is termed Stokes Shift, and was first observed back in 1852 by Sir. G. 
G. Stokes 1. Because of this wavelength shift, we can separate fluorescence from excitation light by 
using emission filters. This process can be understood by referring to the Jablonksi diagram and 
remembering that the energy of a photon, 𝐸𝑝 as a function of wavelength, 𝜆 is given by, 
 𝐸𝑝 =
ℎ𝑐
𝜆⁄  2.6 
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Typically, absorbed photons excite fluorophores to energy states higher than the lowest vibrational 
level in the 𝑆1 state.  Stokes shift occurs because transition probability is higher from the lowest 
vibrational level and some of the energy of the exciting photon is nearly always dissipated by 
vibrational relaxation because vibrational relaxation rates are much larger than radiation relaxation 
rates. 
2.1.3 Lifetime 
The fluorescence lifetime is given by the inverse of the total relaxation rate, 
 𝜏 =
1
𝑘𝑟 + 𝑘𝑛𝑟
=
𝑄
𝑘𝑟
 2.7 
When a population of fluorophores are excited by a delta pulse of light, the random nature of 
excited state relaxation means that the initial excited population will decay at a rate given by, 
 
𝑑𝑁(𝑡)
𝑑𝑡
= (𝑘𝑟 + 𝑘𝑛𝑟)𝑁(𝑡) =
𝑁(𝑡)
𝜏
 2.8 
and the instantaneous fluorescence intensity will be given by, 
 𝐼(𝑡) = 𝐼0𝑒
−𝑡 𝜏⁄  2.9 
So for a homogenous sample of fluorophores with a single radiative decay path, the fluorescence 
intensity after a delta pulse of excitation light will follow a mono-exponential decay law.  
In practice, biological samples will rarely present monoexponential decay profiles because there will 
be more than one species and there will most often be variations in the local environment that will 
modulate the fluorophore’s decay rates. To account for multiple fluorescence decays, the model can 
be extended to include multiple exponential terms, 
 
𝐼(𝑡) = ∑ 𝐼𝑖0𝑒𝑥𝑝
−
𝑡
𝜏𝑖
𝑁
𝑖=0
 
 
2.10 
Alternatively a continuous distribution of lifetimes may be considered. One such distribution is the 
stretched exponential function 2, 
 
𝐼(𝑡) = 𝐼0 (𝑒𝑥𝑝
−(
𝑡
𝜏𝑠
)
1
ℎ
) 
 
2.11 
It takes the form of a single exponential decay with a lifetime, 𝜏𝑠 and an additional exponential 
term, ℎ, referred to as the inhomogeneity factor. The physical interpretation of this factor is that it 
reflects the width of the continuous lifetime distribution in the sample.  
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2.1.4 Polarisation 
The chance of exciting a fluorophore depends on the orientation of its transition dipole moment 
relative to the orientation of the exciting electric field. The more aligned the dipole moment is, the 
greater the chance of excitation. Therefore when homogenous solutions of fluorophores are excited 
with polarised light, favourably aligned fluorophores are more efficiently excited. Because 
fluorescence emission occurs along a fixed axis relative to the transition dipole moment 1, the 
samples fluorescence will reflect this favoured alignment so that for polarised excitation light, 
fluorescence will also be partially polarised 1. The degree of polarisation can be described by the 
fluorescence anisotropy, 𝑟 defined as, 
 𝑟 =
𝐼∥ − 𝐼⊥
𝐼∥ + 2𝐼⊥
 2.12 
where  𝐼∥ and 𝐼⊥ represent the amount of fluorescence detected in the planes parallel to and 
perpendicular to the excitation light respectively. In cells and tissues, fluorophore anisotropy can be 
used to collect information about molecular orientation. 
Anisotropy measurements of fluorophores are not necessarily constant with time. Starting with the 
simplest case of a freely rotating spherical fluorophore, following excitation with a pulsed light 
source the fluorescence anisotropy, 𝑟 as a function of time, 𝑡 is given by 1, 
 𝑟(𝑡) = 𝑟0𝑒
−𝑡 𝜃⁄  2.13 
Where, 𝑟0is the fundamental anisotropy at 𝑡 = 0 and 𝜃 is the rotational correlation time of the 
sphere.  
When trying to accurately measure fluorescence decays of dyes whose rotational correlation times 
are comparable to the fluorescence lifetime, it is important to account for its effect as it can distort 
measurements. To accurately measure lifetimes, the magic angle scheme can be used where 
fluorescence is detected from the sample through a linear polariser that is at rotated by 54.7° 
relative to the excitation lights plane of polarisation 1. 
2.1.5 Photobleaching & phototoxicity 
Fluorophores can transition into dark states leading to momentary (reversible) or permanent loss of 
the ability to fluoresce. Known as photobleaching, this is typically associated with intersystem 
crossing of an excited fluorophore into long lived triplet states (as described by the Jablonksi 
diagram shown in Figure 2.1) 1. The slow rate (~ µs - ms) of radiative decays via triplet states 
increases the probability that the excess energy will be transferred to the environment, for example, 
by producing highly reactive singlet oxygen or by photoionization 3. In this state oxygen can destroy 
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the fluorophore by reacting with it (irreversible photobleaching) and can also damage the cell by 
creating reactive oxygen species (ROS) 4. Therefore when designing an experiment, it is important to 
minimise photobleaching of fluorophores to avoid distorted intensity measurements and sample 
phototoxicity. 
2.2 Fluorescence microscopy 
Optical microscopes provide high resolution images of small objects making them a crucial tool for 
understanding biological processes on the cellular scale. The theoretical fundamental limit for 
optical imaging due to diffraction was established by Abbe in the 19th century 5.  
Figure 2.2 describes the basic features of a wide-field fluorescence microscope using epi-illumination 
geometry. To illuminate the sample, a broadband incoherent source such as a mercury lamp is used. 
To uniformly illuminate the sample plane, the light source is imaged to the back focal plane of the 
objective lens (Köhler illumination, blue lines).  To excite fluorescence in a particular wavelength 
range, an excitation filter is positioned after the light source. The illumination and imaging path is 
combined by using a dichroic to reflect excitation light and transmit fluorescence. To image 
fluorescence while rejecting background noise and excitation light, an emission filter is placed after 
the dichroic. Typically the image plane is recorded by a CCD or viewed by the user through the 
microscope eye piece. 
 
Figure 2.2 Simplified diagram of a wide-field microscope. 
The wide-field microscope is a relatively simple way to achieve high resolution images and, unlike 
point scanning techniques, acquires signal from all pixels in parallel so can provide the highest 
acquisition speeds. However for optically thick samples, wide-field imaging suffers from noise due 
emission from out of focus planes (dashed green lines). 
2.2.1 Optically sectioned imaging 
In contrast to wide-field designs, optically sectioned microscopes aim to reject out of focus light. 
Confocal imaging designs are perhaps the most common type of optically sectioned microscopes in 
use today. First proposed by Marvin Minsky in 1957 6, initial designs projected an image of a pinhole 
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onto the sample plane while focussing illumination light through it (critical illumination) and 
detecting returning light through a confocal pinhole so only signal from sample focal plane is 
efficiently transmitted through the pinhole and detected by a point detector such as a 
photomultiplier tube (PMT) (blue and green solid lines in Figure 2.3). To build up an image, the 
sample was moved on a translation stage. 
 
Figure 2.3 Simplified diagram of a confocal microscope 
This early approach led to the development of confocal laser scanning microscopes (CLSM) and its 
application to biological samples 7. Figure 2.3 summarises the key features of the CLSM.  A laser 
beam is used for coherent illumination. After collimating and combining with the imaging path, 
mechanically driven mirrors scan the beam at different angles in the back face of the objective so 
that the beam is focussed to a spot that scans the sample plane. 
The confocal microscope has superior axial and lateral resolution when compared to wide-field 
microscope and enables sectioned imaging of thick samples by rejecting out of focus planes 8. An 
issue with sectioned imaging techniques is the need to scan a point across the sample in order to 
build up an image. This typically makes acquisition times long compared to wide-field imaging. 
In an attempt to speed up acquisition times, multi-point scanning approaches can be implemented. 
First proposed by in 1967 by Petran 9, a spinning Nipkow disc can be used to scan multiple beams 
across the sample so less time is needed to scan the field of view.  Some notable issues with these 
designs are the low transmission efficiency of excitation light through the pinholes and the increased 
noise associated with cross talk between the pinholes 7. Another variant is line scanning approaches 
where the pinholes are replaced with confocal slits. Speed is increased at the expense of sectioning 
along the line 7,10. 
An inherent issue with single photon excitation is out of plane photobleaching. This issue can be 
avoided by using multiphoton excitation. This first implementations of multiphoton microscopes 
were pioneered by Winfried Denk in 1990 at Cornell 11. The non-linear dependence on intensity 
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means that multiphoton excitation is only efficient at the focus of a laser beam. By scanning the 
beam across the sample, optically sectioning images comparable to CLSM can be achieved. The 
longer wavelengths associated with multiphoton excitation and the inherent sectioning make it 
better than single photon excitation for imaging optically thick tissue samples 12 because scattering is 
lower (see §3.1) and non descanned detection is possible. 
2.3 Fluorescence lifetime imaging 
Fluorescence lifetime measurements can be categorised as either time-domain (TD) or 
frequency-domain (FD) approaches. In both cases, lifetimes are recovered by comparing 
measurements to a model. The simplest model is a mono-exponential decay.  
In the FD FLIM (Figure 2.4(a)), the time-varying response of a fluorophore to modulated excitation 
light is measured. In this case, the phase, 𝜃 and demodulation, m of the fluorescence signal relative 
to the excitation light is used to determine a lifetime. The lifetimes estimated from the phase and 
demodulation measurements are only the same when the signal follows a mono-exponential 
fluorescence decay. 
 
Figure 2.4 Basics of frequency- and time-domain FLIM 
(a) For frequency-domain FLIM, excitation light is modulated (in this case sinusoidally) to generate a 
modulated fluorescence signal. The demodulation and phase shift of the fluorescence signal can be used to 
determine a lifetime. (b) For time-domain FLIM, pulse excitation light is used to generate fluorescence 
decays. The fluorescence decay is sampled at different times across the decay and a model is used to 
determine lifetimes. (c) A lifetime map displayed using a colour map and the HSV value can be modulated 
by the fluorescence intensity in each pixel to produce an intensity weighted FLIM image, (images from 
13
). 
In the TD FLIM (Figure 2.4 (b)), the time varying response of a fluorophore to pulsed excitation light 
is measured and lifetimes are estimated by relating the data to a model (e.g. mono- or multi-
exponential). 
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Regardless of the approach, fluorescence lifetime imaging microscopy (FLIM) produces images by 
determining the fluorescence lifetime for each imaged pixel and lifetimes are typically assigned a 
particular hue. Figure 2.4(c) shows how the information can be portrayed. The value of each pixel 
colour (i.e. the HSV plane) is often modulated by the time integrated pixel signal to combine the 
structural information with the lifetime map.  
Because a fluorophore’s frequency response is related to the temporal response by a Fourier 
transform, TD and FD FLIM approaches should offer equivalent information about the sample. 
Therefore when deciding which to use for a given experiment, it is more important to consider the 
specific implementations. 
In TD approaches, lifetimes are typically determined by non-linear least squares fitting routines 
(discussed in §2.3.5) which may include global analysis (discussed in §2.3.6). However fitting models 
can be computationally expensive so a number of analytic approaches are often used which are less 
computationally intensive and so can be used for the fastest FLIM image update rates. Analytic 
approaches include, rapid lifetime determination 14 and method of moments 15 (discussed in §2.3.7). 
An alternative way to visualise lifetime information is using the phasor plot 16–18. This approach is 
traditionally associated with FD imaging and offers a simple, fit free way to visualise images 
according to the phase shifts and demodulations of fluorescence signals 19.  
2.3.1 Overview of FLIM technology 
In order to efficiently measure lifetimes, light sources and detectors need to generate and detect 
signals with MHz to GHz bandwidths.  
FLIM technologies have developed considerably since the first implementations and have been 
applied to scanning and wide-field microscopes and can be categorised as based on intensity 
measurements or photon counting. This section reviews some of the common technologies being 
implemented and developed to date. For a recent and more comprehensive review on the 
technology and applications see 20.  
For excitation, TD systems typically use pulsed light sources such as a Ti:Sapphire laser, a 
gain-switched pulsed diode laser or an ultrafast fibre laser-pumped supercontinuum. For FD 
methods,  modulated light sources such as modulated diode lasers and modulated LEDs are typically 
used. Alternatively continuous wave (CW) light sources can be modulated using electro- and 
acousto-optic modulators for FD FLIM.  
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A range of high bandwidth detectors are used for detection. For point scanning techniques, 
photomultiplier tubes (PMTs), microchannel plate PMTs (MCP-PMT) and single photon avalanche 
diodes (SPADs) and hybrid PMTs can be used and are capable of MHz count rates. For wide-field 
detection, intensifiers are typically used offering up to GHz bandwidths. The detector dead-time 
places an upper limit on the speed with which the instrument can detect photons 21.  
Following in the footsteps of phase fluorometers 1, FD FLIM instruments use homodyne and 
heterodyne detection methods to encode the high frequency fluorescence lifetime signal into a DC 
or slowly varying (typically up to 100 Hz) one at the detector. 
A number of point scanning microscopes including CLSM have been adapted for FD FLIM based on 
intensity measurements, for example 22,23.  As in conventional CLSM, a photomultiplier tube (PMT) is 
used for detection and a laser is used as the excitation source. To generate time varying excitation 
light, the laser output is sinusoidally modulated. For detection, lock-in-amplifiers 23 can be used or 
the PMT gain can be modulated 24.  
For TD point scanning techniques, pulsed light sources are synchronised with photon counting 
electronics. The most common approach is time correlated single photon counting (TCSPC) which 
records the arrival time of photon events, detected by a single photon detectors like a PMT, relative 
to an excitation pulse (see §2.3.2) 15. This technique was pioneered in the 1960s as a relatively 
straight forward add-on to point scanning microscope techniques such as CLSM 25. Because only one 
photon can be detected at a time and there is a finite electronic processing time for detected 
photons, the maximum count rates and hence acquisition speeds of point scanning TCSPC systems 
are slow.  
Recent developments in technology have led to the commercialisation of a subtly different approach 
to TCSPC that uses time-to-digital converters (TDC) instead of TACs 26,27. They can offer higher 
detection rates due to lower dead times.   
A way to increase acquisition speed further is to use multiple detectors so you can reduce the effect 
of dead-time on maximum achievable count rates. For TCSPC, this can be achieved by spreading the 
signal across detectors in parallel 28 (known as multichannel TCSPC). However this brings additional 
complexity and cost. 
An alternative route to faster acquisition speeds is to assign photon arrival times to a series of pre-
set time bins. Known as “time-gated photon counting”, this approach can achieve higher count rates. 
However, compared to TCSPC this is typically with lower lifetime precision 21 because time bins are 
normally larger and the IRF is not known. 
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Instead of photon counting or time-gating, a fast digitiser can be used to sample the intensity decay 
detected by a microchannel plate photomultiplier (MCP-PMT) from a single laser pulse 29.  
A recent development that could lead to a more cost effective, and powerful instrument is the use of 
arrays of single photon avalanche diodes (SPADs) for highly parallelised TCSPC 30,31. This is 
particularly interesting because TCSPC is regarded as the gold standard for lifetime measurements as 
it is the most photon efficient way to measure lifetimes 32,33.   
There is also a number of wide-field photon counting techniques that have been proposed based on 
placing position sensitive detectors after intensifiers. Because cameras cannot yet be gated on the 
nanosecond time-scale this approach is currently better suited to measuring phosphorescence 
lifetimes or particularly long fluorescence lifetimes (10s of nanoseconds), for example 34. An 
alternative approach is to replace the phosphor part of an intensifier with a position sensitive anode 
(e.g. a grid of wires) 35 for photon counting based fluorescence lifetime imaging.  Another uses an 
electron bombarded CCD (EBCCDs) to encode photon arrival time by rapidly modulating the 
detectors gain 36.  
For wide-field imaging, optical intensifiers can be modulated 37,38 or gated 39,40 for FD or TD 
measurements respectively (discussed in §5.2). Intensifiers consist of a photocathode, typically 10 to 
20 mm in diameter, followed by a microchannel plate and a phosphor screen. For FD measurements, 
the gain of the intensifier and light source are synchronously modulated for homodyne or 
heterodyne detection. To determine lifetimes, the relative phase of the modulation of the light 
source and detector are incremented multiple times and a series of camera images are recorded. For 
TD measurements, intensifiers (known as gated optical intensifiers (GOIs)) are synchronised with a 
pulsed light source to be stroboscopically time-gated on and off. Time-gates can range from 100s of 
picoseconds to nanoseconds. By adding a variable delay to the synchronisation signal used to trigger 
GOI time-gating, the fluorescence decay is sampled at different time points. At each time point a 
camera image is recorded.  
Typically intensifiers are used for wide-field imaging. However as a middle ground between 
parallelised detection and optical sectioning, intensifiers can be combined with line scanning 
microscopes, spinning discs 41,42 and structured 43 or light sheet illumination 44. 
The sequential nature of FLIM acquisitions with intensifiers makes this method prone to motion 
artefacts. To overcome this, GOIs have been modified for single shot acquisitions by dividing the 
photocathode into four sub image areas that can be triggered  sequentially 45. 
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Rather than use an intensifier in front of a camera, attempts have been made to rapidly gate 46 or 
modulate 47 CCD cameras on the nanosecond time scale. So far they have not been able to go below 
10s of nanoseconds so they are not suitable for the most commonly used fluorophores, which have 
lifetimes below 10 nanoseconds.  
A recent development, first proposed in 2005 48 is the commercialisation of a directly modulated 
CMOS camera for wide-field FD FLIM 49. The CMOS architecture was inspired by time-of-flight 
cameras used for remote inspection and consists of an active area for converting photons to 
electrons that is flanked on either side by two charge collection sites. A sinusoidally modulated 
voltage is used to drive the charge into one of the two collection sites at up to 50 MHz repetition 
rates. At the same time this drive signal can be used to modulate a diode laser for excitation. The 
approach is analogous to the FD wide-field approach using a modulated intensifier, however, unlike 
modulated or gated intensifiers, no signal is lost. Although, read noise and dark currents are 
currently relatively large, we can expect that these issues will eventually be overcome and the 
application to FLIM is already demonstrated 50. 
As an extension to the above techniques, a number of groups have proposed multiplexing emission 
e.g. 51–53 and excitation wavelengths e.g. 53,54 for hyper dimensional imaging. 
This thesis is concerned with developing FLIM endoscopes using laser scanning TCSPC and TD GOIs. 
The following sections will introduce the principles of these approaches and the methods used in 
this thesis to analyse the data they produce. 
2.3.2 TCSPC for time-domain FLIM 
For time-domain FLIM, TCPSC measures the precise arrival times of fluorescence photons. The key 
principles of a typical TCSPC based on time-to-amplitude converters (TACs) is outlined in Figure 2.515.  
A pulsed light source is used to stimulate a fluorescence response from a sample. A fluorescence 
photon generates an electrical pulse in a photomultiplier tube (PMT). For precise timing, a constant 
fraction discriminator (CFD) is used to trigger a TAC, which outputs a voltage that increases linearly 
with time. The TAC is subsequently stopped by the output of another CFD fed by an electrical pulse 
from a photodiode (PD), which is sampling the excitation light. The size of the TAC voltage is related 
to the photon arrival time relative to the excitation pulse at the sample. The TAC voltage is 
converted to a digital signal by an analogue to digital converter (ADC). The digital value is assigned to 
a time bin of a histogram. Over multiple excitation pulses a histogram of arrival times is built up from 
which fluorescence lifetimes can be estimated. For imaging, TCSPC is integrated with beam scanning 
systems such as CLSM. 
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Figure 2.5 Simplified diagram of TCSPC.  
Pulses of laser light generate photons of fluorescence that are detected by a PMT. The electrical signal from 
the PMT and a synchronisation signal from the laser are used to start and stop a time-to-amplitude 
converter (TAC) by triggering a pair of constant fraction discriminators (CFDs). The TAC signal encodes as a 
voltage, the time difference between detection of the photon and the laser pulse. This time is allocated to a 
time bin in a histogram. After multiple detected photons the histogram corresponds to a fluorescence 
decay profile. 
Because there is a dead-time associated with the electronics during the processing of a photon event 
(i.e. while a photon is being recorded, no other photons can be detected), the count rates of TCSPC 
systems are typically limited to less than 10 MHz. Also, the finite dead time and serial detection of 
photons means that, for count rates approaching the repetition rate of the pulsed excitation source, 
there is more chance earlier photons will be detected compared to delayed photons. Known as pulse 
pile-up 55, this can lead to artificially short lifetimes and is avoided by ensuring count rates are less 
than a few percent of the pulse rate. 
2.3.3 Time-Gated detection for time-domain FLIM 
Conventional cameras cannot measure fluorescence lifetimes because their exposure times cannot 
go below hundreds of nanoseconds. For gated-detection, GOIs are used 39. In contrast to TCSPC, 
fluorescence signals are measured across all pixels in parallel and they don’t suffer from the 
dead-time issues associated with TCSPC counting electronics, allowing much higher photon 
detection rates. The operation of a GOI is discussed in detail in Chapter 5. Essentially, a GOI amplifies 
optical images and can be rapidly switched on and off to act like an ultrafast optical shutter when 
placed in front of a camera. Only fluorescence photons incident on the GOI while it is gated on are 
amplified and detected by the camera.  Because GOIs can be switched between low and high 
amplification on the scale of 10s to 100s of picoseconds, when coupled to a camera, they can sample 
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fluorescence decays and resolve lifetimes. For FLIM, another important feature of intensifiers is that 
they amplify the typically weak fluorescence signal above the camera’s dark current and pixel read 
out noise. 
A typical time-gated set-up is shown in Figure 2.6. A pulsed light source induces a fluorescence 
response from the sample and an optical relay images sample fluorescence onto the GOI 
photocathode. Some of the excitation light is sampled by a photodiode (PD) to generate an electrical 
pulse. This electrical pulse is passed through an electrical signal delay box which adds a variable 
delay to the electrical pulse by switching between wires of different lengths or by converting the 
input pulse into another pulse after a time determined by on-board counting electronics. Typically, 
the delay box can introduce delays up to 20 ns in increments as small as 25 ps 56. The output pulse 
from the delay box is used to trigger the GOI to turn on for a finite amount of time (i.e. a time-gate). 
By sequentially moving through a series of delays the GOI will be synchronised with different time 
points along fluorescence decay profiles. 
 
 
Figure 2.6 simplified diagram of time-gated FLIM using a GOI. 
 The GOI samples fluorescence decays at different time delays, 𝒕𝒋  in each pixel (i.e. 𝒅𝒆𝒄𝒂𝒚(𝒙𝒊, 𝒚𝒊) ) across 
the field of view at the same time. For each time delay and image is recorded on the CCD. A series of 
images at different time delays is used to determine a lifetime in each pixel and produce a FLIM image. 
A typical light source used for excitation is an 80 MHz mode-locked Ti: Sapphire laser and camera 
exposure times used to collect time-gated fluorescence from the GOI range from milliseconds to 
seconds. Therefore for each time-delay, thousands or millions of fluorescence decays will have 
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contributed to the measured signal. This is why this technique is sometimes referred to as 
stroboscopic time-gated detection. 
While time-gated imaging offers clear speed advantages over TCSPC, fluorescence that lies outside 
of the time-gates is not collected and the sequential acquisition of time delays makes this method 
sensitive to changes in the sample position between measurements, leading to lifetime artefacts. In 
addition the GOI amplification process adds noise to the fluorescence signal (see §5.2.6).  These 
features make time-gated imaging based on GOIs more suited to imaging bright fluorescence 
samples with fast updates rates. In contrast while TCSPC has inherently low detection rates, photons 
are not rejected by gating and noise statistics are governed only by the Poisson noise of the photon 
counting – thus it has, in principle, unlimited dynamic range.  TCSPC FLIM is more photon efficient 
than time-gated FLIM and may be preferred for samples that have particularly weak fluorescence 
signals and are sensitive to light dose. For a more comprehensive review of wide-field and point 
scanning FLIM see review 57. 
2.3.4 Instrument response functions, backgrounds and scatter 
In general for TD FLIM, the response of the instrument to a Dirac delta function is significant and will 
influence the shape of measured fluorescence decays 15. This response is a combination of the time-
varying profile of the excitation source, the detector’s temporal response and jitter (shown in Figure 
2.7).  
 
 
Figure 2.7 Convolution steps which give rise to the measured fluorescence decay profile, D. 
The laser pulse has a finite temporal width and the time-gate of a GOI (a) or the time-spread in the 
response of a PMT (b) accounts for the detector response. The laser pulse and the detector response are 
convolved together to make the instrument response function (IRF) and this is convolved with the 
fluorescence response function (FRF). 
The instrument response function (IRF) is conveniently obtained by measuring excitation light from a 
reflective surface in place of a fluorescent sample as it will provide an instantaneous response. 
Measured decay profiles, 𝐷 from a sample are then given by the convolution (indicated by the ∗ 
operator) of the IRF and the sample’s fluorescence response function (FRF) to a delta pulse. 
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In practice there is normally background noise, 𝐵 due to room light and autofluorescence from the 
sample and instrument as well as noise due to detector dark currents. Also there is typically a small 
fraction, 𝑓 of the excitation light so, 
 
 
𝐷 = 𝐼𝑅𝐹 ∗ 𝐹𝑅𝐹 + 𝐵 + 𝑓. 𝐼𝑅𝐹 2.14 
Accurate lifetime measurements require accurate estimates of B and IRF to account for their effect 
in fitting. 
2.3.5 Analysing the data 
To recover lifetimes from the measured decay profiles, iterative fitting techniques or analytic 
methods may be used. In this thesis, a substantial amount of analysis is carried out using an in house 
developed fitting software package called FLIMfit 58. This software uses weighted non-linear Least 
squares (WNLLS) fitting based on the Levenberg-Marqueardt algorithm. The quality of a model’s fit 
as a function of the parameter vector, 𝛼, to the data is based on the well-known weighted least 
squares metric given as, 
 
𝜒2(𝛼) = ∑
(𝑦𝑖 − 𝐼𝑖(𝛼))
2
𝜎𝑖
2
𝑖
 
2.15 
Equation 2.15 gives the sum over the data points of the residuals squared, 𝜒2 of the fitted model, 
𝐼(𝛼) to each data point, 𝑦, when weighted by an estimate of the error, 𝜎, which is given by the 
variance of the data or the value of the mode at that point, i.e. because the data is assumed to 
follow Poisson statistics the variance is equal to the average.  Essentially weighting the  𝜒2  by the 
variance of the data or the value of the model is effective for converging on the correct solution 
when errors are normally distributed and values are non-zero. The weighting function has been 
carefully chosen by the author of the software to minimise bias in the fits 59.  
A statistical fitting option is available in FLIMfit. Known as maximum likelihood estimation (MLE) 60, 
this method aims to maximise the likelihood of a set of parameters, 𝛼 given the observed data 𝔇, 
ℒ(𝛼|𝔇). It is straightforward to show that the MLE is proportional to the probability of the set of 
data given the parameters, i.e.  𝑃(𝔇|𝛼). FLIMfit implements MLE by iteratively minimising ℒ(𝛼|𝔇) 
by trying different estimates for the parameters.  
To contextualise this approach, we note that lifetime data consists of samples of intensities or 
photon counts in time bins. These values will be Poisson distributed with means µ so that the 
probability of 𝑛 events is given by, 
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𝑃(𝑛) =
𝑒−𝜇𝜇𝑛
𝑛!
 2.16 
A measured decay profile will consist of a set of, 𝑁 intensities or photon counts so the probability 
that the data follows a distribution with parameter vector 𝛼, is given by the product of the individual 
probabilities so that, 
 
 
ℒ(𝛼|𝔇) = ∏ 𝑃(𝑛𝑁)
𝑁
 2.17 
This It has been shown that MLE offers improved performance over WNLLS for low photon numbers 
(i.e. less than a few hundred) and gives an unbiased estimate of fluorescence lifetimes e.g. 59. 
2.3.6 Global analysis 
While there is the potential for biological samples to present complex fluorescence decay profiles 
consisting of two or more exponential decay rates in imaged pixels, fitted models are rarely more 
complex than double exponentials. This is because of constraining factors such as light dose to the 
sample, update speeds, and sample bleaching which limit the total number of photons to at most a 
few thousand per pixel. It has been shown, however, that up to hundreds of thousands of photons 
are required to resolve lifetimes for double exponential decays with reasonable precision 32. 
Therefore, unless the image is heavily binned, there are typically not enough photons to resolve the 
parameters of double exponential decays let alone more complex models.  
It is possible to improve on this limit by assuming each pixel is sampling fluorescence from a 
common set of fluorophores. In this way information is shared between pixels to better constrain 
the analysis in each pixel than if they been analysed independently. This approach is known as global 
analysis and has been implemented in FLIMfit and described in the detail in 59.  
2.3.7 Analytic lifetime estimates based on rapid lifetime determination (RLD) 
For applications that require fast, sub-second update rates, it is often not feasible to carry out 
iterative fitting procedures such as the ones described in §2.3.5 & §2.3.6. For higher speeds, analytic 
methods such as rapid lifetime determination (RLD) can be used because they are computationally 
less expensive. First proposed by Ballew et al 14, assuming a monoexponential fluorescence decay, 
the lifetime, 𝜏, can be estimated from two contiguous sampling windows, 𝐼𝑜 and 𝐼1 of width, ∆𝑡, 
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𝜏 =
−∆𝑡
ln
𝐼𝑜
𝐼1
⁄
 2.18 
Optimum strategies have been found based on analytic expressions for the noise on sampled 
fluorescence signals in each window e.g. 14,61. The two gate strategy can be generalised to multiple 
gates, equally spaced in time, and of the same width 62 and the model can be extended to analyse 
biexponential decays using 4 or more windows 63. 
2.4 Endoscopes for in vivo fluorescence imaging 
Since the publication of Bozzini’s candle based light guide in 1806, endoscopy has been transformed 
by advances in technology 64. The key feature of endoscopes is that they provide the user with a 
view of internal organs in a minimally invasive way. Today endoscopes can be broadly categorised as 
either rigid or flexible.  
The most common form of rigid endoscopes is based on the Hopkins design 64 and consists of a tube, 
typically millimetres in diameter, containing a series of rod shaped lenses which relay an optical 
image from the sample plane to a camera or to an eyepiece lens for direct viewing. Because of the 
rigidity of this design, they tend to be used with surgical procedures e.g. for key-hole surgery to 
inspect joints.  
Traditional flexible endoscopes are based on coherent imaging bundles of optical fibres that are 
fixed in the same configuration at the proximal (user end) and distal (tissue surface) ends in order to 
relay an image. Because fibres can be bent and still function as optical waveguides, fibre bundles can 
be used to make flexible endoscopes. An issue with this design however, is that the fibre bundle 
leads to a pixilation of the image and the breaking of individual fibres results in the permanent loss 
of pixels. Despite this they are invaluable tools for imaging internal organs such as the GI, lungs or 
bladder. 
To improve upon the pixelated resolution of flexible bundles, video endoscopes can be used instead.  
They avoid the need for a fibre bundle to relay the image by using miniaturised cameras placed at 
the endoscopes distal tip. 
For illumination of the sample plane, endoscopes typically deliver light through an incoherent 
bundle of fibres surrounding or adjacent to the imaging path. 
Commercial endoscopes often have a working channel in order to insert instruments such as 
miniature forceps or to apply fluids or gases to the tissue site. Increasingly, this working channel is 
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becoming used for advanced endoscope techniques in a mother-daughter scope configuration 
where advanced endoscopes can provide information that complements conventional white light 
reflectance images. 
2.4.1 Fibre optics 
Optical fibres are used for delivering illumination light to the sample plane and relaying images to 
detectors. They are typically cylindrical in shape and consist mostly of silica glass or polymers 65. The 
most common type of fibre used in endoscopy is the step-index fibre which consists of a core of with 
a refractive index, 𝑛1 that is higher than a surrounding layer, known as the cladding, with a refractive 
index 𝑛2.  
Consider the cross sectional view of a step-index fibre in Figure 2.8 which shows an optical path of a 
meridional ray. When rays of light enter the fibre core and strike the core-cladding interface with an 
incident angle greater than the critical angle, 𝜃𝑐defined by, 
 
𝜃𝑐 = sin
−1(
𝑛2
𝑛1⁄ ) 2.19 
total internal reflection occurs so that all the light energy is reflected. Because of the cylindrical 
symmetry of the fibre, the same process happens on the other side of the fibre so the light is 
confined to the core and guided along the fibre. 
Fibres can be single- or multi-mode depending on how many different propagation modes the fibre 
can support. The speed at which light propagates through the fibre is determined by the fibre’s 
dispersion properties which are categorised as material, waveguide, modal, and polarisation 
dispersions 65.  
 
Figure 2.8 The principle of a light propagation in a step-index optical fibre. 
Ray paths with angles of incidence on the core cladding boundary that are greater than the critical angle, 𝜃𝑐 
are guided by the fibre. 
 
2.4.2 GRIN lenses 
Important subsets of lenses for endoscopy are gradient index lenses (GRIN lens). While conventional 
lenses shape optical wavefronts by varying their curvature and thickness, an alternative solution is to 
modify the refractive index inside the lens. This is the idea behind GRIN lenses.  
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Cylindrical in shape and typically made of glass, a cross sectional view of a GRIN lens is shown in 
Figure 2.9 below. To focus light like a conventional lens, the refractive index follows a parabolic 
profile with a maximum value, 𝑛𝑚𝑎𝑥 at the optical axis and minimum values at the edges. For such a 
profile it is straightforward to show that the refractive index as a function of radial offset, r from the 
axis is well described by 5, 
 
𝑛(𝑟) = 𝑛𝑚𝑎𝑥 (1 −
𝑎𝑟2
2⁄ ) 2.20 
where 𝑎 is known as the gradient index constant and depends on the optical wavelength. In a GRIN 
lens, rays do not follow straight lines. Consider the parallel and chief meridional rays ray paths 
traced from object to image plane in Figure 2.9 - for the parabolic refractive index profile described 
by Equation 2.20, the rays in a GRIN lens follow sinusoidal paths. By varying the length of the lens, a 
range of cycles can be introduced. The period of this sinusoid is given by  2𝜋
√𝑎
⁄  .  
The refractive index profile is usually achieved by a process known as ion diffusion, which involves 
heating a cylinder of glass which allows ions, typically silver ions, to set up a diffusion gradient from 
the edge to the centre of the cylinder.  
The lens can be of such a length that it forms an image at the back face of the lens. This type of GRIN 
lens is ideal for endoscopes based on coherent imaging bundles because alignment simply involves 
bonding the lens face to the bundle with an optically clear epoxy (demonstrated in §4.4.2). Also this 
type of lens can be easily miniaturised to millimetre and sub-millimetre dimensions making them a 
popular choice for imaging optics at the distal end of endoscopes 66. They are also low cost. 
 
 
Figure 2.9 The principle of image formation in a GRIN lens.  
The length of the lens, L determines how many sinusoidal oscillations occur and is proportional to the 
square root of the gradient index constant 𝑎. 
The ability to form an image means rays from object points experience the same optical path length. 
This principle is used in multimode GRIN fibres, essentially long GRIN lenses. As a result of the 
sinusoidal ray paths, they have lower dispersion compared to equivalent step index fibres 65. 
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2.4.3 Flexible endoscopes 
There is a growing desire to use fluorescence imaging techniques to improve clinical procedures and 
allow researchers greater insight into living systems 67. Optical fibres are ideal for illuminating and 
imaging tissue remote areas such as hollow organs and inside solid organs. Essentially they can 
separate bulky light sources and detectors from the sample plane. These systems are typically 
referred to as endomicroscopes when they are capable of subcellular resolution. 
The simplest types of flexible endoscopes are based on a single coherent fibre bundle for 
illumination and collection of fluorescence images. No lenses relay an image from the sample plane 
onto the bundle; instead the bundle is placed in contact with the sample. Fibre bundles typically 
contain 10,000 to 100,000 cores and are separated from each other by a few microns 68 so can 
provide subcellular resolution 69. This approach can be used for epi-illumination fluorescence 
imaging 70. 
 
 
Figure 2.10 A wide-field endoscope based on an imaging fibre bundle.  
For illumination a separate fibre path delivers light to the sample. To recover images a spatially resolved 
detector such as a CCD is used. 
A slightly more complex instrument is described in Figure 2.10. By placing a lens at the distal end, 
higher magnification or larger fields of view are possible and the plane of focus is moved away from 
the endoscope tip. To minimise autofluorescence background from the imaging fibre bundle itself 68, 
a separate illumination fibre or bundle can be used 71. 
For optically sectioned imaging, a single mode optical fiber can be used as a highly flexible solution, 
as shown in Figure 2.11(a) 72, or a pair of single mode fibres can be used, one for illumination and 
one for collecting fluorescence emission 73. The single mode fibre is used as the illumination and 
collection pinhole. For scanning the point across the sample as in CLSM, the fibre tip can be scanned 
using miniature actuators 74 for a review see 67. A commercial version has developed for clinical 
procedures with a diameter of several millimetres 75. An issue with this type of endoscope is that the 
scanning mechanism is challenging to miniaturise. 
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Alternatively, the need for distal scanning can be avoided by using coherent imaging bundles. In this 
configuration, the laser can be scanned across the proximal face of the bundle instead 76. A key 
advantage of this design compared to distal fibre scanning is it can be miniaturised to sub-millimetre 
dimensions because it removes the need for distal miniature scanners. This type of design has been 
developed into commercial product for clinical procedures with diameters as low as 300 µm 77. A 
disadvantage of this approach is the pixilation due to the fibre cores, which is not found with distal 
scanning methods.  
 
Figure 2.11 three ways to provide optically sectioned fluorescence images through a flexible endoscope. 
 (a) A single fibre delivers excitation light and collects fluorescence. To form an image a distal scanner is 
used. To detect fluorescence, returning light is filtered with a dichroic before measurement by a point 
detector. (b) A coherent imaging fibre is used and the scanner is placed at the proximal end of the bundle. 
(c) Spatial light phase modulators (SLPM) are used to shape illumination and emission wavefronts before 
and after passing through a coherent fibre bundle. 
In an attempt to further miniaturise endomicroscopes, researchers have been developing designs 
based on spatial light phase modulators (SLPM) to modify the shape of optical wavefronts 78. As 
shown in Figure 2.11(c), this can be achieved by modulating the phase of excitation and emission 
light across the cores of a bundle. The SLPM corrects for the phase variations in the bundle to 
produce plane waves of illumination plus some variable curvature at the distal end for excitation 
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light. The variable curvature allows the beam to be scanned in 3 dimensions across the sample 
plane. For sectioned imaging, a second SLPM followed by a pinhole can be used for confocal 
detection or non descanned detection can be used. 
2.4.4 Clinical and intravital imaging 
Traditional endoscopy relies on white light reflecting imaging to characterise tissue surfaces. 
However, it is often challenging for the clinician to detect the subtle changes in tissue during disease 
onset using white light images. To draw firm conclusions, clinicians will take biopsies of the patient’s 
tissue for analysis by histopathologists who slice the tissue samples into optically thin sections and 
stain them to produce high contrast images of the tissues morphology on a cellular scale when 
viewed under with a wide-field microscope. A large body of knowledge regarding the patterns in 
these images and how they are correlated with disease is then used to draw conclusions about the 
tissue state. This approach is not perfect; for example, the sample may be found to be free of 
disease but the clinician may have missed the diseased area. Also, the biopsy procedure brings 
discomfort to the patient and can take hours or days to get results from the histopathalogists.  
While we can expect white light endoscopy and biopsies to remain the first point of reference for 
the clinician, the desire for earlier detection of diseases has led to the development of a number of 
advanced endoscopic imaging devices to view internal organs, in particular the GI 79. These 
techniques could serve as ‘red flag’ techniques identifying suspicious regions of tissue to improve 
detection rates. Potentially some of these techniques aim to take the microscope to the patient by 
miniaturising it to fit inside an endoscopic format to allow optical biopsies by optically sectioning the 
tissue, the so called ‘optical biopsy’. 
Since the first report on the use of flexible endoscopes  for remote imaging of the GI in 1957 80 
technology, advanced endoscopy techniques include video endoscopes, Narrow-band Imaging (NBI), 
Autofluorescence Imaging (AFI) and CLSM 81 have been developed. 
Video endoscopes can now provide megapixel resolutions and can be combined with high 
magnification optics and miniaturised zoom lenses to provide the clinician with high definition 
images of the fine structure of tissue surfaces. 
NBI uses blue and green light sources to illuminate the surface of tissue 82. Because blue light 
scatters more than green light in tissue, reflected images for blue and green wavelengths tend to 
arise from shallower and deeper levels in the mucosa respectively and both wavelengths are 
strongly absorbed by the haemoglobin content of the vasculature to give vascular/tissue contrast.  
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Autofluorescence imaging typically uses UV to blue excitation wavelengths to generate 
autofluorescence signals from tissues, e.g. 83. As will be discussed in the chapter 3, tissue 
autofluorescence is intimately related to the underlying biology and hence can provide information 
on the tissues health for diagnosis. 
CLSM provides optically sectioned imaging in tissue in vivo through an endoscope. First used for 
reflective imaging, it has been developed for fluorescence imaging. A number of systems have been 
developed for clinical and preclinical imaging 84, for example the Cellvizio® probe 77 . For imaging 
deeper into tissue, multiphoton endomicroscopes are being developed. 
Biologists who use intravital microscopy techniques are also turning to advanced endoscopic 
solutions to expand the possible range of experiments and questions that can be asked. Intravital 
microscopy aims to study the spatio temporal dynamics of biological processes and is used 
extensively in the study of diseases such as cancer 85 using animal models such as mice. 
A range of microscopy techniques have been developed for imaging animal models 85. For high 
resolution images of cells in tissue, optical sectioned microscopy techniques are used. In particular 
for deep tissue imaging, multiphoton microscopes are favoured 12. To study animal models on 
microscope stages requires surgical procedures to expose tissue areas or the use of optical 
windows 85. To image into small areas where large microscope objectives cannot reach objectives 
with stick lenses or GRIN lenses can be placed in front of objectives86.  
For more remote imaging, flexible endoscopes are being adopted because they make it easier to 
study internal organs for example to study tumours that are not superficial xenografts i.e. occur 
inside the mouse in hollow organs or deep inside solid organs 84. Flexible endoscopes could allow 
longitudinal studies of the same mouse while a disease develops. This should mean fewer mice are 
needed for studies. There is also the potential for experiences gained from animal studies to benefit 
clinical work as the endoscope can be used for clinical procedures. 
By combining FLIM with AFI, this thesis aims to develop time-resolved autofluorescence (TRAF) 
imaging endoscopes that may be used for clinical and preclinical procedures. For a comprehensive 
review see 87. TRAF imaging may be able to improve detection rates by providing information that is 
complementary to WLI without the use of potentially toxic and expensive exogenous labelling 
agents 88. 
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2.5 Conclusions 
To summarise, this chapter reviewed the fundamentals of fluorescence microscopy. Fluorescence 
measurements can report on the fluorophore distribution and its local environment. To image 
samples, wide-field and laser scanning microscopes can be used. The former offers speed while the 
latter typically offer sectioning. A range of time-resolved fluorescence detectors that are now 
available have been discussed. Advanced modulated CMOS detectors and parallelised photon 
counted technology may improve performance in terms of light efficiency and speed. The key 
features of time-gated FLIM based on GOIs have also been introduced as these were used for 
wide-field imaging through a flexible endoscope which is discussed in chapter 4. The key features of 
TCSPC have been introduced as this was used for optically sectioned FLIM with a CLSM which is 
discussed in chapter 6. To provide the motivation for the work in this thesis, endoscopy for in vivo 
imaging was discussed. 
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Chapter 3: Fluorophores for in vivo Biomedical Imaging 
This thesis investigates FLIM endoscopy for in vivo biomedical imaging using endogenous and 
exogenous fluorophores so this chapter introduces the fluorophores. §3.1 reviews the interaction of 
light with tissue. §3.2 reviews tissues common endogenous fluorophores as these fluorophores will 
be the source of signal for endoscopic imaging based on tissue autofluorescence. For endoscopic 
imaging based on exogenous fluorescence a diverse range of fluorophores are available and these 
are reviewed in §3.3. Finally, a review of exogenous fluorophores for molecular imaging in vivo is 
provided with a focus on Förster Resonance Energy Transfer (FRET). The content of this chapter is 
divided into the following sections: 
3.1 Interactions of light with tissue ............................................................................................ 47 
3.2 Endogenous fluorophores ..................................................................................................... 50 
3.3 Exogenous fluorophores ....................................................................................................... 53 
3.4 FRET biosensors .................................................................................................................... 55 
3.5 Conclusions ........................................................................................................................... 59 
3.1 Interactions of light with tissue 
In vivo measurements of fluorescence depend on the optical properties of tissue.  Excitation light 
must first propagate into the tissue and the induced fluorescence must escape and reach the 
detector. This section introduces the key light-matter interactions needed to understand this 
process 89.  
3.1.1 Index of Refraction 
For a homogenous medium the phase velocity, 𝑣, of light is determined by the real part of the 
refractive index, 𝑛, which is a function of the light’s wavelength so that, 
𝑣(𝜆) =
𝑐
𝑛(𝜆)
 3.1 
Whether a plane wave of light propagating in tissue undergoes reflection, refraction or scattering 
will depend on the specific composition and structure of tissue and the size of their variations 
relative to the optical wavelength. While biological samples consist predominantly of water which 
has an index of 1.33, each tissue is a mixture of components which are typically not homogenously 
distributed e.g. cells, fibres, and vasculature 89. 
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3.1.2 Scattering 
Scattering occurs when propagating light experiences variations in the refractive index on the scale 
of its wavelength. A medium containing a uniform distribution of identical scatterers of number 
density, 𝜌 and scattering cross section, 𝜎𝑠 is characterised by the scattering coefficient given by, 
𝜇𝑠 = 𝜌𝜎𝑠 3.2 
The average distance a photon travels before being scattered is given by the scattering mean free 
path, 
𝑙𝑠 =
1
𝜇𝑠
 3.3 
In tissue samples, scattering properties will depend on the size, morphology and structure of the 
components relative to the optical wavelengths (i.e. nuclei, mitochondria, collagen fibres).  
3.1.3 Absorption 
A medium containing a uniform distribution of identical absorbers of number density, 𝜌 and with 
absorption cross section, 𝜎𝑎 is characterised by the absorption coefficient given by, 
𝜇𝑎 = 𝜌𝜎𝑎 3.4 
Once absorbed, the light energy may be dissipated radiatively or non-radiatively.  The loss of signal 
from a plane wave front with initial intensity 𝐼0, propagating in tissue can be related to the well-
known Beer-Lambert law, 
𝐼 = 𝐼0𝑒𝑥𝑝
−𝜇𝑎𝑧 3.5 
The average distance a photon travels before being absorbed is given by the absorption mean free 
path given by, 
𝑙𝑎 =
1
𝜇𝑎
 3.6 
The ability of light to penetrate biological tissue depends on its absorption properties. The main 
absorbers in tissue tend to be water and the oxygenated and deoxygenated forms of haemoglobin.  
In the 600 to 1000 nm spectral region, known as the therapeutic window, most tissues are weak 
absorbers. At longer wavelengths the absorption cross section of water increases by orders of 
magnitude and at shorter wavelengths the absorption cross sections of the two forms of 
haemoglobin increases by orders of magnitude 90. In addition, as wavelength decreases into the UV, 
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absorption by other components of tissue such as proteins, vitamins, and DNA becomes orders of 
magnitude larger 91. 
3.1.4 Light transport in tissue 
As a wave front of light propagates through tissue, the intensity 𝐼(𝐿) of ballistic light will 
exponentially decrease as a function of path-length 𝐿 due to the combined effects of absorption and 
scattering and is described by modifying Equation 3.5, 
𝐼(𝐿) = 𝐼0𝑒𝑥𝑝
−(𝜇𝑎+𝜇𝑠)𝐿 3.7 
Alternatively, this can be expressed as a probability, 𝑃𝐿 where 𝑃𝐿(0 < 𝑃𝐿 ≤ 1)  that a photon will 
travel a distance, 𝑃𝐿, without undergoing absorption  or scattering 
89, 
𝐼(𝐿)
𝐼0
= 𝑃𝐿 = 𝑒𝑥𝑝
−(𝜇𝑎+𝜇𝑠)𝐿 3.8 
 By inverting the above expression to find a value of 𝐿 in terms of probability, 𝑃𝐿, 
𝐿 = −
ln 𝑃𝐿
𝜇𝑎 + 𝜇𝑠
 3.9 
As absorption and scattering increase, the chance of travelling a distance 𝐿 without undergoing 
scattering or absorptions decreases. 
  
Figure 3.1 interaction of excitation light with a heterogeneous tissue sample.  
Three scenarios are described. Incident light may be transmitted or reflected at the tissue surface. If 
transmitted, photons may follow tortuous paths due to scattering until absorption occurs. The absorber 
may lose gained energy of the photon by non-radiative or radiative processes.  If the absorber is a 
fluorophore, a photon of fluorescence may be produced. 
Consider the sketch of photons paths in Figure 3.1. At the surfaced of tissue, incident excitation light 
may be transmitted or reflected. If transmitted the photon may be scattered by refractive index 
variations and may be absorbed by a fluorophore or a non-radiative absorber. If absorbed by a 
fluorophore, a photon of fluorescence may be produced which might escape the tissue volume and 
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reach a detector or be reabsorbed. Alternatively absorbed light energy may dissipate to the 
environment non-radiatively for example as heat. 
The onset of disease can change the biochemistry and structure of tissue so that values of  𝜇𝑎 and 𝜇𝑠 
can change 90. At the same time there might be changes in the concentrations of fluorophore and 
their local environment. Therefore optical measurements of the scattering, absorption and 
fluorescence are being used to diagnose tissue.  
This thesis is concerned with the use of near-UV visible excitation to generate fluorescence from 
tissue in vivo. For UV and visible wavelengths typical values of 𝜇𝑎 and 𝜇𝑠 result in mean free paths 
on the scale of 10s to 100s of micrometres. This means that only the superficial layers of exposed 
organs are probed. The greatest imaging depths can be achieved by taking measurements across the 
spectral range of the so called therapeutic window of ~ 600 to 1000 nm 90 but fewer endogenous 
fluorophores can be excited in this region. While limited penetration depth can be seen as a 
disadvantage, the high spatial resolution possible with UV-NIR wavelengths makes optical imaging 
an invaluable tool for studying tissue (i.e. compared to other techniques such as magnetic resonance 
imaging, X-ray computed tomography, ultrasound and positron emission tomography).  
The above description of light transport through tissue ignores non-linear processes such as 
multiphoton excitation and second harmonic generation 92. In this thesis we are concerned with 
single photon excitation and it is assumed that nonlinear effects in tissue such as multiphoton 
excitation are negligible because peak intensities are typically too low for these effects to be 
significant. 
3.2 Endogenous fluorophores 
This thesis is concerned with oncological applications of autofluorescence (AF) measurements  91. 
Changes in AF can result from changes in morphology and biochemistry caused by such disease. The 
main appeal of using AF to diagnose tissue is that it does not require the use of potentially expensive 
or toxic exogenous contrast agents. The first quantitative fluorescence spectroscopy approaches 
applied to malignant tissue were in 1965 93. Since then, numerous tissue types have been 
investigated such as oral cavity, brain, skin, lungs, breast, eye, bladder, vasculature, for reviews see 
90,94. Numerous clinical applications have been considered including various types of cancers 91, 
cardiovascular disease 95, and joint disease96,97. 
A number of tissues constituents are fluorescent including some cellular metabolites; amino acids; 
lipids; porphyrins; structural proteins and pigments. Example excitation and emission spectral 
profiles for common endogenous fluorophores are plotted in Figure 3.2. The excitation and emission 
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spectra tend to overlap making discrimination on spectra alone challenging. On average, common 
endogenous fluorophores are most efficiently excited in the UV to blue region and their peak 
emission wavelengths span the UV to NIR region of the electromagnetic spectrum. A summary of the 
regions for efficient excitation and collection of fluorescence emission and fluorescence lifetimes are 
given in Table 1. 
 
Figure 3.2 absorption and emission spectra of common fluorophore found in tissue.  
Adapted from 
91
. 
 
A number of studies have linked changes in tissue fluorescence during disease onset to changes in 
relative concentrations of intrinsic fluorophore, their microenvonrment, tissue morphology and 
composition. For extensive reviews see 90,98 and more recently 99,100. 
3.2.1 Key endogenous fluorophores 
The amino acids tryptophan, tyrosine and phenylalanine are fluorescent. They are efficiently excited 
in the far UV and emit in the near UV. The fluorescence originates from aromatic rings in their 
structures 1. As they are the building blocks of proteins, they give rise to intrinsic protein 
fluorescence. Fluorescence from tryptophan residues has been found to correlate with development 
of cancer 98.  Tryptophan, tyrosine and phenylalanine have measured average lifetimes of 3.03, 2.5 
and 7.5 ns respectively 101. 
Two intracellular metabolites NAD (nicotinamide adenine dinucleotide) and flavins such as FAD are 
fluorescent. NAD and FAD are electron carries in cellular metabolism. While the quantum yield of 
NAD is higher when in the reduced form (NADH), the quantum yield of FAD is only higher when in 
the oxidised form. For this reason, measurements of the fluorescence intensity of NADH and FAD 
have been used to monitor cell metabolism. While NAD has UV/blue absorption/emission maxima 
FAD has blue/green absorption/emission maxima so the two fluorophores can be spectrally isolated.  
When NADH binds to a protein its fluorescence lifetime increases from ~0.4 ns when free to ~2 ns 
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when bound and its quantum yield also increases 100. For FAD on the other hand, its fluorescence 
lifetime of ~4 ns is known to be reduced when bound to proteins 100. NADPH (nicotinamide adenine 
dinucleotide phosphate) is considered to be spectrally indistinguishable from NADH. The absolute 
intensities, relative intensities and lifetimes of NADH and FAD fluorescence signals from cells and 
tissue have been shown to vary between normal,  pre-diseased and diseased tissue e.g. 90, 102. 
The Structural proteins collagen, elastin and keratin constitute a significant part of most tissues 
fluorescence. Collagen is found throughout the body as a main component of tissue’s extra cellular 
matrix. As shown in Figure 3.2, collagen is efficiently excited in the UV spectral region with peak 
emission in the  blue/green spectral region 97 and fluorescence decays are complex and these  
fluorescence properties depend on the type of collagen, for example 103. The complex spectral and 
temporal nature of collagen’s fluorescence can be attributed to it spatial extent, different types of 
cross links between fibrils and intrinsic fluorescence from its constituent amino acids.  Changes in 
autofluorescence due to changes in the density of collagen and the number of fibril cross links has 
been linked with stages in cancer development 100. To highlight the variability of collagen lifetimes  
between samples, average collagen lifetimes for type I-V in purified solutions have been measured 
to range from ~1 – 6 ns 103 whereas for cartilage, average lifetimes of collagen like fluorescence have 
been measured to range from ~ 5 - 10 ns 97.  
Elastin is a structural protein associated with tissues that change shape such as arteries, veins and 
the lungs. Elastin fluorescence is thought to arise from cross links like those formed in collagen and is 
efficiently excited in the UV spectral region with peak emission in the blue/green spectral region as 
shown in Figure 3.2. As with collagen, autofluorescence changes due to changes in the density of 
elastin and the number of fibril cross links have been linked with stages in cancer development 104.  
Elastin’s lifetime in purified powdered form has been measured to be a less that 3 ns 71. 
Keratin is another structural protein found in the epithelium and is It can serve as a protective 
barrier and so is found at the surface of skin and oral cavity 105. Keratin is efficiently excited in the UV 
spectral region with peak emission in the  blue/green spectral region and has a measured lifetime of 
1.4 ns 106. 
Porphyrins are efficiently excited in the violet and fluoresce in the red spectral region around 
600-800 nm as shown in Figure 3.2. Of particular note is protoporphyrin IX (PPIX) which produces 
red fluorescence between 635 and 710 nm when excited at 400 – 450 nm. By combining PPIX with 
iron, PPIX is converted to haem in cells. In healthy cells the concentration of PPIX is low as it is 
rapidly converted to haem. In pathological situations there can be an accumulation of PPIX so that 
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tissue presents higher than normal levels of red fluorescence 107 . Lifetimes of PPIX in monomer and 
dimer forms have been measured as between 10-15 ns and 2-3 ns respectively 108. 
Fluorescent pigments such as melanin are predominately found in the skin, hair and eyes and act as 
a barrier to potentially harmful UV radiation. Melanin is produced in melanocytes and endocytosed 
in pigmented cells. Its absorption spectrum ranges from the near-infrared at 800 nm to the UV 
below 300 nm.  A number of studies have investigated the significance of melanin to fluorescence 
measurements of normal and diseased pigmented skin e.g. 108,109, using multiphoton excitation. 
Lipopigments such as lipofuscin are derived from a mixture of components including lipids and 
proteins and are a product of cell aging processes. Lipofuscins fluorescence is characterised as 
yellow/brown and are most efficiently excited in the UV as shown in Figure 3.2. In eye tissue, 
lipofuscin’s fluorescence lifetime has been measured to be complex with a short and long 
component of 0.39 and 2.24 ns respectively 100. 
Fluorophore Excitation (nm) Emission (nm) Lifetime (ns) references 
Amino acids 240-310 280-350 ≤7.5 ns 
101
 
NAD(P)H free 300-380 450-500 0.4 
100
 
NAD(P)H protein 300-380 450-500 2 
100
 
FAD 420-500 520-570 2.91 
100
 
FAD protein 420-500 520-570 <0.4 
100
 
PPIX 400-450 600-800 ≤15 ns 
108
 
melanin 300-800 400-600 ≤8 ns 
101
 
collagen 280-350 370-440 ≤ 5.3 
101
 
elastin 300-370 420-460 ≤2.3 
101
 
Keratin 720-930* <700 1.4 
106
 
lipofuscin 340-395 430-540 ≤2.24 ns 
101
 
Table 1 typical decay kinetics and spectal properties of common fluorophore found in tissue.  
Adapted from 
101
. (*) referes to multiphoton excitation. 
3.3 Exogenous fluorophores 
3.3.1 Overview 
While AF can be used for label free contrast of normal from diseased tissue, the potential to use 
exogenous fluorophores to specifically target particular biomolecules,  highlight structural features 
or monitor local microenvironment in tissue offers researchers and clinicians a way to focus 
fluorescence techniques on specific biological questions 1. For example numerous studies have used 
steady state and time-resolved measurements of exogenous probes to monitor pH, temperature, 
protein-protein interactions, membrane dynamics, cell morphology and tissue structure 1. A broad 
range of exogenous fluorophores exists that offers a range of excitation and emission profiles 
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ranging from 250 nm to nearly 1200 µm and lifetimes ranging  from picoseconds to hundreds of 
nanoseconds 101. The main types of exogenous fluorescent probes can be categorised as organic 
dyes, proteins and quantum dots. Other more exotic fluorescent probes include lanthanides and 
metal ligand complexes and are not discussed here 1. 
Fluorescence probes can be used for: better understanding of biological processes; improving 
diagnosis of diseases; developing new therapies and improving surgical procedures. Due to toxicity 
concerns, only a few clinical procedures involve the use of extrinsic fluorophores to date. Well 
known examples are organic fluorophores, fluorescein and indocyanine green (ICG) and methylene 
which are approved for a limited number of clinical procedures in the US and Europe 110. Also 
photodynamic therapy based on fluorophores such as porphyrins is gaining increasing attention by 
the medical community. In all, there is a growing consensus that exogenous fluorophores will play an 
important role in future clinical procedures, for example see 110. 
3.3.2 Organic fluorophores 
A range of synthesised small organic dyes are commercially available and they are commonly used to 
label cell structures and a comprehensive review of the different types can be found in molecular 
probes catalogues e.g. 111. They typically weight less than a few kDa, are less than a few nm in size 
and typical decay times range from 1 to 10 ns 1. Hoechst 33258 and DAPI are some well-known dyes 
used to stain cell nuclei as they spontaneously bind to DNA. Common dyes used in biophotonics labs 
are the Xanthene dyes Rhodamine B, Rhodamine 6G and fluorescein.  To make dyes bind to specific 
cell proteins they are typically conjugated with antibodies. They have been engineered to have high 
brightness, high solubility in water, and high photostability and their emission spans the visible to 
NIR spectrum. For in vivo imaging there is a particular interest in NIR dyes. The benefits of using 
longer wavelength dyes are threefold: the use of longer wavelengths minimises background signal 
from endogenous tissue fluorophores; reduces phototoxicity, as it tends to become less severe with 
longer wavelengths; increases the depth of imaging as scattering and absorption is lower (§3.1). A 
well-known example of a NIR dye is indocyanine green, which is used in clinical procedures to map 
the location of the lymphatic system in a minimally invasive manner 112. Dyes can also be used to 
sense the environment, i.e. dyes are being used as pH, temperature, viscosity and oxygen sensors 1. 
For a review on dyes & fluorescent probes for medical diagnostics 113. 
3.3.3 Quantum dots 
Semiconductors with dimensions of ~ 10 nm are known as quantum dots 114. At these length scales 
quantum mechanical effects dominate the electronic structure such that their emission wavelengths 
can be tuned by changing their size or chemical composition. Typically they contain a core made 
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from CdSe or CdTe and a shell made from ZnS 1.  Emission spectra across the visible and IR spectra 
are possible. To make them water soluble and chemically stable, special coatings can be used. To 
make them target specific antibodies or biomolecules can be conjugated to their surface. Compared 
to organic dyes, they are larger and much heavier (~ 10 to 30 nm, 10-100 kDa). Quantum dot 
fluorescence is characterised by broad excitation ranges, narrow emission spectra, high 
photostability and high brightness. Typical lifetimes range from 10-100 ns 101. At the moment, 
concerns over quantum dot phototoxicity have precluded their use in a clinical setting. For a review 
on quantum dots for medical diagnostics see 115. 
3.3.4 Fluorescent proteins 
Since the 1990s, the green fluorescent protein (GFP) from the jelly fish Aequorea Victoria has been 
an important addition to the ‘toolbox’ of fluorescent probes and its significance was acknowledged 
by the awarding of the chemistry Nobel Prize in 2008 to researchers involved in its discovery and 
early development. The protein structure is described by a β-barrel with an α-helix threaded through 
its centre 116. At the tip of the helix lies a single chromophore. An important feature of GFP is that 
the chromophore forms without a cofactor other than molecular oxygen 116.  GFP is less than 10 nm 
in each dimension but is relatively large at ~ 20 kDa. Typical lifetimes range from 1 to 4 ns 101. By 
transfecting cells with the genetic code for GFP, cells and whole organisms can be made to express 
GFP or GFP fused to other proteins. To improve performance and alter GFP’s spectral properties, 
researches have created mutations to: provide a range of excitation and emission profiles from blue 
to NIR; increase brightness; reduced self-association; and increase photostability 117. In particular an 
important research area is the development of red shifted fluorescent proteins for imaging deep in 
living tissues 118. For a review of fluorescent proteins applied to living systems see reference 119. 
3.4 FRET biosensors 
3.4.1 Principles of FRET 
Förster Resonance Energy Transfer (FRET) is the non-radiative transfer of energy from a donor 
molecule in an excited state to an acceptor molecule in a ground state. The resonant transfer 
efficiency  𝑘𝑇 depends on: the overlap between the donor emission and acceptor absorption 
spectral profiles 𝐽(𝜆); the local refractive index  𝑛; the relative orientation between the donor and 
acceptors transition dipoles, 𝜅 the quantum yield of the donor 𝑄𝐷; the relative separation of the 
donor and acceptor 𝑟; and the decay rate of the donor 𝜏𝐷. Using these variables, the separation 
dependence of the transfer efficiency 𝑘𝑇(𝑟) can be expressed by 
1, 
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𝑘𝑇(𝑟) =
𝑄𝐷𝜅
2
𝜏𝐷𝑟6
(
9000(ln 10)
128𝜋5𝑁𝑛4
) 𝐽(𝜆) 3.10 
where in the denominator, 𝑁 represents Avogadro’s number and is here because the overlap 
integral 𝐽(𝜆) includes the molar extinction coefficient, 𝜀𝐴(𝜆) of the acceptor molecule 
1. An insightful 
term is the Förster radius 𝑅0 defined as the point at which the rate of resonantly transferred energy 
is equal to half the total de-excitation rate. Equation 3.10 can be re-expressed in terms of 𝑅0 as, 
𝑘𝑇(𝑟) =
1
𝜏𝐷
(
𝑅0
𝑟
)
6
 3.11 
Typical values of the Förster radius are less than 10 nm. Because these distances are comparable to 
the size of molecules and because of the (
1
𝑟
)
6
 dependence, FRET allows for measurements of donor 
and acceptor co-localisation on the nanometre scale. Numerous techniques exploit this highly 
sensitive distance dependence to study molecules and their interactions. Fluorescent proteins, 
organic dyes and quantum dots have all been used as donors and acceptors. In particular the 
application of FRET to study cellular processes using fluorescent proteins as donor and acceptor 
molecules has revolutionised the way researchers study biomolecular processes because these 
fluorophores can be genetically expressed by cells 120 and FRET can be used to read out interactions 
with sub-diffraction limited accuracy 
3.4.2 Measuring FRET 
The FRET efficiency (E) is the fraction of photons absorbed by the donor fluorophore whose energy is 
transferred to the the acceptor molecule divided by the total number absorbed by the donor 1. In 
terms of the relative separation and the Förster radius, 
𝐸 =
(
𝑟
𝑅0
)
6
1 + (
𝑟
𝑅0
)
6 3.12 
Therefore as donor and acceptor distance decreases, the FRET efficiency increases, the donor is 
quenched, the donor lifetime and intensity decrease and the intensity of the acceptor (if a 
fluorophore) increases.  
To monitor the spatial and temporal dynamics of FRET, measurements of fluorescence intensity and 
lifetime can be performed 120–122. FRET imaging approaches can be categorised as based on sensitized 
emission, acceptor photobleaching, and fluorescence lifetime or fluorescence anisotropy.  
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Sensitized emission is based on measuring acceptor fluorescence induced by FRET 123. For a cell 
imaging study, the simplest FRET measurement would ideally involve imaging only sensitized 
emission through a band pass filter that covers the acceptor emission window. In practice for 
common donor and acceptor fluorophore pairs, direct excitation of acceptor and donor bleed 
through means complicated calibration steps are often required to make accurate measurements 
121. Even if cross talk was avoidable, sensitized emission measurements are typically combined with 
measurements of donor emission to quantify FRET.  A variant of this method is spectral imaging that 
uses the full spectrum of the donor and acceptor to determine FRET efficiencies 120.  
Acceptor photobleaching will reduce the quenching of the associated donor fluorophore such that by 
monitoring the donor fluorescence before and after acceptor photobleaching the FRET efficiency can 
be estimated 123. This approach avoids the cross talk issues encountered with the sensitized emission 
method. The main disadvantage of this technique is that the bleaching is typically irreversible which 
prevent time lapse studies. Another potential issue is that bleaching of the acceptor requires high 
light doses which may be phototoxic. Also if bleaching does not affect absorption there will still be 
FRET which is how dark acceptors can work so use of these acceptors in this approach would not be 
possible. 
 Fluorescence lifetime can be used to determine FRET efficiencies by measuring donor lifetime with 
and without FRET 124. Key advantages of this method are that it is insensitive to stoichiometry of 
donor and acceptor; it avoids the cross talk issues encountered with the sensitized emission method 
and does not require the acceptor to be a fluorophore. The main disadvantages of this approach are 
increased complexity of time resolved instrumentation compared to intensity based measurements 
and slower acquisition speeds. 
Fluorescence anisotropy can measure FRET 125. When excited by plane polarised light, because 
fluorescent proteins rotate slowly (~ 30 ns) they are nearly static on the timescale of their 
fluorescent decay so their fluorescence tends to be polarised. Since the relative alignment of donors 
relative to acceptor dipoles tends to be random, the anisotropy of sensitised emission can be used 
to read out changes in FRET efficiency 126. An advantage of this technique is that it can be used to 
monitor FRET using either homoFRET or heteroFRET pairs which leads to increased experimental 
flexibility. 
Because the amount of FRET depends on the number of ‘FRETing’ molecules and the FRET efficiency 
of their interactions, only lifetime measurements can determine the absolute FRET efficiency and 
fraction of FRETing donors 122.  
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3.4.3 FRET biosensors 
Molecular interactions in cells can be monitored by reading out FRET between pairs of genetically 
expressed fluorescent proteins 119. This technique is now widely used to study the spatio-temporal 
dynamics of molecules in cells such as ions and proteins 119. FRET biosensors can be categorised as 
intermolecular and intramolecular 122. In the intermolecular case, pairs of molecules that are known 
or expected to interact with each other are fused with donor and acceptor fluorescent proteins. 
When these molecules interact, FRET can occur if the donor and acceptor are in sufficiently close 
proximity. In the intramolecular case, a protein containing a sensor and ligand domain may be fused 
between donor and acceptor fluorophores 1. The presence of a target molecule (e.g. Calcium ions 
127) or biological activity e.g. phosphorylation 128) changes the sensor’s conformation causing a 
measurable change in FRET.   
While in principle both intensity and time-resolved imaging can be used to monitor FRET changes, 
when quantitative measurements are required, intensity based measurements are considered to be 
more suited to intramolecular biosensors because the 1:1 stoichiometry between donor and 
acceptor makes quantitative measurements more straightforward. For FLIM, because donor 
lifetimes can be used to directly measure both the FRET efficiency and the fraction of donors 
undergoing FRET, FLIM FRET is considered to be a more straightforward way to determine both intra 
and intermolecular biosensors 122.  This is in addition to FLIM being able to directly measure FRET 
efficiency and ‘FRETing’ fractions.  
3.4.4 FLIM FRET for intravital imaging  
The study of what genes produce, i.e. proteins and RNA, and their function is referred to as 
proteomics 129. A number of techniques can be used for proteomics such as mass spectrometry, 
antibody staining and microscopy. At present there is a growing interest in studying proteomics in 
living systems using optical imaging techniques. By studying the spatio-temporal dynamics of protein 
expression, protein-protein interactions and post-translational modification, researchers can 
understand how cancer develops on the molecular scale and develop new, more effective, 
therapeutic treatments 130.  In particular, there is an increasing interest in using 3-D cell cultures and 
animal models of cancer alongside studies based on conventional 2-D cell cultures because cell 
processes are strongly dependent on the 3-D microenvironment of the surrounding tissue 131–133. 
This issue can be particularly pertinent to drug development 118. 
FRET sensors can provide unprecedented opportunities to study proteins in living systems to the 
benefit of fields such as cancer research and developmental biology 134,135. Potentially a FRET sensor 
can be used in 2-D and 3-D cell cultures and animal models to allow researchers to incrementally 
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increase the complexity of their experiments 130,135. A range of FRET sensors have been developed 
for studying proteins associated with cancer development and improving treatment. These include, 
FRET sensors for monitoring apoptosis, cell division, motility and hypoxia,  amongst others 130. For 
example, a FRET sensor has been used to monitor the activity of a specific family of proteins involved 
in cell motility when in the cancer cells of a rat model of brain cancer 136. A key finding of this study 
was that this proteins activity was most elevated in the most invasive cancer cells. In another study, 
a FRET sensor was used to monitor the activity of a specific enzyme in the cancer cells of a murine 
model of pancreatic cancer 137. The activity of the enzyme was monitored by FRET and shown to be 
inhibited by an anti-cancer drug, dasatinib. 
To facilitate such studies, advanced optical techniques such as wide-field, laser scanning confocal 
and multiphoton microscopy, tomographic and endoscopic FLIM are being developed for high 
throughput and high content analysis of proteins for drug discovery 118,130,138–140. In particular, the 
potential for FLIM FRET to study the spatiotemporal dynamics of proteins in living systems is 
expected to offer a wealth of new information that may improve medicine 118.  
3.5 Conclusions 
This chapter reviewed the interaction of light with tissue and important fluorophores for in vivo 
biomedical imaging. For imaging based on tissue autofluorescence, common endogenous 
fluorophores tend to be most efficiently excited in the UV/blue region and emit across the visible 
spectrum. Often fluorophore emission and excitation spectra overlap making spectral discrimination 
difficult.  
The fluorescence lifetimes of these fluorophores ranges from picoseconds to nanoseconds. 
Chapter 4 of this thesis develops FLIM endoscope technology for autofluorescence imaging and is 
motivated by the potential for FLIM to contrast between normal and diseased tissue based on 
fluorescence lifetime. 
For imaging based on exogenous fluorescence, a range of fluorophores are available and are being 
used in clinical and preclinical contexts. Organic fluorophore, quantum dots and fluorescence 
proteins were introduced as important exogenous fluorophore for in vivo imaging.  Following this, 
the principles of FRET were introduced and its application to intravital imaging to study cancer was 
reviewed.  
Chapter 6 of this thesis develops FLIM endoscope technology for reading out protein interactions in 
vivo based on FLIM FRET using fluorescent proteins as donor and acceptor fluorophores in the FRET 
pair.  
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Chapter 4: A Flexible Wide-field FLIM Endoscope 
The work in this chapter builds on the pioneering single-point clinical measurements of 
autofluorescence (AF) lifetime, e.g. 141,142 and subsequent work recently reviewed, 87.  Clinical FLIM 
can combine lifetime contrast with morphological information to provide a direct comparison 
between different spatial regions – making it easier to identify differences with respect to “normal” 
tissue, e.g. for diagnostic screening, and potentially enabling margins of diseased tissue to be 
identified.  To date, however, there have been relatively few clinical FLIM studies, partly due to a 
lack of suitable endoscopic instrumentation.   
For clinical applications such as diagnostic screening that involve rapidly surveying large areas of 
tissue, wide-field imaging is advantageous compared to laser scanning methods. In contrast to 
confocal or multiphoton imaging however, wide-field FLIM lacks optical sectioning and therefore the 
fluorescence collected at each pixel can originate from (multiple) fluorophores within the 
penetration depth of the excitation radiation in the tissue. While this can compromise the measured 
decay profiles, the FLIM image will be dominated by the fluorophores nearer the surface and can still 
provide relative lifetime contrast across the field of view. This could make wide-field in vivo FLIM 
insufficiently quantitative for some applications but it could still serve to highlight potential 
anomalies, e.g. for diagnostic screening, to guide biopsies or to guide measurements using other 
modalities.  To image cm-scale fields of view in internal organs we are therefore developing flexible 
wide-field FLIM endoscopes using coherent optical fibre bundles (introduced in chapter 2).  
4.1 Overview 
In this chapter the development of a flexible wide-field endoscope designed for time-domain 
time-gated FLIM is described 143. This work is motivated by the potential of FLIM to diagnose disease 
in the gastro intestinal tract (GI) and the head and neck (HN) region. To this end, the first part of this 
chapter reviews the research to date on the diagnostic value of time-resolved measurements of 
autofluorescence 87. To build on past FLIM endoscope designs this section is followed by a review of 
systems that have been proposed to date including those demonstrated in a clinical setting. Of past 
designs the most promising results have used custom built endoscopes that are optimised for FLIM 
of autofluorescence. This chapter acknowledges the potential for gain-switched pulsed diode lasers 
to provide compact, lower cost alternatives to the larger and more expensive lasers typically used 
for FLIM. For examples, UV (398 nm) and blue (405 nm) gain-switched pulsed diode lasers have been   
used as light sources for laser scanning confocal 144 and wide-field FLIM microscopy 145 and wide-field 
FLIM endoscopy 146. In this chapter, a low power gain-switched pulsed diode laser is used for 
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excitation in FLIM endoscopes because the low cost, small footprint and robustness makes it ideal 
for clinical translation. Blue excitation light centred at 445 nm is investigated here to explore 
clinically useful contrast from tissue autofluorescence at a wavelength where the highest power 
diode lasers are available i.e. GaN diodes lasers. Like past designs we use a coherent flexible bundle 
and GRIN lens endoscope design for sub-millimetre resolution imaging and use a separate 
multimode fibre for delivering excitation light to the sample. To accurately recover lifetimes the 
work here shows it is necessary to account for artefacts associated with imaging through fibre 
optics, i.e. dispersion and proposes ways to do this. To demonstrate that blue light centred at 
445 nm can generate clinically useful tissue contrast, the autofluorescence from unstained diseased 
ex vivo human laryngeal tissue samples and normal and diseased ex vivo murine tissue samples were 
imaged. Image update speed is a critical issue for endoscopic imaging because real time updates are 
needed to guide the user. In this work update speeds are limited by laser power as the gain-switched 
pulsed diode laser used is limited to an average power of ~ 3 mW. However we note that higher 
power versions of these lasers are available with powers greater than 25 mW 147, which suggests 
acquisition times may be reduced by nearly an order of magnitude. To demonstrate the potential for 
faster acquisition speeds ex vivo murine tissue is imaged using rapid lifetime determination 
algorithms and using a higher average power Ti:Sapphire laser. To help the clinician to navigate with 
the FLIM endoscope, a colour camera is used for white light imaging. 
4.2 Diagnosing Cancer of the Gastrointestinal Tract .................................................................. 61 
4.3 A Review of Wide-field FLIM Endoscope Systems ................................................................ 67 
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4.6 Conclusions ........................................................................................................................... 86 
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4.2 Diagnosing Cancer of the Gastrointestinal Tract 
More than 85 % of cancers are found in the epithelium 148 and epithelial cancers of the gastro-
intestinal tract (GI), including the esophagus, stomach and colon, and head and neck (HN) are some 
of the most common cancers. Based on GLOBOCAN 2008 estimates 149, approximately a quarter of 
reported new cancer cases (~ 12 million in total) and approximately a quarter of reported deaths (~8 
million in total) occur from cancer of the GI and Head and neck squamous cell carcinoma (HNSCC) 
worldwide 149. The most effective way to reduce the cost of cancer is prevention which relies on the 
early detection of early stage cancers or premalignant conditions. As discussed in chapter 2, 
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conventional white light imaging (WLI) endoscopy often fails to detect the subtle changes in 
epithelial tissue that are associated with early stages of the disease, resulting in incorrect diagnoses.  
Steady state measurements of autofluorescence can be used to contrast between normal and 
diseased tissue, however intensity measurements suffer from artefacts due to uneven illumination 
and collection geometries, and fluorophores often present overlapping excitation and emission 
spectra making it difficult to measure their presence in isolation. On the other hand, fluorescence 
lifetime measurements are inherently ratiometric and fluorophores with overlapping spectra often 
present different decay kinetics and these decay kinetics can be sensitive to the local 
microenvironment §2.1. This thesis is concerned with developing time-resolved autofluorescence 
(TRAF) imaging for GI and HN endoscopy procedures. To date this technique is still in its infancy and 
requires complex instrumentation which is not yet suited for clinical use. Only one prototype TRAF 
endoscope has been tested in a clinical setting for imaging the HN, 150,151 and there has not yet been 
an investigation in the GI. Other target applications being considered for TRAF endoscopy are 
atherosclerosis, joint disease, and other oncological applications such as brain and lung cancer. For a 
recent review of the different target applications see 100. 
4.2.1 Diagnostic value of autofluorescence 
To build on the findings of past research, the following section gives a summary of the literature 
concerning the diagnostic value of AF. This mainly consists of steady state measurements from 
ex vivo and in vivo human GI and HN tissue using point probes 98, microscopes 100 and endoscopes 87 
and a small set of studies using time-resolved systems 87.  Apart from the findings based on 
microscopes, the work here focusses on in vivo measurements as they are the findings most relevant 
to the development of an in vivo system. For comprehensive lists of tissue imaging studies across 
organs based on AF see 99,100. 
Microscopes have been used to investigate how the morphology and spatial distribution of AF differs 
between normal and cancerous tissue on a cellular scale. In particular, confocal e.g. 152 and 
multiphoton e.g. 153 microscope systems provide optically sectioned images with subcellular 
resolution that are similar in quality to H & E stained tissue samples used by histopathalogists. These 
instruments help to explain the origins of AF contrast between normal and disease GI tissues e.g. 152 
and diseased HN tissue from human e.g. 105 and animal e.g. 102 samples ex vivo. For example in the 
colon, for 488 nm excitation wavelength, 152, showed the intensity ratio of epithelial cell to lamina 
propria fluorescence was significantly lower (P < 0.0001) in normal mucosa compared with either 
adenomatous or hyperplastic polyps. In the oral cavity 105, UV and 488 nm excitation wavelengths 
were used to show that AF contrast between benign and dysplastic regions may depend on the 
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depth in the tissue at which autofluorescence is measured from. While this is informative, excised 
tissue degrades as a function of time post excision e.g. 154 and blood perfusion will change, e.g. 155, so 
the findings have limited value compared to in vivo measurements and the aim here is a clinical 
instrument for in vivo imaging.  
Point probes for AF measurements have been applied across the GI and HN in vivo. For the GI, point 
probes are inserted into the working channel of endoscopes so measurements can be guided by WLI. 
Typical findings were that the intensity and shape of the AF spectra could be used to diagnose tissue, 
for a review see 98. Investigations such as these collect detailed spectroscopic fingerprints of normal 
and diseased tissue AF and attempt to find statistically significant differences in their spectral 
features for diagnostic applications e.g. in the GI 154,156,157 and oral cavity (i.e. HN region) 158–160.  For 
example in the GI (esophagus), 157 it was found, using violet-blue excitation light, that squamous cell 
cancer and adenocarcinoma showed significant differences autofluorescence spectra compared with 
normal mucosa. The study also showed that a mathematical algorithm could be used to distinguish 
between malignant and benign spectra and could use this contrast to diagnose esophageal 
carcinoma with a sensitivity of 97% and specificity of 95%. In another example, a study of AF in the 
oral cavity, 159  used a multivariate statistical algorithm to distinguish between normal and abnormal 
(including cancer) oral tissues with a sensivity and specificity of 98% and 100% respectively. In 
general, the studies referenced above report that AF in cancerous tissue tends to be less intense and 
red shifted compared to normal tissue. A key strength of point probe systems is that they are often 
simpler to design. While point probe studies shed light on the optimum excitation and emission 
wavelengths for diagnostic contrast based on AF, they are not suited to routine clinical procedures 
for disease screening as typically large areas of tissue need to be examined so there is a desire for 
the development of imaging tools 161.  
For surveying large areas of tissue, Endoscopes have been developed and commercialised for AF 
imaging and have been tested alongside conventional WLI endoscopy in the GI. For example, to 
diagnose lesions in the stomach 162, the LIFE-GI AF system, which uses 437 nm excitation light, was 
used to detect cancerous tissue based on AF in the stomach, in vivo, alongside WLI endoscopy. This 
work followed a previous study on ex vivo samples and both showed cancerous tissue AF is typically 
weaker and red shifted compared to surrounding normal tissue 163. In 162, 33 early gastric cancers 
were sampled and identified by histopathogy and where found to appear dark red in vivo 64% of the 
time and a mixed pattern of dark red and white fluorescence 30% of the time. The study reported 
sensitivities and specificities of 94% and 86% respectively and claimed the system could be valuable 
as an adjunct to WLI.  
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Because the oral cavity (head & neck tissue) is readily accessible, in vivo imaging studies are more 
numerous than those for GI tissue. A number of commercial endoscope systems and direct viewing 
systems have been tested alongside conventional white light endoscopes/direct viewing systems. 
For example a study used the LIFE endoscope system that uses 442 nm excitation alongside WLI 
endoscopy to monitor AF from the larynx 164. The study found that while the sensitivity to malignant 
tissue is very high at 90 %, the specificity was very low. Despite the high rates of false positives, the 
study showed AF imaging could be used to complement WLI because its high sensitivity can be used 
to spot suspicious areas which may be overlooked by WLI alone. In another study, a multispectral 
digital microscope from Zeiss was used to image AF of oral tissue using UV and blue excitation 165. 
This system provided macroscopic images of tissue surfaces and qualitative comparisons were made 
between the contrast in WLI and AF images of oral lesions and tissue state was confirmed by 
histopathology of samples from imaged areas. As in the previous studies, AF tended to be dark red 
compared to surrounding normal tissue.  In another study, a simple and low cost direct viewing 
hand-held device was used to study diseased oral tissue 166. Again the system used dark red 
fluorescence as a marker of disease and showed, using histopathology, that it could discriminate 
healthy from dysplastic or cancerous tissue with a sensitivity and specificity of 98% and 100% 
respectively. 
Despite the potential to discriminate between normal and diseased tissue, there is still much debate 
about whether AF imaging improves endoscopy procedures because not all early stage cancer 
lesions are spotted using AF imaging and unacceptably high numbers of false positives can occur due 
to a lack of contrast between early stages of cancer and inflammation e.g. as discussed in 167 and 
observed in 164. To improve detection rates, modern endoscopes combine AF imaging with WLI and 
NBI to form endoscopic tri-modality imaging systems 168 where the strengths of each modality are 
said to complement each other. Ideally an optical system could screen tissue surfaces during routine 
endoscopic surveillance of patients or during surgery to remove tissue and identify all regions that 
could be harbouring cancer or early stages of cancer. Such a ‘red-flag’ technique appears to remain 
elusive 79,167. To this end researchers are developing new ways to use light to measure tissue’s 
properties endoscopically. These include time-resolved TRAF imaging (or FLIM), Raman scattering 169, 
Optical Coherent Tomography (OCT) 170, and multiphoton endoscopy 171.  
4.2.2 Clinical time-resolved endoscopy in the GI 
In order to improve the diagnostic accuracy over steady state systems a few studies have 
investigated the diagnostic potential of measurements of TRAF of GI tissue using point probe 
systems 141,142,172,173.  Typical decay kinetics and excitation and emission windows used for the 
measurements taken in these studies are summarised in Table 2. 
65 
 
The first endoscopic study with TRAF in humans made point probe measurements of adenomatous 
(AP) and non-adenomatous (non-AP) polyps in the colon from 17 patients 141. The tissue was 
subsequently resected for histology. The study used a 337 nm pulse nitrogen laser and collected 
fluorescence in a 550±20 nm spectral window and used the width of unprocessed decay curves at 
20% of the maximum value as an estimate of the fluorescence lifetime. The study concluded that 
APs present on average a shorter fluorescence lifetime than non-APs. Following this, the same group 
published another study with a larger number of samples (68). The same trend was observed 
between non-AP and AP and in addition the study showed a similar trend for normal, non-AP, AP 
and cancer such that the severity of the diagnosis correlated with a progressively shorter AF 
lifetimes 172.  
This was followed by a study of both spectral and temporal measurements of AF from the 
oesophagus using excitation at 337 and 400 nm (pulse nitrogen laser and dye module) and 
measuring AF decay times at 550±20 nm as before 142. The study involved 37 patients undergoing 
routine surveillance for barrettes oesophagus. The same trend of shorter lifetime with increased 
severity of the diagnosis was observed (low risk tissue, high grade dysplasia, cancer). 
The main goal of these studies was to investigate whether time-resolved measurements could be 
used to diagnose early stage cancer lesions from benign lesions and involved more than 100 patients 
and hundreds of point measurements. The consistent trend of shorter lifetime with increased 
severity of the diagnosis is encouraging. However the latter two of these studies also took AF spectra 
of tissue and attempted to determine the diagnostic power of using spectral and/or temporally 
resolved AF using binary classification schemes 174. The diagnostic power is measured by the rates of 
false positives and false negatives and these can be compared to the rates of conventional methods. 
Based on this measure of success, these studies suggested the diagnostic power of AF 
measurements is not as good as conventional techniques (i.e. WLI and histopathology).  More 
studies are required to confirm the value of TRAF measurements and a first demonstration of TRAF 
imaging endoscopy is yet to be undertaken in the GI (but has been undertaken in the HN i.e. the oral 
cavity 151). 
While no TRAF imaging system has been endoscopically applied in the GI our group has shown 
statistically significant contrast between normal and cancerous colon tissue in 18 unstained ex vivo 
colon tissue samples using wide-field FLIM and UV excitation (355 nm). In contrast to the in vivo 
studies using point probes 141,142,172, cancerous tissue presented longer AF lifetimes compared to 
normal tissue 175. Because fluorescence was collected across a broad window (~ 375-900 nm) it is 
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possible that the increased lifetime is due an increased contribution from porphyrin fluorescence 
(§3.2). 
In addition to these studies, a paper describing a different instrument also demonstrated the same 
trend of shorter lifetimes for diseased esophageal tissue in a single patient 173 using 337 nm 
excitation (pulsed nitrogen laser).  An interesting feature of this instrument was that it used a streak 
camera as a spectrograph to provide 640 spectral (375 to 515 nm) and 480 temporal channels 
(20 ns time window). Of particular note, was the finding that lifetime contrast between the normal 
and diseased esophageal tissue was sensitive to the spectral region over which the AF was collected. 
Anatomical 
site 
Number 
of 
patients 
Method 
Excitation 
wavelengths 
(nm) 
Emission 
band (nm) 
Typical lifetimes (ns) Ref 
Colon 17 Point-TD 337 530-570 ~10.5(N)/9.3(D)* 
141
 
Esophagus 1 Point-TD 337 375-515 ~2.92-3.89 
173
 
Colon 68 Point-TD 337 530-570 4.18(N)/2.54(D)* 
172
 
Esophagus 37 Point-TD 337/400 530-570 ~ 1.46(N)/1.03(D) 
142
 
Table 2 in vivo studies of time-resolved AF from GI. 
 (*) decay estimated from width of pulse profiles. Lifetimes are estimated from iterative fitting procedures 
that accounted for the instrument response function. Point-TD refers to measurements with point probes 
and using time-domain detection schemes. For the typical lifetimes, N and D refer to normal and diseased 
tissue respectively. 
4.2.3 Clinical time-resolved endoscopy in the HNSSC 
For investigating TRAF imaging of HNSSC, 3 clinical studies including two point probe studies 176,177 
and one FLIM endoscopy study can be found 151. Typical decay kinetics and excitation and emission 
windows used for the measurements taken in these studies are summarised in Table 3. 
The first point probe study targeted porphyrin fluorescence to diagnose HNSCC by exciting tissue 
with 410 nm excitation (pulsed diode laser) and collecting around 633 nm 176. Porphyrins are known 
to accumulate in cancerous tissue, 178, and are known to present long lifetimes compared to other 
endogenous fluorophores (see §3.2). In, 176, a two component lifetime model was fitted to time-
resolved measurements of tissue fluorescence and statistically significant variations were found 
between the fitted lifetime parameters for normal and premalignant or malignant oral tissue.  
In contrast, the second point probe study took spectrally resolved AF lifetime measurements at 
360-610 nm (below the porphyrin AF peak considered above) using 337 nm excitation (pulsed 
nitrogen laser) 179. The instrument used in this study was very similar to that used for hamster cheek 
studies 180 and the findings were also similar: cancerous tissue presents shorter lifetimes around 450 
nm; less collagen-like signal in the UV part of the AF spectra and overall less intensity than normal 
tissue. 
67 
 
Only one study based on FLIM endoscopy has been published to date 151. Like most previous studies, 
a 337 nm (pulsed nitrogen laser) was used to excite tissue fluorophores. The study monitored AF 
from an NADH-like channel (435-485) and showed, using one-way analysis of variance, (ANOVA), a 
significant difference in mean AF lifetime, (p-value < 0.0009), between a set of 13 normal and a set 
of 13 tumour tissue sites from ten patients in vivo. Again, these trends in AF intensity and lifetime 
between normal and tumour tissue were also in agreement with a similar FLIM endoscopy study on 
hamster cheek tissue in vivo, 180, i.e. lower intensities and shorter lifetimes were found in tumour 
tissue. This was an encouraging first demonstration of FLIM endoscopy for label-free contrast in the 
oral cavity and suggests that it may complement WLI during endoscopic procedures.   
Anatomical site 
Number 
of 
patients 
Method 
Excitation 
wavelengths 
(nm) 
Emission 
band (nm) 
Typical lifetimes (ns) Reference 
Oral cavity 55 point-TD 408 623-643 ~ 6(N)/12(D) 
176
 
Oral cavity 9 point-TD 337 360-610 ~1.7(N)/ 1.3(D) 
177
 
Oral cavity 10 FLIM-TD 337 435-485 ~1.5(N)/1.2(D) 
151
 
Table 3 studies of time-resolved AF from HNSSC.   
Lifetimes are estimated from iterative fitting procedures that accounted for the instrument response 
function. Point-TD refers to measurements with point probes and using time-domain detection schemes. 
FLIM-TD refers to time-domain FLIM detection schemes. For the typical lifetimes, N and D refer to normal 
and diseased tissue respectively. 
4.3 A Review of Wide-field FLIM Endoscope Systems 
This section reviews the key experimental aspects of past and present systems when imaging tissue. 
For clarity, these details are summarised in Table 4 below. 
As described in Table 4, the first wide-field FLIM endoscope demonstrated by the Wagnieres lab 150 
was based on the frequency domain approach. A 40 MHz sinusoidally modulated argon ion (363 nm) 
or dye (417 nm) laser were used as an excitation source and synchronised with the gain of an 
intensified camera for homodyne detection of fluorescence signals after a 470 long pass emission 
filter. FLIM images of human ex vivo oral and bladder tissue samples were generated at update rates 
of more than 10 Hz using 128x128 pixels and undisclosed sample plane powers.  
This work was followed by a similar study 181 based on the same instrumentation. In contrast to the 
previous method a mode locked laser generating ~100 ps pulses at the sample plane was used (514 
nm) and fluorescence was collected after a 550 nm long pass emission filter. Video update rates of 
FLIM of a human bronchus in vivo were achieved by significant CCD binning (32x32 pixels) in order to 
collect sufficient signal per pixel whilst using sample plane powers of 153 mW.   
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Table 4 Summary of different FLIM endoscopes common parameters when applied to tissue.  
The following abbreviations have been used: MD: modulated; ML: mode-locked; PNG: pulsed nitrogen gas; 
QSF: Q-switched fibre; ICCD: intensified CCD; GOI; gated optical intensifier; TD: time domain; FD: frequency 
domain; LP: long pass emission filter; BP: band pass emission filter.  
This work was followed by the first time domain approach based on a time-gated optical intensified 
camera (GOI) and using a commercial flexible endoscope 2. For this work a mode-locked laser 
(415 nm) generating ~ 100 ps pulses at the sample plane at 80 MHz was used. Fluorescence was 
collected with a long pass filter, and in contrast to the previous frequency domain work, update 
rates took minutes and used 336x256 pixels on the CCD with sample plane powers of ~15 mW to 
image ex vivo animal tissue.  A similar study using the same approach to image ex vivo animal tissue 
followed 182.  With optimised acquisition and analysis strategies (rapid lifetime determination 
algorithms) and higher power UV mode-locked laser (355 nm), near video update rates of 7.2 Hz 
Refer
ence 
Light source Endoscope Wavelengths 
 Ex/Em (nm) 
Detection  
method 
Image 
update 
rate  
Number 
of pixels 
& image 
fov scale 
Distal 
excitation 
Powers 
(mW) 
Tissue 
type 
imaged 
150 MD 
40 MHz  
Rigid 
commercial 
Ex 363 
Em 470 LP 
Ex  417 
Em 470 LP 
GOI 
FD  
< 10 Hz 128x128 
~100mm 
NA Ex vivo 
human 
181 ML  70.16 
MHz  
Rigid 
commercial 
Ex 514.5 
Em 550 LP 
GOI  
FD 
25 Hz 32x32 
~100mm 
153 In vivo 
human 
2 ML   
80 MHz   
Flexible 
commercial 
Ex 415 
Em 415 LP 
GOI 
TD 
minutes 336x256 
~100mm 
~15 Ex vivo 
animal 
182 ML   
80 MHz   
Rigid 
commercial 
Ex 355 
Em 435 LP 
GOI 
TD 
7.2 Hz 336x256 
~100mm 
~100 Ex vivo 
animal 
183,184 ML   
80 MHz   
Flexible  
custom built 
Ex 355 
Em 375 LP 
GOI 
TD 
5.5 Hz 256x256 
~100mm 
~100 Ex vivo 
human 
71 PNG  
20 Hz 
Flexible  
custom built 
Ex 337 
Em  390BP/  
450BP/550BP 
GOI 
TD 
minutes 260x344 
~4mm 
<0.4 Ex vivo  
animal 
180 PNG  
50 Hz 
Flexible  
custom built 
Ex 337 
Em  390BP/  450BP 
GOI 
TD 
minutes 260x344 
~4mm 
<0.4 In vivo 
human 
185 PNG  
50 Hz 
Flexible  
custom built 
Ex 337 
Em  390BP 
GOI 
TD 
minutes 480x736 
~4mm  
~ 1  In vivo 
human 
151 PNG  
50 Hz 
Flexible 
 custom built 
Ex 337 
Em  460BP 
GOI 
TD 
minutes 480x736 
~4mm 
~ 1  In vivo 
human 
186 QSF  
10 KHz 
Flexible 
 custom built 
Ex 355 
Em  
390BP/450BP/560BP 
GOI 
TD 
~ 2 Hz 780x580 
~2.25m
m 
< 8 In vivo 
animal 
187 QSF  
30 KHz  
Rigid 
custom built 
Ex 355 
Em 
 390BP/450BP/560BP 
MCP-PMT 
TD 
< 1 Hz 150x150 
~10mm 
~ 30 In vivo 
animal 
In vivo 
human 
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were achieved with a commercial rigid endoscope and a flexible endoscope using a 435 nm long pass 
emission filter and ~100mW sample plane powers. 
All these systems highlighted the need for higher efficiency collection optics and detectors due to 
the inherently weak autofluorescence signal from tissue and the fact that in order to determine 
lifetime values, FLIM requires more photons per image than steady state intensity measurements.  
This is confounded by the low detector quantum efficiencies of GOIs (~ 10% when compared to CCDs 
~50% at visible wavelengths). This motivated the development of more efficient custom made 
endoscopes and several groups developed systems based on coherent fibre bundles and relatively 
high NA GRIN lenses (see §2.4.2) to realise improvements in object side NA of distal optics at the 
expense of reduced working distances.  
The first customised coherent fibre bundle based system applied to tissue demonstrated by McGinty 
et al 183,184  was based on the time-gated imaging technique described in 2,182 and used a mode-
locked laser (355 nm) generating ~ 100 ps pulses at the sample plane at  80 MHz with sample plane 
powers of ~100 mW. Following this another time-gated imaging system by Elson et al 71  used a 
pulsed gas nitrogen laser (337 nm) to provide excitation with ~700 ps pulses at a 20 Hz repetition 
rate. Rather than averaging over millions of pulses with a MHz laser, the fluorescence signal was 
recorded from tens of pulses by integrating for seconds at each time-gate delay, which has the 
advantage of being operable in room light due to the much lower duty cycle of the GOI.  This work 
built directly on Marcu’s lab’s previous point probe studies and considered the use of a motorized 
filter wheel to sequentially select band pass emission filters to try and isolate signals from 
fluorophores such as collagen, NADH and elastin using filters, 390/70 nm, 450/65 nm, 550/100 nm 
to try and optimise tissue contrast. FLIM images of ex vivo porcine artery were realised at update 
rates taking minutes. The relatively slow update rates were due to the choice of acquisition strategy 
of 38 time-gate delays to sample the decay at 500 ps delay steps and for 1-2 seconds camera 
integration times per delay. It was noted that alternative sparser sampling strategies informed by 
prior knowledge of tissue decay profiles could be used to speed up the acquisition whilst preserving 
lifetime contrast. When compared to past methods using commercial endoscopes, 260x344 pixel 
images of tissue were achieved with relatively small 4mm diameter fields of view - compared with 
the ~100 mm fields of view before 2,150,181–184 and using much lower sample plane powers of ~0.4 
mW.  The success of this simple design was subsequently demonstrated by three in vivo studies (oral 
tissue of hamster, human brain tissue, human oral tissue) using a pulsed nitrogen laser with a higher 
repetition rate of 50 Hz and the use of fewer band pass filters to increase acquisition speed 151,180,185. 
The more recent two of the three studies used only one band pass filter, higher sample powers 
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(~1mW) and a higher resolution image of 480x436 pixels. Notably, the last two studies were in a 
clinical setting and demonstrated significant contrast between normal and diseased tissue. While 
acquisition speeds may be increased by optimizing sampling strategies for speed i.e. fewer time 
gates 71, a more significant limit on acquisition speeds is known to be due to the slow repetition rate 
(around 50 Hz) of the pulsed nitrogen lasers 87.  
This practical issue of speed has been addressed by two recent designs, both tested in vivo 186,187.  
They are based around a Q-switched frequency tripled fibre laser (355 nm) generating ps pulses at 
10 kHz and 30 KHz respectively rather than around 50 Hz with past designs and in contrast to the 
sequential acquisition of spectral channels of previous designs, both can simultaneously collect 
fluorescence emission across three spectral channels; in both cases: 390/40 nm, 450/40 nm, 560/40 
nm. The first of these studies is based on the same GOI technique mentioned previously 2. This 
system uses a series of dichroic filters before an imaging lens to project three spectrally distinct 
images onto the photocathode of the GOI with comparable spatial resolutions to previous custom 
made systems using higher numbers of CCD pixels, (780x580). Near video rates of 2 Hz were 
demonstrated using less than 8 mW of excitation laser power in the sample plane when imaging 
hamster cheek tissue in vivo. The second design is based on a scanning (non-confocal) approach 
using galvonometer mirrors to scan a 30 kHz laser beam across a 10x10 mm² field of view and record 
fluorescence decays using a MCP-PMT sampled by a digital oscilloscope with a GHz sample rate. The 
image is formed in a pulse-per-pixel approach where the fluorescence decay generated from each 
pulse is registered with a single pixel corresponding to the laser spot dwell time defined by the 100 
µs pulse period of the laser. This system was tested in vivo on human oral tissue. 
A particular concern at the time of implementing the early time-domain systems based on 
commercial endoscopes was the use high peak-power, pulsed, UV and near UV light sources and the 
lack of guidance as to whether such systems are safe to use in a clinical setting. With the advent of 
customised designs being used in clinical settings 151,185,187, a careful choice of irradiances is needed 
to address safety concerns when imaging internal organs in vivo. In terms of pulsed UV light 
exposure to internal organs, there is little research on the potentially damaging effects such 
radiation may have. For this reason, maximum permissible exposure limits set out for the eye and 
skin were used by these studies (according to US standards) as a guideline. 
In summary, a number of different FLIM endoscope systems have been proposed for clinical 
application and all except one is a time-domain system. Mainly gated optical intensifiers have been 
employed owing to their ability to provide fast updates and the ease with which they can be added 
to camera based medical systems.  For clinical work, customized systems based on UV low repetition 
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rate pulsed nitrogen gas lasers were implemented with band pass filters to isolate particular spectral 
bands of fluorescence. To be used in a clinical setting as a screening tool, the latest systems have 
focused on the use of GOIs and higher repetition rate Q-switched lasers to achieve quasi real-time 
imaging speeds.  For safe use of UV light in a clinical setting, maximum permissible exposure limits 
for the eyes and have been used as a guideline. 
4.4 A Flexible Wide-field FLIM Endoscope Design 
The following sections of this chapter describe a wide-field flexible FLIM endoscope system for 
label-free contrast of tissue in clinical applications. An important feature of this endoscope design is 
that it can fit down the working channel of a number of commercial white light endoscopes. To 
demonstrate sensitivity to tissue autofluorescence, freshly resected human larynx samples were 
imaged using a gain-switched pulsed diode laser operating at 445 nm as the excitation source. For 
this excitation wavelength, we expect to be able to measure fluorescence signals from the 
metabolite, flavo adenine dinucleotide (FAD) 90 and the intercellular matrix components, collagen, 
97,188, elastin  90, and keratin 189, (see §3.2). These endogenous fluorophores are considered to be 
potential biomarkers for disease progression, 102,166. Because the average laser power was limited to 
~3 mW, speed at which we could update FLIM images with acceptable image quality was limited to 4 
seconds so to demonstrate faster updates of endoscopic FLIM with blue excitation, a higher power 
frequency-doubled Ti:Sapphire laser was used instead and applied to excite ex vivo mouse bowel 
tissue. Wide-field illumination of the specimen was achieved using higher order mode propagation in 
a multimode optical fibre drawn from glass that presents low background fluorescence. While this 
provides a simple way to illuminate a wide-area and has lower coupling losses compared to single 
mode fibres, multimode propagation leads to temporal broadening of the excitation pulses and a 
variation of pulse arrival time across the FOV. To address this, we have characterised the consequent 
degradation of the spatio-temporal instrument response function (IRF) and mitigated this by 
incorporating a spatially varying temporal instrument response function in the FLIM analysis. To 
demonstrate the potential for integrating FLIM with conventional white light imaging endoscopy, the 
system incorporates an additional imaging path after the coherent optical fibre bundle for a color 
camera to collect images under white light illumination. 
4.4.1 Experimental set-up 
Our experimental design for the flexible endoscope follows the previous custom made FLIM 
endoscope designs i.e. 183, 71 and variants 180,190. Fluorescence is collected with a gradient index lens 
(GRIN) objective lens bonded to a coherent fibre-optic bundle that relays it back to the detector. 
Ideally the excitation radiation could be propagated through the fluorescence collection optical path 
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as this should result in a simpler and more efficient overlap of illuminated and imaged field 186 but 
the commercially available coherent fibre-optic bundles typically present significant background 
fluorescence under UV or blue excitation 68. We therefore chose to relay the excitation light through 
an additional optical fibre designed for UV transmission alongside the coherent fibre-optic imaging 
bundle. A number of strategies were considered to provide a sufficiently uniform illumination over 
the 3 mm FOV provided by the GRIN objective lens with sufficient light efficiency to work with a few 
mW average power excitation sources. These have included combinations of single-mode or 
multimode optical fibres with microlenses or diffusers at the distal end. Utilising higher order modes 
in multimode optical fibres to increase the illumination FOV has the disadvantage that it leads to 
increased temporal dispersion of the excitation pulses and significant spatial variation in their arrival 
times at the sample but our experience has been that we cannot achieve sufficiently broad 
illumination and high light throughput with single mode optical fibres. Based on this preliminary 
work it was concluded that the best results with low excitation power sources are obtained by 
propagating the excitation radiation through a multimode optical fibre with a flat polished distal end 
face and no additional distal optical components.  This simple design meant it was relativity straight 
forward to make an endoscope less than 2.3 mm in diameter such that it can be applied via the 
biopsy channel of many clinical endoscopes currently in use.   
Figure 4.1 presents a schematic of this flexible wide-field endoscope system.  The excitation source 
was either a blue gain-switched pulsed diode laser (PicoQuant, LDH-P-C-440M with driver PDL-800-
B), which provides pulses of <500 ps at 40 MHz with average powers of ~3 mW, or a frequency 
doubled Ti:Sapphire laser (Newport Spectra-Physics broadband MaiTai) providing ~200 mW of ~100 
fs pulses (subsequently broadened to ~100 ps by dispersion in the delivery fibre) at 80 MHz.  This 
excitation radiation was filtered (F1, Semrock, FF02-438/24) to remove any unwanted excitation 
light that overlaps with the detection spectral window and coupled into a 3.5 m length of multimode 
fibre (FT400 UMT, Thorlabs, 0.39 NA, 200 µm core diameter) using an aspheric lens (A240TM-A, 
Thorlabs, 0.5 NA). The imaging path consists of a 1 mm diameter, 0.1 NA , 5 mm working distance 
GRIN objective lens (Grintech, GT-IFRL-100-005-50-CC) directly bonded to a 0.95 mm diameter, 2 m 
length of coherent optical fibre optic bundle with 30,000 cores (IGN-08/30, Sumitomo) using a UV 
curable epoxy (Norland, NOA61). Since each core in the bundle has a diameter of ~2 µm and a 
specified NA of >0.35, we expect propagation of the visible autofluorescence emission produced by 
blue excitation light to be slightly multimodal 65.   
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Figure 4.1 Schematic of the flexible wide-field endoscope system.  
Left: pulsed blue laser light from a diode is passed through a clean-up filter, F1 before being coupled into a 
multimode fibre (MMF) for delivery of excitation to the sample plane. A steel ferrule (SF) houses the 
excitation fibre tip alongside the GRIN lens and fibre-optic coherent imaging bundl e. The fluorescence 
image is relayed via the coherent fibre-optic bundle (CFB) and imaged using a x20 microscope objective (O) 
and tube lens (L2 or L3) to either a colour CCD camera or to the GOI-CCD combination (via interference and 
absorption filters, F2 and F3, used to block excitation light) using a switchable mirror (M). Right: diagram of 
en face view of distal probe tip showing the excitation fibre fixed in position beside the imaging optics. 
At the distal end, a medical grade epoxy (Epotek, 301-2) is used to fix the multimode illumination 
optical fibre alongside the imaging optical fibre bundle in a protective steel ferrule (SF) of 2.3 mm 
outside diameter. The multimode excitation optical fibre was chosen such that the angular field of 
view of the imaging optics was matched by the distal-end cone of illumination obtained when light is 
coupled into all the modes of the fibre. This was realised by arranging the focusing of the beam onto 
the proximal end of the fibre to match the NA of the fibre. The large (~100,000) number of 
propagating modes superimpose to provide a smooth illumination profile. While this illumination 
strategy with the excitation fibre alongside the imaging lens is relatively simple to implement, its 
inherent weakness is that the imaged field of view and illuminated area do not completely overlap, 
resulting in a non-uniform illumination intensity, (as shown Figure 4.7 below). While it might be 
possible to mitigate this with more complex distal beam shaping optics, it is not a strong issue for 
FLIM because lifetime measurements are largely independent of excitation intensity. The variation in 
arrival time at the sample of the excitation pulses that propagated in different modes presents more 
of a challenge and this is addressed using a spatially varying IRF as described in §4.4.4 - 4.4.5.  
At the proximal end the fluorescence is collimated by (O) a x20 microscope objective (RMS20X, 
Thorlabs) and imaged onto the photocathode of the gated optical intensifier (GOI) by a 130 mm 
focal length achromat (L2) after passing through a 488 nm long pass interference (F2) (Semrock, 
BLP01-488R) and a 475 nm long pass absorption filter (F3). For FLIM, the pulsed excitation is 
synchronised with the GOI. A programmable rapidly-switchable delay generator (Kentech 
Instruments Ltd) is used to control the delay between the excitation pulse and the gating of the GOI 
which is coupled with standard camera lenses to a scientific cooled CCD camera (Orca-ER, 
Hamamatsu). The GOI is triggered to acquire a series of time-gated fluorescence intensity images at 
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increasing delays with respect to the excitation pulses and thus the fluorescence decay profiles in 
each pixel of the FOV are sampled. The ORCA ER camera was operated with 4x4 hardware binning 
and a frame accumulation of 20 frames per delay time, resulting in a total acquisition time of less 
than 8 seconds for lifetime data acquired using 4 time delays. Post-acquisition, the images were 
further binned 2x2 in software, which improved the signal to noise ratio without significantly 
impacting the spatial resolution of the endoscope images. To acquire white light reflectance images 
for comparison with FLIM data, a 100% reflecting mirror (M) was used to manually switch the 
endoscope image from the GOI to a colour CCD camera (QImaging, Micro publisher 3.3).  The 
apparatus and data acquisition were controlled using in house software (written in LabView 7.1).  
4.4.2 Method to assemble distal tip optics 
 
Figure 4.2. A photo of the alignment set-up.   
The coherent fibre bundle can be seen as a black line as it runs across the foam mat.  The tip is fixed in a 
clamp. A pair of translation stages holds the bundle tip and GRIN lens for relative alignment. An microscope 
objective and tube lens images the alignment onto a camera 
The exact method for assembling the distal tip optics is explained in this section. The small 
dimensions of the distal tip and GRIN lens lead to the use of two x-y-z translation stages (Newport) 
to carefully position the tip of the bundle and the GRIN lens together (as shown in Figure 4.2). One 
stage positioned the bundle tip when clamped by plastic screws in a metal groove and facing 
vertically upwards on the bench. The other stage gently held the GRIN lens in a pair of cross locking 
tweezers. A foam pad was positioned below the alignment tools to prevent a misplaced GRIN lens 
from shattering. For micrometre scale alignment precision, a x4 0.1 NA objective (Olympus) and tube 
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lens imaged the GRIN lens and bundle tip onto a CCD camera (Point Grey, Chameleon). The camera’s 
acquisition software was used to provide magnified, live update of the alignment on a laptop. 
 
Figure 4.3. The 8 steps needed to assemble the distal optics  
The steps needed to assemble the distal tip optics are described in Figure 4.3. The first step involved 
polishing the distal tip of the fibre bundle to ensure that it was flat before attaching the GRIN lens. A 
steel puck with a hole bored in the centre was used to hold the tip of the bundle flat on diamond 
lapping paper (Thorlabs, polishing paper). Once polished, dust was removed with ethanol. The tip 
was then fixed in the translation stage and a small drop of UV curable epoxy was placed on the tip. 
The GRIN lens was then positioned above the tip before the lens and fibre end face surfaces were 
pressed together. An epoxy bond was formed by exposure to a UV lamp for an hour. The excitation 
fibre was then aligned next to the bundle with heat shrink tubing (Zeus, PTFE). Together they were 
inserted into the steel ferrule that had been internally coated with a long pot life two part epoxy 
that takes 24 hours to set. After the epoxy has set, the ferrule tip was polished to remove excess 
epoxy and ensure the exposed fibre and GRIN lens surfaces were optically flat. 
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Images of the endoscope during and after assembly are shown in Figure 4.4 below. Figure 4.4(a) 
shows an image taken during assembly where the bundle tip is covered by a drop of epoxy glue and 
above that is a GRIN lens held by tweezers. Once aligned and bonded, the endoscope is tested by 
imaging a business card as shown in Figure 4.4(b). Finally the finished endoscope is shown in Figure 
4.4(c) with the GRIN lens and fibre bundle house alongside the excitation fibre in a steel ferrule 
while the rest of the fibre bundle and multimode excitation fibre are covered by a protective jacket 
of heat shrink tubing (RS supplies). 
 
Figure 4.4 photos of taken during the assembly of the endoscope 
 (a) Image of the fibre bundle with a drop of epoxy placed on the distal tip while a GRIN lens is being aligned 
with the tip before lowering and bonding the parts together. (b) a test image of some printed letters on a 
business card when taken from the proximal end of the fibre bundle after the GRIN lens has been bonded 
to the distal end. (c) the finished endoscope with 445 nm laser light emanating from the tip of the 
excitation fibre to illuminate the field of view. 
4.4.3 Fluorescence lifetime analysis 
FLIM data was fitted to model fluorescence decay profiles using “FLIMfit”, the group’s custom-
written open source software (http://www.openmicroscopy.org/site/products/partner/flimfit) 58.  
For this work, the maximum likelihood estimation (MLE, see §2.3.5) iterative fitting algorithm 
available in “FLIMfit” was used. The measured fluorescence decay profiles, S(t), can be modelled as 
the convolution of the instrument response function, IRF(t), and the sample’s fluorescence response 
to a delta function excitation pulse F(t), i.e. S(t) = IRF(t)*F(t) [1, 2].  Our FLIM detection scheme 
samples the fluorescence decay profiles in each pixel of the FOV and these measurements are then 
fitted to a model of the sample’s fluorescence decay profile convolved with the IRF, which can be 
measured experimentally using a short lifetime dye or a scattered excitation pulse.  The fitting of 
lifetime data is highly sensitive to the temporal profile of the IRF and the arrival time of the 
excitation pulses at the sample with respect to the triggering of the GOI. 
4.4.4 Estimating how fibre optic dispersion affects the instrument response function 
In many FLIM instruments, the IRF is considered to be spatially invariant across the field of view and 
is generally defined by the temporal profile of the excitation pulse and the temporal response of the 
detector. With multimode optical fibre delivery of the excitation light, however, it is necessary to 
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take account of the different propagation delay experienced by light propagating in different modes.  
Figure 4.5(a) illustrates how modal dispersion in the excitation fibre leads to a spatially varying IRF.  
 
Figure 4.5 Schematic of rays propagating in a multimode optical fibre.  
(a) limiting (on-axis and meridional) modes indicated as rays, where 𝜃 is the maximum angle for 
core/cladding interface (determined by the critical angle); photons detected at different pixels can have 
different arrival times.(b) Relative delay of meridional rays relative to on axis rays for a 3.5 meter length 
0.39 NA multimode fibre as a function of pitch angle 𝜃. 
The temporal dispersion of meridional rays can be calculated using the following equation  
 
∆𝑡𝑚𝑜𝑑𝑎𝑙 =
𝐿𝑛𝑜
𝑐
(
1
cos 𝜃
− 1)  𝑓𝑜𝑟 0 ≤  ≤ 𝑐 4.1 
Figure 4.5(b) shows the expected dispersion of photon arrival times calculated for our FLIM 
endoscope of length L = 3.5 m, NA of 0.39 and core refractive index (𝑛𝑜) of 1.46, which yields a 
maximum angle of 𝜃 = 15.5° inside and  𝑎𝑖𝑟 = 23° outside the optical fibre. Thus a systematic radial 
increase in excitation pulse arrival times up to ~700 ps is expected relative to the centre of the 
illumination profile at the sample plane, which is significant compared to the width of the IRF and to 
the fluorescence lifetimes measured.    
4.4.5 Accounting for spatial variations in the instrument response function 
To be able to record accurate lifetimes using this FLIM endoscope, the fluorescence lifetime analysis 
software 58 was modified to incorporate spatially varying IRFs during iterative fitting of the model 
decay to the acquired data. Unfortunately, an IRF acquired by imaging a scattering sample cannot be 
used to directly measure the spatially varying IRF due to the difference in arrival times between 
scattered and fluorescence light caused by chromatic dispersion in the imaging fibre bundle.  In 
principle, a short lifetime dye with similar excitation and emission wavelengths as the (tissue) 
samples considered in this work could be used but we were not able to identify a suitable dye -
although at the time of writing this thesis, dye quenching has been identified as a potential method 
to generate short lifetime dyes from long lifetime dyes e.g. 191. This challenge was therefore 
addressed by constructing a spatially varying IRF. This was achieved by measurement of scattered 
excitation pulses to provide the temporal IRF profile to include in the fitting model as is done 
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conventionally. However in addition to this, we adjusted for the relative delay in each pixel to 
account for variations in arrival time of the excitation pulses due to the modal dispersion in the fibre. 
To obtain the required map of pixel arrival times, a solution of Coumarin 6 was imaged. Coumarin 6 
presents a mono-exponential decay profile and similar spectral properties to the (tissue) samples of 
interest as shown in Figure 4.6. 
 
Figure 4.6 Coumarin 6 as a suitable reference dye for irf corrections.  
(a) absorption (Abs) and emission (Em) spectra for Coumarin 6 and FAD (b) fluorescence decay profile 
(2.52  ± 0.01 ns) of Coumarin 6 when excited by 445 nm laser light and detected at 490 - 600 nm (measured 
using TCSPC in a homebuilt fluorometer 
97
 ). 
By cross-correlating the fluorescence decay profiles from every pixel in the image with that from a 
reference pixel in the same image (xr, yr), a reference “relative delay map” (Delayrelative) of the IRF 
arrival times across the image with respect to the reference pixel was made. The global delay 
(Delayglobal) between the Coumarin 6 reference pixel decay and the true IRF is determined by fitting 
the Coumarin 6 fluorescence decay from the reference pixel using a scattered excitation light IRF 
(IRFscatter) measured at the same reference pixel to determine the temporal offset. By combining the 
relative delay map and the global delay value, we construct a spatially varying IRF of the form, 
 IRF(𝑡, 𝑥, 𝑦) = IRFscatter(𝑡 − Delaytotal(𝑥, 𝑦), 𝑥𝑟, 𝑦𝑟) 4.2 
 Delaytotal(𝑥, 𝑦) = Delayglobal(𝑥𝑟, 𝑦𝑟) + Delayrelative(𝑥, 𝑦) 4.3 
This spatially varying IRF thus accounts for the effects of material dispersion and modal dispersion in 
the excitation optical fibre as well as dispersion in the imaging optical fibre bundle.   
4.4.6 Accounting for artefacts: validation of methods by imaging a reference dye 
Figure 4.7 illustrates the validation of this approach by imaging a thin homogenous sheet of 
fluorescent dye (100 µM solution of Coumarin 6 dissolved in ethanol) confined between a pair of 
microscope coverslips. Figure 4.7(a) shows the time-integrated fluorescence intensity image of the 
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dye sample, highlighting the spatial offset between the FOV of the collection optics and the 
illuminated area, as discussed in the experimental set-up section.   
 
Figure 4.7 Spatially varying (SV) IRF to correct for variations in excitation pulse arrival time at the sample 
 (a) shows time-integrated fluorescence intensity image and (b) fluorescence lifetime image obtained from 
a thin layer of Coumarin 6; (c) fluorescence lifetime map and (d) intensity-merged fluorescence lifetime 
image obtained using a spatially varying IRF; (e) lifetime histograms obtained by iteratively fitting data 
obtained from a homogeneous Coumarin 6 dye sample to a mono-exponential decay model using a 
uniform and spatially varying IRF. 
Figure 4.7(b) shows the fluorescence lifetime map obtained when fitting the fluorescence data to a 
mono-exponential decay model with a uniform fixed IRF, illustrating how the variation in arrival time 
of the excitation pulses across the FOV produces errors.  Figure 4.7(c) & (d) show the fluorescence 
lifetime map and intensity-merged fluorescence lifetime image (i.e. the product of intensity image 
and lifetime map) obtained using the measured spatially varying IRF. Figure 4.7(e) shows the lifetime 
histograms corresponding to Figure 4.7(b) & (c) with the spatially varying IRF-based analysis yielding 
a Gaussian shaped histogram, as expected when imaging a homogenous sample where Poisson noise 
is dominant. The mean fluorescence lifetime of ~2.5 ns is in agreement with our cuvette 
measurements of the same Coumarin 6 solution using time correlated single photon counting 
(TCPSC).  
4.4.7 Accounting for time varying backgrounds 
In order to accurately measure fluorescence lifetimes, it is necessary to take into account any 
background contributions to the measured signal and the instrument response function.  To account 
for the background fluorescence from the endoscope optics, an estimate for each pixel is made by 
imaging a piece of black anodized metal placed in the sample plane and using the same laser powers 
and acquisition times as that used during sample imaging. Because integration times for images 
varied between samples, a set of backgrounds were recorded. A routine in Matlab was made to 
subtract these time varying fluorescence backgrounds from each set of images before FLIM analysis. 
To avoid ghost images due to the phosphor decay times it is important to use a HRI with a fast 
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phosphor decay time and to allow sufficient time between sampling decays at each delay. Because 
the HRI used here uses phosphor with a decay time of 1 ms and the time between sampling decays 
at each delay was programmed to be more than 10 ms, ghost images are not an issue. Figure 
4.8(a, b) shows a typical background image alongside a spatially averaged temporal profile taken 
from the region of interest highlighted by the red square in Figure 4.8(a).  
 
Figure 4.8 Fibre bundles background fluorescence. 
(a) A typical background image measured by imaging anodized metal foil. (b) an averaged and normalised 
time varying background from across the region of interest highlighted by a red square in (a) 
4.4.8 Spatial resolution measurements 
 
Figure 4.9  Images of a Newport USAF-1951 test chart. 
(a) an in-focus image of a Newport fluorescent USAF test chart. The red arrow highlights the region of 
minimum resolvable line pairs. (b) an expanded part of (a) around group 4 elements and a red arrow 
highlighting the minimum resolvable line pair spacing along with a line across group 4 element 4 vertical 
line pairs. (c) line profile following red line in (b). 
To determine the spatial resolution of the system, a fluorescent USAF test chart (Newport, USAF-
1951) was imaged as shown in Figure 4.9. The minimum resolvable line pair spacing was determined 
to be between elements 4 to 5 in group 4 which corresponded to an upper limit of 
~25 line pairs/mm (lp/mm). This resolution is limited by the optical fibre bundle’s pixelated 
structure, which has a core-to-core spacing of ~4 µm. This spacing becomes 20 µm when the distal 
face of the fibre bundle is imaged onto the sample plane by the GRIN lens with x5 magnification. The 
Nyquist sampling theorem therefore imposes a resolution limit of 25 lp/mm in the sample plane.  
We note that in the plane of the GOI photocathode, the image of the optical fibre bundle is 
magnified x13 such that the core-to-core spacing becomes ~52 µm, which is adequately resolved by 
the GOI since it has a limiting resolution of ~18 lp/mm.  
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4.5 Ex vivo Imaging of Unstained Tissue 
4.5.1 Protocol for imaging ex vivo human tissue 
The study was approved by the Central London Research Ethics Committee (REC-1) (REC Ref 
10/H0718/55) and conformed to the Declaration of Helsinki protocols. Patients scheduled for 
surgery at Northwick Park Hospital gave written informed consent for their tissue to be used in 
research.  
4.5.2 Imaging ex vivo human diseased laryngeal 
Having demonstrated that we can utilise a single multimode excitation fibre to efficiently illuminate 
a 3 mm FOV, the feasibility of using low cost, blue, gain-switched pulsed diode lasers for FLIM of 
tissue autofluorescence was considered.  For the first study, the FLIM endoscope system depicted in 
Figure 4.1 was mounted on a trolley of 71x79x120 cm with the excitation radiation provided at 
445 nm with ~3 mW average power using the gain-switched pulsed diode laser. This delivered ~0.5 
mW to the sample plane to achieve irradiances of ~7 mW.cm-2 which was sufficient to realise FLIM 
with acquisition times of less than 8 seconds using 4 time-gate delays. This system was deployed at 
Northwick Park Hospital’s Ear Nose and Throat Department in a room next to an operating theatre 
so that human tissue samples could be imaged immediately following resection. Samples were kept 
moist using saline solution.   
 
Figure 4.10 Photos of instrument at hospital. 
(a) image of portable system used to test endoscope at the hospital. (b) an image of the endoscope 
positioned above a sample. (c) a photo of the tissue sample with a scale bar. 
Figure 4.10 shows a photo of the portable system at the hospital along with one of the tissue 
samples being imaged by the endoscope positioned above the tissue surface when clamped in a pin 
vice. Figure 4.10 (c) shows a photo of one of the tissue sample which was typical of the biopsy 
samples in dimensions and appearance. 
Figure 4.11 shows reflected white light and fluorescence intensity and lifetime images of two 
samples of human larynx, together with histograms of the lifetimes obtained by iterative fitting to a 
mono-exponential decay model with the spatially varying IRF.   
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Figure 4.11 (a, f) show reflected white light images of the specimens studied. Intense (white) 
specular reflections are due to surface fluid and paler regions of the tissue correspond to regions of 
lower blood content. Figure 4.11 (b, g) show time-integrated fluorescence intensity images and 
Figure 4.11 (c, h) show intensity-merged lifetime images acquired using 4 time-gates of 1 ns duration 
separated by delays of 3 ns, for which the data were fitted to a mono-exponential decay model using 
the measured spatially varying IRF. Although tissue autofluorescence presents complex fluorescence 
decay profiles, mono-exponential analysis can still provide useful empirical contrast between 
different types or states of tissue. Data for these FLIM images took less than 8 seconds to acquire 
and the iterative fitting in FLIMfit took less than ~5 seconds.   
 
Figure 4.11 Images of human tissue 
FLIM endoscopy of diseased human larynx ex vivo. (a-e) and (f-j) correspond to two different diseased 
human larynx biopsies: (a, f) white light images, (b, g) time-integrated fluorescence intensity images; (c, h) 4 
time-gate acquisition intensity merged FLIM images calculated using iterative fitting; (d, i) 2 time-gate 
acquisition intensity merged FLIM images calculated using iterative fitting; (e, j) histogram of lifetimes 
calculated from 4 or 2 time-gate delays. 
For each field of view imaged, three repeat measurements were made, which yielded a standard 
deviation in mean fluorescence lifetime between images of less than 10 picoseconds and indicated 
minimal photobleaching (as indicated in Figure 4.12). To demonstrate the potential for faster 
imaging speeds, Figure 4.11(d and i) show FLIM images calculated using FLIMfit with data from just 
two 2 time-gate delays (time-gates 1 and 3 selected from the 4 time-gate delays acquired in total), 
thereby demonstrating the potential to acquire wide-field endoscopic FLIM images in less than 4 
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seconds using irradiances of ~7 mW.cm-2  at the sample plane. Using two gates instead of four leads 
to fluorescence lifetime maps that are less accurate, presenting shorter lifetime values due to the 
under sampling of the longer decay components, but still provide useful lifetime contrast. 
 
Figure 4.12 fractional change of average pixel intensity for repeat FLIM measurements of tissue samples.  
4.5.3 Protocol for imaging ex vivo mouse tissue 
ApcMin (Adenomatous polyposis coli, Min, multiple intestinal neoplasia) mice were purchased from 
the Jackson Laboratory (Bar Harbor, ME) and bred in the animal facility at Imperial College London in 
a specific pathogen-free environment. Genotyping to identify mice that carry the mutant allele of 
the murine tumour suppressor Apc was performed as previously described 192. The intestine was 
washed with saline buffer to remove fecal material, opened longitudinally and the gut epithelium 
was exposed to image neoplastic polyps. Samples were kept moist using saline solution. Animal work 
was carried out in compliance with the British Home Office Animals Scientific Procedures Act 1986 
(Project license number 70/7129).  
 
Figure 4.13 Photos of mouse bowel tissue 
(a) photo of mouse bowel placed on non-fluorescent material alongside a 30 cm ruler. (b) photo of 
endoscope position above a piece of mouse bowel covered with polyps and tumours. 
Figure 4.13(a) shows a sample positioned on a flat non-fluorescent metal surface. Bowel portions 
measured tens of centimetres in length and millimetres in diameter. Figure 4.13(b) shows the 
endoscope tip fixed in a pin vice (pin vice, Starret) above a piece of diseased mouse bowel. The 
neoplastic polyps (tumours) are clearly visible as relatively thick tissue appearing as white nodules 
and covering the surface of the bowel. 
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4.5.4 Imaging ex vivo normal and diseased murine bowel tissue 
In order to demonstrate how this flexible wide-field FLIM endoscope could provide faster FLIM 
acquisition using higher power excitation diode lasers, the system was used to image a murine 
model of human colon cancer. The ApcMin mouse model recapitulates the disease developing in 
familial adenomatous polyposis (FAP) patients characterized by the presence of intestinal tumours 
and colon cancer due to a mutation in the Apc tumour suppressor gene.  Bowel portions from 
Apcmin/+ mice were imaged and compared to the control group of Apc+/+ mice that do not develop 
tumours. A frequency-doubled mode-locked Ti:Sapphire laser was to provide excitation pulses at 
445 nm. With 0.5 mW average excitation powers in the sample plane, (equivalent to irradiances of 
~7 mW.cm-2), acquisition times of less than 4 seconds were required for FLIM with 1 ns width time-
gates at four delays spaced 3 ns apart.   
Figure 4.14 shows a comparison of wide-field flexible FLIM endoscope images of normal Apc +/+, 
(a,c,e,g), and diseased Apcmin/+, (b,d,f,h), mouse bowel tissue – the latter presenting tumours, for 
which the autofluorescence lifetime shows clear contrast. In Figure 4.14(a, b) the reflected white 
light images recorded on the colour CCD camera are shown. In Figure 4.14(a), the white light image 
of the normal tissue appears to be relatively uniform but for a pattern of uneven illumination 
(brighter on the left). In Figure 4.14(b), the white nodules (tumours) are visible as distinct islands of 
lighter blue patches surrounded by darker blue areas thought to be relatively normal. The blue color 
is thought to be due in part to the LED’s spectrum and in part due to the scattering and absorption 
properties of the tissue. In Figure 4.14(c, d) the corresponding time-integrated autofluorescence 
intensity images are shown. In the normal tissue image, the normal regular pattern of crypts can be 
seen as white spots patterning the surface. In the diseased tissue image, the regularity is not present 
and the white nodules that were visible in the white light image that are partially visible at 
12 o’ clock, 3 o’clock and 6 o’clock appear as brighter areas of fluorescence compared to the 
relatively normal tissue in the centre. In Figure 4.14(e, f) the FLIM images of the normal and diseased 
mouse tissue calculated by iteratively fitting data acquired at 4 time-gate delays to a mono-
exponential decay model using the spatially varying IRF are shown. Interestingly the normal tissue 
reveals a regular pattern of lifetime contrast (shorter lifetime in the crypt like areas) thought to be 
due to the pattern of crypts which we expect to form a significant part of the visible structure of the 
bowel. In contrast, the diseased tissue has no regular pattern of lifetime contrast but instead 
presents islands of shorter lifetimes on the nodules compared to longer lifetimes in the relatively 
normal areas. This loss of structure is typical of cancerous tissue. In Figure 4.14(g, h), FLIM images of 
the normal and diseased mouse tissue calculated from data acquired at only 2 time-gate delays 
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(time-gate 1 and 3 selected from the 4 time-gate delays acquired) and fitted to a mono-exponential 
decay model using the spatially varying IRF are shown.   
 
Figure 4.14 Images of mouse tissue 
(a) and (b): colour camera images of normal and neoplastic mouse bowel during white light reflectance 
imaging. (c) and (d): corresponding integrated fluorescence intensity images of the two fields of view of 
shown in (a) and (b). (e) and (f) 4 time-gate acquisition FLIM images using iterative fitting. (g) and (h) 2 
time-gate acquisition FLIM images using iterative fitting; (i, j) corresponding lifetime histograms for the 4 
time-gate FLIM and 2 time-gate FLIM. 
In Figure 4.14(i, j), the corresponding lifetime histograms for the 4 time-gate FLIM and 2 time-gate 
FLIM, both of which show a visible mean lifetime shift for the diseased tissue in both the FLIM 
images and the histograms are shown. In total, 3 different fields of view were imaged at random 
locations across the normal and neoplastic epithelium from which mean lifetimes of 2.09 ± 0.043 ns 
and 2.211 ± 0.049 ns were obtained. Assuming the lifetimes are approximately normally distributed 
for each tissue sample, an unpaired, two-tailed t-test shows a significant difference in mean lifetime 
(p <0.0001), suggesting there may be a difference in fluorescence lifetime between normal tissue 
and tumours that can be detected with the acquisition parameters chosen. 
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4.5.5 Rapid lifetime determination for live updates 
For live FLIM readouts required during in vivo imaging, a 2 time-gate sampling strategy can be 
combined with RLD. To do this the acquisition software was modified to calculate lifetime maps by 
RLD and generate live FLIM updates during acquisitions. For sufficient signal we increased the 
average excitation powers in the sample plane to 10 mW (equivalent to irradiances of 
140 mW.cm-2 ) and realised “real-time” fluorescence lifetime image update rates >2 Hz using RLD. 
No photobleaching was observed for these irradiances. In Figure 4.15(a), a white light image of the 
side of a nodule is shown and in Figure 4.15(b), the same nodule is imaged by FLIM with “real-time” 
updates at 2.5 Hz for lifetimes calculated using RLD for time-gated images acquired at two time 
delays separated by 6 ns. At each delay, 4 CCD frames, each of 100 ms exposure time, were 
integrated per delay. Despite there being fewer photons in the average pixel compared with the 
iteratively analysed data before, as shown by the FLIM images in Figure 4.15, nodules appear to have 
shorter lifetimes when compared to the surrounding tissue. 
 
Figure 4.15 Live update of FLIM of mouse tissue 
Single frame from a ~2.5 Hz live update FLIM sequence of a neoplastic mouse bowel 
 
4.6 Conclusions 
A flexible wide-field FLIM endoscope utilising a low cost, compact blue excitation sources was 
developed for imaging tissue autofluorescence. A multimode optical fibre was used to efficiently 
deliver the excitation light to the sample plane and illuminate the 3 mm field of view. It was shown 
that the multimodal optical fibre propagation necessary to achieve broad illumination leads to errors 
in the lifetime determination unless the spatially varying IRF is taken into account. To show the 
endoscope was sensitive to lifetime variations in tissue autofluorescence, FLIM images of tissue 
autofluorescence from ex vivo human larynx and ex vivo mouse bowel tissue were presented. To 
demonstrate the potential for faster acquisition speeds with a higher power gain-switched pulsed 
diode laser, a higher power Ti:Sapphire laser and rapid lifetime determination routines were used to 
achieve FLIM of ex vivo mouse bowel with update rates of 2.5 Hz when using 10 mW of average 
excitation power. A practical FLIM endoscope should be able to switch between fluorescence 
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imaging and white light reflectance imaging to help the clinician to guide FLIM measurements. To 
this end, the system incorporates an imaging path with a colour camera. The flexibility of the 
endoscope means it can fit down the working channel of most commercial endoscopes so could be 
used during routine endoscopes procedures. This system can provide label free contrast of tissue 
and so could find clinical applications in endoscopy of the GI. 
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Chapter 5: Gated Optical Intensifiers for Time-gated 
Wide-field FLIM 
 
Figure 5.1 Schematic of a TD wide-field FLIM system  
This chapter presents a characterisation of current gated optical intensifier (GOI) technology and 
new GOI prototypes that are intended to improve the performance of time-gated (TG) wide-field 
FLIM systems. As described in Chapter 2, time-gated wide-field FLIM based on GOIs measures 
fluorescence signals across multiple pixels in parallel. The method is summarised in Figure 5.1.  The 
main advantage of using GOIs to acquire FLIM images is that they can offer superior acquisition 
speeds 193 when compared to conventional TCSPC systems with lower peak excitation powers. To 
achieve optical sectioning whilst benefiting from the speed of parallelised detection, GOIs can be 
combined with Nipkow spinning disc scanners to implement quasi-confocal FLIM and, in general, it is 
straightforward to integrate GOIs into existing conventional microscope systems as first 
demonstrated in the 1990’s 39,194,195.  
The content of this chapter is as follows: 
5.1 A Brief History of GOIs for TG Wide-field FLIM ..................................................................... 89 
5.2 Principles of GOI Technology ................................................................................................ 89 
5.3 Charactering HRI Properties................................................................................................ 102 
5.4 Benchmarking Spatial Resolution ....................................................................................... 124 
5.5 A New HRI Incorporating the Best Features of Prototypes ................................................ 133 
5.6 Conclusions ......................................................................................................................... 143 
5.7 Acknowledgements ............................................................................................................. 144 
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5.1 A Brief History of GOIs for TG Wide-field FLIM 
The first implementation of TG wide-field FLIM systems using a GOI demonstrated nanosecond 
resolution and used a pulsed nitrogen laser operating at 25 Hz 39. To achieve picosecond to 
nanosecond gate-widths with the highest temporal resolution, intensifiers may be capacitatively 
gated by applying a large negative voltage pulse to a wire mesh in close proximity to the 
photocathode 196. Alternatively they can be directly gated by  combining the photocathode with 
metallic surfaces or meshes to enhance their conductivity 56,196,197. By the late 1990s, developments 
in the quality and convenience of laser sources and electrical triggering stability  improved 
performance so that sub-nanosecond gating was routinely possible and lifetime differences on the 
order of hundreds of picoseconds could be readily resolved with lifetime differences in the 10s of 
picosecond range being demonstrated 139,197,198. At the same time, the commercial availability of 
mode-locked Ti:Sapphire lasers with 80 MHz repetition rates spurred the development of GOIs that 
could be triggered at MHz repetition rates 197. While the benefit of higher signal-to-background light 
ratios with lower repetition rate (kHz) lasers is lost 62, MHz lasers can offer orders of magnitude 
lower peak powers, which can be less phototoxic to biological samples for a given average power. 
MHz lasers also tend to be more stable in terms of pulse to pulse amplitude fluctuations and 
temporal jitter. Today biophotonics groups routinely use MHz lasers such as a mode-locked 
Ti:Sapphire laser or gain-switched pulsed diode laser with GOIs.  For example, within Imperial 
College’s Photonics Group, time-gated FLIM systems operating between 20 and 80 MHz are being 
applied to optically sectioned FLIM-FRET to read out fast dynamics of cellular processes 199; high 
content, high throughput FLIM multiwell plate readers 200,201, and preclinical and clinical applications 
using endoscope technologies 2,183.   
5.2 Principles of GOI Technology 
5.2.1 Schematic of GOI 
GOIs use 2nd generation intensifiers that have a microchannel plate (MCP) 202 positioned between a 
photocathode and phosphor screen, (1st generation intensifiers consist of only the photocathode 
and phosphor screen). The basic principles of a GOIs are summarised in Figure 5.2, 203.  
An incident photon passes through an input window (e.g. quartz) and generates a photoelectron at 
the photocathode. The intensifier is in an ‘off’ state when 𝑉𝐺 is set to zero because a bias 
voltage, 𝑉𝐵, (typically +30V), prevents photoelectrons from moving towards the MCP Figure 5.2(a) 
and the intensifier is in an ‘on’ state when a pulse generator sends a negative voltage pulse, 𝑉𝐺 , 
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(typically -200V), to the photocathode causing photoelectrons to accelerate toward the MCP Figure 
5.2 (b).  
 
Figure 5.2 Schematic of GOI 
When gated off (a) and when gated on (b). Phosphor is coated onto the fibre optic plate. The diagrams are 
adapted from 
203
. The voltages, 𝑽𝑩, 𝑽𝑴𝑪𝑷, 𝑽𝑺, 𝑽𝑮 are the bias voltage, MCP voltage, MCP-to-phosphor 
voltage, gating voltage respectively and C represents a capacitor. (c) the structure of an MCP. 
The MCP structure, shown in Figure 5.2(c), consists of a cylinder containing an array of channels. 
Each channel behaves like a continuous dynode photomultiplier tube by converting incident 
photoelectrons to secondary electrons (MCP discussed in §5.2.3). An adjustable potential difference, 
VMCP, (typically 300-900V), between the front and back of the MCP accelerates electrons and 
91 
 
determines the number of secondary electrons produced. At the MCP exit face, secondary electrons 
are accelerated to a phosphor screen by another potential difference, VS, (typically 6 kV), producing 
phosphorescence on impact. Typically the phosphor screen is deposited onto an output window 
consisting of a fibre-optic plate that comprises many closely spaced fibre cores with ~ 6 µm core 
diameters 202. Finally the image on the fibre optic plate can be relayed to a camera for recording. 
Note that Kentech Instruments Ltd describe the MHz GOI as a High Rate Imager (HRI) and reserve 
“GOI” to describe their kHz system. In this thesis “GOI” refers to any gated optical intensifier. 
5.2.2 The photocathode 
Typical photocathodes consist of compound semiconductor materials consisting of alkali metals with 
low work functions. Each type has its own distinct set of characteristics i.e. the spectral range, dark 
current, resistivity, and peak quantum efficiency 203,204.  
Due to their relatively high sensitivity over a broad spectral range in the UV to visible spectrum, HRIs 
and GOIs typically use multialkali photocathodes (e.g. S20 & S25) that have peak quantum 
efficiencies around 10-20%. 
The impedances and capacitances experienced by the electronic gating pulse applied directly to a 
photocathode often means there is a significant time delay for opening and closing of a time-gate 
between the photocathode edge and centre.  To minimise this effect, known as irising, GOIs 
combine the photocathode with a metallic mesh or film to reduce the photocathode impedance 196.  
A problem with this, however, is it reduces the photocathode’s effective quantum efficiency by as 
much as 50%, 56,196.  
5.2.3 The microchannel plate 
A typical MCP consists of a lead glass matrix of air capillaries with diameters of 13 µm 204 and 
centre-to-centre spacings of 15 µm 204 and lengths of 500 µm 196. The surfaces of the capillaries inner 
walls are lined with an emissive coating that has a high secondary electron yield.  As illustrated in 
Figure 5.3, photoelectrons are accelerated to the MCP by the input electrode voltage and collide 
with the inner walls of the capillaries. Acceleration of electrons by a voltage difference between the 
input and output electrodes leads to a cascade of secondary electrons. The electrical gain of an MCP 
depends on the accelerating electric field set-up by the voltage difference across the input and 
output electrode, the type of capillary emissive coating and the ratio of their channel lengths, 𝐿 to 
channel diameters, 𝐷 205.  
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Figure 5.3 Schematic of a single microchannel plate. 
The amount of dead space in between the channels of the MCP glass matrix is described by the open 
area ratio which is typically 50%. For a homogenously illuminated photocathode, this results in 
approximately half the incident photons not being amplified 202. To improve upon this, a process 
known as funnelling can increase the open area to 99% 206.  
When used in image intensifiers, MCP faces are cut with a bias angle (~5-10°,205) to the channel axis 
in order to restrict primary photoelectron collisions to only the first part of a channel. This is known 
to improve the gain process 207 and to reduce ion feedback that may damage the photocathode and 
generate more secondary electrons by colliding with channel walls. The tilt also reduces the chance 
of light from the phosphor reaching the photocathode 208. 
For a typical MCP used in image intensifiers that have bias cut faces, the gain process is well 
described as a discrete dynode stage electron multiplier 205 so that the number, 𝑛, of wall collisions 
(or gain steps) is given by,  
𝑛 =
𝐿
𝑧
 5.1 
where 𝐿 is the length of the MCP channel and, 𝑧, is the average spacing between wall collisions. This 
spacing corresponds to a voltage change given by, 𝑉𝑧 =
𝑉𝑀𝐶𝑃
𝑛
, where 𝑉𝑀𝐶𝑃 is the voltage across the 
MCP. This allows the gain, 𝐺 to be defined by a power law which is analogous to the description of 
the gain of n discrete stage electron multipliers, 
𝐺 = 𝛿1𝛿
𝑛−1 5.2 
here 𝛿1 is the effective gain due to the primary photoelectron and 𝛿 is the effective gain of the 
secondary electrons per stage.  The gain per stage can be described by 205, 
𝛿 = (
𝑉𝑧
𝑉𝑐
)
𝑘
, 𝛿1 = (
𝑉𝑝𝑘 + 𝑉𝑧
𝑉𝑐
)
𝑘
 5.3 
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where, 𝑉𝑧 represents the potential difference between gain steps; 𝑉𝑐, the crossover potential (the 
minimum potential for secondary electron emission); 𝑘  is a constant coefficient that describes the 
curvature of the secondary emission function, 𝛿(𝑉𝑧),  which depends on the secondary emission 
coating in a given MCP (§5.2.3). The primary gain step, 𝛿1, is differentiated from the secondary gain 
step by 𝑉𝑝𝑘 , which accounts for the acceleration across the photocathode to the MCP and the initial 
energy of the photoelectron. 
Using the above relationships, the gain of the MCP is given by, 
𝐺 = [(
𝑛𝑉𝑝𝑘 + 𝑉𝑀𝐶𝑃
𝑛𝑉𝑐
)]
𝑘
(
𝑉𝑀𝐶𝑃
𝑛𝑉𝑐
)
𝑘(𝑛−1)
 5.4 
When 𝑉𝑝𝑘 is larger than 𝑉𝑧, the approximation 
log 𝐺 ≅ 𝑘(𝑛 − 1) log (
𝑉𝑀𝐶𝑃
𝑛𝑉𝑐
) + 𝑘 log (
𝑉𝑝𝑘
𝑉𝑐
) 5.5 
has been shown to be reasonable so that the log of the gain, log (𝐺) varies approximately linearly 
with the log of the voltage, log (𝑉𝑀𝐶𝑃)  
205,209. 
While expressions 5.4 and 5.5 suggest gain will indefinitely increase with voltage, in reality the gain 
will saturate due to effects such as charge depletion of the wall material 205. A way to further 
increase gain is to use MCPs in series. For instance by using 2 or 3 MCPs in series, typical gains can be 
increased from 103 to  105 or  106 respectively 203.  
For FLIM, typical sample brightness’ and the low noise and dark current from the scientific cameras 
means that the a single MCP normally produces sufficient gain but for photon counting 
measurements e.g., 34, higher gains are desirable.   
It is worth noting that the initial gain step, described by Equation 5.3, depends on three parameters: 
𝑉𝑐, which has been indirectly measured to be around 20 eV 
209; the average gain per step 𝑉𝑧,  which 
depends on the gain voltage expected to be tens of eV 209; and 𝑉𝑝𝑘 , which depends on the 
photocathode to MCP voltage and the incident wavelength of light as it will determine the maximum 
initial kinetic energy of the photoelectrons (expected, perhaps, to be close to the energy of the 
incident photons). For S20 and S25 photocathodes, useful sensitivities are achieved from near visible 
to NIR wavelengths – i.e. in the range 350 nm to 800 nm, (photon energies varying linearly from ~ 
3.5 to 1.5 eV). Therefore at the lowest photoelectron energies i.e. 𝑉𝑝𝑘 + 𝑉𝑧~𝑉𝑐 , where gain tends to 
zero, the gain may have a strong dependence on incident photon energy leading to a wavelength 
dependent gain. Because HRIs are operated near to their cut-off voltages (§5.2.8) we expect the 
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noise and detector quantum efficiency associated with MCP gain to be degraded (since for 
𝑉𝑝𝑘 + 𝑉𝑧~𝑉𝑐 , the average gain in the first step falls below 1). 
5.2.4 The phosphor 
Secondary electrons are accelerated by applying an electric field between the MCP and the 
phosphor i.e. typically by applying  a 6 kV potential difference between the MCP exit face and the 
aluminium layer in front of the phosphor screen 203. The aluminium layer also protects the 
photocathode from stray light and maximises the amount of phosphorescence directed towards the 
imaging camera by reflecting backward-propagating light.  As well as this, the layer also provides an 
efficient way to draw the collected charge off the phosphor 202207. Because secondary electrons 
accelerated from the MCP must first penetrate the aluminium layer before they can generate 
phosphorescence, the layer is said to introduce a ‘dead-voltage’ 210. Typically the conversion 
efficiency of secondary electrons to photons is on the order of 10-100 photons 211 per photoelectron. 
The spot size on the phosphor is typically 60 µm 203 and is determined by the parabolic orbits of the 
primary and secondary electrons on both sides of the MCP (see §5.2.7 for spatial resolution 
discussion). 
Phosphor type Peak emission wavelength 10% Decay Time Relative Efficiency 
P24 500 10 µs  0.4 
P43 545 1 ms 1 
P46 510 ~0.3 µs  0.3 
P47 430 0.11 µs 0.3 
Table 5 Typical phosphor types. 
Data adapted from 
203
 
Table 5 shows phosphor types available with commercial intensifiers 203. For high speed imaging 
applications such as FLIM, a fast phosphor decay time is required to minimise ghost images between 
camera frames 207. 
To relay the image from the phosphor to the spatially resolved detector, the phosphor is deposited 
onto a fibre optic plate 196 which consists of hundreds to millions of glass fibres which can be 6 µm in 
diameter 203. Using fibre optic face plates makes the design more versatile because the plate can be 
directly coupled to a CCD, directly coupled to a fibre taper or the exit face can be imaged using 
lenses.  
5.2.5 Coupling GOI to readout camera 
Two common ways to relay an image at the fibre optic plate to the readout camera are i) using 
lenses to form an imaging system and ii) using a fibre optic taper, as illustrated in Figure 5.4.  The use 
of lenses provided the best resolution and minimal image distortion while the use of a fibre optic 
taper has provided the highest light collection efficiency and compact form factor 207. 
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Figure 5.4 different image relay schemes between phosphor and camera. 
(a) lens pair; (b) fibre optic taper. 
5.2.6 Noise performance 
For an input photon signal, 𝑁, a perfect amplifier with gain, 𝐺 will output a signal 𝐺𝑁 with 
variance 𝐺2𝑁. In reality, the GOI introduces additional noise to the signal. This section identifies the 
noise sources for GOIs when used for wide-field imaging, i.e. the photocathode, MCP, phosphor, 
relay optics and camera that contribute to the noise on the final signal. This follows the reasoning 
in 59. 
In order to determine an expression for the noise the statistics of cascaded events 212 is required. 
When two statistical processes with mean ?̅?𝐴and ?̅?𝐵 and variance 𝜎𝐴
2 and 𝜎𝐵
2 are serially combined 
the resulting mean, ?̅?𝐴𝐵 and variance, 𝜎𝐴𝐵
2  is given by 
?̅?𝐴𝐵 = ?̅?𝐴?̅?𝐵 , 𝜎𝐴𝐵
2 = ?̅?𝐵
2𝜎𝐴
2 + ?̅?𝐴𝜎𝐵
2 5.6 
An important consequence of this result is that for detectors with amplifiers that have large gains 
i.e. ?̅?𝐵 relative to the variance i.e. 𝜎𝐵
2 , the final variance tends to be dominated by the variance of 
the initial distribution. For this reason GOI system noise is typically dominated by the shot noise 
from the input photon signal.  
For an incident photon flux that follows a Poisson distribution with mean, 𝑁, on the photocathode,  
with wavelength dependent quantum efficiency, 𝜂(𝜆), the identities above can be used to show that 
the resulting photoelectron signal has a mean, ?̅?𝑝𝑒−𝑝𝑐 = 𝜂𝑁 and variance, 𝜎𝑝𝑒−𝑝𝑐
2 = 𝜂𝑁 so that the 
signal-to-noise (SNR) of the input signal has been degraded by a factor of √𝜂  
212. For GOIs, typical 
photocathode quantum efficiencies tend to be less than 10%. 
Following the photocathode, the signal is amplified by the MCP and phosphor. To account for the 
MCP open area ratio, and the potential for an electron to avoid amplification, an additional loss 
factor,𝛾 is included so that, before any amplification by the MCP, the mean and variance is modified 
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to ?̅?𝑝𝑒−𝑀𝐶𝑃𝑖𝑛𝑝𝑢𝑡 = 𝛾𝜂𝑁 and variance, 𝜎𝑝𝑒−𝑀𝐶𝑃𝑖𝑛𝑝𝑢𝑡
2 = 𝛾𝜂𝑁. In principle 𝛾 is spatially varying but this 
variation is on a length scale below that resolved by the readout CCD.  
It has been shown that the noise statistics of discrete stages of electron multipliers can be well 
described by a Pólya distribution with mean 𝛿 and variance 𝜎2 = 𝑏𝛿2 + 𝛿, 212, (where 𝑏 is a 
parameter controlling the shape of the distribution), and that the noise statistics of phosphor 
screens is well described by an exponential distribution with mean 𝛿𝑝 and variance 𝜎
2 = 𝛿𝑝
2 213,214. 
As shown in 59,  by treating the MCP as a discrete stage multiplier 205 and the phosphor as a final gain 
step, 𝛿𝑝 , in the MCP, the statistics of photomultiplier tubes can be used to define a combined   
expression for MCP gain (Equation 5.2) , 𝐺, as 
𝐺 = 𝛿1𝛿
𝑛−1𝛿𝑝 5.7 
With variance, 𝜎𝐺,
2  
𝜎𝐺
2 = [𝛿1𝛿
𝑛−1𝛿𝑝]
2
[
𝜎1
2
𝛿1
2 +
𝜎2
𝛿1𝛿2
+ ⋯ +
𝜎2
𝛿1𝛿𝑛
+
𝜎𝑝
2
𝛿1𝛿𝑛−1𝛿𝑝
2] 5.8 
For high MCP gains (as used in this work) where, 𝛿𝑛 ≫ 1 the variance is well approximated by 
𝜎𝐺
2 ≈ 𝐺2 [
1 + 𝑏
𝛿1
𝛿
(𝛿 − 1)
+ 𝑏] 
5.9 
Again using the identities given in Equation 5.6, an expression for the mean, ?̅?𝑀𝐶𝑃, and variance, 
𝜎𝑀𝐶𝑃
2 , of the signal after the photocathode and MCP is found to be 
?̅?𝑀𝐶𝑃 = 𝛾𝜂𝑁𝐺 ,     𝜎𝑀𝐶𝑃
2 = 𝛾𝜂𝑁𝐺2 + 𝛾𝜂𝑁𝜎𝐺
2 5.10 
Combining Equation 5.9 with 5.10, the variance can be redefined in terms of an excess noise 
factor, 𝐸𝑀𝐶𝑃, 
𝜎𝑀𝐶𝑃
2 = 𝛾𝜂𝑁𝐺2𝐸𝑀𝐶𝑃
2 5.11 
Finally as proposed in 59, the relay of the image from the phosphor screen to the camera constitutes 
a final step. The statistical distributions due to the optical losses of the image relay, the camera 
quantum efficiency and camera digitisation are combined into a single factor, 𝑞.  By again applying 
the statics of cascaded events, the final digital signal mean, ?̅?𝐷𝑁 and variance, 𝜎𝐷𝑁
2  is given by 
?̅?𝐷𝑁 = 𝑞𝛾𝜂𝑁𝐺, 𝜎𝐷𝑁
2 = 𝑞𝛾𝜂𝑁𝐺[(𝐺𝐸𝑀𝐶𝑃
2 − 1)𝑞 + 1] + 𝜎𝐶𝐶𝐷
2  5.12 
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where the statistically independent camera read noise, 𝜎𝐶𝐶𝐷, is added in quadrature to the final 
variance. The noise to signal ratio of the final signal is then given by 
 
5.13 
In Equation 5.13, the contribution from the MCP, image relay and CCD are highlighted. When 𝐺 ≫ 𝑞 
and 𝐺 ≫ 𝜎𝐶𝐶𝐷, the variance in Equation 5.12 tends to the case of shot noise limited performance 
multiplied by the excess noise factor, 𝐸𝑀𝐶𝑃, so the mean signal and noise is given by Equation 5.10 
and Equation 5.11. In this limit, the noise to signal is given by, 
𝜎𝐷𝑁
?̅?𝐷𝑁
=
𝐸𝑀𝐶𝑃
√𝛾𝜂𝑁
  5.14 
5.2.7 Spatial resolution 
For a given MCP, the resolution of a GOI depends on the following factors: the input window; the 
quality of the proximity focusing (discussed below); the channel centre-to-centre spacing of the 
MCP; the design of the phosphor screen; and the size of the fibres in the output plate 215. Typically, 
the limiting resolution is given as the smallest line pair spacing observable with the human eye i.e. 
around 3% modulation depth. 
For 2nd generation intensifiers, limiting resolutions are between 40-60 lp/mm 203. This is in contrast 
to GOIs which have significantly lower limiting values nearer to 10 lp/mm 197. The difference is 
thought to be due to proximity focusing, the principle of which is outlined in Figure 5.5. An electric 
field between the photocathode and MCP accelerates electrons along the optical axis. The 
photoelectrons will have a distribution of speeds and directions as they leave the photocathode that 
will lead to a distribution of radial positions at the MCP input face. For a given initial radial velocity 
component, 𝑣𝑜𝑟 , and time, 𝑡, to traverse the photocathode-to-MCP distance, 𝑑1, the radial position 
at the MCP input face will be given by 𝑟 = 𝑣𝑜𝑟𝑡. The time, 𝑡,  has been shown to be well 
approximated by 215–217, 
𝑡 ≈ 𝑑1 (
2𝑚
𝑒𝑉1
)
1
2
 5.15  
where 𝑉1 represents the accelerating voltage between the photocathode and MCP and 𝑚 and 𝑒 
denote the charge and mass of an electron respectively.  By defining the radial emission energy in 
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electron volts, 𝑉𝑜𝑟  we find the spatial resolution limit, 𝑅 - in terms of line pairs per unit length, to be 
proportional to, 
𝑅 ∝
1
𝑑1
(
𝑉1
𝑉𝑜𝑟
)
1
2
  5.16 
According to the above expression, smaller photocathode to MCP spacing and higher voltages will 
increase resolution.  Resolution will also depend on the incident wavelength of light as it will 
determine the maximum initial kinetic energy of the photoelectrons 216. 
To understand the effect of proximity focusing, consider the ideal case of no radial spreading of 
photoelectrons. In this case we can expect the resolution after the MCP to be limited by the Nyquist 
sampling frequency imposed by the channel spacing.  In reality, as the radial spread of the 
photoelectron distribution increases with axial distance from the photocathode, the spatial 
resolution achieved will decrease. Figure 5.5 shows an example of this effect as 2 channels can be 
reached by a single point on the photocathode. 
Because HRIs are operated at MHz repetition rates, average power requirements limit the peak 
voltage of the gating pulse, 𝑉1 to just a few tens of volts 
56. This is much lower than the ~200 volts 
recommended for 2nd generation intensifiers 203 (§5.2.1) and results in lower spatial resolution due 
to increased radial spreading of the photoelectrons.  
 
Figure 5.5 sketch of electron paths through a 2nd generation intensifier due to velocity probability 
distribution 𝑷(𝒗𝒐) of the initial photoelectron.  
The scaling described by Equation 5.16 is such that halving the gap and halving the voltage improves 
the spatial resolution i.e. when keeping the electric field constant. However, halving the gap doubles 
the capacitance and hence doubles the gate current. Since resistive losses are proportional to the 
current - i.e. ℎ𝑒𝑎𝑡𝑖𝑛𝑔 ∝ 𝐼2𝑅 where 𝐼 is current and 𝑅 is electrical resistance - decreasing gap will 
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lead to increased heating and this limits how small the gap can be and hence the quality of the 
proximity focussing. 
At the exit face of the MCP, a similar radial spreading is thought to arise as secondary electrons will 
have a distribution of radial velocity components 215,218.  
5.2.8 Towards next generation GOIs 
In collaboration with Kentech Instruments Ltd, the group has been evaluating next generation GOI 
technology. One means to increase light efficiency is to use larger gate-widths. Indeed during 
FLIM-FRET experiments within the group, 3 ns gate-widths are now routinely used 58.   
 
Figure 5.6 sketch of the key features of the electric gating pulse applied to the photocathode 
To achieve such large gate-widths whilst using MHz repetition rate lasers required the time-gating 
electronics of a standard GOI to be modified. As mentioned in §5.2.1, a positive bias voltage and a 
negative pulse is applied to gate the intensifier on and off. Figure 5.6 describes the relationship 
between the electronic pulse used and the optical response.  Because the optical response is highly 
nonlinear 203, the optical rise and fall time of the time-gate is much shorter (~<100 ps) than that of 
the electrical pulse and this nonlinear behaviour is responsible for the steep edges of the time-gates 
and the high time resolution. However a significant amount of time during the optical response is 
still spent below the peak gate voltage which, in addition to the suboptimal peak voltages used in 
MHz GOI(HRI)s, further degrades the quality of proximity focusing. The proximity focusing is 
qualitatively described in Figure 5.6. The shape is proportional to the voltage as predicted by 
Equation 5.16. 
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When the voltage difference exceeds a threshold, described here as the cut-off voltage, 
photoelectrons can escape from the photocathode surface. The required difference between the 
cut-off voltage and bias voltage only occurs for a fraction of the gating pulse duration. For GOIs 
operated in standard modes 219 gate-widths are changed between 200 and 1000 ps by changing the 
bias level. For larger gate-widths, the electrical gating pulse width needs to be increased. However 
this pulse width is constrained by the average power that can be drawn from the power supply, 
which is limited to avoid damaging levels of RF heating of the photocathode 56. For standard GOIs 
this means that duty cycles are limited to ~10% so that for typical laser repetition rates in the range 
40 - 80 MHz, the largest gate-width is limited to the range 1.25 - 2.5 ns. 
To improve on this, Kentech Instruments Ltd modified a GOI’s electronics so that peak voltages could 
be switched from the standard 54 V to 24 V. This means that less power is drawn for a given gate-
width, allowing duty cycles up to 100% to be achieved. This prototype GOI was named the “HighLow 
HRI” because it can be operated in high and low duty cycle modes. An issue with this solution, 
however, is that proximity focusing is worsened due to the lower peak voltages compared to the 
recommended values of -200 volts (§5.2.1). 
For another prototype GOI, Kentech Instruments Ltd provided a GOI with only large gates, using 
different electronic pulse circuitry that also improves on the spatial resolution of the Standard and 
HighLow HRIs. This is achieved by using lower impedance pulse driving circuitry, which allows higher 
peak voltages of 32 volts and faster electrical rise times than that for standard GOI circuitry (consider 
Figure 5.6, a fast rise time means more time spent at the highest voltages so proximity focussing is 
on average better across the first half of the gate). This improvement comes at the cost of a slower 
electrical fall time than standard HRIs. This GOI could produce gates in the range of 1.3 – 6 ns and 
was named the “SingleEdge HRI”. The initial reasoning behind this design was that the fast rising 
edge was the most important feature for temporal resolution because the fluorescence signal is 
larger and changes more rapidly on the rising side of the gate. Thus a large gate with a fast rising 
edge could improve spatial resolution and light collection efficiency whilst preserving temporal 
resolution.  
In another approach to improve spatial resolution, Kentech Instruments Ltd developed a prototype 
GOI that utilises magnetic focusing as well as proximity focusing for image transfer 56. By applying a 
magnetic field along the GOI optical axis, photoelectrons leaving the photocathode with a radial 
velocity component will be constrained into a spiral motion of radius, 𝑅𝑑 and angular frequency, 𝜔, 
given by, 
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𝑅𝑑 =
𝑚𝑣𝑜𝑟
𝑒𝐵
, 𝜔 =
𝑒𝐵
2𝑚
 5.17 
The radial displacement, 𝑟, of the photoelectrons during this spiral motion is given by 220, 
𝑟 = |𝑅𝑑 sin (
1
2
𝑇𝑒𝜔)| 5.18 
For certain times-of-flight, 𝑇𝑒, determined by proximity focussing (§5.2.7), electrons will complete an 
integer number of periods of circular motion and magnetic focussing is realised. Using the equations 
of proximity focusing, optimum conditions are given by the minima of, 
𝑟 = |𝑅𝑑 sin (𝑑1𝐵 (
1
8𝑒𝑚𝑉1
)
1
2
)| 5.19 
While focussing depends on 𝑉1, this has already been optimised for gating, i.e. 𝑉1 is fixed by highest 
value it can be for best proximity focussing and gain and that is allowed by power supply. At present 
there is not any control over varying 𝑑1 (it is fixed by the manufacturing process of the GOI tube) and 
so the main parameter to optimise is the magnetic field strength. The technology producing the 
magnetic field and its specifications are proprietary to Kentech Instruments Ltd. In its current 
implementation, this prototype GOI improves on the spatial resolution of standard GOIs based on 
proximity focussing alone, indicating that the appropriate magnetic field strength, B, is being realised 
for at least for a significant part of the electrical gate pulse profile.  
 
Figure 5.7 Proximity and magnetic focussing 
(a) proximity focusing of photoelectrons (e-) with an electric field (E). (b) proximity focusing with an electric 
field combined with a magnetic field (B). 
Figure 5.7 illustrates the differences between proximity focusing with and without the magnetic 
field. This prototype GOI was named the “HighRes HRI”. 
The rest of this chapter characterises the performance of these GOIs in comparison to a standard 
MHz GOI or “HRI”. The key properties of each GOI are outlined in Table 6. At the end of the chapter 
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Kentech Instruments Ltd.’s current iteration of the next generation HRI is proposed. It combines the 
extended gate-width range of the HighLow and the enhanced spatial resolution of the HighRes. 
HRI Serial number 
Pulse 
peak 
(V) 
Focusing 
mechanism 
Gate-
widths 
Active 
area 
diameter 
(mm) 
Photocathode 
Standard J0110031 54 P normal 18 S20 
HighLow J1301241 54/24 P extended 18 S20 
HighRes J2231240 54 P/M normal 18 S20 
SingleEdge J0601161-2 32 P large 18 S25 
New J1405281 54/24 P/M extended 18 S20 
Table 6 a list of HRIs and their key properties. 
All HRIs tubes have 18 mm diameter active areas, a P43 phosphor, a single MCP, and use a fibre plate 
window at the output. Proximity focusing and magnetic focussing is denoted by P and M respectively.  
5.3 Charactering HRI Properties 
5.3.1 The instrument response function 
Following the method outlined in 221 to measure an instrument response function (IRF), time-gates 
were swept through a laser pulse by synchronising the detectors with a mode-locked Ti:Sapphire 
laser after passing the synchronisation signal through a delay box (Kentech Instruments Ltd, 
Precision Delay Generator, UK). For adequate sampling of the gate profiles, the delay box was 
incremented in steps of 25 - 50 ps.  
 
Figure 5.8 scatter IRF experimental set-up 
A single mode fibre delivers pulsed light at 485 nm centre wavelength. After passing through a diffuser to 
homogenise the beam, ND filters attenuated the signal and a band pass filter is used to minimise noise 
from ambient room light. 
Figure 5.8 describes the experiment. To uniformly illuminate the sample with suitably attenuated 
laser intensities, a diffuser and series of neutral density filters was positioned in front of the HRI.  To 
record images, the HRI was coupled to an ORCA-ER camera with a pair of camera lenses. This 
configuration overfilled the CCD so that a central square (12.4 x 9.4 mm) of the GOI photocathode 
was recorded 221.  For each HRI, MCP voltages of 720 and 800 volts were as used, which are typical 
voltages used during routine FLIM experiments. The measured IRFs are the result of the HRI time 
gate convolved the laser pulse temporal profile, which was is less than 10 ps wide. 
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Figure 5.9 Measured IRF profiles for the Standard, HighRes and HighLow HRIs 
Nominal 1000, 500 and 200 ps gate-width for MCP voltages of either 720 or 800 volts. Bottom right image 
shows the central region where the IRF was taken from for each HRI (red square). The black ring is the 
silhouette of an iris placed in front of the photocathode to reject stray reflections. 
IRFs profiles for the Standard, HighRes and HighLow HRIs are shown for typical nominal gate widths 
of 200, 500 and 1000 ps in Figure 5.9. The IRFs were selected from a sub region of the field of view 
to minimise spatial variations in temporal response caused by irising (which is characterised for 
these HRIs in the following pages, see Figure 5.12). It is apparent that the IRF widths only 
approximate the nominal gate width selected. IRFs measurements were recorded in less than 60 
seconds ensuring instrument drift i.e. drift in triggering of the time gates, which may affect 
measured shapes, was negligible. The IRF shapes are not perfect top hats and this reflects the 
combination of the highly non-linear gain profile of the photocathode and the applied gating 
voltage, (as observed previously e.g. 193 and documented by GOI manufacturers e.g. 203) 
Figure 5.10 shows IRF profiles for the HighLow and SingleEdge HRIs operated with larger than normal 
gate-widths. For the SingleEdge, 1300, 4000 and 6000 ps gate-widths are shown and for the 
HighLow, operated in the high duty cycle mode, 1000, 4000 and 8000 ps gate-widths are shown. For 
all HRIs the steepness of the IRF rising edges are less than ~100 ps. For both HRIs, the selected MCP 
voltages of 720 and 800 volts provide comparable IRF profiles, suggesting that the instrument 
response functions are not strongly dependent on MCP voltage. 
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Figure 5.10 Measured IRF profiles for the SingleEdge and HighLow HRI 
Nominal 1300, 4000, 6000 ps gate widths and 1000, 4000, 8000 ps for MCP voltages of 720 or 800 volts. 
To accurately recover fluorescence lifetimes with a HRI, it is important to consider that the fitting 
process is sensitive to the exact position of the IRF, e.g. 59. To quantify the spatio-temporal variations 
in the time gate profile due to irising, an approach considered in 59 was applied to the scatter IRF 
measurements. This approach assumes that the IRF temporal profile is invariant across the image 
except for a time shift. To calculate time shifts in each pixel, an algorithm compared a reference IRF 
selected from a central region of the image, where the IRF is approximately constant, to individual 
pixel IRFs for each pixel with the reference IRF. This was achieved by performing an autocorrelation 
as summarised in Algorithm 1, 
1. Average the response in a small region to produce a reference IRF. 
2. Interpolate the reference IRF to the desired resolution, e.g. 5 ps. 
3. For each pixel in the image, 
a. Interpolate the pixel IRF to the desired resolution. 
b. Compute the autocorrelation of the reference IRF and the pixel IRF. 
c. Set the pixel shift to the peak of the autocorrelation function. 
Algorithm 1. Method to find IRF shift map 
59
. 
Figure 5.11 illustrates the action of the algorithm for the Standard HRI IRFs for 200, 500 and 1000 ps 
time gates. For each time gate, the reference profile was autocorrelated with pixel profiles from a 
grid of more than 300 points across the image and the time shifts were used to align each pixel 
profile with the reference profile in time. For each gate-width, the 300 pixel profiles have been 
superimposed on a single plot for comparison. To highlight non-random variations in the pixel 
profiles, residuals from a linear least squares fit of each pixel profile to the reference are shown 
below each plot.  The non-random structure in the residuals shows that in addition to irising, the IRF 
shape changes across the HRI image.  The largest residuals occur at the edges of the gate profiles. As 
the gate-width decreases, the variation due to the edges contributes more to the overall error 
between the reference IRF and the pixel IRF. 
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Shift maps for each HRI are plotted in Figure 5.12; the maps consistently show a radial dependence 
on the time-gate shift relative to the reference profile that is the result of irising (§5.2.2). 
To quantify differences in IRF profile shape across pixels, Figure 5.13 plots the percentage deviation 
of the fit of pixel profile to the reference profile. The total deviation is defined by the vector norm of 
the residuals from the linear least square fit. For all HRIs, as the gate-width increases, the 
percentage deviation decreases. This reflects the significance of the residuals at the time gate edges 
as highlighted in Figure 5.11 where the residuals abruptly increase in magnitude. 
 
Figure 5.11 autocorrelation analysis of the Standard IRFs for 200, 500 and 1000 ps time gates. 
Superposition of all IRF profiles across an image for the Standard after compensating for time shifts for 200, 
500 and 1000ps time gates (left to right). The bottom plots give corresponding residuals for each pixel’s 
profile relative to the reference profile. 
 
In Figure 5.14, IRF profiles from regions at the centre and edge of the field of view show that the 
greatest variation due to shifts (Figure 5.12) and deviation in shape (Figure 5.13) are shown for each 
HRI for two different gate-widths. These figures show that the shape and position of the gate 
changes across the field of view. For all the HRIs the shape and position is different between the 
selected regions which is indicated in Figure 5.14(a). These deviations are expected to be greater for 
the active area of the HRI that is outside of the area being imaged by the CCD 221. Qualitatively, for 
the Standard and HighRes HRI, the IRF differences are clearly a combination of shape and position 
change while for SingleEdge and HighLow HRI, IRF differences are to a first approximation better 
described by a shift but a shape change is still evident from the profiles shown. The differences 
between reference and pixel values can be attributed to differences in the response of the 
photocathode to the gating voltage. In order to minimise associated lifetime artefacts during FLIM 
analysis, an IRF should be recorded for each pixel in the image. 
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Figure 5.12 IRF shift maps for each HRI 
For the Standard HRI, shift maps in plots (a-c) for 200, 500 and 1000 ps time gates respectively. For the 
HighRes HRI, shift maps in plots (d-f) for 200, 500 and 1000 ps time gates. For the HighLow operated in low 
duty cycle mode, shift maps in plots (g-i) for 200, 500 and 1000 ps time gates. For the HighLow operated in 
high duty cycle mode, shift maps in plots (j-l) for 1000, 2000 and 4000 ps time gates. For the SingleEdge, 
shift maps in plots (m-o) for 1300, 2000 and 4000 ps time gates. Colour bar indicates time shift relative to 
reference decay in picoseconds. 
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Figure 5.13 IRF deviation maps for each HRI 
For the standard, deviation maps in plots (a-c) for 200, 500 and 1000 ps time gates respectively. For the 
HighRes, error maps in plots (d-f) for 200, 500 and 1000 ps time gates. For the HighLow operated in low 
duty cycle mode, deviation maps in plots (g-i) for 200, 500 and 1000 ps time gates. For the HighLow 
operated in high duty cycle mode, deviation maps in plots (j-l) for 1000, 2000 and 4000 ps time gates. For 
the SingleEdge, deviation maps in plots (m-o) for 1300, 2000 and 4000 ps time gates. Colour bar indicates 
percentage deviation defined as the vector norm of the linear least squares fit of the pixel IRF to the 
reference IRF. 
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Figure 5.14 IRF traces sampled from different areas of photocathode 
IRF profiles from regions at the centre and edge of the field of view which showed the greatest variation. 
The regions selected correspond to the size and position of the coloured squares shown in (a) which are 
placed on a CCD image of the HighRes HRI when uniformly illuminated as an example. For all HRIs the CCD 
records a central 12.4x9.4 area of the HRI active area which is 18 mm in diameter. Profiles for 200 and 
1000 ps nominal gate-widths are shown for the Standard HRI (b-c), HighRes HRI (d-e) and the HighLow HRI 
(f-g). for the SingleEdge HRI which can only be operated with large gates, profiles are shown for 1300 and 
4000 ps nominal gate-widths (h-i) 
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5.3.2 A method to count photons  
To characterise photon economy of different GOIs, the photon counting method described in 221 was 
used. By counting photons the photon event size, gain per photon, SNR, and excess noise are 
characterised for each HRI (§0-§5.3.7). As given in §5.2.6, average digital signal per detected 
photoelectron from the photocathode is given by, 
?̅?𝐷𝑁 = 𝑞𝐺 5.20 
In the following experiments 𝑞 was kept constant across all measurements because the same 
camera and relay optics were used throughout. Photons were counted after applying a threshold 
value, 𝑡, to pixels to minimise false positives due to camera read noise and fixed pattern noise. After 
subtracting fixed pattern noise from the camera image, the read noise, σ𝐶𝐶𝐷 defined as the standard 
deviation of the signal about the mean needed to be accounted for. Following, 200, the threshold 
level was determined by assuming the camera read noise was Gaussian with a mean of zero so the 
probability, 𝑝1 of a false positive in a given pixel was given by, 
𝑝1 =
1
2
[1 + erf (
−𝑡
√2 ⋅ σ𝐶𝐶𝐷 
)] 5.21 
By assuming 𝑝1 is small, the number of pixels are large, and a constant read noise across the CCD, 
?̃?CCD, the probability of false positives across an image of pixels, 𝑛𝑝𝑥  was modelled by a Poisson 
distribution with mean,  𝜆 = 𝑛𝑝𝑥𝑝1. The probability of zero false positives across an image, 
𝑃(FP = 0) was given by, 
𝑝 = 1 − 𝑃(FP = 0) 
= 1 −
λ0 exp(−𝜆)
0!
 
≈ 𝑛𝑝𝑥 ⋅ 𝑝1 
≈
𝑛𝑝𝑥
2
[1 + erf (−
𝑡
√2 ⋅ ?̃?CCD
)] 
5.22 
In Equation 5.22, we assumed that 𝑝 and therefore 𝜆 are small. The threshold is given by, 
𝑡 = ?̃?CCD ⋅ erf
−1 (1 −
2𝑝
𝑛𝑝𝑥
) 5.23 
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The threshold was determined for a probability of 0.001 false positive photon events per image. It 
was assumed that ion feedback events were negligible due to the off-axis MCP channel pores (see 
§5.2.3).  
 
Figure 5.15 Photon counting images 
(a) distribution of RMS read noise for camera for 10 ms exposure times. (b) a typical photon counting 
acquisition image. c. the thresholding of photon events above background signal levels . 
Figure 5.15(a) shows an image of photon events and Figure 5.15(b) shows the corresponding 
thresholded image. The red regions are assumed to be single photon events. The following algorithm 
was used to count photon events in an image, 
1. Find mean CCD read noise value, ?̃?CCD from series of background images (e.g. 100 images). 
2. Subtract average background image from photon event images. 
3. Find average photon number in image across a region of interest, 
1. Set threshold value for background subtracted photon image using ?̃?CCDfrom step 1, in 
Equation 5.23 
2. Count the number of distinct thresholded regions. 
Algorithm 2. Method to count photon events. 
The experimental method to count photons is illustrated by Figure 5.16(a) alongside a photograph 
(b). A continuous wave green LED (M505L2, Thorlabs) centred at 505 nm was used as a stable light 
source. The LED light pattern was homogenised by imaging it onto a rotating diffuser (driven by a 
motor) with a 1” tube lens (L1). Following this, lens (L2) images the diffuser approximately at infinity 
to project collimated light onto the HRI photocathode. The system was mounted on a 1” Thorlabs 
cage system. A power meter and photodiode (814-PE, Newport) with its analogue output connected 
to a computer via a DAQ box (USB6008, National Instruments) sampled the LED power to monitor its 
stability. To accurately control the LED intensity at the HRI photocathode, a series of calibrated 
neutral density filters (ND), were placed after lens, L2 (shown in Figure 5.16(a)). To compare HRIs 
across a narrow spectral region and minimise background from ambient room light, a 535/30 nm 
band pass filter was used. As in §5.3.1, the HRI was synchronised with an 80 MHz Ti:Sapphire laser. 
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In order to count individual photons using Algorithm 2, a suitable combination of the neutral density 
(ND) filters were chosen to attenuate the LED light to levels where single photon events could be 
resolved for acquisition times on the order of 1-100 ms and when the camera was operated in the 
4x4 hardware binning mode. These integration time and binning values were chosen because they 
are typically used during routine experiments. To ensure single photon events could be detected 
above camera read noise, each HRI was operated with an MCP voltage of 900 volts to maximise 
amplification of the photon signal. For direct comparison of results between HRIs, the same LED 
power and optical arrangement were used throughout. The photon counting algorithm was applied 
to a central 50x50 region of the CCD image because spatial variations of intensity were lowest here. 
This made subsequent signal-to-noise calculations simple as in this region the intensity is reasonably 
approximated as constant (assumption applied in §5.3.5-5.3.6). 
 
Figure 5.16 photon counting experiment 
(a) A diagram of key parts of photon counting experiment. (b) A photo of system. 
Photon counting data for each HRI are shown in Figure 5.17. As expected, for larger gate widths and 
longer integration times, more photon events are detected. To confirm that detected photon events 
are truly photon events and not due to background noise from the GOI and camera, the variance is 
plotted alongside the mean to show that variance is equivalent to the mean as expected by Poisson 
statistics. It should be noted that for the longer integration times for each HRI and time-gate, the 
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variance tends to fall below the mean and the mean starts to become non-linear with integration 
time (in particular see Figure 5.17 (d) for 6000 ps gate widths). This is because for the highest count 
rates, a significant amount of photon events overlapped which meant the photon counting 
algorithm counted such as events as single events which led to a deviation from Poisson statistics. To 
avoid incorrectly estimating photon event rates (which are used in the following sections), only the 
first 4 integration times for each HRI data set were used.   
 
Figure 5.17 mean photon counts as a function of integration time for each HRI for a range of gate widths 
The average photon values are represented by circles and the variances for averages are shown by crosses.  
For each gate width the photon flux per unit time was determined by applying least squares fitting routines. 
In the fitting each data point was weighted by the square root of its value.  The legend indicates the width 
of each time gate. 
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Figure 5.18 Pulse height distributions for each HRI.  
A 1000 ps gate width was used for the Standard (a), HighRes ((b), no magnet and (c) with magnet) and 
HighLow (d) HRIs and a 6000 ps gate width was used for the SingleEdge (e) HRI. The bar plot (f), shows the 
mean gain for each HRI. In (f) each HRI gain is denoted by the associated figure letter for the respective 
pulse height distribution plot. 
Pulse height distributions for the photon counting data are shown in Figure 5.18 for each HRI. Three 
notable features of these profiles are: 1) to count events a threshold of 10 DN was used so events 
with gains below this value are not detected and parts of photon events below this threshold are not 
collected; 2) in general the profiles show a continuous and large spread of pulse energies. In 
particular, the Standard HRI shows the largest spread and highest mean value; 3) the magnet does 
not affect the pulse height distribution of the HighRes HRI (plots (b) and (c)). The mean pulse height 
distributions shown in Figure 5.18 (f) corresponds to a gain in DN for an MCP voltage of 900 V for 
each HRI except for the SingleEdge HRI which could only be operated up to 860 V at the time of the 
experiment. As a check of consistency between experiments, the gain values shown Table 9 in §5.3.7 
which were calculated for MCP voltage values of 850 V or less are comparable to or less than the 
values shown in Figure 5.18 (f). The most important point to take from this data is that the reliability 
of counting photons in this way depends on the sensitivity of the camera relative to the pulse height 
distribution. As camera sensitivity decreases due to, for example, large noise terms from camera 
dark currents and charge readout processes, an increasingly significant fraction of the lower gains in 
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the pulse height distribution will not be countable and results will be increasingly biased to event 
rates below the true value. 
5.3.3 Manufacturer-provided detector quantum efficiencies  
To compare manufacturer provided spectral sensitivity data between HRIs, Figure 5.19(a-b) shows 
the sensitivity curves, (i.e. detector quantum efficiency (DQE) curves), and (b) shows the normalised 
sensitivity curves along with the normalised transmission profile of the emission filter in front of the 
HRI during the following investigations. The values reflect the combined sensitivity of the 
photocathode, MCP channel and phosphor and were taken with optimum photocathode to MCP 
voltages of ~200 volts.  The green spectral region was chosen for investigations because it is typically 
used during experiments, e.g. GFP emission and tissue autofluorescence, and also because it covers 
a region where sensitivities are most similar as shown in Figure 5.19(b). In general, there is 
considerable variation between curves that is presumably due to the repeatability of manufacturing 
process. These values can be compared with quoted values for S20 photocathodes that typically lie 
in the 10-20%  range across the visible spectrum 207.  A way to improve performance of HRIs would 
be to increase the photocathode QE  §5.2.2, and MCP open area ratios §5.2.3. 
 
Figure 5.19 DQE curves based on manufacturer supplied data 
(a) DQE,(b) relative DQE curves and normalised transmission profile of emission filter (535/35 nm band 
pass), (c) relative efficiency across emission filter shown in (b). STD: Standard, HL: HighLow, SE: SingleEdge, 
HR: HighRes. 
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5.3.4 HRIs spatial response to a photon event 
The size of photon events recorded as phosphor spots on the CCD were estimated from full width 
half maximums (FWHM) of 2-dimensional Gaussian fits to photon event sizes (same data used for in 
§5.3.2). The intensity distribution of the fit , 𝐼(𝑥, 𝑦) is given by 
 
𝐼(𝑥, 𝑦) = 𝐴 ∙ 𝑒𝑥𝑝 [
1
2
[(
𝑥 − 𝑥0
𝜎
)
2
− (
𝑦 − 𝑦0
𝜎
)
2
]] 5.24 
Where 𝐴, defines the amplitude and 𝑥0 and 𝑦0 define the coordinates of the peak position and the 
width is defined by sigma, 𝜎. The FWHM of the fit is given by  
 𝐹𝑊𝐻𝑀 = 2√2 ln 2 𝜎 5.25 
For each HRI, the 80 brightest events were used to produce the average value. Importantly, it was 
assumed the brightest events were not due to ion feedback or cosmic rays that could generate 
uncharacteristically large spots of phosphorescence. From Table 7, the Standard HRI has the largest 
FWHM of 1.5. Based on a mean FWHM of 1.41, the typical spatial extent is approximated as a 3x3 
area of image pixels. After accounting for the image pixel dimensions (25.8 x 25.8 µm for 4x4 binning 
of CCD pixels) and the magnification of the camera lenses between the HRI and camera (0.7 due to 
50 mm and 35 mm focal length camera lenses relaying the image from the HRI phosphor to the 
CCD), an estimated spatial response for a photon spot on the HRI phosphor screen is ~ 51 µm.  
The spot size estimated above is an overestimate because it does not account for the effect of the 
4x4 binned pixels on fitted values. This was accounted for by writing a Matlab script that iterated 
through a range of possible Gaussian profiles (i.e. incremented the size of the Gaussians FWHM in 
units of pixels in steps of 0.01) and finding which profile, when convolved with a 4x4 binned pixel, 
provided a shape with a mean FWHM of 1.41. This procedure returned an optimum value of 44 µm 
on the phosphor instead of the 51 µm found without accounting for pixel sizes. It should also be 
noted that this value is biased to the brightest photon events which may have a larger FWHM than 
the dimmer photon events that were either too dim or small to be analysed with this experiment i.e. 
signal below camera read noise or pixel size to large. A more complete analysis of the spatial 
resolution of the HRIs is given below in §5.4. 
Given that MCP pore sizes and pore centre-to-centre spacings are typically 6 to 20 µm and 15 µm 
respectively (§5.2.3) and that the point spread functions of the imaging lenses in front of and behind 
a HRI are expected to be, at most, a few microns, it is apparent that a significant degradation in 
resolution occurs due to the proximity focusing between the MCP and phosphor, considering the 
116 
 
resulting phosphor spot size (§5.2.7). A way to minimise the impact of large spot sizes on spatial 
resolution i.e. make proximity focussing between the photocathode and MCP front face the limiting 
factor, is to centroid images of phosphor spots on the CCD but this technique is more suited to 
wide-field photon counting where individual photons are detected e.g. 222. 
HRI Spot size i.e. FWHM of 
Gaussian fit (units of CCD 
pixels) 
Corrected FWHM 
spot sizes to 2.s.f 
(µm) 
Standard 1.50±0.14 48 
HighRes (without magnetic field) 1.40±0.13 44 
HighRes (with magnetic field) 1.39±0.14 44 
HighLow 1.36±0.13 43 
SingleEdge 1.41±0.12 45 
Table 7 Average FWHM from 2-dimensional Gaussian fits to HRI photon events. 
For each HRI, the 80 brightest single photon events were fitted to estimate average FWHMs.  
5.3.5 Gain as a function of MCP voltage 
The total signal collected across a region of the camera, 𝐼, can be expressed as the product of the 
average gain per photoelectron, (which is a function of MCP voltage, ?̅?𝐷𝑁(𝑉)), with the total number 
of detected photons across the region, 𝑁𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑, i.e. which were incident on the photocathode, 
converted to photoelectrons and detected by the camera (𝑁𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑 = 𝛾𝜂𝑁𝑖𝑛𝑐𝑖𝑑𝑒𝑛𝑡 ,  §5.2.6). 
Therefore, if the number of detected photons is known, the average gain per detected photon is 
given by, 
?̅?𝐷𝑁 =
𝐼
𝑁𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑
 5.26 
To determine the average gain per detected photon, the same method as proposed in 221 was used 
and is summarised in Algorithm 3 below, 
1. Collect signal for a range of exposure times (i.e. using average of 100 repeats each time). 
2. Subtract average background image (i.e. averaged over 100 images) from signal images.  
3. Find average signal image across the same region of interest used to estimate photon flux 
values (§5.3.2, i.e. a central 50x50 pixel area) 
1. Calculate the difference in attenuation between the calibrated ND filters used in this 
measurement and the ND filters used in the photon counting measurement.   
2. Determine number of incident photons across the region of interest by multiplying 
photon flux values (§5.3.2) by the value found in step 3.1 above. 
Algorithm 3. Method to determine gain per photon. 
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As in the photon counting measurements, 100 signal images were recorded per integration time 
along with 100 background images. After subtracting an average background image, the average 
values across the 100 signal images were determined. The difference between the set of ND filters 
used for the photon counting and high flux work is then used to estimate the number of photons 
contributing to the signal across the 50x50 region. From the number of photons, the average gain 
per photon, defined by Equation 5.26 was calculated. For each HRI, the largest integration times 
were chosen so that they filled a significant fraction of the cameras pixel bit depth whilst avoiding 
camera saturation (~ 3500 DN). 
 
Figure 5.20 Mean (a) and variance (b) as function of mean photon number per pixel for the Standard HRI 
For the Standard, HighRes and HighLow HRI, a nominal gate-width of 1000 ps was used. For the SingleEdge, 
a 1300 ps time gate was used. For each HRI, MCP voltages of 750, 800 and 850 volts were used. For each 
gain, 4 integration times were used. Integration times were converted to estimated photon counts per pixel 
as described by Algorithm 3. For each set of values a straight line as fitted to the data. The fitting was 
weighted by the square root of the data points. The gradient of the fit was used to define an average gain 
per photon for each HRI and gain setting.  
Figure 5.20 (a) shows the mean signal per pixel across the 50x50 pixel region for the Standard HRI as 
a function of the average photon number for typical MCP voltages of 750, 800 and 850 volts. For 
each HRI, the ND filter attenuation was reduced compared to photon counting by approximately a 
factor of 1 × 104 in order to collect sufficient photon numbers to fill the cameras bit depth within 
camera integration times on the order of 100 ms (similar to photon counting exposure times). The 
gain per photon increases with MCP voltage because the number of secondary electrons is increased 
as expected from MCP operation described in §5.2.3. Also the linear dependence of signal on photon 
number suggests the MCP channels are not saturating. This last point is significant because the 
intensities used here are typical of sample intensities observed during routine experiments with 
HRIs. 
Figure 5.20 (b) shows plots for average variance recorded in digital number against average photon 
number. In accordance with Equation 5.29, the relationship is well described by a linear fit through 
the origin as the CCD read noise has been subtracted. 
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The gradient of a linear fit to each data set provided the gain per photon and is plotted in Figure 5.21 
(a) as a function of MCP voltage. Apart from the Standard HRI, typical gain values lie in the range 
12-80 DN per photon. It should be noted that gain values will depend on the overall transmission 
efficiency of the image relay optics between the HRI and camera and the camera’s QE so this value 
depends on what is downstream of the HRI but this was constant for all HRIs measured. Also the 
camera lens combination and camera model used in this work is typically used across our TD wide-
field FLIM systems so the values here are relevant to our experiments. 
For all experiments we assume the camera response to be linear for the camera settings used in this 
work. This has been demonstrated for the same model of camera (Hamamatsu, ORCA-ER) 221. 
For the HighRes HRI, Figure 5.21(a) shows that the magnet did not affect the gain. 
5.3.6 Signal-to-noise ratio per pixel as function of MCP voltage 
Using the average gain per detected photon, ?̅?𝐷𝑁(𝑉) as a function of MCP voltage, 𝑉𝑀𝐶𝑃 (§5.2.3), 
the average signal per pixel in digital numbers, 𝐼𝑝𝑖𝑥 , across a uniformly illuminated field of view 
imaged by the camera can be expressed by, 
𝐼𝑝𝑖𝑥 = ?̅?𝐷𝑁𝑁𝑝𝑖𝑥 5.27 
where 𝑁𝑝𝑖𝑥  represents the average number of detected photons per pixel, which was determined 
here from the total number of photons, 𝑁𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑 (§5.3.2) collected across the rectangular 𝑛𝑥x𝑛𝑦 
region of interest across the imaged field of view, i.e., 
𝑁𝑝𝑖𝑥 =
𝑁𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑
𝑛𝑥𝑛𝑦
 5.28 
In this case, the data collected and discussed in §5.3.2 i.e. a central 50x50 region, was used. The 
variance on this average signal was assumed to be well described by the approximate expression 
from §5.2.6 so that, 
𝜎𝐼𝑝𝑖𝑥 
2 = 𝐸𝑀𝐶𝑃
2?̅?𝐷𝑁
2𝑁𝑝𝑖𝑥 + ?̃?𝐶𝐶𝐷
2  5.29 
Indeed, this relationship has been shown before to be reasonable for HRIs, 61.  If the camera read 
noise, ?̃?𝐶𝐶𝐷
2 , is well characterised so that it may be subtracted from a measured variance, the SNR is, 
𝑆𝑁𝑅 =
√𝑁𝑝𝑖𝑥
𝐸𝑀𝐶𝑃
 5.30 
From Equation 5.30 we can see that an ideal detector would have an excess noise factor of 1 so 
that 𝑆𝑁𝑅 = √𝑁𝑝𝑖𝑥. In practice, detectors have an excess noise factor greater than one, which 
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degrades the SNR to less than √𝑁𝑝𝑖𝑥. Note that 𝑁𝑝𝑖𝑥, is equivalent to 
𝛾𝜂𝑁
𝑛𝑥𝑛𝑦
 by the definition of 
𝑁𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑 given in §5.3.2 so that in reality even if 𝐸𝑀𝐶𝑃 = 1, the detector will still have degraded the 
signal incident on the photocathode by √𝛾𝜂 due to photocathode QE, 𝜂 and MCP open area ratio 𝛾 
both being less than 1. 
Using the gradient, 𝐾, for the linear fits shown in Figure 5.20(b) and knowing the gain per photon, 
?̅?𝐷𝑁, for each MCP voltage, (§5.3.5), the relationship between the SNR as a function of photon 
number per pixel was given by, 
𝑆𝑁𝑅(𝑁𝑝𝑖𝑥) =
?̅?𝐷𝑁𝑁𝑝𝑖𝑥
√𝐾𝑁𝑝𝑖𝑥
 5.31 
Where, 
𝐸𝑀𝐶𝑃 =
√𝐾
?̅?𝐷𝑁
 5.32 
Figure 5.21(b) plots the gradient, 𝐾 as a function of MCP voltage for each HRI and Figure 5.21(c) 
plots the excess noise factor, determined from Equation 5.32, for each for all HRIs. Interestingly, the 
excess noise factors are less than one implying SNR above the expected shot noise limited 
performance for the estimated average photon numbers per pixel. This is because each detected 
photon produces a spot of phosphorescence that is then detected by many CCD pixels. In 
conventional wide-field imaging without a HRI, a photon is only detected by a single camera pixel. 
For a uniformly illuminated field of view, the SNR per pixel will therefore depend on the size of the 
photon at the image plane of the camera i.e. this is a pixel artefact because the signal on e.g. 
adjacent pixels is correlated.  
Considering that the size of photon events are on the order of a 3x3 array of camera pixels, 
(according to the measurements in §0), the effect is akin to smoothing an image with a 3x3 Gaussian 
or box kernel during post processing on a computer.  To show this is consistent with measured 
excess noise factors, Table 8 shows as an example, excess noise factors per pixel for MCP gain 
voltages of 850 V before and after multiplying by the Gaussian spot sizes based on six sigma of 
extent i.e. ~99 % of the extent of a Gaussian, where sigma, 𝜎, is given by 𝜎 =
𝐹𝑊𝐻𝑀
2.35
 and FWHM is 
based on estimates of pixel size from Table 7. These values are more consistent with previous 
estimates of GOI excess noise factors e.g. 61 and are comparable to the measurements of excess 
noise per photon in the shown in the following section. 
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Figure 5.21 Average gain (a), variance (b) and excess noise factor (c) per photon per pixel. 
 
The variation of excess noise factor between HRIs is thought to be a function of photon spot size and 
gain.  In general the SNR measured by the method used here depends on:  
1. The size of photon spot in the image plane of the camera. 
2. The excess noise factor. 
3. The gain per photon. 
4. The DQE 
The size of the photon spot on the camera will affect SNR due to the overlap of photon signals in 
adjacent camera pixels. The MCP voltage affects the SNR because increases in gain lead to a 
concomitant fall in excess noise factor 61. This fall in excess noise factor is expected to be primarily 
due to improved MCP noise statistics due to a better first gain step because the first gain step tends 
to dominate the MCP gain variance (§5.2.6). Also, increasing the MCP gain may increase the size of 
the photon spot which should further increase the apparent SNR improvement due a larger overlap 
of photon signals in adjacent camera pixels.  
HRI Six sigma of 
width (pixels) 
Excess noise 
factor (E)  
Corrected E 
Standard 3.83±0.33 0.45±0.019 1.72±0.35 
HighRes 3.55±0.36 0.59±0.006 2.09±0.36 
HighLow 3.47±0.33 0.64±0.005 2.22±0.33 
SingleEdge 3.60±0.31 0.50±0.004 1.81±0.30 
Table 8 Adjusting excess noise factors to account for spot size of photon events at the camera. 
 
121 
 
5.3.7 Ideal photon detectors and HRI excess noise factors 
The experiments described in §5.3.6 estimated the SNR of each detector as a function of gain 
voltage. SNR values were determined for approximately uniformly illuminated fields of view. A 
number of scenarios will present non-uniform illumination profiles with patterns of point like 
features or of islands of signal surrounded by dark areas (e.g. imaging fluorescent cells). If such 
signals are considered, the excess noise factor becomes a more relevant quantity to consider for 
comparing performance. If the overlap of detected photon events originating from adjacent MCP 
pores (e.g. using smaller pores) could be avoided by somehow generating smaller spots of 
phosphorescence, the excess noise factor would be the limiting factor in performance.  
Recall the finding in §5.3.6 that resulting variances were reduced due to photon spots overlapping in 
the camera plane. This effect has been described previously as a noise reduction factor 223,224 and 
suggests Equation 5.29 be modified to something like, 
𝜎𝐼𝑝𝑖𝑥 
2 =
𝐸𝑀𝐶𝑃
2
𝑅
∙ ?̅?𝐷𝑁
2 ∙ 𝑛𝑝𝑖𝑥 + ?̃?𝐶𝐶𝐷
2  5.33 
where 𝑅 is a function of photon spot size relative to pixel size such that, for the limiting case of an 
infinitely large pixel, 𝑅 will tend to 1. 
In this experiment, we sought to isolate the excess noise factor, 𝐸𝑀𝐶𝑃 , by avoiding this pixel 
dependent quantity and integrating over a region containing a small illuminated spot surrounded by 
a non-illuminated dark region. So the variance then becomes, 
𝜎𝐼𝑟𝑒𝑔𝑖𝑜𝑛 
2 = 𝐸𝑀𝐶𝑃
2 ∙ ?̅?𝐷𝑁
2 ∙ 𝑁𝑠𝑝𝑜𝑡 + ?̃?𝐶𝐶𝐷−𝑟𝑒𝑔𝑖𝑜𝑛
2  5.34 
The total number of photons in this spot is, ?̅?𝑠𝑝𝑜𝑡  and the total camera pixel read noise over the 
pixels within the spot, 𝑛𝑝𝑖𝑥  is ?̃?𝐶𝐶𝐷−𝑟𝑒𝑔𝑖𝑜𝑛
2 = 𝑛𝑝𝑖𝑥?̃?𝐶𝐶𝐷
2 . 
The photon counting method described in §5.3.2 was adapted so that a small spot of signal was 
imaged onto the centre of the HRI. This was achieved by including a third lens (L3) and a 600 µm 
diameter pinhole. The position of lens L3 relative to the pinhole was adjusted until the imaged spot 
was approximately 30 pixels in diameter on the camera which corresponds to less than 1 mm on a 
HRI photocathode. This spot size configuration was kept constant across all HRI experiments. Signal 
was collected across a region that was larger than the spot i.e. 50 pixels in diameter. Excess noise 
factors were determined for each HRI and MCP voltages of 750, 800 and 850 volts by recording 
images of the spot for photon counting and high flux measurements (methods described in §5.3.2 & 
§5.3.5). 
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Figure 5.22 Experimental set-up used for excess noise measurements.  
The dashed lined rectangle indicates the modification to the set-up used in the photon counting and gain 
measurement experiments. In addition to lens L1 and L2 with focal lengths 40 mm and 30 mm, lens L3 with 
focal length 60 mm was positioned at a fixed distance from a 600 µm diameter pinhole placed in the optical 
path. The distance was adjusted until a spot size of approximately 0.8 mm diameter was projected onto the 
photocathode. 
By imaging a spot, the total variance is approximated well by Equation 5.34.  Firstly, the model 
assumes gain does not vary across the camera image and this is an approximation, (i.e. it does vary 
radially across the photocathode as shown in 221), so determining signal variance across a small 
central spot of the HRI photocathode minimises the effect of variations in gain. Secondly, it avoids 
underestimating contributions from detected photons that generate phosphor spots at the border of 
the region analysed but which have a centre of mass on the outside of the border. 
The method to determine excess noise factor is given by the following algorithm, 
1. Determine photon fluxes using Algorithm 2. (For 100 images).  
2. Determine gain per photon using Algorithm 3. (For 100 images). 
3. Determine the excess noise factor by plotting measured standard deviation as a function of 
the square root of photon number and gain per photon and finding the gradient of a linear fit.  
Algorithm 4. Method to determine excess noise factor 
In step 3 of Algorithm 4, the excess noise factor was determined by calculating the standard 
deviation after subtraction of the camera read noise (as defined in Equation 5.34) and then plotting 
against the photon number multiplied by the gain per photon measured in step 2,  
√𝜎𝐼𝑝𝑖𝑥 
2 − 𝑛𝑝𝑥 ∙ ?̃?𝐶𝐶𝐷
2 =   𝐸𝑀𝐶𝑃 ∙ ?̅?𝐷𝑁 ∙ √𝑁𝑠𝑝𝑜𝑡  5.35 
Figure 5.23 shows the results from step 3 of Algorithm 4. For each HRI the excess noise factor was 
estimated from linear fits with an offset of zero. For comparison, the expected trend for an ideal 
detector with an excess noise factor of 1 is plotted as the dashed pink line (slope = 1). For all HRIs, 
fitted gradients are larger than ideal. 
Table 9 lists the excess noise factors per pixel (§5.3.6) and per photon for nominal gate-widths of 
1000 ps for the Standard, HighRes and HighLow and 1300 ps for the SingleEdge. 
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For each HRI, the excess noise factors per photon decrease with increasing MCP voltage (i.e. MCP 
gain) in agreement with previous findings, 61, and as expected from the expression for the variance 
of the gain discussed in §5.2.6 (Equation 5.9). According to the definition for SNR given in Equation 
5.30, Table 9 shows the HRIs require 1.32 to 2.86 more photons (i.e. the excess noise factor squared) 
to achieve a certain precision on an intensity measurement when compared to an ideal detector 
which has an excess noise factor of 1.  The variation in excess noise factor per pixel can be attributed 
to variations in the noise statistics of each HRIs MCP (§5.2.6).  
 
Figure 5.23 Standard deviation as function of the square root of digital number for each HRI for MCP 
voltages of 750, 800 and 850 V.  
The excess noise factor per pixel (measured in §5.3.6) are shown to be less than 1 and this has 
already been explained as due to the correlation of photon signals between neighbouring pixels due 
to the photon spot size at the phosphor (§0). As shown in Table 9, HRIs with larger measured photon 
spot sizes have lower excess noise factors per pixel.  
Spot sizes will depend on the HRI gain, the MCP pore size, and the quality of the proximity focussing 
between the MCP and the phosphor screen and presumably the type of phosphor and associated 
metal coating (§5.2.4). It is not known whether each HRI has the same MCP (propriety information 
of Kentech Instruments Ltd regarding, pore sizes, coatings, MCP pore tilt, see §5.2.3) and what the 
expected tolerances are for proximity focussing and phosphor screen performance so it is not easy 
to explain the variation.  
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Another confounding factor regarding the MCP gain statistics is that the optical sensitivity of the HRI 
photocathode to the gating voltage is highly non-linear, 203, and each HRI has subtly different gating 
voltage profiles. Also the photocathodes will have slightly different work functions and the 
photocathode to MCP separation is expected to vary somewhat between different HRIs. These 
factors point to the result that the amplitude first gain step will vary between HRIs. 
HRI 
 
Nominal 
Gate-
width 
(ps) 
MCP 
Voltage 
(v) 
Gain 
(?̅?𝑫𝑵) 
§5.3.5 
Photon 
spot 
size 
(pixels) 
§0 
Excess 
noise 
per 
pixel 
§5.3.6 
Excess 
noise  
Error 
(±abs) 
Excess 
noise  
per 
photon 
§5.3.7 
Excess 
noise  
Error 
(±abs) 
QE 
§0 
Effective 
QE 
(based 
on excess 
noise per 
pixel) 
Effective 
QE 
(based on 
excess 
noise per 
photon) 
Standard 1000 
850 312 
1.50 
±0.14 
0.451 0.019 1.51 0.10 
9.4 
46.4 4.1 
800 161 0.460 0.007 1.55 0.08 44.4 3.9 
750 81 0.482 0.001 1.69 0.12 40.8 3.3 
HighRes  1000 
850 44 
1.39 
±0.13 
0.593 0.007 1.21 0.06 
8.8 
27.0 6.0 
800 24 0.601 0.005 1.22 0.05 26.1 5.9 
750 12 0.613 0.010 1.28 0.09 25.3 5.4 
HighLow 1000 
850 106 
1.36 
±0.13 
0.642 0.005 1.25 0.06 
12 
22.9 5.6 
800 52 0.671 0.009 1.32 0.04 20.9 5.1 
750 25 0.700 0.010 1.41 0.06 19.2 4.4 
SingleEdge 1300 
850 89 
1.41 
±0.12 
0.504 0.007 1.15 0.05 
10.7 
37.6 8.1 
800 43 0.522 0.010 1.15 0.07 34.7 7.2 
750 19 0.561 0.010 1.22 0.11 30.0 7.2 
HLM 1000 
830 119 
1.59 
±0.18 
0.336 0.004 1.24 0.08 
13 
115 8.5 
800 79 0.345 0.003 1.36 0.05 109 7.0 
750 39 0.360 0.003 1.34 0.07 100 7.2 
Table 9 Gain and excess noise factors listed for each HRI. 
Excess noise errors are based on 95% confidence bounds produced by the unweighted linear least squares 
fitting routine used. The Effective QE, 𝑄𝐸𝑒𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 =
𝑄𝐸
(𝐸𝑀𝐶𝑃)2
⁄ , adjusts the data sheet QE, taken across the 
green emission filter window, (§0), by the excess noise loss factor per photon. Obviously a QE greater than 
100% is not possible; therefor the effective QE per pixel is a comparison of relative HRI performance only. 
Without the complete knowledge of these details for each HRI it is not straightforward to explain the 
variations between HRIs. Nonetheless, the findings show that for the best performance in terms of 
efficient use of photons, the highest gains should be used. To compare performance across HRIs, the 
excess noise factors have been combined with the manufacturer provided measurements of the QE 
in Table 9. The effective QE is defined by dividing the QE by the excess noise factor squared.  Per 
photon, the SingleEdge HRI is the most photon efficient whereas per pixel the Standard HRI is the 
most photon efficient. In Table 9, a new “HRI” entry is found. This refers to a new “HLM” HRI that 
combines the large gate capability of the HighLow HRI and the magnetic field technology used in the 
HighRes HRI and is discussed in §5.4 to §5.5.1 where spatial and temporal resolution quantified. 
5.4 Benchmarking Spatial Resolution 
When gated at MHz frequencies, performance degrades due to sub optimal proximity focussing 
which allows photoelectrons from a given point on the photocathode to reach a larger number of 
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microchannel plate pores. For HRIs the total active area corresponds to an 18 mm diameter circle, 
and, for wide-field FLIM systems used in our lab, the camera images a central sub region (a 
12.4 x 9.4 mm rectangular area) as discussed in §5.3.1, so the camera images an area approximately 
half the size of the active area. Each HRI is expected to have different resolution performance with 
the main difference being the inter-HRI variations in proximity focussing and the magnetic focusing 
used by the HighRes HRI.  
5.4.1 Spatial resolution measurement 
The resolution of an optical system can be described by the efficiency at which it transfers spatial 
frequencies 5. For the imaging systems described in Figure 5.24, we assume that the PSF is spatially 
invariant and use incoherent illumination. At the CCD, the image is described by the convolution of 
the object irradiance, 𝐼𝑜(𝑥, 𝑦), and the intensity point spread function of the optical system, 𝑆(𝑥, 𝑦), 
𝐼𝑖(𝑥, 𝑦) = 𝐼𝑜(𝑥, 𝑦) ∗ 𝑆(𝑥, 𝑦) 5.36 
In the frequency domain it can be expressed as a product of Fourier transforms, 
ℱ[𝐼𝑖] = ℱ[𝐼𝑜] ∙ ℱ[𝑆] 5.37 
Where, ℱ  denotes the Fourier transform operator. This transformation is described as the optical 
transfer function (OTF), 
𝑂𝑇𝐹(𝑘𝑥 , 𝑘𝑦) = ℱ[𝑆] 5.38 
The effect of the point spread function is to alter the object’s frequency spectrum. The modulus of 
the OTF gives the MTF. When normalised to the zero frequency value it is known as the normalised 
MTF and describes the relative efficiency at which frequencies are transferred from the object to the 
image plane. The normalised MTF for a given frequency can be measured by imaging a test chart of 
sinusoidal patterns. For a given spatial frequency, 𝑘,  it is defined as the modulation, M between the 
minima and maxima of the intensity, 𝐼 so that, 
𝑀(𝑘) =
𝐼𝑚𝑎𝑥 − 𝐼𝑚𝑖𝑛
𝐼𝑚𝑎𝑥 + 𝐼𝑚𝑖𝑛
 5.39 
 Typically, M will fall from 1 at zero frequency to 0 at a cut-off frequency that is determined by the 
limiting aperture of the imaging system and the spatial sampling frequency of the detector. 
The following measurements apply this measure of modulation to a test chart comprising square 
wave patterns with frequencies given as line pairs per mm (lp/mm). By finding the value of 𝑀, as a 
function of line pair spacing on the test chart, performance can be compared. Better resolution is 
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indicated by higher modulation depths and higher cut off frequencies. Here the cut-off frequency is 
defined as the line pair spacing where M falls below 10%.   
The experimental set-up for resolution testing is shown in Figure 5.24. The test pattern is imaged 
onto the HRI photocathode via lens L3 (1” visible achromat, 60 mm focal length). The position of the 
test chart and lens L3 is fixed so image magnification was fixed to 2 across all HRI measurements. 
This spacing resulted in an object side numerical aperture for L3 of approximately 0.1. Therefore, we 
can expect an object side (i.e. diffraction limited) resolution for green light at 535 nm to be on the 
order of ~ 200 lp/mm based on diffraction limited resolution (i.e. Abbe diffraction limit, 
𝜆
2𝑁𝐴
=
535
0.2
=
2.7µ𝑚 →
1 𝑚𝑚
2∗2.7µ𝑚
= 187 𝑙𝑝/𝑚𝑚).  
 
Figure 5.24 Resolution testing experiment 
(a) Experimental set-up to test HRI resolution. (b) set-up used to test resolution without HRI 
In (a) the star test chart is imaged onto the HRI photocathode by lens L3 and in (b) the HRI is removed and 
the same plane is imaged by the camera lens pair onto the camera.  
A Star test Chart (Edmund Optics, 58 833) was imaged onto each HRI, as shown in Figure 5.25(a, b) 
when imaging without the HRI. A radial transmission pattern is formed by coating the surface of a 
glass disc with a thin metallic layer. By illuminating this object from behind, a range of square wave 
forms of varying frequencies are projected onto each HRIs photocathode. The frequency of line pair 
spacing varies between 0.459-229 line pairs per mm (lp/mm) as a function of radius. For square 
waves, which can also be expressed as a sum over a series of sinusoids, the modulation depth is 
commonly referred to as contrast transfer function (CTF) and is regarded here as an approximation 
to the MTF since it is linearly related to the MTFs of the corresponding harmonics series and the 
fundamental frequency component in the series dominates 5. 
127 
 
 
Figure 5.25 Exemplar images from resolution analysis with no HRI 
(a) image of test chart us used to select centre and edge for calculating radial line profiles in Matlab (b). (c) 
intensity profiles of test chart along the three largest radial path line profiles. (d) The contrast transfer 
function for 1x1 camera binning. 
The method to measure the CTF is outlined in Algorithm 5, 
1. Find the mean background image from 100 images with the detector capped and average. 
2. Record 100 images of the test chart illuminated, subtract background and average 
3. Use Matlab routines to: 
1. Select radial line profiles across average image that correspond to specific frequencies 
2. Recover the intensity profile from each line profile 
3. Use a rolling average taken over one or more full periods of the line profile’s pattern to 
locate successive minima and maxima intensities for each line profile. 
4.  Find the average contrast for each line profile for all located min and maxima using 
Equation 5.39. 
5. Repeat at different frequencies to obtain CTF as function of spatial frequency 
Algorithm 5. Method to determine CTF. 
Figure 5.25 illustrates the steps in Algorithm 5. After recording a 100 frame average and subtracting 
a 100 frame average background from each frame, the centre of the pattern is manually selected 
using Matlab routines. This is used to select a set of radial line profiles corresponding to certain 
spatial frequencies in the range 3.8-26 lp/mm. The intensity profiles are extracted and the average 
contrast is found using Equation 5.39. The CTF as a function of frequencies is then plotted e.g. Figure 
5.25(d) gives the CFT of the imaging system without the HRI.  To ensure that the effect of shot noise 
128 
 
from photon statistics did not dominate resolution measurements, 100 filled camera frames were 
used to make average images. 
Since the MTF of the imaging system is given by the product of the MTFs for each imaging step 5 i.e., 
𝑀𝑠𝑦𝑠𝑡𝑒𝑚 = 𝑀𝐿3 ∙ 𝑀𝐻𝑅𝐼 ∙ 𝑀𝑐𝑎𝑚𝑒𝑟𝑎 𝑙𝑒𝑛𝑠𝑒𝑠 ∙ 𝑀𝐶𝐶𝐷 5.40 
we needed to confirm that the HRIs were the limiting resolution elements for the imaging system. To 
this end we measured the CTF of the system without a HRI. The results are shown in Figure 5.25(d).  
As camera binning was increased the contrast decreased. Considering the Nyquist sampling limit, the 
sampling frequency of the camera pixels should be twice that of the frequency being imaged. The 
camera pixel period was 6.45 µm, so the highest resolvable frequencies, (i.e. along the rows and 
columns of pixels, not the diagonals), in the HRI image plane for 1x1 binning should be ~80 lp/mm 
i.e. 
1 𝑚𝑚
2∙6.45 µ𝑚
= 77.5 lp/mm. Indeed in Figure 5.25(d) we see that for 1x1 binning, the CTF extends 
beyond the measured range of 3.8-26 lp/mm. The following measurements of HRIs were taken using 
1x1 binning. 
5.4.2 Spatial resolution for CW illumination 
For each HRI, the spatial resolution of both DC and gated modes were measured according to 
algorithm 5.  The contrast as a function of frequency for each HRI is shown in Figure 5.26 when using 
MCP voltages of 850 volts. The bar plots show spatial frequencies for 50% and 10% contrast values 
for a range of gate-widths for each HRI. 
Apart from the HLM (New) HRI and HighRes HRI with magnetic focusing, (denoted by (M) in Figure 
5.26 ), spatial resolution improves with increasing gate-width and is the highest for the DC modes, if 
available. This is because, for larger gates, a smaller fraction of the time-gate’s duration is spent at 
the rising and falling edges where proximity focusing is weakest (see §5.2.8). 
For the HighRes and HLM HRIs with magnetic focusing, spatial resolution improves with decreasing 
gate-widths. This can be explained by considering the expression for magnetic focusing, 
(Equation 5.19) derived in §5.2.7, 
𝑟 = |𝑅𝑑 sin (𝑑1𝐵 (
1
8𝑒𝑚𝑉1
)
1
2
)| 5.41 
For a fixed photocathode-to-MCP spacing, 𝑑1, spiral amplitude, 𝑅𝑑 , and magnetic field strength, 𝐵, 
the magnitude of the radial displacement, 𝑟, at the photocathode will only depend on the time 
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varying photocathode-to-MCP voltage difference, 𝑉1(t). For the HighRes and HLM HRIs, r is at a 
minimum when voltages are comparable to 𝑉1(t) values for the rising and falling edges of the gate 
i.e. the optimum magnetic focusing, (i.e. when r=0),  occurs for 𝑉1(t) values on the rising and falling 
edges of the electrical gating pulse. 
For the SingleEdge HRI, for gate-widths that are comparable to the largest gate-widths investigated 
with the HighLow HRI, the spatial resolution is higher than that of the HighLow HRI as shown in 
Figure 5.26. This is due to the different electrical circuitry used by the SingleEdge HRI (see discussion 
in §5.2.8).  
For conventional gate-widths, i.e. in the range 200 – 1000 ps, and DC modes for the Standard HRI, 
HighRes HRI without a magnet and the HighLow HRI there is a variation in 50% and 10% contrast 
values between intensifiers. This is thought to be due to variations in photocathode to MCP spacing, 
the exact profiles of the gating voltage and the particular impedance of the photocathode and its 
quantum efficiency and variation in MCP shape. These features will affect the quality of the 
proximity focussing (see §5.2.8).  
Figure 5.27(a) plots the contrast functions for the HighLow HRI for MCP voltages of 750 and 850 volts 
for a range of gates and the DC mode. When the voltage is increased from 750 to 850 there is a small 
decrease in contrast. It is suggested here that higher gains may lead to broader radial velocity 
distributions of secondary electrons exiting the MCP which will lead to a larger spot of 
phosphorescence to reduce the measured spatial resolution. 
Figure 5.27(b) plots the contrast functions for all HRIs at 850 volts to compare performance. For 
gated modes, the HighRes (M) and HLM outperform all other HRIs and the Standard HRI performs 
the worst. These CTF curves also show that the SingleEdge, HighRes (M) and HLM (New) HRIs show 
improved spatial resolution for large gate widths that are comparable to HighLow HRI. 
The CTF values measured above are due to the entire imaging system, as described in §5.4.1. 
Because the CTFs of the other components are less than 1 across the frequency range considered (as 
shown in Figure 5.25), the reported values will be lower than the value for the HRI on its own. 
Because CTFs are the result of harmonic series of sinusoids, it is not as straightforward to estimate 
the contributions of each component to the final CTF, (it can be done 225, but we don’t have enough 
frequencies to utilise this method however), as it is with MTFs 5, see Equation 5.40. By using 
sinusoidal patterns instead of square wave patterns, estimates of the HRIs resolution are more 
straightforward according to Equation 5.40. A simpler experimental set-up to measure the resolution 
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would be to use a knife edge, 226, but this requires assumption of and fitting to an approximate 
model of the edge spread function (ESF). 
 
Figure 5.26 Individual CTFs 
(a-f) bar charts showing line pair spacing’s for 50% and 10% contrast for the HLM, Standard, HighRes 
without a magnet (no M), HighRes with a magnet (M), SingleEdge and HighLow HRIs respectively. (g-j) 
corresponding contrast plots as a function of line pair spacing. For all HRIs an MCP voltage of 850 volts was 
used except for the HLM HRI which was operated with 830 volts. On each plot are several profiles 
corresponding to a selection of nominal gate-widths. 50% and 10% contrast values were found by linear 
interpolation of the contrast curves in step sizes of 0.1 line pairs per mm. 
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Figure 5.27 CTFs on one plot 
 (a) HighLow CTFs for MCP voltages of 750 and 850 volts. (b) All CTFs on a single plot. MCP voltage of 850 V 
except the HLM HRI (830 V). 
 
5.4.3 Spatial resolution for pulsed illumination 
To investigate the dependence of spatial resolution on time-gate profile, the following section 
repeats the resolution experiments using an 80 MHz, pulsed Ti:Sapphire laser at 485 nm centre 
wavelength for illumination. As in §5.3.1, the HRI was synchronised to the laser.  
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Figure 5.28 CTF as a function of time. 
For the Standard (a) radial line profiles for CTF measurements; (b) time-gate profile taken from area within 
central radial profile in (a); (c) measured CTF values across the time-gate profile. Similarly: (d-f) the 
HighRes (M); (g-i) SingleEdge; (j-i) HighLow. For Standard, HighRes (M) and HighLow a nominal gate-width 
of 1000 ps was used. A nominal gate-width of 1300 ps was used for the SingleEdge. The colour of the radial 
line profiles (a,d,g,j) correspond with the colours of the time-gate profiles (c,f,I,j) i.e. red lowest frequency 
and violet highest frequency. To minimise the effect of noise from photons statistics on the contrast 
function, 10 frame averages where taken while stepping the laser pulse in time through the time-gate 
profiles in 25 ps steps. 
The results are summarised in Figure 5.28. From left to right are shown: raw CCD frame with 
selected line profiles on the test chart overlaid; an IRF profile taken from the centre of the image; 
the contrast function for selected line profiles as a function of delay. For each HRI apart from the 
HighRes, contrast degrades at the edges of the time-gate profile. For the HighRes, the contrast 
increases at the edges of the time-gate profile in accordance with the discussion in the previous 
section and §5.2.7. 
Regardless of magnification, the number of effective resolution elements of a HRI will remain the 
same. Table 10 below lists the effective number of resolution elements for 1000 ps nominal 
gate-widths for each HRI (1300 ps nominal gate-width for the SingleEdge HRI) for imaged 
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frequencies with contrast values equal to or greater than 10%. Nyquist sampling theorem states that 
a frequency must be sampled at least twice in order for it to be faithfully measured so the effective 
number of pixel elements is twice the value of the given frequency. 
HRI 
Nominal 
gate-width 
(ps) 
Frequency at 
10% contrast 
Effective 
number of 
resolution 
elements 
New 1000 22.6 519,890 
Standard 1000 10.9 120,934 
HighRes (no M) 1000 10.5 112,221 
HighRes (M) 1000 15.9 257,329 
SingleEdge 1300 17.2 301,128 
HighLow 1000 15.8 254,103 
Table 10 Effective number of resolution elements for frequencies with contrast values equal to or greater 
than 10%. 
The effective number of resolution elements is based on the active area of the photocathode which is 18 
mm in diameter.  
 
5.5 A New HRI Incorporating the Best Features of Prototypes 
Following initial testing of prototypes, Kentech Instruments Ltd proposed a new HRI based on the 
performance enhancing features of the HighLow and HighRes HRIs. As mentioned previously, the 
HighLow HRI can produce wider gate-widths than the Standard HRI while preserving the steep edges 
that are necessary for temporal resolution (see §5.3.1).  To achieve this, the gating voltage must be 
reduced so as not to exceed the electrical power that can be supplied by the driver circuitry (see 
§5.2.8) that would lead to a reduction in proximity focussing quality. To compensate for lower 
working voltages, the new “HLM” HRI incorporates the magnetic focussing technique 220 used in the 
HighRes HRI. In this way the HLM HRI offers the potential for improved light collection efficiency 
with no loss in spatial resolution. As shown in §5.4, the magnetic focussing enhances spatial 
resolution performance beyond that of the Standard HRI operating at normal peak voltages so the 
HLM HRI offers improved spatial resolution and the potential for improved photon economy 
(depends primarily on the fluorescences lifetimes). 
5.5.1 Benchmarking FLIM Performance 
This section compares FLIM performance between small and large gates for the Standard and the 
HLM HRI that incorporates the wide gate capability of the HighLow (see §5.2.8). The purpose of this 
section is to show that wider gate-widths improve the precision of the lifetime measurements. To 
provide robust data, multiple samples were imaged using a multiwell plate FLIM plate reader which 
is essentially an inverted microscope that incorporates a motorised stage and microscope objective 
autofocussing for automated acquisitions of multiwell plates 139,201,227 (see section §5.5.3 for optics). 
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Similar to past work with this system, 58,139, a FLIM-FRET assay is simulated by mixing two 
mono-exponential reference dyes, Rhodamine B (RB) and Rhodamine 6G (R6G), in different ratios to 
simulate a range of FRET activities and in-house written software FLIMfit is used to un-mix the 
fractions by applying global analysis fitting routines.  
Because the amount of light collected by a time-gate will depend on the fluorescence lifetime, an 
important feature of this assay is that the published values of RB and R6G lifetimes are 
approximately 1.5 and 4 ns respectively 228 and are similar to the lifetimes encountered with typical 
fluorescent proteins that are used as donors in FRET experiments 229. Therefore, any improvements 
in FLIM performance using gates above the 1ns of the Standard HRI will be relevant to typical FRET 
sensors. 
5.5.2 Different dye mixtures to test performance 
 
1 2 3 4 5 6 7 8 9 10 11 12 
A 
            B 1 1 0.8 0.8 0.6 0.6 0.4 0.4 0.2 0.2 0 0 
C 1 1 0.8 0.8 0.6 0.6 0.4 0.4 0.2 0.2 0 0 
D 1 1 0.8 0.8 0.6 0.6 0.4 0.4 0.2 0.2 0 0 
E 1 1 0.8 0.8 0.6 0.6 0.4 0.4 0.2 0.2 0 0 
F 1 1 0.8 0.8 0.6 0.6 0.4 0.4 0.2 0.2 0 0 
G 1 1 0.8 0.8 0.6 0.6 0.4 0.4 0.2 0.2 0 0 
H 
             
Figure 5.29 96-well plate map for dye mixtures as fraction of Rhodamine 6G relative to Rhodamine B. 
To prepare the dye mixtures, stock solutions of RB and R6G were made. Spectroscopic grade 
methanol (1 ml) was first used to dissolve the dyes in their powder form into a solution and another 
49 mL of MilliQ purified water, (Millipore, USA) was added to make final stock concentrations of 
10 µM. Using a 1ml pipette, the dyes were mixed in the following ratios; (i.e. R6G: RB), 100:0, 80:20, 
60:40, 40:60, 20:80, 0:100 to final volumes of 10 ml. The dye mixtures were then pipetted into a 
plastic bottomed 96 well plate, 200 µl per well, with 12 repeats per mixture so that 72 wells were 
filled. To estimate instrument backgrounds, purified MilliQ water was pipetted along rows A and H. 
To minimise evaporation of dyes, a piece of anodized foil was pressed over the well plate and 
weighed down. A plate map for the dye mixtures is shown in Figure 5.29. 
The dye mixture of two monoexponential fluorophores can represent an ideal sample of ‘FRETing’ 
and non-’FRETing’ sub-populations. For mixtures of ‘FRETing’ and non-’FRETing’ donors, the 
fluorescence signal would be modelled by a bi-exponential decay, 
𝐼(𝑡) = 𝐼0 [𝛽1𝑒
−𝑡 𝜏1⁄ + (1 − 𝛽1)𝑒
−𝑡 𝜏2⁄ ] 5.42 
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where, 𝛽1 and (1 − 𝛽1) are the fitted normalised pre-exponential factors associated with the long 
(non-’FRETing’) and short (‘FRETing’) lifetime donors and 𝐼0 is the factor that relates these values to 
brightness. In order to relate the fitted fractions of dyes to those expected from the mixing ratios, 
following 58, we need to account for the fact that the relative brightness of each dye in a mixture 
depends on their respective spectral properties and quantum yields, i.e. to show that the fitted 
fractions (using FLIMfit) are in agreement with expected fractions based on molar mixing ratios, we 
need to account for relative brightness of the dyes.  We first fit a mono-exponential decay to pure 
solutions of each dye to find their relative pre-exponential factors, 𝐴𝑖  and brightness per mole, 
defined as, 𝐶𝑖 =
𝐴𝑖
𝑀𝑖
⁄ , where 𝑀𝑖 represents the molar concentration. The relative contributions of 
RB, 𝐴𝐵 and R6G, 𝐴6𝐺 for a mixture of the two can then be calculated using, 
𝐴𝐵 =
𝐶𝐵𝑀𝐵
𝐶𝐵𝑀𝐵 + 𝐶6𝐺𝑀6𝐺
, 𝐴6𝐺 =
𝐶6𝐺𝑀6𝐺
𝐶𝐵𝑀𝐵 + 𝐶6𝐺𝑀6𝐺
 5.43 
where we measure, 
𝐼(𝑡) = 𝐴6𝐺𝛽1𝑒
−𝑡 𝜏6𝐺⁄ + 𝐴𝐵(1 − 𝛽1) ∙ 𝑒
−𝑡 𝜏𝑅𝐵⁄  5.44 
5.5.3 A wide-field microscope & well plate format for FLIM of dye mixtures 
The current version of the multiwell FLIM plate reader was constructed by Douglas Kelly 139,201,227. To 
avoid lifetime artefacts from the freely rotating dye molecules in solution 1, the system was adapted 
for magic angle resolved imaging by placing wire grid linear polarisers before and after the 
microscope.  
The experimental design is shown in Figure 5.30. A 40 MHz Supercontinuum laser (Fianium UK Ltd, 
SC400-4), was coupled via a single mode fibre (SMF) into a commercial inverted microscope 
(Olympus, Japan, IX81) through a dual lamp housing attachment (DLH). Before entering the 
microscope, a rotating diffuser and wire grid polariser were placed in sequence to make the beam 
spatially homogenous and plane polarised. A photodiode (PD) was positioned at the diffuser to 
monitor the laser power stability after the delivery fibre. For efficient excitation and collection of RB 
and R6G fluorescence, the laser light was filtered with a 525/50 nm band pass filter and an RFP filter 
cube (FC) set was used (545/50 nm (Ex), 605 nm dichroic, 660/70 nm (Em)). In the imaging path, at 
the exit port of the microscope, the second wire grid polariser was placed between a pair of 40 mm 
visible achromats in a 4-f configuration. The image was relayed from the HRI by a pair of camera 
lenses (50 mm then 35 mm) onto a cooled scientific camera (ORCA-ER, Japan, Hamamatsu). The 
camera was operated in 4x4 hardware binning mode providing 336x256 pixels. To synchronise the 
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HRI with the laser, the amplified signal from a photodiode inside the laser was passed through a slow 
and fast delay box. For high throughput imaging, multiwell plates are mounted on an automated 
microscope stage (AS). Throughout the following experiments, a x20 microscope objective was used 
(Olympus, Japan). An MCP voltage of 750 volts was used for each HRI. 
 
Figure 5.30 Schematic of wide-field plate reader adapted for magic angle imaging.  
A spectrally filtered 40 MHz supercontinuum laser is directed via a single mode fibre (SMF); rotating 
diffuser to a microscope (IX81) through a dual lamp housing port (DLH). After a field lens (ILL), laser light 
illuminates the sample through a x20 microscope objective (OBJ). The fluorescence image is separated by 
the filter cube (FC) and relayed to the HRI through the microscope tube lens (TL) and external 4-f system 
with a polariser placed in the infinity space at the magic angle. A photodiode signal from inside the laser 
was used to synchronise the laser with the detector. A photodiode (PD) monitors laser power stability after 
fibre delivery. Figure adapted from 
227
. 
5.5.4 Acquisition method 
To compare the relative performance across HRIs and different gate-widths, the laser power at the 
sample plane, MCP gain and total CCD exposure time was fixed. For each time delay, a constant total 
image accumulation time of 200 ms was used for each HRI and was based on nearly filling the CCD 
bit depth for a single 200 ms exposure when using the HLM HRI with a 200 ps gate-width and 
imaging the peak fluorescence signal from a pure well of RB. This meant that for larger gate-widths, 
which are more efficient at detecting light, more frames are needed to be accumulated to achieve 
the same total 200 ms exposure time at each delay. Table 11 summarises the number of frame 
accumulations per delay and the exposure times for each HRI and gate-width setting. 
The delay strategy is outlined in Table 12 and a typical decay trace is shown in Figure 5.31 for the 
Standard HRI when using a 1000 ps gate-width. The chosen time delay strategy was based on 
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optimum spacing for a two gate strategy for the two lifetime components. For a mono-exponential 
lifetime it can be shown that the optimum spacing for a two gate strategy is ~2.2τ 14. To help 
diagnose fitting problems and constrain the fit, 3 delays are placed around the rising edge of the 
fluorescence decay. These time delays are particularly sensitive to problems with the fitted model 
such as incorrect handling of backgrounds or an incorrect IRF 59. 
HRI 
Nominal 
Gate-width 
(ps) 
Frames 
per delay 
Frame 
exposure 
time (ms) 
Total exposure 
time per delay 
(ms) 
Standard 200 1 200 200 
 
1000 4 50 200 
 
HLM 200 1 200 200 
 
1000 4 50 200 
 
4000 10 20 200 
Table 11 number of frame accumulations per delay and the exposure times for each HRI and gate-width 
gate # 1 2 3 4 5 6 7 
Delay relative to position of peak signal (ns) -2 -1 -0.5ns 0 2.2𝜏1 0.5(2.2𝜏1+2.2𝜏2) 2.2𝜏2 
Table 12 Delays are positioned relative to the peak signal position (pk). 
The lifetimes 𝜏1and 𝜏1refer to the lifetime of RB and R6G respectively. 
To measure an IRF, the following algorithm was employed, 
1. Record a scatter IRF with 25 ps sampling in every image pixel by changing the filter cube to 
one with a piece of glass and replacing the sample with a 100% reflecting mirror. 
3. Find a global correction to IRFs in each pixel by recording a 25 ps sampled FLIM image of a 
well of pure R6G and fitting the data to a mono-exponential dye while leaving the IRF time 
offset as a free parameter and fitting the dye to a sub-region of the image i.e. the central square 
where the IRF spatiotemporal profile is approximately invariant between pixels. 
Algorithm 6. Method to determine IRF. 
The reasoning behind this IRF method is that for HRIs, as shown 59, time-gate profiles are not 
significantly dependent on wavelength, so an IRF based on scattered excitation light (i.e. a scatter 
IRF) is a suitable approximation to the true IRF across the spectral region of the detected 
fluorescence. The fitting of the scatter IRF image to the finely sampled dye is implemented to 
account for different propagation times of the excitation light through the imaging path compared 
to those for the emission due to chromatic optical dispersion. 
To illustrate the benefit of using larger gate-widths, Figure 5.32 shows lifetime histograms for the 
first fields of view taken from pure wells of RB and R6G (wells B1 & B12) for each HRI. As the gate 
width increases, the widths of the distributions decrease, implying a higher lifetime precision for the 
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same exposure time. This is expected because more photons are collected per delay, which 
improves the SNR on the intensity measurements at each delay. 
 
Figure 5.31 Exemplar measured decay profile for the acquisition strategy used for both HRIs. 
Table 13 shows that the HLM HRI achieves a higher precision than the Standard HRI. For both HRIs, 
the precision increases as the gate-width increases, but the relative improvement seen moving from 
gate widths of 200 ps to 1000 ps is not as high for the HLM HRI as it is for the Standard HRI. The 
differences between the Standard and HLM HRIs are discussed in the following section. 
 
Figure 5.32 HRI Lifetime histograms for pure wells of RB and R6G  
When using 200 and 1000 ps nominal gate-widths for (a) the Standard and (b) the HLM HRIs respectively. 
 
  
Lifetime (ps) Precision 
Relative 
precision 
HRI 
Nominal gate-
widths (ps) RB 
error 
± R6G error ± RB R6G RB R6G 
Standard 200 1554 202 4092 652 7.7 6.27 1.0 1.0 
 
1000 1562 73 3968 214 21.4 18.54 2.8 2.9 
 
  
HLM 200 1595 74 3998 224 21.6 17.84 1.0 1.0 
 
1000 1579 39 3968 118 40.5 33.6 1.9 1.9 
 
4000 1581 32 3989 72 49.4 55.4 2.3 3.1 
Table 13 Lifetime precision of Standard and New HRIs.  
Precision = (mean lifetime)/(standard deviation). Relative precision is precision relative to each HRI’s lowest 
precision 
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Figure 5.33 a&b) 𝜷𝟏maps and c&d) mean lifetime maps for globally fitted double exponential decay and 
using 1000 ps nominal gate-widths.  
(a, c), HLM HRI and (b, d) Standard HRI. 
5.5.5 Unmixing dye contributions with global analysis 
Typical 𝛽1maps (a, b) and mean lifetimes (c, d) are shown in Figure 5.33 for 1000 ps gate-widths and 
for the first field of view from each well. The fraction 𝛽1, refers to the contribution from R6G 
(equivalent to the non-’FRETing’ donor lifetime). To un-mix the dyes, the entire plate was imaged. 
The total acquisition time for a given HRI configuration was 30 minutes. The time, number of fields 
of view and number of delays are comparable to values used for typical 96 well plate cell assays with 
the system 200. The dye mixtures were patterned by columns (i.e. R6G:RB, columns 1-2, 100:0, 
columns 3-4, 80:20, columns 5-6, 60:40, columns 7-8, 40:60, columns 9-10, 20:80, 
columns 11-12, 0:100). For each well, three fields of view were taken. Global analysis routines 
available with the in-house written FLIM analysis software FLIMfit were used to determine the 
fraction of R6G in each well 59. For the 72 wells and 3 repeats per well, 216 FLIM acquisitions were 
simultaneously loaded into the software for each condition, (i.e. HRI and gate-width), and a double 
exponential fit was applied globally. Fitting took approximately 5 minutes per plate, which is notable 
given that every pixel in the image needed to be convolved with a different IRF 58,230 -requiring 
considerable computational cost over fitting the same IRF to every pixel. Note the 96-well FLIM 
images for the Standard HRI are larger than the HLM HRI images and this is because the 
magnifications of the imaging optics were slightly different between HRIs. This will affect intensities 
in pixels but knowing the difference in magnification (by inspection of the images) this can be 
accounted for when comparing lifetime precisions across pixels. 
Figure 5.34 plots the expected contribution from R6G using Equation 5.43 against the measured 
contributions from the global fitting.  For the Standard HRI, error bars are smaller for the 1000 ps 
140 
 
gate-width data compared to the 200 ps gate-width data, showing that a precision can improved by 
using a larger gate-widths. Obviously this improvement will depend on the gate size relative to the 
lifetimes in the samples. For the HLM HRI, the same trend is observed.  
The results of the global analysis are summarised in Table 14. The globally fitted lifetime 
components for each condition are in reasonable agreement with published values 228 and 
consistent with previous experiments undertaken with this plate reader 58 . The improvement in 𝛽1 
precision with larger time gates is due to the increased light collection efficiency.  
The errors (standard deviation across pixels) on the fitted 𝛽1 values will propagate into the errors for 
the R6G fractions. The improvement with increasing gate-width can be considered in terms of 
precision of the beta estimates, 
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝛽1
𝜎𝛽1
 5.45 
Assuming that precision is proportional to signal-to-noise of the underlining photon distribution 59 
with average number of photons, 𝑁, then, precision ∝  
√𝑁
𝐸𝑀𝐶𝑃
 (i.e. this follows from the commonly 
made statement that precision on fluorescence lifetime measurements depends on the noise 
statistics of the total number of photons in the measurement i.e. 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑜𝑛 𝑡𝑎𝑢 =
𝑡
𝜎𝑡
∝
√𝑁
𝐸𝑀𝐶𝑃
), 
and the relative precision can be described in terms of relative light efficiency for each gate-width. 
As shown in Table 14, nearly an order of magnitude improvement in light efficiency can be made by 
increasing the gate-width from 200 ps to 1000 ps for the Standard HRI and to 4000 ps for the HLM 
HRI respectively.  
For the Standard HRI the jump in relative light efficiency between the 200 and 1000 ps nominal 
gate-width is much larger than the HLM HRI. In principle we would expect this improvement with 
gate-width to be independent of HRI used but in practice each HRI’s nominal gate-width conceals 
the fact that the actual gate shapes are HRI dependent, (see §5.3.1 and Figure 5.12 - Figure 5.14).  
The difference in precision seen between the Standard and HLM HRIs for comparable gates i.e. 1000 
ps gate-widths, can be explained by the following factors: the difference in magnification of the 
image of the well plate on the HRI; different DQEs; different levels of spatial smoothing due to the 
spot sizes of the photons on the HRI phosphor screen; differences in the total ‘on time’ of the gate 
profiles; differences in excess noise factors; and slightly different positions of the gate positions 
relative to the fluorescence decay between the data obtained with the Standard and HLM HRIs. 
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A significant factor is that the HRI mounting flange is different between the Standard and HLM HRIs 
and so the flange to photocathode surface distance is approximately 5 mm shorter for the Standard 
HRI than it is for the HLM HRI. This led to an overall magnification difference in the imaging system 
(optics described in Figure 5.30) between the two HRIs. For the Standard HRI, the magnification was 
approximately 1.4±0.1 times larger compared to the HLM HRI and so the total fluorescence signal 
(which was the same as that for the HLM measurements) was spread over a larger area, resulting in 
lower intensities in each image pixel and lower precisions on fitted fractions across pixels. . 
 
Figure 5.34 Measured contributions of R6G for different of gate-widths for HLM and Standard HRIs. 
 (a, c, e) HLM HRI for 200, 1000 and 4000 ps gate-widths respectively. (b, d) Standard HRI for 200 and 
1000 ps gate-widths respectively. Error bars represent standard deviation on a pixel by pixel basis across 
acquisitions for each mix ratio. 
 
The effective quantum efficiency values determined in Table 9 were measured for a 535/30 nm 
spectral window in §5.3.7. These values combine excess noise factors per pixel with HRI quantum 
efficiency sensitivities. Adjusting for the drop in QE to ~5.5±1% and ~11.5±1% for Standard and HLM 
HRIs respectively in the 660/70 nm region used here instead of 535/30 nm spectral region used for 
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numbers in Table 9 and assuming the excess noise per pixel does not change rapidly with 
wavelength, the effective QE of the HLM HRI is ~3.7±0.5 times larger at the MCP voltage of 750 volts 
used for the data presented in Table 13. 
The difference in effective QE and magnification can be combined to estimate the relative expected 
difference in precision between the Standard and HLM HRIs in each pixel and this gives a factor of 
5.6 (i.e. ~ 5.6=3.7*1.4) times greater number of effective photons detected per pixel for the HLM HRI 
which should lead a precision which is approximately a factor 2.3±0.52 times higher than the 
Standard HRI on lifetime measurements. This estimate is in reasonable agreement with the 
difference in measured precision values in Table 13, which are 2.82 times higher for the 200 ps HLM 
HRI and 1.86 times higher for the 1000 ps gates (i.e. 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑜𝑛 𝑡𝑎𝑢 =
𝑡
𝜎𝑡
∝
√𝑁
𝐸𝑀𝐶𝑃
). 
HRI 
Nominal gate-
width 
𝝉𝟏 (ps) 𝝉𝟐 (ps) 
Average 𝜷𝟏 
precision 
Relative 𝜷𝟏 
precision 
Relative light 
efficiency 
Standard 200 4020 1526 3.1 (32.3%) 1.0 1.0 
 
1000 4055 1513 8.7 (11.5%) 2.81 7.9 
 
HLM 200 4008 1620 7.6 (13.2%) 1.0 1.0 
 
1000 3991 1568 14.9 (6.7%) 1.97 3.9 
 
4000 3995 1544 22.4 (4.5%) 2.93 8.6 
Table 14 Relative precision and corresponding relative light efficiency in terms of 𝜷𝟏 precision.  
In the relative precision and light efficiency columns, the values have been normalised to the lowest value 
for each HRI. The relative light efficiency is based on the assumption that precision∝  
√𝑁
𝐸𝑀𝐶𝑃
. 
 
Figure 5.35 (a) precision and (b) accuracy of measured fractions of R6G for HLM HRI.  
Accuracy i.e.  Accuracy= ((measured fraction of R6G – actual fraction of R6G)/actual fraction of R6G), refers 
to how well the measured fraction agrees with the actual fraction of the dye in the solution.  
To investigate the significance of the spatiotemporal variation in the IRF shape across the image 
pixels for the HLM HRI, the data was analysed using the spatially varying IRF defined by Algorithm 6 
and using a fixed IRF given by the average IRF shape across pixels. Briefly, Figure 5.35 outlines the 
findings of this investigation. It was found that the precision and accuracy of the fractions of R6G 
were comparable for the two approaches. This is significant because it suggests the spatiotemporal 
variation in the HLM HRI is small such that a fixed IRF shape can be used which will reduce fitting 
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times considerably (i.e. from minutes to seconds) because in contrast to the spatially varying IRF 
approach, fitting depends on calculating the convolution at the same time-points for each pixel. This 
is in contrast to HRIs with significant spatiotemporal variations in IRFs due to irising such as the 
SingleEdge HRI as it has been shown in previous work that considerable lifetime artefacts arise when 
using a fixed IRF shape 59. For both methods the variation in accuracy is comparable to the pipetting 
errors associated with mixing the two dye solutions to produce the desired fractions. Other sources 
of errors include variations in room temperature (fluorescence lifetime of Rhodamine dyes are 
sensitive to temperature i.e. on the order of tens of picoseconds per degree), drift in laser power 
(~1%) and drift in the timing electronics (timing of the gating w.r.t. laser pulse which is sensitive to 
the mode-locked laser stability) of the HRI. In our experience timing of HRI electronics can lead to a 
drift in time of the IRFs on the order of a few tens of picoseconds at most. 
5.6 Conclusions 
To summarise, a review of GOI and HRI technology has been given. A photon counting method was 
used to determine the number of photons detected by the HRI and this enabled estimation of gains 
per photon and simulation of SNR values per photon and per pixel for each HRI.  
While each HRI had a similar photon event spot size, measured resolutions were found to be 
different and can be attributed to variations in proximity focussing on the photocathode side of the 
MCP.  An effective quantum efficiency value was defined that incorporates the excess noise factors 
with detector quantum efficiencies provided by the manufacturer. By presenting detector quantum 
efficiencies, photon spot sizes, determining excess noise factors and highlighting the contribution of 
photon event spot size on excess noise factors per pixel, key issues that affect the performance of 
HRIs have been presented.  
A spatial resolution experiment was proposed based on a Siemens Star test chart, which provides a 
straightforward way to compare resolution performance of HRIs or wide-field detectors in general. 
The spatial resolution measurements showed that magnetic focusing will improve performance over 
Standard HRIs. Also it was apparent that the SingleEdge HRI had better spatial resolution than the 
HighLow HRI for comparable gate-widths and this is attributed to the different gating electronics 
used in the SingleEdge HRI. In general for FLIM, larger gates can improve photon efficiency. A new 
HRI, the “HLM” has been developed combining the magnetic field and the HighLow functionality to 
improve FLIM performance of HRIs.  
As discussed in chapter 2, there are a range of new FLIM technologies under development. In order 
to demonstrate that next generation HRIs advance the state of the art, benchmarking experiments 
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are needed. To this end, the last section of this chapter outlines a FLIM benchmarking experiment 
based on readily available equipment in photonics research labs, namely, an imaging system applied 
to some reference dyes. In the work here, as an example test plate, a FRET assay is simulated by 
mixing dyes in a 96 well plate format. Performance was measured by the precision of the unmixed 
fractions values for a fixed photon budget (same power, same exposure time). This chapter presents 
the first results of a new HRI with superior spatial resolution and equivalent FLIM performance when 
compared to existing HRIs. Also, the extended range of gate-widths provides the ability to increase 
light efficiency and versatility in comparison current HRIs. Finally, a brief investigation into the 
difference in precision and accuracy of measurements of dye mixtures when using a fixed or spatially 
varying IRF was used to show that the irising of the HLM photocathode is sufficiently low that a 
spatially varying IRF is not required in the analysis. This indicates that considerable savings in fitting 
times may be realised when using FLIMfit. If analysis times need to be fast, this last part points to 
the importance of choosing a HRI with irising effects that are as low as possible. 
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Chapter 6: A FLIM Confocal Laser Scanning 
Endomicroscope for FRET Readouts 
This chapter presents a commercial confocal laser scanning endomicroscope (CLSE) licensed for 
clinical use in the GI tract and for bronchoscopy (Mauna Kea technologies, Cellvizio®) that has 
previously been adapted for time correlated single photon counting (TCSPC) 231, demonstrating high 
resolution, optically sectioned FLIM of: stained pollen grains, live cells expressing GFP and an eGFP 
and mCherry tandem FRET construct (eGFP directly linked to an mRFP) and autofluorescence of 
unstained rat tissue. While the original aim of the project was to explore FLIM of autofluorescence 
for clinical applications, it was decided to focus on exogenous labelling for the CLSE. This is because 
the CLSE employs a coherent fibre bundle, optimised for visible wavelengths, which presents 
significant background fluorescence under the UV excitation wavelengths required to excite the 
majority of endogenous tissue fluorophores. The work herein develops the instrument for studying 
molecular cell biology in vivo while noting that this technique may also be used in clinical procedures 
based on exogenous fluorophores e.g. 232. Specifically, this chapter describes the development of the 
CLSE system for in vivo quantitative FLIM of Förster Resonance Energy Transfer (FRET) between 
fluorescent proteins to read out cell signalling processes. In order to facilitate deployment to 
collaborating research groups’ laboratories, the system is mounted on a portable trolley. To guide 
FLIM experiments, a graphical user interface has been implemented that provides live FLIM updates 
based on mean photon arrival time by using TCSPC operating in a first-in-first-out photon event 
acquisition mode (FIFO). In order to use FLIM endoscopy as an intravital technique, quantitative post 
acquisition analysis of the inherently large FIFO data sets required a new data processing protocol to 
be developed and a complete acquisition protocol is described. To accurately recover fluorescence 
lifetimes, methods to account for time varying backgrounds and optical dispersion effects due to the 
CLSE’s coherent fibre bundle are proposed and demonstrated. The system’s performance is 
validated on dye and fixed cell samples and work towards in vivo imaging of murine models of 
cancer using CFP- and GFP-based FRET sensors is presented. 
The content of this chapter is as follows: 
6.1 A FLIM Confocal Laser Scanning endomicroscope system ................................................. 146 
6.2 Artefacts from TCSPC & Fibre Optics .................................................................................. 159 
6.3 FLIM of FRET Biosensors ..................................................................................................... 168 
6.4 Towards in vivo FLIM CLSE of FRET ..................................................................................... 182 
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6.5 Conclusions ......................................................................................................................... 188 
6.6 Acknowledgements ............................................................................................................. 189 
6.1 A FLIM Confocal Laser Scanning endomicroscope system 
A commercial confocal laser scanning endomicroscope (Mauna Kea technologies, Cellvizio®) was 
adapted for TCSPC (Figure 6.1). (a) Describes the system. A mode-locked frequency-doubled 
Ti:Sapphire laser (Spectra-Physics, BB MaiTai) was coupled to the commercial scanning Cellvizio® 
unit using a single-mode fibre (Thorlabs, HP-405). The fibre aperture acted as a pinhole for excitation 
light in a confocal arrangement with a PMT. A dichroic reflected laser light to the commercial 
endoscope optical scanning unit and transmitted returning fluorescence to the PMT (PMH 100-1 
PMT, Becker & Hickl GmbH). In the endoscope optical scanning unit, a 4 kHz resonant mirror 
provided the fast scan direction and a galvanometric mirror operating at 12 Hz provided the slow 
scan direction. The focused laser spot is raster-scanned across the distal end of the fibre probe’s 
coherent fibre bundle (Cellvizio® Mini O)233 and the fluorescence is then descanned onto the 
pinhole. 
 
Figure 6.1 Diagram and photo of CLSE system  
(a) CLSE system diagram. Ti:Sapphire laser light was fibre delivered to a commercial scanning unit which 
scans the beam across proximal end of a fibre bundle. At the tip of the probe a micro objective lens images 
the distal end of the bundle onto the sample. Collected fluorescence was then de-scanned onto a confocal 
pin-hole in front of a PMT. Photons are time resolved using TCSPC electronics. (b) photo of CLSE system 
mounted on trolley.  
Line and frame clocks from the endoscope’s optical scanning unit’s electronics and an internal pixel 
clock on the TCSPC card (SPC-830, Becker & Hickl GmbH) register detected fluorescent photons to 
pixel positions on the coherent fiber end face (§6.1.5). One computer controls the commercial 
scanning system and another controls the FLIM system including the laser and TCSPC electronics.  As 
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in conventional TCSPC, the TCSPC card records the arrival time of each photon relative to the 
Ti:Sapphire laser pulses. The coherent fibre bundle consists of ~ 30,000 cores with a core-to-core 
spacing of ~ 3 µm and core diameters of ~ 2 µm.  For the Cellvizio® Mini O, a mini objective at the 
probe’s distal end results in a final (manufacturer specified) lateral and axial resolution of 1.4 µm 
and 10 µm respectively and a field of view of 240 µm and working distance of 60 µm when used in 
the intended configuration (i.e. using the internal laser light and detector). The diameter of the distal 
tip is 2.6 mm, which is compatible with endoscopes that have a working channel of 2.8 mm diameter 
or greater.  
6.1.1 Integrating a Ti: Sapphire laser with the commercial scanning unit  
In contrast to the continuous-wave internal laser used in the commercial unit (which is centred at 
488 nm), a pulsed or time varying light source was needed for fluorescence lifetime measurements. 
For this adapted system to be used as a research instrument for imaging visible and near-infra-red 
(NIR) fluorophores, a mode-locked Ti:Sapphire laser (Spectra Physics BB Mai Tai) was chosen. This 
light source is routinely used in confocal and multiphoton microscope systems for TCSPC based FLIM. 
The laser is tunable from 710-990 nm and mode-locking provides ~100 fs pulses at a repetition rate 
of 80 MHz. For the purpose of a TCSPC adapted CLSE for FLIM of visible fluorophores, the NIR output 
was frequency doubled by second harmonic generation (SHG) in a BIBO crystal. The high average 
output powers (Watts) and wavelength tunability makes this laser well suited to explore optimum 
excitation wavelengths and sample plane excitation powers.  
To integrate the Ti:Sapphire laser with the commercial scanning unit, it was mounted a 
600 x 900 mm optical breadboard (ThorlabsMB6090/M) and placed on one of the (in-house built) 
trolley shelves (Figure 6.1 (b)).  Figure 6.2 represents the optical set-up needed to integrate the laser 
with the CLSE system. To provide a synchronisation signal for TCSPC, a partially reflecting mirror, M1, 
and IR mirror, M2, directed ~4% of the Ti:Sapphire laser beam onto a fast photodiode(FPD), (PMH 
100-1 PMT, Becker & Hickl GmbH). Following this, a half-wave plate & polarizer combination was 
used for variable attenuation. Next, NIR mirrors M3 and M4 couple the beam to a lens, L2, which 
focusses the beam onto a BIBO crystal (supplier details not available, dimensions 7.5x7.5x1.4 mm³, 
and coating anti-reflection at 850/425 nm, cut for 850/425 nm phase matching) for efficient second 
harmonic generation (SHG). SHG provides a tunable frequency doubled blue light ranging from 355-
495 nm. Lens L3 re-collimated the transmitted beam of fundamental and frequency doubled light. 
Two pinholes, P2 & P3, align the beam path through L2, the BIBO crystal and L3.   
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Figure 6.2 Optical diagram of arrangement to integrate Ti: sapphire laser with the CLSE system 
To provide a synchronisation signal for TCSPC, a partially reflecting mirror M1 and IR mirror M2 sample 
~4% IR light onto a fast photodiode PD (PMH 100-1 PMT, Becker & Hickl GmbH). For variable attenuation of 
the laser beam a half-wave plate & polarizer combination was used. IR mirrors M3 and M4 couple the 
beam to a lens, L2. For frequency doubling, L2 focusses the beam onto a BIBO crystal; lens L3 re-collimates 
the transmitted light. The crystal is mounted on a translation stage for optimising SHG conversion 
efficiency. An IR clean up filter removes remaining fundamental light by directing it to a beam block. For 
remote control of SHG output powers a filter wheel (FW102C Thorlabs) containing a range of neutral 
density filters was placed between visible mirrors M5 and M6. An objective (x 20 0.4 NA, Comar) was used 
to couple SHG light into a single mode fibre (HP-405, Thorlabs). 
The crystal was mounted on a rotation/translation stage for optimising SHG conversion efficiency 
(dependent on the angle of beam incidence w.r.t crystal structure and the beam intensity). A NIR 
dichroic filter removed unwanted fundamental light by directing it to a beam block. For remote 
control of SHG output power, a filter wheel (FW102C Thorlabs) containing a range of neutral density 
filters was placed between visible mirrors M5 and M6. An objective (x 20 0.4 NA, Comar) coupled 
SHG light into a single mode fibre (HP-405, Thorlabs) which delivers light to the CLSE. 
6.1.2 Coaxial alignment of internal and external optics 
For confocal imaging based on TCSPC using the Ti:Sapphire laser for excitation, the function of the 
internal confocal optics (point source, detector, lenses and dichroic) was replicated and mounted 
alongside the internal confocal optics (Figure 6.3). To switch between internal and external confocal 
optics during measurements, a translatable mirror system was designed. The relationship between 
the internal and external confocal optics is illustrated in the optical diagram in Figure 6.3(a). 
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Figure 6.3 External and internal optics used for confocal imaging 
(a) Internal pinholes, IP1 & IP2, represent point source and point detection. Lenses, IL1 & IL2, collimate and 
focus light to these points respectively. An internal dichroic, ID, couples the laser into the scanning optics 
and separates laser light from fluorescence.  Line and frame scanning mirrors, SX and SY, are optically 
combined using a pair or image relay lenses, RL, so the mirrors scan the angle of the beam incident on the 
coupling lens, CL, which relays light to and from the fibre probe. A translatable mirror, M, can be used to 
switch between the internal confocal system and the external confocal system that comprises a point 
source and detector, EP1 & EP2, respectively and lenses, EL1 and EL2 respectively. An external dichroic, ED, 
directs laser light into the scanning optics and separates fluorescence from laser light for detection. (b) 
Photograph of external optics mounted on a 30 mm cage system. A single mode fibre acts as point source 
at EP1. A series of mirrors direct the light to the external dichroic, ED before coupling into the scanning 
optics. For detection the PMT can be seen at EP2. 
Two pinholes, IP1 & IP2, represent the position of the internal point source and detector and the 
blue and red paths represent internal laser beam path and generated fluorescence path respectively. 
A dichroic, ID, separates fluorescence from the laser beam for detection and after the dichroic, line 
and frame scanning mirrors, SX & SY, direct light onto a lens, CL that couples light to the fibre probe.  
To switch between the external and internal confocal optics (and so to switch from standard 
fluorescence intensity imaging to FLIM), a small prism (largest dimension 10 mm) with a reflective 
coating (10RX03 Comar) was used as a mirror, M, and mounted on a translatable 16 mm cage 
system (Thorlabs). Positioned after the dichroic, this mirror coupled the external light source into 
the endoscope scanning unit and coupled fluorescence out.  In Figure 6.3(a), the green and purple 
lines represent the paths taken by the external laser light and generated fluorescence respectively. 
Figure 6.3(b) shows a photo of the external optics with labelled confocal points, EP1 & EP2, 
representing the position of the single mode fibre used to deliver excitation light from the 
Ti:Sapphire laser and the PMT detector position. A dichroic mirror, ED, separates fluorescence from 
excitation light. The external optical elements are mounted on a 30 mm Thorlabs cage system. With 
no specifications for the Cellvizio® internal optics (commercially sensitive information) the choice of 
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collimating lens, EL1, for the external optics was chosen so that the diameter after EL1 matched the 
diameter of the beam from the internal light source after lens, IL1. This was achieved by collimating 
the beam from the external light source (0.12 NA single mode fibre at EP1) with a 40 mm focal 
length doublet lens. In the collection path, a 50 mm focal length doublet lens, EL2, was used to focus 
light onto the detection pinhole. For collimating and focussing, lenses, EL1 & EL2, are mounted in z-
axis translation stages (SM1Z Thorlabs). For lateral positioning of the point source, a 30 mm cage x/y 
translator (CXY1 Thorlabs) was used to connect the single mode fibre, EP1, to the cage system while 
a high precision x/y translation mount (ST1XY Thorlabs) was used to position the pinhole, EP2, in 
front of the detector. With the diameter of the collimated external beam matching the internal 
collimated beam diameter, approximately collinear alignment of the two beams was needed to 
ensure that the external beam was being guided into the CLSE in a similar manner to the internal 
beam. When coaxial, we expect confocal imaging performance to be comparable between the 
internal and external optics for the same excitation wavelength. The visible mirrors are mounted in 
right angle kinematic mirror mounts (KCM1 Thorlabs). All the degrees of freedom available, i.e. point 
source and pinhole position, lens translation and mirror tilts were used to best align the external 
laser light with the internal laser light and efficiently collect fluorescence. 
 
Figure 6.4 Diagram of alignment tool used to confirm the external beam was coaxially aligned with the 
internal laser beam of the CLSE. 
A switchable mirror was used to alternate between the internal and external laser beams, EXTB or INTB, 
respectively. After passing through the scanning optics; coupling lens, CL, and fibre probe, the distal end of 
the probe was imaged using an objective, OBJ, onto a CCD camera with a set of neutral density filters in the 
path to prevent CCD pixel saturation. The distal tip of the probe was held in a clamp, DTC that could be 
translated both laterally and axially. The camera, objective and clamp are mounted on a rectangular block 
of steel. 
Figure 6.4 details the final step for collinear alignment. The switchable mirror described in Figure 
6.3(a) and Figure 6.4 was translated to switch between the internal and external beam (EXTB & INTB 
respectively) whilst imaging the distal end of the fibre probe with an objective (OBJ, x 20 0.4 NA, 
Comar) fixed in a clamp, DTC, and a USB CCD camera (Chameleon, Point Grey). A series of neutral 
density filters are used to prevent CCD pixel saturation. Using the internal control software it was 
possible to control amplitude of the line and frame scanning mirrors. Setting scan amplitudes to zero 
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(by entering a value or zero into the software) effectively reduces the area by the internal beam 
scanned across the bundle to a single fibre core.  
 
Figure 6.5  Photos taken with USB camera imaging external laser light from the fibre probe’s distal end 
From left to right: large scan amplitude; reduced scan amplitude; zero scan amplitude. Note the camera 
CCD exposure was not synchronised to the beam scanning, hence stripe patterns in (a) and (b). 
Three images taken with the USB camera for different scan amplitudes are shown in Figure 6.5: (a) 
large scan amplitude with the beam illuminating entire fibre bundle; (b) reduced scan amplitude 
with the beam illuminating rectangular region within the bundle; (c) zero scan amplitude with the 
beam illuminating a single fibre core.  Using the zero scan amplitude setting, the position of the spot 
when using the internal and external laser beam was matched by adjusting the external confocal 
optics.  
At this point internal and external confocal optics are assumed to be collinear for the beam path 
beyond the switching mirror, M. As a final alignment step, it was necessary to ensure the external 
laser beam was focussed on proximal face of the bundle (by imaging the spot as in Figure 6.5(c) and 
translating external lens, EL1, until the spot diameter was smallest) and the pinhole was in the 
optimum position for confocal detection (by imaging a fluorescent sample and adjusting the external 
pinhole lateral position and focussing lens, EL2, position for optimum signal). 
6.1.3 Forming FLIM images from FIFO data 
 
Figure 6.6 Diagram describing the FIFO data flow  
For live FLIM updates, the SPC-830 card’s first-in-first-out (FIFO) acquisition mode was used 55. The 
flow of data in from raw format processed FLIM images is outlined in Figure 6.6. FIFO mode uses the 
card’s on-board memory as a FIFO buffer and the photon event data is then streamed to the 
computer’s RAM. Each event is identified as a photon arrival, pixel clock, line clock or frame clock 
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and is time-tagged with a macro-time derived from the TCSPC card’s on board clock and a micro-
time derived from the time since the last laser pulse as in standard TCSPC. The events form a list in 
the computer’s RAM. 
 
 
Figure 6.7 Micro-time and macro-times and relation to the spatial location on the fibre bundle. 
 (a) The time scale of the micro-timer is illustrated. The TCSPC card assigns arrival times to photon events 
relative to 80 MHz repetition rate laser pulses. (b-c) the macro-time of photon events frame, line and pixel 
clocks are recorded according to the TCSPC cards on-board clock. d) Line clocks indicated by red circles 
relative to the scan position across the image. The diagonal line spanning the image represents the scanner 
resetting to the top of the image to record the next frame. Note that the horizontal scales for a, b and c are 
different. 
The photons are assigned to pixels by relating the time-tagged photon events to the time-tagged 
frame, line and pixel clock events. As illustrated in Figure 6.7, reconstruction of an image of the fibre 
bundle needed to account for the data being acquired in a bidirectional line scanning mode and for 
the non-linear relation between the pixel clock and the resonantly driven horizontal line scanning 
mirror. The non-linear relationship between the pixel clock and resonant scan mirror position was 
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modelled as simple harmonic motion. Therefore the angular position of the mirror, 𝜃 as a function of 
time, 𝑡 is given as, 
 𝜃 = 𝜃0 cos(𝜔0𝑡 − 𝜑) 6.1 
The constant terms 𝜔0 and 𝜃0 describe the resonant frequency and amplitude of the mirror’s 
motion respectively and 𝜑 describes the unknown phase difference between the electronic signal 
used to drive the mirror (from which the line clock was derived) and its motion. By making the 
approximation that the mirror’s scan angle was linearly related to the position of the laser spot 
when focussed on the fibre bundle face and normalising 𝜃 by scan amplitude, 𝜃0,  (i.e. the coupling 
lens was an f-theta lens, 234) photon events are related to the normalised spatial coordinates by 
introducing the normalised scan angle, 𝜃𝑛 =
𝜃
𝜃0
⁄ , so, 
 𝑥 = 𝜃𝑛 6.2 
By defining time, 𝑡 in units of the time period, 𝑇 associated with 𝜔0, the normalised spatial position 
of the beam spot can be considered in terms of the discrete time points given by the pixel clock, 
 
𝑥𝑖 = cos (2𝜋
𝑡𝑖
𝑇
− 𝜑), 6.3 
These angles correspond to discrete spatial positions, 𝑥𝑖 along a line i.e. pixels. To assign photons to 
pixels of equal spacing (i.e. desinusoiding the data), a lookup table of pixel clock times for which the 
laser beam spot resides inside a given pixel element across the fibre bundle was made, as described 
by Figure 6.8. Matlab code to find the look-up table was written by Ian Munro and was based on 
numerically solving for angular position using the first derivative of 𝜃(𝑡) (i.e. numerical integration 
using the Euler method). A lookup table can also be found by rearranging Equation 6.3 to find values 
of 𝑡𝑖 for each 𝑥𝑖. The total number of pixels can be arbitrarily chosen up to a resolution limited by 
the pixel clock. 
As a final step it was necessary to interlace the FIFO data. Considering Figure 6.7, because the 
scanner was operated in a bi-directional scanning mode and there was one line clock per cycle of the 
resonant scanning mirror, the FIFO data per line corresponds to two sweeps across the bundle’s face 
and must be folded upon itself and interlaced in order to reconstruct the image. The two steps of 
desinusoiding and interlacing are illustrated in Figure 6.9 below. The external confocal system was 
tested by dipping the CLSE probe tip in a solution of Coumarin 6 dissolved in ethanol. The top image 
entitled ‘Raw image’ corresponds to unprocessed FIFO images. In this image, two images of the fibre 
bundle are seen due to the bidirectional scanning. Also the images appear distorted from the 
154 
 
expected circular shape. This was because while the pixel clock tags photon events at a constant rate 
during the resonant scan mirrors motion, the scan speed was higher in the centre of the sweep than 
the edges. By desinusoiding the data this distortion was reduced. By interleaving the data (as shown 
in Figure 6.9 in the image entitled ‘Desinusoided and interlaced image’) an image of satisfactory 
quality was reconstructed from the FIFO data. Matlab code for interlacing was written by Ian Munro. 
 
Figure 6.8 Description of desinusoiding 
Pixel clock times correspond linearly to the phase of the mirrors motion but non-linearly to the mirrors 
angle and hence position of the beam on the fibre. After desinusoiding, a lookup table of phases are found 
which samples the position linearly.  
It should be noted that the desinusoiding was only a first approximation to distortion arising from 
the motion of the resonant scan mirror and neglects any distortions caused by intervening optics. 
While this was satisfactory for the work here, a more rigorous approach would be to use a 
calibration image to correct for distortions i.e. an image of grid paper. 
 
Figure 6.9 Image processing test by imaging reference dye Coumarin 6 dissolved in Ethanol (10µM) 
Top image: raw FIFO image; Middle image: desinusoided raw FIFO image; bottom image: desinusoided and 
interlaced FIFO image.  All three images use grey scale color maps. Intensity corresponds to integrated 
photon counts. 
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6.1.4 Axial and lateral resolution 
A crucial parameter of interest was the ability of the adapted commercial system to acquire optically 
sectioned images with subcellular lateral resolution while imaging in tissue. For a laser scanning 
fluorescence confocal microscope the axial and lateral resolution performance can be predicted  if 
the details of the optical elements used in the system are known, 8,235 i.e. excitation pinhole size, 
detector pinhole size and lens specifications. Here the exact details of commercial part of the CLSE 
confocal optics are not known. Furthermore, as identified in previous work, and illustrated in Figure 
6.10, the path light was no longer described by a series of lenses and was complicated by the 
coherent fibre bundle 76,236, which makes theoretical analysis more difficult.  For a particular pair of 
excitation and emission wavelengths, the only variable at our disposal that affected resolution 
performance was the detector pinhole size (with all other variables fixed by proprietary system 
design).  In order to evaluate the optical capability, the planar axial response function of the system 
to a fluorescent sheet (a glass coverslip spin coated with a fluorescence dye dissolved in PMMA, 
thickness ~ 100 nm) was investigated for a range of pinholes. In order to test lateral resolution, 
fluorescent beads of 100 nm diameter were imaged. 
 
Figure 6.10 Simplified diagram of confocal endomicroscope.  
At the position where the sample plane would normally be found for a confocal microscope a coherent fibre 
bundle is positioned.  
If we ignore the optical resolution of the mini objective and assume that the resolution is only 
limited by Nyquist sampling of the core-to-core spacing, 𝑑, of the coherent fibre bundle’s distal end 
when projected onto the sample by the mini objective, we expect the highest spatial frequency 𝑓𝑚𝑎𝑥 
to depend on the object to fibre bundle distal-end-face magnification, 𝑀, and 𝑑 according to: 
 𝑓𝑚𝑎𝑥 =
𝑀
2𝑑⁄  6.4 
For an expected core-to-core spacing of ~ 3 µm and manufacturer-specified lateral resolution and 
sample plane field of view of 1.4 µm and 240 µm respectively, the mini objective’s magnification of 
the image onto the fibre bundle should be around x4. If desired, magnification could be measured by 
imaging an object of known size. 
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Figure 6.11 Lateral resolution testing by imaging 0.1 µm TetraSpek fluorescent beads.  
(a) image of a cluster of beads. (b) line profile of the bead highlighted by the red circle in (a). 
Figure 6.11 shows imaged fluorescence beads (TetraSpek, 0.1 µm) when using excitation light 
centred at 485 nm and collecting fluorescence through a 505 nm dichroic, a 535±15 nm emission 
filter and a 15 µm pinhole at the external detector. In Figure 6.11 the line profile of a bead, 
(highlighted with a red circle) presents a FWHM of ~ 2 µm which is close to the 1.4 µm resolution 
given by the commercial specifications for the system when using the mini-O fibre probe. 
Next, the expected behaviour of the axial planar response function for an ideal confocal microscope 
(point source and detector) is considered based on a geometric argument given by 8,236. Consider a 
confocal system with the point detector replaced by an infinitely large detector.  For small deviations 
from the plane of focus assume the effective numerical aperture remains unchanged. As the plane is 
moved in 𝑧, out of focus along the optic axis, the illuminated spot in the sample plane grows 
proportionally with defocus so the detected irradiance across this defocussed spot will fall as 1 𝑧2⁄ .  
At the same time, the total area of the fluorescence spot will also grow as 𝑧2 with defocus so the 
total collected signal across an infinitely large detector will remain constant and no optical 
sectioning will be achieved.  This is in contrast to a confocal system where a point detector is used. 
In this case, as the illuminated spot becomes defocussed so too does the imaged fluorescence 
leading to a 1 𝑧2⁄  fall off in fluorescence passing through the point detector (that is infinitely small). 
This dependence suggests a polynomial for the axial planar response,  𝐹(𝑧), in the form of a 
Lorentzian function 
 𝐹(𝑧) =
𝑎
𝑏 + 𝑐 ∙ 𝑧2
 6.5 
Where together the coefficients, 𝑎, 𝑏 and 𝑐 determine the peak amplitude and full width half 
maximum (FWHM). In a real confocal system, pinholes of finite size define the detector area. As 
pinhole diameter increases, the axial planar response will broaden and tend toward the case of an 
infinitely large detector and no optical sectioning capability. 
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In this CLSE system the sectioning strength depends on the pinhole diameter when imaged onto the 
CLSE fibre bundle 76. If the core diameter is larger than the image of the pinhole, it will be the core 
that determines the sectioning strength and vice versa. As noted by Arthur et al, 76, the choice of 
pinhole can be considered to cover three scales. In the first case, the pinhole is much smaller than 
the image of the fibre cores. This would be of no benefit as the core diameter would determine the 
sectioning strength and light would be wasted. In the intermediate case, the pinhole and imaged 
core are similar. Intuitively we expect this to be close to the optimum choice realising the highest 
sectioning strength without unnecessary loss of signal. A third choice would be a pinhole diameter 
much larger than the cores.  In this case, the pinhole would limit the sectioning strength below its 
maximum while improving signal collection efficiency. 
 
Figure 6.12 The planar axial response of the CLSE system and relative response at peak 
(a) The planar axial response of the CLSE system using a 15, 30 or 50 µm pinhole imaged on to the bundle 
for the external confocal system. A polynomial similar to a Lorentzian function was fitted to the data using 
iterative least squares fitting. (b) the relative photon counts detected at the peak position of the planer 
axial response function determined from the polynomial fit shown in (a). 
For the external confocal system, the planar axial response of the CLSE is shown in Figure 6.12(a) for 
pinhole diameters of 15, 30 or 50 µm. A Lorentzian (Equation 6.5) agreed well with the data for all 
pinhole diameters considered. For the smallest diameter, the fitted response had a FWHM 
of ~ 7 µm. For the larger pinhole diameters of 30 and 50 µm the fitted response had a FWHM of 
~ 10 µm. The larger pinhole sizes agree with the commercial specifications for the system when 
using the mini-O fibre probe. Also, as shown by Figure 6.12(b), larger pinholes provide increased 
fluorescence signal collection efficiency (i.e. the same laser power was used for all pinholes). Given 
the increase in FWHM between the 15 and 30 µm pinhole diameters, the pinhole must be the 
limiting factor for sectioning strength when it is less than or equal to 30 µm in diameter. Given the 
seemingly negligible increase in FWHM between the 30 and 50 µm, it was assumed that the fibre 
cores are becoming the limiting factor for pinholes greater than ~ 30 µm. 
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6.1.5 Processing FIFO data for live updates and post-acquisition analysis 
For live-updates of FLIM, in-house written software compiles the photon events into an image, one 
frame at a time, and uses the mean arrival time of photons in each pixel to estimate fluorescence 
lifetimes. The image update speed was limited by the frame clock speed of the commercial scanning 
unit to ~ 12 Hz. The graphical user interface of the acquisition software is shown in Figure 6.13.  A 
central window was used for live FLIM images based on mean photon arrival time estimates in each 
pixel. As a demonstration, some pollen grains stained with multiple dyes (30-4264, Carolina 
Biological Supply) are imaged and show contrast based on different dye lifetimes. On the left side of 
the window are options to spatially bin the image in the software before display and to accumulate 
frames before generating FLIM images. For dim samples this could be used to achieve desired 
photon counts per pixel at the expense of spatial and temporal resolution (lower update speeds due 
to frame accumulation). On the lower right hand side of the central window is the option to intensity 
merge the lifetimes since intensity profiles provide morphological information. On the upper right 
hand side is a histogram of all photon arrival times in the image, which is accompanied by a 
corresponding mean arrival time histogram (shown in the lower right hand side). To improve FLIM 
contrast, the histograms can be used to decide on appropriate upper and lower mean lifetime 
bounds to scale the FLIM colour map to. For instance if mean lifetime values where typically 2-3 ns, 
the lifetime bounds may be moved to 1.5 and 3.5 ns. 
 
Figure 6.13 Image of Ian Munro’s FIFO interface and a pollen grain sample image with contrast being 
displayed. 
For storage on the computer’s hard drive, the FIFO data was stored in a binary file as a list of events. 
For quantitative analysis of FLIM data, Matlab routines were written in-house to assemble the lists 
into TCSPC FLIM data cubes. Because all events are time-tagged, a list consisting of events acquired 
over multiple frames from the FIFO stream can be combined into a reduced number of frames or 
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even a single integrated image in order to achieve higher photon numbers per pixel at the expense 
of reduced time resolution (time between image updates). These cubes are compatible with our in 
house written FLIM analysis program FLIMfit 58.  By using TCSPC with FIFO acquisition mode, live 
updates and post-acquisition analysis for arbitrary projections of raw frames down to the resolution 
of the frame clock are possible. 
6.2 Artefacts from TCSPC & Fibre Optics 
For quantitative FLIM of FRET, the instrument artefacts that can lead to incorrect fluorescence decay 
parameter estimation in post-acquisition non-linear fitting must be considered. This section 
discusses the effect of the dispersion and background noise of the fibre bundle. As well as these 
fibre bundle artefacts, the desire for high photon detection rates means that the dead time of the 
TCSPC card’s counting electronics should also be considered as this will ultimately limit count rates 
and can cause lifetime artefacts.  
6.2.1 Coherent imaging optical fibre bundle optical dispersion 
For accurate lifetime estimates when imaging through meters of optical fibre bundle, it is necessary 
to consider dispersion. The ~80 fs Ti:Sapphire laser excitation pulses undergo rapid temporal 
broadening in the single-mode delivery fibre to picoseconds through the action of group velocity 
dispersion (GVD) and self-phase modulation (SPM). GVD accounts for the fact that refractive index is 
a function of wavelength so the pulse temporal profile broadens as it propagates. SPM accounts for 
the fact that the intensity profile of the pulses causes a variation in the non-linear refractive index of 
the fibre which broadens the pulses spectral content. SPM introduces spectral broadening that 
makes GVD even more pronounced. As time varying detected fluorescence signals propagate along 
the coherent optical fibre bundle, they will also be distorted due to dispersion. Coherent fibre 
bundles consist of cores embedded in a common cladding. Typically the entire bundle is made from 
fused silica. To create the waveguides that the guide light, dopants are used. Fluorine commonly is 
used to lower the refractive index of the cladding and germanium is often used to raise the 
refractive index of the core 68.  
While each ~2 µm core in the bundle acts like a step index fibre that is slightly multimodal for visible 
light propagation, only a few tens of modes are supported and their ray paths are close to optical 
axis of the fibre cores 65.  Temporal broadening due to multimodal dispersion in the fibre-optic 
bundle was therefore was assumed to be negligible.  In practice, no significant change in the IRF 
temporal profile was observed upon bending the fibre-optic bundle during experiments. 
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The temporal  broadening due to GVD can be estimated from the material dispersion coefficient 65 as 
a function of wavelength,  𝜆  using, 
 𝐷(𝜆) = −
𝑐
𝜆
𝑑2𝑛(𝜆)
𝑑𝜆2
 6.6 
The wavelength dependent refractive index of fused silica is shown in Figure 6.14 below and the 
corresponding material dispersion coefficient is plotted alongside it, (plots based on measured 
dispersion in silica 237). For example, based on this data we can expect an average dispersion 
coefficient of ~- 0.4 to -1.2 ps of broadening per nm of spectral bandwidth per meter of fibre 
travelled for the wavelength range of 420-550 nm.  This region encompasses the spectral windows 
considered in this work. Typically, spectral windows are a few 10s of nanometres wide so for the 3 
meter of fibre bundle used in the fibre probe we can expect a few tens i.e. ~ 60 ps of picoseconds of 
broadening due to material dispersion. 
 
Figure 6.14 Material dispersion and the material dispersion coefficient for fused silica. 
To demonstrate the effect of dispersion in the coherent bundle on the excitation pulse profile, 
Figure 6.15 shows the temporal profile of laser light scattered from the air/glass proximal and 
glass/air distal ends of the fibre probe when recorded using the endoscopes TCSPC detector (B&H, 
PMH-100 detector). The distal reflection travelled twice the length of the bundle in contrast to the 
proximal reflection which did not enter the bundle.  
At 436 nm centre wavelength with a spectral bandwidth of ~ 10 nm we expect a few tens of 
picoseconds of dispersion arising from material dispersion. Indeed, Figure 6.15 shows a distal-end 
reflection IRF which is a few tens of ps broader than an IRF taken from the proximal-end reflection. 
The distal end reflection has a FWHM of 258.0 ± 3.9 ps and the proximal end reflection has a FWHM 
of 210.1 ± 3.8 ps resulting in a FWHM difference i.e. temporal broadening of 47.9 ± 5.45 ps. 
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Figure 6.15 Comparison of distal-end and proximal-end reflection of laser light centred at 436 nm and a 
beam power of approximately 10 mW at the probe’s input face. 
Up to this point, there has been no consideration of non-linear processes in the single mode delivery 
fibre and fibre bundle. Laser powers are typically 10-100 mW (depending on the excitation 
wavelength and sample). As noted in the next section, there does appear to be some Raman 
scattering and it was possible that there was some spectral broadening due to self-phase modulation 
in the fibres which would then further temporally broaden the pulse through the effect of material 
dispersion.  
 
Figure 6.16 Spectral profiles before and after single mode delivery fibre 
(a) Spectral profile of excitation light at 0.52 and 80 mW powers after the BIBO crystal. (b) Spectral profiles 
after the BIBO crystal and single mode delivery fibre for 0.28 to 40 mW powers 
238
. 
To gauge the significance of self-phase modulation, the spectral profile of the excitation light before 
and after propagation in single mode fibre delivery optics (delivery fibre shown in Figure 6.2 was 
measured. First consider the spectral profile of the frequency doubled output of the laser at 488 nm, 
Figure 6.16. For frequency doubled powers as high as 80 mW at 488 nm we see a small amount of 
broadening due to an increase in efficiency of SHG in the BIBO crystal (shown in Figure 6.2) for the 
wavelengths on either side of the laser’s centre wavelength. By positioning a spectrometer (Ocean 
Optics, HR2000) at the distal end of the single mode delivery fibre measurable broadening of the 
laser spectrum (a few nanometres in the FWHM) was observed for a range of laser output powers 
(Figure 6.16(b)). Therefore, we may expect some self-phase modulation to occur at 488 nm centre 
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wavelength which will fractionally increase the spectral bandwidth and temporal broadening due to 
GVD. Importantly, overall, the temporal profile of laser pulses did not appear to change significantly 
during transmission in the fibre optics so it does not affect temporal resolution. 
The overall transmission efficiency of the optics starting from the single mode fiber is estimated in 
Table 15 for a laser centre wavelength of 488 nm. This estimate shows that at least 95% of the laser 
power was lost during transmission to the sample plane and is in reasonable agreement with power 
measurements taken before the single mode fiber and at the sample plane.  While this loss is 
significant, the Ti:Sapphire laser provides enough power to overcome such losses and deliver 
adequate laser powers to the sample plane. For shorter wavelengths optical absorption of lenses 
and fibres will be even higher. Loss in the fibre bundle was due to fill factor and material absorption. 
Component Transmission factor 
Delivery fiber 0.5 
Apertures in scanner 0.5 
Dichroic 0.9 
MKT scanner optics 0.8 
Fiber bundle 0.25 
Total 0.045 
Table 15 estimated losses from laser to sample plane 
6.2.2 Raman scatter 
During an image acquisition with the external laser beam a time varying signal was observed in the 
absence of a fluorescent sample that resembles scattered light (or a very short lifetime fluorescence 
signal), even when an appropriate emission filter was used to reject laser light at the detector. This 
signal was attributed to stimulated Raman scattering of laser light in the single mode delivery fibre 
and can be reduced by using an excitation filter after the single mode excitation light delivery fibre. 
It is also possible that Raman signal comes from the fibre bundle as it was noted for previous 
measurements of commercially available coherent optical fibre bundles 68. Figure 6.17(a) shows a 
simulated Raman gain spectral profile for fused silica glass for a 1 µm pump wavelength based on a 
model 239.  The profile is characterised by distinct peaks with a maxima at 13.2 THz. Figure 6.17(b) 
plots the corresponding wavelength shifts associated with frequency shifts 0 THz (the pump 
wavelength), 13.2 THz (the peak) and at 41 THz (the tail) of the Raman gain spectrum for the tunable 
range of the Ti:Sapphire laser. In order to minimise the contribution of unwanted Raman scatter 
during acquisitions emission filters need to be positioned ideally beyond the 41 THz tail of the 
Raman gain. Also if spectral broadening by self-phase modulation is present, emission filters will also 
need to reject this. Both effects will increase with laser power 65. 
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Figure 6.17 Raman gain profile and Raman peaks plotted as a function of pump wavelength 
6.2.3 Optical fibre bundle fluorescence 
Another source of noise arises from fluorescence of the fibre bundle. In previous studies, this was 
presumed to come from doping of the fibre’s glass 68. Figure 6.18 shows fibre bundle’s fluorescence 
spectra across the visible and IR range when transmitting blue excitation light at different 
wavelengths. Unfortunately this fluorescence was significant when compared to sample 
fluorescence signal strengths and needed to be taken into account. 
 
Figure 6.18 Background fluorescence spectra from fibre bundle 
Spectra measured using a spectrometer for excitation wavelengths centred at 400 nm, 420 nm, 425 nm, 
430 nm; 485 nm. A long pass emission filter was used to reject excitation light at the spectrometer. For 
420 nm excitation the emission filter allows the red edge of the 41 THz Raman peak to be collected. 
6.2.4 TCSPC dead-time and detector quantum efficiency 
In addition to the speed of the scanning mirrors and data processing, FLIM update rates depend on 
the acquired number of photons across an imaged field of view. An issue inherent with all counting 
electronics is that maximum reliable photon counting rates are limited by detector dead-times. 
Following a photon event the TCSPC electronics needs to reset. During this reset time, no additional 
photons can be detected, hence the term ‘dead-time’. This effect leads to a reduction in detection 
efficiency as detection rates increase. To gain insight into the effect of this, consider the average 
count rate at the detector 𝑟0 and dead-time per detector photon, 𝑡𝑑. This will lead to an average 
total dead-time 𝑟0 × 𝑡𝑑. In this case a detected average count rate, 𝑟 compared to the actual 
average count rate, 𝑟0 can be described by 
55: 
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 𝑟 =
𝑟0
1 + 𝑟0𝑡𝑑
 6.7 
so we can define, 𝐸𝑟  as the average relative efficiency of the detector as a function of the two count 
rates by, 
 
𝐸𝑟 =
𝑟
𝑟0
=
1
1 + 𝑟0𝑡𝑑
 6.8 
Figure 6.19 plots both the relative efficiency and detected count rate dependence on actual count 
rates (i.e. photons generating electrical pulses at the PMT anode) where count rates have been 
normalised to the reciprocal of the dead time,  1 𝑡𝑑⁄
.  As average count rates increase from zero, the 
average relative efficiency decreases dramatically and the average detected count rate 
asymptotically tends to 1 𝑡𝑑⁄
 as count rates are increased.  
 
Figure 6.19 Effect of count rate on dead time and hence quantum efficiency 
For this instrument, a dead time of 275 ns limits the maximum achievable detected count rate to 
less than 4 MHz. Realistically, detected count rates will not exceed far beyond the ‘maximum useful 
count rate defined by B&H for an input count rate equal to the reciprocal of the dead time or 
equivalently, a relative efficiency of 50%. Clearly, reducing the dead-time would be of significant 
benefit. A relatively straight forward (but expensive!) way to reduce the dead-time would be to use 
multiple TCSPC cards. While counting losses lead to a non-linear response to average intensities 
lifetime analyses are not affected. This relies on the fact that for low count rates the chance of 
detecting two or more photons in the same excitation pulse period is low. However when count 
rates exceed ~5% of the laser repetition rate a more sever issue known as pulse pile up becomes 
significant and this is discussed in the next section. 
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For FLIM at these count rates there must be a trade-off between spatial resolution and temporal 
resolution as acquisition times per image are constrained 240. This can be illustrated with an example: 
a digital 236x344 (81184) pixel image samples the bundle at a spatial frequency that can just about 
meet the Nyquist requirement to recover the optical resolution. A uniform sample generating 
photons at 4 MHz will generate ~24 photons per pixel for a 1 second acquisition. Table 16 
summarises the maximum photon counts achievable for a 1 second acquisition per pixel for different 
total pixel numbers. This is for a uniformly bright homogenous sample. 
Pixels Binning factor Spatial resolution (µm) Max photons per second per pixel 
81184 1 3 25 
20296 2 6 99 
5074 4 12 394 
1269 8 24 1577 
Table 16 Estimated photons per pixel for peak count rates of 4 MHz 
For photon counting of mono-exponential fluorescence decays, lifetime precision as a ratio of signal 
to noise is approximately given by the inverse of the square root of total photon counts 32. From 
Table 16 we see that a binning factor of 2 will give us approximately a 10% standard-deviation 
precision on lifetime estimates. As a rough guide, 100 photons is the minimum number needed to fit 
a lifetime with acceptable accuracy (i.e. a 10% error or less), therefore binning by a factor of at least 
2 or acquiring photons for longer than 1 second is required for lifetime imaging with this system. 
6.2.5 TCSPC pulse pile up 
Another issue arising from the TCSPC counting electronics is pulse pile-up 55. A common rule of 
thumb to avoid pulse pile distortions on lifetime is to limit the start-stop-ratio (SSR) of the TAC to 
less than 0.01 in order to minimise the chance of two or more photons generating countable PMT 
pulses during the time period between laser pulses. Beyond this fraction, the histograms generated 
by TCSPC become increasingly distorted and biased to early photon arrival times, resulting in lifetime 
values being distorted and underestimated. The significance of the effect depends on the lifetime 
changes relative to the lifetime changes expected e.g. from FRET. Typically, FRET sensors based on 
visible fluorophores present lifetime changes on the order of tens to hundreds of picoseconds when 
used in in vivo or in vitro experiments. It can be shown 241 that the effect of pulse pile up on the 
detected photon arrival time probability distribution arising from a population of mono-
exponentially decaying fluorophore can be approximated by a distortion factor, 𝑓defined by, 
 
𝑓 = 𝑒𝑥𝑝 [−𝜖0𝜏 ∙ {1 − 𝑒𝑥𝑝 (−
𝑡
𝜏
)}] 6.9 
Such that the measured decay, 𝐹 after 𝑁detected photon has a profile given by, 
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𝐹 =  𝑁 ∙ 𝑓 ∙ 𝑒𝑥𝑝 (−
𝑡
𝜏
) 6.10 
In Equation 6.9, 𝜖0 refers to the event rate at the start of the fluorescence decay with characteristic 
lifetime, 𝜏. Following the analysis of Holzapfel 241, when the product, 𝜖0𝜏, is sufficiently small, 𝑓 ≈ 1 
for all times and the decay is not distorted. This is the favoured regime. If this is not the case then, 𝑓 
distorts the fluorescence decay profile.  
To quantify the lifetime artefacts that may arise from this effect, fluorescence decay profiles are 
simulated. Making the approximation that fluorescence signals completely decay before the next 
laser pulse, the two terms, 𝜖0 and 𝜏  can be combined with the repetition rate of the laser, 𝑅, to 
define the photon event rates per second, 𝐼  as approximately, 
 𝐼 ≅ 𝜖0 ∙ 𝜏 ∙ 𝑅 6.11 
Decay profiles for 1, 2 and 4 ns mono-exponential lifetimes are simulated for photon event rates, 𝐼 
at the PMT that correspond to SSR ranging from 0 to .05 for an 80 MHz laser (same as instrument, 
§6.1.1). The time profiles were then used to seed Poisson distributions at each time point to 
simulate photon statistics. These profiles were subsequently fitted using the in-house written fitting 
software FLIMfit 58. The lifetime values chosen are similar to typical donor fluorophore lifetimes. The 
event rates, (§6.2.4) correspond to the rates achievable based on the dead-time of 275 ns for the 
TCSPC card used by the instrument (for this instrument, FIFO mode with SPC-830 TCPSC card has a 
dead time of 275 ns). Typically for FLIM-FRET, average pixel lifetime values are used to overcome the 
standard deviations associated with shot noise. To focus on pulse pile up effects, approximately 1 
million photons are considered per pixel per decay for a 100x100 image to minimise shot noise on 
average values.  In each image the SSR is incremented from 0 to 0.05 in 5 equal steps.  
The results of the simulation are shown in Figure 6.20. (a-c) show FLIM images of simulated 
fluorescent decays determined by non-linear least squares fitting over a window of just 0 - 3 ns for a 
Dirac delta instrument response function. To enable comparison across images a-c, in Figure 6.20, 
lifetime bounds used for the colour map are fixed to the true value and 5% below that value. Figure 
6.20(d), shows the percentage change in mean lifetime for each SSR value relative to zero for each 
lifetime when fitting across a 0-12.5 ns (same as the period of the laser at 80 MHz) and 0-3 ns 
window (the windows start at the peak of the fluorescence decay). As shown in Figure 6.20(d) for 
SSR values above zero, we see a systematic reduction in lifetime which is more severe when 
cropping the decay. This is because according to Equation 6.1 there is more distortion at the start of 
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the decay where count rates are higher.  Also notable is that the effect increases with increasing 
lifetime as predicted by Equation 6.10.  
 
Figure 6.20 Simulations of FLIM maps acquired for increasing start-stop-ratios and 1, 2 and 4 ns lifetimes 
(a-c) shows FLIM maps for 1, 2 and 4 ns simulated fluorescent decay profiles using 1 × 106 photons for non-
linear least squares fitting across the first 3 ns of the decay (d) shows the mean lifetime as a function of 
start-stop-ratio for each fluorescence lifetime. The dashed curves are from fits across a 0-3 ns time window 
and the solid curves are from fits across a 0-12.5 ns time window. Both windows start from the peak of the 
fluorescence signal. 
For the largest SSR, shifts larger than 100 ps occur for 4 ns decays whereas this value reduces to less 
than 100 ps for 2 ns and 1ns decays. For this instrument we expect to typically achieve maximum 
count rates of around 2 MHz or, correspondingly, start-start-stop ratios of 0.025. Based on these 
simulations it appears that lifetime shifts less than 2% will occur. For GFP & CFP fluorophores used as 
donors, typical lifetimes are around 2 ns so we can expect potential lifetime artefacts around 40 
picoseconds. For a FRET biosensor, this systematic reduction in lifetime will give rise to an artificial 
FRET response in the brighter pixels of an image. If it is found that data contains this artefact we 
could, in principle, correct for it using the factor defined in Equation 6.10. This dynamic is discussed 
in 241, the factor, 𝑓, tends to distort the shape of the decay.  
Another issue that can arise from TCSPC electronics dead time is inter-pulse pileup 55 which biases 
the probability for a photon to be detected across a given laser period to the later part of the period. 
The presence of this effect can lead to steps in signals from an asynchronous light source.  However 
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this was not a problem with this system (SPC-830) as the TCSCPC card’s dead time was an integer 
number of laser periods.  
6.2.6 Non-uniform intensities 
The resonantly driven horizontal scan mirror results in a range of pixel dwell times across the field of 
view. Figure 6.21 below shows the variation in pixel dwell time across the scan range for 100 pixels. 
The right figure shows the relative sample brightness required across a simulated field of view to 
achieve a homogenous integrated photon distribution per pixel across an image. Essentially this 
profile of dwell times means if we want to make quantitative intensity measurements (i.e. relate it 
to the relative concentration of a fluorophore) we would need to account for the variation in pixel 
dwell times across the sample. Fortunately lifetime measurements are ratiometric which allows 
quantitative FLIM-FRET without correcting for dwell time variation.  However it is desirable to 
illuminate the field of view evenly to try to ensure sufficient photons are acquired in each pixel.  
 
Figure 6.21 Variation in pixel dwell time across the field of view & simulated relative brightness required 
for a homogenous distribution of integrated photons counts per pixel. 
To minimise the effect of this it is possible to maximise the scan amplitude relative to the fibre 
bundle size in order to minimise the extreme variations in dwell time associated with the edge of the 
scan range. 
6.3 FLIM of FRET Biosensors 
The FLIM adapted CLSE was applied to a number of test samples and the lifetime values were 
compared with a CLSM. Based on the range of visible FRET pairs commonly used in biomolecular 
research, two spectral channels were selected for FLIM-FRET imaging. These channels are referred to 
as the GFP and CFP channel respectively. To facilitate CLSE imaging of test samples, an inverted 
microscope was modified to hold the distal end of the CLSE. Initial efforts focussed on 
demonstrating agreement of lifetime values between the CLSE and a CLSM when imaging a 
fluorescent plastic slide. This required a method for acquiring an estimate of the instrument 
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response function. To demonstrate sensitivity to lifetime changes of FRET sensors, fixed cells 
expressing FRET constructs were imaged. To demonstrate the potential to accurately recover 
lifetime values in vivo, ex vivo murine tissue labelled with GFP was imaged.  
6.3.1 Emission filters for measuring GFP like & CFP like donor fluorescence 
For FLIM-FRET, two spectral channels were identified for collecting donor fluorescence when 
imaging with the CLSE. Defined as CFP and GFP channels, the transmission profile of the chosen 
emission filters are shown in Figure 6.22.  In both cases the main concern was to isolate donor 
fluorescence from significant background noise associated with the fibre bundle as discussed in 
§6.2.2 & §6.2.3. 
 
Figure 6.22 The excitation centre wavelengths and emission filters for GFP and CFP channels 
(a) and (b) show chosen centre wavelengths for excitation and emission filter transmission profiles for 
imaging GFP (a) and CFP (b) fluorescence emission. The choice of filter and excitation wavelength was 
determined by Raman noise and fibre bundle fluorescence. In both plots the spectra containing these noise 
terms for the chosen excitation centre wavelengths is overlaid on each plot. The sharp edges at the blue 
end of both fluorescence spectra were caused by an emission filter used to reject laser light at the 
spectrometer. For GFP a 510 nm long pass filter was used and for CFP a 450 nm long pass filter was used to 
reject excitation light. 
For efficient excitation of GFP, an excitation wavelength centred at 485 nm was used. For emission, a 
535/30 nm band pass filter (Chroma, HQ535/30) was chosen to minimise contributions to detected 
signal from Raman scattered light and fibre probe fluorescence. In addition, this filter minimised 
excitation light bleed-through and fluorescence from YFP-like acceptor fluorophores. To separate 
excitation light from fluorescence, a 505 nm dichroic was used (Semrock, FF505-SDi01). 
For efficient excitation of CFP, an excitation wavelength centred at 436 nm was used. For detecting 
emission, two band pass filters were chosen. A 483/30 nm and 494/20 nm band pass filter (Semrock, 
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FF01-483/32 & FF01-494/20) were chosen to minimise contributions to detected signal from Raman 
scattered light and fibre probe fluorescence. While the filter pair results in a particularly narrow 
spectral window of less 20 nm, it was found that the signal-to-fibre-probe background ratio 
improved by nearly an order of magnitude after imaging a variety FRET sensors in fixed and live cells 
when compared to imaging with the FF01-483/32 filter only. As in the GFP channel, this pair of filters 
minimised excitation light bleed-through and fluorescence from YFP-like acceptor fluorophores. To 
separate excitation light from fluorescence, a 455 nm dichroic was used (Semrock). 
6.3.2 An inverted microscope testing rig 
 
Figure 6.23 Inverted microscope adapted for CLSE measurements.  
The fibre probe was fixed in a pin vice (PV) which itself was fixed in an x-y-x translation stage that was 
mounted on a frame. The frame sits on top of the inverted microscope. In the diagram cells being imaged 
are mounted on the microscope stage (MS) and are resting in a heated stage (H) to maintain the cells at 37°. 
For fluorescence imaging a Mercury lamp was coupled to the sample using a dichroic. Viewing was possible 
by eye (E) or camera (CCD) using adjustable mirrors (L). 
An inverted microscope (Olympus, IX17) was adapted to facilitate imaging of samples (Figure 6.23). 
The inverted microscope’s lamp house pillar was removed to make space for a custom built frame 
made by our workshop. The frame positioned the fibre bundle probe fixed in a pin vice (PV, Starret, 
pin vice) above the samples mounted on the microscope stage (MS). The pin vice was fixed in an x-y-
z micrometre translation stage (Melles Griot). When imaging cell monolayers in glass bottomed 
dishes the standard microscope components (CCD, Mercury lamp, objectives (OBJ), microscope eye 
piece (E) and dichroic (D)), were used to identify specific regions of the cell monolayers for imaging 
with the FLIM CLSE.  The fibre bundle probe tip was then positioned above the cells using the 
translation stage to align the plane of focus with the sample with micrometre scale precision. 
Figure 6.24 shows a couple of photographs showing the fibre bundle probe fixed in the pin vice 
above a dish of cells and an epi-illumination image of the fibre bundle probe tip position above a cell 
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monolayer using the CCD built into the microscope system (Hamamatsu, ORCA-ER) and  x4 0.1 NA 
objective. 
 
Figure 6.24 Photograph of fibre probe fixed in pin vice above a dish of cells and a view of the tip of the 
probe above the cells as seen through the microscope eyepiece by using the camera port. 
6.3.3 Confocal laser scanning microscope for benchmarking results 
For benchmarking CLSE results a confocal TCSPC microscope system (Leica SP5) was used (Figure 
6.25). Like the CLSE system, for excitation a mode-locked Ti:Sapphire laser (Spectraphysics, MaiTai 
BB) tunable from 710-990 nm was frequency doubled, (Spectraphysics, Inspire Blue), to produce 
blue light from 355-495 nm. For synchronising TCSPC electronics (B&H, SPC-830) a partially reflecting 
mirror, M, directed light to a fast photodiode, FPD (DET10C, Thorlabs). The frequency doubled light 
was directed by a visible mirror through a filter wheel, (FW) containing a range of neutral density 
filters for adjustment of power. Laser light was coupled into the commercial microscope. Inside the 
microscope, a translatable dichroic allows switching between the Ti:Sapphire laser and the internal 
Argon ion laser, which generates continuous-wave (CW) light at 458 nm, 476 nm, 488 nm, 496 nm 
and 514 nm. The angle of the excitation light was then scanned across at the back pupil of a 
microscope objective, (OBJ), (x40 0.75 NA) by a pair of galvonometer driven scanning mirrors (GM1 
& GM2) for laser scanning the sample. For confocal detection, returning fluorescence was directed 
to a confocal pinhole (P) by a dichroic (D) and lens (L1). Following this an emission filter (F) rejects 
unwanted excitation light. A 490 nm long pass dichroic (D) splits fluorescence into a CFP or GFP 
channel. To ensure fluorescence clearing the pinhole falls within the active element of the hybrid 
detectors (H1 or H2, HPM-100-40, B&H), a second lens has been introduced (L2), (as described in 59), 
remotely controlled shutters (S) are used to block laser beam paths. 
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Figure 6.25 Confocal TCSPC microscope system based on Leica SP5. 
Ti:Sapphire laser was frequency doubled, DB, and directed into the microscope system via mirrors, M. To 
control power a filter wheel, FW containing neutral density filters was used. Pinholes, P, help align the 
external beam to the internal optics. Beam paths can be blocked using shutters, S. A switchable dichroic, D, 
allows switching between internal, Argon ion, laser and Ti:Sapphire laser. Galvo scanning mirrors GM1 and 
GM2 scan the laser across the pupil plane of an objective for scanning the sample plane. Returning 
fluorescence was directed by a dichroic, D, through a confocal pinhole, P, lens, L1, emission filter, F, and 
lens, L2. A dichroic directs fluorescence to CFP and GFP channels detectors, H1 and H2, respectively. 
Detector signals are routed to a TCSPC card. A fast photodiode FPD samples Ti:Sapphire laser light for 
synchronising TCSPC electronics. 
6.3.4 Accurate lifetime estimation and estimating the instrument response function 
To recover lifetimes during post-acquisition analysis, it was necessary to account for sources of 
background signals. The total signal, 𝐼𝑡𝑜𝑡, was due to the autofluorescence, 𝐼𝑎𝑢𝑡𝑜𝑓𝑙𝑢𝑜𝑟𝑒𝑠𝑐𝑒𝑛𝑐𝑒 , and 
Raman scattering, 𝐼𝑅𝑎𝑚𝑎𝑛,  produced in the delivery optics, (predominantly the fibres) and scattered 
excitation light, 𝐼𝑠𝑐𝑎𝑡𝑡𝑒𝑟  from the delivery optics and sample and the donor fluorescence from the 
sample, 𝐼𝑑𝑜𝑛𝑜𝑟. The total signal is described by, 
 𝐼𝑡𝑜𝑡 = 𝐼𝑑𝑜𝑛𝑜𝑟 + 𝐼𝑎𝑢𝑡𝑜𝑓𝑙𝑢𝑜𝑟𝑒𝑠𝑐𝑒𝑐𝑛𝑒 + 𝐼𝑅𝑎𝑚𝑎𝑛 + 𝐼𝑠𝑐𝑎𝑡𝑡𝑒𝑟 6.12 
and the total background signal, 𝐼𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑, is given by, 
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 𝐼𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑 = 𝐼𝑎𝑢𝑡𝑜𝑓𝑙𝑢𝑜𝑟𝑒𝑠𝑐𝑒𝑐𝑛𝑒 + 𝐼𝑅𝑎𝑚𝑎𝑛 + 𝐼𝑠𝑐𝑎𝑡𝑡𝑒𝑟 6.13 
If a suitable non-fluorescent sample is chosen the background fluorescence can be measured. For a 
given experiment, backgrounds were estimated by recording signal when the fibre bundle probe was 
dipped in an Eppendorf containing distilled water and the background was subtracted from data 
before FLIM analysis. The same laser powers were used to record samples and backgrounds. By 
accounting for the background during fitting, the remaining signal to takes the form, 
 𝐼𝑡𝑜𝑡 = 𝐼𝑑𝑜𝑛𝑜𝑟 ≈ 𝐼𝑅𝐹 ∗ 𝑚𝑜𝑑𝑒𝑙 6.14 
where ∗ refers to the convolution operation, model refers to the decay model fitted and the 
approximate sign refers to the fact that the model and IRF are approximations. As discussed in the 
previous section, the predominant effect of the fibre was to broaden the signal and the IRF temporal 
profile through material dispersion.  
In conventional TCSPC measurements it is often the case that the true IRF is closely approximated by 
the response of the system to scattered excitation light. If it is found that detector IRFs have a 
spectral dependence,  the response from a short lifetime reference dye may be approximated to the 
IRF 59. However, as noted in 59, and discovered during this work, suitable dyes are often not available, 
which is often due to short lifetime dyes having intrinsically low quantum yields. For the GFP 
channel, Erythosin B dissolved in water and for the CFP channel, DASPI dissolved in water were 
found to be the best dyes available but the low quantum yields and the complex decay of DASPI 
means that IRF estimates will have low signal to background values and so their use is prone to 
errors, 59. While it is noted that reference reconvolution may be used to estimate the IRF and 
requires only a mono-exponential reference dye, (with a long or short lifetime), that matches the 
spectral windows of the measurements, there are a number of caveats that make it difficult to make 
reproducible reference lifetime measurements from one day to the next 59. In general, it would be 
preferable to avoid using potentially toxic dyes and to avoid bringing the fibre bundle probe into 
contact with reference dyes.  
Excitation light was delivered to the sample plane through the fibre and emission light was returned 
to the detector through the fibre. Because of dispersion in the fibre probe, the IRF shape was 
determined by the response at both the excitation and emission wavelengths. In the absence of 
suitable reference dyes to estimate IRFs in the GFP and CFP channel, we decided to use scattered 
excitation light to estimate the IRF. To account for the effect of the fibre on the IRF, excitation light 
was reflected from a mirror in the sample plane. In this estimate, the shape of the IRF was 
determined by the effect of the fibre on excitation light after completing a round trip of the fibre 
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probe which was 3 meters in length (6 meters round trip). However for the true IRF, the shape 
depends on light at the excitation wavelengths propagating only 3 meters of fibre (to the sample 
plane) as the other half of the trip, (the return path) depends on propagation according to the 
detected emission wavelengths. Therefore, due to dispersion, the estimated IRF will have different 
temporal broadening and a mean time of arrival at the detector compared to the true IRF.  
Assuming temporal broadening and a mean time of arrival are solely due to material dispersion, the 
difference between the scatter IRF and the true IRF can be estimated. The centre wavelengths and 
the spectral bandwidths of the excitation and emission light considered in the CFP and GFP channels 
are given in Table 17 along with mean dispersion coefficients and refractive indexes for excitation 
and emission light centre wavelengths. For each channel, the excitation light’s spectral 
bandwidth, Δ𝑒𝑥 , was ~ 10 nm. For the fluorescence emission, spectral bandwidths, Δ𝑒𝑚, were 
determined by the emission filters which restrict bandwidths to ~20 nm and ~30 nm for the CFP and 
GFP channel respectively. For small changes in wavelengths, the material dispersion 
coefficient, 𝐷(𝜆) (§6.2.1) can be treated as approximately constant so dispersion at excitation and 
emission wavelengths can be represented by average values, i.e. ?̅?𝑒𝑥 and ?̅?𝑒𝑚. The above 
parameters can be used to calculate differences in temporal broadening, Δ𝑡𝑏, between excitation 
and emission wavelengths for the return path along the fibre probe of length, 𝐿, by, 
 Δ𝑡𝑏  = 𝐿|?̅?𝑒𝑚Δ𝑒𝑚 − ?̅?𝑒𝑥Δ𝑒𝑥| 6.15 
and the difference in mean time of arrival between excitation and emission wavelengths can be 
estimated by, 
 
t𝑠ℎ𝑖𝑓𝑡 =
𝐿
𝑐
|𝑛?̅?𝑒𝑥 − 𝑛?̅?𝑒𝑚| 6.16 
where, 𝑛?̅?𝑒𝑥 and 𝑛?̅?𝑒𝑚  are the mean refractive indexes for excitation and emission wavelengths 
(§6.2.1) and 𝑐 is the speed of light in a vacuum. 
Channel 𝜆̅𝑒𝑥   
(nm) 
𝑛𝜆𝑒𝑥 
(nm) 
Δ𝑒𝑥   
(nm) 
?̅?𝑒𝑥  
(ps/nm/m) 
𝜆̅𝑒𝑚  
(nm) 
𝑛𝜆𝑒𝑚 
(nm) 
Δ𝑒𝑚   
(nm) 
?̅?𝑒𝑚  
(ps/nm/m) 
Δ𝑡𝑏 
 (ps) 
t𝑠ℎ𝑖𝑓𝑡 
(ps) 
CFP 436 1.467 10 -0.86 490 1.463 20 -0.58 9 40 
GFP 488 1.463 10 -0.59 535 1.461 30 -0.43 21 20 
Table 17 Key parameters for estimating effect of material dispersion on true IRF and estimated IRF.  
The symbols heading columns represent the following: Δ𝑒𝑥, the excitation light’s spectral bandwidth; Δ𝑒𝑥, 
the fluorescence emission, spectral bandwidth; ?̅?𝑒𝑥 and ?̅?𝑒𝑚 the centre excitation and emission 
wavelengths;   𝑛?̅?𝑒𝑥and 𝑛?̅?𝑒𝑚the mean refractive index for excitation and emission wavelengths; ?̅?𝑒𝑥 the 
material dispersion coefficient, 𝐷(𝜆) (see §6.2.1 for values); ?̅?𝑒𝑥 and ?̅?𝑒𝑚 the mean 𝐷(𝜆)  values for 
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excitation and emission wavelengths; Δ𝑡𝑏, the temporal broadening given by the Equation 6.15; t𝑠ℎ𝑖𝑓𝑡, the 
difference in mean time of arrival between excitation and emission wavelengths given by Equation 6.16. 
 
 
Figure 6.26 Measured lifetimes of a fluorescent plastic slide when imaged with CLSM and CLSE. 
For the CLSE, (a) shows a FLIM map (b) shows an integrated intensity image (in photons) and (c) shows 
example decay trace fitted using estimated IRFs and a mono-exponential model. The red circle drawn on (b) 
shows the location of the example decay trace.  (d-f) show equivalent images for the CLSM. (g) shows a 
histogram of the lifetime distributions for both systems.  Mean lifetimes were 4.75±0.06 ns & 4.74±0.05 ns 
for the CLSE (using corrected IRF i.e. temporal shift as free parameter in fit) and CLSM respectively, 
associated errors are standard deviations. Also shown is the histogram for the CLSE using the IRF with no 
temporal shift as free parameter (raw IRF) which has a mean lifetime of 4.70±0.06 ns. 
While the temporal broadening difference due to the different spectral bandwidths between 
excitation and emission wavelengths cannot be accounted for with a scatter IRF, the difference in 
mean arrival time can be estimated which was important because errors in the start time of the 
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instrument response function estimated from a scatter IRF can lead to significant  variations in fitted 
lifetime values, 59. The difference in mean arrival time was estimated from a fluorescent plastic slide 
presenting a mono-exponential decay and fitting measured fluorescence decays to a mono-
exponential decay with the temporal offset fitted as a free parameter 59. This slide’s emission 
spectrum spans both the GFP and CFP channels so can be used to account for dispersion in either 
channel. While we can expect a colour dependence of the IRF due to the broadening described by 
Equation 6.15 and we can also expect a colour dependence due to the detector, this method does 
not depend on solutions of dyes and was reproducible; IRF estimates from this method will not be 
perfect but, due to the simplicity of the method, will be consistent across experiments. A reference 
dye in solution was not used because anisotropy effects for typical solvent and reference dye 
combinations can lead to significant differences between different instruments. 
To demonstrate the system can accurately recover fluorescence lifetimes, measurements of the 
reference plastic slide sample were taken with the CLSE and CLSM and compared. Figure 6.26(a-f) 
shows FLIM maps and decay traces for a selected sub region in the field of view for each system 
when using the CFP channel. In both cases a mono-exponential fit was used and IRFs were estimated 
using scattered excitation light. For the CLSE, a temporal offset for the IRF was fitted as free 
parameter and showed an optimum fit for a shift of 80 ps which is at least similar in magnitude to 
the estimated time shift of 40 ps calculated in Table 17. Good agreement between mean lifetime 
values was found both with and without fitting a temporal shift for the IRF profile as a free 
parameter for the CLSE, (Mean lifetimes were 4.75±0.06 ns & 4.74±0.05 ns for CLSE and CLSM 
respectively and 4.70±0.06 ns for CLSE with no temporal shift fitted). The above results support the 
assumption that the differences in IRF due to differences in fibre dispersion between excitation and 
emission wavelengths are not a significant issue. 
6.3.5 Application of FRET constructs to validate system performance  
In the development of novel systems to measure FRET, it is desirable to have test samples that 
present FRET signals similar to target biological samples. As a highly reproducible way of testing the 
performance on cell samples, genetically expressed FRET constructs based on fluorescent proteins 
are considered here 242. The concept is outlined in Figure 6.27. Donor (Cerulean) and acceptor 
fluorophore (Venus) are fixed together by linkers consisting of chains of amino acids that number 5, 
17 or 32 in length. As a control for no FRET, Cerulean is fixed with a 5 component amino acid linker 
to Amber. Amber is not capable of acting as a FRET acceptor.  
Cells expressing the FRET constructs were transfected into MCF7 cells, which were grown in rows of 
a 96 well plate and then fixed. Stored in a fridge, these cells could be reimaged over the course of 
177 
 
days providing useful reference samples to test performance. As a benchmark of performance, the 
donor lifetime  of the cell expressed FRET constructs were imaged on both the CLSM and CLSE using 
the CFP channel, (i.e. 436 nm excitation, and emission filter pair 483/30 nm and 494/20 nm). For 
each construct, 3 fields of view were imaged. Similar sample plane powers were used on both 
systems (< 100 µW) and acquisition times ranging from 1 to 2 minutes per field of view were 
required to ensure sufficient photon numbers per pixel, (on the order of 100s-1000s). Measured 
decay profiles were fitted to mono exponential decay models even though the fluorescence decays 
are complex, as insufficient photons were acquired for double exponential fits on a pixel by pixel 
basis. This issue may be overcome by implementing global analysis routines 58 but this was beyond 
the scope of this study, which simply aimed to demonstrate that these constructs could be used to 
measure expected lifetime trends in optically sectioned images of cells with subcellular resolution. 
Pulse pile up effects were minimised by keeping the SSR below 0.01 (§6.2.5). A 15 µm pinhole was 
used for high sectioning strength (§6.1.4). 
 
Figure 6.27 Schematics of the construct used with varying amino acid linker lengths. 
(a) the rate of change of FRET efficiency as a function of donor and acceptor fluorophore separation 𝑅, 
which  is greatest for lengths scales similar to the Fӧster radius 𝑅0. The FRET efficiency, E, can be expressed 
in terms of the donor lifetime with and without the presence of the acceptor, 𝜏𝐷  and 𝜏𝐷𝐴 respectively (see 
inset formula). (b) FRET efficiency. As a control for no FRET, Cerulean is fixed with a 5 component amino 
acid linker to Amber. Amber is not capable of acting as a FRET acceptor for Cerulean. 
Figure 6.28 and Figure 6.29 show exemplar fields of view taken with the CLSE and CLSM respectively 
for each linker length and the control construct. FLIM images are presented with a common lifetime 
colour map for direct comparability. The intensity images show integrated photon counts for each 
field of view showing subcellular resolution. By merging the FLIM image with intensity, lifetime 
information and cell morphology is combined into one image. A histogram and set of normalised 
decay traces are plotted at the bottom of Figure 6.28 and Figure 6.29 to show lifetime distributions 
and average decay trace profiles for each system and construct. Figure 6.28 (b) shows a decay trace 
for the C32V construct as well as the instrument response and the time varying background due to a 
combination of Raman scattering and autofluorescence from the CLSE fibre bundle. The IRF trace is 
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broader for the CLSE compared to the CLSM and this is primarily because of different TCSPC trigger 
settings i.e. different settings for the constant fraction discriminator 55. 
   
Figure 6.28 FLIM of FRET constructs with CLSE 
(a) exemplar images of cells expressing FRET constructs imaged with CLSE showing FLIM, intensity and 
intensity merged FLIM images in the first three columns respectively. Scale bar is 100 µm.  A schematic of 
the FRET construct is shown in the right hand column.(b) exemplar average decay trace taken from C32V 
construct data alongside the average time varying background and instrument response function (IRF). (c) 
lifetime histograms of the pixels in the exemplar FLIM images shown in (a). (d) average normalised decay 
trace for each exemplar FLIM image in (a) after normalising to the peak intensity of each decay. The black 
line shows the instrument response function (IRF). 
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Figure 6.29 FLIM of FRET constructs with CLSM 
Exemplar images of cells expressing FRET constructs imaged with CLSM showing FLIM, intensity and 
intensity merged FLIM images. Scale bar is 100 µm (b) lifetime histograms of the pixels in the exemplar FLIM 
images shown in (a). (c) average normalised decay trace for each exemplar FLIM image in (a) after 
normalising to the peak intensity of each decay. The black line shows the instrument response function 
(IRF). 
Figure 6.30 shows the mean lifetimes across each field of view for each construct type and for both 
the CLSE and CLSM.  With both systems the trends match the theory that increasing linker length 
corresponds with increased lifetime. Differences in lifetime between the CLSE and CLSM data may 
be due to a change in environment e.g. temperature. It is well known that CFP fluorescence lifetime 
is particularly sensitive to environment, e.g. 243. 
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Figure 6.30 Mean lifetimes of constructs across fields of view and repeats for both the CLSE and CLSM. 
Mean lifetimes of constructs across fields of view and repeats for both the CLSE and CLSM. Error bars 
represent average standard deviations across repeats.  
6.3.6 Validating system performance on GFP expressing cells in murine tissue  
Collaborating with Erik Sahai’s group at the London Research Institute, I worked towards applying 
the CLSE to image FRET sensors in tissue. As a first step towards in vivo experiments, FLIM CLSE 
performance was tested when imaging ex vivo murine tissue expressing GFP. Animal experiments 
were carried out in accordance with UK regulations under project license PPL/80/2368 and 
PPL/70/8380. 
 
Figure 6.31 Multiphoton microscope image and CLSE FLIM of GFP expressing cells in breast cancer  
(a) multiphoton microscope image of GFP expressing breast cancer xenograft. (c-d) corresponding CLSE 
intensity merged and intensity images. (a,c,d) have 100 µm scale bars. (b) lifetime histogram of FLIM image.  
Figure 6.31 shows exemplar images from a murine mammary gland hosting a xenograft of human 
breast cancer cells stably expressing GFP (Briefly, MDAMB231-GFP cells injected in nude mice). To 
image the tumour, an incision in the skin was made to fold it aside. A multiphoton microscope (Zeiss) 
image (a) taken at the time of sacrifice at the London Research Institute is presented and compared 
with CLSE images (c, d) acquired with the GFP channel. For the Zeiss microscope images, animals 
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were kept on a heated stage and for fluorescence excitation the microscope was equipped with 
Ti:Sapphire laser. A multiphoton excitation wavelength of 850 nm was used and emission was 
collected through a through an IR-cut off filter (RDM650 IR-cut) and an emission filter for GFP 
(BA510-550).  
For the CLSE, average excitation powers were 480 µW at the sample plane and the acquisition time 
was 10 seconds. Because of the working distance of the fibre probe we expect the images to 
correspond to emission from ~60 µm below the exposed tissue surface. The cancer cells express GFP 
throughout and so we expected to see fluorescent cells with little subcellular contrast as was 
observed in multiphoton images (Figure 6.31(a)).  A 15 µm pinhole was used to provide the highest 
sectioning strength (§6.1.4). 
Figure 6.32 shows exemplar images from the external side of the bowel of a mouse that was 
genetically modified for whole body expression of GFP expressing fibroblast cells (Briefly, these mice 
are C57BL6_PDGFRa::H2B-GFP. In these mice, H2B-GFP (histone 2B fused GFP) was expressed under 
the control of PDGFRa promoter). Thus when we image the skin, fibroblasts were detected as cells 
expressing GFP in the nuclei. The distinct morphology of crypts is outlined by the GFP expressing 
fibroblasts. Encouragingly, recovered lifetime values agree with published values for GFP e.g. 244,245. 
Again, a 15 µm pinhole was used to give the highest sectioning strength. Average excitation powers 
were 450 µW at the sample plane and the acquisition time was 10 seconds. 
 
Figure 6.32 FLIM CLSE of mouse bowel expressing GFP fibroblasts 
(a-b) intensity merged FLIM and intensity images of mouse bowel containing GFP expressing fibroblast cells. 
(c) lifetime histogram of FLIM image. White bars represent scale bars of 100 µm. 
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6.4 Towards in vivo FLIM CLSE of FRET 
To investigate the potential for the TCSPC adapted CLSE to be used as an intravital imaging 
technique to measure FRET by FLIM in animal models, we collaborated with Erik Sahai’s group who 
have established techniques for imagining biosensors in vitro and in vivo using ratio metric FRET 
measurement techniques. Current techniques to image internal organs with a multiphoton 
microscope are invasive or require the mouse to be sacrificed. This often precludes longitudinal 
studies and requires multiple mice to be sacrificed at particular time points in disease progression to 
obtain statistically meaningful results. This collaboration therefore presents an opportunity to 
explore the potential of our TCSPC adapted CLSE to be used as an intravital imaging technique to 
monitor FRET by FLIM in longitudinal studies that could require fewer animals to be used and image 
areas of tissue that are typically inaccessible to conventional intravital techniques or require the use 
of an observation window. In particular, this technique could be used to read out the efficacy of 
drugs applied to animal models as part of the drug discovery pipeline 130. To this end cancer cells 
stably expressing FRET biosensors were provided by Erik Sahai’s group at the Crick Institute. FRET 
biosensors can be engineered to report on specific cell signalling pathways and, upon treatment with 
anti-cancer drugs that inhibit the activity of these pathways, can be used to study drug efficacy. This 
section presents first results of time lapse imaging in vitro of activity the ERK signalling pathway in 
live cells by FLIM FRET using a TCSPC adapted CLSE. Results are compared with the CLSM.  
6.4.1 FRET biosensor to read out changes in activity of ERK: review of biology, 
biosensor, drug action 
 
Figure 6.33 FRET biosensor schematic  
The sensor is based on a donor (CFP) and acceptor (YFP) connected to a sensor domain and ligand domain 
respectively. The domains are connected by a peptide linker. When the sensor domain is modified by the 
presence of the protein being sensed a conformational change brings the FRET pair together. 
This section briefly summarises the biological aims of this experiment.  The FRET biosensors used in 
this work comprise an acceptor bound to a sensor domain and a donor bound to a ligand domain 
(Figure 6.33). The two domains are joined by a peptide linker. When the sensor domain is modified 
by the presence of the target protein, the entire structure undergoes a conformational change246. 
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The conformational change brings the two domains together along with the FRET pair, leading to an 
increase in FRET. The particular design used here was developed by the Matsuda group and involves 
the use of a long flexible linker to make the biosensor FRET response purely distance dependent 247, 
which they argue simplifies sensor design to speed up the generation of new biosensors with high 
dynamic range. 
The variant used here was designed to report on the activity of extracellular signal-regulated kinases 
(the ERK pathway). These kinases relay signals from the cell membrane to the nucleus by 
phosphorylating other proteins. This pathway plays a role in key cell processes such as growth and 
division and often the ERK pathway in cancer cells is up-regulated, which contributes to the their 
characteristic uncontrolled growth 246. This ERK biosensor reports ERK activity by ERK kinases 
phosphorylating its sensor domain leading to the described conformational change and increase in 
FRET.  
For the following work, an immortal melanoma cancer cell line, 5555 mouse melanoma cells, stably 
expressing the ERK biosensor, EKAREV-NLS, were used and were provided by Erik Sahai’s group. This 
cancer cell line has a mutation in a BRAF oncogene (BRAFV600E) that results in a constitutively 
activated ERK pathway. For melanoma allograft model, 2 × 106 5555 cells were suspended into 
200 ml PBS and subcutaneously injected in the flanks of C57BL/6 mice.  
To demonstrate that the TCSPC adapted CLSE can measure biologically relevant FRET changes to 
monitor anti-cancer drug efficacy in live cells, 5555 cells were treated with enough amount of a 
MAPK kinase inhibitor (PD184352) which leads to a reduction in ERK activity and a concomitant 
reduction in FRET of the biosensor. 
6.4.2 Materials and methods for preparing cells and PD184532 solutions 
5555 melanoma cells were cultured in our incubators in 75 cm² flasks. The cells were cultured in CO2 
dependent media (Gibco) with 10% foetal bovine serum (FBS). Prior to imaging, cells were seeded on 
35 mm glass bottomed dishes (P35G-1.5-14-C, glass-bottom-dishes.com) using the same media (2 ml 
volume) and left to recover to 24 hours. 10 minutes prior to imaging the media was replaced with 
CO2 independent media (HBSS, Gibco) as the imaging environment was not CO2 regulated. FBS was 
also excluded to minimise background fluorescence. A MAPK kinase inhibitor, PD184352, was 
provided by Erik Sahai’s group in stock solutions (3 mM) and can be purchased from Sigma-Aldrich. 
DMSO (Sigma-Aldrich) was used as the solvent and delivery vehicle (it permeates cell membranes 
allowing the drug to enter). Prior to experiments, stock solutions were diluted in CO2 independent 
media by a factor of 1000 (3 µM) in a 1.5 ml Eppendorf. During experiments a dish would be treated 
with 1 ml of the diluted drug or 1 ml solutions of DMSO [3 µM] dissolved in CO2 independent media.  
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6.4.3 Method for time lapse imaging of ERK activity by FLIM-FRET with CLSM 
Upon treating cells with the inhibitor we expected a corresponding change in ERK activity with a 
characteristic time scale of minutes.  For time lapse imaging, cells were imaged for 60 seconds every 
4 minutes over 30 minutes. The CLSM (§6.3.3) was set up for imaging in the CFP channel and the 
experiment was automated using software routines written in Micromanager to control the laser 
shutter and trigger the TCSPC acquisition 59. It was noted during preliminary investigations that the 
plane of focus of the microscope drifted with time relative to the sample. Since the melanoma cells 
are phenotypically flat, the confocal pinhole was fixed to a diameter of 2 Airy discs in the sample 
plane to extend sectioning depth in order to minimise loss of signal due to focus drift. Before 
imaging, the cells were first mounted on a heated stage set to 37° and 5 minutes was allowed for the 
cell’s ambient temperature to stabilise. During this period a field of view was selected using 
epi-illumination fluorescence imaging by eye with mercury lamp illumination. Sample plane 
excitation powers for confocal imaging were fixed at 20 µW. Before imaging, the 1 ml of inhibitor or 
control was placed in a 500 ml beaker of water that was then placed in a water bath heated to 37°. 
After the second time point, inhibitor or control solution was added to the dish by carefully pipetting 
the entire volume into the dish to mix with the existing media (a final volume of 3 ml). For each 
condition (inhibitor or control) 3 dishes were imaged. As outlined in §6.3.4, backgrounds were 
recorded and scattered excitation light IRFs were collected along with a measurement of a green 
fluorescent plastic slide (Chroma). SSR (§6.2.5) were kept below 0.01 and preliminary work 
established that, for the sample plane powers used, bleaching was kept to less than 10% over the 
duration of the experiments.  
6.4.4 Time lapse imaging of ERK activity by FLIM-FRET with CLSE 
For CLSE imaging of the ERK FRET biosensor, the inverted microscope described in §6.3.1 was used 
with a heated stage as shown in Figure 6.23. The procedure followed the CLSM procedure and used 
the CFP channel of the CLSE but the acquisition was not automated. As in the CLSM experiments, 
cells were allowed to rest for 5 minutes during which the mercury lamp was used with a CFP filter 
cube (460 nm dichroic, 436 nm excitation, 480/30 nm emission) to select a field of view.  The fibre 
probe tip was then lowered carefully above the cell monolayer and aligned with the chosen field of 
view using a micrometre x-y-x stage (Figure 6.23). Once approximately aligned, the mercury lamp 
was switched off and the CLSE system was used. The laser power was fixed at 20 µW in the sample 
plane of the cells. To accurately measure the power it was necessary to reduce the scan amplitude of 
the scanner to a value that ensured the beam did not stray from the bundle, otherwise power 
measurements would oscillate. With the FIFO acquisition software running, live FIFO images were 
used to bring cells into the CLSE plane of focus. Once aligned and following the 5 minutes of rest 
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time, the time lapse experiment was carried out. Based on preliminary investigations, a 50 µm 
pinhole was used for confocal detection as it had the largest depth of focus and was the most light 
efficient. As the whole system was mounted on a trolley, it was prone to mechanical vibrations 
causing a drift in coupling efficiency between the microscope objective and single mode fibre on the 
Ti:Sapphire laser shelf (§6.1.2). In order to confirm power levels were stable during measurements, 
the laser power was monitored with a power meter by sampling leakage of laser beam light through 
the external confocal optics dichroic (§6.1.2). After 3 time lapse measurements, inhibitor or control 
solution was added to the dish by carefully pipetting the entire volume into the dish to mix with the 
existing media (a final volume of 3 ml). In contrast to the CLSM work, preliminary investigations 
indicated that it was necessary to raise the tip of the fibre probe by several mm from the field of 
view in order to allow the added solution to diffuse freely and reach the cells to be imaged. Once the 
solution was pipetted, the next measurement proceeded 10 minutes later. For this, the cells had to 
be brought back into focus before continuing the experiment. During preliminary experiments, it 
was found to be vital that the fibre probe was clamped along its length and damped with sponge at 
clamp points to minimise mechanical vibrations. For each condition (inhibitor or control), 3 dishes 
were imaged. Between experiments it was vital that the probe tip was cleaned, in order to prevent 
contamination of cells with any inhibitor solution from prior measurements. To clean the tip, it was 
wiped three times with three tissues soaked in ethanol and then with another three tissues soaked 
in distilled water. As outlined in §6.3.4, backgrounds were recorded and scattered excitation light 
IRFs were collected along with a measurement of a fluorescent plastic slide (Chroma). SSR (§6.2.5) 
were kept below 0.01 and preliminary work established that, for the sample plane powers used, 
bleaching was minimal.  
6.4.5 Results of time lapse FLIM FRET of ERK biosensor using CLSM 
The results of the time lapse experiments using the CLSM are presented in Figure 6.34. The red 
arrow heads indicate times at which control or inhibitor was added. For lifetime analysis using 
FLIMfit, mono-exponential decays were fitted to the data using maximum likelihood estimation 58. As 
shown in (c), for the controls, a slight dip in lifetime was observed followed by a recovery to a 
constant value, which has not yet been explained. The effect of DMSO has been ruled out by similar 
time lapse measurements where 1 ml of culture medium was added and a similar dip was observed. 
We suspect that this dip in signal was due to the change in the environment corresponding to the 
sudden addition of a significant volume of fresh media (i.e. a sudden change in biochemistry and 
inevitable temperature shift), which may be perturbing the cell signalling or the biosensors donor 
lifetime. As shown in (c), for the inhibitor, a clear increase in lifetime is observed after the dip, as 
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expected for the action of the inhibitor.  Lifetime histograms of the start and end point FLIM images 
shown in (a) and (b) are shown in (d) and (e) and average decay traces are shown in (f). 
 
Figure 6.34 Time lapse imaging with CLSM 
Images show control (a) and inhibitor (b) time lapse intensity weighted FLIM images. Scale bars are 100 µm. 
(c) shows corresponding mean lifetime per time point for three repeats for each condition. Error bars 
represent the standard deviation of lifetime values across the field of view at a given time point. Red arrows 
indicate the time at which inhibitor or control was added. Inhibitor was added after the second time point. 
(d) and (e) show lifetime histograms for the pixels of the first (2 minutes) and last (30 minutes) FLIM images 
for one of the control (a) and (b) PD184352 time lapse experiments respectively. (f) shows average decay 
traces for the first and last FLIM image for experiment 2 using PD184352. 
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6.4.6 Time lapse FLIM FRET of ERK biosensor using CLSE 
 
Figure 6.35 Time lapse imaging with CLSE 
Images show control (a) and inhibitor (b) time lapse intensity weighted FLIM images. Scale bars are 100 µm.  
(c) shows corresponding mean lifetime per time point for three repeats for each condition. Error bars 
represent the standard deviation of lifetime values across the field of view at a given time point. Red arrows 
indicate the time at which inhibitor or control was added. Inhibitor was added after the second time point. 
(d) and (e) show lifetime histograms for the pixels of the first (4 minutes) and last (38 minutes) FLIM images 
for one of the control (a) and (b) PD184352 time lapse experiments respectively. (f) shows average decay 
traces for the first and last FLIM image for experiment 3 using PD184352. 
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The results of the time lapse experiments using the CLSE are presented in Figure 6.35. The red arrow 
heads indicate times at which control or inhibitor was added. A longer time was required between 
dosing and imaging due to the need to raise and lower the fibre probe tip during the time lapse, in 
contrast to the CLSM experiments. For the control, a slight dip in lifetime is observed whereas for 
the inhibitor a clear increase in lifetime was observed as expected by the action of the inhibitor. To 
summarise the changes, the lifetime histograms of the start and end point FLIM images shown in (a) 
and (b) for the control and inhibitor are shown in (d) and (e) and average decay traces are shown 
in (f). 
 
Figure 6.36 Comparison of mean lifetime values at start and end time points for control and PD184352  
The mean lifetime was calculated from the average of the mean lifetimes per FLIM image across the three 
repeats of each condition. The errors are given by the standard deviation of the mean values per FLIM 
image.  
These trends are consistent with the CLSM trends shown in Figure 6.36. As discussed in §6.4.1, the 
drug inhibits ERK activity which causes the ERK biosensor population to undergo an equilibrium shift 
between its open and close conformations that favours the open configuration. This open 
configuration corresponds to a lower FRET efficiency between the donor and acceptor which leads 
to an increase in the donor lifetime. 
6.5 Conclusions 
A portable FLIM CLSE system was developed. The design has been described and the challenges 
faced by imaging through fibre optic bundle have been explored. The issues with TCSPC dead time 
and instrument response functions have been discussed. Materials and methods were developed for 
testing the CLSE and comparing it with a CLSM to confirm accuracy of measured lifetimes. A protocol 
for accurately measuring lifetimes using the CLSE was devised including how to handle backgrounds, 
how to estimate IRFs and how best to compare accuracy between instruments. A preliminary study 
of the application of the CLSE to FLIM FRET of ERK signalling in live cells was undertaken and 
validated against CLSM. 
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Chapter 7: Conclusions & Future Outlook 
Since the early FLIM instrumentation was developed in the 1980s and 1990s, FLIM techniques have 
been enhanced by improvements in technology and their adoption by the wider research 
community is accelerating. Numerous potential biomedical applications of FLIM have been identified 
with the potential for FLIM as a robust way to read out FRET to monitor the spatiotemporal 
dynamics of protein interactions in live cells attracting particular attention. For clinical imaging there 
is interest in the potential for FLIM of autofluorescence to provide information concerning cellular 
metabolism and the state of tissue matrix components. These pioneering studies have stimulated 
the development of FLIM technology for specific applications. In general, it is desirable for FLIM 
technology to be light efficient, fast, low cost and able to provide high spatial resolution – with some 
applications requiring particular strengths in one of these areas. Since the early 2000s, FLIM 
techniques have been implemented in many optical configurations including wide-field, confocal, 
multiphoton, spinning disc and slit scanning microscopy with a range of different excitation lasers 
and detectors. An increasing number of commercial providers of FLIM technology have emerged to 
provide robust FLIM technology to enable FLIM technology to be applied in earnest to solve specific 
problems in biomedicine. Many applications of FLIM, including endoscopic imaging, high throughput 
assays and microscopy of fast dynamic events in cells, require rapid image update rates and high 
spatial resolution. For wide-field FLIM with fast update rates, gated optical intensifiers (GOIs) are 
used as detectors. In this thesis, the performance of next generation GOIs was investigated in 
collaboration with Kentech Instruments Ltd.  
This thesis has focussed on developing FLIM endoscopes for in vivo biomedical imaging applications. 
Because current FLIM detectors cannot be sufficiently miniaturised for distal endoscopic 
deployment, minimally invasive imaging in the confined spaces of living organisms requires the use 
of miniature optical or fibre-optic components for remote delivery of excitation light and collection 
of fluorescence emission. The endoscopes developed in this PhD project utilise coherent fibre-optic 
bundles as is typical for endoscopic imaging. Unfortunately, undertaking FLIM through optical fibres 
resulted in the temporal IRF being modified by dispersion and also noise in the detection channel 
due to fibre autofluorescence and Raman scattering. The IRF cannot be measured directly, owing to 
the lack of suitable short lifetime fluorophores, and so its profile is determined by measuring the 
excitation light scattered from a surface at the distal end of the endoscope. However, at the time of 
writing this thesis, dye quenching was identified as a potential method to generate short lifetime 
from long lifetime dyes and the feasibility of this could be investigated in future experiments. To 
account for chromatic dispersion between the excitation and detection wavelengths, a plastic slide 
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containing fluorescent dyes can be used to determine “t0”, i.e. the relative timing of the excitation 
pulse with respect to the detected fluorescence signal. Fluorescent plastic slides are more 
convenient than solutions of dyes, which are often toxic.   
7.1 A Flexible Wide-field FLIM Endoscope  
As discussed in chapter 2, wide-field FLIM has the potential to screen large areas of superficial tissue 
to serve as a so called ‘red flag’ technique to guide biopsies or measurements using other modalities 
such as confocal or multiphoton FLIM that could provide more quantitative measurements. To date, 
however, there have been relatively few clinical FLIM endoscopy studies, partly due to a lack of 
suitable instrumentation. High background fluorescence levels and low optical transmission 
efficiencies of commercial clinical endoscopes means they are not suitable for imaging weak 
autofluorescence signals from tissue. Chapter 4 of this thesis describes the development of what we 
believe to be a practical wide-field fluorescence endoscope that is suitable for FLIM and it is hoped 
that that this may help other researchers design and fabricate their own endoscopes.  
To image ~mm-cm-scale fields of view in internal organs, the wide-field FLIM endoscope discussed in 
Chapter 4 of this thesis builds on the experiences gained with earlier prototypes and was designed to 
be a flexible endoscope that can efficiently transmit the excitation light required for FLIM of tissue 
autofluorescence and has a relatively high NA with correspondingly shorter working distance. A 
further consideration was the potential of gain-switched pulsed diode lasers to offer a more 
compact and low cost excitation source compared to previous excitation lasers used for clinical FLIM 
- noting that blue light centred at 445 nm available from GaN diodes lasers might excite sufficient 
tissue autofluorescence signal to generate FLIM images. For imaging cm-scale fields of view, a 
miniature GRIN lens was bonded to the distal end of a 30,000 core coherent fibre-optic bundle and a 
separate multimode fibre was used to deliver the excitation light to the sample plane. The coherent 
fibre bundle and GRIN lens were housed alongside the multimode fibre in a steel ferrule. This thesis 
documented the components in the design and described a method to construct the endoscope’s 
distal optical configuration. The proximal ends of the fibre optic components were connectorized so 
they could be attached to standard SMA connectors. The use of a multimode fibre to deliver 
excitation light served three purposes: First it means that no excitation light propagates in the 
imaging fibre-optic bundle and hence there is minimal fluorescence background excited in the 
imaging path. Secondly, high power gain-switched pulsed laser diodes typically have multimode 
beam profiles that prevent efficient coupling into the relatively low NA optical fibres of the imaging 
bundle or into single mode optical fibres and the limited power available from gain-switched laser 
diodes means that all losses should be minimised. Thirdly, efficiently exciting higher order guided 
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spatial modes of a high NA multimode fibre provides a simple way to generate a large cone of 
illumination at the field of view compared to the use of beam shaping optics positioned at the distal 
end of a single mode optical fibre.  
An issue with the use of a multimode fibre, however, is that multimode dispersion leads to 
significant variations in the IRF across the field of view. To correct for this it was shown that a 
homogenous fluorescence sample can be used to simultaneously determine the variation in relative 
arrival time, “t0”, of the IRF in each pixel and as well as determining the global shift of the IRF 
required to account for differences in chromatic dispersion between excitation wavelengths and 
emission wavelengths. It was shown that lifetime artefacts due to dispersion could be minimised to 
recover a spatially homogenous lifetime distribution for a uniform fluorescence sample with a mean 
lifetime that agreed with equivalent measurements taken with a home-built TCSPC-based time-
resolved spectrofluorometer. To use the endoscope in clinical settings, it is crucial that instrument 
artefacts are minimised since they could lead to variations across a FLIM image that could lead to 
diagnostic errors.  
It was demonstrated that gain-switched laser diodes are a viable alternative to the lasers 
conventionally used for FLIM endoscopy. Because they are more compact and lower in cost, they are 
more practical for clinical applications. Our wide-field FLIM endoscope system was mounted on a 
trolley and taken to a Northwick Park Hospital to image freshly resected human tissue samples and 
was able to acquire ∼cm-scale spatial FLIM images from fresh ex vivo diseased human larynx 
biopsies in ∼8 seconds with average excitation powers of ∼0.5 mW at the specimen when using the 
diode laser. To demonstrate the potential for faster acquisition speeds with higher power 
gain-switched diodes which are now commercially available with powers greater than 25 mW, a 
mode-locked Ti:Sapphire laser was used instead of the gain-switched diode laser to provide higher 
excitation power. Rapid lifetime determination routines were used to achieve FLIM of ex vivo mouse 
bowel with update rates of 2.5 Hz when using 10 mW of average excitation power.  
A practical FLIM endoscope should be able to switch between fluorescence imaging and white light 
reflectance imaging to help the clinician target FLIM measurements. To this end, the system 
incorporates an imaging path with a colour camera. The size and flexibility of the endoscope means 
it can fit down the working channel of many commercial clinical endoscopes and so could be used 
during clinical endoscopy procedures. It is hoped that the label free tissue contrast provided by this 
instrument could be applied to clinical endoscopy, for example for GI and ENT applications.  
 
 
193 
 
7.1.1 Future outlook for wide-field FLIM endoscopy 
This wide-field FLIM endoscope could, in principle, be used in a clinical setting to image tissue 
surfaces in the GI and oral cavity. For the oral cavity it could be used independently of another 
endoscope and for the GI it would probably be best employed in conjunction with a commercial 
endoscope to guide it since its field of view is less than 1 cm. Before clinical studies can proceed, 
regulatory approval is required to ensure it meets the required safety standards for use inside a 
patient. This includes ensuring the materials used to construct the instrument are biocompatible and 
that it is has a protective jacket to stop it from breaking in order to protect the probe and patient. To 
make the distal optics robust for clinical use, a quartz window could be used at the distal end as 
GRIN lenses are fragile.  
While the spatially varying IRF due to multimode dispersion in the excitation light delivery optical 
fibre was shown to be well compensated by the method described in Chapter 4, this spatial variation 
may change as the endoscope is moved due to changing intermodal dispersion in the fibre. For the 
experiments reported in this thesis, the fibre was not moved between IRF and sample 
measurements. In a clinical setting this will not be the case. To confirm this was not an issue, 
preliminary investigations found the IRF temporal profile was not sensitive to bending of the 
excitation light delivery fibre. If changing intermodal dispersion was found to be an issue it could be 
mitigated by using lower NA multimode optical fibres or single mode optical fibres could be used 
instead although this may impact the coupling efficiency of the multimode diode laser beam from 
higher power gain-switched laser diodes. Furthermore, using lower NA optics will reduce the 
illuminated field of view. This may be addressed by using multiple excitation fibres and/or light 
shaping optics at the distal end of the endoscope but this would add complexity, bulk and cost to the 
endoscope.  
In terms of improving the performance of the system, a higher power gain-switched laser diode 
would reduce acquisition times. It may be possible to improve the efficiency of the excitation light 
delivery optics - noting that more than 50% of the laser radiation does not reach the sample plane. 
FLIM acquisition speeds could also be increased by taking advantage of the next generation GOIs 
described in chapter 5 that can provide wider time gates. Acquisition speed is important to minimise 
artefacts that may arise due to sample motion between time-gated image acquisitions. In place of a 
GOI, an alternative design could use SPAD arrays for parallelised TCSPC or time gated photon 
counting. Although not currently commercially available such designs should be more photon 
efficient due to higher detector quantum efficiencies and no excess noise issues associated with 
gain. Also they should be less prone to motion artefacts due to higher acquisition speeds. 
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For wide-field frequency domain FLIM, modulated CMOS technology is now commercially available 
(PCO-FLIM camera). This potentially provides a number of advantages: it can be used with 
modulated LEDs or laser diodes, which are capable of providing higher average excitation powers 
than picosecond gain-switch pulsed diode lasers, and CMOS cameras are less prone to damage from 
bright light than optical intensifiers and offer much higher detector quantum efficiencies. 
Furthermore, in some implementations with two time gates, they do not sample the signal like GOIs 
but can sort all the detected photons into two time bins and so can achieve a greater photon 
economy. The endoscope design presented here can be adapted to frequency domain FLIM using a 
modulated CMOS camera.  
Looking forwards, there is an increasing trend towards multimodal systems for clinical applications. 
The FLIM endoscope reported here could be combined with, e.g. OCT or polarisation resolved 
imaging or elastic light scattering to provide complementary insights into the sample under 
investigation e.g. combining structural and biochemical information.  
7.2 Gated Optical Intensifiers for Time-gated Wide-Field FLIM 
GOI technology for FLIM was first developed in the 1990s and the commercial offerings have evolved 
relatively modestly since the development of MHz “HRI” devices although the other technology used 
for FLIM has advanced considerably. The latter includes the development of turn-key ultrafast laser 
systems including mode-locked diode-pumped solid-state lasers, supercontinuum fibre lasers and 
gain-switch diode lasers, as well as the huge increase in processing power of modern computers. In 
parallel, the development of better exogenous fluorophores for labelling of samples such as an ever 
expanding range of fluorescent proteins, which are increasingly brighter, more photo-stable and 
present simpler decay kinetics (making them more amenable to FLIM FRET), has led researchers to 
seek to apply FLIM over a wider range of applications.  
Advances in semiconductor technology have enabled new types of detectors to become available for 
FLIM that may improve on the current state of the art. At present, gated or modulated optical 
intensifiers are the established practical and effective solutions for high speed, parallelised time-
resolved detection - enabling high speed wide-field FLIM with picoseconds to nanoseconds temporal 
resolution and frame rates up to 100’s Hz. As new FLIM technologies are explored, it will be 
important to make objective comparisons between the performances of different detectors.  
This thesis has reviewed GOI technology and discussed how the photocathode quantum efficiency, 
MCP open area ratio and MCP noise statistics mean that the photon efficiency of GOIs is relatively 
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low (e.g. compared to CCD cameras) and they tend to be the limiting element determining the 
spatial resolution of a FLIM system. Thus there is scope for GOI performance to improve.  
A thorough analysis of typical time-gate profiles in Chapter 5 highlighted the significant 
spatiotemporal variation in IRF across the photocathode (irising) that can be observed and indicated 
that accurate measurements of lifetimes, especially for complex decay profiles, may require an IRF 
to be measured for every pixel. However accounting for an individual IRF for each pixel adds 
considerable computational expense in the FLIM analysis, increasing data processing times. Previous 
work using the “SingleEdge” HRI had shown that a spatially varying IRF was necessary to accurately 
recover lifetimes 59. This work highlights the importance of irising as a property of a given HRI.  
A photon counting method was used to determine the number of photons detected by the HRI in 
order to enable SNR values per photon and per pixel to be calculated for each HRI. Variations in MCP 
voltage were seen to correspond to changes in excess noise per pixel and per photon. Excess noise 
factors were combined with quantum efficiencies to determine “effective quantum efficiencies” that 
could be used to compare the performance of specific HRIs.  
To gate HRIs at MHz repetition rates, a negative electrical pulse is applied capacitively or directly to 
the photocathode that accelerates photoelectrons from the photocathode surface to be amplified in 
the MCP. The response of the photocathode to the electrical gating signal is highly non-linear and for 
a significant amount of time during the “on” period of the time-gate, this voltage is below the peak 
gating signal. It was shown in Chapter 5 that spatial resolution tends to improve with larger gate 
widths because a smaller fraction of time is spent at the edges of the gate where the gating voltage 
– and therefore the proximity focussing - is lower. Also, peak gating voltages are limited by the 
power supply and the need be kept below optimum values for proximity focussing in order to avoid 
excess heating since rapidly gating the photocathode at MHz frequencies requires relatively high 
average electrical power. As a result, proximity focussing at MHz repetition rates in HRI is 
significantly below the optimum performance. Kentech Instruments Ltd proposed using a magnetic 
field to enhance the proximity focussing. Compared to current standard HRIs, the magnetic field in 
the “HighRes” HRI was shown to improve spatial resolution by approximately 2-fold as determined 
measuring the line pair spacing of an imaged Siemens Star test chart pattern where contrast fell 
below 50% and 10%.  
Time-gated detection based on GOIs samples the fluorescence decay profiles and this reduces 
photon economy since all fluorescence photons arriving outside of the time-gate are not detected. 
To increase the light efficiency of GOIs while maintaining temporal resolution, Kentech 
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Instruments Ltd developed new electrical circuitry for the electrical gating pulse to extend the 
maximum gate-width while preserving the steep edges of the time-gate’s temporal profile. Gate 
widths as large as 6 nanoseconds were demonstrated using a new prototype “HighLow” HRI and it is 
possible to use gate widths exceeding 10 ns.  A discussed above, this also improves the spatial 
resolution through its impact on proximity focussing by reducing the time the gating voltage is less 
than its peak value.  
After the characterisation work, a new HRI prototype was developed combining the HighRes and the 
HighLow functionality to improve time-gated FLIM performance. In order to demonstrate how the 
next generation HRIs advance the state of the art, FLIM benchmarking experiments utilising 
reference dyes were presented in the last section of Chapter 5 that could be readily replicated in 
other biophotonics research laboratories to compare different approaches to FLIM. To provide a 
well-controlled surrogate of a FLIM FRET experiment, a test multiwell plate was arrayed with 
mixtures of dyes with lifetimes comparable to those of fluorescent proteins used for FRET readouts 
of protein interactions. The FLIM performance was characterised by the precision with which the 
dye population fractions values could be determined by fitting FLIM data to a double exponential 
decay model for a fixed photon budget (i.e. defined excitation power and total exposure time). For 
the largest gate width tested with the new HRI (4 ns), the precision was approximately 1.5 times 
greater than that obtained with the largest gate conventionally used with standard HRIs (1 ns). This 
corresponds to an improvement in photon economy of approximately 2, and hence FLIM speed 
could be increased by this factor provided that fluorophore lifetimes are sufficiently long to benefit 
from the extended gate-widths.  
7.2.1 Future outlook for GOI technology and time-gated FLIM 
At the time of writing this thesis, a final set of experiments comparing the performance of the HRIs 
to FLIM of biological samples was being carried out. The goal of these experiments is to evaluate the 
extent to which the next generation HRIs can improve quantitative measurements of such signals in 
biological samples, e.g. in terms of improved spatial resolution and photon economy. These 
experiments used immortalised cancer cell lines expressing FRET constructs similar to those 
described in chapter 6 with the CLSE that are based on a donor and acceptor fluorophore separated 
by a chain of amino acids. Different lengths of the chain lead to different FRET efficiencies and these 
FRET constructs can serve as fluorescence standards to evaluate FLIM and FRET instrumentation, for 
example to simulate high content analysis experiments utilising FLIM to measure FRET readouts of 
protein interactions in cells - enabling the investigation of challenging scenarios such as low FRET 
efficiencies or population fractions or low expression levels. In terms of further development of GOI 
technology, there is potential to further increase spatial resolution by replacing the fibre optic 
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output window of the HRI tube with a plane glass window. This is because the fibre optic output 
window limits spatial resolution due to the sampling frequency imposed by the core to core spacing 
of the fibre cores.  
7.3 A FLIM Confocal Laser Scanning Endomicroscope for FRET Readouts 
In Chapter 6, the development of a FLIM confocal laser scanning endomicroscope (CLSE) as a new 
tool for intravital FRET readouts of protein interactions was described. In contrast to wide-field 
microscopy, confocal endomicroscopy provides optically sectioning, which provides more 
quantitative imaging of thick tissue samples where fluorophores under study are not homogenously 
distributed in the sample volume. FLIM was implemented using a mode-locked Ti:Sapphire laser for 
ultrafast excitation and TCSPC electronics for time-resolved detection. These components were 
integrated into the modified Cellvizio™ endomicroscope system by constructing confocal detection 
optical system alongside that of the commercial instrument. For portability the CLSE system was 
mounted on a trolley.  
The axial and lateral resolution was shown to be similar to that of the commercial system with a 
lateral resolution of ~2 µm and an axial response with a FWHM of ~10 µm. A discussion of the 
impact of the coherent fibre-optic bundle on the resolution was presented with a qualitative 
description of the effect of pinhole size at the detector on the optical sectioning capability. The 
pinhole size should not significantly affect the sectioning if its image at the proximal end of the 
optical fibre bundle is less than the size of the individual fibre cores and so there is no benefit to 
have a smaller pinhole since the signal would be reduced without any improvement in optical 
sectioning.  
To guide FLIM experiments in real time, a FLIM GUI was written by Ian Munro that could provide live 
FLIM updates by operating the TCSCPC detection electronics in FIFO mode. At the same time the 
software “de-sinusoided” and folded the raw acquired image into a more conventional distortion-
free image. For quantitative measurements of intensity distributions it is also necessary to account 
for the position dependent pixel dwell time due to the resonant motion of the line scanning mirror. 
The frame update rate of the system was limited by the frame clock of the commercial scanning unit 
to ~12 Hz but, in practice, the maximum imaging speed is practically limited by the sample 
brightness. A further limit is imposed by the “dead time” of the TCSPC electronics that introduce 
distortions and lower the effective quantum efficiency if photon count rates exceed ~5%.  
Confocal imaging through several meters of optical fibre bundle led to the excitation and emission 
light experiencing significant optical dispersion and the detected signal included a background 
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comprising Raman scattered excitation light and fluorescence from the fibre optics. To minimise 
their contribution to measured signals, excitation and emission spectral channels were sufficiently 
spaced apart to avoid Raman signal and band pass filters were used to preferentially select the 
emission radiation. For intravital imaging applications, the system was optimised to image the donor 
fluorescence of FRET biosensors with spectral channels optimised for CFP-like and GFP-like 
fluorophores. To accurately determine fluorescence lifetimes, an optimised measurement protocol 
was devised: First, a background image is recorded by placing the probe in distilled water to enable 
the subtraction of residual background signals from the acquired FLIM data. Second, scattered 
excitation light is used to measure an IRF including propagation through the fibre-optic bundle. 
Third, a fluorescent plastic slide is used to determine “t0”, the relative delay between the scattered 
excitation IRF and the detected fluorescence decay profiles. The FLIM CLSE performance was 
validated by imaging a fluorescent plastic slide and FRET constructs in fixed cells while comparing 
results with equivalent measurements from a CLSM.  
To investigate whether the system was sufficiently sensitive to image fluorescence proteins labelling 
biological tissue, the system was applied to FLIM of ex vivo tissue from murine models of cancer that 
contained GFP expressing cells. The fluorescence lifetime values obtained with acquisition times of 
~10 seconds were in agreement with published values for GFP. These results are encouraging as they 
suggest the system is sufficiently sensitive for intravital microscopy of fluorescent proteins and that 
autofluorescence in this spectral channel is not a significant problem.  
Finally, to demonstrate the potential for FLIM CLSE as an intravital imaging tool to measure the 
efficacy of anticancer drugs, a time lapse FLIM experiment of cancer cells and the response of FRET 
biosensors to anti-cancer drugs by FLIM FRET was presented. The experiment was repeated with a 
CLSM and the findings were comparable, suggesting that the system could be used by biologists to 
complement conventional microscope studies. For example, cell based FLIM experiments performed 
with a microscope could be compared with animal model based experiments with the 
endomicroscope.   
7.3.1 Future outlook of FLIM CLSE  
This thesis has characterised and validated the FLIM CLSE performance. At the point of writing this 
thesis, the instrument is being translated to a collaborator’s laboratory to apply it to murine models 
of cancer. The goal of this further work is to make intravital quantitative measurements of FRET 
sensors in vivo and compare the results with those obtained using FLIM microscopy. The capabilities 
of FLIM CLSE could allow for a range of new intravital experiments to be undertaken to elucidate 
biological processes in situ. 
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Opportunities for improving FLIM CLSE include the use of pulsed gain-switched diode lasers if these 
become available with sufficient beam quality and average power to overcome transmission losses 
in the system, thereby removing the need for a relatively bulky and expensive mode-locked 
Ti:Sapphire laser. Also the limitations imposed by the dead-time of the TCSPC electronics could be 
overcome by using two or more TCSPC cards in parallel. For FLIM studies in biological tissue, the use 
of longer excitation and emission wavelengths (i.e. red to NIR) would reduce the background 
fluorescence in the fibre-optic imaging bundle as well as the deleterious impact of optical scattering 
and attenuation in biological tissue. This would require the FLIM CLSE instrument to be engineered 
but this would be straightforward.  
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