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Over the last decade, live video streaming applications have gained great popularity
among users but put great pressure on video servers and the Internet. In order to satisfy
the growing demands for live video streaming, Peer-to-Peer(P2P) has been developed to
relieve the video servers of bandwidth bottlenecks and computational load. Furthermore,
Network Coding (NC) has been proposed and proved as a significant breakthrough in
information theory and coding theory. According to previous research, NC not only
brings substantial improvements regarding throughput and delay in data transmission,
but also provides innovative solutions for multiple issues related to resource allocation,
such as the coupon-collection problem, allocation and scheduling procedure. However,
the complex NC-driven P2P streaming network poses substantial challenges to the packet
scheduling algorithm.
This thesis focuses on the packet scheduling algorithm for video multicast in NC-driven
P2P streaming network. It determines how upload bandwidth resources of peer nodes are
allocated in di↵erent transmission scenarios to achieve a better Quality of Service(QoS).
First, an optimized rate allocation algorithm is proposed for scalable video transmission
(SVT) in the NC-based lossy streaming network. This algorithm is developed to achieve
the tradeo↵s between average video distortion and average bandwidth redundancy in
each generation. It determines how senders allocate their upload bandwidth to di↵erent
classes in scalable data so that the sum of the distortion and the weighted redundancy
ratio can be minimized.
Second, in the NC-based non-scalable video transmission system, the bandwidth ine -
ciency which is caused by the asynchronization communication among peers is reduced.
First, a scalable compensation model and an adaptive push algorithm are proposed to
i
reduce the unrecoverable transmission caused by network loss and insu cient bandwidth
resources. Then a centralized packet scheduling algorithm is proposed to reduce the unin-
formative transmission caused by the asynchronized communication among sender nodes.
Subsequently, we further propose a distributed packet scheduling algorithm, which adds
a critical scalability property to the packet scheduling model.
Third, the bandwidth resource scheduling for SVT is further studied. A novel multiple-
generation scheduling algorithm is proposed to determine the quality classes that the
receiver node can subscribe to so that the overall perceived video quality can be maxi-
mized. A single generation scheduling algorithm for SVT is also proposed to provide a
faster and easier solution to the video quality maximization function.
Thorough theoretical analysis is conducted in the development of all proposed algorithms,
and their performance is evaluated via comprehensive simulations. We have demon-
strated, by adjusting the conventional transmission model and involving new packet
scheduling models, the overall QoS and bandwidth e ciency are dramatically improved.
In non-scalable video streaming system, the maximum video quality gain can be around
5dB compared with the random push method, and the overall uninformative transmiss-
sion ratio are reduced to 1% - 2%. In scalable video streaming system, the maximum
video quality gain can be around 7dB, and the overall uninformative transmission ratio
are reduced to 2% - 3%.
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The sky-rocketing proliferation of multimedia infotainment applications and high-end
devices(e.g., smartphones, tablets, wearable devices, laptops, machine-to-machine com-
munication devices) exacerbates the stringent demand for video streaming services.
According to the latest Visual Network Index (VNI) report from Cisco [1], the global
Internet tra c will increase threefold from 2014 to 2019, reaching 108.98 exabytes per
month by 2019, and Internet video tra c will be 89.319 exabytes per month as shown
in Fig. 1.1. The consumer Internet video tra c(TV, video on demand, Internet, and
P2P) will be in the range of 80 to 90 percent of global consumer Internet tra c in 2019.
Furthermore, according to this data and prediction, it would take an individual over 5
million years to watch the amount of video that will cross global IP networks each month
in 2019. Every second, nearly a million minutes of video content will cross the network
by 2019. It has become a consensus of the researchers in the field of communications that
today’s video streaming systems cannot meet the streaming demands in the foreseeable
future.
Driven by an insatiable appetite for bandwidth in the Internet, advances in media
3
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Figure 1.1: Cisco forecasts over 80 percent of global consumer Internet tra c
will be used by Internet video
compression technologies, and accelerating user demand, video streaming technologies
have received a substantial amount of attention from both academia and industry for a
long time. During the 1990s and early 2000s, research attentions mostly focused on the
design and implementation of one-to-one streaming protocols, such as the design of the
Real-time Transport Protocol (RTP) [2] specifically for streaming media. In recent years,
to provide more convenience for users, HTTP video streaming was proposed and widely
accepted by the industry. Based on the HTTP streaming protocol, the Dynamic Adaptive
Streaming over HTTP (DASH) [3] framework was also proposed and adopted by Netflix.
Furthermore, HTTP Live Streaming (HLS, Apple), HTTP Dynamic Streaming(HDS,
Adobe System), and Smooth Streaming (Microsoft) are also proposed based on the
HTTP streaming technology.
However, all the protocols mentioned above are based on the paradigm of one-to-
one Internet communication. Maintaining unicast sessions for each user quickly became
infeasible as the number of users increased. Many emerging applications, including
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Internet TV and live event broadcast, require the support of large-scale video streaming.
In 2012, a significant milestone for multimedia multicast was met by the biggest Internet-
based TV and live on-demand video platform. With the live streaming of the London
Olympic games through NBC, Youtube brought the live streaming of all sport events via
the Google servers throughout the United States, reaching 225 million streams globally,
with peaks of 500 thousand concurrent connections [4]. This sudden increase of content
popularity adds a great burden to the streaming server and the content distribution
network. It becomes imperative to construct a better streaming network to improve the
overall network e ciency.
Since 1990, to improve the transmission e ciency and reduce the transmission bur-
den in the core network, video multicast technology over IP network was thoroughly
researched [5]. However, many Internet Service Providers (ISPs) simply block or disable
IP multicast due to various security and economic concerns [6]. To solve this problem,
many content provider like YouTube [7] and Netflix [8] employ a Content Delivery Net-
work(CDN) with cache nodes which aggregate the users of a geographical region to a
local access point. It is undeniable that CDN brings an excellent service quality. How-
ever, the growing demand for video content and popularity of the flash-crowd events like
the Live Olympic Games is still a serious burden to these content providers. Therefore,
it further motivated a new form of delivery called peer-assisted delivery network.
Peer-to-Peer (P2P) networks have been used extensively in multimedia live stream-
ing as an e↵ective transmission platform. In P2P live streaming, peers collaboratively
organize themselves into an overlay and contribute their upload capacities to others.
Commercially, a Chinese national television has already applied the P2P network to
broadcast the Olympic Games in 2008 [9], and a French company and the French national
television have already teamed up to provide a browser-based peer-assisted solution for
broadcasting the football World Cup[2014] [10]. The European project P2P-Next [11] is
developing an internet television standard based on P2P, which marks a high and ethical
recognition of P2P technologies for future multimedia communication.
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Network coding is a great breakthrough in Information theory and coding theory, and
proposals have been made to apply this technique in P2P streaming network. Network
coding was first introduced in Information Theory by Ahlswede et al. [12], who proved
that the maximum capacity of a network can be achieved by transmitting mixed data
at intermediate nodes. Based on the theoretical model, Chou et al. [13] proposed
a practical network coding scheme for media streaming. Their work also proves that
practical network coding can provide significant gains in throughput and a reduction in
delay. Many large-scale applications of utilizing network coding in the field of multimedia
streaming [14], [15], [16] have also demonstrated the associated benefits in reducing
communications delays and facilitating the cooperation among nodes.
In this thesis, based on the conventional NC-based P2P streaming model. we identify
that the conventional NC-based streaming network will generate unrecoverable and unin-
formative packets, thereby leading to bandwidth ine ciencies. unrecoverable packets are
those network-encoded packets that can not be decoded before the playback deadline,
and the uninformative packets are those received packets that are linear dependent to
other previous received packets. To solve this problem, we firstly improve the conven-
tional streaming model, then propose several packet scheduling algorithm to optimize
the QoS and bandwidth e ciency based on the new streaming model.
1.2 Research Contributions
The contribution of this thesis are summarized as follows.
• An extensive and detailed overview of the state-of-the-art in P2P network with
network coding is carried out. Additionally, open challenges of packet scheduling
in this context are highlighted, which sheds lights on the research direction.
• In the NC-driven scalable video transmission (SVT) system, an optimized rate
allocation algorithm is developed to achieve the tradeo↵s between average video
Chapter 1. Introduction 7
distortion and average bandwidth redundancy in each generation. It determines
how senders allocate their upload bandwidth to di↵erent classes in scalable data so
that the sum of the distortion and the weighted bandwidth redundancy ratio can be
minimized. It is discovered that the ine cient transmission for a single generation
at one client node can lead to poor video quality in the subsequent generations of
this client node and poor video quality of other client nodes, thereby resulting in
poor overall video quality and delivery ratio. Better Quality of Experience (QoE)
can be achieved when the sum of video quality and the bandwidth redundancy are
both taken into consideration in the rate allocation algorithm for each generation.
• It is observed that the conventional NC-based streaming network generates unre-
coverable and uninformative packets, thereby leading to bandwidth ine ciencies.
This is because all transmitted packets are network encoded. When information
updates among users are asynchronized, these transmitted packets are likely to
be undecodable or redundant. Furthermore, It is discovered that in conventional
push-based schemes, it is impossible to avoid the transmission of uninformative
and unrecoverable packets because fully intelligent scheduling carries enormous
overheads for communication which cannot be compensated by the gains achieved.
Therefore, to find a trade-o↵ between the improved transmission e ciency and the
information overhead needed to achieve it, we propose a scheduling compensation
model (SCM), an adaptive push algorithm (APA), a centralized packet scheduler
(CPS), and a distributed packet scheduler (DPS). They are proposed to reduce the
unrecoverable and uninformative transmission, and lead to a better QoE in the non-
scalable video streaming system. First, the SCM and APA calculate the number
of packets that each receiver could receive from its neighboring nodes after taking
the dynamic network conditions into account. The two algorithms work together
to reduce unrecoverable transmissions. Then, the CPS and the DPS construct the
centralized and the distributed multi-sender cooperation models separately. They
accurately determine the number of packets that should be sent from each sender
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to each receiver in each generation. The experimental results prove that these pro-
posed algorithms can reduce redundant packet transmissions and achieve better
video quality and delivery ratio.
• In the scalable video transmission system, we further propose a novel multiple-
generation scheduling (MGS) algorithm which determines the video classes that
each receiver node should subscribe to so that the overall perceived video quality
can be maximized. The MGS is formulated as a perceived video quality max-
imization problem in some upload bandwidth constraints. Through solving the
maximization problem, the optimal layer subscription policy can be found. The
MGS problem is solved using two methods. One transfers the MGS to a single
generation scheduling(SGS) algorithm to provide a faster and easier solution. The
other solves the MGS directly using a dynamic programming algorithm. Experi-
mental results confirm that the MGS algorithm can bring better QoS in the scalable
video transmission system. The research output is declaired in Appendex B.
1.3 Thesis Organisation
The rest of this thesis is organized as follows:
Chapter 2 introduces fundamental concepts of network coding, development of
streaming network with particular emphasis on the state-of-the-art peer-to-peer net-
work. This chapter also summarizes some classic algorithms in conventional NC-based
P2P streaming network, as well as highlights open challenges of packet scheduling in this
context.
Chapter 3 presents a conventional NC-based P2P streaming system. This streaming
system describes the construction of the P2P network, the node communication methods,
the encoding and decoding processes at the end user, and the construction of transmission
region.
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Chapter 4 presents a rate allocation optimization algorithm to achieve the tradeo↵s
between average video distortion and average bandwidth redundancy in each generation.
This chapter addresses the problem of streaming scalable packetized media over a loss
packetized network by determining the rate allocation among di↵erent packet classes such
that the distortion and bandwidth redundancy can be minimized. A theoretical analysis
and performance evaluation of proposed algorithm are carried out for this proposed
algorithm.
Chapter 5 investigates that the conventional NC-based streaming network may gen-
erate unrecoverable and uninformative packets, thereby leading to bandwidth ine cien-
cies. This chapter solves this problem by proposing a scheduling compensation model
(SCM), an adaptive push algorithm (APA), a centralized packet scheduler (CPS), and a
distributed packet scheduler (DPS). The theoretical analysis and performance compari-
son of proposed algorithms are carried out for these two packet scheduling algorithms.
Chapter 6 proposes a novel multiple-generation scheduling (MGS) algorithm to
improve the overall perceived video quality. The MGS is formulated as a perceived video
quality maximization problem in some upload bandwidth constraints. Through solving
the maximization algorithm, the optimal video class subscription policy can be found.
The MGS problem is solved using two methods. One transfers the MGS to a single
generation optimization(SGS) algorithm to provide a faster and easier solution. The
other solves the MGS directly using a dynamic programming algorithm. Experimental
results confirm that MGS can bring better QoS in the scalable video transmission system.




In this chapter, Network Coding (NC) technologies are first elaborated. In this part,
the characteristics of NC and the application of NC to streaming network was analyzed.
Then the evolution of streaming network is presented. Through detailed analysis of past
streaming network, we evaluate the advantages and disadvantages of existing streaming
frameworks, with an emphasis on the introduction of P2P streaming network. The P2P
streaming network has been proved to have remarkable advantages over other streaming
networks, especially when it works with NC technologies. At the end of this chapter,
we comprehensively studied the past and ongoing NC-based P2P streaming network and
analyzed their goodness and drawbacks. These thorough studies and analyses help us
identify the open challenges in present work and shed light on the research direction.
2.1 Network Coding for Content Delivery
Network coding (NC) is one of the significant breakthroughs in the communication area.
It was first proposed in 2000 [12] and later brought an enormous impact on all areas
10
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of communications and networking. The conventional network mainly uses routers to
relay messages. In this network paradigm, a router only routes, or forwards messages.
It means that each message on an output link must be a copy of a message that arrived
earlier on an input link. In contrast, network coding allows each node in a network to
perform some computations on the packets. Thus, each message sent on a node’s output
link can be a mixture of messages that arrived earlier on the node’s input links. As
such, network coding refers to the transmission, mixing(or encoding), and remixing(or
re-encoding) of messages arriving at nodes, so that the transmitted messages can be
decoded at their final destination.
The benefits of applying network coding to the multimedia application include aug-
mented throughput, reduced vulnerability to packet erasures, minimized transmission
delay and ease of deployment in large-scale distributed systems. These benefits make NC
very attractive in the communication area, as these benefits are helpful in solving many
tough communication questions. Furthermore, NC brings a new transmission mecha-
nism and this new transmission mechanism also entails a radical change in the design of
communication networks and applications as well. With the new NC paradigm in net-
works, the traditional coding and communication protocols can be rethought regarding
the way that packets are created, combined and delivered. Therefore, it has attracted
great interest in many applications, such as wireless networking, network security, data
sharing, data storage, and video streaming.
To review the network coding technology, we first describe the fundamental theory
of network coding, then the linear network coding technology. In the end, we present
the well-established guideline that allows for putting NC into the practical streaming
system.
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2.1.1 Basic of Network Coding
In [12], Ahlswed, Cai, Li and Yeung give the definition of network coding: ”Refer to
coding at a node in a network as network coding”. This key idea and the goodness of
network coding in a communication network can be shown through the butterfly network
depicted in Fig. 2.1.
a) capacity of the edge b) traditional approach c) approach with network coding
Figure 2.1: Butterfly network.
Figure. 2.1 depicts a common communication network. This network is widely known
in the network coding literature as the butterfly network. The network is a directed
network, and the capacity of each link is 1 as shown in Fig.2.1(a). There are one source
node S, and two receiver nodes R1 and R2. The source S needs to send two di↵erent
symbols a and b to two receivers separately. In the traditional routing approach, the
network need two transmission slots to transmit both symbol a(red) and symbol b(blue)
due to the bottleneck link between the intermediate node t and the intermediate node
d. However, when the symbols can be combined and forwarded to the node t, one
transmission slot is su cient to transmit both symbol a and symbol b. This combination
could be the simplest XOR operation in this toy network. In such a transmission network,
each of receivers receives the coded symbol a + b (purple) from node d and one of the
original symbol from the side links. The receivers can subsequently decode the original
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symbol a and b. This simple example demonstrates the most important and incomparable
goodness in increasing throughput and reducing transmission delay. The advantages
make NC very attractive in current network transmission.
2.1.1.1 Benefits of Network Coding
• Throughput Benefit:
The achievable throughput with network coding can be larger than the achievable through-
put only with routing. Although their is no general answer about the gain, Chekuri at
al. [17] discuss bounds of the throughput benefit of network coding for several regular
configurations of acyclic direction networks. They show that when the capacity of min-
imum cuts of the network is equal to O(
p
|V |), where |V | is the number of nodes, the
throughput benefit of NC is about 1.58 over routing. In some other cases, the throughput
benefit is bounded by 1+ 1/(e  1). In all, the throughput benefit of NC is remarkable .
• Robustness Enhancement:
In addition to the advantages in augmented throughput, NC is also helpful in overcom-
ing the transmission di culties over lossy channels by increasing the resilience to data
loss. This is due to the nature of coding technologies. As some other channel coding
techniques, NC allows for adding redundancies to data transmission, thereby providing
higher data recovery probability in a lossy network. Furthermore, as data is encoded, it
allows receivers to achieve error detection and reconstruction in many cases. We illustrate
the advantage of NC in data recovery by a simple example of a server-client relationship
in transmission. In Fig. 2.2, a toy example of network transmission is presented. The
server node 1 needs to transmit packets p1 and p2 to the receiver node 2. In a lossy or an
error network, server node 1 could transmit packet p1 , packet p2, and packet p1XORp2
to receivers. In this way, the loss of any one packet will not bring any original data loss.
The receiver node can decode the packet p1 and p2 if any of two packets arrive at the
receiver node. The resilience to data loss is especially useful in satellite transmission and
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any other transmission with a strict time constraint.
Figure 2.2: Toy example of network with one source node and one receiver
node. loss resilience can be increased when NC is implemented in
the source node
It is also important to emphasize the goodness of network coding over other rateless
codes (also known as Fountain Code) [18]. The rateless codes are defined as a class of
erasure codes with the property that a potentially limitless sequence of encoding symbols
can be generated from a given set of source symbols such that the original source symbols
can ideally be recovered from any subset of the encoding symbols of size equal to or only
slightly larger than the number of source symbols[18]. However, the drawback of rateless
codes is that they only perform on uncoded data to generate new encoded data. It means
that only source nodes encode packets. In contrast, network coding is considered as a
generalization of conventional store-and-forward routing techniques, and it was originally
proposed in order to achieve multicast data delivery at the maximum data transfer rate
in single-source multicast networks [19].
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2.1.2 Linear Network Coding
Although the goodness of network coding is already proved in the area of Information
theory, a more general coding mechanism is still needed to introduce NC to actual data
transmission. Then in [20] and [21], linear network coding was proposed to allow network
nodes to code data with linear functions on finite field GF(q), where q denotes the size
of the finite field. Most network coding applications are developed with linear network
coding, although non-linear network coding has also been studied, e.g., in Dougherty et
al. [22], Kosut et al. [22], Lehman and Lehaman [23], Li et al. [24]. It has been proved
that coding with a linear operator is su cient to achieve the upper bound of the max-
flow-min-cut theorem, with single or multiple sources. Considering the complexity of the
non-linear coding, linear network coding is the best type of practical coding algorithm
used in the practical applications.
In [20], a communication network is considered as a directed graph G = (V,E). In
the graph, V represents a set of vertex, and E represents a set of directed edge. We
extract a single node from the whole graph such that this node have three incoming
edges, and one outgoing edges. It can be expressed in the Fig. 2.3:
Figure 2.3: Illustration of linear network coding.
Let xi represents the message in the incoming edge i received by node N , and y
represents the message sent by node n. y can be represented by a linear combination of
its incoming packets xi. y can be expressed as:





In the equation, the local coding coe cients ↵i is an randomly generated coe cient
that applied to each packet xi. The receiver node can decode the linear equations
generated based on the transmitted packets. Coded packets received at the receiver
node yield a system of linear equations that should be solved so as to retrieve the original
packet xi.
Later, in [25], a distributed random linear network coding (RLNC) approach for
transmission and compression of information in general multicast networks is proposed.
In RLNC, network nodes independently and randomly select linear mappings from inputs
onto output links over some field. It is proved that the RLNC achieves capacity with
probability exponentially approaching 1 with the code length. Benefits of this approach
are decentralized operation and robustness to network changes or link failures. Usually,
the random linear network coding in a practical system is on a finite field Fq of size q,
e.g, a Galois Field(GF) of size q = 2m, where m is the number of coe cient bits.
2.1.3 Practical Network Coding
Practical network coding was proposed in [13] to standardize the NC in the area of mul-
timedia streaming. Practical network coding relies on three key ideas: random coding,
packet tagging, and data bu↵ering. Random coding allows encoding in a distributed
manner. Furthermore, tagging each packet with the coding vector also allows the dis-
tributed decoding. Bu↵ering allows for asynchronous packet arrivals and departures
with arbitrarily varying rates, delay, and loss. Di↵erent from network coding in the
pre-mentioned multicast scenario, in practical implementations of multimedia commu-
nications over packet networks, the NC operations described in the previous subsection
are applied to full data packets and not on bytes or elementary symbols independently.
As such, a packet is treated as a vector of symbols (typically one byte each), and the
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same coding coe cients are applied to all symbols in the packet.
Practical network coding chooses to use RLNC to encode its received packets. The
reason for choosing RLNC to develop practical network coding is that it is hard to
get the centralized knowledge of the network topology for the purpose of computing,
which is treated as a known information in previous theoretical work. To ensure the
receiver can perform the appropriate decoding operations, each packet is tagged with
the set of coe cients that describe the coding operations, and the set of coe cients are
transmitted along with the encoded packets to the receiver. In practice, a header that
conveys information about the coding coe cients is added to each packet. The global
encoding vector entails a rate overhead, whose size depends on the number of source
symbols and the size of the finite field.
Furthermore, in the multimedia communications application, the timing constraints is
also an important criterion. Real networks transmit packets asynchronously, and media
streaming sources continuously transmit new packets that have to be decoded before
their expiration deadlines. To satisfy this requirement, packets belonging to multimedia
stream are grouped into generations of size L (i.e., sets of L time consecutive multimedia
packets) and network coding operations are applied to packets of the same generation
[13]. To further explained how practical network coding solves the NC in streaming
transmissions, we explain the random coding process, packet format, and the bu↵ering
model in the following subsection.
2.1.3.1 Random construction
The centralized knowledge of the network topology is very impractical in a real network.
Besides, the construction of network coding needs the cooperation of all nodes in the
network, which will bring an unacceptable amount of work between senders and receivers.
To solve this problem, a distributed and randomized approach is desired. The key
innovation in [13] is transmitting encoding packets with random network coding. As a
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consequence, receivers will receive a randomly combined version of the source data by
a random combination over the whole network. In practical network coding, packets
are allowed to be re-encoded at the intermediate nodes. The previous coe cients in the
packet overhead are re-encoded as well and forward to the next node. The receiver can
decode the original packet after it receives enough independent encoded packets.
The original packets can be fully decoded if the coe cients can form a full rank matrix
at the receiver. To keep the innovation of the sent packets, the encoding operation is
performed in a finite field of su cient size. Many research also studies the impact of
Field size to the inherent uninformative rate in the network [13], [26]. According to
calculation, when the field size is 28, the coe cient matrix G is a full rank matrix with
probability at least 1   2 8 = 0.996. They proved that m = 8 is suitable to be used
in the large-scale network. Furermore, some authors also proposed network coding over
GF(2) by using sliding window to reduce coding complexity [27].
2.1.3.2 Packet tagging
In practical network coding, the receiver nodes do not have any centralized knowledge
of the network topology or the decoding function. Therefore, a packet tagging format is
necessary to transmit the global encoding vectors within the packet so that the receivers
get the encoding functions.
We define the notation of a source packet xi = [xi,1, xi,2, xi,3, ....., xi,w]. xi represents
the source symbol and xi means that the source symbol xi can be further represented
with vectors. So every receiver can recover h source vectors x1, ...xh from any h received
packets. Equivalently, we also defined a received packet as di = [yi,1, xi,2, xi,3, ....., yi,w].
di is the result of several combinations of a set of w packets. It can be represented as
Eq. 2.2, where Mt is a n⇥ h matrix.







































To include the information of coe cients in the packets, the global encoding vectors
should be transformed with the packet data. This can be done by prepending a vector
of length h to each original packet xi, i = 1, ·, h,. Any receiver can decode the original
source packet by using the Gaussian elimination. The prepending process of Eq. 2.2 can


























According to the formula, the cost of network coding is the length of the pre-pending
symbol. For a normal UDP packet, a typical maximum packet size excluding header is
somewhat larger than 1400 bytes. We also can say that each packet has about N=1400
symbols if the field size is 28. If h is 50 in this matrix, the overhead is 50/1400 ⇡ 3%.
2.1.3.3 Bu↵ering Model: Generation
In real networks, the number of packets per unit time on each edge varies due to loss,
congestion, and competing for tra c. To synchronize the transmission, a generation
based bu↵ering model is proposed. The streaming source divides whole source informa-
tion into several generation and each generation is assigned an identification number. In
the packet header, a small field is used to distinguish the generation to which the packets
belong to. The packets are encoded at the intermediate node only if all encoding source
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packets are in the same generation. These packets are encoded with random coe cients
and transmitted to the next hop. Gauss-Jordan elimination is traditionally used to check
for non-innovative packets. This also progressively decodes the incoming data, so that
when the last incoming packet from a generation is decoded, the original information is
available to be consumed at the receiver.
2.1.3.4 Problems of Practical Network coding
Although practical network coding brings many benefits. In real network, it also brings
two types of superfluous transmission.
• Uninformative Transmission:
Uninformative transmission can be caused through two ways. First, due to the ran-
domized nature of the coe cients, a small probability exists that an incoming packet is
linearly dependent from the packets that have already been bu↵ered due to the same
coe cients. We call these packets that do not provide new information uninformative
packets. Uninformative packets can also be generated due to asynchronous communi-
cation among sender nodes. Senders may push an encoded packet in generation g to
a receiver when the receiver already decodes the whole generation g, because the stop
signaling message does not arrive at the sender node in time. The first type of uninfor-
mative packet can not be avoided. However, the second type of uninformative packet
can be avoided through an accurate transmission.
• Unrecoverable Transmission:
Due to the strict playback deadline of the live streaming application, network encoded
packet could be unrecoverable due to the lack of encoded packets to decode the generation
before the playback point. This kind of transmission is called unrecoverable transmission.
In contrast, transmission with routing does not have this problem. All transmitted
packets are recoverable. When a node can not decode the encoded packets before the
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playback deadline, these packets become useless and will be discarded. As such, the
bandwidth e ciency of the whole streaming system is low, the perceived video quality
at the receiver node is low as well. Therefore, the unrecoverable transmission leads to
poor performance of the delivery system. Avoiding them through careful transmission
system design is necessary.
2.2 Development of Internet Video Streaming
Over the last two decades, video streaming has received a substantial amount of attention
from both academia and industry. Research interests start from the design of transport
protocols for streaming video and then they have shifted to the peer-to-peer paradigm at
the application layer. Besides, some research has focused on building streaming protocols
based on the HTTP protocols, like Dynamic Adaptive Streaming over HTTP (DASH)
[28]. In this section, we provide a retrospective view of the streaming protocols over the
past two decades, with an emphasis on peer-to-peer streaming protocols. This survey
can help us to find these open challenges in the design of streaming network [29].
We seek to go back in the time machine and present a retrospective view of the
history of Internet video streaming by highlighting a few main research areas in the past
two decades of research and development. Following the chronological order, four stages
of research development on Internet video streaming are presented in Fig. 2.4.
Figure 2.4: Main Technologies used in Internet Video Streaming
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2.2.1 Client-Server Video Streaming
During the 1990s and early 200s, research attention mostly focused on the design and
implementation of new streaming protocols. These initial streaming protocols were
designed to receive video streams from the streaming servers over the Internet. In order
to enhance the performance of the overall network, the Internet Engineering Task Force
standardizes the Real-time Transport Protocol (RTP)/Real-time Transport Control Pro-
tocol (RTCP)/Real-time Transport Streaming Protocol (RTSP) protocol suite, including
the RTP [2], the RTSP [30], [31]. RTP was proposed for the end-to-end real-time data
streaming. RTSP was designed to maintain video sessions and to provide VCR-style
control functionality, which enables users to pause, resume, or seek in video streaming.
However, all these protocols are based on one-to-one Internet communication paradigm.
Maintaining unicast sessions for each user quickly became unfeasible as the number of
users scaled up. Many emerging applications, including Internet TV and live event
broadcast, desire the support for video multicast, which allows delivering a video stream
to a large number of clients.
2.2.2 IP Multicast
To support the growing demands for video streaming, IP multicast [5] was proposed as
an extension to IP unicast, with the purpose of providing e cient multipoint packet
delivery. In theory, IP multicast can be the most e cient multicast scenario because
the network topology was best known in the network layer. IP multicast retains the
semantics of IP and allows users to join or leave multicast groups dynamically.
As IP multicast scheme is a sender-driven scheme, multicasting scalable data from a
content server to di↵erent receivers without a common target rate becomes a challenge
question [32]. One solution was stream replication, which could be viewed as a trade-
o↵ between single-rate multicast and multiple point-to-point connections [33]. It was
justified in a typical multicast environment where the bandwidth of receivers usually
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followed some clustered distribution. As a result, a set of streams could be used to
match these clusters to achieve a reasonably good performance. Several receiver-driven
layered IP Multicast (RLM) streaming protocols were also proposed. RLM [34] mapped
di↵erent layers of a scalable video source to distinct multicast groups and let the receivers
independently decide the number of layers to subscribe.
However, due to many ISPs directly block or disable IP multicast due to various
security and economic concerns[6], the scope and development of IP multicast always
remain relatively limited with IPv4. In IPv6, the multicasting has been integrated into
the specification. Compared with the IPv4, the multicast in IPv6 is similer and safer.
2.2.3 Peer-to-Peer Network
Due to the limitation of IP multicast, the idea of using the application layer for multicast
was proposed around 2000 [35],[36], [37], [38], [39], [40]. Application Layer Multicast
(ALM) is defined as the implementation of multicast forwarding functionality at end-
host. ALM is also known as peer-to-peer multicast, end system multicast. In some
reviews like [29], they distinguish the ALM and P2P multicast based on the structure
of the network. The authors claim that ALM and P2P multicast share the same design
philosophy. However, ALM is largely push-based, and P2P multicast is mostly pull-
based. In some other review articles [38], authors think both ALM and P2P represents
an overlay multicast system, where end users contribute their upload bandwidth to
achieve video multicast. In Section. 2.3, we use P2P network to represent all overlay
multicast network, including push-based network and pull-based network. We survey
P2P networks from centralized, recursive, unstructured tree-based network, structured
tree-based network, and mesh-based network, which covers all type of application layer
multicast structure in the following sections.
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2.2.4 Content Delivery Network
Another method of supporting media multicast is to build a large-scale unicast system
by reusing the client-server model that is widely used before, instead of building a multi-
cast network. It is obvious that the high demand of bandwidth to media server instantly
questions the feasibility of this approach. Therefore, the content delivery network was
proposed [41]. As a direct improvement to the conventional clientserver service model,
CDNs slightly expand the concept of the ”server”. In the CDN model, clients find a
content delivery server that is located nearest to download a video, instead of download-
ing it directly from a video source server. The video source server acts as the ”server”
for content delivery servers by pushing video contents to them. Therefore, the CDN
model can be seen as a two-layer clientserver model. This not only reduces the distance
that content travels but also reduces the number of hops a data packet must make. The
benefits are less packet loss, optimized bandwidth and faster performance – improving
overall user experience. In fact, YouTube [7] keeps employing CDNs to deliver its most
popular videos to its users, and Akamai [42] runs a profitable business as the worlds
largest CDN service.
However, CDN servers are expensive to deploy and maintain. The server capacity
(including processing power and outbound bandwidth) that can be allocated to the dis-
tribution of one media file is limited. The CDN model can not take advantage of the
upload bandwidth of the clients, which puts all the load on the CDN infrastructure
(the involved servers and networks). In fact, the bandwidth provided by a CDN has to
grow proportionally with the number of clients, which makes CDNs an expensive solu-
tion for large client populations, although the excellent service quality of an adequately
dimensioned CDN is undeniable.
In retrospect, di↵erent from the CDN networks, P2P networks store the media data
at client nodes after the streaming service, and client nodes act as supplying peers
and stream the media data to other requesting clients (peers). In comparison, the P2P
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network is easier to deploy and requires fewer resources from the server. It is argued that
both CDN- and P2P-based architectures have their advantages and disadvantages, and
each architecture does not provide a cost-e↵ective and scalable solution for streaming
media distribution. Therefore, a hybrid system combining both CDNs and P2P has
long been envisioned [43][44]. For instance, LiveSky is a P2P-CDN hybrid streaming
system designed and deployed recently [45]. The servers in CDNs are organized in a tree
structure, and the clients form a tree-mesh combined overlay to forward the received
streams. A better balance between streaming quality and scalability is achieved by this
P2P-CDN hybrid architecture, which brings shorter startup latency, and less cross-ISP
tra c.
2.3 Peer-to-Peer Streaming Network
A robust real-time video communication service over the Internet in a distributed manner
is an important challenge. In this context, Peer-to-Peer (P2P) networks are playing an
imperative position for providing e cient video transmission over the Internet [46] [47].
A distributed network architecture is called a Peer-to-Peer network, if the participants
share a part of their hardware resources (processing power, storage capacity, network
link capacity, etc). These shared resources are helpful in providing the service and
content o↵ered by the network (e.g. file sharing or shared workspaces for collaboration).
The participants of this network are called resource providers and resource requestors
respectively [48].
Peer-to-peer (P2P) is a decentralized communications model in which peers collab-
oratively organize themselves into an overlay and share their upload capacities to serve
others. It was proved that the benefits introduced by overlay multicast overshadowed the
topological ine ciency introduced, with respect to bandwidth consumption on the back-
bone network [49]. In P2P networks, clients are both resource providers and resource
users. It means that the capacity of peer-to-peer networks can increase as more users
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begin to access the content. This property is one of the major advantages of using P2P
networks because it makes the setup and running costs very small.
Figure 2.5: Main Technologies used in peer-to-peer streaming network
In this section, we describe these major algorithmic choices to build a P2P live video
streaming network as shown in Fig. 2.5. Firstly, the supplier-receiver relationships can
be determined as centrally, recursively, or a fully distributed algorithms. It determines
how the network is constructed. In the centralized network, a peer searches its parent by
querying the central server. In the recursive scheme, nodes form a cluster and organize
themselves in a hierarchical way. A node joins the network by recursively sending requests
from the root to the leaf node. In a fully distributed algorithm, a node joins the network
by contacting a well-known tracker to obtain a list of peers in the system and establishes
a neighboring relationship. The fully distributed network can be further divided into
tree-based network and mesh-based network. The tree-based network can be further
divided into the structured tree and unstructured tree.
In the mesh-based network, according to the sender-receiver relationship, it can be
further divided into the pull-based and push-based scheme. Moreover,the overall stream-
ing network can also be classified according to the way that peers choose their parents.
The way that peers choose parents can be divided into network-driven and data-
driven. Network driven means that peers choose parents based on the geographic loca-
tion. Data-driven means that peers choose parents based on data availability. Usually,
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centralized and recursive network use network-driven scheme and fully distributed net-
work use data-driven scheme [50].
2.3.1 Centralized Schemes
In centralized schemes, a peer queries the central server for parents upon its arrival at
the system or departure of its parent. Usually, the controller uses some information
(e.g. distance from n other members) to maintain a spanning tree. The main concern of
centralized algorithms is scalability. In the study of CoopNet [51], the trace captured on
September 11, 2001, at MSNBC is simulated. The study shows that an ordinary server
can only handle 18,000 hosts and 1000 churns per second.
The representative centralized schemes include ALMI [52] and CoopNet [53]. ALMI
[54] aims to support small group multicast applications with multiple sources. When
a peer x wants to join a session, it sends a JOIN message to the controller. Then the
controller assigned a member ID to peer x and gives peer x the member ID and IP
address of its parent. Then peer x sends a GRAFT message to its parent to attach
to the tree. The parent keeps sending packets to the receivers without extra requests.
The peer node monitors the status of its parent. If its parent leaves, the peer asks
the controller for a new parent. A heuristic degree bounded minimum spanning tree
algorithm is used by the controller to build a bi-directional shared tree. It periodically
calculates the cost reduction of a new tree, and if the reduction exceeds a threshold, it
instructs peers to switch parents. Each member’s degree on the tree is bounded by its
access link’s bandwidth.
The CoopNet [53] targets the flash crowds at web servers with streaming content,
live or on-demand, di↵erent from ALMI, The controller in CoopNet returns a list of
potential parents according to a set of nearby peers. The video is encoded with multiple
description coding (MDC). For each substream, a peer selects a parent from the list.
When a peer leaves gracefully, it notifies the server, which finds new parents for its
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orphaned children. Each peer monitors the packet loss rate in each substream. If the
rate exceeds a certain level, the peer will wait for its parent to fix the problem if its
parent also experiences packet losses; otherwise, it will ask the server for a new parent.
2.3.2 Recursive Schemes
Recursive scheme include Overcast [55], NICE [56], ZIGZAG [57], THAG [58], NHAG
[59], TURINstream [60], HMTP [61], Yoid [62], and Island Multicast [63]. It means
that each node joins the streaming system through recursively enquiring other nodes,
in contrast to informed by tracker nodes directly in centralized schemes. According to
whether peers are first grouped into clusters, recursive schemes can be further classified
into three sub-categories: without clusters, with clusters, with IP multicast. NICE,
ZIGZAG, THAG, NHAG, and TURIN-stream first group peers into clusters and then
build trees with clusters of nodes. Clusters are used for di↵erent purposes, such as
imrpoving scalability, building multiple interior node-disjoint trees, or achieving a low
tree cost. Consequently they organize peers into clusters in di↵erent ways. All these
schemes have a control plane and a data plane. On the control plane, peers organize
into clusters, select cluster leaders, and split and merge clusters to keep the cluster size
within a range. HMTP, Yoid and ISland Multicast build trees with IP multicast island
as nodes and use scoped IP multicast inside each island.
To summarize, centralized schemes can construct short, balanced, and low-cost trees
if the central server has the global knowledge of peers virtual network positions and
upload bandwidth. Centralized schemes have low join complexity, and provide quick
repair of the broken trees. The maintenance overhead is low, and an ordinary server can
handle the workload of thousands of peers. In contrast, recursive schemes build low-
cost trees without having global knowledge. However, peers close to the tree root may
have large processing workload. Grouping peers into clusters can improve scalability
and achieve other benefits, but often imposes new constraints. The use of hierarchical
clusters will severely increase the processing and uploading workload of peers at the top
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of the hierarchy. Peer churn incurs a long convergence time. Thus, recursive schemes
are not necessarily more scalable than centralized schemes.
2.3.3 Fully Distributed Schemes
Fully Distributed schemes include structured tree-based schemes, unstructured tree-
based schemes, and swarm-based schemes.
2.3.3.1 Structured Tree-based Schemes
Structured tree-based schemes is a type of fully-distributed network. It organizes peers
with Distributed Hash Tables (DHT). DHTs provide a scalable unicast routing mech-
anism. Each peer has a routing table, and a peer can reach any other peer within
O(logN) hops, where N is the number of peers. Structured tree-based schemes include
Ratnassamy et al. [64] (uses CAN [64]), Bayeux [65], SplitStream [66] and Borg [67].
Ratnasamy et al. [64] explore the architecture of Content Addressable Network (CAN)
to flood multicast packets to group members. In CAN, the source forwards packets to
all neighbors, other nodes only forward packets to certain directions inferred from their
positions in the torus. Bayeux uses Tapestry [68], where a new peer x sends a JOIN
message to the root, and then the root replies with a TREE message, which is routed
back to peer x. Upon receiving the TREE message, intermediate nodes set up a virtual
link so as to forward future packets from the root to peer x. When peer x wishes to
leave, it sends a LEAVE message to the root. The root replies with a PRUNE message,
which is routed to peer x along the same path as the TREE message. Upon receiving
the PRUNE message, intermediate nodes close the virtual link.
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2.3.3.2 Unstructured Tree-based Schemes
The unstructured tree-based scheme is a type of distributed P2P network. In the unstruc-
tured tree-based scheme, the algorithmic choices can be further divided into data-driven
and network-driven schemes. In this section, we analyze the basic concept of the unstruc-
tured tree-based scheme first. Then we survey the data-driven and network-driven
respectively.
In the unstructured tree-based scheme, a child renews the parent-child relationship
every Ts. A parent forwards each received packets to its children for a period of length
Tm > Ts. Then the parent-child relationships in the whole network naturally form a
tree. The main di↵erence between the centralized P2P scheme and the unstructured
tree-based scheme is the forming process of the tree. Usually, in the unstructured tree-
based scheme, the choice of parent nodes is more randomized. The child node contacts
a well-known RP for its initial membership table and then exchanges membership table
with neighbors periodically. In the table, the child node selects a set of nodes to be its
parent nodes randomly. In contrast, the centralized scheme only assigns one particular
parent node to each new node until the leave of this parent node.
The construction of unstructured tree can be built with data-driven and network-
driven schemes. Data-driven tree-based schemes include the new CoolStreaming [69],
SPANC [70], GridMedia [9], and Substream Trading[71]. These schemes split the video
into S substreams. CoolStreaming and SPANC use peers positions in the video to build
trees. In CoolStreaming, a peer tries to maintain that it advances at a similar pace in
each substream and its parent advances at a similar pace as its neighbors. Therefore, it
is easier for an orphaned peer to find a parent and fewer packets will be lost when a peer
switches parent. In SPANC, a peer selects the neighbor with the latest position in the
video to be its parent to reduce delays. GridMedia and Substream Trading use exchange
history. In GridMedia, a peer subscribes to the peer that it has received more packets
in the last interval with higher probability. The rationale is that such parents are more
Chapter 2. Fundamental Concepts and State-of-the-Art 31
capable of supplying packets in the future. In Substream Trading, peers reciprocate with
contributing neighbors as a tit-for-tat incentive mechanism.
Network-driven schemes include Narada [36], Gossamer [72], OMNI [73], ChunkySpread
[74], Treebone [39], Fastmesh [75], and TreeClimber [76]. Narada, Gossamer, and
TreeClimber use a distance-vector routing protocol. Narada and Gossamer use RTTs as
the metric, and TreeClimber uses hops. Narada allows any peer to be the video source
and each peer maintains a routing table of size O(N). In Gossamer, peers only maintain
routes to video sources and hence have a routing table of size O(s) and s is the number
of sources. TreeClimber allows a single video source and the routing table has only one
entry. In OMNI, ChunkySpread, Treebone, and Fastmesh, peers swap positions with
other peers to optimize the tree. In Treebone and Fastmesh, peers swap positions only
with ancestors. In ChunkySpread and OMNI, the selection of swapping targets is more
flexible.
2.3.3.3 Swam-based schemes
The swarm-based (mesh-based) scheme is a type of fully distributed P2P network. In
swarm-based schemes, a peer, by contacting a well-known tracker or a peer already in
the video channel, acquires the IP addresses of a list of peers in the system and estab-
lishes neighboring relationships. Some other swarm-based schemes also use a distributed
membership management protocol, such as the scalable probabilistic membership pro-
tocol (SCAMP) [77]. The video is split into chunks of size Sk. Each chunk has a unique
sequence number. Each peer maintains a sliding window of recently received chunks,
which is called bu↵er-map. A peer advertises its bu↵er-map to neighbors immediately
after obtaining a new chunk or every interval of length Td. In swarm-pull schemes, upon
receiving a bit-map message or every interval of length Ts, a peer uses a scheduling
algorithm to determine which chunks should be requested, and from which neighbors
these chunks should be requested. In swarm-push schemes, upon receiving a chunk, a
sender peer pushes the chunk to the neighbors that do not have the chunk according to a
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specific packet scheduling algorithm based on the sender peers local copies of neighbors
bit-maps.
In swarm-pull schemes, peers will not receive duplicated chunks, and if the play-
back delay is large enough, a chunk will eventually reach all the peers in time. However,
with a limited playback delay, it is possible that a chunk can not reach a peer before
the playback deadline. In the swarm-pull scheme, the most important question is to
determine the chunk selection strategy and the target selection strategy. It will deter-
mine how packets are requested according to its limited bandwidth and importance of
packets. An algorithm may select chunks randomly, or prefer chunks that are rare among
neighbors (rarest-first), or chunks that have the latest sequence numbers (latest-first),
or chunks that are approaching their playback deadlines (most-urgent-first). The target
selection strategy is more versatile. A peer may select from neighbors randomly, or select
neighbors according to their workload or pair-wise bandwidth and delays.
In swarm-push schemes, peers are likely to receive duplicated(uninformative) chunks
when the update of neighbors’ bu↵er-map are stale. However, notifying neighboring
nodes immediately after receiving a chunk will result in a high volume of overhead. R2
is the most representative swarm-push scheme. R2 [78] combines random network cod-
ing with random push algorithm. In the peer-to-peer system, it uses random network
coding to transmit live video streaming on a swarm-push P2P system. The basic idea of
combining the two concepts together is to improve the cooperation between peers when
transmitting a live multimedia. Another attractive advantage of the mesh-push scheme
is that it can avoid missing important blocks which are caused by the inelegant left of
peers. Therefore, this scheme can provide fast recovery when su↵ering peer churn. This
scheme can also improve the performance of live streaming servers, as well as reduced
bandwidth costs on dedicated streaming servers because more peers can corporate in the
same multimedia delivery.
• Random network coding:
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In R2, random network coding technology is used. Each segment is divided into n blocks
[b1, b2, b3, . . . , bn], and each block has fix number of bytes. When a peer node sends
packets to peers, instead of sending this blocks directly, it sends a random combinations
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The receiver uses the Gauss-Jordan elimination to decode a segment progressively
since it receives the first coded block in this segment. When n coded blocks are received,
the original blocks can be immediately decoded.
The sender uses random push strategy to push packets to receivers. When the trans-
mission process starts, the sender node will randomly push packets to receivers based
on the bu↵er-map of the receivers without receivers’ request. Senders determine which
packet should be sent first according to a packet scheduling algorithm based on the
bu↵er-map. Furthermore, a priority region is defined to make sure a prioritized trans-
mission. Priority region is defined as a transmission region close to the playback point.
It is used to makes sure that the urgent and lastest segment can be served first. It shares
the same principles as the latest-first and most-urgent-first strategy in swarm-pull based
scheme.
The experimental results in R2 [78] show that the NC-based mesh-push streaming
network brings a better performance regarding initial bu↵ering delays, resilience to peer
dynamics, as well as reduced bandwidth costs on dedicated streaming servers, compared
with a typical live streaming protocol (both without and with network coding).
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2.4 P2P Streaming with Network Coding
As introduced in all above P2P networks, the key of P2P network is the packet scheduling
algorithm. It determines how packets are transmitted through the network, thereby
determining the e ciency of P2P system. In this section, we focus on the past packet
scheduling algorithm in P2P network with network coding. Through a detailed analysis,
the strengths and weaknesses of each scheduling algorithm are evaluated.
2.4.1 NC in Unstructured Tree-based Network
Network coding was applied to video streaming since 2003 [13]. Since 2005, network
coding is widely applied to video streaming area. They present a new model for mul-
timedia streaming between servers and clients not only over the Internet but also over
the wireless network [79], [80]. NC can improve the throughput of data multicast while
generating rateless erasure codes [81]. In [82], the authors proposed a packet scheduling
algorithm to combine network coding with the multi-tree scalable streaming network to
achieve a large-scale streaming network. They organize the receivers into layered data
distribution meshes and send substreams to each mesh using layered coding. Later in
[83], the authors propose an optimization algorithm using a greedy algorithm based on
the maximum and minimum flow of each link. They build a global optimal algorithm for
each layer and each receiver. Then they build a greedy algorithm by scheduling the lower
layer first(greedy algorithm). Later in [70], video packets are divided into substreams
and pushed to receivers. The transmission of the NC-recovery packet in loss network
is formulated to another delay minimization problem. They prove that network coding
brings faster recovery in the tree-based P2P network. In [84], the authors proposed a
layered multicast with inter-layer network coding for multimedia streaming. Instead of
building multicast tree for each layer, they allow inter-coding among di↵erent layers.
Therefore, greater flexibility is given in optimizing the data flow, and higher throughput
is achieved. However, due to the computation complexity, this model is only tested in
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a two-level multicast tree. In [85], they propose a joint network flow control and per-
formance optimization problem. The centralized flow control problem is decomposed
into a two-level optimization problem, and this optimization problem finds the scalable
content distribution meshes with minimum path costs for each video coding layer while
satisfying the inter-layer dependency.
2.4.2 NC in Mesh-based P2P Network
In [86], Wang and Li apply network coding to a large-scale mesh-pull based P2P network
and use the actual network tra c to evaluate meticulously the benefits and tradeo↵s
involved in using network coding in P2P streaming. They proved that network cod-
ing makes it possible to perform streaming with a finer granularity, which reduces the
redundancy of bandwidth usage, improves resilience to network dynamics, and is most
instrumental when the bandwidth supply barely meets the streaming demand. In 2007,
in [78], the same authors applied network coding to a mush-push based P2P network and
proved that network coding brings dramatic better throughput and less delay compared
with traditional routing method and network coding on mesh-pull based P2P network.
Later in [87], the advantages of network coding is examined in an over 200,000 peers
network with realistic assumptions of system scale, peer dynamics and upload capacities
and under some extreme dynamics such as a flash crowd scenario. They proved that net-
work coding can provide high playback qualities, short initial bu↵ering delays, resilience
to peer dynamics, as well as minimal bandwidth costs on dedicated streaming servers.
Later in [15], network coding was firstly applied to VoD streaming system for the Sum-
mer Olympic Games in August 2008. They propose an ”early-braking” mechanism to
reduce linear independent block.
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2.4.3 NC with Scalable Video Coding
Scalable Video Coding (SVC), [88] also referred to as Layered Coding (LC) responds
to a multitude of challenges imposed by media broadcasting. SVC standardizes the
encoding of a high-quality video bitstream that is consist of one or more subset bit-
streams. A subset video bitstream is derived by dropping packets from the larger video
to reduce the bandwidth required for the subset bitstream. The subset bitstream can
represent a lower spatial resolution (smaller screen), lower temporal resolution (lower
frame rate), or lower quality video signal. The scalable video coding is very desirable for
Internet streaming because most networks are typically characterized by a wide range
of connection qualities and receiving devices. The variety of end servers with di↵erent
capabilities ranging from cell phones with small screens and restricted processing power
to high-end PCs with high-definition displays. Scalable video coding is widely used in
common P2P network as well. The common scheduling methods include layer first, order
first, and mixed first [89]. Layer first means that the lower layers always have higher
priority than higher layers. Order first means that generations close to playback point
have higher priority than subsequent generations. Mixed first means that the priority
follows the Zig-Zag order. Many optimization works are proposed to improve the perfor-
mance of scalable video coding in NC-based streaming network [90], [91], [92], [93],[94].
Furthermore, the network conditions of end users also vary. Therefore, it brings a great
challenge to design an e cient and fair scalable video delivery system. In the follow-
ing paragraphs, some optimization works for scalable video transmission are proposed.
These packet scheduling algorithms are classified according to their objectives.
• Improving transmission e ciency Some researches are proposed to improve
the transmitting coding e ciencies. In [95], authors proposed to apply network
coding to allow a hierarchical network coding. They push the hierarchically encoded
packets to receivers based on probability. Therefore, lower layer can get a higher
recovery probability compared to other enhancement layers. The disadvantages of
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their work are that sometimes data cannot be recovered at the end user due to
insu cient packets at end users. The research in [96] shares the same principle.
They transmit packets based on the rank of each encoded packets. Generations
and layers are sorted according to the number of packets that they need to decode
and the timeliness of the corresponding generations and layers. The generation
and layer which have a higher rank will be transmitted first. The similar strategy
is also used in [97]. In their work, each packet is sorted according to their rarity
and their timeliness. Packets with higher rank are sent first.
The authors in [98] developed a scalable video streaming on P2P with network
coding algorithm. In their work, they implement a P2P network as an overlay
network, and then the scalable video is transmitted using H.264/SVC over the
overlay network. Instead of requesting packets from a di↵erent layer, they only
request packets to a target layer to minimize the uninformative transmission.
• Improve QoS in lossy network Some other researches are proposed to provide
extra protections to scalable data in a lossy network. In [99], authors proposed an
unequal packet loss protection scheme. They proved that the redundant network
coding avoided the re-transmission of lost packets and improved error correcting
capabilities of lost packet. It proved that network coding could bring better quality
in the lossy network. In [100], the authors address the problem of prioritized video
streaming over a lossy pull-based mesh network. They propose to exploit net-
work path diversity via a novel randomized network coding approach that provides
unequal error protection to the packets conveying the video content. They design a
distributed receiver-driven streaming solution where a client requests packets from
di↵erent classes from its neighbors. The process of choosing a network coding strat-
egy can be cast as an optimization problem which determines the rate allocation
between di↵erent packet classes such that the average distortion at the requesting
peer is minimized. The algorithm outperforms reference schemes with better video
streaming quality. The disadvantages are that their work only considers the video
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quality and did not consider the network resources.
• Improve QoS in inter-session scenario In [101], a distributed rate allocation
algorithm that minimizes the average decoding delay for multimedia clients in
inter-session network coding systems. In [102], they proposed a decoding delay
minimization algorithm with inter-session network coding. They formulate the
problem as the minimization of the average decoding delay in the client population
and solve it using simultaneous perturbation stochastic approximation algorithm,
which is a gradient based stochastic algorithm for finding a good approximation
of the global optimum in the multivariate non-convex optimization problem. In
[101], the authors proposed a distributed rate allocation algorithm that minimizes
the average decoding delay for multimedia clients in inter-session network coding
systems, where network users determine the coding operations and the packet rates
to be requested from the parent nodes, such that the decoding delay is minimized
for all clients.
• Improve QoS using reinforcement learning approaches In [103], the authors
formulate the optimal coding and scheduling decisions problems with the help of
Markov Decision Processes(MDP). After that, reinforcement learning approaches
are then proposed to derive reduced computational complexity solutions to the
adaptive coding and scheduling problems.
2.5 Evaluation Framework
In the literature, some researches evaluate the Quality of Service (QoS) live streaming
system from 2 aspects: the playback quality, and the delivery ratio. Due to the property
of live streaming, transmission delay is less used as a criterion to QoS, because the dead-
line for each GOP has been set in advance. Once the corresponding packets cannot arrive
at the receiver node before the playback deadline, they are treated as useless packets and
discarded. Some aspects are also important to evaluate the streaming system, including
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goodput e ciency, user fairness, network scalability. Furthermore, the space complexity
and the computation complexity is also very important to the design of the system. In
this section, we present several important indexes for system evaluation.
Playback Quality Playback quality is a very important criteria to judge the success
of a video transmission. Usually it is clearly related to the visual experience of the end
user. We usually measure the following formula. Average PSNR The Peak Signal-to-
Noise Ratio(PSNR) is defined as [104]




Where, MAXI is the maximum possible pixel value of the image. When the pixels
are represented using 8 bits per sample, this is 255. For color image with three RGB
values per pixel, the definition of PSNR is the same except the MSE is the sum over all
squared value di↵erences divided by image size and by three.
The Mean Squared Error (MSE) is calculated as followed. Where I(m,n) is the
intensity of the luminance components at the pixel(m,n). m,n are the coordinate of the
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While PSNR for a full-color video can be calculated for all the chrominance compo-
nent, some works only use the luminance component to measure their PSNR value. The
average PSNR means that it is calculated over every frame and at all receivers, and then
it is averaged over the whole playback period.
Goodput E ciency The goodput e ciency is evaluated by the uninformative
packet ratio. It is calculated as the fraction of uninformative packets over all the received
packets. It is an index of coding diversity and overhead that is introduced by uninfor-
Chapter 2. Fundamental Concepts and State-of-the-Art 40







where [t0, T ) is the interval under observation for packet arrival events, and µ(t) and
r(t) denote the uninformative packet and received packet over T . It can be further







In Eq.2.8, µg represents the number of uninformative packets in generation g. rg
represents the number of received packets in generation g. g0 and gn represent the start
point and the end point of observation.
Delivery Ratio The playback skip rate is usually evaluated using the delivery ratio
during the observation window from generation g0 to generation gn. For each layer, the







The Dgl denotes if the generation g and layer l is decoded. It returns 1 if (g, l) is
decodable and returns 0 if (g, l) is undecodable.
2.6 Summary and Discussions
This chapter presents an overview of network coding and the architecture of streaming
networks. Firstly, the developments of network coding are introduced and compared.
We survey network coding from the basic of network coding, linear network coding,
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and practical network coding. We identify the benefits of network coding in multimedia
streaming including increased throughput, robustness to loss, and easier communication
system deployment. We also identify that practical network coding may lead to the
uninformative and unrecoverable transmission, thereby leading to poor video quality
and bandwidth ine ciency in NC-based video streaming. Secondly, the development of
streaming network is reviewed from the basic client-server model to overlay multicast
streaming network, with an emphasis on peer-to-peer streaming network. The extensive
and detailed review of recent advances on video streaming in P2P network with network
coding are also presented. Through comparison of the existing streaming networks, we
find that network coding in a mesh-based P2P network can bring better performance in
perceived video quality, scalability, initial playback delay, transmission delay, and user
fairness. Therefore, we choose to implement and improve the mesh–based P2P streaming
network. Later, based on this network, we proposed several scheduling algorithms to
solve the uninformative and unrecoverable problem in Chapter 4, Chapter 5 and Chapter
6.
It has been proved that network coding brings many benefits to the multimedia
transmission network, especially in peer-to-peer network including augmented through-
put, reduced vulnerability to packet erasures, minimized transmission delay and ease of
deployment in large-scale distributed systems. However, the scalable video transmission
(SVT) over the lossy network is still an open challenge in the scheduling system design.
Some people use the perceived video quality as a criterion to schedule the packet trans-
mission in each generation. However, it is observed that peers will tend to spend a lot of
available upload bandwidth in tiny video quality improvement, which leads to bandwidth
ine ciency and a low overall video quality. To cope with this, a rate allocation opti-
mization for scalable video streaming in the mesh-pull streaming system is investigated
in Chapter 4, which optimizes the sum of the video quality and the weighted bandwidth
redundancy.
The mesh-push streaming network mainly uses the bu↵er-map of neighbors to decide
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the packet scheduling algorithm. However, this design will lead to uninformative and
unrecoverable transmission for the system. First, the bu↵er-map updating could be
delayed due to the transmission delay. Therefore, the scheduling decision is usually
made based on the outdated information, which leads to the asyncrhonized communi-
cation among senders, and brings uninformative transmission. Second, although it has
been proved mesh-push streaming system brings less communication delay compared to
the mesh-pull streaming system, it still su↵ers from the problem of unrecoverable trans-
mission. The random-push and the scheduling policy ranking system are the most used
scheduling algorithm in the mesh-push streaming system, but none of them can avoid
unrecoverable transmission. In conventional mesh-push based schemes, it is impossi-
ble to avoid the transmission of uninformative and unrecoverable packets because fully
intelligent scheduling requires enormous amounts of overheads for communication which
cannot be compensated by the gains achieved. Therefore, we propose a new transmis-
sion process with a new distributed packet scheduling algorithm in the mesh-push based
streaming system to improve bandwidth e ciency for non-scalable video streaming in
Chapter 5.
It is also observed that current scheduling algorithms are mostly build based on the
current bandwidth instead of a period of bandwidth, including the algorithms proposed in
Chapter 4 and Chapter 5, which leads to the sub-optimization to the packet scheduling
algorithm. Therefore, instead of scheduling packet transmission for each generation
in the priority region one by one, a multi-generation scheduling algorithm is proposed





In this chapter, we introduce the mesh-based P2P streaming network architecture with
network coding. As summarized in Chapter 2, mesh-based P2P streaming network with
NC brings a better performance regarding the initial bu↵ering delay, resilience to peer
dynamics, as well as reduced bandwidth costs on dedicated streaming servers, compared
with typical live streaming protocols (both without and with network coding). The
key of the P2P streaming network is the packet scheduling algorithm. It determines
the bandwidth e ciency and the QoS at the receiver node. Therefore, to provide a
fair comparison of scheduling algorithms, we propose a mesh-based streaming system
to simulate the streaming network in the real world. First, we model the real world
streaming network into a network model, which is depicted in Fig.3.1. Three types of
peers are defined in this model: the tracker node, the streaming server, and the client
node. Second, a randomly connected network typology is used to represent the real
mesh network. In the simulation, the bandwidth, the loss rate, and transmission delay
are considered. Third, we implement the main communication processes between nodes
for streaming. Fourth, a bu↵er model is implemented to storage encoded data. At
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last, the random network coding and decoding model are presented for non-scalable and
scalable data transmission.
3.1 Architecture of the System
In this section, a network model and a block diagram are presented. The network model
represents the architecture of the streaming system, and the block diagram shows the
main function of the streaming application run at each client node. The network mode
is depicted in Fig.3.1. Three types of nodes in the network are defined as bellow.
Figure 3.1: The simulation of a swarm network with a tracker server, a stream-
ing source and client nodes.
• Tracker Node: The tracker node does not transmit any coded video packet, but
only serves the purpose of enabling peers to find each other and exchange control
messages.
• Streaming Server: The streaming server owns the original video data and trans-
mits network-encoded video packets to client nodes. The streaming server could
be any node which holds the original video packets. It could be the video server
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or the data center in the CDN network. Before transmission, it divides the video
data into several generations and further divides generation into several blocks.
• Client Node: Client nodes are the end users in the P2P network. They connect
the tracker server to form a neighbor relationship. Client nodes download the data
from the streaming server and other client nodes at the first place. When client
nodes hold a certain amount of data in their data bu↵er, they become sender nodes
to server other client nodes.
The swarm-push P2P communication system is developed based on the UDP protocol.
The prototype of the NC-based swarm-push streaming network is proposed in R2 [78].
R2 uses generation-based streaming. It introduces the use of a priority region and bu↵er-
map messages that allow transmission in a given time constraint, thereby leading to low
transmission delay. Our streaming system is composed by an overlay of nodes running
the application shown in Fig. 3.2. The main parts include the data bu↵er, the bu↵er-
map, the packet coding and decoding component, and the packet scheduling component.
Figure 3.2: Block diagram of the P2P application run on the each client node
• Data bu↵er: When a node receives a video packet, the video packet goes through
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the packet decoder to check if the packet can be decoded. Then the decoded or
undecoded video packet is stored in the data bu↵er. According to the type of
video, the data bu↵er can be structured as a 1D array and a 2D array. When a
client node plays a generation g, all packets belong to the generation g need to be
decoded in advance for the successful playback.
• Neighbour-map: When a node joins the network, it finds its neighboring nodes
by contacting tracker node. Some control information is exchanged among neigh-
bors, including the upload bandwidth of neighbor nodes and the loss rate. The
neighboring information is updated every ⌧ second, and when the peer node expe-
riences a big change in its neighboring network, like an inelegant leave of parent
nodes and the severe vibration of available bandwidth.
• Bu↵er-map: It holds the bu↵er-map of its neighboring nodes. The bu↵er-map
updates periodically. For each neighboring node, a 1D array is used to represent
the bu↵er-map of a non-scalable data, and a 2D array is used to represent the
bu↵er-map of a scalable data. The bu↵er-map updated every T seconds. When T
is too long, the system transmits too many uninformative packets. While when T
is too short, the system wastes its bandwidth in transmitting these bu↵er-maps.
• Packet coding and decoding: Client nodes decode its received packets in the
data bu↵er using Gauss elimination when a new packet is received. Client nodes
and the streaming server also encode the packets in their data bu↵er before sending
a new packet to other client nodes.
• Packet scheduling component: The packet scheduling component determines
how data is transmitted from this client nodes to other client nodes. It is the most
important component to the network performance. It determines which generation
and which receiver the packet is addressed to. For scalable video streaming, the
packet scheduling algorithm determines which generation, which layer and which
receiver the packet is addressed to. In our system, the packet scheduling component
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uses the neighbors’ bu↵er-map or the neighbors’ upload bandwidth to achieve a
more accurate delivery.
• Generation/Layer/Peer Selection: When the scheduling algorithm determines
the target generation, the target layer, and the target peer, this component iden-
tifies the corresponding packets in the data bu↵er, encodes these packets, and
transmits the encoded packet to the receiver according to the scheduling result.
Our application is implemented based on two previous data delivery systems. One
is a network encoded data delivery system called Zeta-protocol [105], and the other is a
live streaming system [98]. ZetaSim extends the GnutellaSim protocol [106]. ZetaSim is
implemented in the network simulator(NS2) and uses the messaging, the socket struc-
ture, and the UDP datagram for feedback-free transmission. Sanna [98] improves the
ZataSim and provides a live streaming system[98]. Based on the ZetaSim, Sanna fur-
ther implements the use of generations, the synchronized sliding window, and prioritized
coding in their work. Based on Sanna’s work, the bu↵ering model, packet scheduling
component, and communication process are further improved in our work. By modi-
fying these components, the system allows more flexible and e cient packet scheduling
algorithm, which brings better system performance.
3.2 Network Setup
A number of random topologies is generated for the system set-up. A geographic model
for network growth emulation is used. This model is called the Waxman model [107]
and the software implementation is available at [108]. This implementation allows the
creation of a flat plane, where a number of nodes are placed according to a 2D Poisson
process. Links are then created between any pair of nodes u and v, with probability
Eq.3.1:




where ↵ > 0 and b  1, d is the Euclidean distance between u and v, and L is the
maximum Euclidean distance between any two nodes (given by the plane size). The
parameter ↵ drives the probability of having a link between any pair of nodes, whereas
the parameter b increases the probability of having long edges on the probability of
having links between closer nodes. Fig. 3.3 shows a few examples of randomly generated
networks, the top line showing 20 nodes networks, and the bottom line showing a 50
nodes network, as used in our experiments.
Figure 3.3: Randomly generated network topologies. Top: 20 nodes; left:  
= 0.1, ↵ = 5; right:   = 0.1, ↵ = 10 ; Bottom: 50 nodes.
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3.3 Main Communication Process
In this section, the main communication processes are presented in the swarm P2P
network to achieve the video streaming.
P2P protocol procedure: JOIN The JOIN procedure is shown in Fig. 3.4 for
both client nodes and the streaming server. When a node joins, the tracker node adds
this node to the node list, allowing the user to perform further actions. The streaming
source then sends an UPDATE STREAMS message to inform the tracker node of the
availability of the video. Then the streaming server is put in the list of SEEDING
PEERS.
Figure 3.4: P2P protocol JOIN procedure
P2P protocol procedure: QUERY When a client node in the node list wants to
receive the video, it sends a QUERY message to the tracker node. The query is either
replied by a QUERY HIT message, or it is put in the list of unfulfilled queries (in case
there are no seeders for the requested video) and is replied at a later stage once seeders
become available. When the client node receives the QUERY HIT message, the client
node becomes a downloader and informs the tracker node. Then the tracker node put
the client node in the list of downloaders. This procedure is described in Fig 3.5.
P2P protocol procedure: START Fig. 3.6 shows the process that peers start
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Figure 3.5: P2P protocol QUERY procedure
streaming packets. First, when a node(streaming server or client node) becomes a sender
node Ni, Ni will send a message to the tracker node. Then the tracker node will put
node Ni into the sender list. When a new downloader Nj joins the network, the tracker
node sends the information of Nj to Ni, and the node Ni sends a message to Nj , then the
parent relationship between Ni and Nj is established. Based on the information of Nis
at Nj , a signaling message is sent from Nj to Ni to trigger the transmission. When the
node Nj reaches its seeding bu↵ering threshold, it becomes a sender node automatically.
The information exchanged betweenNi andNj varies from di↵erent packet scheduling
algorithms. The bu↵er-map of the sender node Ni, the bu↵er-map of receiver node Nj ,
the upload bandwidth between Ni and Nj , and the loss rate between Ni and Nj are
some common information exchanged during this process. In the system introduction,
we only use SIGNALLING MESSAGE to represent this step. In the later chapters,
the details about the information exchanged during this step are elaborated separately.
3.4 Priority Region
A sliding window defines, at each instant of time, a priority region, or playback bu↵er
(Fig. 3.7). Based on a synchronized clock and decoding/playback deadlines defined for
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Figure 3.6: P2P protocol START procedure
every group of picutres (GOP), it is possible for peers to determine at every instant which
GOPs are to be bu↵ered and retransmitted. We define  s as the start of the priority
region, and  e as the end of the priority region, and  l as the length of the priority region
in number of generations, so that at each instant in time the sliding window includes all
generations with indices:
GOP = [ s, . . . , e] (3.2)
Fig. 3.7 (top) shows a sliding window for non-scalable video. When the deadline for
the oldest GOP expires, the window slides forward. If the GOP has been completely
received, it can be decoded and played back. Otherwise, it will be skipped. Fig. 3.7
(button) shows a sliding window for scalable video. Each generation is played at the
maximum level of quality that has been received. One of the goals of our system is to
make sure that as much data as possible is bu↵ered within the sliding window to improve
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Figure 3.7: Sliding window with non-scalable data(top) and scalable
data(bottom) at two successive instants of time
the video quality.
The priority region implicitly defines an allowed playback delay or bu↵ering delay.
Such delay is of the order of seconds, which is compliant with the specification of commer-
cial adaptive streaming protocols (2 seconds for HLS, 10 seconds for Smooth Streaming).
The bu↵er size also determines the occupation in the device memory, ranging from 400-
700 KBytes for 2 seconds of HD and full HD H.264 video, respectively, to 2-3.5 Mbytes
for 10 seconds of the same videos.
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3.5 Network Encoding and Decoding
In our system, each packet is re-encoded before forwarding to the next node. Therefore,
each packet goes through the packet encoder module before it is sent to the next node,
and each packet in its data bu↵er goes through the packet decoder module before the
playback. The whole encoding and decoding system is shown in the Fig. 3.8.
Figure 3.8: Illustration of the packet encoding and decoding process at the
client node
3.5.1 Packet Encoder
The transmission opportunity arises at the sender node every T seconds. The trans-
mission interval T is equal to the size of transmitted packet over the upload bandwidth.
When a transmission opportunity arises at the peer node, the peer encodes a packet from
the bu↵er and sends it to a chosen destination. The vector of coding coe cients and
the generation ID are embedded in the packet header, to allow other receivers to build
a matrix with the respective encoding vectors and retrieve the source data. According
to the type of video, we used two network coding methods. One is random linear net-
work coding(RLNC), and the other is the hierarchical network coding(HNC). The details
about RLNC and HNC are introduced in the next paragraphs.
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3.5.1.1 Random Linear Network Coding
Our network coding system, as well as many other systems, uses generation-based bu↵er-
ing and coding [13]. Fig.3.9 shows the segmentation hierarchy from GOP level to data
blocks. Network Abstraction Layer (NAL) units are grouped into non-overlapping seg-
ments of data, called generations. Each generation is then divided into blocks, which
are combined to produce outgoing packets. We use the Galois coding field of size 28,
which has been proved enough for encoding video packets in [13]. We define a packet
length as V Bytes. Having chosen generation size of S and a packet size to accommodate
blocks in User Datagrams Protocol (UDP) packets, a generation can be segmented into
$ = dS/V e blocks.
Figure 3.9: The structure of the generation
One packet is generated by combining the the blocks belonging to one generation
with some coding coe cients. In other words, considering a generation composed of





Algebraic operations are performed in a Galois Field of size q = 2n, with n = 8, and
ci 2 GF (q), i = 1, ..., q are the random coe cients generated for the specific outgoing
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packet.
3.5.1.2 Hierarchical Network Coding
The following formula is the hierarchical network coding function, which is developed
based on the characters of scalable video coding. In the scalable video coding, a genera-
tion will be further divided into L layers. As shown in the Fig.3.10, in the first hierarchy
of HNC, blocks in the first layer are encoded together. In the l layer, packets from the
first layer to the l layer are encoded together. The encoding process can be represented
using Eq.3.4.
Figure 3.10: Arrangement of blocks from di↵erent layers in the bu↵er






In this algorithm, Ngl is the number of packets in generation g of layer l , bgj is the
jth raw blocks in generation g, and ygi is the ith encoded blocks in generation g, and c
0
ji
is the coding coe cient, which are randomly generated from the Galois field Fq (usually
q = 28).
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3.5.2 Packet Decoder
To accelerate the decoding process, the system uses the progressive decoding technique.
Instead of decoding after collecting enough packets, a downloader tries to pre-decode the
received packets each time when it receives a packet. First, the downloader cascades the
coe cient vectors of all the received packets. These coe cient vectors form a matrix.
Then, the downloader tries to keep this matrix as an upper triangle form. Each time
when a new block arrives, the downloader will check whether it is linearly independent
with existing packets. If it is, it will add the new coe cient vector as the last row.
If a node owns m linearly independently blocks, it will be able to decode this gen-
eration. It first forms a m ⇤m coe cient matrix C, Each row in coe cient matrix C
is the coe cient vector of one received combination. It then will be able to recover the
original data using Eq.3.5. Where C 1 is the inverse matrix of the received coe cient
matrix. Y is the vector of encoded video packets.
b = C 1Y (3.5)
3.6 Summary
In this chapter, we propose the mesh-based P2P streaming model with network coding.
This system model is the P2P mesh network. First, a random network typology is pro-
posed, where any pair of nodes are linked according to a probability. At any node in
the network, a streaming application is run to achieve the overall video streaming. The
streaming application can be divided into six components. The functionality of each
component is introduced, and the connections among these components are presented
as well. Though the introduction to these components, the work process of the stream-
ing system is presented. Then we introduce the main communication process among
peers in the system. Based on this communication process, a mesh-based streaming sys-
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tem is built. Furthermore, the priority region and the network encoding and decoding
component are also elaborated to achieve NC-based streaming.
In the next chapters, we proposed several packet scheduling algorithms based on
this streaming system. According to the design of algorithms, the information updating
and packet transmission procedures may di↵er in each chapter. These designs will be





The scalable video transmission with network coding in mesh-based network is attrac-
tive, since this scenario can bring better performance in video quality, transmission
delay, throughput, network reliability for heterogeneous peers [109]. The key to the
transmission model is the packet scheduling algorithm at each client node. Therefore,
this chapter proposes an optimized rate algorithm (ORA) to optimize the video qual-
ity and the weighted bandwidth redundancy in the NC-based lossy streaming network
for scalable video transmission. The proposed ORA is developed to achieve the trade-
o↵s between video quality and the weighted bandwidth e ciency for each generation,
which can lead to a better overall video quality for all generations and a relatively low
bandwidth redundancy for the transmission system.
58
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4.1 Motivation
The scalable video transmission (SVT) over the lossy network is still an open challenge
in the P2P network. When network coding(NC) is combined with SVT, more challenges
are brought to the design of the scheduling algorithm. The first problem is the unequal
importance of each video layer. In SVT, packets are grouped into layers in each genera-
tion, and the lower layers are more important than the enhancement layers. Therefore,
the packet scheduling algorithm should give more protection to the lower layers than the
enhancement layers. However, this unequal error protection may lead to the unrecover-
able transmission of the enhancement layers in the NC-based streaming network, which,
in turn, leads to poor overall video quality in the generation. To avoid this problem,
the packet scheduling algorithm should carefully schedule upload bandwidth allocation
among di↵erent layers to achieve the best overall video quality in each generation.
The second problem is the system redundancy. Because the receiver node estimates
the video quality based on a probability model, the receiver node will choose to transmit
as many redundant packets as possible for a tiny video quality improvement when the
video quality is used as the only criterion. However, it will lead to a severe bandwidth
ine ciency, which is undesired in the packet scheduling design. First, the bandwidth
ine ciency will burden the whole P2P network, and lead to poor QoS for other client
nodes. Second, the bandwidth ine ciency in this generation will lead to a poor video
quality in the next generations when the cumulative upload bandwidth is used to sched-
ule packet transmission. Therefore, it is necessary to take both video quality and band-
width redundancy into consideration to achieve a better overall video quality and system
performance.
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4.2 System Model
The P2P streaming model is the system model proposed in Chapter. 3. Based on this
streaming model, some definitions are given to formulate problem. In the network, each
receiver node Nj have some sender nodes Ni 2 Aj , where Aj represents the group of
senders of the receiver node Nj . The size of Aj is |Aj |. The upload bandwidth between
Ni and Nj is donated as Uij , and the estimated loss probability is donated as pij . The




V is the size of encoded video packets. If the last packet is smaller thant V , it will be
sent without padding with zeros.
4.3 Hierarchical Network Coding
Our network coding system uses generation-based bu↵ering and network coding [13]. A
generation can be further divided into many blocks. A new coded packet is generated
by combining the blocks belonging to one generation together with random coe cients.
The algebraic operations are performed in a Galois field of size q = 2m, where m is 8
in our experiment. The following formula is the proposed Hierarchical Network Coding
(HNC). In each quality layer l of the hierarchy, the blocks from the base layer to the
target layer l are encoded together. The HNC equation is in Eq. 3.4.
4.4 Optimized Rate Allocation
In this section, we propose an optimized rate allocation optimization algorithm. In
this algorithm, the estimated distortion and the weighted bandwidth e ciency ratio is
optimized at the same time. By finding the tradeo↵ between distortion and transmission
redundancy, we can find the optimal rate allocation policy.
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The packet delivery protocol works in two steps. Firstly, each sender nodeNi allocates
its upload bandwidth Uij to the receiver node. Based on the information of Uij , 8i 2 Aj ,
each receiver calculates the ORA to achieve the rate allocation for each generation. The
rate allocation determines the rate allocation for each layer in each generation. Secondly,
the receiver node informs each sender node the allocation results. Each sender node
allocates its upload bandwidth based on the rate allocation distribution and transmits
packets to the receiver. The rate allocation algorithm is calculated every  l, where  l is
the length of the priority region. In the case that a parent node does not have the request
packet, it will uniformly allocate its bandwidth to other quality layers. Furthermore,
if the receiver node can not get enough packets before the playback deadline, it will
update its bu↵er-map to all its parent nodes and server node. When its parent nodes
have available upload bandwidth, they will reply to this request. When the receiver’s
request is targeted, it sends a stop message to parent nodes to stop the transmission.
4.4.1 Problem Formulation
We formulate the rate allocation problem by involving two important optimization objec-
tives: distortion and bandwidth redundant ratio. Our objective function is defined as:
F (ag) = '(ag) + ! (ag) (4.1)
Where ag = [ag1, ag2, ..., agL] and agl represents the number of packets allocated to
generation g of layer l. The function  (ag) calculates the bandwidth redundancy ratio
of the system based on the allocated bandwidth ag. The optimization coe cient ! is a
relative weight to balance the tradeo↵ between the video distortion and the bandwidth
redundant ratio. The function '(ag) is the distortion that the end user perceived. It
is defined as the di↵erence between the Peak Signal to Noise Ratio(PSNR) of the full
rate video and the PSNR gain if ag are sent. The optimal allocation ag⇤ can be solved
through finding the solution to minimize the function F (ag) as shown in Eq.4.2. The
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first constraint means that the number of scheduled packets should be smaller than the
available upload bandwidth Ng in the generation g. The Ng is the cumulatively available
upload bandwidth. It is equal to Np at the first generation. The second constraint means












First, according to the loss rate pij and upload bandwidth Uij of each sender node Ni,
the packet loss probability for this receiver Nj can be calculated by Eq.4.3, where |Aj |






Then, the distortion can be estimated as the di↵erence between the Peak Signal to
Noise Ratio(PSNR) of the full rate video dL and the estimated PSNR gain R(ag) if ag
is sent from senders Ni 2 Aj to receiver Nj . dL is the PSNR gain of the video if all
original packets are received and decoded.
'(ag) = dL    (ag) (4.4)
The  (ag) in Eq. 4.4 can be further represented by the sum of the estimated PSNR
gain at each layer G(ag, l) if ag are sent from senders:





where G(ag, l) represents the estimated PSNR gain of each layer l, L represents the
total number of layers in the stream.
In the lossy network, although ag packets are sent to the receiver, only rg can be
received at the receivers due to the network loss. The actual PSNR gain can only be
accurately calculated based on the number of received packets at the receiver Nj . The
function G(ag, l) can be further represented as Eq. 4.6









The Eq.4.6 represents estimated PSNR gain if ag packets are sent to the receiver.
rg = [rg1, rg2, ..., rgl]. rgl represents the number of the received packets in the generation
g of layer l. The function h(ag, rg) represents the probability that ag packets are sent
and rg packets are received. The values of dl is the quality improvement or distortion
reduction in layer l after the receiver node receive rg packets. It depend on the encoding
parameters, e.g., the quantization values, employed by the scalable video codec. It also
depends on if rg is enough for decoding the the layer l in generation g. The function










4.4.3 Bandwidth Redundancy Ratio Analysis
The bandwidth redundancy ratio can be represented in Eq.4.8. It is equal to the ratio
of the number of redundant packets over the number of actually transmitted packets.
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Algorithm 1: Optimized Rate Allocation Algorithm
Input: Ng, pj
Output: a⇤g
ftemp1  MAXV ALUE ; A 0; a⇤g  0 ; N s  Np
for g   s to  e do
for ag1temp  0 to Ng do
for ag2temp  0 to Ng   ag1temp do
for ag3temp  0 to Ng   ag1temp   ag2temp do
ftemp  F(ag1temp, ag2temp, ag3temp)
if ftemp < ftemp1 then





Ng+1 = Ng   ag1   ag2   ag3 +Np













where L is the total number of layer of this stream. sgl is the number of actually needed
packets to playback the request layers. It is a constant value determined by the coding
parameters.
4.4.4 Rate Allocation Optimization
The optimal rate allocation results in a priority region   can be found by the searching
Algorithm 1. The information needed for searching is the available upload bandwidth
Np and the loss rate pj of node Nj . Thus, the ORA algorithm is performed for each
generation separately. This algorithm use the enumaration method to find the optimal
point. The comlexity is  l ⇤NgL.
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Table 4-A: Average bitrate and PSNR for each video layer
bitrate [kByte/s] PSNR [dB]
Base layer 41.6881 35.6259
Enhancement layer 1 78.7615 37.3439
Enhancement layer 2 113.7042 40.12
4.5 Experimental Results
4.5.1 Testing Media
The testing video streaming is Paris sequence encoded with H.264/SVC using Medium
Grain Scalability. In our scenario, we have a single source node, streaming a video
encoded with H.264/SVC using Medium Grain Scalability at CIF resolution. The source
node is the only node that is not consuming the video. We make use of the Joint Scalable
Video Model (JSVM) reference software. Three priority classes are selected, exploiting
quality scalability, where the base layer has QP equal to 30, and the enhancement layer
has QP equal to 22 and Medium Grain Scalability vector partitions equal to 6 and 10,
for enhancement layer 1 and 2, respectively. We use the Paris sequence with CIF spatial
resolution (352*288) and 30 frames per second. The average stream rate of all layers is
defined as S. The compressed video streams account for an average bit rates and PSNR
of:
We use an I-frame period of 32 frames (corresponding to 1.067 seconds of video) and
a GOP size of 8 frames (equal to 0.2667 seconds of video). The video GOPs have PSNR
and sizes shown in Fig. 4.1.
4.5.2 Experiment Settings
All experiments are based on the same P2P streaming network to achieve a fair compar-
ison. We test our experiment in the network we proposed in Chapter. 3. All end nodes
independently choose its neighbors and then form a randomly connected network. The
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Figure 4.1: Paris CIF video, H.264/SVC with Medium Grain Scalability: Size
of GOPs (top) and PSNR (bottom).
size of the network is set to be 100 nodes. Each node randomly selects 20 nodes as its
neighbors. As for the download bandwidth of users, as commonly assumed in other P2P
system studies, we simulate a P2P network where only the peer upload bandwidth is
the bottleneck. The default upload bandwidth of the streaming server U1 is set satisfy
15% end-users in the network. The loss rate of the link is set to be 0.02 to simulate the
average network loss. In the first experiment, we evaluate the impact of the weight !.
In the first experiment, we evaluate the performance of the packet scheduling system by
testing the system with di↵erent weight !. This experiment proves that when ! is 1, the
system can have the best performance. Therefore, in the remaining experiments we set
! to be 1. This enabled us to observe the impact of other parameters in the performance
of the proposed approach.
Generation size  is 8 frames, which correspond to a group of pictures covering 0.26
seconds of video. Therefore,  is 0.26 in this experiment. The number of packets in each
generation varies from 19 to 64 packets per generation based on the encoding result of
the video, and the average number of packets in each generation is 32 packets in average.
The size of priority period is 8. It means that the playback deadline at each peer is 2.13
seconds and video packets need to arrive at each node in 2.13 second to not expire. The
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maximum upload bandwidth of streaming source is set to satisfy 15% end users. The
actual size of the video block is 1024 Bytes. Coe cients of network-encoded packets are
stored in the packet header and transmitted with the video packets as well, whose size
depends on the number of encoding packets in the generation. In NS2 simulation, the
packet header (e.g. the address of destination peer, and the sequence number of video)
is 150 Bytes, and the average size of network coding coe cients is about 32 Byte per
packet (1 Byte for the coding coe cient of each video packet in the generation). If a
video packet is less than 1024 Bytes, it is encoded directly without padding 0s.
4.5.3 Performance Comparison
In this section, we implement our optimized rate allocation (ORA) and compare it with
a hierarchical network coding algorithm (HNC) [110]. The bu↵er-map updating period
is set to be 100ms. It means that the downloaders update their bu↵er-map to its sender
nodes every 100ms. In [78], the bu↵er-map is embeded into each sent block. In aver-
age, each generation have 32 packets, and each generation corresponds to 0.26 seconds.
Assuming that the upload bandwidth of each node is the same as the S, and the neighbor
size is 20 nodes, the bu↵er-map updating period will be 160ms for each sender node. In
this chapter, we choose 100ms to perform the comparison. In the next chapter, both
100ms and 200ms are are compared. In the experiment, the upload rate of each peer is set
to be a fixed value, which is a ratio of the streaming rate S to evaluate the performance.
First the performance of the average video quality and the bandwidth e ciency versus
di↵erent values of weight ! is demonstrated in Fig. 4.2. Fig. 4.2(a) represents the quality
and e ciency performance when the loss rate is 0.02. Fig. 4.2(b) represents the quality
and e ciency performance when the loss rate is 0.1. From Fig.4.2(a), we can observe that
when the weight ! increases, the bandwidth redundancy decrease. At the same time,
the perceived video quality increases first and then decreases. When the value ! is 1000,
the average received PSNR is 26.66dB, and the redundancy ratio is 3.09%. When the !
increase, the ORA algorithm tends to transmit less redundancy in each generation and
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(a) the loss rate = 0.02
















































































(b) loss rate = 0.1
Figure 4.2: Average video quality and bandwidth redundancy ratio versus dif-
ferent values weight ! when the upload bandwidth is 1.2S
saves the upload bandwidth to transmit the next generation. Therefore, the overall video
quality increases. However, when the value of ! becomes larger, the ORA system puts
more emphasis on the bandwidth redundancy ratio instead of the video quality. Thus, the
ORA tends to transmit less redundancy in the network. In the lossy network, it may lead
to unrecoverable transmission, thereby decreasing the overall video quality. In Fig.4.2(b),
the bandwidth redundancy decreases, and the perceived video quality increases first and
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Figure 4.3: Performance comparison of the average delivery ratio between the
ORA algorithm and the HNC algorithm
then decreases when the weight ! increases. The di↵erence is that when the ! reaches
to 1000, the perceived video quality reaches 0. This is because when the loss rate is 0.1,
it becomes impossible that data can be recoverable when no redundancy is transmitted.
We conclude that involving the weighted bandwidth redundancy ratio can increase the
overall perceived video quality and decrease the redundant transmission. Furthermore,
when the value ! is 1, the system can achieve a relatively high video quality and a
relative low redundancy ratio.
Then we study the performance of average video quality of each method versus the
upload bandwidth when the loss rate is 0.02, the ! is 1. The average video quality is
measured by the peak signal-to-noise ratio (PSNR) at the receiver nodes. As depicted
in Fig. 4.3, we compare the video quality of these two methods when the peer upload
rate ranges from 0.1 to 1.4 times the full rate video. The results in Fig. 4.3 show that
the proposed ORA scheme achieves a remarkable improvement in video quality over
the whole range of bandwidth values. This improvement is because the HNC transmits
packets based on the bu↵er-map updating mechanism. In our experiment, the time delay
between the time that the receiver receives enough packets to the time that senders
receive this stop message is 100ms. Therefore, after the receiver successfully decodes a
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Figure 4.4: Performance comparison of the average delivery ratio between
ORA and HNC
layer in a generation, senders may still push packets to the receiver due to the information
updating delay. Di↵erent from the HNC, the ORA algorithm accurately calculates the
number of packets that senders should send in the lossy network. Therefore, the overall
received video quality can be improved.
Next in Fig.4.4, we study the performance of packet delivery ratio of each method
when the peer upload rate ranges from 0.1 to 1.4 times the full rate video. The delivery
ratio is defined as the average received informative packet rate over the streaming packet
rate in each layer. Firstly, the ORA has better delivery ratio performance. It achieves
full-delivery of the base layer when the peer upload bandwidth is 0.4S. In comparison,
the HNC achieves full-delivery of the base layer when the peer upload bandwidth is 1.2
respectively. The experiment also shows that the delivery ratio of ORA is lower than
the delivery ratio of HNC when the upload bandwidth is 0.1S. This is because the ORA
algorithm pushes packets based on the scheduling instead of random push. When the
available upload bandwidth is too low, the ORA will not transmit any packets. Therefore,
the HNC can decode some generations at some client nodes. The ORA performs better
than the HNC algorithm when the upload bandwidth ranges from 0.2S to 1.2S, it proves
that the scheduling algorithm can bring better video quality compared with the random
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Figure 4.5: Performance comparison of the average uninformative packet ratio
between the ORA and HNC scheme
push method.
We further study the influence of the upload bandwidth on the performance of aver-
age informative packet ratio in Fig.4.5. The loss rate is set to be 0.02, and the ! is
1. The uninformative ratio is defined as the uninformative video packet rate over all
transmitted video packet rate. It is observed that when the upload bandwidth increases,
the uninformative packet ratio of HNC increases, and the uninformative packet ratio of
ORA slightly decreases. The uninformative packet ratio of the ORA algorithm slightly
decreases when the upload bandwidth increases mainly because of the unequal impor-
tance of the layers. Usually, the ratio of the number of needed packets over the perceived
video quality decreases for each layer. Therefore, when the ORA algorithm performs the
calculation, it tends to transmit fewer redundancy packets for a tiny improvement in
the video quality, which leads to the slightly decrease in the uninformative transmission
ratio. The uninformative packet ratio of the HNC algorithm increases because there
are more changes to transmit uninformative packets when more layers are decodable.
In average, the ORA algorithm transmits less uninformative packets compared with the
HNC algorithm. This is because the side e↵ect of the late signaling message is very
serious in scalable data transmission, while the ORA algorithm does not su↵er from this
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Figure 4.6: Performance comparison of the average video quality as a function
of loss rate































Figure 4.7: Performance comparison of the uninformative ratio as a function
of loss rate
problem.
Additionally, the performance of the proposed ORA algorithm is compared with the
HNC algorithm when the loss rate ranges from 0.02 to 0.1 in Fig.4.6. We observe that
the video quality of both the ORA algorithm and the HNC algorithm decreases when
the loss rate increases. The overall performance of the ORA algorithm is better than
the HNC-100ms.
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Figure 4.8: Performance comparison of the average delivery ratio as a function
of network size
We also evaluate the performance of the uninformative ratio when the loss rate ranges
from 0.02 to 0.14 in Fig.4.7. We observe that when the loss rate decreases, the average
uninformative ratio of the HNC algorithm decreases, and the uninformative ratio of the
ORA algorithm increases. It proves that when the loss rate increases, the ORA algorithm
tends to transmit more redundant packets to provide protection to the data. When the
packet loss rate increases, the HNC algorithm has less available upload bandwidth to
transmit packets. Therefore, less scalable layers can be decoded, which in turn leads to
less uninformative transmissions.
In the last experiment, we compare in Fig. 4.8 the average received video quality
of the proposed algorithm versus the number of peers. As depicted in Fig. 4.8, we
compare the video quality of the two methods when the network size N is 20, 50, 100,
200 separately. Average node upload bandwidth Ū is set to be 1.2S. ! is set to be 1.
The loss rate is set to be 0.02. From the figure, we can see that the perceived video
quality of the ORA algorithm is almost the same at di↵erent networks. It proves that
the ORA algorithm are scalable, and it is suitable for large-scale live streaming.
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4.6 Summary
This chapter proposes an optimized rate allocation algorithm (ORA) to optimize the
video quality and the weighted bandwidth redundancy in the NC-based lossy stream-
ing network for scalable video transmission. It determines how senders’ bandwidth is
allocated among di↵erent video layers to balance the network loss. In scalable video
streaming, di↵erent layer in the streaming should be given unequal protection. However,
if too much protection are given to the lower layers, the transmission of the enhancement
layers will be undecodable. Therefore, it is necessary to use the overall video quality as a
criterion to schedule the rate allocation among layers for each generation. Furthermore,
the scheduling also needs to consider the bandwidth e ciency. Ine cient transmission
for a single generation at one client node can lead to the poor video quality of other client
nodes and poor video quality in subsequent generations of this client node. Therefore,
it is necessary to take both video quality and bandwidth redundancy into consideration
to achieve a better overall video quality and system performance.
We formulate the rate allocation problem as a minimization problem of the weighted
sum of distortion and bandwidth redundancy rate. The distortion is represented by the
di↵erence between the overall PSNR gain and the estimated PSNR gain. The estimated
PSNR gain is the sum of the PSNR gain for each layer, and the estimated PSNR gain for
each layer can be presented as a probability function based on the loss rate. The band-
width redundancy ratio is represented as the ratio of the number of redundant packets
over the number of actually transmitted packets. Given some bandwidth constraints to
the rate allocation, the optimal rate allocation policy can be found through an exhausting
search algorithm. After getting the rate allocation algorithm, the receiver node updates
the rate allocation to each sender, and senders allocate their upload bandwidth according
to allocation results.
Some experimental results are provided by comparing the ORA algorithm with an
HNC algorithm. We prove that the proposed ORA algorithm has better performance
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The mesh-based streaming system is widely used in some commercial P2P file distribu-
tion systems and some large-scale streaming systems [15], [87], [111], because it is more
robust against peers’ departure, and more e cient in using peers’ upload bandwidth
compared with the multicast tree. However, lack of synchronization among peers usu-
ally results in significantly redundant packet transmission, which in turn leads to severe
bandwidth ine ciencies. In this chapter, we address the problem of finding a suit-
able asynchronous packet scheduling policy that greatly helps to overcome this critical
redundant transmission problem. We propose a bandwidth cost minimization technique
under a full video packet recovery constraint. In order to add a scalability and improved
performance, we also further derive a distributed packet scheduling algorithm. Both
implementation and analytical considerations of the proposed approaches are described
in this chapter. Experimental results confirm that the proposed algorithms deliver higher
bandwidth e ciency with reduced redundancy and communication overhead rate, and
consequently, better quality-of-service in terms of improved video quality and delivery
ratio. This chapter focuses on the packet scheduling for the non-scalable video transmis-
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sion. Based on the proposed algorithms, packet scheduling algorithms for scalable video
are proposed in Chapter. 6.
5.1 Motivation
Despite substantial progress in the field, little attention has been given to the bandwidth
e ciency in the mesh-push schemes. Improving bandwidth e ciency is critical for video
streaming because e cient bandwidth usage means that more useful packets arrive at
receivers. This, in turn, results in a better quality of service in any multimedia stream-
ing. A problem with current mesh-push schemes is that some transmitted packets are
redundant in improving received media quality. Let us consider a transmission process in
conventional mesh-push P2P networks. Senders actively push encoded packets until the
arrival of a stop message from the receiver. The choice of packets may be unintelligent in
some cases, due to the delayed stop message or actual network conditions. For instance,
some transmitted packets are received after the current content generation has already
been decoded. We call such packets uninformative. Furthermore in some cases, avail-
able packets are insu cient to decode the original content within the given time window.
Let us term these packets unrecoverable. These two types of packets lead to bandwidth
ine ciencies. In conventional push-based schemes, it is impossible to avoid the trans-
mission of uninformative and unrecoverable packets because fully intelligent scheduling
requires enormous amounts of overheads for communication which cannot be compen-
sated by the gains achieved. Thus, it is critical to find a trade-o↵ between the improved
transmission e ciency and the information overheads needed to achieve it.
The main di↵erence between the traditional push mechanisms and our scheduled
push mechanism is outlined in Fig.5.1. This illustration shows an extremely simplified
transmission process in which a sender node sends encoded media packets to a receiver
node. Fig. 5.1 (a) shows a random push with random network coding algorithm (RND)
[78], which is used to represent the existing push mechanisms. Fig. 5.1 (b) is the
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a)Random push b)Scheduled push
with random network coding with random network coding
Figure 5.1: Comparison of the transmission mechanism between the RND
scheme and the proposed scheme
proposed packet scheduler. The transmissions of these two algorithms are compared to
understand their di↵erence. In the illustration, G0 and G1 are di↵erent generations of a
video stream. To decode the original content, the receiver needs to receive two packets
of G0 and three packets of G1 within the given time window. In the RND algorithm
shown in Fig. 5.1 (a), the sender keeps pushing network-encoded packets of G0 until
the arrival of a stop message from the receiver. However, due to the message updating
interval, the stop message from the receiver is delayed. Two uninformative packets
are sent to the receiver. The sender then starts transmitting network-encoded packets
of G1. At this time, the sender does not have enough upload bandwidth to transmit
3 packets of G1 within the given time window. For this reason, the received packets
are not enough to be decoded. Therefore, the received packets are discarded, wasting
network resources. In contrast, in our packet scheduling algorithm shown in Fig. 5.1
(b), the sender transmits packets according to the results of pre-scheduling. Firstly,
the scheduling compensation model (SCM) calculates the number of actually needed
packets for each generation, and the adaptive push algorithm (APA) accurately finds the
generations that need to be skipped. Next, the centralized packet scheduler (CPS) and
the distributed packet scheduler (DPS) construct linear programming functions to get
scheduling results before the actual media transmission. The scheduling results specify
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how multiple senders cooperatively transmit packets to receivers. Finally, each sender
follows the scheduling results to deliver packets. These uninformative transmissions
caused by the asynchronous communication can be minimized in this way. Furthermore,
if some transmitted packets are lost or some senders churn during transmission, the
transmission system can achieve fast recovery by pulling packets from other neighboring
senders since all transmitted packets are network-encoded.
The key to the transmission model is the accuracy of the underpinning pre-calculation.
To achieve an accurate pre-calculation of generation skips and scheduling compensations,
the actual network conditions such as loss rate, peer churn rate, inherent uninformative
packet rate, and the actual upload bandwidth are taken into consideration. Firstly, we
propose a scheduling compensation model (SCM), an adaptive push algorithm (APA).
The SCM and APA calculate the number of packets that each receiver could receive
from its neighboring nodes after taking the dynamic network conditions into account.
The two algorithms work together to reduce unrecoverable transmissions. Subsequently,
to achieve an accurately cooperative packet scheduling among multiple senders, two
approaches are proposed: a centralized scheduling algorithm (CPS) and a distributed
scheduling algorithm (DPS). In general, both scheduling algorithms achieve accurate
calculations by estimating a decoding status and allocating the suitable upload band-
width to receivers. The di↵erence between them is the amount of required information.
CPS calculates the packet scheduling strategy based on the global information while
DPS calculates the scheduling strategy based on the local information of neighboring
peers. Furthermore, the CPS algorithm formulates the allocation problem as a global
integer linear programming (ILP) problem. In contrast, the DPS transforms the global
ILP problem into a local ILP problem. It in turn adds a critical scalability property
to the packet scheduling model. The experimental results confirm that both algorithms
generate less communication tra c, uninformative and unrecoverable packets compared
to conventional random-push schemes.
Chapter 5. Distributed Packet scheduling with network coding 80
5.2 Network Model and Media Model
The overall system includes a network model, a network-encoded media streaming model,
and a packet scheduling model. This section gives the definitions of the network model
and the media streaming model.
5.2.1 Network Model
The overall network model is depicted in Fig.3.1 as described in Chapter 3. Three types
of peers are defined in this model: the tracker node, the streaming server, and the client
node. In the system, the tracker node does not transmit any coded video packet, but only
serves the purpose of enabling peers to find each other and exchange control messages.
Each peer contacts the tracker node to join the network. Some control information
is exchanged during the procedure, i.e. the upload bandwidth of neighbor nodes and
size of video packets. The peer churn rate in the network consists of both the peer
arrival and the departure rate. To simplify the model, the peer churn rates ◆ is set to be
constant. When a sender node leaves the network, another available sender is designated
to receivers by the tracker node. The streaming server transmits network-encoded video
packets to client nodes. The overlay of network nodes is represented as a graph (N , ")
composed for nodes N = {N0, ...,NN} and the edge ". In these nodes, N0 represents the
tracker node and N1 represents the streaming server. The rest nodes from N2 to NN
are client nodes. For any nodes in the actual video streaming network, U = {U1, ...UN}
is indicated as the vector of upload bandwidth of streaming nodes. Ū =
PN
i=1 Ui/N
is defined as the average upload bandwidth of the streaming network. To simplify the
discussion, we also define the -quantized upload bandwidth as Ũi = Ui ⇤ /V , where 
is defined as the playback duration of a generation, V is the video packet size. The unit
of Ũi is the number of packets /seconds. The average value of the -quantized upload
bandwidth is also defined for simplicity as Û =
PN
i=1 Ũi/N . To take fully advantage of
NC, the optimization problem would be able to find the suitable peers when each peer
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have ↵ linear independent segments. Therefore, we define that a client node becomes a
sender node when it holds ↵ linear independent segments (0  ↵  1). It can ensure
the content availability at the senders. For any node Nj , Aj ⇢ N is defined as the
neighborhood of Nj . It is the set of sender nodes that are connected to Nj . The child
node Nj reports the network change to the tracker node when it experiences bandwidth
variations, such as the departure of a parent, or the bandwidth change.
5.2.2 Network-encoded Media Streaming
The media stream that distributed to the network nodes is modeled as a single dimen-
sional array of generations. A generation is usually made of one or several group of
pictures (GOP) in the media. Each generation is identified within the media stream by
a temporal index g 2 [1, G]. Each generation g is subdivided into Pg blocks of sym-
bols, and the size of each video packet is V bytes. Generations with identical temporal
index g have the same playback duration . The average streaming rate is termed as
S. Instead of transmitting raw video packets, nodes transmit linear combinations of
its received packets to other nodes. A new outgoing packet is generated by performing
random network coding in a single generation [13].
A new transmission region is proposed to achieve a scheduled and guaranteed trans-
mission. The transmission region can be divided into an urgent region and a priority
region as shown in Fig.5.2. The priority region is the scheduled transmission region. In
the priority region, the transmissions of generations are scheduled firstly according to
the CPS and the DPS. Senders then follow the scheduling results to transmit packets.
In the urgent region, unrecoverable generations are requested by receiver nodes from its
all neighboring senders 8Ni 2 Aj according to a request model. A priority region   is
defined as a moving time window next to the urgent region. The size of the priority
region is  l. The start point and the end point of the priority region are  s and  e
respectively. An urgent region is defined as a moving time window next to the playback
point. The start point and the end point of the urgent region are !s and !e. The urgent
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Figure 5.2: Sample bu↵er status of a client node Nj . The current playback
point is g=5, the priority region   = [ 6, 7, ..., 11].
region and the priority region move as the playback point moves. The example in Fig.5.2
illustrates that node Nj is playing the video in generation 3. Its urgent region is from
generation 4 to 5 (!s = 4 and !e = 5). Its priority region is from generation 6 to 11
( s = 6,  l = 6, and  e = 11). To successfully decode the original media, the client
node needs to receive [P4, P5, P6, P7, P8, P9, P10, P11] informative packets in g 2 (4, 11)
respectively. For the sake of more clarity, all notations used in the model are summarized
in Table 6-A.
5.2.3 Scheduling Compensation Model (SCM)
To reduce the unrecoverable generations caused by the unsuccessful packet delivery, we
develop a scheduling compensation model. Its main function is to calculate the number
of packets P̃g that need to be sent from Ni 2 Aj to Nj such that Pg independent packets
can successfully arrive at Nj . In a dynamic network, the number of sent packets P̃g
needs to be larger than Pg so that Nj can successfully receive Pg packets to decode the
original generation. P̃g   Pg packets are used to compensate the unsuccessful packet
delivery caused by the dependent transmission, packet loss, and peer churn.
To find the suitable P̃g, we use the loss rate ✓, peer churn rate ◆ and the inherent
independent probability ⇢ to estimate the successful transmission rate. We also define the
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Table 5-A: NOTATION USED IN THE SYSTEM MODEL
Ni Network node i, i 2 [0, N ]
Aj Neighborhood of the receiver node Nj
g Temporal index (generation) in the media, g 2 [1, G]
 Playback duration of each generation
V Size of video packets
Ui Upload bandwidth of streaming node Ni, i 2 [1, N ] [kByte/s]
Ũi -quantized upload bandwidth of Ni, i 2 [1, N ] [ packets/sec]
Ũij -quantized upload bandwidth allocated from Ni to Nj [packets/sec]
Ū Average upload bandwidth of the streaming network [Kbyte/s]
Û Average -quantized upload bandwidth [packets/sec]
S Average streaming rate
↵ Independent threshold for a receiver node to become a sender node
  Priority region,   = [ s, ...., e]
! Urgent region, ! = [!s, ...!e]
µ Independent transmission rate
✓ Loss rate
◆ Peer churn rate
⇢ Inherent linear independent probability
Pg Number of real video packets in each generation g
P̃g Expected number of packets that Ni 2 Aj must send to Nj to recover g
P̂g Number of actually scheduled packets in generation g
P̄ Average value of P̂g
Hijg Number of scheduled packets from Ni to Nj in generation g
Sijg Number of sent packets from Ni to Nj in generation g
successful transmission rate µ (0  µ  1) as the probability that a linear independent
packet is successfully received by a node. Therefore, accounting for the unsuccessful
transmission rate, the expected number of scheduled packets that Nj must receive from
Ni 2 Aj to recover the generation g can be written as:
P̃g = Pg/µ (5.1)
The successful transmission rate µ is related to the loss rate ✓, the peer churn rate
◆ and inherent linear dependent rate ⇢ of random network coding. The inherent linear
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dependent rate ⇢ is defined as the dependent transmission probability caused by the
inherent property of random network coding. Randomly chosen coe cients may be the
same as the coe cients in previously sent packets. According to [13], the lower bound
of the inherent linear independent probability is ⇢   (1  2 q). The lower bound of the
successful transmission rate can therefore be simply given as:
µ = (1  ✓)(1  ◆)⇢
  (1  ✓)(1  ◆)(1  2 q)
(5.2)
According to Eq.5.1 and Eq.5.2, Ni 2 Aj must send to Nj at least P̃g packets to
compensate the unsuccessful transmissions so that receivers can successfully decode Pg
packets in generation g.
5.2.4 Adaptive Push Algorithm (APA)
The APA is proposed to reduce unrecoverable transmissions caused by the insu cient
upload bandwidth. Reducing unrecoverable transmissions can lead to a better use of
resources, thereby resulting in better bandwidth e ciencies. The APA reduces unrecov-
erable transmissions by determining the number of actually scheduled packets P̂g from
Ni 2 Aj to Nj considering the actually available upload bandwidth. These unrecoverable
packets are generated because the receiver Nj fails to receive Pg informative packets from
senders Ni 2 Aj before the playback deadline, due to limited upload bandwidth restrict-
ing the packets sent from the neighboring nodes. To avoid unrecoverable transmissions,
the APA assesses if the available -quantized upload bandwidth ÛCumg can a↵ord the
expected transmission P̃g. When ÛCumg can a↵ord the expected transmission P̃g, gener-
ation g is transmitted (P̂g = P̃g). Otherwise, the generation is skipped (P̂g = 0). When
a generation g is skipped, the average upload bandwidth of g can be used to deliver
generations from g + 1 to  e. The APA can be described by the following pseudo-code
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in the Algorithm 2:
Algorithm 2: Adaptive Push Algorithm
Input: P̃ ,Û
Output: P̂












Store element P̂g into vector P̂
end
return P̂ ;
The APA is performed by the track server before the transmission. For every gener-
ation, the tracker node compares the expected number of packets P̃g with the available
-quantized upload bandwidth ÛCumg . When Û
Cum
g   P̃g, P̂g = P̃g, otherwise, P̂g = 0.
In this way only recoverable generations are transmitted, and the bandwidth is better
utilized. Ûg is the average -quantized upload bandwidth of the streaming network in
generation g. It is equal to the Û in our system. The unit of ÛCumg , P̂g and P̂g are
packets/seconds. To inform all client nodes of the number of actually scheduled pack-
ets P̂g, the tracker node needs to send a message to each client node Ni every generation.
The size of a communication message is 2 bytes. The communication overhead of APA
is 2N bytes/seconds, which is 2N/ bytes/s. P̄ is the average value of P̂g. If the
streaming rate is considered as a relatively stable rate, Pg packets can successfully arrive
at each receiver when Û   P̄ .
5.3 Optimized Packet Scheduler
This section proposes two packet schedulers to determine how multiple senders coop-
eratively contribute their upload bandwidth to di↵erent receivers. The schedulers can
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reduce the uninformative transmission caused by asynchronous communications, thereby
leading to better transmission e ciencies. The process of the packet scheduling can be
summarized as follows: the packet schedulers calculate the number of packets that each
sender needs to send to its receiver, and then each sender follows the scheduling results
to transmit packets individually. The objective of a streaming network is that senders
cooperatively deliver all recoverable generations to all receivers and avoid uninforma-
tive transmissions at the same time. This requires each sender to accurately determine
the number of packets to send to each receiver at each generation. For this purpose,
two packet schedulers are proposed. Firstly, a centralized packet scheduler (CPS) is
proposed to improve the global bandwidth e ciency. The CPS formulates the global
packet scheduling problem as a global integer linear programming problem. A distributed
packet scheduler is then derived from the CPS by finding solutions to an approximative
optimization objective. Both CPS and DPS accurately schedule packet transmissions,
and senders can cooperatively contribute their upload bandwidth to receivers to achieve
recoverable and informative transmissions.
5.3.1 Centralized Packet Scheduler (CPS)
The CPS is a global packet scheduler, designed to find the global multi-sender coopera-
tion model to organize the upload bandwidth of all senders to their neighboring receivers.
Such a multi-sender cooperation problem is modeled as a redundant transmission mini-
mization function among all senders under a constraint of full recovery. Uninformative
transmission is caused by the superfluous transmission after the corresponding genera-
tion is already successfully transmitted. The streaming network can successfully transmit
all recoverable generations with the CPS, and simultaneously minimize uninformative
transmissions. Any receiver node Nj needs to receive P̂g packets to recover generation g,
and any other packets are uninformative for the client nodes. The objective function of
the CPS is to therefore minimize the number of transmitted packets, and the constraints
of the CPS are to ensure the full transmission of P̂g.
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The number of packets that should be sent from each sender Ni to each receiver node
Nj in generation g 2   is denoted as a non-negative integer Hijg. A positive constant
C is defined as the transmission cost (the consumed bandwidth of a single packet). For
each generation g 2  , the scheduling problem is formulated as a cost minimization
problem with some given restrictions in Eq.5.3, and the minimization function is solved



















Ũig 8i, s  k   e (a)
NX
i=1
Hijg   P̂g 8j, g (b)
Hijg  ↵P̂g 8i 2 (2, N), j, g (c)
Hijg = 0 8Ni /2 Aj , j, g (d)
(5.3)
The optimization objective is to find the minimum bandwidth cost to achieve the full
delivery of P̂g. The constraint (a) means that the number of sent packets of each sender
node Ni should be smaller than its available  quantized upload bandwidth Ũig in the
priority period, where Ũig is equal to Ũi. The constraint (b) means that senders need to
cooperatively send at least P̂g packets so that Pg packets can arrive at the receiver node.
The constraint (c) means that the number of scheduled packets from Ni to Nj needs
to be smaller than the number of its linear independent packets ↵P̂g. This constraint
guarantees that enough contents are available at each client node. The constraint (d)
guarantees that only nodes Ni 2 Aj can send packets to its neighboring nodes Nj . The




This algorithm hypothesizes that a central coordinator who knows all upload band-
width Ũi of each node Ni exists in the network. It could be the tracker node in our
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system because it holds all information of client peers in the network. In the global
scheduling algorithm, the streaming server is scheduled like other sender peers so that
a precise multi-sender cooperation model can be built for each receiver. After the CPS
calculates the number of packets that should be sent from each sender Ni to each receiver
Nj , the tracker node sends a control message to each sender Ni. The scheduling results
are then stored in the local record of each sender node. The number of sent packets Sijg
and Hijg are compared when every transmission opportunity arises at the sender node
Ni. If Sijg is smaller than Hijg, a network encoded packet in generation g is sent to node
Nj and the value of Sijg increases. Generations close to  s are those that are initially
pushed.
5.3.2 Distributed Packet Scheduler (DPS)
The DPS is proposed to increase the scalability of the system. The DPS is a distributed
solution to the centralized optimization function. It solves how multiple senders con-
tribute their bandwidth to each receiver based only on the local bandwidth informa-
tion. As mentioned in section 5.3.1, the CPS algorithm globally reduces uninformative
transmission, thereby improving bandwidth e ciencies. However, in a large-scale P2P
network, the complexity of the global optimization would be extremely high. Therefore,
a distributed bandwidth-e cient packet scheduling algorithm is proposed in this section.
In the DPS, we find the symbolic solution to the packet scheduling problem by providing
some constraints to an approximate optimization objective of the CPS. The main steps
of this algorithm include 1) Each sender allocates its upload bandwidth to each receiver
by the handshake procedure; 2) Each sender uses a local weighted quadratic equation to
find the most suitable allocation for each receiver in each generation.
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5.3.2.1 Handshake Procedure
In the handshake procedure, each sender node Ni allocates its overall -quantized upload
bandwidth Ũi to its receiver node Nj , denoted as Ũij . The unit of the allocated upload
bandwidth Ũij is packets/seconds. When the receiver node Nj joins the network, it
initially contacts the tracker node to obtain a list of free sender peers Ni to form its
neighboring nodes Aj . When the tracker picks the set of sender nodes, it ensures that
P
Ni2Aj Ũi   Û . The tracker node then calculates the amount of upload bandwidth Ũij
that each sender Ni should contribute to support the delivery to this receiver node Nj




Û ,↵P̄ ) (5.4)
If
P
Ni2Aj Ũij < Û , more senders are allocated to this receiver and the Eq.5.4 is
recomputed until
P
Ni2Aj Ũij   Û . Note Ũij = 0 for any Ni /2 Aj . The scheduled upload
bandwidth Ũijs for any Ni 2 Aj are stored into a vector following its identification order
and sent to each sender node Ni 2 Aj . At the same time, the tracker node calculates
the new available upload bandwidth for each sender Ni 2 Aj by Ũ
0
i = Ũi   Ũij . At the
end of the handshake procedure, each sender Ni will get a list of cooperative senders
Ni 2 Aj , and their corresponding allocated bandwidth Ũij for this receiver Nj .
5.3.2.2 Real-time Distributed Scheduler
The real-time distributed scheduler pre-calculates the number of scheduled packets Hijg
from node Ni to Nj in any generation g. The cooperative transmission model in the local
scheduling algorithm can be summarized as a multi-sender and single receiver relation-
ship. A receiver node Nj has a set of sender nodes Ni, where Ni 2 Aj . The optimization
problem is formed as a bandwidth cost optimization function under the full recovery
constraint in Eq. 5.5. This optimization function calculates the number of packets Hijg
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Hijg   P̂g 8j, g
(5.5)
The above optimization function finds the suitable allocation Hijg subject to a con-
straint that the number of scheduled packets must be larger than P̂g. This constraint
ensures that this receiver node receives enough packets to recover the original content
in generation g. As the transmission allocation to each node Nj in each generation is










Hijg   P̂g 8j, g
(5.6)
The above optimization problem can be solved by finding the solution H that mini-
mizes the expected Lagrangian in Eq. 5.7 since
PN










By solving the above Lagrangian function, the symbolic solution Hijg from sender Ni
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In Eq. 5.8 (a), Hijg is calculated by the product of the bandwidth ratio and the
remaining number of packets Pr. The ratio can be expressed as the ith allocated upload
bandwidth over all allocated upload bandwidth from sender node Ũij to the last sender
node ŨIj . Eq.5.8 (b) means that the remaining number of packets Pr can be represented
by the di↵erence between the scheduled result P̂g and the number of scheduled results
for sender node Ũ0 to Ũi 1.
The optimization objective in the DPS is the approximation of the optimization
objective in the CPS algorithm. According to the optimization function, it is clear to see
that the proposed optimization objective in DPS is the square of the Hijg. Moreover,
the solution to Eq.5.5 also satisfies all constraints in Eq.5.3. The details of proof can be
found in Appendix A.1.
In general, the distributed packet scheduling algorithm uses the handshake procedure
to do the bandwidth pre-allocation for each sender. The multilevel linear programming
can therefore be written as a single layer linear programming. By solving the single layer
linear programming, the symbolic solution to the ILP problem can be found, thereby
reducing the computational complexity. Furthermore, the solution to the quadratic
equation is weighted, which means that sender nodes with small Ũij have less variation.
This helps to reduce the scheduling error. After each sender gets the scheduling results
Hijg, it calculates the number of pending transmitting packets by subtracting Sijg from
Hijg. If Hijg is larger than Sijg, an encoded packet is sent to the receiver. Generations
closed to  s are pushed initially.
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In all, the distributed scheduling algorithm gives a symbolic solution to the local
optimization function. More, the solution of the distributed algorithm also satisfies the
constraints of CPS algorithm in the Eq. 5.3. Both CPS and DPS reduce the redundant
transmission by global or local packet scheduling. The network resources can be better
utilized, and the bandwidth e ciencies can be improved.
5.3.3 Request Model
A request model is proposed to deal with the unrecoverable transmission caused by
unpredictable network variations. Although the scheduling compensation model con-
siders the peer churn and loss rate in the network, these may vary in a real network.
When the receiver node has an unrecovered generation in its urgent region, it will peri-
odically broadcast its bu↵er map as a request signal to all neighboring nodes. One or
more request signals from di↵erent receivers may arrive at the sender nodes. Then, each
sender with spare upload bandwidth capacity calls the ”random push algorithm” to push
packets to the receivers. When a receiver successfully decodes the corresponding genera-
tion, it immediately sends its bu↵er-map as a stop signal to all neighboring nodes. This
mechanism aims at improving the recoverability of the streaming in the system. To keep
the e ciencies of the system, a local information updating procedure is called, and the
packet scheduling algorithm is recomputed for this node if more than 10% of packets in
the urgent region are requested from senders or more than 10% of packets in the priority
region are uninformative.
5.4 Performance Evaluation
In this section, we report experimental results with our packet schedulers using streaming
a network-encoded media sequence over a mesh-push based P2P network. To evaluate
the performance of the proposed scheduling algorithms, we compare our proposed packet
schedulers with three existing scheduling algorithms with four di↵erent sets of consid-
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erations. Firstly, the quality-of-service (QoS) at the client nodes is measured for video
quality and delivery ratio, with di↵erent upload bandwidths. Secondly, the bandwidth
e ciencies in the network are measured regarding uninformative ratio, communication
overhead, and informative packet rate. Thirdly, the performance in a lossy network is
evaluated, and finally, the system scalability is evaluated. We present the simulation
environment and metrics in Section 5.4.1 and the streaming performance comparison in
Section 5.4.2.
5.4.1 Experimental Settings and Metrics
We evaluate our packet schedulers over a mesh-push based P2P network. The P2P
network is implemented on an event-based network simulator NS2. All end nodes inde-
pendently choose its neighbors and then form a randomly connected network. The size
of the default test network is set to be 100 nodes. The neighborhood size Aj is set to be
20 nodes. The default upload bandwidth of the streaming server U1 is set satisfy 15%
end-users in the network. The setting of the server upload bandwidth is similar to the
settings in [78] to achieve a fair comparison. In the presented three first experiments,
the upload bandwidth of each peer is set to be a constant value ranging from 0.8S to
1.45S. Here we aim at evaluating the QoS and bandwidth e ciency of the system. S
is the average video bitstream rate. These initial experiments proved that when the
peer upload bandwidth is 1.2S, the delivery ratio can reach 99.9%. Therefore, in the
remaining experiments we set the peer upload bandwidth to be 1.2S. This enabled us
to observe the impact of other parameters in the performance of the proposed approach.
The default loss rate and the peer churn rate are set to be 0.05. The default value of ↵
is set to be 15%.
The test video stream is the Paris sequence encoded with H.264/AVC. The average
bit rate of stream S is 116 Kbyte/s. The average video quality of the media is 40.12dB.
The size of a generation  is eight frames, which corresponds to a group of pictures
covering 0.26 seconds of video. On average, there are 32 packets in each generation. The
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size of the priority region  l is 8. The size of the urgent region is 4. This indicates
that the playback deadline at each peer is 3.12 seconds. All packets must arrive at client
nodes in 3.12 second to be successfully played. The actual size of a video block is 1024
Bytes. Packets in each generation are encoded using network coding over the Galois
Field GF(28). Coe cients of network-encoded packets are stored in the packet header
and transmitted with each video packet as well, whose size depends on the number of
encoding packets in the generation. In the simulation, the packet header (e.g. the address
of destination peer, and the sequence number of video) is 150 Bytes, and the average
size of network coding coe cients is about 32 Bytes per packet (1 Byte for the coding
coe cient in GF(28) per packet).
We compare our proposed packet schedulers with the following approaches:
• Advanced random push with random network coding with 50ms bu↵er-map updat-
ing interval (ARND-50ms): The ARND is an improved version of RND similar to
[78]. In RND, each sender randomly pushes its encoded packets to its neighbors
according to the bu↵er-map of its neighbors. In ARND, senders tend to choose
those generations that need more packets to be decoded before the playback dead-
line. The bu↵er-map which represents the data availability of its neighbor peers
updates every 50ms.
• Advanced random push with random network coding with 200ms bu↵er-map update
interval (ARND-200ms): The ARND algorithm with 200ms bu↵er-map updating
interval.
• An asynchronous distributed scheduler (ADS) similar to [96]: In ADS, each sender
independently chooses the optimal transmission policy from candidate transmis-
sion policies. This choice is based on the cost of each candidate policy. This
transmission policy determines which generation and which receiver the packet is
addressed to. The cost is defined as the product of the number of packets needed to
recover the generation g and the corresponding reminding time of this generation
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Figure 5.3: Performance comparison of the average video quality with five
schemes
g before the playback deadline. All candidate policies are sorted in an increasing
order according to the defined cost. The optimal policy is selected from the top 30
policies with uniform probability.
We use the following performance metrics to evaluate the QoS and bandwidth e -
ciencies: (1) average video quality comparison: the average received peak signal to noise
ratio (PSNR) at each client node; (2) delivery ratio: the average fraction of recoverable
packets that could arrive at the receiver node over the actual streaming packet rate
before the playback point at each client node; (3) the uninformative packet ratio: the
received uninformative video packet rate over all received video packet rate; (4) com-
munication overhead ratio: the communication overhead rate over the streaming rate.
Communication overhead includes bu↵er-map exchange messages, scheduling messages
and packet request messages; (5) informative packet rate: the number of received infor-
mative packets per second.
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5.4.2 Streaming Performance Comparison
To evaluate the QoS of the proposed streaming system, the performance of the average
video quality is studied first. It is the most visual indicator to the quality of service.
The video quality increases when the peer upload bandwidth increases from 0.8S to
1.45S. The results in Fig. 5.3 show that the CPS and the DPS perform better than the
other schemes over the whole range of the upload bandwidth, especially when the upload
bandwidth is too low for full-rate video delivery. When the peer upload bandwidth is
1.2S, the CPS and the DPS can achieve 40.12dB, 40.05dB respectively. By contrast, at
the same bandwidth, the ADS, the ARND-50ms, and the ARND-200ms can only achieve
39.75dB, 39.06dB, and 35.76dB respectively. This is because the communication over-
head and uninformative transmission waste network bandwidth. When the peer upload
bandwidth is 0.8S, the DPS shows significant improvements over ADS, ARND-50ms,
and ARND-200ms algorithms; 5.14dB, 5.16dB, 8.43dB respectively. This is because
the ADS and ARND cannot avoid unrecoverable transmissions that waste bandwidth
resources and lead to poor transmission of other generations. In contrast, the APA e↵ec-
tively skips some generations so that all transmitted packets are recoverable. The DPS
achieves slightly lower video quality compared with the CPS algorithm over the whole
range of bandwidth values. That is because the CPS is a global optimization algorithm
while the DPS is a local optimization algorithm.
In Fig. 5.4, the performance of packet delivery ratio among these five methods is
studied when the peer upload bandwidth ranges from 0.8S to 1.45S. The better delivery
ratio will bring smoother playback of videos. In this experiment, when the peer upload
bandwidth is 0.8S, the delivery ratio of CPS, DPS, ADS, ARND-50ms, and ARND-
200ms is 61.03%, 60.31%, 47.05%, 47.01% and 38.9% respectively. This demonstrates
that our algorithms can improve 13%-22% in delivery ratio compared with those three
scheduling algorithms. This improvement is mainly because the proposed APA algorithm
can e ciently avoid uninformative transmission. Furthermore, the CPS and DPS can
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Figure 5.4: Performance comparison of the average delivery ratio with five
schemes




































Figure 5.5: Performance comparison of the average uninformative packet ratio
with five schemes
achieve about 4% more delivery ratio compared with the ADS algorithm when the upload
bandwidth of peers is 1.2S. This improvement is mainly due to the CPS and the DPS
generating less communication overhead and uninformative packets. On the whole,
this experiment demonstrates that our algorithms can achieve better recoverable packet
delivery ratio when the upload bandwidth of peers ranges from 0.8S to 1.45S.
To evaluate the bandwidth e ciencies of the streaming network, we also observe the
performance of the uninformative packet ratio in Fig. 5.5. The uninformative ratio is an
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Figure 5.6: Performance comparison of the communication overhead over the
streaming rate with 5 schemes
important criterion for the evaluation of bandwidth e ciencies. The experiment shows
that the uninformative ratio of the CPS, DPS, and ARND-50ms algorithms remains
stable under di↵erent upload bandwidth, and the uninformative ratio of the ARND-
200ms increases a lot as the upload bandwidth of peers increases. It can be seen that the
ARND-50ms only generates about 0.1% to 0.3% uninformative packets, and the CPS
and the DPS generate about 1% uninformative packets over the whole range of peer
upload bandwidth. The ADS generates about 2.2% to 4.1% uninformative packets, and
the ARND-200ms generates about 3.5% to 19.57% uninformative packets. Firstly, it
demonstrates that when the bu↵er-map updating interval of ARND is 50ms, the amount
of uninformative transmission caused by the lack of synchronization is very small and
almost negligible. Secondly, the CPS and the DPS still may generate a small amount
of uninformative transmission. This is because the request model may bring a small
number of uninformative transmission. Compared with the ADS and ARND-200ms,
the amount of uninformative packets is acceptable. Thirdly, the ADS algorithm and the
ARND-200ms have a higher uninformative ratio. This is because the ADS algorithm has
the sub-optimization problem and the long bu↵er-map updating period of ARND-200ms
brings a large number of uninformative transmission.
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Figure 5.7: Performance comparison of the average informative video packet
rate with five schemes
To further evaluate the bandwidth e ciencies of the streaming network, the average
communication overhead over the streaming rate is studied in Fig.5.6. The communica-
tion overhead of the ARND and the ADS is the bandwidth resources used for bu↵er-map
updating. The communication overhead of the CPS and the DPS is the spent bandwidth
resources for packet scheduling and the spend bandwidth resources for peer communica-
tions. As depicted in Fig. 5.6, the CPS and the DPS have a relatively low communication
overhead while the ARND-50ms and the ADS have a higher overhead. This is because
the ARND-50ms and the ADS algorithm frequently exchange bu↵er-map among neigh-
boring nodes. By contrast, the CPS only transmits the scheduling results from the
tracker node to each client node and the DPS only exchanges the information among
peers during the handshake procedures and when peer nodes experience bandwidth vari-
ations. Therefore, compared with the communication overhead of bu↵er-map updating,
the amount of communication overhead of CPS and DPS is relatively small.
We also evaluate the actual average informative packet rate in Fig.5.7 to observe the
joint impact of the communication overhead and the uninformative transmission when
the upload bandwidth of peers increases. It can be seen that the proposed CPS and
DPS have a better informative packet rate compared with the other two methods over
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Figure 5.8: The average delivery ratio versus di↵erent values of ↵ for each
node
the whole range of peer upload bandwidth values. Although the CPS and the DPS have
about 1% more uninformative packet ratio than the ARND-50ms algorithm, the CPS
and the DPS get more informative packet rate. That is because that the communication
overheads of ARND-50ms use more upload bandwidth of peers.
The impact of the threshold ↵ can be seen in Fig.5.8. This figure shows that a sender
node needs to have at least ↵ segments before it becomes a sender of other client nodes.
We can see that a lower threshold cannot guarantee that enough linear independent
packets are available at the sender nodes, thereby leading to a poor video quality.
In Fig. 5.9, the performance of the delivery ratio is analyzed in a lossy network to
evaluate its resistance to network loss. In this experiment, we increase the loss rate
and then observe the change in the delivery ratio. Generally, the delivery ratio decreases
when the loss rate increases for all schemes. That is because the useful upload bandwidth
decreases when the loss rate increases. The results in Fig. 5.9 show that the decreasing
rate of both CPS and DPS is similar to the decreasing rate of other scheduling algorithms.
It proves that the scheduling compensation model can accurately estimate the number
of needed packets for client nodes in a lossy network. The loss in the network will not
bring extra scheduling errors to CPS and DPS.
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Figure 5.9: Performance comparison of the average delivery ratio as a function
of network loss rates when N = 100 and upload bandwidth Ū =
1.2S
































Figure 5.10: Performance comparison of the average delivery ratio in networks
of di↵erent network sizes when the upload bandwidth Ū = 1.2S
In Fig. 5.10, we evaluate the scalability of our proposed packet schedulers by varying
the number of peers from 20 to 200 peers. Fig. 5.10 shows that CPS and DPS o↵er
steady delivery ratio, whereas the ADS, ARND-50ms, and ARND-200ms have a slightly
decreasing delivery ratio as the number of peers increases. It demonstrates that all these
algorithms can be applied to a large-scale P2P network. The property of network coding
and push-based P2P network make these packet scheduling algorithms very competitive
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Figure 5.11: The impact of distance from server to the average received video
quality in PSNR
regarding the scalability.
In the last experiment, the performance of the video quality in PSNR versus the
number of hops from the server is evaluated. This experiment can demonstrate the
scalability of the scheduling algorithm and the fairness among client nodes. The hop is
defined as the hop distance from the client node Nj to the streaming server. As depicted
in Fig. 5.11, the average video quality remains almost the same as the number of hops
increases. This shows that all algorithms are not very sensitive to the distance from the
server. That is because that the CPS, DPS, ADS, and ARND algorithms are built in the
mesh-push network, where the neighbor nodes of each client node are randomly chosen.
Therefore, the distance from the streaming server does not have an obvious influence on
the delivery ratio.
5.5 Summary
This chapter proposes a centralized and a distributed bandwidth-e cient packet schedul-
ing algorithm for non-scalable live streaming applications. We found that the mesh-push
streaming network has the problem of bandwidth ine ciency due to the unsynchronized
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communication among peers. The bandwidth ine ciency is caused by the uninformative
and unrecoverable NC-packet transmission. Furthermore, increasing the communication
messages can not solve this problem because the communication overhead will also lead
to bandwidth ine ciency. To solve this problem, we propose a new transmission mecha-
nism where packet transmission are scheduled in advance, and peers follow the scheduling
results to transmission packets. In this way, we can avoid the problem of unsynchronized
communication and too much communication overhead at the same time.
A centralized packet scheduling algorithm is proposed to find the globally optimal
packet scheduling policy that minimizes the overall bandwidth cost. It determines
how senders cooperatively allocate their upload bandwidth so that the least bandwidth
resources can be used to deliver the scheduled generations successfully. To add a critical
scalability property to the proposed approach, we propose a distributed packet scheduling
algorithm to find the local optimal solution by constructing a pre-allocation procedure
and solving the single layer linear programming problem using the Lagrangian algo-
rithm. Our experiments show that our packet schedulers achieve better video quality
and delivery ratio, a lower redundant packet ratio and more informative packets when the
peer upload bandwidth varies. Furthermore, the communication overhead is relatively
low compared with overhead in other push-based streaming networks. The robustness of
lossy networks and the network scalability is also verified through di↵erent experiments.
Chapter 6
Multiple Generation Scheduling
for Scalable Video Streaming with
NC
Network coding (NC) brings substantial improvements in terms of throughput and delay
in collaborative media streaming applications. A key aspect of NC-driven live peer-
to-peer streaming is the packet scheduling algorithm, which organizes the bandwidth
allocation of sender nodes to maximize the overall Quality-of-Service. Indeed, unorga-
nized bandwidth resources allocation usually results in significantly ine cient bandwidth
utilization, which in turn leads to an unsatisfied video quality. In this chapter, a novel
multiple-generation scheduling(MGS) algorithm is proposed to find an optimal class
subscription policy that greatly helps to overcome the problem of ine cient bandwidth
utilization. This algorithm can make sure that the upload bandwidth is reasonable
utilized, and the overall perceived video quality at the receiver nodes are maximized.
The algorithm is formulated as a video quality maximization function under the avail-
able bandwidth resources constraints and solved through a dynamic programming algo-
rithm. Both implementation and analytical considerations of the proposed algorithm
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are described in this chapter. Experimental results confirm that the proposed algorithm
deliver better quality-of-service regarding improved video quality and delivery ratio, and
higher bandwidth e ciency.
6.1 Motivation
In the scalable video transmission system, packets are grouped into di↵erent classes
according to the generation and layer they belong to. Each class needs di↵erent band-
width resources, and brings di↵erent gain in video quality. Many existing works adopt
to the ”random-push”, ”rarest-first”, ”priority-first”, and ”emergency-first” policies to
schedule packet transmission [110], [96]. However, in the NC-driven SVT system, it
usually will result in unrecoverable and uninformative transmission. Some optimization
works are proposed to schedule packet transmission to reach an optimized bandwidth
resources allocation [98], [100], [112]. However, these optimizations for packet schedul-
ing among these classes are only performed in each single generation separately, which
leads to an unsatisfied overall bandwidth utilization. In [112], Nguyen at al. proposed
to use a drop-threshold and an add-threshold at the receivers’ bu↵er to find the most
suitable class subscription policy. However, the bandwidth resource allocation based
on the bu↵er level is fluctuant and inaccurate. In [98], Sanna and Izquierdo proposed
to use average upload bandwidth to schedule the class subscription. Furthermore, in
[100], Thomos et al. proposed to use the average upload bandwidth to schedule the rate
allocation among classes for each single generation in a lossy network. However, both of
their work optimize the bandwidth resource based on the single generation, and cannot
fully utilize the bandwidth resource.
In Section. 4.4.4 and Section. 5.2.4, we propose to use the cumulative upload band-
width to perform the packet scheduling. However, these systems still do not fully utilize
the bandwidth resource. Di↵erent from them, this chapter proposes to schedule multiple
generations at the same time to make fully use of the bandwidth resources in the priority
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region. The advantage is that the bandwidth resources can be more accurately allocated
to di↵erent classes such that the maximum bandwidth e ciency can be achieved.
The multiple generation scheduling(MGS) problem is formulated as a perceived video
quality maximization problem in some upload bandwidth constraints. Through solving
the maximization algorithm, the optimal class subscription policy can be found. The
MGS problem is solved using two methods. One transfers the MGS to the single gener-
ation optimization(SGS) algorithm. The other solves the MGS directly using a dynamic
programming algorithm. The receiver node calculates the optimal class subscription pol-
icy in the priority region, and subsequently, inform sender nodes the scheduling results.
Sender nodes then cooperatively transmit the selected classes to the receiver node accord-
ing to the distributed packet scheduling proposed in Section 5.3.2. When the network
su↵ers from unpredictable network vitiations, a request model is used to help with the
unrecoverable transmission.
Although both Chapter 4 and this Chapter work on the scalable video transmission
over the loss network. They still have many di↵erences in the design principles. First,
the ORA algorithm proposed in Chapter 4 schedule packet transmission only based on
the cumulative available upload bandwidth, and the scheduling is performed for each sin-
gle generation. While the MGS algorithm in this chapter relies on the multi-generation
scheduling results. Second, the ORA algorithm deals with the network loss based on
a probability model, while the MGS and the SGS deal with the network loss based on
the value of expectation. The probability model can estimate a more accurate video
quality gain, but it su↵ers from a larger computation complexity. Therefore, The ORA
is not suitable to be used in the multi-generation scheduling. Third, the ORA algo-
rithm transmits the scheduled layer from the base layer to the top layer subsequently,
while the SGS and the MGS algorithm transmit the subscribed class directly. In MGS,
the enhancement layers are subscribed only when the lower layers are subscribed first.
Therefore, the MGS allows peers to encode packets from the base layer to the highest
subscribed layer together, and transmit the highest subscribed layer directly, which can
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reduce the scheduling complexity.
The remainder of this chapter is organized as follows: In Section 6.2, the general
system model and media model used in this chapter are introduced. Additionally, we also
detailed describe the overall transmission procedure of the proposed adaptive scheduling
algorithm. The scheduling compensation model and the request model proposed in
Chapter. 5 is reused in this chapter. Based on these fundamental system design, a
multi-generation scalable class subscription algorithm is proposed in Section 6.3. We
further proposed two solutions to this problem. Firstly, in Section 6.3.2, we propose
a solution by introducing a packet scheduling algorithm based on a single generation
optimization(SGS). This algorithm has a very low computation complexity. Then the
solution to multi-generation scheduling (MGS) is proposed in Section 6.3.3. The multi-
generation scheduling problem is solved by a novel dynamic programming algorithm.
A refined distributed packet scheduling algorithm is proposed in Section. 6.4. Finally,
the proposed scheduling algorithms are evaluated by comparing the QoS and bandwidth
e ciency with other SVC-based packet scheduling algorithms.
6.2 System Model
In this section, a brief overview of the system is given. Firstly, the definitions of the
transmission network are given, and the construction process of the transmission net-
work is briefly explained. Secondly, the model for scalable media data is explained to
understand the scheduling process and coding process of scalable data.
6.2.1 Network Model
In the network model, three types of peers are defined: streaming source, tracker server,
and client node. Each peer contacts the tracker server to join the network. Some control
information, i.e., the upload bandwidth of neighboring nodes and the size of video pack-
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ets, is exchanged during the procedure. The overlay of network nodes is represented as a
graph (N , ") composed for nodes N = {N0, ...,NN} and the edge ". N0 represents the
tracker server and N1 represents the streaming source. The rest nodes from N2 to NN
are client nodes. A client node becomes a sender node when it holds at least ↵ linear
independent segments (0  ↵  1). Aj ⇢ N is defined as the neighborhood of Nj , which
is the set of sender nodes that are connected to Nj .
For any nodes in the network, U = {U0, ...UN} is indicated as the vector of streaming
nodes. To simplify the discussion, we also define the -quantized upload bandwidth as
Ũi = Ui ⇤ /V , where  is defined as the playback duration of a generation, V is the
video packet size. The unit of Ũi is the number of packets/ seconds. Each sender Ni
equally allocates its upload bandwidth Ui to its receiving nodes Nj , and the allocated
upload bandwidth from node Ni to Nj is Uij . The overall available upload bandwidth
of Nj is Ûj =
P|Aj |
k=1 Ukj . The available -quantized bandwidth of Nj in  seconds is
Ūj = Û ⇤ /V . As the scheduling algorithm is a distributed packet scheduling algorithm
and designed for each receiver node Nj , Ū is used to represent Ūj for simplicity.
6.2.2 Media Streaming Model
The scalable media stream which is distributed to the network nodes is modeled as a
bi-dimensional array of generations shown in Fig.6.1. A generation is made up by one or
several group of pictures (GOP) in the media. Each generation is identified within the
media stream by a temporal index g 2 [1, G]. Each generation with identical temporal
index g has the same duration . Each generation g is subdivided into several layers
l 2 [1, L]. In the following section, the notation (g, l) is used to indicate the class with
a temporal index g and layer index l. Each class (g, l) has s(g,l) blocks. Q(g, l) is the
quality enhancement of each class (g, l). Due to the dependency among layers, the lower
layer needed to be decoded first before the higher layer can be decoded. When the
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Figure 6.1: Sample media stream model for scalable-coded media stream.
Instead of transmitting raw video packets, the P2P network transmits network-coded
packets. A new coded packet is generated by combining the blocks belonging to one
generation together with random coe cients. The algebraic operations are performed in
Galois field Fq (usually q = 28). In this system, the blocks are encoded from the base





In the Eq.6.1, s(g,l) is the number of packets in generation g of layer l, bi is the ith raw
blocks in generation g and ci is a random coding coe cient. When a receiver receives y,
it checks if the packet is informative. If the packet is uninformative, it is discarded. Once
a client node has collected enough informative packets in a generation, it will recover
this generation using the progressive Gauss-Jordan elimination.
To achieve a guaranteed transmission, the whole transmission region can be further
divided into urgent region and priority region. In Fig.6.1, g = 3 is the playback point.
The urgent region ! is a sliding window next to the playback point with fixed size !l.
The priority region   is a sliding window next to the urgent region with fixed size  l. The
start point and the end point of the priority region is defined as  s and  e respectively.
In the priority region, the data transmission follows the multiple generation scheduling
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Table 6-A: NOTATION USED IN THE SYSTEM MODEL
Ni Network node i, i 2 [0, N ]
Aj Neighborhood of the receiver node Nj
g Temporal index (generation) in the media, g 2 [1, G]
 Duration of each generation
V Size of video packets
Ui Upload bandwidth of streaming node Ni, i 2 [1, N ] [kByte/sec]
Uij Upload bandwidth allocated from Ni to Nj [kByte/sec]
Ûj Overall available upload bandwidth from all senders to the receiver node Nj [kByte/sec]
Ūj The number of packet can be received from Aj in each generation [packets/  sec]
Ū Abbreviation of Ūj
S Average streaming rate
↵ Independent threshold for a receiver node to become a sender node
  Priority region,   = [ s, ...., e]
! Urgent region, ! = [!s, ...!e]
l Layer index in the media, l 2 [1, L]
s(g,l) Number of video packets in generation g, layer l
ˆs(g,l) Number of actually scheduled packets in generation g, layer l
Q(g,l) Number of quality gain of generation g, layer l
µ The unsuccessful transmission rate
dij Number of scheduled packets from Ni to Nj in generation g
t(g,l) Denotes whether generation g and layer l is subscribed by the receiver, t(g,l) 2 (0, 1).
algorithm proposed in Sec. 6.3 to achieve an optimized system e ciency. In the urgent
region, transmission follows the request model proposed in Sec. 6.5 to further improve
the delivery ratio. This design can make sure a reliable system performance when the
network bandwidth flutters. Any unrecoverable generations out of the transmission
region are discarded automatically.
6.2.3 Overall of Transmission Process
The overall of the video data transmission process is summarized in Fig. 6.2. First, each
receiver contacts with the tracker node to obtain the video megadata (number of packets
in each layer and each generation), link information (the available upload bandwidth Uij
between the sender node Ni, and the receiver node Nj and the unsuccessful transmission
rate µ). Then the receiver node calculates the compensated data parameter according to
Scheduling Compensation Model (SCM) proposed in [113]. The main function of SCM
is to calculate the number of packets ˆs(g,l) that need to be sent from Ni 2 Aj to Nj such
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Figure 6.2: Illustration of the overall transmission procedure at each client
node
that s(g,l) independent packets can successfully arrive at Nj . After this, each receiver
determines its subscribed layer l for each generation g in the transmission region based
on the multiple-generation scheduling algorithm(MGS) and single-generation scheduling
algorithm(SGS) proposed in Sec. 6.3. Subsequently, according to the request of each
receiver, senders cooperatively transmit the selected class (g, l) to the receiver according
to the distributed packet scheduling algorithm proposed in Sec. 6.4.
When the network is stable, the subscribed class (g, l) can be successfully transmitted
to the receiver. When the network is unstable, the subscribed class (g, l) may not be
decoded in the priority region. Then when the class (g, l) is in the urgent region, the
receiver will actively request packets from its neighbor nodes according to the request
model proposed in Sec. 6.5. The urgent region and the priority region moves as the
playback point moves.
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6.3 Multiple Generation Scheduling
This section proposes a multiple-generation scheduling optimization problem to make
fully use of the bandwidth resources in a given region. It determines which class should
be subscribed and transmitted so that the overall video quality in the priority region
can be maximized. The problem is formulated as a multi-generation PSNR maximiza-
tion problem, and the optimal class subscription policy can be found through solving the
maximization problem under some bandwidth constraints. To solve the scheduling prob-
lem, two algorithms are proposed. First, the problem is reformulated and solved through
a single generation scheduling algorithm. Second, the problem is solved directly through
a dynamic programming algorithm. As the proposed optimization problem is a variation
of the Multiple-Choice Knapsack Problem(MCKP) [114]. Although the MCKP problem
has been proved as an NP-complete problem in [115], the optimal solution can be get
in pseudo polynomial-time through the dynamic programming algorithm[116]. There-
fore, according to the classic dynamic programming for MCKP, we solved the multiple
generation scheduling problem using the dynamic programming algorithm.
6.3.1 Problem Formulation
In this section, a multiple-generation scheduling problem is proposed to find the most
suitable class subscription policy. This problem finds the optimal layer subscription pol-
icy for each generation to maximize the received video quality, which can also reduce the
uninformative and unrecoverable transmission. We find the optimal class subscription
strategy by proposing a video quality maximization problem under the fully video packet
recovery constraint. It chooses a suitable layer for each receiver to subscribe based on
the estimated bandwidth Ū . The multiple generation scheduling is performed in the
priority region  . The optimization problem is shown in Eq. 6.2.
For any generation g, and any layer l in the region, t(g,l) 2 (0, 1) denotes whether
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generation g and layer l is subscribed by the receiver. The ˆs(g,l) is used to represent
the actually needed number of packets to transmit the class (g, l) after considering the
















Ūg for  s  k   e (1)
t(g,l) 2 {0, 1} (2)
t(g,m) > t(g,n), 8m 6 n (3)
(6.2)
The constraint (1) in Eq.6.2 means that the sum of the scheduled packets ˆs(g,l) from
 s to any instant k should be smaller than the sum of available upload bandwidth from
 s to this instant k. Ūg is equal to the available upload bandwidth in generation g, and
it is equal to the Ū because the average upload bandwidth is considered to remain stable
during the transmission period. The constraint (2) means that each class (g, l) can only
be transmitted or not transmitted. The constraint (3) means that the lower layer needs
to be chosen before the higher layer is chosen.
6.3.2 Single Generation Scheduling
The class subscription algorithm selects an optimal layer for each receiver to subscribe for
each single generation. To provide a faster and easier solution to class subscription, we
propose a single generation scheduling algorithm based on the Eq.6.2. This problem finds
the layer subscription policy based on the bandwidth information in a single generation.
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Algorithm 3: Single Generation Scheduling algorithm
for g   s to  e do
















t(g,l) ˆs(g,l)  Ūg (1)
t(g,l) 2 {0, 1} (2)
t(g,m) > t(g,n), 8m 6 n (3)
(6.3)
In the Eq.6.3, the classes (g, l) that make t(g,l) = 1 are chosen as the subscribed
layers. To solve the single generation scheduling problem, the
lP
k=0
ˆs(g,k) is compared with
Ūg for any k 2 (0, L) in turn. The maximum k is the subscribed layer in generation g.
6.3.3 Multiple Generation Scheduling
The optimization function of the MGS is a variation of the Multiple-Choice Knapsack
Problem [114], which has been proved to be an NP-complete problem [115]. However,
the optimal solution can be found in a pseudo polynomial-time through the dynamic pro-
gramming algorithm[116]. According to the equation proposed in Eq. 6.2, The constraint
(3) in Eq. 6.2 can be seen as a multiple choice problem. In each generation g, only one
quality layer can be targeted. Therefore, the Eq. 6.2 can be treated as a Multiple-Choice
Knapsack Problem and solved using the dynamic programming algorithm as presented
in the Algorithm.4. The time complexity of this algorithm is  l ⇤  l ⇤ Ū ⇤ L. Although
Chapter 6. Multiple generation scheduling for scalable video streaming with NC 115
Algorithm 4: Scalable Rate Allocation Algorithm-Find the maximum value
Function1 : Optimizationfunction
G =  e    s; v = Ū ⇤G; R[G+1][v+1] 0
for g   s to  e do
/*Loop from the start of the priority region to the end of the priority region*/
for v  Ū ⇤G to 0 do
R[g][v] = R[g   1][min(Ū ⇤ (g   1), v)] ;



















it is not a polynomial-time solution, it will not increase as the network size increase.
Besides, due to the size of the priority region is limited, and the layer of video is limited.
The complexity is a↵ordable for each node.
In the Algorithm 4, we find the maximum PSNR gain we can achieve in  . In
Algorithm 5, we find the optimal layer subscription t, where t[g] =  1 means that this
generation is not subscribed, and t[g] = l represents the layer l is subscribed.
After the receiver calculated the optimal class subscription strategy, it sends the
strategy to each sender, and then each sender allocates its bandwidth based on the layer
subscription policy based on the distributed packet scheduling algorithm proposed in
Section. 6.4.
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Algorithm 5: Find the solution of the optimization function
Function2 : Findsolution
remainSpace = Ū ⇤G , t[G] 0
for g   e to  s do
t[g] =  1 ;































for each sender Ni in Aj do
dij = Uij/Ū ⇤ &g ;
Ū = Ū   Uij ;
&g = &g   dij ;
end
return d ;
6.4 Distributed Packet Scheduling
In this section, the details of the distributed bandwidth-e cient packet scheduling algo-
rithm are clarified. In this algorithm, the DPS algorithm proposed in our previous work
[113] is refined for the scalable data streaming. The scheduling method determines how
senders cooperatively contribute their upload bandwidth in transmitting the subscribed
layer as shown in Alg. 6.
Chapter 6. Multiple generation scheduling for scalable video streaming with NC 117
In general, the algorithm performs the upload bandwidth allocation for each receiver
based on the chronological order that the node Ui becomes the sender of the client node
Uj . &g is defined as the number of packets that need to be transmitted to the receiver
in generation g. It is equal to
tgP
l=0
ˆs(g,l). Ū is the available upload bandwidth of node
Nj with the unit of [packets/generation]. dij is calculated by the product of the rate of
the ith allocated upload bandwidth over all available upload bandwidth. Each sender
transmits packets according to the scheduling results dij .
6.5 Request model
A request model is proposed to deal with the unrecoverable transmission caused by
unpredictable network variations. Although the scheduling compensation model consid-
ers the peer churn and loss rate in the network, the peer churn rate and the loss rate
may change with time. When the receiver node has an unrecovered generation in its
priority region, it will periodically broadcast its bu↵er map as a request signal to all
neighboring nodes. One or more request signals from di↵erent receivers may arrive at
the sender nodes. Then, each sender with spare upload bandwidth capacity calls the
”random push algorithm” to push packets to the receivers. When a receiver successfully
decodes the corresponding generation, it immediately sends its bu↵er-map as a stop sig-
nal to all neighboring nodes. This mechanism aims at improving the recoverability of
the streaming in the system. To keep the e ciencies of the system, a local information
updating procedure is called, and the packet scheduling algorithm is recomputed for this
node if more than 10% of packets in the urgent region are requested from senders or
more than 10% of packets in the priority region are uninformative.
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6.6 Performance Evaluation
6.6.1 Experiment Settings
All experiments are based on the same P2P streaming network to achieve a fair com-
parison. The network is implemented on the event-based Network Simulator 2(NS2).
All end nodes independently choose its neighbors and then form a randomly connected
network. The size of the network is set to be 100 nodes. Each node randomly selects 20
nodes as its neighbors. The loss rate is 0.02. As for the download bandwidth of users,
as commonly assumed in other P2P system studies, we simulate a P2P network where
only the peer upload bandwidth is the bottleneck.
6.6.2 Testing Media
The testing video streaming is the Paris sequence encoded with H.264/SVC using Medium
Grain Scalability. In our scenario, we have a single source node, streaming a video
encoded with H.264/SVC using Medium Grain Scalability at CIF resolution. The source
node is the only node that is not consuming the video. We make use of the Joint Scalable
Video Model (JSVM) reference software. Three priority classes are selected, exploiting
quality scalability, where the base layer has QP equal to 30, and the enhancement layer
has QP equal to 22 and medium grain scalability vector partitions equal to 6 and 10,
for enhancement layer 1 and 2, respectively. We use the Paris sequence with CIF spatial
resolution (352*288) and 30 frames per second. The compressed video streams account
for an average bit rates and PSNR of:
bitrate [KBps] PSNR [dB]
Base layer 41.6881 35.6259
Enhancement layer 1 78.7615 37.3439
Enhancement layer 2 113.7042 40.12
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Generation size c is eight frames, which corresponds to a group of pictures covering
0.26 seconds of video. Therefore,  is 0.26 in this experiment. The number of packets
in each generation varies from 19 to 64 packets per generation based on the encoding
result of the video, and the average number of packets in each generation is 32 packets
on average. The size of the priority period is 8c. It means that the playback deadline at
each peer is 2.13 seconds and video packets need to arrive at each node in 2.13 seconds
in order not to expire. The maximum upload bandwidth of streaming source is set to
satisfy 15% end users. The actual size of the video block is 1024 Bytes. Coe cients
of network-encoded packets are stored in the packet header and transmitted with the
video packets as well, whose size depends on the number of encoding packets in the
generation. In NS2 simulation, the packet header (e.g. the address of destination peer,
and the sequence number of video) is 150 Bytes, and the average size of network coding
coe cients is about 32 Byte per packet (1 Byte for the coding coe cient of each video
packet in the generation).
6.6.3 Performance Comparison
In this section, our proposed single generation optimization scheduling(SGS) and mul-
tiple generation scheduling(MGS) is compared with the hierarchical network coding
approach (HNC)[110], and a ADS algorithm[96]. In HNC, each node randomly pushes
its encoded packets to its neighboring nodes according to the bu↵er-map of its neigh-
boring nodes. Di↵erent from the R2 for non-scalable video streaming, in scalable video
streaming, the enhancement layers are pushed to each receiver node only when the base
layers are successfully decoded by this receiver node. The bu↵er-map which represents
the data availability of its neighboring peers updates every 100ms. Furthermore, based
on the HNC algorithm, to improve the informative transmission ratio over the network,
two more implementations are added. First, a 15% bu↵er threshold for each genera-
tion is used before senders push packets. Second, the number of received packets and
the number of sent packets from the receiver node and the sender node are compared
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to avoid useless transmission. In ADS, each sender independently chooses the optimal
transmission policy from candidate transmission policies. This choice is based on the
cost of each candidate policy. This transmission policy determines which generation and
which receiver the packet is addressed to. The cost is defined as the product of the
number of packets needed to recover the generation g and the corresponding reminding
time of this generation g before the playback deadline. All candidate policies are sorted
in an increasing order according to the defined cost. The optimal policy is selected from
the top 30 policies with uniform probability. For each receiver, the lower layer is pushed
first.
In the following experiments, we only consider a static P2P network, where peers do
not churn during simulation. Our evaluations focus on the following metrics: (1) Average
video quality comparison: The average received peak signal to noise ratio (PSNR) at each
client node. (2) Delivery Ratio: The average fraction of the average received informative
packet that could arrive at the receiver node before the playback point at each client
node. (3) The uninformative ratio: The ratio of the number of uninformative video
packets to the number of total received video packets. (4) Network size: The impact of
network size on the average video quality. (5)Network loss: The impact of network loss
on the average video quality.
We first study the performance of average video quality of each method when the
network is set as simulation configurations. The average video quality is measured by
the peak signal-to-noise ratio (PSNR) at the receiver nodes. As depicted in Figure 6.3,
we compare the video quality of these five methods when the peer upload rate ranges
from 0.1 to 1.4 times the full rate video. The results in Fig. 6.3 show that the proposed
multi-generation scheduling (MGS) scheme achieves a remarkable improvement in video
quality over the whole range of bandwidth values. This improvement is because the
ADS and the HNC algorithm transmit packets based on the signaling message. In our
experiment, the time delay between the time that the receiver receives enough packets
to the time that senders receive this stop message is 100ms. Therefore, after the receiver
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Figure 6.3: Performance comparison of the average video quality among five
schemes
successfully decodes a layer in a generation, senders may still push uninformative packets
to the receiver due to the information updating delay. Di↵erent from the HNC and the
ADS algorithms, the SGS and the MGS scheduling algorithm transmit packets based
on the scheduling results. Thus, our algorithms will not waste bandwidth resources in
transmitting uninformative and unrecoverable packets. The received video quality of
MGS is better than the HNC and ADS algorithm over the whole range of the upload
bandwidth. When the average upload bandwidth is from 0.1S to 0.25S, the HNC and
the ADS outperform the SGS algorithm. That is because when the upload bandwidth
is small, the SGS algorithm will transmit nothing because the algorithm considers all
transmission is unrecoverable. While the HNC is based on a random push policy, and
the ADS is based on the rank of the each packet. Therefore, these two algorithms will
have some chances to transmit decodable generations and layers, thereby bringing better
PSNR than the SGS algorithm. Furthermore, the ORA algorithm outperforms the SGS
algorithm when the upload bandwidth varies from 0.1 to 0.4S because the ORA algorithm
uses available upload bandwidth to perform the calculate the scheduling results, while
the SGS calculates the results only based on the current upload bandwidth. The SGS
and the ORA achieve a similar performance when the upload bandwidth ranges from
0.4S to 1,4S. Additionally, the MGS outperforms the ORA algorithm when the upload
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Figure 6.4: Performance comparison of the average delivery ratio among three
schemes
bandwidth ranges from 0.1S to 1.4S because the MGS algorithm can make better use of
the bandwidth resources.
Next in Fig.6.4, we study the performance of packet delivery ratio of each method
when the peer upload rate ranges from 0 to 1.4 times the full rate video. The delivery
ratio is defined as the average received informative packet rate over the streaming packet
rate in each layer. Firstly, among all these scheduling algorithms, the MGS has the best
delivery ratio performance. It achieves full delivery of the base layer when the peer upload
bandwidth is 0.2S. In comparison, the SGS and the ADS achieve full delivery of the base
layer when the peer upload bandwidth is 0.35 and 0.8 respectively. Therefore, the SGS
achieves faster full delivery than ADS algorithm. However, the ADS performs better
than the SGS algorithm when the upload bandwidth is from 0S to 0.2S. When applying
the SGS scheduling algorithm, the system considers the available bandwidth cannot
a↵ord the base layer based on the local optimization function. It therefore determines to
transmit nothing to avoid uninformative transmission. In contrast, the ADS algorithm is
based on the rank of each transmission policy. Therefore, it may have some probability
that some generation can be successfully decoded, and thereby bringing better delivery
ratio than the SGS. When the upload bandwidth increases, the SGS will think the
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Figure 6.5: Performance comparison of the average uninformative packet ratio
among five schemes
system can a↵ord the corresponding layers and finish transmission, and bring better
delivery ratio than the ADS algorithm. Comparatively, the MGS does not have this
issue, because it follows the multi-generation packet scheduling algorithm. Although the
average upload bandwidth cannot a↵ord each generation, the system will automatically
use this upload bandwidth to serve some selected generations, and thereby bringing
better overall delivery ratio. Based on the experimental results, the multi-generation
scheduling algorithms performs better than the ADS algorithm.
We further study the influence of the upload bandwidth on the performance of aver-
age uninformative packet ratio. The uninformative ratio is defined as the uninformative
video packet rate over all transmitted video packet rate. The results in Fig. 6.5 shows
that our SDP achieves about 0.2% to 0.8% uninformative packet ratio and the HNC has
about 24.2% to 30.6% uninformative packets. By comparing the uninformative packet
ratio, we find that the braking e↵ect did generate much superfluous transmission in HNC
scheme. We find that the side e↵ect of the late bu↵er-map updating is more serious in
the scalable video streaming than the side e↵ect in non-scalable video streaming. This
is because in scalable video streaming, the number of video packets in each layer and
each generation is smaller than the number of video packets in a whole generation, and
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Figure 6.6: Performance comparison of the average delivery ratio as a function
of network size
the signaling message updates more frequently. Therefore, there are more chances that
senders transmit uninformative packets to the receivers. These uninformative transmis-
sions waste the precious bandwidth resources and do not bring any goodness to this
system. Our scheduling algorithm can e↵ectively reduce these uninformative transmis-
sions. The experimental results proved that our scalable content scheduling algorithm
can reduce the uninformative transmission.
In the next experiment, we compare in Fig. 6.6 the average received video quality
of the proposed algorithm versus the number of peers. As depicted in Figure 6.6, we
compare the video quality of the two methods when the network size N is 20, 50, 100,
200 separately. The node upload bandwidth Û is set to be 1.2S. From the figure, we
can see that the perceived video quality of the SGS and the MGS algorithm is almost
the same at di↵erent networks. It proves that the SGS and the MGS algorithm are all
scalable, and it is suitable for large-scale live streaming.
The performance of the video quality in PSNR versus the number of hops from the
server is evaluated in this experiment. More specifically, this experiment demonstrates
the scalability of the scheduling algorithm and the fairness among client nodes. The
hop is defined as the hop distance from the client node Nj to the streaming server. As
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Figure 6.7: The impact of distance from server to the average received video
quality in PSNR
depicted in Fig. 6.7, the average video quality remains almost the same as the number
of hops increases. This shows that all algorithms are not very sensitive to the distance
from the server. That is because the HNC, ADS, SGS, and MGS algorithms are built in
the mesh network, where the neighbor nodes of each client node are randomly chosen.
Therefore, the distance from the streaming server does not have an obvious influence on
the delivery ratio.
In Fig. 6.8 the performance of the delivery ratio is analyzed in a lossy network to
evaluate its resistance to network loss. We compare the achieved average received video
quality among the four schemes. Through this experiment, we can see that how di↵erent
algorithms perform against the network loss. ADS and the HNC use the signaling bu↵er-
map to control the content delivery in the lossy network, and the MGS and the SGS
algorithms use the scheduling compensation mode (SCM) proposed in [113] to control
the content delivery in the lossy network. In all, the scheduling compensation mode
is not robust enough when the network loss increases. The SCM use the average loss
rate to perform scheduling compensation for each generation. However, the scheduling
compensation may be inaccurate when the loss rate increase, which leads to redundant
transmission, and unsuccessful transmission. Therefore, the HNC and ADS algorithms
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Figure 6.8: Performance comparison of the average delivery ratio as a function
of network loss rates when N = 100 and upload bandwidth Ū =
1.2S
are more robust than the MGS and SGS when the network loss rate is significant.
6.7 Summary
A key aspect of NC-driven live peer-to-peer streaming is the packet scheduling algo-
rithm, which organizes the bandwidth allocation of sender nodes to improve the overall
Quality-of-Service. We find that many current packet scheduling algorithms have a crit-
ical problem of ine cient bandwidth utilization. Some existing optimizations solve this
problem by optimizing the bandwidth allocation for each single generation. However,
their works still did not fully make use of the bandwidth resources. To better solve
the problem of ine cient bandwidth utilization, a novel multiple generation schedul-
ing(MGS) algorithm is proposed to find the optimal class subscription policy so that the
upload bandwidth is reasonable utilized and the overall perceived video quality at the
receiver nodes are maximized. The algorithm is formulated as a video quality maximiza-
tion function under the available bandwidth resources constraints and solved through
a dynamic programming algorithm. A single generation scheduling (SGS) is also pro-
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posed to provide a more simple solution to the MGS algorithm. Moreover, based on
the two packet scheduling algorithms, a distributed packet scheduling(DPS) algorithm
for scalable video transmission is proposed to coordinate senders’ transmission of the
subscribed classes. Our experimental results confirm that MGS algorithm outperforms
the SGS algorithm and other scalable video scheduling algorithms, and achieves better
video quality, better delivery ratio, and a very low redundant packet ratio when the
peer upload bandwidth varies. Furthermore, the robustness to lossy networks and the




This thesis focuses on the packet scheduling algorithm for video multicast in NC-based
P2P streaming network.
An optimized rate allocation algorithm was proposed for scalable video streaming in
the conventional NC-based mesh-push multicast overlay. This algorithm determines how
senders allocate their upload bandwidth to di↵erent classes in the scalable video so that
the distortion and redundancy ratio can be minimized. Compared with a random push
with hierarchical network coding, the optimized rate allocation algorithm proposed in
Chapter 4 has a better performance in video quality, delivery ratio, bandwidth e ciency,
and resistant to network loss compared with the random-push scheme.
It is observed that the bandwidth ine ciencies in the conventional NC-based P2P
streaming network are caused by uninformative and unrecoverable NC-based packet
transmissions. Therefore, in Chapter 5, we improve the bandwidth e ciency, and thereby
improving the OoS. First, a scalable compensation model and an adaptive push algorithm
are proposed to reduce the unrecoverable transmission caused by network loss and insuf-
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ficient bandwidth resources. Then a centralized packet scheduling algorithm is proposed
to reduce the uninformative transmission caused by the asynchronized communication
among sender nodes. Subsequently, we further propose a distributed packet schedul-
ing algorithm, which adds a critical scalability property to the packet scheduling model.
Compared with several state-of-art scheduling algorithms, the proposed algorithms bring
better system performance for non-scalable video transmission.
In Chapter 6, we further present two video classes subscription algorithms to deter-
mine the quality classes that the receiver node can subscribe to so that the overall
perceived video quality can be maximized. First, the video class subscription algorithm
is formulated as a multiple generation scheduling algorithm, which coordinately schedule
packet transmission in a given period such that the overall video quality can be maxi-
mized. The multiple generation scheduling problem is solved using two methods. One
transfers the multiple generation scheduling to a single generation optimization algo-
rithm to provide a faster and easier solution. The other solves the multiple generation
scheduling directly using a dynamic programming algorithm. Experimental results con-
firm that the multiple generation scheduling can bring better QoE in the scalable video
transmission system.
For all algorithms proposed in this thesis, great attention is given to the balance
between QoE and bandwidth e ciency in the packet scheduling algorithm design. The
proposed algorithms provide useful guidelines and potential solutions for packet schedul-
ing in future video streaming network.
7.2 Future Work
7.2.1 Rate Allocation in An Unstable Streaming Network
In all proposed scheduling algorithms, upload bandwidth of peers is used as the main
criterion to schedule packet transmission. However, the drawback of the proposed algo-
Chapter 6. Conclusions and Future Work 130
rithms is that the scheduling result is based on the given upload bandwidth. When the
upload bandwidth varies or peers frequently churn, the performance of our scheduling
algorithm approaches to the performance of random push. Therefore, for the unstable
P2P network, it is necessary to build a packet scheduling algorithm based on the his-
torical bandwidth information or the historical bu↵er-map information. By observing
the historical change in bandwidth and peer churn, we can predict the future available
bandwidth and loss rate. In this way, the packet scheduling algorithm in a dynamic
network environment can be more accurate.
Furthermore, when the peer churn rate and the peer bandwidth change frequently, it
will be helpful to add several helper nodes in the network to replace the request model
proposed in this system. In the current request model, if a generation is undecodable in
the urgent region, the receiver node will send a request message to all its neighbors to
request packets. However, in that case, many uninformative packets will be generated
due to the bu↵er-map updating delay. Therefore, it is promissing to add some helper
node to the network. A helper node should have higher upload bandwidth, less churn
rate, and less loss rate. A helper node will only transmit packets to a receiver when the
receiver request packet specifically. In this way, the receiver can only request the needed
number of packets from helpers, and avoid uninformative transmission.
7.2.2 Rate Allocation Among Senders
In Chapter 5, we propose to achieve the packet allocation based on the upload bandwidth
of each sender. In this algorithm, we consider that the cost to transmit one packet from
each sender to the receiver is the same. However, the RTT (Round Trip Time) or node
hops from each sender node to the receiver node is di↵erent. When we want to minimize
the delay or consumed network bandwidth, the proposed CPS and DPS algorithm is
not useful. Recently, matching theory is becoming popular in the resource allocation
algorithm in the wireless network [117]. Packet scheduling using matching theory will
enable senders to achieve a better rate allocation.
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Appendix A
Appendix
A.1 Proof of Equivalence of Optimization Function
proof : The equivalence of the proposed CPS and the DPS algorithm is proved. This
proof includes 2 parts. One is the proof of the equivalence of the two optimization
objectives. The other is the proof of the equivalence of constraints.
Part 1: We will prove the optimization objective of the DPS is the approximation of






















As assumed in the constraint of the DPS optimization in Eq.5.4, we have that
NX
i=1
Hijg   Û 8j, g (A.2)
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In the expanded function, Ũij and P̂g are known positive constant. The optimization
objective of DPS is the p-Norm of Hijg (p=2). The optimization objective of Eq.5.3 is
the 1-norm of Hijg. The property of norm is shown in Eq. A.4,
kxk2  kxk1 
p
2kxk2 (A.4)
As the vector space is a real finite-dimensional one, all norms are equivalent. So we
can get the conclusion that the objective of DPS is the approximation of the objective
of CPS. The two optimization function have an approximate solution.
Part 2: We will prove that the solution to the DPS optimization in Eq.5.5 satisfies
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(A.5)
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(A.6)
As scheduled in the handshake procedure of the DPS algorithm, we have that
|Aj |X
k=1
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(A.10)
As supposed in the handshake procedure of DPS algorithm, we have that
NX
j=2
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