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Abstract—Orthogonal time frequency space (OTFS) modula-
tion can effectively convert a doubly dispersive channel into
an almost non-fading channel in the delay-Doppler domain.
However, one critical issue for OTFS is the very high complexity
of equalizers. In this letter, we first reveal the doubly block
circulant feature of OTFS channel represented in the delay-
Doppler domain. By exploiting this unique feature, we further
propose zero-forcing (ZF) and minimum mean squared error
(MMSE) equalizers that can be efficiently implemented with the
two-dimensional fast Fourier transform. The complexity of our
proposed equalizers is gracefully reduced from O
(
(NM)3
)
to
O (NM log2 (NM)), where N and M are the number of OTFS
symbols and subcarriers, respectively. Analysis and simulation
results show that compared with other existing linear equalizers
for OTFS, our proposed linear equalizers enjoy a much lower
computational complexity without any performance loss.
Index Terms—OTFS, equalization, complexity reduction, dou-
bly dispersive channel, doubly block circulant matrix.
I. INTRODUCTION
H
IGH-mobility scenario is one of the key scenarios of fu-
ture broadband wireless communication networks. How-
ever, the time-variant channel in such scenario causes signifi-
cant inter-carrier interference (ICI), which seriously degrades
the performance of orthogonal frequency division multiplex-
ing (OFDM) systems [1]. Orthogonal time frequency space
(OTFS) modulation, which was originally proposed in [2],
has been demonstrated to achieve a significant performance
improvement over OFDM in doubly dispersive channels. A
key hallmark of OTFS is the conversion of a doubly dispersive
channel into an almost non-fading channel in the delay-
Doppler domain, and consequently all symbols in a frame
experience a relatively stable channel [3].
The complexity of equalization is critical to practical OTFS
systems. There are some recent works on the equalizer design
for OTFS, where the most studied one is the message passing
(MP) scheme [4]. However, the complexity of this non-linear
equalization scheme depends on the sparsity level of the
channel in the delay-Doppler domain, which might not be
guaranteed in the realistic scenarios. On the contrary, linear
equalization usually enjoys a much simpler structure with
lower complexity, and are thus more suitable for practical
applications. Moreover, linear equalization is often used as
a pre-processing in some nonlinear schemes, e.g., decision
feedback equalizer [5]. Therefore, in this letter, we focus on
the design of low-complexity linear equalizers for OTFS.
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As for the typical linear equalizers, such as zero-forcing
(ZF) and minimum mean squared error (MMSE) equalizers,
the operation of matrix inversion is often inevitable [2], which
results in a prohibitively high computational complexity of
O
(
(NM)
3
)
, where N and M are the number of OTFS
symbols and subcarriers, and both are very large in OTFS
systems. Noting this limitation, a frequency-domain ZF (FD-
ZF) equalizer is investigated in [5], which utilizes the Kro-
necker product based on the block circulant feature of the
channel to avoid the matrix inversion. However, it still suffers
a computational complexity up to O
(
(NM)2
)
.
In this letter, we first analyze the doubly block circulant
(DBC) feature of the OTFS channel represented in the delay-
Doppler domain. More specifically, the channel matrix is
carefully arranged in a block circulant matrix form, wherein
each submatrix is a circulant matrix. Then, we show that the
DBC channel matrix can be diagonalized by two-dimensional
(2D) discrete Fourier transform (DFT) matrix and 2D inverse
DFT (IDFT) matrix, which inspires us to obtain the output of
the ZF and MMSE equalizers by the 2D fast Fourier transform
(FFT) operation without conventional full matrix inversion.
As a beneficial result, the complexity of our proposed linear
equalizers is significantly reduced to O (NM log2 (NM)).
Finally, simulation results demonstrate that compared with
other existing linear equalizers for OTFS, our proposed linear
equalizers enjoy a much lower computational complexity
without any performance loss.1
II. OTFS SYSTEM MODEL
In this section, we briefly review the OTFS system model,
and formulate the input-output relation in a vectorized form.
A. Channel model in the delay-Doppler domain
A sparse representation of the wireless channel in the delay-
Doppler domain can be expressed as [6]
h (τ, ν) =
P∑
i=1
hiδ (τ − τi) δ (ν − νi) , (1)
where P is the number of propagation paths, hi, τi and νi
denote the channel gain, delay and Doppler shift associated
1Notation: Matrix, vector and scalar are denoted by A, a and a, respec-
tively. The function vec (A) denotes the columns-wise matrix vectorization,
and its inverse operation is unvec (a). The function diag (a) forms a diagonal
matrix with the elements of a. The superscripts (·)T and (·)H indicate trans-
pose and conjugate transpose operations, respectively. Finally, the operators ⊗
and 〈·〉
N
represent Kronecker product and modulo-N operations, respectively.
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Fig. 1. OTFS system model.
with the i-th propagation path, respectively. Within the OTFS
framework, the discretized time-frequency (TF) plane is ob-
tained by sampling time and frequency axes at intervals T
(seconds) and ∆f (Hz), respectively,
Λ = {(nT,m∆f) , n = 0, · · · , N − 1,m = 0, · · · ,M − 1} .
The corresponding discretized delay-Doppler plane is
Γ=
{(
k
NT
,
l
M∆f
)
, k = 0, · · ·, N − 1, l = 0, · · ·,M − 1
}
,
where 1
NT
and 1
M∆f represent the resolution of Doppler and
delay axes, respectively.
Based on the above notations, the delay and Doppler taps
for the i-th path of h (τ, ν) are given as [5]
τi =
lτi + l˜τi
M∆f
, νi =
kνi + k˜νi
NT
, (2)
where integers lτi and kνi denote the indexes of the delay tap
and Doppler tap, respectively. While l˜τi and k˜νi correspond to
the fractional delay and the fractional Doppler shift, respec-
tively. Next, we formulate the input-output relation of OTFS
in a vectorized form with the help of the above definitions.
B. Orthogonal time frequency space modulation
As shown in Fig. 1, OTFS modulation first maps the
2D information symbols x [k, l] , k = 0, · · · , N − 1, l =
0, · · · ,M − 1 in the delay-Doppler domain into TF domain
through inverse symplectic finite Fourier transform (ISFFT),
X [n,m] =
1
NM
N−1∑
k=0
M−1∑
l=0
x [k, l] ej2pi(
nk
N
−
ml
M ), (3)
where n = 0, · · · , N − 1, m = 0, · · · ,M − 1.
Next, the TF symbols X [n,m] are transformed to the time
domain signal s (t) through Heisenberg transform,
s (t) =
N−1∑
n=0
M−1∑
m=0
X [n,m] gt (t− nT ) e
j2pim∆f(t−nT ), (4)
where gt (t) is the transmit pulse. Correspondingly, there is
also a receive pulse gr (t) in Wigner transform, the inverse
of Heisenberg transform, at the receiver. By assuming the
ideal orthogonality between gt (t) and gr (t) [2], i.e., the cross-
ambiguity function of them is zero, the received signal in the
TF domain can be formulated as
Y [n,m] = H [n,m]X [n,m] + Z [n,m] , (5)
where Z [n,m] is the white Gaussian noise in the TF domain,
and
H [n,m] =
∫∫
h (τ, ν) ej2piνnT e−j2pi(ν+m∆f)τdνdτ. (6)
Finally, by applying symplectic finite Fourier transform
(SFFT) to the TF symbols Y [n,m], we obtain the received
2D information symbols y [k, l] in the delay-Doppler domain,
y [k, l] =
1
NM
N−1∑
n=0
M−1∑
m=0
Y [n,m] e−j2pi(
nk
N
−
ml
M )
=
1
NM
N−1∑
n=0
M−1∑
m=0
x [k, l]hw
[
k − n
NT
,
l −m
M∆f
]
+ z [k, l] ,
(7)
where z [k, l] is the complex Gaussian noise in the delay-
Doppler domain. hw [·, ·] is a discrete version of hw (ν
′, τ ′),
which is the circular convolution of the channel response
h (τ, ν) with the ISFFT of a rectangular windowing function
in the TF domain. Following [5]–[7], N andM are sufficiently
large in practical systems, so that the fractional delay and
Doppler shift can be ignored (i.e., l˜τi = k˜νi = 0).
With the above assumptions, the input-output relation of
OTFS system in (7) can be formulated as [6]
y [k, l] =
P∑
i=1
h
′
ix [〈k − kνi〉N , 〈l − lτi〉M ] + z [k, l] , (8)
where h
′
i = hie
−j2piνiτi . The above equation can be further
represented in a vectorized form as [6]
y = Hx+ z, (9)
where x,y, z ∈ CNM×1, H ∈ CNM×NM . The (k +Nl)-th
element of y is [y]k+Nl = y [k, l] , k = 0, · · · , N − 1, l =
0, · · · ,M − 1. The same relation holds for x and z as well.
Next, we will propose our low-complexity linear equalizers
based on this input-output model.
III. LOW-COMPLEXITY LINEAR EQUALIZERS FOR OTFS
In this section, we briefly review the classical ZF and
MMSE equalizers, both of which are based on the matrix in-
version operation. Then we analyse the DBC channel structure
of OTFS. Based on it, we propose to obtain the output of the
ZF and MMSE equalizers for OTFS by 2D FFT operations,
and hence significantly reduce the computational complexity.
A. Direct channel matrix inversion based linear equalizers
According to the system model in (9), the output of the ZF
equalizer with full matrix inversion can be expressed as
x˜ZF =WZFy =
(
HHH
)−1
HHy. (10)
In a similar fashion, the output of the MMSE equalizer that
takes the noise variance σ2z into account is expressed as
x˜MMSE =WMMSEy =
(
HHH+ σ2zINM
)−1
HHy. (11)
3Note that the full matrix inversion operations in (10) and
(11) require O
(
(NM)3
)
complex multiplications [8], which
is prohibitively complex for large symbol length. In fact, the
OTFS channel H represented in the delay-Doppler domain
enjoys a DBC feature, which bears a potential to significantly
reduce the computational complexity of the linear equalizers.
Next, we will make a detailed analysis on this point.
B. Doubly block circulant channel structure of OTFS
Considering the transmitted information symbols with M
subcarriers and N OTFS symbols, the ISFFT and SFFT oper-
ations at the transmitter and receiver, respectively, inherently
lead to the 2D circular convolution in (8), which can be
represented in a vector form as (9). Therefore, the channel
matrix H in (9) is a DBC matrix with the structure
H =


H0 HM−1 · · · H2 H1
H1 H0 · · · H3 H2
...
...
. . .
...
...
HM−2 HM−3 · · · H0 HM−1
HM−1 HM−2 · · · H1 H0


, (12)
where each submatrix Hm,m = 0, · · · ,M − 1, is an N ×N
circulant matrix determined by (8).
Next, we introduce the normalized M -point DFT matrix
FM , the 2D DFT matrix [9]
Ξ
∆
= FM ⊗ FN , (13)
and its inverse, Ξ−1 = (FM ⊗ FN )
−1
, which will be used
in the following proposition to decompose the DBC channel
matrix H.
Proposition 1: As a DBC matrix in the form of (12), the
channel matrix H has the following eigen-decomposition
H = Ξ−1∆Ξ, (14)
where
∆ = diag
(
vec
(
FNH
′
FM
))
, (15)
is a diagonal matrix, which is composed of the eigenvalues of
H. Besides, H
′
= unvec (h1) is made up by the first column
of H.
Proof: The columns of the 2D IDFT matrix Ξ−1 are the
eigenvectors of any NM ×NM DBC matrix [9]. Therefore,
the channel matrix H satisfies
Hξq = δqξq, (16)
where ξq , q = 0, · · · , NM − 1, is the q-th column of Ξ
−1,
and δq is the corresponding eigenvalue. The above formula
can be further written in terms of Ξ−1,
HΞ−1 = Ξ−1∆, (17)
which is equivalent to (14) in form with ∆ = diag (δ) and
δ = [δ0, · · · , δNM−1]. Also note the eigenvalues of the DBC
matrix H can be calculated by the 2D DFT of its first column
h1 [9], i.e.,
δ = Ξh1 = (FM ⊗ FN )h1. (18)
Using FTM = FM and vec (AXB) =
(
BT ⊗A
)
vec (X), we
can rewrite (18) as
δ = vec
(
FNH
′
FM
)
, (19)
then the proof is finished. 
Remark 1: It is obvious that the diagonal matrix ∆ (i.e.,
the eigenvalues of H) is completely determined by H
′
, as
analyzed later, which in turn can be used to obtain the output
of our proposed linear equalizers in a very efficient way.
C. 2D FFT based ZF and MMSE equalizers for OTFS
In contrast to the conventional ZF/MMSE equalizers in
(10) and (11) with complicated direct matrix inversion, in
this subsection, we propose novel 2D FFT based ZF and
MMSE equalizers for OTFS, which carefully exploit the DBC
structure of the channel matrix and enable very efficient 2D
FFT implementation without the complicated matrix inversion.
More specifically, note that FFT is an efficient implemen-
tation of DFT, we first introduce the following new operation
vFFT2 (A)
∆
= vec (FNAFM ) = Ξ× vec (A) , (20)
where A ∈ CN×M . The new operation mainly includes the
2D FFT over matrixA, i.e., FFT to each of the M columns of
A and then to each of the N rows of the resulting matrix [10],
and finally the vectorization of its result. In a similar way, we
can introduce vIFFT2 (A)
∆
= Ξ−1 × vec (A). Subsequently,
we can effectively calculate (15) as
∆ = diag
(
vFFT2
(
H
′
))
. (21)
Armed with these new 2D FFT operators and key results,
we can continue to propose the 2D FFT based ZF (FFT2-ZF)
and MMSE (FFT2-MMSE) equalizers as follows.
1) FFT2-ZF equalizer: First, with reference to the system
model in (9) and Proposition 1, we can rewrite the received
signal as
y = Ξ−1∆Ξx+ z, (22)
then the output of the FFT2-ZF equalizer can be obtained as
xZF = Ξ
−1∆−1Ξy = vIFFT2 (unvec (vZF )) , (23)
where
vZF =∆
−1 × vFFT2 (unvec (y)) . (24)
2) FFT2-MMSE equalizer: Similarly, we can formulate the
output of the FFT2-MMSE equalizer as
xMMSE = Ξ
−1
(
∆H∆+ σ2zINM
)−1
∆HΞy
= vIFFT2 (unvec (vMMSE)) ,
(25)
where
vMMSE =
(
∆H∆+ σ2zINM
)−1
∆H ×vFFT2 (unvec (y)) .
(26)
Remark 2: It is remarkable that the most complex operation
of our proposed FFT2-ZF and FFT2-MMSE equalizers is
the 2D FFT/2D IFFT operation, which can be implemented
very efficiently with a significant complexity reduction to
4Table I
COMPUTATIONAL COMPLEXITY COMPARISON OF DIFFERENT LINEAR
EQUALIZERS FOR OTFS
Equalizer Computational Complexity
Matrix inversion based ZF/MMSE [2] O
(
(NM)3
)
FD-ZF utilizing Kronecker product [5] O
(
(NM)2
)
FFT2-ZF/MMSE O (NM log2 (NM))
O (NM log2 (NM)), and the inverse of the diagonal matrix
is much simpler than that of the full matrix in (10) and (11).
Besides, only the first column of the NM × NM channel
matrixH is involved in our proposed equalizers, which further
reduces the storage/memory cost.
IV. COMPUTATIONAL COMPLEXITY ANALYSIS
This section analyses the detailed computational complexity
between our proposed 2D FFT based linear equalizers and
other ones in terms of the number of complex multiplications.
As shown in Table I, the matrix inversion based ZF/MMSE
equalizers [2] are most complex for the reason of full matrix
inversion and multiplication operations, which both suffer
a high computational complexity of O
(
(NM)
3
)
. The FD-
ZF equalizer proposed in [5] utilizes the Kronecker product
operation to avoid the full matrix inversion, however, it still
suffers a computational complexity up to O
(
(NM)2
)
.
In this letter, the main operation of our proposed FFT2-ZF
and FFT2-MMSE equalizers is the 2D FFT/2D IFFT opera-
tion with a computational complexity of O (NM log2 (NM)).
The analysis in Section III shows that the output of the
FFT2-ZF equalizer includes three 2D FFT/2D IFFT opera-
tions and one diagonal matrix-vector multiplication. Similarly,
the output of the proposed FFT2-MMSE equalizer includes
three 2D FFT/2D IFFT operations, one diagonal matrix-vector
multiplication, one diagonal matrix inversion and two diagonal
matrix multiplications, and the computational complexity of
the latter three operations is O (NM).
V. SIMULATION RESULTS
This section shows the computational complexity and bit
error rate comparison between the proposed 2D FFT based
linear equalizes and other existing linear equalizers for OTFS.
The simulation parameters are as follows: carrier frequency
= 4 GHz, subcarrier spacing = 15 KHz [4], the number of
subcarriers M = 512, the number of OTFS symbols N = 64,
the maximum speed = 200 Kmph, and quadrature phase shift
keying is used here. We use the 6-tap Typical Urban channel
model [11] and the cyclic prefix duration = 5 µs.
For the ease of complexity illustration, we assume N equals
to M in Fig. 2(a), and the pilot-aided channel estimation
scheme in [12] is used here. From Fig. 2(a), it is obvious
that our proposed FFT2-ZF and FFT2-MMSE equalizers
have a much lower computational complexity than the matrix
inversion based MMSE equalizer [2] and FD-ZF equalizer [5].
Meanwhile, as shown in Fig. 2(b), the proposed FFT2-ZF and
FFT2-MMSE equalizers have the same BER as FD-ZF equal-
izer and matrix inversion based MMSE equalizer, respectively.
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Fig. 2. Performance comparison of different linear equalizers for OTFS. (a)
Comparison of computational complexity; (b) Comparison of BER perfor-
mance.
VI. CONCLUSIONS
In this letter, we analyze the doubly block circulant feature
of OTFS channel represented in the delay-Doppler domain,
which inspires the proposed 2D FFT based ZF equalizer and
MMSE equalizer. We demonstrate the computational complex-
ity of the proposed linear equalizers is significantly reduced
from O
(
(NM)3
)
to O (NM log2 (NM)). Simulation results
further show that compared with other existing linear equal-
izers for OTFS, our proposed 2D FFT based ZF equalizer
and MMSE equalizer enjoy a much lower computational
complexity without any performance loss.
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