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ОЦЕНКА ВЕКТОРНОГО ПАРАМЕТРА МЕТОДОМ МАКСИМИЗАЦИИ СРЕДНЕГО 
ЗНАЧЕНИЯ СТЕПЕННОГО ПОЛИНОМА
Рассмотрен алгоритм определения оценки векторного параметра методом мак­
симизации среднего значения степенного функционального полинома. Разрабо­
танный алгоритм обеспечивает более простые программные и технические реа­
лизации устройств оценки.
Задача оценки векторного параметра 9 = [$г]г=^  мерности р  в работах [1,2] решается
в предположении, что наблюдаемый скалярный стационарный в узком смысле с порядком 
стационарности 28 случайный процесс Е(г) на интервале - Т  <t<^T имеет априорно извест-





, і - 1,25 одномоментного распределения и значения мо-
ментных функций ті 0, т;0
V J
двухмоментного распределения, зависящие от векторного
оцениваемого параметра 0 .
За оценку 0 = [эД =^  принимается вектор 0 , при котором обеспечивается максималь­
ное значение сформированных из процесса ^(?,0о)р функциональных стохастических поли­
номов
" Л  -*оЖ)/=С?. (ч
где II г -  [л, ,(8г )}'1Л -  матрица-строка, образованная элементами /гг ,(^г)= ]/:г г(9)й?9;
Яг
^ 5 = к|]«=15 _ матрица-столбец, образованная элементами с>.1 = ]£,'(*,0о)с#; /гоД 0г) =
-т
в  к  . ч (  - Л  , ч г -]
= 2Г1 \к г \^)т , 0; 0 с/0 ; &ГД9) -  неизвестные ядра полинома; 0О = р г,оф=[7  ~ истинное
1=1 аг V /
значение вектора 0 , 9 г 0 е[аг,Аг].
—^ _
Полученная из данного условия оценка 9 —>■ 0О при Т —» оо по вероятности и находит­
ся из решения матричного равенства
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0 = к , (»){.: ^  -  матрица оптимальных ядер полиномов і  З г [.];
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Определение корня уравнения (2) связано с выполнением значительного объема вы­
числений. Поэтому, как правило, решение ищется с применением рекуррентных методов [3, 
4]. Получаемая при этом дисперсия оценок зависит от элементов вектора 0О.
Отмеченные особенности метода приводят к сложным техническим реализациям уст­
ройств оценки, а зависимость дисперсии оценок а \г, г - \ ,Р  от вектора 0О затрудняет сравне­
ние полученных результатов с другими методами. С целью упрощения анализа при тех же ис­
ходных предположениях о процессе 0О) рассмотрим оценку вектора 0О из условия опреде­
ления совместного максимума для р  усредненных значений полиномов вида
ЬгУ
£$ .г $ 0 = 1 г = \,Р , (3)
я.
где ш(0г 0) -  плотность распределения элемента 0 Г 0 е [аг,6г].
В отличие от выражения (1) в уравнении (3) примем, что ядра
М З )  = М ( » ) .  (4)
где константы кг^ (0), г = \,Р, 1 = \,Б и функции ф(0г) неизвестны и подлежат определе­
нию.
Определение указанных элементов (4) выполним из условия минимума дисперсии 
оценки о |  = м [ ( 0 г -д^ о )2} г = \.Р , найденной при условии, что все остальные состав-
_ _ _
ляющие параметра 0 , кроме 0Г, известны и равны 0у о>У г,У = \ Р  Более того, оценка
должна быть несмещенной относительно 0О. Возможность одновременного удовлетворения 
этим требованиям видна из следующего утверждения.
Утверждение 1. Пусть случайный стационарный процесс 5М „) с порядком стацио­
нарности 2Б для всех 0О е 0 является эргодическим, имеет дифференцируемые по 0 Г на-
у -л
чальные моменты т1 0; 6
V У
,/ = 1,<У, функции ф(0г) дифференцируемы, причем
—*
ф(0г)> ОУ0Г е 0 , а таковы, что
дт:









как функции параметров 0 0 ] - \  ,Р, при 2Т, значи­
тельно превышающем интервал корреляции процесса 5(<А), имеет максимум в точке 0
окрестности 0О, а коэффициенты кг, дополнительно связаны соотношением
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5 т ~ Г -О Г ->У
I  / /;0О -я*. 0; 9 Л
7=1 -Т к У 1 У.
= 0, г = \ Р (5)
9 =0
Доказательство утверждения для каждого г - \ ,Р  проводится по схеме доказательства 
аналогичного утверждения, рассмотренного в работе [1] при оценке скалярного параметра 
( р  = 1), и здесь не приводится.
Утверждение 2. Если стационарный процесс ^(л0о) эргодичен для всех 0О 6 0 по от-
-  х ч  -  ^
1ношению к М< —  ^ с-




, г = 1,Р, то оценка 0, найденная из системы (5), при
Т -> оо по вероятности сходится к 0О.
Из условия эргодичности стационарного процесса 4 А) можно записать, что
1 5 г
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2 1  1 = \  - т
(  ->Л (  -Л
*;0о
V У
-т , 0; 0
V У











Сравнивая приведенную систему с системой (5). можно заметить, что одним из решений
(  -Л
системы (5) будет корень 0 = 0 О. Кроме того, из эргодичности I; 7,0 I по отношению к





,г = 1 ,Р  при всех 0О 6 0 следует согласно работе [1] сходимость по ве-
1рОЯТНОСТИ величины









корень системы уравнений (5) при Т -> ос по вероятности сходится к 0О.
Утверждение 3. Пусть выполняются условия утверждения 2, а коэффициенты кг, най­
дены из решения системы уравнении:
5 —
2  11 <’> / ' у >  ^ - 1 .  Т5, 7  — 1»*5 ,
7=1
У - Л  
0:0
(6)
™е к . , = и » л  V .
Х и (т,&г)= (^ (о ,Э г) ,^ (т ,0 ,))  -  кумулянтные функции случайных процессов £"(т,0г) = 
= и = {/;у}.
« Г
Тогда дисперсии оценок асимптотически определяются выражениями
I  К .А ,]
„ 2  ^  <.7=1 
° » г -------
2Г
7 5
5 Я Л , ;
\,«=1
2
= У . г = 1 Ру у у] ’ ? •* 3 (7)
и имеют минимальное значение.
142 3- 4/2000
Несложно показать, что система (5) имеет единственное решение при Р  < £ и опреде­
литель матриц Рг = [ р , > 4 г = \,Р  отличен от нуля. При выполнении данных усло­
вий, разлагая полином Ї  *,е для фиксированного г - \ ,Р  в ряд Тейлора в окрестно-
сти $ г 0 с ограничением ряда остаточным членом в форме Коши, получим асимптотическое 
значение дисперсии оценки в виде выражения (7). Минимальное значение величины 
при бе^Р,. | > 0 подтверждается путем вариации вектора Кт = \кг , ]_— на величину ЪКХ. В
этом случае величина с1г (а) может быть записана в матричной форме
(Кг + аЪКг )РГ (Кг + аЪКг )т
о | г (а )  = -
2 Т[(КГ +а5К Г)ТУГ 
гд еУг = 1кЛ -  — - матрица-столбец; а  -некоторая константа.
Легко установить, что при выполнении системы (6) величина йГа^(а) =  0 .
а=0
(12а \г(а) л----- > 0. Последнее указывает на экстремум типа минимума величины дисперсии оценки (7).
сЬ2
Выводы. Получен алгоритм определения оценки векторного параметра методом мак­
симизации среднего значения степенного функционального полинома. Приведенный алго­
ритм определения оценки из соотношения (5) требует выполнения меньшего количества 
вычислений, чем при определении оценки векторного параметра из равенства (2). Найден­
ные дисперсии оценок элементов векторного параметра зависят от среднего значения оце­
ниваемого элемента.
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