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1. INTRODUCTION AND PRELIMINARIES 
1,1. Introduction 
Let i > 1} be a sequence of independent identically dis­
tributed positive random variables with common cumulative distribu­
tion function (c.d.f,) F(*). Denote the sequence of partial sums 
of i > 1} by 
n 
s = 0, s = E X n > 1. 
1=1 
Define the renewal process {N(t); t > o} by 
N(t) = sup[k; < t} for t > 0. 
The renewal function U(»), defined by 
00 00 
U(t) = E(N(t)+l) = S P(S < t) E E F"{t), 
n=0 n=0 
where F^(') denotes the n-fold convolution of F(') with itself, 
together with N(t) and related processes are the objects of investi­
gation of renewal theory. Classical renewal theory has given esti­
mates of the asymptotic behavior of the renewal function as t oo 
and limit theorems for such processes as N(t), ô(t) E t -
(the current life process) and Y(t) = - t (the remaining 
life process) under various assumptions on the moments of the c.d.f. 
F('). Thorough accounts of the classical results can be found in 
Feller (1971) and Smith (1958), 
2 
The following theorems were given by Blackwell (1948) and Smith 
(1954), respectively, under the assumptions that F(«) have finite mean 
jU, and be nonarithmetic, that is, the support of F(«) is not a lattice. 
Theorem 1.1.1. For every y > 0, 
lim (U(t+y) - U(t)) = |i ^y. 
t -* 00 
Theorem 1,1.2. Let Q(') be a real function on [0,oo). if Q(.) is 
bounded, integrable and nonincreasing on (0,co), then 
-1 °° 
lim (U*Q){t) = (J, f Q(u) du, 
t -• 00 0 
t 
where (U*Q)(t) =f Q(t-u) U(du) is the convolution of U(") and 
0 -
Q('). The domains of integration are assumed to be of the form (a,b] 
unless otherwise indicated in the manner of the last written integral. 
These theorems are commonly referred to as a strong renewal 
theorem and a key renewal theorem, respectively. Smith's renewal 
theorem was improved by Feller (1971) to include directly Riemann 
integrable functions and, in fact. Feller's version is typically 
found in introductory texts such as Karlin and Taylor (1975), 
Blackwell's Theorem and Feller-Smith type renewal theorems have been 
shown to be equivalent and each implies the weak renewal theorem 
below. 
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Theorem 1.1.3. 
lim U(t)/t = p. 
t -• 00 
The above theorems were shown to be valid also in the case 
p, = co; one simply interprets |j, as 0 when |j, = . These classical 
results fail to give the rate of convergence to zero, however. The 
classical theory does give rather complete limit theorems for the 
processes N(t), ô(t) and Y(t) in both the finite and infinite mean 
cases. 
If |i < so, then N(t)/t converges almost surely to p as t -• so 
and if (i = 00, then N(t)/t converges in probability to zero as t — . 
Feller (1949) observed that since P(N(t) > k) = P(S^ < t), N(t) has 
a nondegenerate limiting distribution if, and only if, has one. 
Thus, using Doeblin's (1941) necessary and sufficient conditions," 
Feller proved that in order for the normalized N(t) to have a non-
degenerate and nonnormal limiting distribution as t -* so it is 
necessary and sufficient that 
1 - F(x) = x"*^(x), (1.1.1) 
where 0 < a < 2 and L(«) is a slowly varying function at infinity (see 
Definition 1.2.1 below). It should be noted, however, that Feller 
(1949) does not give the normalization for N(t) in the a = 1 case. 
If (1.1.1) holds with 0 < a < 1, then the distribution F(•) has infinite 
mean. Dynkin (1955) similarly concluded that (1.1.1) with 0 < a < 1 
4 
is necessary and sufficient for Y(t)/t to have a limiting arc sine 
distribution as t -» oo . 
Obviously, assumption (1.1.1) is a reasonable starting point 
from which to examine the rates of the convergence to zero in 
Theorems 1.1,1, 1,1.2 and 1.1.3 when the mean of the distribution 
F(') is infinite. The weak renewal theorem was the first of the 
three theorems so studied. The following theorem is now well-known. 
Theorem 1.1.4. Let L(.) be a slowly varying function. If 
0 < a < 1, then 
1 - F(x) -v x'^L(x) as X -» 00 
if, and only if, 
U(t) ~ (T (l-a)!" (1-itx) ) ^ t^XL(t)) ^ as t -• 00 . 
The truncated mean function 
t 
m(t) = f (l-F(u) ) du rj L(t) as t -» <» 
0 
if, and only if, 
U(t) ~t(L(t)) ^  as t-*oo. 
Here, and hereafter, Ff-) is the gamma function and the notation 
a(t) ~b(t) as t-»c stands for expression lim a(t)/b(t) = 1. 
t -» c 
Feller (1949) first proved the above theorem for slowly vary­
ing functions asymptotic to some finite positive constant as x -• oo 
5 
and 0 < a < 1. Dynkin (1955) generalized Feller's result to any 
slowly varying function L(.) for 0 < & < 1. The theorem was completed 
with Smith's (1962) addition of the a = 0 and a = 1 cases. A useful 
alternate form of Theorem 1.1,4 was given by Erickson (1970). 
Theorem 1.1.5. Let 0 < a < 1. The truncated mean function m(•) is 
regularly varying with exponent 1 - a if, and only if, the renewal 
function U(*) is regularly varying with exponent a. In either case, 
U(t) ~ (r (l-HX)r (2-a) ) ^t(m(t)) ^  as t - oo , 
The truncated mean function m(") is regularly varying with 
exponent 1 - a if F(") satisfies (1.1,1) with 0 < a < 1. The converse 
is true provided a 1 (see Theorems 1,2.3 and 1.2,4 and the discussion 
of regular variation in Section 2 below). The class of positive dis­
tributions for which the truncated mean function m(') is slowly vary­
ing was shown by Rogozin (1971) to be equivalent to the class of 
relatively stable positive distributions defined below. 
Definition 1,1.1. A c.d.f, F(«) on (0,oo) is relatively stable if 
there exists a sequence of constants a^ > 0, n > 1, such that, for 
every x ^ 1, 
= I[l,=)(x)' 
where I^(') is the indicator function of the set A, or, equivalently, 
S^/a^ converges to one in probability as n so . 
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Rogozin (1971) demonstrated that this class is larger than the 
class of positive distributions (or random variables) which have 
finite mean or belong to the domain of attraction of a stable law 
with exponent 1. 
The rate of convergence to zero of U(t+y) - U(t) in the infinite 
mean case under assumption (1.1,1) was given by Garsia and Lamperti 
(1962/53) in the arithmetic case and by Erickson (1970) in the non-
arithmetic case. Similarly, the rate of convergence of (U*Q)(t) 
under assumption (1.1,1) on P(*) and various assumptions on Q(») was 
given by Erickson (1970) and Teugels (1958). 
It is now possible to describe the main new contributions of 
this dissertation. 
Assuming that ?(«) satisfies (1.1.1) with 0 < a < 1 and is non-
arithmetic, Chapter 2 considers further conditions on Q(*) and improves 
a result of Teugels (1958) on the asymptotic behavior of (U*Q)(t) 
as t -• 00. Chapter 2 also gives weak and strong renewal theorems for 
00 
generalized renewal functions of the form E a(n)F («) in the 
n=0 
infinite mean case, thus extending the recent work of Embrechts, 
Maejima and Cmey (1984). 
A Feller-Smith type strong renewal theorem of Chapter 2 is used 
in Chapter 3 to give some second order estimates of the renewal 
function in the infinite mean case. These are improvements of second 
order estimates given by Mohan (1977, 1981). 
Chapter 4 is concerned with the limiting distribution of N(t) 
7 
when F(«) satisfies (1,1,1) with a = 1, The normalizing constants 
are examined in some detail. An application to extreme value theory 
for null recurrent regenerative processes is also given. 
This chapter concludes with a review of regular variation, which 
is the major tool of this work. 
1,2, Regular Variation and Related Results 
Regular variation of a function is an asymptotic property that 
has enjoyed a great many probabilistic applications. It is useful in 
characterizing domains of attraction in both central limit theory 
and extreme value theory; for these applications one can consult 
Feller (1971) and De Haan (1970), respectively. Feller (1949) seems 
to be the first investigator to exploit the tools of regular variation 
in renewal theory. 
The definition of regular variation and a number of properties 
are given here. These are used quite extensively in this disserta­
tion and their proofs can be found in Seneta (1976) or De Haan (1970), 
Definition 1.2.1. A function f(•) is said to be regularly varying 
at infinity if it is real-valued, positive and measurable on [A,oo), 
for some A > 0, and there exists a real a (called the exponent of 
regular variation of f(*)) such that, for every x > 0, 
lim f(tx)/f(t) = x%, (1.2.1) 
t -• oo 
The function f(•) is called slowly varying at infinity if a = 0, 
8 
We abbreviate regularly varying at infinity with exponent a 
by a-varying and simply say slowly varying when a = 0. When f(«) 
ct is a-varying, it is usual to write f(x) = x L(x), where L(*) is 
slowly varying. 
Theorem 1.2.1. When f(-) is a-varying, the convergence in (1.2.1) 
i s  u n i f o r m  o n  i n t e r v a l s  o f  t h e  f o r m  ( a , b )  w i t h  0 < a < b < c o .  i f  
a < 0, we may take b < oo . if a > 0 and f(*) is bounded on bounded 
intervals, we may take a > 0. 
Theorem 1.2.2. If L(») is slowly varying and defined on [A,co), then 
there exists a number B > A such that, for every x > B, 
L(x) = c ( x ) e x p ( f  €(u)u du), 
B 
where c(') is a bounded measurable function on [B,oo) such that 
lim c(x) = c, 0 < c < 00, and €{•) is a continuous function on [B,oo) 
X -» 00 
such that lim €(x) = 0. 
X ->• 00 
Theorem 1.2.3, If f(.) is a-varying and if p > -a - 1, then 
lim t^'^'^f (t) (J" u%(u) du)~^ = p + a + 1. 
t 00 0 
Theorem 1.2.4. If f(*) is a-varying, a > 0, and has an ultimately 
monotone derivative f'(.), then 
9 
lim tf'(t)(f(t)) ^ = a. 
t -» oo 
Theorem 1.2.5. If L(•) is slowly varying, then for fixed a > 0, 
as t -• 00, 
sup (x'^L(x)) ~ t'^L(t), 
B^<t 
where B is from Theorem 1,2.2 or is sufficiently large. 
Theorem 1.2.6. If L(«) is slowly varying, then there exists a 
slowly varying function L*(») such that 
i) lim L(x)L*(xL(x)) = 1, 
X -* 00 
ii) lim L*(x)L(xL*(x)) = 1, 
X -» 00 
iii) L* is asymptotically unique, and 
iv) L**(x) ~ L(x) as x -• =o . 
Definition 1.2.2. The slowly varying functions L(«) and L*(«) of 
Theorem 1.2.5 are said to be a conjugate pair of slowly varying func­
tions. We refer to L* as the conjugate of L('). 
Theorem 1.2.7, If R^(») is a-varying, & > 0, there exists an 
asymptotically unique (a )-varying function Rgf') such that, as 
X -«• 00 , 
i) R^fRgfx)) X and 
ii) RgCR^fx)) ~ X, 
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Definition 1,2.3. The regularly varying functions R^(') and Rgt-) 
of Theorem 1.2.7 are said to be asymptotic inverses. 
The construction of a conjugate or an asymptotic inverse for a 
given L(>) or R^(') can be found in Seneta (1976). Asymptotic 
inverses are used in the calculation of the norming constants in 
central limit theory and extreme value theory. 
Another very useful probabilistic tool is the following Abel-
Tauber Theorem which relates the behaviors of measures on [0,oo) 
with their Laplace-Stieltjes transforms (LST). 
Theorem 1.2.8. Let U(') be a measure on [0,xi) such that its Laplace-
Stielt jes transform 
00 
cû(s) = f e~®^ U(du) 
0-
is finite for all s > 0. Then, if L(') is slowly varying and a > 0, 
each of the relations 
05 ( s ) s ~^L ( S ) as s -» 0 
and 
U(t) ~ t"L(t)/r(Ha) as t - 00 
implies the other. 
Corollary 1.2,1. Let P(.) be a c.d.f. on [0,oo) with LST f(') and let 
L(') be slowly varying. If 0 < a < 1, each of the relations 
11 
1 - f(s) ~ s°^L(s" ^ ) r(l-a) as s - o"*" 
and 
1 - P(x) ~ x~^L(x) as X -* 00 
implies the other, when & = 1, each of the relations 
1 — f(s) rv sL(s ) as s -* 0 
and 
X 
m(x) E f (l-P(u)) du ~ L(x) as x -» oa 
0 
implies the other. 
A simple proof of the theorem, the Tauberian part of which is 
due to Karamata, can be found in Feller (1971). The first assertion 
of the corollary follows from the theorem by an integration by parts. 
The second assertion was given by Rogozin (1971). It should be 
noted that if 1 - F(-) is (-l)-varying, then m(") is slowly varying, 
but not the converse. 
We conclude this chapter with the definition of directly Riemann 
integrable functions for completeness. 
Definition 1.2.4. Let Q(«) be a function on [0,oo). For every h > 0, 
let 
00 
5(h) = h E sup{Q(x); (n-l)h < x < nh} 
n=l 
12 
and similarly define g(h) with inf in place of sup. We say that 
Q(.) is directly Riemann integrable on [0,oo) if a(h) and a(h) are 
finite and lim a(h) - a(h) = 0. 
h - 0+ 
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2. STRONG RENEWAL THEOREMS 
2,1. Introduction 
The classical strong renewal theorems of Blackwell (1948), 
Feller (1971), and Smith (1954) are primarily concerned with the 
finite mean renewal lifetime case. These theorems are limited, 
however, to "little oh" results in the infinite mean case. Refine­
ments of the classical results for nonarithmetic c.d.f.s with 
infinite means were given by Erickson (1970) and Teugels (1968). 
These refinements give the rate at which the convergence to zero 
occurs. Erickson gave a strong renewal theorem of Blackwell type, 
while both Erickson and Teugels gave strong renewal theorems of 
Feller-Smith type. 
The strong renewal theorem of Blackwell (1948) tells us that, 
for every y > 0, U(t+y) - U(t) = o(l) as t -<• oo when the mean renewal 
lifetime is infinite and F(•) is nonarithmetic. The rate at which 
U(t+y) - U(t) is converging to zero was investigated by Erickson 
(1970). The following is Erickson's strong renewal theorem. 
Theorem 2,1.1. Let F(«) be a nonarithmetic c.d.f. on (0,oo) and L(') 
slowly varying such that 
1 - F(x) = x"^L(x), 0 < a < 1. (2.1.1) 
Then, for every y > 0, 
i) lim m(t)(U(t+y) - U(t)) = yc , 1/2 < a < 1, 
t - 00 
14 
and 
ii) lim inf m(t)(U(t+y) - U(t)) = yc . 0 < a < 1/2, 
t -<• 00 
where 
t 
m(t) = f (1 - F(u)) du and (c ) = r(a)r(2-a). 
0 " 
Thus, when F(«) satisfies (2,1.1), the rate at which U(t+y) -
U(t) approaches zero is like yc^/m(t) for 1/2 < a < 1 and is no 
faster for 0 < a < 1/2. The arithmetic version of this theorem was 
given by Garsia and Lamperti (1952/63) for 0 < a < 1 and Erickson 
(1970) for a = 1. Throughout the remainder of this chapter we 
assume that F(*) is a nonarithmetic c.d.f, on (0,=o). 
There are examples of c.d.f .s with 0 < a < 1/2 for which the 
limit inferior result of Theorem 2.1.1 ii) can be strengthened to 
a limit result. Whether this holds in general is not yet known. 
Erickson's proof fails to give the full limit result, however, we 
are unaware of an example to show that the limit inferior result is 
the best possible in the general nonarithmetic case. 
Erickson also gave a version of the so-called Smith (1954) key 
renewal theorem for the infinite mean case. This theorem is the 
closest analogue to the key renewal theorem found in Feller (1971) 
in comparison with the other strong renewal theorems given in this 
chapter. 
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Theorem 2.1.2. Let F(•) satisfy (2.1,1) with 1/2 < a < 1. Let Q(•) 
be a nonnegative directly Riemann integrable function on [0,co) 
which satisfies 
Q(t) = 0(t ^), t > 0. 
Then, as t -• oo, 
-1 (U*Q)(t) ~ c T Q(u) du {m(t)) , 
a Q 
where c^ is as before. 
For completeness, we give the most general result of this kind 
from Erickson (1970). 
Theorem 2.1.3. Let P(•) satisfy (2.1.1). If Q(t) > 0 is directly 
Riemann integrable, then, 
00 
lim inf m(t)(U*Q)(t) = c f g(u) du, 
t -» 00 0 
where c^ is as before. 
Our first goal of this chapter is to investigate the above renewal 
theorems of Feller-Smith type when Q(-) does not satisfy the hypotheses 
of Theorem 2,1.2. We do, however, impose the conditions that Q{*) 
be nonnegative, monotone, and 3-varying, with -1 < 3 < 0. The fol­
lowing result of this type was given by Mohan (1976) for the non-
arithmetic finite mean case. The relation (2,1,3) is equivalent to 
the (0-1)-variation of Q(«) for 0 < 0 < 1 under the assumption of 
16 
monotonicity by Theorems 1.2.3 and 1.2.4, While Mohan (1976) stated 
the result for 0 < 0 < 1, the proof is valid without change for 
0 = 1. 
Theorem 2.1.4. Let Q(-) be a nonnegative, nonincreasing bounded func­
tion of t > 0 and let 0 <0 <1. Then, as t -» =0, 
(U*Q)(t) ~ t®Lg(t)/(j. (2.1.2) 
if, and only if, as t -» 00, 
f Q(u) du ~ t®L.(t), (2.1.3) 
0 ^ 
where Lg(') is some slowly varying function with [^(t) -* 30 as t -• =0 , 
The infinite mean analogue of this theorem should, heuristically, 
replace |j, with a constant times m(t). Unfortunately, we lose both 
the 0=0 case and the "only if" part of the theorem when we look at 
the infinite mean case. 
Teugels (1958) proposed the following result for the infinite 
mean case. 
Proposition 2.1.1. Let P(") satisfy (2.1.1). Assume that the renewal 
function U(t) = t^L^(t), where the slowly varying L^(•) can be 
expressed as the difference of two nondecreasing slowly varying func­
tions L^(') and Lgf"), that is, L^(t) = L^(t) - L^Ct). Suppose that 
lim (L^(t) + L2(t))/L^(t) < 00 . (2.1.4) 
t -• 00 
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If Q(') is a nonnegative, nonincreasing g-varying function, 
-1 < P < 0, then, as t -» oo, 
(u*Q)(t) ~ aB(a,i+3)u(t)Q(t) 
t , 
~C(a,g)(X Q(U) du)(m(t))"^, (2.1.5) 
0 
where B(>,') is the Beta function and 
C(a,3) = r(2+p)(r(2-a)r(a+g+i))"i. 
Unfortunately, Teugels' (1968) proof of the proposition is invali­
dated by some errors. These occur in his Lemmas 8 and 9. While these 
errors can be corrected with the use of Theorem 2,7, page 55, of 
Seneta (1976) and by assuming even more about the structure of U('), 
this does not yield the best theorem of this type. Additional 
hypotheses on U(') are virtually unverifiable when given the c.d.f. 
F(') or perhaps just its tail behavior. Hypotheses for theorems of 
this kind should be made solely about F(*) and Q('). We should, also, 
notice that Teugels' proof was completely analytical in nature. That 
is, the proposition would have applied to any measure U(*) satisfying 
the hypotheses, regardless of whether U(•) is a renewal measure or 
not. Such an observation was made by Erickson (1970), although he 
did not point out the errors in the proposition. We state and prove 
a corrected version of Proposition 2,1.1 that removes all additional 
hypotheses on the renewal function. Our proof makes use of the 
renewal aspects of U(«) through Theorem 2.1.1. This does, however. 
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restrict our version to 1/2 < a < 1} Theorem 2,1,1 ii) does not lead to 
the conclusion of (2,1.5) for 0 < a < 1/2 in general, Teugels* (1958) 
approach does identify specific situations for (2.1.5) to hold when 
0 < a < 1/2 and we prove such a theorem. We give our strong renewal 
theorems of Feller-Smith type in the next section; the main results 
being Theorems 2,2,3 and 2.2.4, 
We now discuss our second main result of this chapter, namely, 
a Blackwell type theorem for generalized renewal functions in the 
infinite mean case. Many authors have studied generalized renewal 
functions G(») of the form 
30 
G(t) = Z a(n)F"(t), (2.1,6) 
n=0 
for some sequence of nonnegative constants {a(n); n > o}. For example, 
see Greenwood, Omey and Teugels (1982), Embrechts, Maejima and Oi^y 
(1984) and references contained therein. Greenwood, Omey and Teugels 
(1982) gave second order asymptotic results for harmonic renewal 
functions (which have a(0) = 0 and a(n) = n ^  for n > 1 in (2,1.6)) 
in both the finite and infinite mean cases, Embrechts, Maejima and 
Omey (1984) gave the only renewal theorems of Blackwell type for 
generalized renewal functions in the literature. They considered the 
finite mean case only and assumed that the sequence of constants was 
regularly varying. The extension of the following theorem of Embrechts, 
Maejima and Omey (1984) to distributions F(') satisfying (2,1,1) with 
1/2 < a < 1 is given in Section 3; the main results being Theorems 
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2,3.3 and 2.3.4. 
Theorem 2.1.5. Let F(•) be nonarithmetic and have a finite mean . 
If a(') is g-varying with 3 > -1, then, for every y > 0, as t -• oo, 
G(t+y) - G(t) ~ p, ^ ^ya(t). (2,1,7) 
When g = -1 and a(t) = t~^L(t), where L(") is slowly varying, if 
(i) L(«) is monotone and, as x -• oo, 
1 - F(x) ~ Ka(x) 
for some K > 0 or if (ii) x^*^(l - F(x)) = o(l) for some Ô > 0 as 
X -• oo, then (2,1,7) also holds, 
2,2, Strong Renewal Theorems of Feller-Smith Type 
This section is concerned with the asymptotic behavior of 
(U*Q)(*) when Q(') is g-varying, -1 < g < oo, and U(») is the renewal 
function associated with the c.d.f. F(.) satisfying (2.1,1). The 
behavior is easily discovered when g > 0. The following theorems 
are slight generalizations of a remark of Erickson (1970), 
Theorem 2.2.1, Let P(.) satisfy (2.1.1) with 0 < a, < 1. If Q(.) 
is g-varying, g > 0, and is bounded on bounded intervals, then, as 
t -» 00, 
(u*Q)(t) ~ aB(a,i+g)u(t)Q(t) 
t 
~ C(a,g)(/ Q(u) du)(m(t)) , 
0 
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where C(a,g) is as in Proposition 2,1.1. 
Proof ; Since Q{tc)/Q(t) converges to c^ uniformly in [0,1] by 
Theorem 1.2.1 and U{tdu)/U(t) converges weakly to au^ ^ du as 
t -• OO, 
(U*0)(t) ^  Q(t(l-u)) U(tdu) 
U(t)Q(t) Q(t) U(t) 
converges to a f (l-u)^u'^ ^du = B(a,l+3) as t -* oo. The second 
0 
asymptotic relation follows from Theorems 1.2,3 and 1.1.5, 
Theorem 2.2,2. Let F( • ) satisfy (2,1,1) with 0 < & < 1. If Q(•) 
is a nondecreasing slowly varying function, then, as t 
{U*Q)(t) ~ U{t)Q(t) 
-1  ^ -1 
~ C a" (f Q(U) du)(m(t))~ , 
0 
where c^ is as in Theorem 2,1,1, 
Proof; Choose ô such that 0 < Ô < 1, The nonnegativity and 
monotonicity of Q(') give the inequality 
/ Q(t(l-u)/Q(t) U(tdu)/U(t) < ^ 
The left-hand side converges to f  au*^ ^du = 6^ as t -• oo by the 
0 
same argument used in the above proof. Therefore, 
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6°^  < 1 U*0)(t) 
J{t)Q(t) 
(U*P)(t) 
U(t)Q(t) - * 
The theorem follows by letting 5 -» 1 . 
Determining the asymptotic behavior of (U*Q)(*) when Q(*) is 
g-varying with -1 < 3 < 0 is complicated by the absence of the 
(1968) stated the correct behavior but gave an invalid proof. Our 
proof makes use of the renewal aspect of U(*) through Erickson's (1970) 
strong renewal theorem, Theorem 2,1.1, and is modelled after Mohan's 
(1975) proof of Theorem 2.1.4, a similar result in the finite mean 
case. 
Theorem 2.2.3, Let F(•) satisfy (2.1.1) with 1/2 < a < 1. If Q(•) is 
a nonincreasing g-varying function, -1 < g < 0, and Q(0) < «>, then, 
as t -» oo. 
where C(a,g) is as in Proposition 2.1.1. 
Proof; Choose Ô such that 1/2 < ô < 1. Define I^(*), Igf"), 
and l4(') by 
-S 
uniform convergence of Q(tc)/Q(t) to c in (0,1) as t -• «3. Teugels 
(U*Q)(t) ~ aB(a,l+e)U(t)Q(t) 
t 
~ C(a,g)(/ Q(u) du)(m(t)) 
0 
=1 
t 
(U*Q)(t) = / Q(t-x) U(dx) 
0-
22 
ôt ôt [t] t 
•= (f - f + f + f ) Q(t-x)U(dx) 
0- [ôt] [ôt] [t] 
= Il(t) - IgCt) + Igft) + I^ft), 
where [•] is the greatest integer function. Now, by the triangle 
inequality, 
Ô g 
U(t)Q(t) " «vT ^ 
l2(t) Igtt) IjXt) 
U{t)Q(t) U(t)Q(t) U(t)Q(t) 
+ a|B(a,i+@) - f  (i-u)^u^ ^du|. (2.2.1) 
We proceed to examine each term on the right-hand side of (2.2.1), 
By the same argument used in the proof of Theorem 2.2.1, 
lim I^(t)(U(t)Q(t))"^ =  o f  (l-u/Bu^'^du. ( 2 , 2 . 2 )  
t -• 00 
The monotonicity and regular variation of Q(•) and U(•) give 
Io(t) 
(2.2.3) 
Now we prove that 
lim sup l2(t)(U(t)g(t))"l < Kd-Ô)^"^^, 
t -» 00 
(2.2.4) 
where K = K(a,3) is a constant independent of Ô. Let K be perhaps a 
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different value upon subsequent appearances in what follows. Now 
[t]-l k+1 
I.tt) = S / Q(t-x) u(dx) 
k=[ôt] k 
[t]-l 
< S Q(t-k-l)(U(k+1) -U(k)) 
k=[ôt] 
, [t]-l 
< (m([ôt])) 2 Q(t-k-l)(U(k+1) - U(k))m(k) 
k=[ôt] 
by the monotonicity of Q(') and m('). For large t, 
_1 [t]-l 
I (t) < (in([ôt])) (c +1) Z Q(t-k-l) 
k=[ôt] 
by Theorem 2.1.1. Further, for large t, 
_ 1 , t(l-ô) 
Igft) < K6" {m(t))"-'(/ Q(u)du+Q(0)) 
0 
< K(m(t))"^t(l-ô)Ô(t(l-6))(l-t^)"^ 
by the (1-a)-variation of in(*) and Theorem 1.2.3. Therefore, by 
Theorem 1.1.5 and the g-variation of Q(*) for large t, 
Igft) < Ka(c^)"^CJ(t)(l-ô)^'^Q(t). 
Dividing by (U(t)Q(t)) and letting t -• oo proves (2.2.4). 
To estimate I^(t), notice that 
I^tt) < Q(0)(U(t)-U([t])) < Q(0)(U(t)-U(t-l)). 
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So for large t 
l4(t) 
< K(tQ(t))"^m(t)(U(t) - U(t-l)) 
U(t)Q(t) 
< K(tQ(t))"^c 
a 
= o(l) as t -» 00 (2.2.5) 
by Theorems 1,1,5 and 2,1.1 and the (1+g)-variation of tQ(t). 
Upon applying the estimates (2,2,2)-(2,2.5) to (2,2.1) and 
letting t -• so, we have 
Letting ô -» 1 proves the theorem. 
The following corollary is immediate and emphasizes the 
importance of Theorem 2.1,1 for the proof of Theorem 2.2.3, 
Corollary 2,2.1, Theorem 2,2.3 remains true for 0 < a <1/2 if it is 
known that for every y > 0 
The next theorem is an analytic result in the spirit of Teugels * 
(1968) Proposition 2.1.1. A stronger condition on the measure R('), 
+ aB(a,i+3) - aS (i-u)^u°^~^ du. 
0 
lim m(t)(U(t+y) - U(t)} = yc . 
t - 00 ^ 
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which is replacing U(«) here, is necessary to compensate for the 
problems encountered in Teugels' proof of Proposition 2.1,1, 
Theorem 2.2,4, Let R(«) be a nondecreasing a-varying function on 
(0,oo) with a > 0. Let Q(t) = t^L^(t) with -1 < g < 0, where L^(«) 
is slowly varying and bounded on bounded intervals. If R(•) has a 
regularly varying derivative, then, as t -* oo, 
(R*Q)(t) ~ aB(a,l+|3)R(t)Q(t), 
Proof ! Choose 6 such that 1/2 < 6 < 1, Define I^(.) and Igt") by 
6t t 
(R*Q)(t) = (f +f) Q(t-x)R(dx) 
0 ôt 
= I^(t) + Igtt). 
With the triangle inequality, 
I^(t) 
l2(t) 
R(t)Q(t) + a B(a,l+0) - S (l-u)^u'^"^du 0 
(2,2.5) 
Once again, the argument used in the proof of Theorem 2.2.1 
yields 
lim l3_(t)(R(t)Q(t))"^ = aS (l-u)®u°^"^du. 
t -• 00 0 
(2.2,7) 
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The estimate of the second term on the right-hand side of 
(2,2.6) is more difficult. We write, using the derivative of R(«) 
and the form of Q(•), 
= Ai V au. 
For convenience, let h^(u) = R'(ut)t/R(t). Letting v = 1-u, we 
get 
I (t) 1-Ô o L (vt) 
1-6 „ (vt)^L (vt) 
= v^-Ht L^(t) dv, 
where t] is chosen so that 0 < t] < 1 + 3 -  Obviously, 
0 
R(t)Q(t) (Li(t)) v*" Ih^(l-v) dv 
( sup y^L (y)). 
0<y<(l-ô)t 
Now, h^(l-v) converges to a(l-v)^"^ uniformly as t -• oo for 0 < v < 1-6 
by Theorems 1.2.1 and 1.2,3. Therefore, for large t and 0 < v < 1-5, 
h^(l-v) < a(l-v)^~^ + 1 and 
altlgltl & / V^ad-v)®-^!) dv . 
( sup yV(t)) 
0<y<t 
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=  { ( l - ô ) ^ ' ^ ® " ^ / ( l + P - r i )  +  o f  v ^ " ^ ( l - v ) ° ^ " ^ d v )  .  
0 
( sup y^L,(y)) t'^CL^(t)) 
0<y<t 
Since the hypothesis that (•) is bounded on bounded intervals 
allows the application of Theorem 1.2.5 with B = 0, 
lim sup l2(t) (R(t)Q(t))"^ < (l-ô)^'*'^^/(l+g-Tl) 
t -» 00 
+ aS v9^(l-v)G"ldv 
0 
= o ( l ) a s 6 — 1 .  ( 2 , 2 . 8 )  
Hence, from (2,2.6) with (2,2,7) and (2,2.8), 
lim sup 
t -» X) a - < o(l) as 6 -* 1 
Letting 6—1 proves the theorem. 
One alternative to the hypothesis that R(') have a regularly 
varying derivative is that the following representation holds ; 
R(x) = cx^ exp(f €(u)/u du), x > B, (2.2.9) 
B 
where B > 0, c > 0 and €(•) is a continuous function on [B,oo) such 
that lim Ç(x) = 0. When R(t) = U(t), in which case 0 < a < 1, 
X-*oo 
Theorem 2,2,4 yields a renewal theorem. It is not difficult to show 
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that the strong renewal theorem also holds when U(•) satisfies one 
of these hypotheses. Unless, however, U(') is known, determining 
whether either of these hypotheses is satisfied can be extremely 
difficult. We give an example of a c.d.f. F(«) in Chapter 3 for 
which the renewal function has the form U(t) = 1 + ct*^, t > 0 and 
0 < a < 1. For this example, both Theorem 2.2.4 and the strong 
renewal theorem hold. 
2.3. A Strong Renewal Theorem of Blackwell Type 
for Generalized Renewal Functions 
A renewal theorem of Blackwell type concerning the asymptotic 
behavior of G(t+y)-G{t) as t -• so for generalized renewal functions 
G(•) of the form 
00 
G(t) = E a(n)F"(t), (2.3.1) 
n=0 
where a(') is g-varying and the nonarithmetic c.d.f. F(«) has finite 
mean, was given by Embrechts, Maejima and Cmey (1984). The extension 
to the infinite mean case of their results for 3 > -1, Theorem 
2.1.5, is possible for distributions satisfying (2.1.1) with 
1/2 < a < 1 through the use of Theorem 2.1.1. 
The main theorem of this section, Theorem 2.3,4, gives, as 
t -• 50 , 
G{t-fy) - G(t) ~ cyU(t)a(U(t) ), 
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where c is an appropriate constant depending on a and under 
suitable hypotheses on P(•). We give some preliminary weak renewal 
theorems on the asymptotic behavior of G(•) before stating and 
proving our strong renewal theorem. 
Theorem 2,3.1. Let F(*) satisfy (2.1.1) with 0 < a < 1. Let 
£a(n); n > o} be a sequence of nonnegative constants and let G(-) 
be of the form (2,3,1), If, as n -• oo, 
n 
2 a(k)~nPL(n), (2,3.2) 
k=0 
where L^(-) is some slowly varying function and p > 0, then, as 
t -» =0 , 
G(t) ~ (U(t))PL^(U(t))p(a,p), 
where D(a,p) = Fd+p) (Td-hx) j^Crd-Hxp) )"^. 
Proof ; Let f(s) and g(s) be the LST's of F(.) and G(-), respectively, 
00 
and let A(z) = S a(n)z . By the power series version of Theorem 
n=0 
1.2,8 (see Feller (1971), page 447), 
A(z) ~ (l-z)"PL^((l-z)"^)r(l+p) as z - l". 
Since g(s) = A(f(s)) and l-f(s) -v s'^L(s~^)r{l-a) as s -• o"*" 
(Corollary 1,2,1), as s -» o\ 
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g(s) ~ s^P(L(s"^))"PL^(s^(L(s"^))"^)r(l+p)(r(l-a))~P. 
Since the right-hand side is of the form times a slowly vary­
ing function, we have by Theorem 1,2,8, as t -» oo, 
G{t) ~ t°'P(L(t))'°L^(t°^(L(t))"^)r{Hp)(r(i-^))"P(r(Hap))"^ 
~ (i-F(t))"pL^((i-F(t))"^)r(i-to){r(i^))"P(r{i-Kxp))"^. 
The proof is completed upon observing that, as t -» oo, 
(i-F(t))"^ ~ u(t)r(i-ta)r(i-a) 
by Theorem 1,1,4. 
Theorem 2,3.2, Let G(•) be of the form (2,3,1), a(n) be as in 
Theorem 2.3.1 and m(t) be slowly varying. If (2,3,2) is satisfied, 
then, as t -» so, 
G(t) ~ (U(t))PL^{U(t)). 
Proof ; By Corollary 1,2,1, l-f(s) ~ sm(s~^) as s -• o"*". Thus, as 
s o"*", 
g(s) ~ (sm(s ^)) PL^((sm(s ^)) ^ )r(l+p). 
An application of Theorem 1.2.8 and Theorem 1.1.5 completes the 
proof. 
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These theorems are the extension of Lemma 1 in Embrechts, 
Maejima and Qney (1984) to the infinite mean case. Theorem 2,3.2 
does, in fact, yield their Lemma 1 when m(t) ~ p, < oo. Theorems 1 
and 2 in Greenwood, Qney and Teugels (1982) are actually second 
order results and, therefore, imply these results when G(•) is a 
harmonic renewal function, that is, when a(0) = 0 and a(n) = 1/n. 
An important step in the proof of Theorem 2,3,4 is the follow­
ing extension of Lemma 2 in Embrechts, Maejima and Qney (1984) to 
the infinite mean case. 
Theorem 2.3.3, Let F(*) satisfy (2.1,1) with 1/2 < a < 1. Let 
Q(<) be a nondecreasing ^-varying function with g > 0, If for every 
y > 0, as t -» 00, 
where A(a ,3 )  =  r ( i+3) ( r (2 -a ) r (a+g) )~^ .  
Proof ; We first prove (2.3,4) for 3 > 0. Fix y > 0 and choose 6 such 
that 1/2 < 6 < 1. Write 
(g(t+y)-g(t))/g(t) = o(t"^), (2.3.3) 
then, for every y > 0, as t -* so, 
(U*Q)(t+y)-(U*Q)(t) ~ yA(a,3)(ni(t))"^Q(t), (2.3.4) 
t 
(U*Q)(t+y)-(U*Q)(t) = f  U(t+y-z)-U(t-z) Q(dz) 
0-
t+y 
U(t+y-z) Q(dz) 
t 
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5 I(t) + J(t), 
say. Define Igt'), Igf-) and by 
ôt ôt [t] t 
l(t )  =  ( X  - J +S +f ) U(t-fy-z)-U(t-z)'Q(dz) 
0- [ôt] [ôt] [t] 
= I^(t) - Igft) + Igft) + Ij/t), 
where [•] is the greatest integer function. We prove a series of 
lemmas which approximate the integrals Igf"), Igt"), I^(') 
and J ( • ). 
Lemma 2.3.1. J(t) = o(Q(t)/m(t) ) as t -<• so. 
Proof ; J(t) < U(y)(Q(t+y)-Q(t)). Using assumption (2.3,3), 
J(t)m(t)/Q(t) < U(y)m(t)(Q{t+y)-Q(t))/2(t) 
< U(y)Cm(t)/t 
for large t, where C is some constant. The result follows because 
m(t)/t is (-a)-varying and, therefore, o(l) as t -• «>. 
Lemma 2.3.2. If g > 0, 
lim I (t)m(t)/Q(t) = yc 8/ u^"^(l-u)'^"^du. 
t-oo " 0 
Proof ! Choose € > 0. By Theorem 2.1.1, there exists a t^ = 
such that 
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(yc^-€) < m(t)(U(t+y)-U(t)) < (yc^+€) 
for t > tg, where = (TCa)r(2-a)Write 
ôt 
I, (t) = f  (U(t+y-z)-U(t-z) )in(t-z)/m(t-z) Q(dz), 
0-
We have, for t > t^d-ô) 
(yCgT€)Iii(t) < I^(t)m(t)/Q(t) < (yCg+fll^^tt), (2.3.5) 
- >-l 
ôt 
where = f  m(t)/m(t-z) Q(dz)/Q(t), since t > t^(l-6) and 
0 -
z < ôt imply that t - z > t^. Let z = ut and write 
I (t) =f m(t)/m(t(l-u)) Q(tdu)/Q{t). 
0 -
Since m(t)/m(t(l-u)) converges uniformly to (l-u)^~^ for u in [0,0] 
and the measures Q(tdu)/Q(t) converge weakly to gu^~^du as t oo, 
lim l,,(t) = (l-u)°^"^u^"^du. 
t-«50 0 
Letting t -• oo in (2,3.5) gives 
Ô 
(yc -€)&f (l-u)^ ^du < lim inf (t)m(t)/Q(t) 
0 t - 00 
< lim sup I^(t)m(t)/Q(t) 
t -• 00 
< (yc +e)gf (i-u)°^~^u^"^du. 
^ 0 
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Letting € ^ 0* proves the lemma. 
Lemma 2.3.3. Igtt) = o(Q(t)/m(t)) as t-»oo. 
Proof ; By the monotonicity of U(•) and Q(•), 
Igtt) < (U(t+y-[ôt]) - U(t(l-ô))){Q(ôt) - Q([ôt])) 
< (U(t{l-ô)+y+l) - U(t(l-Ô)))(Q(ôt) - Q(6t-1)), 
This last term is o(Q(ôt)/m(t(l-ô))) as t -• «j by (2.3,3) and Theorem 
2,1.1. Since, as t -* oo, 
in(t)/Q(t) ~ (l-ô)°^'^5^m(t(l-ô) )/Q(ût) 
by the regular variation of m(-) and Q(*), the lemma follows. 
Lemma 2,3,4. I^(t) = o(Q(t)/m(t)) as t -» oo . 
Proof : 
I ^ ( t )  <  ( U ( t + y - [ t ] )  - U(0})(Q(t) - e([t])) 
< (U(y+1)-U(0)) (Q(t)-Q(t-l)) 
by the monotonicity of U(•) and Q{• ) t The same argument used to 
prove Lemma 2.3.1 completes this proof. 
Lemma 2.3,5, 
lim sup l2(t)m(t)/Q(t) = o(l) as 5 -* 1~. 
t 00 
35 
Proof ; 
[t]-l k+1 
I^(t) = 2 / U(t+y-z)-U(t-z) Q(dz) 
k=[ôt] k 
[t]-l 
< E (U(t+y-k)-U(t-k-l)) (Q(k+1)-Q(k)) 
k=[ôt] 
[t]-l 
<Q(t) Z (U(t+y-k)-U(t-k-l))(Q(k+l)-Q(k))/Q(k) 
k=[ôt] 
by the monotonicity of U(*} and Q(»). For large t and some constant 
C independent of 6, 
[t]-l 
I,(t) <CQ(t) S (U(t+y-k) - U(t-k-l))/k 
k=[ôt] 
.1 
< 3CQ(t)t Z (U(t-ty-k) - U(t-k-l)) 
k=[ôt] 
by assumption (2,3,3). We allow C to be perhaps different values 
upon subsequent appearances for convenience. We approximate the 
summations by integrals using the monotonicity or U(*); 
[t]-l 
S U(t+y-k) < / 
k=[6t] 
t-[6t]+y+l 
t+y-[t]+l 
U(u)du 
t(l-ô)+y+2 
< f  U(u)du 
y+1 
and 
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[t]-l t-[ôt]-l 
2 U(t-k-l) > f U(u)du 
k=[6t] 0 
t(l-ô)-l 
>f U(u)du. 
0 
Hence, for large t, 
^ t(l-ô)+y+2 t(l-ô)-l 
I-(t) < CQ(t)t (/ U(u)du - / U(u)du) 
y+1 0 
, t(l-6)+y+2 y+1 
< CQ(t)t~ (f U(u)du - f U(u)du) 
t(l-ô)-l 0 
t(1-6)+y+2 
t(l-ô)-l 
<CQ{t)t"^(/ U(u)du) 
< Cg(t)t"^U(t(l-6)+y+2)(y+3). 
Since, as t -» oo. 
t"^U(t(l-ô)+y+2) ~ (l-ô)°^t"^U(t) 
~ (l-6)G(r(ltl)r(2-a)m(t))"l 
by the regular variation of U(") and Theorem 1,1,5, 
Igft) < C(l-ô)^Q(t)(ra{t))"^ 
for large t. This completes the proof. 
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We proceed to establish (2,3.4) for g > 0. By the triangle 
inequality 
|((U*Q)(t+y)-(U*g)(t))m(t)/Q(t) - yc^gB(g,a)| 
< |l (t)m(t)/Q(t) - yc Bf u^"^(l-u)°^"^du| 
cc 0 
+ |l2(t)m(t)/Q(t) I + |l3(t)in(t)/Q(t.) I 
+ |l^(t)m(t)/Q(t)I + |j(t)m(t)/Q(t)1 
+ yc BlB(3,a) - / u9-l(l_u)G-ldu|. 
0 
Letting t -• oo and applying the above five lemmas yields 
lim sup I((U*Q)(t+y)-(u*Q)(t))m(t)/Q(t) - yc pB(g,a)| 
t ->• 00 ^ 
< C(1-6)G + yc S|B(3,a) - S u9"l(l-u)G"ldu| 
^ 0 
= o(l) as 6 -* 1 . 
Since c^3B(3,a) = A(a,3)> letting 6 -* 1 establishes (2.3,4) for 
3 > 0. 
The 3=0 case requires only the reexamination of integral (•) 
Lemma 2.3,6, If 3 = 0, 
lim I^(t)m(t)/Q(t) = yc . 
t-»00 
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Proof ; It suffices to show that I^^(t) ^  1 as t — oo because (2,3.5) 
is still valid. Since the measures Q(tdu)/Q(t) converge weakly to 
the measure which gives mass 1 to the origin as t -• oo and m{t)/m(t(l-u)) 
= 1 when u = 0, the limit of I^^^t) as t oo is indeed 1, 
The triangle inequality gives 
|((U*Q)(t+y)-(U*Q)(t))m(t)/Q(t) - yc^| 
< |l^(t)m(t)/Q(t) - ycgl + |l2(t)m(t)/Q(t)I 
+ |l3(t)m(t)/Q(t)| + |l^(t)m(t)/Q(t)I 
+ |j(t)m(t)/Q(t)I. 
Since A(a,0) = c^, replacing Lemma 2,3.2 with Lemma 2.3.5 and letting 
first t -• 00 and then, Ô — 1 establishes (2.3.4) for g = 0 and 
completes the proof of Theorem 2.3.3. 
Theorem 2.3.3 is the key to proving the following Blackwell 
type strong renewal theorem for generalized renewal functions 
associated with nonarithmetic distributions satisfying (2.1.1) with 
1/2 < a < 1. 
Theorem 2.3.4. Let F(») satisfy (2.1.1) with 1/2 < a < 1 and let 
G(') be of the form (2.3,1), Let a(•) be a g-varying function, 
g > -1, such that na(n) is nondecreasing in n. If for every y > 0 
lim sup 111 - L(t+y)/L(t) I < oo, (2,3,5) 
t -» 00 
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then, for every y > 0, as t -«oo, 
G(t+y)-G(t) ~ yD'(a,3)(m(t))"^a(U(t)), 
where D' (a,0) = a( r(HtDt) )^r(2-t^) (  r(2-a) r(l-HxO+l) ) )"^. 
t t 
Proof ! Let (t )  5 f uG(du) and Q(t) E / uP(du). Fix y > 0. 
°t+y ° 
Since G^(t+y)-G{t) = f  uG(du), 
t(G(t+y)-G(t) ) < G^(t-fy)-G^(t) 
< (t+y)(G{t-ty)-G(t)), 
Rearranging yields 
(t+y)"l(G^(t+y)-G^(t)) < G(t+y)-G(t) 
< t"^{G^(t+y)-G^(t)). 
Therefore, as t -» 00 , 
G{t+y)-G(t) ~ t~^(G^(t+y)-G^(t)). (2,3.7) 
Let b(n) = {n+l)a{n+l) - na(n) and 
00 
R(t) = S b(n)F^(t}. 
n=0 
n 
Since Z b(k) = (n+l)a{n+l) is (g+1)-varying, as t - 00, 
k=0 
40 
R(t) ~ U(t)a(U(t))D(a,3+l) (2.3.8) 
by Theorems 2.3.1 and 2.3.2. 
We give a series of lemmas which enable us to determine the 
asymptotic behavior of (G^(t+y)-G^(t)) as t -• oo . 
t 
Lemma 2.3.7. The truncated mean function Q(t) = f uF(du) is a non-
0 
decreasing (1-a)-varying function such that, as t -» so, 
Q(t) ~ ajn(t). 
Proof ; Q(«) is nondecreasing by construction. An integration by 
parts shows that 
Q(t) = m(t) - t(l - F(t)). 
Dividing by m(t) and applying Theorem 1.2.3 gives 
lim Q(t)/m{t) = 1 - lim t(l - F(t))/m(t) 
t->00 t-^OO 
= 1 - (1-<X) 
= a. 
Since m(-) is (1-a)-varying, so is Q('). 
Lemma 2.3.8. If for every y > 0 
lim sup t|l - L(t+y)/L(t)| < «>, 
t -» 00 
then, for every y > 0, as t -• oo, 
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(Q(t+y)-Q{t))/2(t) = 0(t"^), 
Proof ; 
t+y 
0 < t(Q{t+y)-2(t))/Q(t) = t f  uF(du)/Q(t) 
t 
< t(t+y){P(t+y)-F(t))/Q(t) 
< ((t+y)(l - F(t))/Q(t)) t(l -
Since Q(t) ~ am(t) and t(l-F(t) )/m(t) ~ (1-a) as t -» oo, 
(t+y) (l-F(t) )/Q(t) w (l-a)/a as t-• oo. Further, by (2.1,1), 
- '(i-Fw!'' = ^ 
= t(l - -i^). 
Hence, 
lim sup t{i -
t = (l-F(t)) 
< ay + lim sup t 
t -> 00 
1 _ L(tfy) 
L ( t )  < 00 
and 
lim sup t(Q(t+y) - Q(t))/Q(t) < oo . 
t -* 00 
Lemma 2.3.9. G^(t) = (R*U*g)(t), 
Proof ; See Embrechts, Maejima and Omey (1984). 
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Lemma 2.3.10. For every y > 0, as t -• oo, 
Proof ! Choose 6 such that.1/2 < ô < 1. Write 
t 
(t-fY)-G, (t) =/ (U*Q)(t+y-z) - (U*Q) (t-z)R(dz) 
0-
t+y 
+ f (U*Q) (t+y-z)R(dz) 
5t t 
= (vT + / ) (U*Q) (t-ty-z) - (U*Q) (t-z)R(dz) 
0- ôt 
t+y 
+ / (U*Q) (t+y-z)R(dz) 
by Lemma 2.3.9. We proceed to examine the integrals !(•), J(*), and 
K(«). First, it follows from Lemmas 2.3.7 and 2.3,8 and Theorem 
2.3,3 that, as t — oo, 
G^(t-ty) - G^(t) ~ ayR(t), 
t 
t 
= I(t) + J(t) + K(t) 
(u*Q)(t+y) - (u*Q)(t) ~ ay. (2,3,9) 
choose € > 0. Hence, for large t 
ôt ôt 
(ay-6)/ R(dz) < i(t) < (ay+€)/ R(dz). 
0- 0-
6t 
since f R(dz) = R(ôt) ~ ô' 
0 -
as t -» 00 by (2.3.8) and € was 
arbitrary 
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lim i(t)/R(t) = 
t-»00 
Secondly, since (U*Q)(«) is bounded on bounded intervals and (2,3.9) 
holds, there exists a constant C such that 
J(t) < C(R(t) - R(ôt)). 
Therefore, 
lim sup J(t)/R(t) <C(1 -
t -» 00 
Finally for K(«), we have 
K(t) < (U*Q)(y)(R(t+y) -R(t)) 
by the monotonicity of (U*Q)('). Therefore, by the regular variation 
of R( • ), K(t) = o(R(t) ) as t -• 00 . 
By the triangle inequality, 
I(G^(t+y)-G^{t))/R(t) - ayl < |i(t)/R(t) - ayôG(G+i)| 
+ |j(t)/R(t)| + |K(t)/R(t)| +ay|i -
Combining the above estimates gives 
lim sup |(G^(t+y) - G^(t))/R(t) - ay| 
t -» 00 
< (c + ay)( i  -
The lemma follows by letting 6 -» 1 . 
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The proof of Theorem 2.3.4 can be completed. From Lemma 
2.3.10, (2.3.7) and (2.3.8), as t -• oo, 
G(t+y) - G(t) ~ ayt ^R(t) 
~ ayt"^u(t)a(u(t))D(a,3+i). 
Since D'(a,g) = a(r(l-KX)r(2-a))~^D(a,0+l), an application of Theorem 
1.1.5 completes the proof. 
The following corollaries are immediate. The first compares 
Theorems 2.1.1 and 2.3.4. The second handles the 0 < a < 1/2 cases 
and states that if a strong renewal theorem holds for the renewal 
function, then a strong renewal theorem holds for the generalized 
renewal function. 
Corollary 2,3,1, Under the assumptions of Theorem 2,3,4, for every 
y > 0, as t -» 00 , 
Corollary 2.3.2. Theorem 2.3,3 and, therefore. Theorem 2.3,4 remain 
true for 0 < a < 1/2 if it is known that for every y > 0 
lim m(t)(U(t+y) - U(t)) = yc , 
t-»00 
Assumption (2.3.6) of Theorem 2.3.4 was made in order to apply 
t 
Theorem 2.3.3 with Q(t) =  f  uF(du) and is not as restrictive as it 
0 
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might appear. Many different slowly varying functions satisfy 
(2.3.5). For example, if !(•) in (2,1.1) is ultimately constant or 
of the form 
L(t) = (logj^(t))P, 
where p is real and logj^(>) is the k-th iterated logarithm, then, 
(2.3.6) is satisfied. The assumption does require more than just the 
first order asymptotic behavior of the tail of the distribution 
F('), however. While Lemma 2,3,8 can actually be strengthened to an 
"if, and only if" result, the verification of (2.3,6) should be more 
immediate than the verification of (2.3.3) when given the distribution 
F('). 
The assumption that na(n) be nondecreasing can be made without 
loss of generality in the finite mean case (see Embrechts, Maejima 
and Cmey (1984)), but must be made explicitly in the infinite mean 
case, as we have done in Theorem 2,3.4, The reason for this is that 
x(l-F(x)) need not converge to zero as x -• oo in the infinite mean 
case. 
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3. SECOND ORDER ESTIMATES OF THE RENEWAL FUNCTION 
3.1. Introduc t i on 
Weak renewal theorems can be viewed as giving the first order 
behavior of the renewal function. For example, when the mean is 
finite, lim U(t)/t = l/|i is equivalent to the asymptotic relation 
t-»# 
U(t) ~ t/a as t -• 50, Second order estimation is concerned with the 
behavior of U(t) minus its first order behavior, in this case 
U(t) - t/ii. The simplest situation, when the distribution F(') has 
finite variance , can be found in Karlin and Taylor (1975). In 
this case, as t -• so , 
U(t) - t/u 'v (G^ + p2)(2^2)-l. (3.1.1) 
Mohan (1976) examined the case where the nonarithmetic c.d.f. 
F(') has finite mean and infinite variance and gave Theorem 3.1.1 
below. Let the stationary c.d.f. FgC") be defined as 
-1 -1 * 
F_(x) = |i m(x) = |i / (l-F(u)) du. 
^ 0 
Mohan (1976) found the second order estimate of U(*) to depend on the 
integral of the tail of this stationary distribution. 
Theorem 3.1.1. Let F( • ) be nonarithmetic and have finite mean |j, and 
infinite variance. Then, F(«) is in the domain of attraction of a 
stable law with exponent g, 1 < g < 2, if, and only if, U(t) - t/p. 
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is (2-g)-varying with 1 < g < 2 and, hence, as t -» m , 
t 
U(t) - t/p, ~ ji f  (1-F»(u)) du. 
0 
The following theorem for the g = 1 case can be deduced from 
Mohan's (1975) method of proof. Again, we assume throughout that 
F(•) is nonarithmetic, 
Theorem 3.1.2. If F(•) has finite mean p, and is in the domain of 
attraction of a stable law with exponent 1, then U(t) - t/|i is 1-
varying and, as t -» so, 
U(t) - t/ji rv |I ^td-F^Ct)). 
The converse to this result fails to hold because the 1-variation 
of U(t) - t/(j, does not imply the (-1)-variation of l-P('), which is 
necessary and sufficient for F(«) to be in the domain of attraction 
of a stable law with exponent 1. However, the 1-variation of 
U(t) - t/(i is equivalent to the slow variation of l-Fgt'), which has 
been shown to be equivalent to F(«) being relatively stable (see 
Chapter 1). This is, of course, weaker than P(•) being in the domain 
of attraction of a stable law with exponent 1. 
There have been very few attempts at giving second order esti­
mates in the infinite mean case. The finite mean and variance case 
still receives attention in the literature, however. For instance. 
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Carlsson (1983) has given more accurate estimates of the remainder 
terms in (3,1.1), while Mohan (1977, 1981) has given what appears to 
be the only second.order estimates of U(*) in the infinite mean case. 
Unfortunately, Mohan (1977, 1981) used the invalid Proposition 2,1.1 
of Teugels (1968) to establish results for a particular class of 
distributions. We give corrected versions of Mohan's results by 
applying Theorem 2,2,3 in Section 2, 
The main results of this chapter are Theorems 3,2.1', 3.2,2, 
3,2,3 and 3,2.4, 
3,2, Some Results for a Class of Distributions 
Second order estimates of U(«) in the infinite mean case present 
new difficulties. The major problem is determining the form of the 
first order behavior to subtract from U('), For instance, when 
1-F(«) is (-a)-varying with 0 < a < 1, as t -» M , 
U(t) ~ (c^/a)t/m(t) 
~ (sin(m)/(na) ) (i-F(t) )~^ 
by Theorems 1,1,4 and 1.1,5. It is not clear whether (c^/a)t/m(t), 
(sin(Tia)/(TTa) ) (l-F(t) ) ^  or some other asymptotically equivalent 
function should be subtracted from U(t), Since (3,1,1) is proved by 
showing that U(t) - t/|i satisfies a renewal equation and then apply­
ing the key renewal theorem, perhaps the same procedure can be 
followed in the infinite mean case, substituting our Theorem 2,2,3 
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for the key ren'ewal theorem. This suggests finding a function b(t) 
such that U(t) ~ b(t) as t -• oo and 
U(t)-b(t) = (U*Q)(t) (3.2.1) 
for some Q(») satisfying the hypotheses of Theorem 2.2,3. This idea 
was used by Mohan (1977, 1981) to determine second order estimates 
of U(") for distributions within a particular class. It is necessary 
to refine Mohan's results because of his use of Proposition 2.1.1, 
however. 
The class of nonarithmetic distributions which interested Mohan 
(1977, 1981) contains all distributions of random variables of the 
form 
X = Z^(Y)^'^'^, (3.2.2) 
where Z is a stable random variable with LST expf-s^l for s > 0, 
a L J — ' 
0 < a < 1, and Y is a positive random variable with finite mean jj, 
and is independent of Z^. Further, Y is assumed to either have finite 
variance (Theorem 3.2.1) or belong to the domain of attraction of a 
stable law with exponent g, 1 < g < 2 (Theorems 3,2,2 and 3,2.3). 
Theorem 3.2.4 considers the case of exponentially distributed Y and 
improves Theorem 3.2.1 from a limit result to an exact result. 
Renewal functions associated with distributions in this extremely 
specialized class exhibit quite a variety of second order behaviors, 
from asymptotically constant to a(2-g)-varying. This suggests, of 
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course, that second order behaviors in the infinite mean case cannot 
be generalized with a result analogous to Theorem 3.1.1 for the finite 
mean case. 
The second order estimation of renewal functions associated with 
distributions of random variables of the form (3.2.2) begins with the 
following analysis in an attempt to put U(*) into the form (3.2.1). 
Let Pg(') and fQ(*) be the c.d.f. and LST, respectively, of Y. 
We denote the LST of a measure by the lower case letter hereafter. 
Notice that, by the independence of and Y, 
f(s) = E(exp{-sX}) = E{E(exp[-sZ^(Y)^'^°^}|Y)) 
= E(exp{-s'^Y}) 
= 
Since l-f^fs) ~ (j,s as s -» 0*, 
l-f(s) = l-fgCs^) ~ p.s'^ as s ^  0^. 
An application of Corollary 1.2.1 with 0 < a < 1 gives, as x -• oo, 
l-P(x) rv x'^jj./rd-ct). 
Equivalently, by Theorem 1.1.4, as t -» oo , 
U(t) ~ tG(^r(lt%))"l. 
Let Y' be a random variable with c.d.f. 
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_i t 
G^(t) = p. / {1-Fq(u)) du. 
Let G(") be the c.d.f. of a random variable X^, say, that has the 
form (3.2,2) with Y' instead of Y. Again, by the assumption of the 
independence of and Y', g(s) = g^(s°^) and because g^(s) = 
(l-fQ(s))(ns)"^, g(s) = (l-fQ(sG))(^sG)"l = (l-f(s))(^Ls")"^. 
Assume that XQ is independent of the sequence of independent, 
identically distributed random variables X^, X^, ... with c.d.f. F(•) 
and let = X^ + be the delayed renewal process. Hence, the 
00 
delayed renewal function H'(t) = E P(S' < t) satisfies the renewal 
n=0 * 
equation 
H'(t) = G(t) + (H*G)(t), t > 0, (3.2.3) 
where H(t) = U(t)-1. 
Examining Laplace-Stieltjes transforms, (3.2.3) yields 
h'(s) = g(s) + h(s)g(s) 
= (1-f (s))(ns°^)"^(l+h(s)) 
= (1-f ( S ) ) ( | J . S ° ' ) " ^ u ( S )  
= (tiS°^ )"^ . 
Therefore, H'(t) = t°^(|j.r{l-KX) t > 0, and 
U(t) - t°^(p,r(l-KX))~^ = H(t)-H'(t)-1 
= H(t)-(H*G)(t) + l-G(t) 
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= (U*{l-G))(t). (3.2.4) 
Since (3.2.4) is of the form (3.2.1), the second order behavior 
is determined simply by applying Theorem 2.2.3, provided that 
Q(t) = (l-G(t)) satisfies the hypotheses of the theorem. Obviously 
this Q(') is nonincreasing and bounded since it is the tail of a 
distribution function. Thus, only the regular variation of Q(*) needs 
to be guaranteed. This can be ensured under a variety of hypotheses 
on the distribution of the random variable Y, 
Theorem 3.2.1. Let F(') be the c.d.f. of a random variable of the 
2 form (3.2.2) with 1/2 < a < 1. If Y has mean p, and finite variance a , 
then, 
lim U(t)-tGqir(l+a))"^ = (0^4^^) (2^2)-!, 
t-»00 
Proof ; Since the distribution G^(') has mean equal to (a 4^ ) ( 2 j j , ) ~  ,  
- + 
as s -+ 0 , 
l-g(s) = 1-9^(5%) ~ s'^(a^V)(2^L)'^. 
From Corollary 1.2.1, as x -» oo, 
l-G(x) ~ x-%(o^4^2)(2^r(l-a))"l. 
Applying Theorem 2.2.3 (with g = -a) gives, as t oo, 
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(u*(i-G))(t) ~ aB(a,i-a)U(t)(i-G(t)) 
~ aB(a,i-a)(t°^(|ir(i-Kx))"^)(t"°^(aV^)(2nr(i^))"^) 
This and (3.2,4) completes the proof. 
Corollary 3.2.1. If f (s) = exp(-^s^] with 0 < |j, < oo and 1/2 < a < 1, 
then, 
1# U(t) - (l-HX))"^ = 1/2. 
t-*oo 
Proof ; Let Y in (3.2,2) be a degenerate random variable equal to p,, 
2 
That is, let o = 0 in Theorem 3.2.1. 
Theorem 3.2.2. Let F(«) be the c.d.f. of a random variable of the 
form (3.2.2) with 1/2 < a < 1. If Y belongs to the domain of attrac­
tion of a stable law with exponent 2, then, as t -» oo, 
tG 
U(t) - tG(^r(lfa))"l (i-G (u)) du. 
0 
t 
Proof : Feller (1971) gave the slow variation of f  (1-G.(u)) du 
0 
as a necessary condition for Y to belong to the domain of attraction 
t 
of a stable law with exponent 2. Letting L_(t) = f  (1-G,(u)) du, 
+ 0 
Corollary 1.2.1 gives, as s -» 0 , 
l-g^(s) ~ sL2(s~^). 
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Hence, as s -» 0 , 
l-g(s) ~ s^L^{s~^) 
and, as x -» oo , 
l-G(x) ~ x'^L^(x'^)/r(l-a) 
by Corollary 1.2,1. Then, as t -» oo, 
(u*(i-G))(t) ~ aB(a,i-a)U{t)(i-G(t)) 
~ aB(a,i-a) (t%(^r(i+a))"^) (t^L2(t^)/r(iH:c) ) 
by Theorem 2,2.3. So (3,2,4) completes the proof. 
Theorem 3.2.3, Let F(-) be the c.d.f, of a random variable of the 
form (3,2.2) with 1/2 < a < 1. If Y belongs to the domain of attrac­
tion of a stable law with exponent 0, 1 < g < 2, then, as t -*• oo , 
U(t) - t'^(|ir(l-ta))"^ ~ tG(2-B)Lg(t)D(a,g)^"^ 
where l-FgCt) = t"^Lg(t) and D(a,g) = r(2-3) ( 0-l)r(HtX(2-g) ) )"^. 
Proof ; It is necessary and sufficient for Y to belong to the domain 
of attraction of a stable law with exponent g that P(Y > t) = 
t ^Lg(t), where Lg(') is some slowly varying function (see Feller 
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(1971), page 577). Since, as t -• oo, 
l-G^(t) = |i"V u"^Lp(u) du ~ t^"^Lg(t)(^0-l))"^ 
(see Feller (1971), Theorem la, page 281), Corollary 1,2,1 gives, as 
s -«• 0*, 
l-g^(s) ~ s^"^Lg(s~^)r(2-g)(n(3-l))"^. 
However, g(s) = g^Cs*^), so that, as s ^  o\ 
l-g(s) ~ s%(9-l)Lg(s-*)r(2-g)qi(g-l))-l 
and, as x — co, 
l-G(x) ~ x°^^^"^^Lg(x°^)r(2-3)(jj.(3-l)r(l-HX(l-3)))"^ 
by another application of Corollary 1,2,1. The proof is completed 
by an application of Theorem 2.2,3 and identification of the constant 
D(a,g). 
(u*(l-G)){t) ~ aB{a,i-Kx(i-3))u(t)(i-G(t)) 
as (a,Htc (1-3 ) ) t^*^ ^ ' Lg ( t°^ )r ( 2-3 ) 
(^Lr( i+3)) (n(3-i)r( i-Kx(i-3))) 
. —n2=i) 
n r(na(2-e))(e-i) 
~ D(a,3)|J. ^t^^^'^^Lgtt^) as t  -» 00 .  
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Theorem 3.2.4. Let F(*) be the c.d.f, of a random variable of the 
form (3.2.2) with 0 < a < 1. If Y has an exponential distribution 
with mean ji, then, 
U(t) - t°^{|ar(l-HX))"^ = 1 for t > 0 
and for every y > 0 
lim m(t)(U(t+y) - U(t)) = yc , 
t-*00  ^
where = (r(a)r(2-a)) 
Proof ; Since Y is distributed exponentially, 
and 
fUfs) = (l-i|j,s)"^ 
u(s) = (l-f(s))"^ = (l-fQ(sG))"^ 
= (1 - (HtLS°^)"^)"^ 
= 1 + (^sG)-l. 
Therefore, 
U(t) = 1 + t°^((ir(l-ha) )~^ for t > 0. 
Since m(t) ~ t(l-F(t) ) (1-a) ^  ~ t^~*^|i/r(2-a) as t -» oo, to prove 
that the strong renewal theorem holds, it is sufficient to evaluate 
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liiti t^"^|a(r(2-a))"^(U(t+y) - U(t)). 
t-»oo 
Substituting for U{•), this limit equals 
lim t^"°^((t+y)'^-t°^)(r(2-a)r(l+a))"^. 
t-»oo 
Letting s = y/t and applying L'Hôpital's rule, we get 
lim ys"l((l+s)G-l)(r(2-a)r(ltl))"^ 
s-O 
= lim^ ya(i+s)°^"^(r{2-a)r(Htx))"^ 
s-O 
which completes the proof. 
All of the preceding results, with the exception of Theorem 
3.2,4, have a restricted to 1/2 < a < 1. The reason for this 
restriction is the unavailability of Erickson's (1970) strong renewal 
theorem for 0 < a < 1/2. Heuristically, this is unsatisfactory. The 
restriction in Corollary 3.2,1 seems to be quite artificial. One 
would expect similar second order estimates for U(') for all stable 
distributions with LST f(s) = exp[-^s^], 0 < a < 1. Of course, if the 
strong renewal theorem is valid for 0 < a < 1/2, then. Theorem 2,2.3 
and these results would be valid. Further study should, therefore, be 
directed at improving Theorem 2.1.1. 
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4. LIMIT THEOREMS FOR N(t) 
4.1. Introduction 
The limiting distribution of N(t) as t -» oo was well-studied by 
Feller (1949). Since N(t)/t converges almost surely to p. as t -• co 
when |i < 30, it is natural to investigate the limiting distribution 
of N(t) - t/jj. as t «3. From the fact that 
{N(t) > k} = [S^ < t}, (4.1.1) 
Feller (1949) was able to prove a central limit theorem. 
2 
Theorem 4.1.1. If F(*) has a finite mean n and finite variance a , 
then, for all x, 
lim P(N(t)-t/u < xou ^^^t^/^) = 0(x), 
t-*oo 
—1/2 ^  2 
where $(x) = (2Tr) f exp{-u /2} du is the standard normal distri-
— 00 
bution function. 
In the case of infinite variance. Feller (1949) claimed, using 
the theory of sums of independent, identically distributed random 
variables and (4,1.1), that N(t), appropriately normalized, has a 
nondegenerate, nonnormal limiting distribution if, and only if, 
1 - F(x) = x"'^L(x), (4.1.2) 
where L(.) is slowly varying and 0 < a < 2. He proved this explicitly 
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for the cases 0 < a < 2, & ^  1. Feller (1949) established the 
following result. 
Theorem 4.1.2. Let F(») satisfy (4,1.2) and G^(«) be the stable law 
whose characteristic function is given by 
g^(z) = exp[|z|^C^(l - isgn(z)tan(aTT/2) )}, 
where = cos (arr/2 )r ( 2-a) (a-1 ) 
i) If 0 < a < 1, then for x > 0 
—1/(7 
lim P((l-F(t))N(t) > x )  = G ( X  ' " ) .  
t-oo 
ii) If 1 < a < 2, then 
lim P(N(t)-t/(i > -a(t)^"l"l/Gx) = G (X), 
t-»00 ^ 
where a(t) is such that 1 - F(a(t)) ~ t ^ as t -• oo . 
The a = 1 case, while omitted from the theorem, did not go 
without COTunent. Feller (1949) incorrectly stated that the second 
part of the theorem applied when a = 1 and p, < oo , In fact, the 
finite and infinite mean case require replacing the t/p, term with 
something which increases more slowly. Feller (1949) did not 
explicitly determine the correct normalization which he claimed 
required lengthy computation. The omission of the a = 1 case from 
Feller (1971) perhaps indicates that Feller had not been able to 
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resolve the problem of the normalization and recognized the error of 
his earlier statement about the finite mean case. The a = 1 case 
was discussed as an example of process inversion by De Haan and 
Resnick (1979), however. Their results on conjugate H-variation 
and process inversion indicate the form of the limit theorem for 
N(t). In Section 2, we describe the necessary results of De Haan 
and Resnick (1979) and explicitly state the limit theorem for the 
a = 1 case, Theorem 4.2.1, thus completing Theorem 4.1.2. We give a 
proof similar to Feller's (1949) proof of Theorem 4.1,2 which does 
not require the weak convergence results of Whitt (1974) that De Haan 
and Resnick (1979) utilized. We also give simpler forms for the 
normalization functions in Theorem 4,2.2, 
Though it is not very well-known, a limit theorem for N(t) is 
possible when F(«) is of the form (4.1.2) with a = 0. Also, the a = 1 
case admits a weak law for N(t). The following theorem, Theorem 
4.1.3, yields an alternate form of the first part of Theorem 4.1.2 
for 0 < a < 1 and demonstrates the relationship between stable laws 
and the family of Mittag-Leffler distributions defined below. The 
a = 0 and a = 1 cases of Theorem 4,1,3 are not deducible from Theorem 
4,1,2 and the above mentioned relationship, however. 
Definition 4.1.1, A Mittag-Leffler distribution with index g is 
specified by a c,d,f, H^(') on (0,oo) whose Laplace-Stieltjes transform 
is 
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00 
h ( S )  = 2 (-s)Vr (l+na) (4.1.3) 
n=0 
for some 0 < a < 1. 
Theorem 4.1.3. If F(«) satisfies (4.1,2) with 0 < a < 1, then N{t)/U(t) 
converges in distribution to F (Ha)W^ as t -• oo, where has a Mittag-
Leffler distribution with index a. For a = 1, the same conclusion 
holds if the truncated mean function m(') is slowly varying. 
The converse of Theorem 4.1.3 is also true for 0 < a < 1 by 
Feller's (1949) claim. 
Since the moments of are nî/r(l+na) by (4,1.3), Theorem 4,1,3 
gives a weak law for N(t) in the a = 1 case. Explicitly, N(t)/U(t) 
converges in probability to 1 as t -* oo when a = 1. Other indices 
yield interesting limiting random variables as well. When a = 0, the 
limiting random variable is exponentially distributed with mean 1. 
1/2 
when a = 1/2, R(3/2)W^^2 ~ (TT/2) |Z|, where Z is a standard normal 
variate, in general, 
H^(x) = 1 - G^((r(l-<X)/x)^'^®) 
for 0 < a < 1, where G^(») is the stable law given in Theorem 4,1.2, 
as was shown by Feller (1949). 
Although Theorem 4.1.2 can be deduced from the results of 
Darling and Kac (1957), we present a proof which uses a similar method 
of moments argument, techniques of renewal theory and Theorem 1.2.8 
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in Section 3. 
Applications of Theorem 4.1.3 to regenerative stochastic 
processes are presented in Section 4. An extreme value limit theorem 
of Anderson (1970) is extended to include some null recurrent re­
generative stochastic processes (Theorem 4.4.1) and a limit theorem 
for integrals of functions of regenerative stochastic processes 
(Theorem 4.4,2) is given with standard Brownian motion as an example. 
4.2, Limit Theorems for the a = 1 Case 
The determination of the normalizing functions for N(t) when F(') 
satisfies (4.1.2) with a = 1 requires the use of a special slow 
variation theory. In particular, a subclass of slowly varying func­
tions, which were first investigated by De Haan (1970) and later 
extended by De Haan and Resnick (1979), and its specialized concept 
of conjugates are needed. We define the class n of slowly varying 
functions below. 
Definition 4,2,1. A positive real-valued function n(«) on (0,oo) is 
said to be a Il-function if there exist positive real-valued functions 
g(') and b(") on (0,oo) and a real constant c such that for every x > 0 
lim (rr(tx) - b(t))/g(t) = clogx. 
t-»00 
without loss of. generality, we can take c = 1 or c = -1. 
De Haan (1970) showed that the functions g('), called an auxiliary 
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function of IT('), and TT(*) are both slowly varying and that one can 
always take b(t) = TT(t). Since TT{ • ) is slowly varying, the concept 
of a conjugate slowly varying function was extended to the class 11. 
Definition 4.2.2. Let TT(*) b elong t o  11 with auxiliary function g('). 
Any positive real-valued function on (0,oo) satisfying 
lim TT(t)(g(t)) ^(TT(t)TT*(tTT{t) ) - 1) = 0 
t-»00 
is said to be a conjugate Il-function of rr( ' ). 
The construction of a conjugate Il-function and its auxiliary 
function for any Il-function TT( • ) with auxiliary function g(*) is 
given in De Haan and Resnick (1979). 
We define some ancillary functions and examine their asymptotic 
behaviors in some preliminary lemmas. Throughout this section we 
assume, of course, that for some slowly varying L(«), 
-1 1 - F( x )  =  X  L( x ) .  
Lemma 4.2.1. There exists a 1-varying function a(') such that 
i) a(') is an asymptotic inverse of (1 - F(«)) that is, 
t(l - F(a(t))) ~ 1 as t -» 00, and 
ii) a(«) is monotone nondecreasing and differentiable on 
(0,00) . 
Proof; Since (1 - F(t)) ^  = t{L(t)) there exists a 1-varying 
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function a^(t) = tl^(t), L^(') slowly varying, such that 
t(1 - F(a^(t))) ~ 1 as t -• 00 by Theorem 1.2.7, By Theorem 1.2,2, 
there exist €(•), C and B such that 
t 
L. (t) ^  L (t) = Cexp{/ €(u)u~ du} as t -• oo. 
B 
Let agft) = tLgft) for t > B, Thus, agf») is differentiable in 
(B,oo) and a^Ct) = Lgttjfl + €(t) ), Since €(t) -» 0 as t -» oo and 
Lgft) > 0 for all t > B, it follows that a^(t) > 0 for t > t^ > B. 
Let a(t) = for t > 0, This a(') has all of the properties 
claimed, 
OO 
Lemma 4,2.2. Let d(tj = / sin(u/t) F(du) for t > 0. Then, 
0 
lim (t ^m(t) - d(t))(l - F(t)) ^  = y, 
t-»00 
t 
where y is Euler's constant and m(t) = / (1 - F(u))du. 
0 
Proof ; This result is not new (for example, Wichura (1974) states 
it), but since a proof is usually not given, we present one here, 
Fubini's theorem (see Royden (1968)) gives 
-1 -1 -1 ^ 
t m(t)-d(t) = t m(t) - J" t f  cos(v/t) dv F(du) 
0 0 
-1 -1 °° 
= t m(t) - t f  cos(v/t)(l-F(v))dv 
0 
= t ^ / (1-cos(v/t))(l-F(v))dv 
0 
- t ^ / cos(v/t)(l-F(v))dv, 
t 
Letting u = v/t gives 
t ^m(t)-d(t) = f  (1-cosu)(l-F(ut) )du 
0 
00 
-f cosu(l-F(ut))du. 
1 
Choose 0 < Ô < 1 and write 
(f +f) (1-cosu) (1-F{ut) )du(l-F(t) ) ^ 
0 6 
-1 
- f  cosu(l-F(ut))du(l-F(t)) 
1 
= I^(t) + I^it) - l3(t). 
By Theorem 1.2,1, 
lim I_(t) - I-(t) = / (1-cosu)u ^du 
t-oo ô 
- S (cosu)u ^du. 
1 
2 Since 1-cosu < u /2 on (0,&), 
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(l-P(t))I,(t) < 2"^ / u^(l-F(ut))du 
^ 0 
and, by Theorem 1,2,3, as t -» oo, 
S 2 -13 
/ u (1-P(ut))du ~ 2 Ô (l-F(ôt)), 
0 
Hence, 
-1 2 
lim sup I^(t) < 4 6 . 
t -• 00 
These estimates give 
lim sup I(t ^m(t)-d(t))(l-F(t)) ^ - yl 
t -» so 
_1 2 1 _1 °° _1 
<4 Ô +1/ (l-cosu)u du - J" (cosu)u du - y], 
6 1 
Letting 6 ^  0^ proves the lemma, since 
—1 —1 
Y = / (l-cosu)u du - / (cosu)u du. 
0 1 
Lemma 4.2.3, Let TT(t) = m(a(t)) and M(t) = tTT(t). Then, rr(*) belongs 
to the class R with auxiliary function g(t) = t ^a(t) and has conjugate 
-1 -1 
n-function TT*(t) = t M (t) with auxiliary function g*(t) = 
a(M ^(t))M ^(t)t 
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Proof ; Set b(t) = m(t) and choose x > 0. Then, 
t(l-F(t)V = (l-P(u))du/L(t) 
X 1 
=S (1-F(ut))(l-P(t)) du. 
1 
Therefore, by Theorem 1.2.1, 
and m(.) belongs to H with auxiliary function g^(t) = L(t). By 
Lemma 4.2.1 and Proposition 1 in De Haan and Resnick (1979), n(•) 
belongs to H with auxiliary function g^^a(t)), which is asymptotic 
to g(t) = t~^a(t) as t -• oo. The conjugate rr*(«) and its auxiliary 
function g*(*) follow from the construction outlined in De Haan and 
Resnick (1979). 
Lemma 4,2.4. The ancillary function M(') is differentiable and 
M'(M ^(t)) ~ t/M ^(t) as t -» 00. 
Proof ; 
M'(t) = tTT* (t) + n(t) 
= t(l-F(a(t)))a'(t) + Tr(t). 
Since a'(t) ~ a(t)/t as t ->00, 
lim M'(t)/TT(t) = 1 + lim a(t) (1-P(a(t) ) )/m(a(t) ), 
t-*00 t-*00 
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The last written limit is zero by Theorem 1.2.3, hence, 
M' (t) ~ TT(t) = M(t)/t as t -» 00 . 
Substituting M~^(t) for t in the above establishes the lemma. 
The limit theorem suggested in Example 2 of De Haan and Resnick 
(1979) can now be stated in detail. 
-1 
Theorem 4.2.1. Let l-F(x) = x L(x), with L(-) slowly varying. 
Then, 
(N(t)-M"^(t))(a(M"^(t))M"^(t)t"^)~^ 
converges in distribution to a stable law G^(*) with characteristic 
function 
g^{z) = exp{izY - |z| (Tr/2-i(sgnz)log|z| )}, 
where y is Euler's constant, as t -• oo . 
Proof ; As mentioned in Section 1, we give a proof in the spirit of 
Feller (1949) that does not require the more complex process con­
vergence results of Whitt (1974) and De Haan and Resnick (1979). 
The proof can certainly be viewed as an inversion, however. 
Let a^ = a(k) and bj^ = d(a(k)) for k > 1. Then, from Feller 
(1971), 
lim P(S^ < a^ Xx + kb^ )) = G(x), 
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where G(«) is the stable law with characteristic function 
g(z) = exp{-|z| (TT/2 + i(sgnz)log|z| )}. 
Since k(m(a^) - aj^bj^j/a^^ -* y a.s k -» oo (by Lemmas 4.2.1 and 4.2.2), 
lim P(S^ < aj^x + km(aj,) ) = G(x+y). (4.2.1) 
k-»oo 
Let Ô(t) = a(M ^(t))M ^(t)/t and 
k = k(t,x) = M~^(t) - ô(t)x - €, 
where € = Ç(t,x) is the fractional part of M ^(t) - 6(t)x, thus, 
making k a positive integer, if 
lim (t - km(a^))/a^ = x, (4,2.2) 
t-*00 
then, by (4.1.1) and (4.2.1), 
lim P( (N(t)-M~^(t) )/6(t) > -X) = G(x-H') = 1-G (-x) 
t->0O 
and the theorem is proved. To establish (4,2.2), write 
-1 
t-km(a^) = M(M (t)) - M(k) 
= M(M ^(t)) - M(M ~(t) - ô(t)x - Ç) 
= (6(t)X + f)M*(M~"(t) - 0(ô(t)X + Ç)), 
where 0 =• 6(t,x), 0 <6 < 1, by the mean value theorem. By Lemma 
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4.2.4, as t — 00, 
t-km(a^) ~ xô(t)t/M ^(t) = xa(M ^(t)). 
It remains to show that k(t,x) ~ M (t) as t — oo for each fixed x. 
To this end, 
Ô(t)/M"^(t) = a(M~^(t))/t = a(M"^(t))/M(M"^(t)). 
Hence, 
lira sup 0{t)/M ^(t) = lim sup a(t)/M(t). 
t -• CO t -» 00 
Since M(t) ~m(a(t))(l-F(a{t))) ^  as t — oo, 
lim sup 0{t)/M ^(t) = lim sup t(l-F(t))/m(t) = 0 
t 00 t -» 00 
by Theorem 1,2,3, So, k(t,x) fu M ^(t) as t -• so and, therefore, 
t-km(a^) ~ xa^ as t -» so, establishing (4.2,2), 
Theorem 4,2,1 is applicable in both the finite and infinite mean 
cases. Feller (1949) implied that 
(N(t)-t/n)(a(t))"y (4,2,3) 
would be the correct normalization in case [i < oo. This is not true, 
unfortunately. Suppose |a = 1 for simplicity. If (4.2,3) were the 
correct normalization, then the convergence in distribution of 
(S^-k)/a^ to a stable law as k oo would be implied. On the other hand. 
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(4,2,1) states that (S^-km(a^))/a^ converges in distribution to a 
stable law as k -• oo. in order for both limits to hold, k(l-m(a^))/a^ 
would have to converge to a finite constant as k -• oo. By definition, 
k(l-m(a^) )/aj^ = (k/a^) f  (1-P(u))du 
^k 
1 
~ (a. {1-F(a. )))" f  {1-F(u))du 
as k -• 00 , Letting y = a^ and u = vy, we have 
=» -1 
lim inf k(l-m(a^))/a^ = lira inf / (1-P(vy))(1-F(y)) dv. 
k -» 00 y -* 00 1 
By Fatou's lemma and Theorem 1,2,1, 
=0 -1 
lim inf k(l-m(a^))/a^ > f lim (l-F(vy))(1-F(y)) dv 
k 00 1 y-%0 
= / V dv = 00 . 
Therefore, the contradiction implies that Feller's (1949) conjecture 
is false; (4,2,3) is not the correct normalization of N(t) in the 
a = 1 finite mean case. 
An alternate form of Theorem 4.2.1 which avoids the use of 
-1 -1 
M (.) is possible. The reason for wanting to avoid M (•) is that 
M ^(') could be difficult to calculate. In its place, we would like 
to use t/m(t). However, a simple substitution does not suffice 
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because of the Il-function complications. That, as t -• oo, 
• M"^(t) ~ t/m(t) (4.2.4) 
is a consequence of Theorem 4.2.1, Since ô(t) was found to be 
o(M ^(t)) as t -» 00 in the proof of Theorem 4.2.1, we can conclude 
that N(t) ~ M ^(t) in probability as t -• =o. Theorems 4.1.3 and 
1.1.5, therefore, establish (4.2.4). The alternate normalization 
using t/m{t) is given below. 
Theorem 4.2.2. The normalization for N(t) given in Theorem 4.2.1 
can be replaced by 
(N(t) - t/m(t) - g(t))m(t)(a(t/m{t))) 
where g(t) = (t - M(t/m(t)))(M'(t/m(t))) 
Proof ; It suffices to show that, as t -» so, 
i) 0{t) ~ a(t/m(t))/m(t) (4.2.5) 
and 
ii) M"^(t) - t/m(t) - 3(t) = o(ô(t)), (4.2.6) 
where 6(t) = a(M ^(t))M ^(t)t Since a(') is 1-varying, (4.2.5) 
follows from (4.2.4). Establishing (4.2.6) is more difficult, how­
ever. 
Let y = y(t) = t/m(t) and w(t) = ta'(t)(1-F(a(t))). Since 
M'(t) = w(t) + M(t)/t, 
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- t/m(t) - g(t) = (M"^(t)M'(y)-yM'(y)-t+M(y))/M'(y) 
= (M~^(t)w(y)-yw(y)-Hyi ^(t)M(y)y ^-t)/M'(y). 
By (4.2,5), as t -» oo, 
6(t) ~ a(y)y/t = .a(y)y/M(M ^(t)) 
~ a(y)y/M(y). 
Since M*(t) was found to be asymptotic to M(t)/t in the proof of 
Lemma 4,2,4, as t -» oo, 
ô(t) ~ a(y)/M'(y). 
From this, it follows that, as t -» so. 
M~^{t)w(y)(M*(y)ô(t))~^ ~ yw(y)/a(y) ~ 1, 
Hence, as t -» so. 
(M ^(t)-t/m(t)-3(t))/ô(t) ~ (M ^(t)M(y)y ^-t)/a(t). 
By the definition of M('), 
(t)M(y)y~^-t = M~^(t)(m(a(y))-m(a{M~^(t)))) 
= M~^(t)J' (1-F(u))du, 
[a(y),a(M~ (t))] 
-1 
Since M (t) ~ y as t -<• so, for large t, 
|M ^(t)M(y)y~^-t| < 2y(l-P(a(y ) ) ) |a(M~^{t) )-a(y) I, 
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Therefore, for large t, 
|M"^(t)-t/m(t)-0(t)l/ô(t) < 4y(l-P(a(y)))|l-a(M"^(t))/a{y)| 
= o(l) as t -» 00, 
which establishes (4.2.5) and completes the proof of Theorem 4.2.2. 
As an example, consider F(x) = 1 - (1+x) ^  for x > 0. In this 
case, a(t) = t and m(t) = log(l+t). To apply Theorem 4.2.1, one 
first has the task of finding the inverse of M(t) = tlog(l+t). There 
is no difficulty in finding the normalization given in Theorem 4.2.2, 
however. In fact, the normalization 
(N(t)-t(logt) ^ - tloggtflogt) ^)(logt)^ t 
where loggt = log(logt), can be shown to yield G^(*) as the limiting 
distribution. 
4.3. Method of Moments Proof of Theorem 4.1.3 
As previously mentioned, we present a proof of Theorem 4,1.3 
based on techniques of renewal theory and a method of moments argument. 
The proof of Theorem 4.1.3 follows after two lemmas which determine 
the asymptotic behavior of the moments of N(t) as t -• oo. 
Lemma 4.3.1. Let F(•) be a c.d.f. on (0,oo) and k be a positive 
integer. If M^(t) = E((N(t))^), then MQ(t) = 1 and 
t 
Mj^(t) = Z^Xt) +f Mj^(t-u)F(du) 
75 
for k > 1, where Z^(t) = F{t) and 
t k-1 
Z . ( t ) = S  S {.)M (t-u)F(du) 
^ 0 j=l ] ] 
for k > 1. 
Proof ; This is a standard renewal theoretic result; see Karlin and 
Taylor (1975), for example. 
Lemma 4.3.2. If U(•) is a-varying with 0 < a < 1 and k is a positive 
integer, then, as t -» oo, 
M^(t) ~ k!(U(t)r(l+a))^(r(l+ka))"^. (4.3.1) 
Proof ; We give a proof by mathematical induction. By definition, 
M^(t) + 1 = U{t) and (4.3.1) is true. Now, assume that (4.3.1) is 
true for k < n and show the same for k = n+l. The induction 
hypothesis is equivalent to assuming that, as s -• o"*", 
m^(s) ~ k! (U(s"^)r(lt%)/^ 
for k < n by Theorem 1.2.8, where a lower case letter represents the 
LST of the corresponding function. Hence, as s -» 0^, 
my(s) = o(m^(s)) (4.3.2) 
for j < k. By Lemma 4.3.1, m^^^(s) = z^^^(s)u(s) and 
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n 
z T (s) = S )iti. (s)f (s). 
"•«•J- j=]_ J  J 
4" 
Hence, (s) «v (n+l)m^(s) as s -• 0 by (4.3.2) and the fact that 
f(s) ~ 1 as s -» 0^. Since u(s) ~ U(s ^)?(!+%) as s -• o"*" by Theorem 
1.2.8, as s -• o"*", 
m^^^(s) ~ (n+l)m^(s)u(s) 
~ (n+l)!(U(s"l)r(lt%))**l. 
Another application of Theorem 1.2.8 completes the induction step 
and proves the lemma. 
The method of moments proof of Theorem 4.1.3 is completed by 
observing that when U{•) is a-varying, 0 < a < 1, 
lim E((N(t)/U(t))k) = lim Mj^(t) (U(t) 
t->00 t-»0O 
= k!(r(i+a))^(r(l+ka))"l 
= Hk, 
say, and, then, by verifying that the moments uniquely determine 
some distribution. By Stirling's approximation (see Karlin and 
Taylor (1975)), as k -» so, 
~ Ck^^, 
where C is a real constant. Hence, for some € > 0 and large n, 
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L > (C+€)~^ 2 (2k)G"l. 
k=n k=n 
Moreover, since a-1 > -1, the last series diverges. This verifies 
that a unique distribution, which can be easily identified as that of 
r(l-Kx) times a Mittag-Leff1er randan variable by Definition 4.1.1, 
has the moments {j.^. To reiterate, if U(*) is a-varying with 0 < a < 1, 
then N(t)/U(t) converges in distribution to r(l-%)W^ as t -* so, where 
has a Mittag-Leff1er distribution with index a. Of course, the 
hypothesis that U(•) be a-varying is equivalent to the stated 
hypotheses of Theorem 4,1.3 by Theorem 1.1.4, thus completing the 
proof of Theorem 4.1.3, 
4.4, Applications 
In this section, we present applications to regenerative 
stochastic processes which demonstrate the utility and the relevance 
of Theorem 4.1,3, The first application discussed deals with extreme 
value theory. The second application is concerned with integrals 
of functions of the regenerative stochastic process. 
When F(') has finite mean ji, U(t) ~ t/p. as t -• oo and Theorem 
4.1,3 gives the convergence in probability of N(t)/U(t) to 1 as 
t -* X, since convergence in distribution to a constant is equivalent 
to convergence in probability to that constant. While this result is 
much weaker than the almost sure convergence that has been shown to 
hold for the finite mean case, the fact that N(t)/U(t). converges in 
probability to 1 as t -• oo even when m(') is slowly varying and un-
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bounded is not a weak result at all. Applications requiring the 
convergence in probability to a constant of the appropriately 
normalized N(t) have typically assumed that F(*) has a finite mean. 
Theorem 4.1,3 shows that these applications can make the weaker 
assumption that F(«) be relatively stable and still ensure the 
necessary convergence. An example of such an application is the 
extreme value theory of regenerative stochastic processes given by 
Anderson (1970). 
Simply stated, a stochastic process is regenerative if there 
is an imbedded renewal process. Such a process is characterized 
by regeneration epochs or points and independent tours or excursions. 
For a more detailed description, we present Anderson's (1970) con­
struction of a regenerative stochastic process. 
An ordered pair (T.X(t)) is said to be an excursion of duration 
T when T is a positive random variable on some probability space 
(n,A,P) and X(«) is a random function defined for all 0 < t < T on 
the same probability space. Let the sequence of pairs 
{(T^,X^( • )); i > l} be defined on the product space (d°,?°°), where 
(T\,X^(.)) = (T,X(. )). Let 
"^ 0 = "^ n - '^ i 
1=1 
for n > 1, 
N(t) = sup{n; < t} 
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and 
Definition 4.4.1. A stochastic process [x(t); t > O} with the above 
structure is said to be a regenerative stochastic process. 
Assuming that the regenerative stochastic process is separable 
in order to guarantee that the functionals 
lit) = sup{x(s): 0 < s < t} 
and 
q = sup[x(s)! < s < 
are random variables and that E(T^) = m < oo for i > 1, Anderson 
(1970) proved limit theorems for %(t). The following theorem 
generalizes his result. 
Theorem 4.4.1. Let [x(t); t > o} be a separable regenerative 
stochastic process. Suppose G(*) is the distribution of q for 
i > 1 and there exists an increasing function g(•) such that 
N{t)/g(t) converges in probability to 1 as t -» m and 
lim g(t ) = oo . 
t-»oo 
Then, 
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lim P(f(t) <a(t)x + g(t)) = A(x) (4,4.1) 
t-»00 
for suitable functions a(t) > 0 and @(t) at all continuity points of 
the proper distribution function A(') if, and only if, 
lim (G(a x + b ))" = A{x) (4.4,2) 
n n 
n-*oo 
for suitable constants > 0 and b^ at all continuity points of the 
proper distribution function A( • ). In fact, we may take a(t) = 
and 3(t) = where [•] is the greatest integer function. Also, 
for some constants Y > 0, 6 and i = 1, 2 or 3, A(x) = A^(7x + 6), 
where 
A^(x) =0 x < 0, a > 0, 
= exp{-x~'^ } X > 0; 
Agfx) = exp{-(-x)^] X <0, a > 0, 
= 1 X > 0; 
Agfx) = exp{-e~^}. 
Proof ; Let x be a continuity point of A('). Define 
= max[î;^; 1 < i < j}. 
Choose 0 < Y < 1/2 and 0 < 6 < 1/2. For t sufficiently large, 
P(g(t)(l-Y) <N(t) <g(t)(l+Y)) > 1-6 
by the assumption on N(t). Let = I(t,Y) represent the interval 
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tg(t){l-Y),g(t)(l+Y)]. 
Since < ?(t) < \(t)+l surely, 
^^\(t)+l < Ax + B) < P(^(t) < AX + B) 
- ^%(t) < Ax + B) (4.4.3) 
for arbitrary A = A(t) > 0 and B = B(t). By obvious calculations, 
P(\(t) < AX + B) = < AX + B, N(t) g I^) 
+ P%(t) < AX + B, N(t) € I^) 
< P(N(t) g I^) 
+ E P(M < Ax + B, N(t) = n) 
n€l^ ' 
- * * - A* + = n) 
^ ^ + P(M[9(t)(l-Y)] + B, N(t) € I^) 
< 6 + (G(Ax + 
< Ô + (G(Ax + B))9(t)(l-Y) - 1 
and, similarly. 
^%(t)+l < AX + B) > < AX + B, N(t) e 
= ^<\(t)+l < Ax + B, N(t) = n) 
^ P(*[9(t)(l+Y)]+1 Ï AX + B, N(t) € 1^) 
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- ^^^[g(t)(l+Y)]+l - Ô 
> (G(Ax + B))9(t)(l+Y)+1 _ g 
for t sufficiently large. 
Suppose (4.4,2) is true. Let A = A(t) = and 
B = B(t) = By (4.4.3) and the above estimates. 
1+Y ( A ( x ) )  -  6  <  <  a g g i t , , *  +  
1-Y 
< 6 + (A(x)) . 
Letting Y and 6 ^  0^ establishes (4.4,1). 
Now, suppose (4,4.1) is true. Let A = A(t) = a(t) and 
B = B(t) = g{t). By (4,4,3) and the above estimates, 
(P(K(t) < a(t)x + g(t)) - 5)9(t)/(g(t)(l-Y) - 1) 
< (G(a(t)x + e(t)))9(t) 
< (P(%(t) < a(t)x + g(t)) + 6)9(t)/(9(t)(l+Y) + 1) 
and, therefore, 
< lim inf (G(a( t )x + f K t ) ) ) ? ^ ^ )  
t  -*  00  
< lim sup (G(a(t)x + g(t)))9(t) 
t -• 00 
< (A(x)+6)^/(^^^). 
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Letting Y and 5 ^  0* and a^ = a(g ^(n)) and = P(g ^ (n)) establishes 
(4.4.2). 
The last assertion of the theorem can be found in Anderson (1970). 
Anderson (1970) assumed that E(T^) = m < oo for i > 1 and, hence, 
had g(t) = t/m. The following corollary extends Anderson's result 
to include some null recurrent regenerative stochastic processes, 
that is, regenerative stochastic processes with m = oo. 
Corollary 4.4,1. If the distribution F(") of the random variables 
T^ for i >1 is relatively stable, then Theorem 4.4,1 is true with 
g(t) = U(t). 
Proof ; Since the relative stability of F(') is equivalent to the 
slow variation of m('), the corollary follows from Theorems 4,1,3 
and 4.4,1. 
As another application of Theorem 4.1.3, we show how easily a 
limit theorem for integrals of the form 
t 
Y(t) = S f(x(u)) du 
0 
can be proven. If one considers f(x(u)) as the marginal reward col­
lected by the regenerative stochastic process as it passes through 
x(u), then Y(t) is the total reward collected up to epoch t. 
Let TT( " ) be a measure on the Borel sets of the real line defined 
by 
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n{A) 5 E(/ ^  I (x(u))clu), 
0 ^ 
where I^(*) is the indicator function of the Borel set A. It is 
known that when the regenerative stochastic process is Markovian, 
then TT(*) is the invariant measure for the process. 
Theorem 4 .4.2. Let [x(t); t > o }  be a regenerative stochastic 
t 
process with excursions (T,,X.(«)). If m(t) = f  P(T^  > u)du is 
11 0 
(1-a)-varying with 0 < a < 1, then, for any n-integrable function 
f("), 
_ l  t 
t m(t) f f(x(u)) du 
0 
converges in distribution to C(f,TT,a)W^, where 
-1 °° 
C(f,n,a) = (r(2-a)) S f(u)n(du) 
and W has a Mittag-Leffler distribution with index a. 
a 
Proof ; Let f^\t) = max[0,f(t)} and f (t) = f^\t) - f(t). Define 
for i > 1 by 
= S f*(x(u)) du 
mm « 
and similarly define and By the nonnegativity of 
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N(t)-1 t N(t) 
S < J f (x(u))du < Z \ . 
i = 0  ^ 0  i = 0  
Since, by the strong law of large numbers, 
-1 N(t) + 
(N(t)) 2 X.  
i=0 ^ 
converges to E(\^) almost surely as t -* co. 
(NCt))"-^/ f*(x(u)) du (4.4.4) 
converges to E(\^) almost surely as t -• oo. Similarly, the almost 
sure convergence of (4,4,4) with f (.) replacing f (•) to E(X^) can 
be shown. Hence, the almost sure convergence of (4,4,4) with f(') 
replacing f"*"{ • ) to E(\^) as t-• oo follows, Therefore, 
t t 
t m(t) f f(x(u))du = (t m(t)N(t))(N(t)) f f(x(u))du 
0 0 
converges in distribution to (F (2-a) ) ^W^E(Xj^) as t -• <» by Theorems 
4.1.3 and 1.1.5. Since 
E(\^) = f f(u)TT(du), 
-OO 
the proof is complete. 
As an example of the above theorem, consider the standard Brownian 
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motion. To show that Brownian motion is a regenerative stochastic 
process and apply Theorem 4.4.2, it is necessary to identify an 
imbedded renewal process and the index a. While many imbedded 
renewal processes are possible, the renewal process generated by 
returns to zero after hitting one is perhaps the simplest to work 
with. The explicit formulation is given below. 
Let {x(t) 5  t > 0} be the standard Brownian motion with x(0) = 0. 
Define T^ by 
T^ E inf[t > T^ x(t) < 0}, 
where 
T^ ^ = inf{t > 0: x(t) > l}. 
Let T^ 2 = ?! - ?! 1 and observe that 
P{T^ ]_ < t) = P{T^ 2 t) = 2(1 -
for t > 0 by the so-called reflection principle (see Feller (1971), 
pages 174-175), where $(•) is the standard normal distribution. A 
simple calculation demonstrates that 
P(T . > t) ~ t"l/2(2/n)l/2 
i, 1 
as t -• 00 for i = 1 and 2. The Markovian nature of Brownian motion 
ensures the independence of T^ ^ and T, „ and, hence, by Feller (1971), 1,1 L ,Z  
page 279, as t -* 00, 
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P(T > t) ~ 
Since, by Theorem 1.2,3, 
m(t) ~ 
as t -• ÎO, Theorem 4.4.2 is applicable with a = 1/2. Since Brownian 
motion is Markovian, rr(*) is the invariant measure. In addition, 
TT(') is known to be a constant times Lebesgue measure. Therefore, 
Theorem 4,4.2 gives that if £(•) is integrable on the real line, that 
00 
is, i f  f  |f(u)| du < 00, then 
-oo 
-1 /? ^ 
t X f(x(u)) du 
converges in distribution to f(u)du)|z| as t -» =o, where 
•00 
Z is a standard normal random variable and = n([0,l]). 
00 
The above result remains true when J* f(u)du = 0, however, the 
t -00 
appropriate renormalization of f  f(x(u))du to achieve a nondegenerate 
0 
limit is not known at this time. 
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