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Abstract 
In this paper passive task-related effects of highway driving in monotonous environments were studied using driving simulator 
experiments. Seventeen drivers were asked to drive in monotonous and various environments in the morning (9:00-11:00 a.m.) 
and in the early afternoon (1:00-3:00 p.m.); the Mean and the Standard Deviation of Steer Error and the Standard Deviation of 
Lateral Position, calculated on sub-interval of 1 minute, were recorded and chosen as response variables. The analysis conducted 
using mixed-effects models highlighted negative influence of the duration of driving task, monotonous environment and 
circadian effects in decrements of driving performances. 
   -  
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1. Introduction 
Driver fatigue is a multidimensional and complex subject, addressed in past years by many researchers but not 
completely defined and clarified: terms like drowsiness, sleepiness and fatigue are often used like synonymous. The 
importance of studying fatigue is related to the fact that it represents a contributing factor in many crashes every 
year. Following a sub categorization of fatigue concept recently proposed by May and Baldwin, (May and Baldwin, 
2009) this paper focuses on passive task-related (TR) effects of highway driving in monotonous environments. 
Differently from previous studies, the paper investigates the effects of monotonous environment separating them 
from other causal factors of fatigued state, aiming at a better evaluation of their relative importance and of the onset 
of driving fatigue phenomenon. 
The analysis was based on results obtained using a driving simulator approach, which has been widely adopted in 
recent years for this specific kind of studies, given the opportunity to analyze risky driving conditions in a safe and 
controlled environment. Mixed-effects models were chosen as the most suitable analysis tool to deal with the 
objectives of the study.  
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The paper is organized as follows. Section 2 is devoted to a brief description of previous works concerning 
driving fatigue. Section 3 describes the laboratory experimental design and Section 4 deals with the case-study 
analysis. Concluding remarks are presented in Section 5. 
2. Related works 
The analysis conducted in this paper has considered as a main reference point the recent study by May and 
Baldwin (May and Baldwin, 2009), in which the authors proposed a fatigue sub categorization based on the causal 
factors contributing to the fatigued state. The main advantage of this classification is its usefulness for a correct 
analysis of driving behavior and for the successful development of technologies which enable the identification of 
fatigue mechanisms. Looking at the model in Figure 1, a distinction can be made between sleep-related (SR) and 
task-related (TR) fatigue.  
 
Figure 1 A model of fatigue. Source: (May and Baldwin, 2009) 
In SR case the causes of decrement in driving performance can be related to the circadian rhythm (i.e. time of 
day), sleep disorders, and sleep deprivation or restriction. The body’s natural circadian rhythm controls the 
sleep/wake alternation during the day, including an attentiveness loss in the early afternoon during which people are 
sleepier. Decrements in driving performances as effects of the circadian rhythm were widely studied in the past. The 
results of the driving simulator study conducted by Lenné and colleagues (Lenné et al., 1997) suggested that driving 
performances depend on diurnal variations, with impairments in the early afternoon comparable in magnitude with 
those occurred in the late evening and early morning. Pack and colleagues (Pack et al., 1995) found that the amount 
of sleep-related car crashes increments in the early morning (2 – 6 a.m.) and in the early afternoon (2 - 4 p.m.), in 
correspondence of the peaks of sleep need. Similarly sleep deprivation and restrictions produce impairments in 
driving performances. 
Otherwise TR Fatigue is caused by different combinations of the driving task and the driving environment, which 
can be categorized in active and passive task-related fatigue (Figure 1).  
Active TR fatigue is related to overload (high demand) driving conditions (Gimeno et al., 2006) and it is the most 
common form of TR fatigue experienced by drivers (Desmond and Hancock, 2001). Examples of this type of 
situations are driving with high traffic density, poor visibility or with the need to complete an auxiliary secondary 
task in addition to the driving task (e.g. using a mobile phone). Passive TR fatigue is connected to underload driving 
conditions, which include driving in monotonous environments, especially for extended period of times, or driving 
task partially/completely automated (Gimeno et al., 2006).  
In fatigue studies the use of driving simulator has been widely adopted in recent years (Ting et al., 2008; Philip et 
al., 2005; Thiffault and Bergeron, 2003), given the opportunity to analyze risky driving conditions in a safe and 
controlled environment. Moreover the adoption of laboratory experiments allows controlling the effects induced by 
subject characteristics and measuring accurately changes occurring in driving performances. In the past a small 
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number of works have considered the effects of highway monotonous environments on driving performances, and, 
to the authors’ knowledge, only one paper dealt with it from a driving simulator perspective. In their paper Thiffault 
and Bergeron (Thiffault and Bergeron, 2003) addressed this particular aspect of driver fatigue asking to sample 
drivers to perform a 40 minutes driving task in the afternoon post-lunch period. Their results highlighted temporal 
increments of the mean and the standard deviation of steering wheel movements and of the frequency of larger steer 
wheel movements. From a qualitative point of view monotonous conditions seemed to induce stronger negative 
effects than various conditions, however statistical analysis did not confirm their significance.  
May and Baldwin (May and Baldwin, 2009) argued that in most studies the experiments confounded different 
causes of fatigue, for example focusing on circadian rhythm effects (SR-Fatigue) in highway driving performance 
(TR-Fatigue). Starting from this remark, the paper focuses on the analysis of passive task-related (TR) effects of 
highway driving in monotonous environments, studying the time evolution of some driving performance indicators, 
with particular attention to a clear distinction of fatigue effects. 
3. Methodology 
In order to collect information about driving fatigue, a laboratory experiment was designed and developed using a 
driving simulator, which has been proven to be an effective tool for different aims and driving conditions (Rossi et 
al., 2011; Bella, 2008a; Bella, 2008b; Bittner et al., 2002; Godley et al., 2002; Klee et al., 1999; Kaptein et al., 1996; 
Blana, 1996; Staplin, 1995). 
The University of Padova simulation system used for the experiments is a fixed-base driving simulator produced 
by STSoftware®, which includes a realistic cockpit, three networked computers, five high definition screens and a 
Dolby Surround® sound system. This configuration allows producing realistic virtual views of the road network and 
of the surrounding context (Fig. 2). 
 
 
Figure 2 University of Padova Driving Simulator 
4. Case Study 
4.1. Subjects 
The drivers’ sample used in the study was composed by seventeen drivers relatively balanced as concerns gender. 
Drivers were students, staff of the University and other people having the following characteristics: 
 absence of previous experiences with driving simulators, 
 at least 3 years of driving experience, 
 annual average driven distance of at least 5.000 km. 
A summary about test drivers’ characteristics is presented in Table 1. 
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Table 1 Test drivers’ characteristics: age and driving experience 
 Mean Standard Deviation Range 
Age 25,5 3,32 20-40 
Years of driving 6,5 3,38 3-15 
Km driven per year 13.333 9.194 3.000-20.000 
4.2. Driving Simulator Experiment Design 
In the design phase two distinct scenarios of highway environment were built in virtual reality using a three-
dimension rendering software. Both scenarios were based on a road circuit 13,9 km long, with two driving lanes 
(width 3,5 m) and a hard shoulder (width 2,0 m). The circuit was designed with a virtual banking that created a 
tendency to deviate to the right, requiring steer corrections by the driver to compensate it. On the opposite direction 
a light traffic was present, in order to enhance the naturalism of the scenarios. 
The scenarios differed for the type of environment in which the circuit was inserted: in the first case 
(Monotonous Environment, ME) pairs of trees were regularly put on both sides of the road and facades of trees 
closed the line of vision at the horizon; in the second case (Various Environment, VE) different types of buildings 
and vertical signs were added on both roadsides. Day time and good weather conditions, which allow good 
visibility, were adopted in both scenarios (i.e. wind or traffic disturbance effects on the lane were absent). 
Experiments were made following the same common structure. Firstly drivers were given 10 minutes to become 
familiar with the simulator driving on a rural road. After a 5-minutes rest they were instructed to drive for 40 
minutes in the center of the right lane as they would normally do in the real world, choosing the speed on their 
attitude. Summarizing this structure, each experiment was divided in four phases: 
 driving task on a rural road (10 minutes training); 
 rest (5 minutes); 
 driving task on a motorway (40 minutes); 
 interview of the participant to collect information about his/her status and the driving task. 
The experimental design adopted was specifically intended to consider the relative importance both of monotony 
(monotonous and various environment) and of day time change (morning conditions, 9:00-11:00 a.m., and early 
afternoon conditions, 1:00-3:00 p.m.). For this reason each driver was asked to drive in four different conditions: 
1. Various Environment in the Morning (VEM); 
2. Various Environment in the Afternoon (VEA); 
3. Monotonous Environment in the Morning (MEM); 
4. Monotonous Environment in the Afternoon (MEA). 
By this way a clear distinction between different causes of fatigue has been made, following what remarked by 
May and Baldwin (May and Baldwin, 2009). 
4.3. Response Variables 
In addition to the measures used by Thiffault and Bergeron (Thiffault and Bergeron, 2003) (mean and standard 
deviation of steering wheel movements and frequency of larger steer wheel movements), other authors have 
proposed objective vehicle-based measures of performance concerning fatigue, like the number of edge line 
crossings or the standard deviation of lateral position and speed (Ting et al., 2008; Philip et al., 2005). In past studies 
the fatigue phenomenon, and in particular the influence of the circadian effect, have been studied analyzing 
physiological, like bio-response or eye-tracking, or subjective indicators (Liu et al., 2009). In this study these latest 
indicators were not considered. 
The use of driving simulator allows recording various parameters describing the driver behavior at a frequency of 
10 Hz, in particular global position, velocity and acceleration of the vehicle and many cabin parameters. For the 
purpose of this study, the Steer Error (difference between the Steer movements made by the drivers and the ideal 
Steer movements) and the Lateral Position were considered representative of the driving behavior. Other measures 
were not analyzed, because correlated to the ones already considered (i.e. edge line crossing and lateral position) or 
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non significant as a measure of fatigue (for example speed variable, because in these experiments it was a 
completely free choice of the driver). 
To simplify the vast amount of data available, the driving sessions (40 minutes long) were subdivided in 40 
intervals of 1 minute and for each interval the mean and the standard deviation of the output variables were 
calculated; finally the Mean and the Standard Deviation of Steer Error (Mean.Steer.Error, SD.Steer.Error) and the 
Standard Deviation of Lateral Position (SD.Lat.Pos) were chosen as response variables.  
4.4. Data Cleaning 
The dataset used for the analysis consisted of 1.533 records, each of them including the values of response 
variables (Mean.Steer.Error, SD.Steer.Error and SD.Lat.Pos.) for one-minute long sub-interval of simulation. Before 
the analysis the dataset was cleaned from non significant data using the following criteria: 
 elimination of data from non-completed experiments; 
 elimination of data from the first minute of each experiment, in order to consider only data representing stable 
highway driving conditions. In fact, each driver at the beginning of the simulation was positioned on an 
acceleration lane and need about a minute to reach the desired highway speed; 
 elimination of the first experiment conducted by each driver, in order to consider the effect of adaption to the 
circuit which overdraws the negative driving performances in the first test; 
 “outliers” elimination: data having at least one of the following characteristics have been eliminated from the 
dataset:  
1. Standard Deviation of Steer Error > 6° 
2. Mean of Steer Error > 6° 
3. Standard Deviation of Lateral Position > 0.6 m  
These thresholds were fixed considering that they were sufficiently able to exclude exceptional cases (driving off 
the road, lane changing), allowing at the same time the representation of driving behavior both in normal and in 
fatigued conditions. 
4.5. Data Analysis 
Differently from previous studies concerning fatigue, which adopted ANOVA for repeated measures (Thiffault 
and Bergeron, 2003; Philip et al., 2005; Ting et al., 2008), the analysis of data was conducted using mixed-effects 
models with subjects as random effects (Pinheiro and Bates, 2009; Verbeke and Molenberghs, 2009; Baayen et al., 
2008). This choice was made considering the main advantages offered by the use of these models compared to 
ANOVA, in particular: 
 capability of dealing with unbalanced data (i.e. cases when the experiments are not repeated by subjects in all 
conditions); 
 better identification of fatigue effects, with the capability of following the evolution in driving performance for 
each subject, avoiding counterbalancing effects with the use of means. 
Mixed-effects models (linear or generalized) represent a more general case of fixed and random effects models, 
taking advantage of the capabilities offered by both of them. Fixed-effects models are mainly oriented to define the 
effects of repeatable predictors (i.e. independent variables with a fixed set of levels) on a specific response variable, 
while random-effects models more focus on the variability of response variable between different levels of 
predictors. The functional forms of these models differ in the sense that for fixed effects models the coefficient of 
predictors are considered constant, while for random-effects models the coefficients are supposed to be normally 
distributed, representing the variability of populations under analysis.  
The choice of the mixed-effects models is profitable when a certain number of subjects are tested in different 
conditions: the incidence on response variables of the predictors can be studied using the fixed part of the model, 
while the variability induced by the sampling process of subjects can be managed by the random part.  
A linear mixed-effects model (that has been used in this work) takes the form: 
  1 1 1 1y x x b z b zpij pij iq qij ijij i ij          (1) 
Riccardo Rossi et al. / Procedia Social and Behavioral Sciences 20 (2011) 666–675 671
 Riccardo Rossi, Massimiliano Gastaldi, Gregorio Gecchele / Procedia – Social and Behavioral Sciences 00 (2011) 000–000 
   2 0, , , ' '
 
b N Cov b bik k k k kk
     (2) 
 2 2  0, , , ' 'N Covij ijj ij ij ijj       
 
 
 
  (3) 
Where: 
 yij is the value of response variable for the jth observation of the ni observations available for the ith subject; 
 , ,1 p  are the fixed-effects coefficients, which are the same for all subjects; 
 , ,1x x pijij   are the fixed-effects regressors for observation j of subject i; usually the first regressor is 
assumed to be a constant, 11x ij  ; 
 , ,1b biqi   are the random-effects coefficients for subject i, assumed to be multivariately normally distributed; 
this means that random effects vary by subject. The bik are thought as random variables and from this point of 
view are similar to the errors ij (see below); 
 2k  are the variances and 'kk the covariances among the random effects, assumed to be constant across 
subjects; 
 , ,1z zqijij  are the random-effects regressors; 
 ij  is the error for observation j of subject i; the errors for subject i are assumed to be multivariately 
normally distributed; 
 2 ijj   are covariances between errors for subject i. 
Alternatively the same structure can be defined in matrix form: 
  Y X β Z b εi i i i i   (4) 
    ~ 0, ,  ~ 0, R b GiN N   (5) 
 ňγ   (6) 
 
where:  
 Yi is the 1ni  response vector for observations of subject i; 
 X i is the ni p design matrix of fixed effects for observations of subject i; 
 β  is the 1p  vector of fixed-effects coefficients; 
 Zi is the ni q design matrix of random effects for observations of subject i; 
 bi is the 1q  vector of random-effects coefficients; 
 εi is the 1ni  vector of errors for observations of subject i; 
 G is the q q covariance matrix for the random-effects; 
 R is the ni in covariance matrix for the errors of subject i. 
The design matrices X i and Zi are defined by the analyst in order to study the effects of each predictor, fixed-
effects and random effects variables, on the response variable. Furthermore different specifications of the covariance 
structures ( G and R ) for random effects and residuals are possible; globally the variance of Y is V = ZGZ' + R . 
In this specific case-study the marginal variance-covariance matrix G has a compound symmetry structure, which 
assumes that the observations of the same subject have homogeneous variances and homogeneous covariances. For 
each response variable (SD.Lat.Pos., SD.Steer.Error, and Mean.Steer.Error) different models were specified, 
considering as fixed effects: 
 the intercept (which represents the mean value of the response variable when the other effects are equal to 
zero and has the same values for all subjects),  
 the effect of the duration of the experiment (normalized variable time.norm),  
 the effect of monotonous environment (represented by a dummy scen, which takes the value of one in the 
case of monotonous environment and zero in the case of various environment),  
 and the time of day effect (represented by a dummy circ, which takes the value of one if the experiment was 
taken in the afternoon and zero if it was taken in the morning). 
The only random effect in the model was the subj variable, since each subject was considered as randomly 
sampled from the population of all possible drivers. Random slope for time.norm variable and random intercepts for 
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each subjects were introduced, meaning that by-subject adjustment to the intercept and to the slope for time.norm 
variable are allowed. 
Different models were specified from data using a technique called Relativized (or Restricted) Maximum 
Likelihood, using the lme4 package (Bates, 2005; Bates and Sarkar, 2007) freely available in R, an open-source 
language and environment for statistical computing. The results were compared with respect to the likelihood ratio 
test, which tests the significance of the difference between log likelihood measures, finding as the best specification 
for each response variable the model including fixed effects without second order terms (tested as non-significant at 
5% level). 
Finally residual diagnostics were produced (Montgomery and Runger, 2007) to verify if the model fitted properly 
with the dataset. As can be observed in the two left panels of Figure 3 for the SD.Steer.Error model (similar results 
were obtained for the other variables), potential difficulties could arise when fitting extreme data (values 
representing conditions of high driver fatigue). To check if the quality of the pattern of results was not due to the 
presence of outliers, the models were refitted without data points with residuals at a distance greater than 2.5 
standard deviations from zero. The adoption of the reduced model produced an improvement in the quantile-quantile 
plot of residuals (right diagram of Figure 3) even if the values of parameters did not vary in a relevant manner from 
the original model. This fact can be viewed as a good capability of the original model in representing data. 
Figure 3 Residuals diagnostics for the models before (left diagrams) and after (right diagrams) removal of data points with residuals at a distance 
greater than 2.5 standard deviations from zero. 
As regard the use of subject random effect, its importance can be seen in Figure 4, where the linear mixed model 
fitted for SD.Lat.Pos. was plotted against time.norm variable over data points grouped by subject (the continuous 
line represents the model fitted after the removal of data points with residuals at a distance greater than 2.5 standard 
deviations from zero, the dashed line the model before it). For each driver the model allows to make a correction to 
the intercept and the slope in order to reach a better fit of the data. This opportunity must be managed with attention 
in order to provide a good specification, which correctly balances mean behavior and subject characteristics.  
4.5.1. Characteristics of the models 
 
Table 2 presents some summary statistics regarding the response variables estimated with the final models; in 
particular we refer to the values of the estimates of the fixed factors and their significance in terms of t-test.  
In Figures Figure 4, Fig.5 and Figure 6 the temporal evolution of these variables for each subject were 
represented; in this way it is possible to better understand how each driver differs from the mean behavior, in terms 
of differences from the central line position (SD.Lat.Pos.) or steer errors made during the driving sessions 
(SD.Steer.Error and Mean.Steer.Error). As an example it can be observed that subjects 7 and 15 differentiated from 
the others regarding the SD.Lat.Pos variable: instead of increasing during the experiments the values for these 
drivers decrease, highlighting a stable driving behavior during the experiment in term of position in the driving lane. 
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Table  2 Summary of response variable statistics 
 SD.Lat.Pos Mean.Steer.Error SD.Steer.Error 
Predictor Estimate Standard Error t-value Estimate St. Error t-value Estimate St. Error t-value 
Intercept 0,153614 0,014313 10,732 1,86517 0,13639 13,676 1,81875 0,13472 13,500 
Time.norm 0,063334 0,012672 4,998 0,75531 0,11855 6,371 0,68342 0,11140 6,135 
Circ 0,034221 0,003424 9,994 0,21960 0,03303 6,649 0,24853 0,03649 6,810 
Scen 0,021232 0,003396 6,252 0,19117 0,03276 5,836 0,20238 0,03619 5,592 
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Figure 5 Mean of Steer Error, linear mixed model fitting data for each of the 17 subjects.  
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Figure 6 Standard Deviation of Steer Error, linear mixed model fitting data for each of the 17 subjects. 
4.5.2. Discussion of Results 
 
A general analysis of results can be done highlighting some main findings common to all the response variables. 
Looking at  
, fixed-effects terms are positive and significant at 5% level: each variable has positive increments of the base 
value (represented by the intercept) both for the effect of the duration of the experiment, both for the effect of a 
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Figure 4 Standard Deviation of Lateral Position, linear mixed model fitting data for each of the 17 subjects. 
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change in the conditions of experiment from the base ones. This situation is represented by a driving task performed 
on a various environment (scen = 0) in the morning (circ = 0). 
These results support different hypotheses regarding the driver fatigue concept, some of them according to other 
past studies. As observed by Thiffault and Bergeron (Thiffault and Bergeron, 2003) the duration of driving task 
produces progressive decrements in performances (time.norm); this finding suggests that the proposed simulator 
design is capable to reproduce the onset of driver fatigue phenomenon and its first development. 
In a similar manner, the time of day (circ) affects the increments in the response variables, as already found in 
literature for the SD.Lat.Pos (Lenné et al., 1997): experiments conducted in the early afternoon revealed values of 
these variables higher than those obtained in the morning. 
More interesting are the results concerning the effects produced by the type of environment: the specification of 
the model reveals that this fixed effect (scen) is significant at 5% level for the increments of the variables. This 
finding represents a significant improvement of the study of Thiffault and Bergeron (Thiffault and Bergeron, 2003), 
which simply highlighted a negative effect of monotonous conditions from a qualitative point of view. 
Considering the values of the fixed effects, different levels of importance arise: the most important effect is the 
time effect, followed by time of day and monotony effects. This means that the conditions which induce the highest 
decrements in driving performances are represented by a driving task performed on a monotonous environment 
(scen = 1) in the early afternoon (circ = 1), and that the driving on a various environment (scen = 0) in the early 
afternoon (circ = 1) is harder (from a fatigue point of view) than driving on a monotonous environment (scen = 1) in 
the morning (circ = 0). 
5. Conclusions 
In this study, data collected with an interactive driving simulator in laboratory environment were used to analyze 
driver fatigue, with a specific attention to passive task-related (TR) effects of highway driving in monotonous 
environments. Laboratory experiments allowed considering risky driving conditions in a safe and controlled 
environment, isolating the influence of subject characteristics and measuring with high precision changes occurring 
in driving performances. 
Seventeen subjects were asked to drive on a highway road circuit for 40 minutes in the center of the right lane as 
they would normally do in the real world, choosing the speed on their attitude. In the design phase two distinct 
scenarios of highway environment were built: a monotonous environment, with pairs of trees regularly put on both 
sides of the road and facades of trees closing the line of vision at the horizon, and a various environment, 
characterized by different types of buildings and vertical signs added on both roadsides. 
Each driver was asked to drive on both environments in the morning (9:00-11:00 a.m.) and in the early afternoon 
(1:00-3:00 p.m.), since the experimental design adopted was specifically intended to consider the relative 
importance both of monotony and of day time change. The Mean and the Standard Deviation of Steer Error 
(Mean.Steer.Error, SD.Steer.Error) and the Standard Deviation of Lateral Position (SD.Lat.Pos.), calculated on sub-
intervals of 1 minute, were chosen as response variables. 
Particular attention has been devoted to the preliminary analysis of data and to the data cleaning procedure, 
which highlighted a phenomenon of progressive confidence with driving simulator.  
The characteristics of experiment and dataset induced to choose mixed-effects models as a suitable analysis tool 
for the specific case-study, since it allowed highlighting both common tendencies, here reported as main results, and 
the presence of specific subject behaviors that in some cases may be opposite. 
The results obtained appear interesting:  
 in accordance to previous studies, a negative influence on driving performances of the circadian effect has been 
proofed which leads to riskier driving conditions in the early afternoon; 
 in accordance to previous studies, a negative influence of the duration of driving task, confirmed by a 
progressive temporal decrement of driving performances, has been observed; 
 in addition to previous studies, the effect of driving in a monotonous environment negatively influenced driving 
performances, leading to worse performances compared to driving in a various environment; 
 there were different levels of importance for each effect; the most important effect is the time effect, followed by 
time of day and monotony effects. 
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These results give a deeper vision of the fatigue problem, isolating different aspects concurring to the impairment 
in driving performances. Since each aspect of fatigue is related to specific causal factors and must be addressed with 
specific countermeasures, the search of practical solutions helping drivers needs to be developed in different 
directions. In particular the aspect of driving in monotonous environments has not been specifically addressed in the 
past, therefore a deeper analysis of the characteristics of the phenomenon (e.g. definition of measures of 
environment monotony) and testing of possible countermeasures (e.g. in-vehicle countermeasure to increase the 
alertness or specific guidelines in the road design process) are needed. 
Some interesting directions in which this work could be extended are: 
 extending the sample size (number and stratification) in order to better represent the population of drivers and 
their driving characteristics; 
 considering other variables as predictors (age, gender, driving style, etc.); 
 considering combined effects of predictors and other model formulations; 
 considering the adoption of physiological measures of fatigue (bio-response or eye-tracking) to better represents 
some aspects of the fatigue phenomenon;  
 in a long term horizon, testing the adoption of in-vehicle countermeasures to passive task-related effects. 
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