. In view of their results, we consider here stipulations on a splitting A = M − N , which lead to fixed point systems such that, the iterative scheme converges to a weighted Moore-Penrose solution to the system Ax = b. Our results extend the result of Lee et al. to a more general case and we also show that it requires less restrictions on the splittings than Keller's P-regularity condition to ensure the convergence of iterative scheme.
Introduction
Singular and semidefinite linear systems [4, 11, 13] are an important class of systems that arise often in applications, such as the discretized systems for the Poisson equation and the linear elasticity equations with pure Neumann boundary conditions, the algebraic systems from the generalized finite element method and so forth [7] . The convergence of iterative methods for the semidefinite systems has been studied by many authors in the literature. The best known work is perhaps the P-regularity condition introduced by Keller in [9] , which showed that the necessary and sufficient conditions for a very general class of iteration schemes based on Pregular splitting to converge is that the system be positive semidefinite. While the P-regularity condition is sufficient for most practical applications, but from theoretical point of view, this condition is not necessary. In [11] , the authors provided two more refined sufficient conditions under which iteration is semi-convergent.
Our paper builds on earlier works aforementioned. In this paper, we examine the sufficient conditions for the convergence of iterative methods based on splittings for semidefinite linear systems such that the iterative schemes converge to a weighted Moore-Penrose solution to the system Ax = b. Our results generalize the work of Keller [9] and Lee et al. [11] .
First, we consider the general linear system. Let A be an m × n complex matrix with rank r, and consider the rectangular linear system
where x is a complex n-vector and b is a complex m-vector. The linear iterative methods for solving (1.1) of the form
where B is an nth order complex matrix, are often employed. For this reason B is commonly called iteration matrix.
The most prevalent approach for obtaining iterative method (1.2) is (cf. [17] ) via a splitting of the coefficient matrix A into the form
If m = n and M is nonsingular, the iterative scheme can be given by
which is identical to
For these special cases, Keller [9] gave the following classical convergence result. If m / = n or M is not invertible, we can, by taking a generalized inverse M − of M (instead of M −1 ), extend (1.4) by considering the following iterative scheme:
Generalized inverses of matrices play an important role in our paper. Suggestions for various kinds of generalized inverses in (1.5) have been made in the literature. We will cite them later in our paper. In Section 2, we shall briefly summarize results from the literature on generalized inverses which are most relevant to this paper. We could see that it will be instructive for our purposes to consider reflexive inverses as weighted Moore-Penrose inverses and call the corresponding solution which they induce weighted Moore-Penrose solutions. In Section 3, we study the convergence of iterative method for Hermitian and semidefinite linear systems based on the splittings of coefficient matrix and show our main results of this paper. It should be emphasized that we are not proposing the computation of any generalized inverse as an intermediate step to set up the iterative method in this paper. Finally, we provide some conclusion remarks in Section 4.
Notation and preliminary results
In this paper, we will adopt the same notation as in [14] . and it is called an outer inverse of A if
If X is both an inner and an outer inverse of A, then it is called a reflexive inverse of A. Given a subspace T ⊆ C n which is complementary to N(A) and a subspace S ⊆ C m which is complementary to R(A), there exists a unique reflexive inverse X of A such that
T ,S . It is known that [19] ;
where P T ,N (A) and P R(A),S denote the oblique projectors on T along N(A) and on R(A) along S, respectively. With any reflexive inverse X of A one can associate two vector norms in C n and C m as follows [8] :
and
Due to the finite dimensional setting which we work in, for any vector b ∈ C m , the set
and the vector x * = A (1, 2) T ,S b have the following properties:
Therefore we can interpret any reflexive inverse as a weighted Moore-Penrose inverse and vice versa, and x * as a weighted Moore-Penrose solution to system (1.1).
We mention some choices of T and S which correspond to reflexive inverses that are frequently used in applications and in the literature [21] [22] [23] .
is the minimum 2-norm least squares solution of the system Ax = b. Let P , Q be Hermitian positive definite matrices of order m and n, respectively. If
is the weighted least squares (P ) solution of minimum-norm (Q) of the system Ax = b (cf. [1, 18] ).
Another generalized inverse for a square matrix can be defined. Let A ∈ C n×n and let Ind(A) be the smallest nonnegative integer l such that N(A l ) = N(A l+1 ). Then there exists a unique matrix X ∈ C n×n , called the Drazin inverse of A and represented as A D , which satisfies the following matrix equations:
This reflexive inverse is called the group inverse of A and denoted by A g . It should be noted that A g is simply A (1, 2) R(A),N(A) .
Splittings and convergence
From this section on, we consider the iterative methods for the solution of Hermitian positive semidefinite consistent system, namely, A ∈ C n×n is Hermitian positive semidefinite and b ∈ R(A).
As we mentioned before, if m / = n or M in (1.3) is not invertible, suggestions for various kinds of generalized inverses in (1.5) have been made in the literature. We recall them as follows: In [15] , Plemmons chose M − as M † . In [2] , M − was taken to be a weighted Moore-Penrose inverse of M. Under additional assumptions on A just using inner inverses of M proved to be useful as we can see from the papers by Plemmons [16] , Chen [6] and Lawson [10] .
Throughout this section, we shall assume that M − is a weighted Moore-Penrose inverse of M. Let M ∈ C n×n and subspaces T , S ⊆ C n be given such that T ⊕ N(M) = C n and S ⊕ R(M) = C n . Taking the iteration matrix B and the vector c of (1.2) as
the iterative scheme (1.5) can be rewritten as
While the P-regularity condition in Keller's result is sufficient for most practical applications, but it is not necessary for the convergence from a theoretical point of view, which is shown with a small case study for convergence of iterative methods for semidefinite system in [11] .
In the remainder of this section, we shall examine conditions for the convergence of (3.2) for solving Hermitian positive semidefinite consistent system, where the matrix M and its weighted Moore-Penrose inverse in (3.2) satisfying the following two conditions:
. It is easy to see that both (S1) and (S2) are weaker than (i) and (ii) in Theorem 1.1, respectively. The assumption (S1) is to ensure that for any initial guess x (0) ∈ C n , the limit of (3.2) (if exists) is solution of (1.1). Before giving the convergence property for the iterative scheme based on splittings under assumptions (S1) and (S2), we derive some useful properties for the iteration matrix B = M (1, 2) T , S N in (3.2) as follows.
Lemma 3.1. Under the condition (S1), we have
Proof. Directly from N = M − A and (S1), we have R(N ) ⊆ R(M). Thus M(I
Then we obtain (3.3). This completes our proof. 
The proof of (3.4) is based on (3.3). Assume that (I

Lemma 3.2. Assume that A is Hermitian positive semidefinite and assumption (S1) holds, then there exists β > 0 such that
x A 1/2 β (I − B)x ∀x ∈ C n ,(3.
Proof. Let P = A (1,2) T ,S A, where A (1,2) T ,S is some weighted Moore-Penrose inverse of A. It is obvious that A(I − P ) = A(I − A (1,2)
T ,S A) = 0. Then the proof of (3.5) can be obtained as follows:
Hence,
Taking β = M A (1, 2) T ,S A 1/2 , we get (3.5).
Lemma 3.3.
Under the condition (S1), for all x ∈ C n we have
Proof. With (3.3) and from a direct calculation, we can get equality (3.6) immediately.
The next two conditions that are equivalent to (S2) are very useful in our following discussion.
Lemma 3.4. Suppose that A is Hermitian positive semidefinite and assumption (S1) holds. Then the assumption (S2) is equivalent to the following two assumptions:
(S2a) There exists ω ∈ (0, 2) such that for any x ∈ C n ,
((I − B)x, (I − B)x) A ωRe((I − B)x, Ax).
(S2b) There exists α > 0 such that for any x ∈ C n ,
((I − B)x, (I − B)x) A α((I − B)x, (I − B)x).
Proof. From the proof of Lemma 3.3, (3.6) can be rewritten as
Hence, (S2) is equivalent to
2Re((I − B)x, Ax) δ((I − B)x, (I − B)x) + ((I − B)x, (I − B)x) A , (3.8)
where δ > 0 for all x ∈ C n . We first show that (S2a) and (S2b) imply (S2). If (S2a) and (S2b) are satisfied, then we have
Thus, (3.8) holds by taking δ = α( 2 ω − 1). Now we assume that (S2) holds, namely (3.8) holds. Then with (3.8) and the fact that (x, x)
and then ω ∈ (0, 2) and thus (S2a) holds.
As for (S2b), with Cauchy-Schwartz inequality, we have (cf. (3.5) and (3.8))
Therefore,
Thus (S2b) holds. This completes our proof.
Next, we show some properties of iteration matrix B under assumptions (S1) and (S2). Let ν(B) be the pseudo-spectral radius of B, that is
where σ (B) is the set of the eigenvalues of matrix B.
Lemma 3.5. Suppose that A is Hermitian positive semidefinite. Under assumptions (S1) and (S2), we have
(ii) ν(B) < 1. Premultiplying M throughout (3.11), we have (cf. (S1))
Taking the inner product of each side of above expression with u to get
If we add this expression to its complex conjugate, using that A is Hermitian and
there results
Now set λ = α + iβ (i = √ −1) and the above formula can be rewritten as
The right hand side is positive since (Au, u) > 0 and assumption (S2). Hence we can get
Therefore we obtain (3.10). From (3.9), we know that the elementary divisors of B corresponding to λ = 1 are simple, which means that Ind(I − B) = 1. Thus together with (3.10), B is semi-convergent (see [3, 12] ).
This completes our proof.
Remark. It has been proved in [3, 12] that the necessary and sufficient conditions for a matrix B to be semi-convergent are that ν(B) < 1 and Ind(I − B) 1. With the knowledge of group inverse, we know that the limit matrix B ∞ for a semi-convergent matrix B can be written as
Before giving the main theorem of this section, we introduce the following useful lemma. 
. In addition, B is semi-convergent and hence
We first prove the sufficiency. Assume that
We can obtain directly from Lemma 3.6 that (M
. Thus it is easy to verify that x * * satisfies Ax * * = b and again with Lemma 3.6, it can also be verified that x * * satisfies
Define the kth error vector: Then we make the following decomposition: 
