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ABSTRACT 
In this study, MAS was applied to select the superior individuals from a single-cross 
hybrid population in maize. The 133 single-crosses, developed by randomly crossing 
between the recombinant inbred lines of the B73xDe811 (F&?) and Mol7xH99 (F&g) 
population, were evaluated in 2001 and 2002. Eight economically important traits were 
recorded on a plot mean basis. The first study involved the comparison of the predictive 
ability of four predictive models for assessing genetic values of individual single-crosses for 
each trait. Four predictive models including principal component regression (PCR) and 
stepwise regression (STR) with the individual and integrated marker data from parental 
populations (ind-PCR, int-PCR, ind-STR, and int-STR), were investigated. The result 
showed that the int-PCR model was the best model in predicting genetic values of individuals 
with minimizing the integrated means square error (IMSE) and maximizing coefficient of the 
correlation between the observed and the predicted values (F ). Therefore, the int- PCR 
model was used for estimating genetic values (marker scores) of individual single-crosses in 
the second study, where the objective of the second study was to compare the efficiency of 
MAS to phenotypic selection (PS) when selection was performed for each trait. Four 
selection schemes were used: (1) selection based on phenotype only (PS); (2) selection based 
on marker scores only (MS); (3) selection based on the combination of marker score and 
phenotype via selection indices (MPS); and (4) tandem marker scores and phenotypic 
selection (TMPS). Each was applied in selecting 20 individuals with the best performance for 
each trait of interest. The results showed that all selection schemes were successful in 
selecting the superior individuals according to their selection differentials and responses to 
selection. MS was inferior to PS in most cases. While TMPS and MPS appeared to be as 
vii 
effective as or better than PS in selecting for superior individuals according to their responses 
to selection, their percentages of selected lines in common with PS, and their theoretical 
efficiency in genetic improvement relative to PS, particularly for the traits with low 
heritability, i.e., root and stalk lodging. 
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CHAPTER 1. GENERAL INTRODUCTION 
Introduction 
Traditional selection in hybrid breeding program, breeding values of individuals are 
estimated using testcrosses of recombinant inbred lines and hybrids. The best individuals are 
selected according to their breeding values obtained from extensive yield trials (Fehr, 1987). 
However, only a limited number of hybrid combinations can be entered into the trials 
because of limited resources and labors (Bernardo, 1994). Incorporation of marker 
information into breeding programs in aiding identification and selection of superior 
individuals has been widely studied (Bernardo, 1994; Han et al., 1997; Xie and Xu, 1998; 
Romagosa et al., 1999; Ayoub et al., 2003; Jordan et al., 2003). It is expected that marker 
information can improve the accuracy of assessing the genetic value of individuals, 
particularly for quantitative traits. Therefore, use of marker assisted selection (MAS) would 
accelerate progress in selection programs by increasing accuracy of selection and increasing 
selection differential (Van Arendonk et al., 1994). The relative efficiency of MAS over 
phenotypic selection (PS) has been extensively studied using computer simulations (Lande 
and Thompson, 1990; Zhang and Smith, 1992; Gimelfarb and Lande, 1994a; Whittaker et al., 
1995; Han et al., 1997; Hospital et al., 1997; Van Berloo and Stam, 1999; Knapp, 1998) and 
experimental studies (Yousef and Juvik, 2001; Flint-Garcia et al., 2003). Theoretically, the 
advantage of MAS over PS is greatest when heritability is low and the proportion of additive 
genetic variance associated to markers is high. The advantage of using MAS increases if 
selection pressure is increased or if the size of populations needed in breeding programs and 
the cost associated with molecular marker assays are decreased (Bernardo, 2002). 
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An important factor in MAS is the accuracy of estimating the genetic effects related 
to the trait of interest. Two procedures were developed to incorporate marker information 
into predictors of genetic merit of individuals for selecting the superior individuals in 
breeding programs. MAS can be implemented based on the genetic effect of the identified 
QTL, which are detected by using standard QTL mapping methods (Han et al., 1997; Flint-
Garcia et al., 2003). However, the pre-identification of particular QTL locations and effects 
are not required when MAS is performed based on modeling phenotypic data with marker 
information in predicting the genetic or breeding values of the individuals (Lande and 
Thompson, 1990; Gimelfarb and Lande, 1994a, b; Whittaker et al., 1996; Lange and 
Whittaker, 2001; Gianola et al., 2003). Several alternative statistical procedures have been 
suggested for estimation of the marker effect, and breeding value such as least-squares, 
principal component regression (PCR), ridge regression, stepwise regression (STR), and 
generalized regression (Lande and Thompson, 1990; Gimelfarb and Lande, 1995; Hospital et 
al., 1997; Johnson, 2004; Kwang and Nettleton, 2003). The estimates of genetic effects, i.e. 
marker scores or the combination of marker score and phenotype via selection indices can be 
used as selection criteria in selecting for superior individuals (Lande and Thompson, 1990; 
Gimelfarb and Lande, 1994a). 
The relative efficiencies of MAS and PS have been examined by a number of 
empirical experiments (Stromberg et al., 1994; Eathington et al., 1997; Flint-Garcia et al., 
2003). Generally, selection using molecular markers alone is expected to be less effective 
than combined selection on molecular markers and phenotype if the molecular score can not 
capture all genetic variation or the phenotypic data provides no difference in individual 
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performance under selection. The effectiveness of selection based on selection indices 
increases if the trait has low heritability. 
In corn, MAS was successful in selecting superior lines over PS for grain yield and 
stalk lodging in testcrosses under favorable environments tested (Eathington et al., 1997), for 
stalk lodging in F23 populations (Flint-Garcia et al., 2003), and for seedling emergence and 
quality eating in sweet corn (Yousef and Juvik ,2001). In contrast, Stromberg et al. (1994) 
reported the failure of MAS in identifying the superior lines because of limited marker 
coverage, and population size in their study. 
The objectives of this study are to: 
(i) Compare the efficiency of four alternative models developed using principal 
component regression (PCR), and stepwise regression (STR) procedures in estimating 
genetic effect, and predicting genetic merits of individual single crosses (tested and untested 
individuals). 
(ii) Assess the efficiency of MAS relative to phenotype-based selection when the four 
selection schemes: (1) phenotypic-based selection (PS), (2) marker score-based selection 
(MS), (3) selection based on the combination of marker-score and phenotype via selection 
index (MPS), and (4) tandem marker score and phenotype selection (TMPS) were performed 
on selecting for superior individuals. 
Dissertation organization 
This dissertation includes 2 manuscripts to be submitted to professional journals, 
general conclusion, and appendices. The first manuscript reports on the models for estimating 
genetic effects and genetic merits of individual single-cross lines derived from randomly 
pair-crossing of maize from two RIL-parental populations (Mol7xH99 (F&g) and 
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B73xDe811 (F^?) population) developed through a single-seed descent method. Predictive 
efficiencies of the models developed from utilizing PCR, and STR have been discussed. In 
the second manuscript, efficiencies of MAS including MS, MPS, and TMPS have been 
compared to PS for each trait under study. Each manuscript has four sections including an 
introduction, a section of materials and methods, a section of results and discussion, and a 
section of references. Following the second manuscript, a general conclusion is included. 
Literature Review 
Populations in current study 
Two RIL populations, Mol7xH99 (F&g) and B73xDe811 (F6:7) population, were used 
as the parental populations in creating 177 single-crosses for observing the phenotypic values 
over locations in 2001 and 2002. The Mol7xH99 population was originally formed in 1988 
at the research station near Ames, Iowa State University. One hundred and eighty-six F&* 
lines were developed by single-seed descent from unselected F% plants through the F6 
generation. The F? seeds from each F6 plant were harvested separately. In F? generation, the 
Fô;7 seeds of each line were planted in a row. Ten plants per line were self-pollinated, and an 
equal amount of F6:8 seed per plant were harvested in bulk. 
Inbreds Mol7 and H99 are the U.S. Corn Belt maize inbreds in the Lancaster Sure 
Crop heterotic group. Inbred Mo 17 has greater values in several traits including grain yield, 
plant height, kernel weight, and flowering date relative to inbred H99 (Veldboom and Lee, 
1994; Veldboom et al., 1994; Austin and Lee, 1996; Austin et al., 2000, 2001). 
A linkage map of this population was generated from 20 restriction fragment length 
polymorphism (RFLP) loci of the F3 lines, 101 RELP loci and 41 simple sequence repeats 
(SSR) loci of 185 F6;b lines (Veldboom, 1994; Austin et al., 2001) using the 
5 
MAPMAKER/EXP program (Lander et al., 1987). Eighty-eight QTLs over 7 traits (grain 
yield, grain moisture, plant height, ear height, pollen date, silking date, and anthesis index) 
have been identified from a testeross population in which each F&g line was crossed to a 
common tester, B73 (Austin et al., 2001). 
The B73xDe811 population was generated based on the different performance of the 
parents in resistance to stalk tunneling by European com borer (ECB). Inbred B73 (Reid 
Yellow Dent heterotic group) is widely used in commercial breeding programs but it is 
highly susceptible to stalk tunneling. Inbred De811, which is classified into Lancaster 
heterotic group, has a high level of resistance to ECB stalk-tunneling (Maize GDB, 
http://www.maizegdb.org/ verified August 2003). The single-seed descent method was also 
used to advance the F? lines through the F6:? generation as described (Krakowsky et al., 
2002). A linkage map was developed from 88 RFLP loci of the Fg line, 113 RFLP and 33 
SSR loci of 191 Fô:7 lines using the MAPMAKER program. Seven QTLs for ECB tunneling 
were detected in this mapping population (Krakowsky, 2001). 
Prediction of genetic merit in single-cross hybrids 
Hybrid performance cannot be directly predicted from the inbred per se performance. 
Crosses between inbreds must be made and evaluated in the extensive trials (Bernardo, 
1994). In practice, the observed performance of single-cross hybrids is obtained through 
testing over several representative locations. Then, selection is applied on these phenotypic 
values. However, all of possible hybrid combinations cannot be tested when the number of 
inbreds is large, since resources are limited. 
Several researchers attempted to use molecular marker-based distance to identify 
superior hybrid combinations in maize (Frei et al., 1986; Lee et al., 1989; Godshalk et al., 
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1990; Smith et al., 1990; Charcosset et al., 1991; Zhang and Smith, 1992; Burstin et al., 
1994; Charcosset and Essioux, 1994; Jordan et al., 2003). The results of these studies were 
varied. Frei et al. (1986) reported that the prediction of hybrid performance for hybrids 
between related backgrounds was better than that of hybrids between unrelated lines when 
the association between heterozygosity at marker loci and hybrid performance were 
considered. This result was also supported by Burstin et al. (1994). Godshalk et al. (1990) 
produced single-cross hybrids from inbred lines and a tester from different heterotic groups, 
and then predicted the hybrid RFLP patterns from the inbred parents. An ambiguous 
relationship between genetic distance of the parents and agronomic traits was found. Other 
arguments against using genetic distance between the parents were discussed (Bernardo, 
1992; Charcosset and Essioux, 1994). The measurement of heterozygosity will be useful for 
predicting the hybrid performance if these criteria are met: (1) negative correlation of allele 
frequencies at individual loci in the parental inbreds, (2) strong dominance effect, (3) linkage 
disequilibrium between marker and QTLs, and (4) high trait heritability. The failure in 
predicting hybrid performance could occur if some of these conditions are not met (Zeng et 
al. 1994; Godshalk et al. 1990). In general, the correlation of parental molecular marker 
diversity of maize single cross have been too low to be used as predictors for hybrid 
performance of crosses, particular when parent inbreds are unrelated (Frei et al., 1986; Lee et 
al., 1989; Burstin et al., 1994, Bernardo, 1992, Charcosset et al., 1998). 
Bernardo (1994) proposed a method based on best linear unbiased prediction (BLUP), 
where covariances between hybrid performances are estimated with marker data on parental 
inbreds. predicting performance of single-cross hybrids. This method requires the estimated 
performance for a subset of hybrids and marker data on parental inbreds. The method can 
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also be used for predicting the performance of the untested-hybrids from the performance of 
tested hybrids and covariance between parental lines based on marker information (Bernardo, 
1998). Charcosset et al. (1998) have compared several models including the distance model 
and BLUP approach for predicting the hybrid performance using marker data. They showed 
that the BLUP approach provided the theoretical improvement in silage performance of 
maize hybrids compared to a distance model. 
Marker-assisted selection (MAS) 
MAS has been applied to breeding programs with different goal of selection and plant 
breeder: (1) improve trait performance by selecting parents for recombination by selecting 
superior genotypes from a breeding population for further breeding, (2) recover for favorable 
allele in backcross breeding program, and (3) increase the efficiency of selection by 
eliminating expensive or difficult analysis for some traits (i.e. malting quality in barley, and 
eating quality in sweet com). The genetic responses from MAS relative to PS have been 
theoretically investigated by several scientists (Lande and Thompson, 1990; Zhang and 
Smith, 1992; Gimfelarb and Lande, 1994a, b; Han et al., 1997; Hospital et al., 1997; Knapp, 
1998; Moreau et al., 1998; Spleman and Bovenhuis, 1998; Xie and Xu, 1998). The results 
were varied among these studies according to different uses of population sizes, genetic 
models, QTL effects, and breeding schemes (Spleman and Bovenhuis, 1998). The main 
conclusion is that MAS is theoretically more efficient than PS if these factors are met: (1) a 
large-size population, (2) low heritability trait, and (3) the presence of tight linkage between 
markers and QTL. 
Knapp (1998) has been shown that MAS can increase the probability of selecting 
superior genotypes for a trait with low to moderate heritability. The efficiency of MAS 
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relative to phenotypic selection ranged from 1.0 to 16.7 times. This means the a breeder 
using phenotypic selection must test 1.0 to 16.7 times more progeny than a breeder using 
MAS to be assured of selecting one or more superior genotypes. Therefore, by using MAS, 
the resources for extensive grain yield trials required in plant breeding program would be 
decreased. Whereas Moreau et al. (1998) found that MAS could be ineffective for traits with 
very low heritability. The accuracy of QTL and MAS index parameter estimates can be low 
when heritability is low, samples are small and the bias caused by marker selection occurs. 
Several statistical procedures have been utilized to define the marker(s) that are close 
to the QTL of interest. MAS is exploited after the location and effect of QTL linked to 
markers have been identified. This method has been utilized in selection for: (i) drought 
resistance in common bean (Scheider et al., 1997), (ii) malting quality in barley (Han et al., 
1997; Ayoub et al., 2003), (iii) grain yield in barley (Romagosa et al., 1999), (iv) seedling 
emergence and eating quality in sweet com (Yousef and Juvik, 2001), and (v) resistance to 
second-generation European com borer resistance in maize (Flint-Garcia et al., 2003). 
Lande and Thompson (1990) proposed an alternative method to estimate the breeding 
value of an individual based on its marker genotype, where the location of QTLs on the 
genome is not particularly required. The marker tightly linked QTL is identified by 
regressing phenotypic values on marker genotypes of individuals. The regression coefficient 
of individual markers represents the estimate of the effect of those markers for the trait of 
interest and the coefficient of determination represents the proportion of the genetic variance 
explained by the markers. The estimates of marker effects are used to estimate genetic 
values, sometimes called marker score, of individuals. Suppose there are k markers. The 
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k 
marker score can be obtained by ^ jaigi, where a, is the z'th marker effect, g, is the coded 
1=1 
value of alleles at the z'th marker. Since marker score and the trait value are correlated, Lande 
and Thompson (1990) suggested combining marker and phenotype information using 
selection index on which selection can be based. Relative to an optimum phenotypic 
selection index for multiple traits (Baker, 1986), the selection index is a linear function of 
phenotypic values for multiple traits which are weighted by optimum index coefficients as: 
I = bxP\ + b2P2 +... + bjPi +... + bnPn , 
where P, denotes the observed phenotypic value of the z'th trait, and b; denotes the weighted 
value (index coefficient) assigned to the z'th trait. 
According to Lande and Thompson's procedure, the marker score and phenotype 
were considered as different traits relative to phenotype of multiple traits in an optimum 
selection index. The marker score is the secondary trait used for improving the primary trait 
under study (phenotype) (Bernardo, 2002). The selection index of an individual by 
incorporation of marker score and phenotype can be expressed as: 
Ii = bpPi + bMMi 
where /, denotes selection index of the z'th individual, P, denotes phenotypic value of 
the z'th individual, and Mi is the marker score of the z'th individual, bp is the weighted value of 
phenotype estimated as (l-p)/(l/h,2-p), 6# is the weighted value of marker score estimated as 
(\/h2- l )/(\/h2- p), p is the proportion of genetic variance contributed to the markers 
( âzM / ôI ), and h2 is the trait heritability. The value ofp can be derived from the coefficient 
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of determination (R2), where p = R2/h2, R2 = â2M / â2p, and h2 = â2G I â2p (Hospital et al., 1997; 
Knapp, 1998). 
"Quantitative traits are usually affected by many genes and consequently the benefit 
from MAS is limited by the proportion of the genetic variance explained by the major QTL" 
(Meuwissen et al., 2001). It would be of interest to include all QTLs or markers affecting the 
traits in selection to increase an estimate of p. Generally, the population size under study is 
limited whereas the number of markers mapped in each breeding population is usually 
greater than the number of individuals observed. An attempt to estimate the effects of all 
markers simultaneously by least squares from the limited-sized population can be suffered 
from insufficient degree of freedom to fit all markers (Lande and Thompson, 1990; 
Whittaker et al., 2000). 
Gimelfarb and Lande (1994a) have suggested using a two-stage process to select 
markers to include in a least-square model. The markers were selected from each 
chromosome using forward stepwise regression method. Then, all of the selected markers 
from each chromosome were pooled and used to estimate marker effects and the variation 
contributable to the trait by markers. Regarding to their method, each phenotypic value was 
considered as equally important in the selection index. Therefore, weighted value of 
phenotype was set to 1. The weight value of marker score was calculated as 
(1 !h2 - 1) / (1 -p). Then, selection indices could be written as I - P + bMM . 
Whitaker et al. (1995) utilized a scheme based on Mallows's Cp information criterion 
for selecting subset of markers fitting the model. They have indicated that there are little 
differences between their method and the method that was suggested by Gimelfarb and 
Lande (1994a). Hospital et al. (1997) presented a stepwise selection scheme using a specified 
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F value as a significance threshold. Only the loci having effects above the threshold were 
included in the model. However, selection of loci with large effects could result in 
overpredicted effects of those loci and genetic values of individuals (Meuwissen et al., 2001). 
The best linear unbiased prediction (BLUP) method can also be used in estimating the 
effect of each marker in a limited-sized population (Bernardo, 1994). But it requires an 
assumption that all loci have equal genetic variances. However, Meuwissen et al (2001) 
argued that this is an unrealistic assumption. They suggested the utilization of a Bayesian 
method where the variance is varying among loci. They showed that a Bayesian method 
provided the highest accuracy in prediction of total genetic value relative to the least squares, 
and BLUP method. 
Another problem called 'collinearity', in addition to deficiency in degrees of freedom, 
could occur when two or more regressed variables (markers) that are correlated each other fit 
a model (Everitt and Dunn, 2001; Ho Yu, 2003). The highly correlated variables may cause 
inaccurate estimations of the least squares regression coefficients. In these situation, the 
alternative procedures that involve the reduction of dimensionality and collinearity of the 
markers have been considered to solve these problems including principal component 
regression (PCR), generalized ridge regression, generalized cross validation, and restricted 
maximum likelihood (Whittaker et al., 2000; Kwang and Nettleton; 2003; Johnson, 2004). 
Statistical procedures for estimating genetic value in the current study 
Principal component regression (PCR). PCR is the combination of least square 
regression and principal component analysis. The purpose of PCR is to estimate the values of 
a response variable (trait) on the basis of selected principal components (PCs) of regressed 
variables (markers). Based on this procedure, the problem of collinearity can be eliminated 
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because the response variable (trait) is regressed on the uncorrected principal components 
(PCs) in stead of directly on markers that are often highly correlated (Filzmoser et al., 2001). 
The dimensionality of the markers is reduced by using only a subset of PCs for prediction. 
There are two main steps for the PCR procedure: generating the uncorrected PCs (a linear 
combination of all marker variables), and regression of the response variable on the chosen 
PCs. 
Suppose that xp is marker variables, and a,j is the eigenvector of the/h PC. The/h PC 
can be expressed as: 
P C j  =  a j x x x  +  a j 2 x 2  +  . . .  +  a j p x p  
The first PC accounts for as much as possible of the variation among the original 
data. The second PC accounts for the greatest variation in the remaining data, and so on. 
Each PC has the greatest variance subject to the condition: a' a. = 1, and uncorrected 
(orthogonal) relationship subject to the condition a ' j J r X a j  = 0 (Everitt and Dunn, 2001). 
The use of the orthogonal PCs also improves the numerical accuracy of the regression 
estimates. Since "the criterion of maximizing the variance of uncorrected linear 
combinations is analogous to the criterion of minimizing error sum of squares in the 
regression model" (Jong and Kotz, 1999), the PCs will be computed from linear combination 
of the original variables X such that the variance of these components is maximized. On the 
other hand, PCR analysis replaces the correlated predictors in the regression model by 
uncorrected principal components. However, if all PCs are regressed against the response 
variables, PCR methodology will fail to solve the problem of collinearity and dimensionality 
(Hadi and Ling, 1998). The response variables will be predicted with the same precision as 
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with the least square method. Therefore, a subset of PCs related to response variables need to 
be selected to fit a model (Jong and Kotz, 1999; Filzmoser and Croux, 2002). The PCs that 
are significantly associated to the response variable can be selected by backward, forward, 
and stepwise method. 
In this study we chose a subset of components to model using forward selection. In 
forward selection, the PC is added one by one to the model until no remaining PCs produce a 
significant F statistics. Then these selected PCs are fit a model to estimate the regression 
coefficients of PCs (/?*' s) and coefficient of determination (R2adj)• The estimates of y&'s are 
further used for estimating the genetic effect of markers and genetic merit of an individual. 
An estimate of R2a(jj represents the proportion of genetic variance explained by selected PCs. 
Since each PC is a linear combination of all markers, then this is analogous to the proportion 
of genetic variance explained by all markers. 
Stepwise regression (STR). Use of forward stepwise regression for estimating and 
locating QTL has been described (Moreno-Gonzalez, 1993; Gimelfarb and Lande, 1994a; 
Hospital et al., 1997). STR is a procedure to examine the impact of each variable to a model 
step by step. After a variable is added, the stepwise method looks at all the variables already 
included in the model and removed variables that do not contribute much to the variance 
explained. This process will end when the variable to be added to the model is the one just 
removed from it (Al-Subaihi, 2003). Similar to PCR, model selection can be preformed by 
forward selection, backward elimination, and stepwise selection to avoid over-fitting. 
Forward stepwise regression is a widely used procedure for model selection to identify QTL 
(Moreno-Gonzalez, 1993; Gimelfarb and Lande, 1994a; 1995; Hospital et al., 1997). 
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Empirical studies on MAS 
Strategies of selection with the aid of marker information can be based on (i) 
molecular markers alone (MS); (ii) combined molecular marker and phenotype via selection 
index (MPS), and (iii)tandem molecular markers followed by phenotype selection (TMPS) 
(Lande and Thompson, 1990; Han et al., 1997; Romagosa et al., 1999; Yousef and Juvik, 
2001). Theoretically, markers can improve the efficiency of selection relative to selection 
based solely on phenotypes, particularly when the population size is large and the trait 
heritability is relatively low. 
In barley, the efficiency of MAS for malting quality traits and yield was studied 
(Romagosa et al., 1999). Markers that are linked to putative QTL for the traits related to 
malting quality and yield in barley were identified and utilized in MAS. They found that 
selection based on MPS, and TMPS were more effective than or at least as good as that based 
on phenotypic selection for the QTL affected trait in the population under selection. 
Using selection indices on populations of sweet corn comparable to PS, MAS had 
higher gain than PS in improving eating quality and seedling emergence (Yousef and Juvik ; 
2001). In maize (grain), Flint-Garcia et al. (2003) utilized the effect of identified QTL to 
estimate marker scores and then make selection on these estimates for ECB resistance in the 
four p2:3 populations. Their studies also reported that MAS was more effective than or at 
least as good as PS in three of four populations. This indicates that efficiency of MAS varies 
from one population to the others. This might relate to the amount of genetic or phenotypic 
variance and also the false positive QTL detected from that population. 
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Model evaluation using cross-validation 
Cross-validation is a method for checking validity or efficiency of the model used. An 
evaluation method in the cross-validation process is performed by setting a small part of the 
data aside and then predicting the effect of these data from the rest of the data (Miller, 2002). 
Several approaches of cross-validation are available. Among these are cross -validation and 
split-sample validation. In split-sample validation, the data is separated into two parts. The 
model is fit to a part of the data, and accuracy is measured on the other half of the data. 
Cross-validation approaches include: (1) AT-fold cross-validation; (2) delete-one cross-
validation, sometimes also called a leave-one out cross-validation; and (3) delete-k cross-
validation. In cross-validation, one set of observations is omitted at a time and the remaining 
observations are fit to regression model and the parameter estimates obtained are used to 
predict the value of the deleted observations. The merge series of predictions for deleted 
observations is then checked for accuracy against the observed data. In delete-one cross-
validation, if there are n observations in the data set, this process is done repeatedly until all n 
predicted values are obtained. 
The accuracy of a model can be measured as the sum of the squared differences of the 
observed and predicted values, called sum of squares of errors (SSE) or predicted residual 
sum of squares (PRESS). The PRESS statistic is expressed as: 
PRESS = -yip)2 
i=1 
where >7 denotes the observed phenotypic values of each observation; yip denotes the 
predicted value for y{ (Neter et al., 1996; Miller, 2002). 
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A delete-# cross-validation is very similar to a delete-one cross-validation. A set of 
randomized selected k observations is set aside for validation and the n-k observations are 
used as a training data set or to fit the model. The responses of the model are predicted for 
the k observations and compared to the corresponding observations in validation data. The 
differences between the corresponding observed and predicted values are calculated. Then 
sum of square of these differences (MSB) is divided by the number of the predicted values or 
number of observations in the validation data and is obtained as: 
MSE (Milkr
'
2002)
' 
A process is repeatedly performed. Generally, 1000 randomizations are suggested 
(Crossa et al. 1991). The average value of MSE over 1000 rounds of randomizations called 
the integrated mean square error (IMSE; Plutowski, 2003) is used for choosing the model. 
The model with smallest average value for the IMSE statistics in validation data is 
preferable. 
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CHAPTER 2. COMPARISON OF MODELS FOR USE IN MARKER-ASSISTED 
SELECTION IN MAIZE 
A paper to be submitted to professional journal 
Buppa Kongsamai1, Dan Nettelton2, Michael Lee3, and Kendall R. Lamkey3'4 
Abstract 
It has been suggested that marker information be used in breeding programs to obtain 
a better estimate of the genetic values of the individuals being selected. We used principal 
component regression (PCR) and stepwise regression (STR) procedures to assess their 
estimation of genetic effect and prediction of genetic merits in single-crosses. 133 single-
crosses were developed from B73xDe811 (F&g) and Mol7xH99 (F&?) RIL populations. Each 
population has different markers and was independently genotyped. Two statistical 
procedures were performed on individual and integrated marker data sets of the parental 
populations over two phenotypic data sets resulting from the two-year trials. Predictive 
performances of the four models (int-PCR, ind-PCR, int-STR, and ind-STR) were compared 
using the integrated mean square error (IMSE) statistic and average coefficient of correlation 
between the observed and predicted values (r ) from a delete-/: out cross-validation method, 
and percentage of selected lines in common. Overall, the int-PCR model was shown to be the 
most effective model in predictive ability over the other models with minimum IMSE, 
maximum F in predicting the genetic merits of the tested and untested single-crosses. 
'Graduate student, primary researcher, and author, Department of Agronomy, Iowa, State 
University, Ames, IA 50011. 
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Introduction 
Recent advances in molecular biology and the availability of dense-genetic linkage 
maps have resulted in the development of methods for detecting quantitative trait loci (QTLs) 
and estimating breeding values of an individual (Meuwissen et al., 2001). There are two 
primary procedures developed to incorporate molecular marker information into predictors of 
genetic merit of individuals to select for superior individuals in a breeding program. The first 
procedure is based on QTL mapping techniques. The markers associated with QTLs are used 
to estimate QTL effects and locations and the genetic value of an individual is then estimated 
as the sum of the genetic effects (marker scores) of the QTL alleles present in that individual 
(Flint-Garcia et al., 2003). The second procedure is based on using marker information to 
model phenotypic data (Lande and Thompson, 1990; Gimelfarb and Lande, 1994a, b; Zeng, 
1994; Lange and Whittaker; 2001; Gianola et al., 2003). 
Several methods have been suggested to aid in model selection for the second 
procedure. Lande and Thompson (1990) proposed using a multiple-regression method 
(ordinary least-square method) where the phenotypes were regressed on all markers to select 
for significant markers associated with the trait of interest. These markers are then fit to a 
model, from which the estimates of their effects can be obtained. The number of markers, 
however, is usually greater than the number of observed individuals in the populations. There 
are not enough degrees of freedom to fit all effects. Consequently it is not possible to 
estimate effects of all markers simultaneously in a single regression model by the least-
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squares method (Lande and Thompson, 1990; Gimelfarb and Lande 1994a; Meuwissen et al., 
2001). 
A reduction in the number of variables or dimensionality of these datasets is needed. 
The number of markers included in a model is a compromise between reducing the bias and 
increasing the variance of parameter estimates (Whittaker et al., 2000; Miller, 2002). 
Multicollinearity can also exist when highly correlated markers are included in a regression 
model or when the distance between markers on the linkage map is very small. This could 
lead to poor prediction properties of the estimates because the variance, standard error, and 
parameter estimates tend to be inflated (Neter et al., 1990; Ho Yu, 2003). 
Several alternatives to the least-squares method have been suggested for reducing the 
dimensionality and multicollinearity of complex datasets. However, no completely 
satisfactory method exists to solve these problems. Gimelfarb and Lande (1994a, b; 1995) 
have suggested using subset selection with forward or stepwise selection to choose markers 
from each chromosome before pooling them into a model for estimating marker effects 
through a least-squares regression. Based on this method, only markers with the largest 
effects were selected, which results in over-estimating effects of the markers and low 
accuracy of predicting an individual's breeding value (Meuwissen et al., 2001). 
Alternatively, other statistical methods have been utilized to circumvent this situation: 
restricted maximum likelihood, generalized ridge regression, generalized cross-validation, 
and principal component regression (PGR) (Whittaker et al. 1995; Gianola, et al., 2003; 
Kwang and Nettleton, 2003; Johnson, 2004). PGR is an interesting method that has been 
suggested as an alternative method for estimating QTL effects with minimum mean squared 
error in the estimates of regression coefficients (Kwang and Nettleton, 2003). In the PGR 
27 
method, a subset of principal components (PCs) is selected instead of a subset of markers. 
PCR presumably improves the numerical accuracy of the regression estimates because PCs 
are orthogonal or uncorrected (Hadi and Ling, 1998). Therefore, the estimates of genetic 
values obtained from the parameter estimates from regression of phenotype on the PCs are 
expected to be more accurate than those on subset selection of markers. Our first concern is 
related to the efficiency of the model for obtaining valid estimates of genetic values of 
single-cross individuals. We were also interested in comparing the ability of the model to 
predict the genetic values of untested single-crosses using the parameter estimates of tested 
single-crosses. Predicted values for the untested single-crosses are of particular interest in 
hybrid breeding program because it is not usually possible to test all single-cross 
combinations because of limited resources (Bernardo, 1996). 
The objective of our study was to compare the models for predictive ability in the 
estimates of parameters for predicting the genetic merit of tested and untested single-crosses 
in maize. 
Materials and Methods 
One hundred seventy-seven recombinant inbred lines (RILs) from the B73xDe811 
(F&g) as female parent and those from the Mol7xH99 (F&?) populations as male parent were 
randomly selected and used only once to produce 177 single crosses for phenotypic 
evaluation. These two RIL populations were chosen for this study because they represent the 
stiff stalk (B73 x De811) and non-stiff stalk (Mo 17 x H99) heterotic groups commonly used 
in commercial maize single crosses. The seeds of RILs and marker data of these populations 
were obtained from Dr. Michael Lee, Department of Agronomy, Iowa State University. The 
development of the Mol7xH99 population has been previously described (Veldboom and 
28 
Lee, 1994; Veldboom et al., 1994, b; Austin and Lee, 1996; Austin et al., 2000; Austin et al. 
2001). The B73xDe811 population was developed in a similar manner as the Mol7xH99 
population (Krakowsky, 2001; Krakowsky et al., 2002). The populations were developed by 
selfing random F? plants and further advanced by single-seed descent without selection to the 
Fô generation. The individual plants were randomly selected for self-pollination. The F^? 
seeds were harvested separated for each Fe plant. In B73xDe811 population the F^? seeds 
were planted in a row and self-pollinated and then the F&g seeds of each line were separately 
harvested. 
Field Evaluation and Data Analysis 
In 2001, the 177 single-crosses together with three commercial hybrid testers were 
evaluated at 4 Iowa locations: Crawfordville, Rippey, Carroll, and Ames using a 20x9 row-
column lattice design {alpha (0,1)} with two replications. In 2002, there was enough seed to 
grow 140 of the 177 single-crosses at three Iowa locations: Crawfordville, Carroll, and Ames 
using a 20x7 row-column lattice design {alpha (0,1)}with two replications (No commercial 
hybrid testers were included in 2002). Plots were two-rows 5.5 m long with 0.76 m spacing 
between rows. Plots were over-planted and then thinned at the six-to eight-leaf stage to a 
density of 62,000 plants ha"1. The traits measured include grain moisture (g kg"1), grain yield 
(Mg ha"1), ear height (cm), plant height (cm), root and stalk lodging (%), and silking and 
pollination date. Grain yield and grain moisture were measured at the time of harvest. Grain 
yield of each plot was adjusted to 155 g kg"1 moisture and converted to Mg ha"1. Silking and 
pollination dates were recorded as the number of days after planting when 50 % of plants in a 
plot had visible silks or pollen shed. Stalk lodging is the percentage of plants with stalks 
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broken at or below the ear node. Root lodging is the percentage of plants leaning grater than 
30° from vertical. 
The values of all traits were calculated based on the basis of plot mean data. 
Individual environments were analyzed by a row-column lattice analysis. Rows and columns 
were considered as random effects and entries were considered as fixed effects. Residuals 
from the analyses were used to test for normality and outliers. The raw data were corrected 
for outliers by removing the outliers from the data set and the remaining data were further 
used to compute the entries mean for individual environment analysis. The entry means from 
individual analysis were used to conduct the combined analyses, where entry x environment 
interaction, rows and columns were considered as random effects and entries and 
environments were fit as fixed effects. Adjusted entry means for each year combination were 
obtained by correcting for incomplete block effects according to Cochran and Cox (1992). 
Forty-four single-crosses in the 2002 trials were discarded because they did not have 
marker and/or phenotypic information. Therefore, only 133 single-crosses with complete 
information from both 2001 and 2002 were used for fitting the models. 
Marker Data 
One hundred fifty-two restriction fragment length polymorphism (RFLP) markers of 
the male-parent population and two hundred twenty six RFLP and simple sequence repeats 
(SSR) markers of the female-parent population were used in this study. The RFLP assay and 
genotyping has already been detailed (Veldboom et al., 1994).The marker loci of RILs from 
each population were scored as A for a single band from the maternal parent and B for a 
single band from the paternal parent. The linkage maps of Mol7xH99 (F&?) and B73xDe811 
(F6;8) populations were constructed based onl33 RILs using Haldane's function of the 
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Mapmaker program (Lander et al., 1987). Linkage was declared at a LOD threshold of 3.0 
and distance between loci of 0.40-0.50 centimorgans (cM). The 226 loci from the 
B73xDe811 (F6:8) population covered 1561.5 cM with an average distance between loci of 
6.9 cM. The 152 loci from the Mol7xH99 (F&?) population covered 1621.1 cM with an 
average distance between loci of 10.61 cM. In the cases where the distance between markers 
on the linkage map was equal to zero, only one of the two markers was randomly selected for 
further analyses. 
Fifteen percent of marker data were missing. The RILs with an A allele were given a 
value of 1, and those with a B allele were given a value of 0. Values of missing markers were 
estimated using recombination fraction between missing marker and flanking markers 
according to Haley and Knot (1992). Calculating for the values of missing markers was made 
using a program written with an R language (available from http://www.r-project.org; Ihaka 
and Gentleman, 1996) by Dr. Dan Nettleton, Department of Statistics, Iowa State University. 
Model under consideration 
The models were constructed using the PCR and stepwise regression (STR) 
procedures for each phenotypic trait of the 133 single-crosses, 209 markers of B73xDe811 
(F6:7) population, and 145 markers of Mol7xH99 (F&g) population. Both statistical 
procedures were independently performed on the 2001 and 2002 phenotypic datasets. Since 
the two parental populations were independently genotyped, the marker genotypes were 
related to the alleles in the original parents of each population. Therefore individual and 
integrated marker sets of the parental populations were considered to compare the predicting 
ability of each statistical model. We tested the following four models: 
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Model 1 : PCR with integrated (int) marker sets of both parental populations 
(int-PCR), 
Model 2: PCR with individual (ind) marker set of each parental population 
(ind-PCR), 
Model 3: STR with integrated marker sets of both parental populations (int-STR), and 
Model 4: STR with individual marker set of each parental population (ind-STR). 
Statistical procedures for model selection and genetic effect estimation 
PCR procedure. Principal component analysis was first performed over all markers. 
One hundred thirty-two PCs which have non-zero eigenvalues of variance-covariance matrix 
of X were obtained. X is a 133x n matrix of genotypes of n markers of 133 individuals. The 
values of marker genotypes are coded as 0 or 1 or number between 0 and 1 (missing 
markers). 
Next the 133 x 1 vector of phenotypic means of each trait, Y was regressed on 132 
PCs and a subset of PCs related to a particular trait was selected using forward selection (F-
to-enter statistic with significance level for entering , SLENTRY = 0.05). These chosen PCs 
were then simultaneously fit to the model. For the parameter estimates from a model, 
coefficients of chosen PCs {bx,b2,...,bk)' were used for estimating the marker effect which 
was derived as: Z = Kb, where Z is a n x 1 vector of marker effects of n markers, K is the n 
x k matrix of k chosen PCs, and b is the k x 1 vector of the estimates of p,= (bx, b2,..., bk )'. 
The marker scores or genetic values (G) of each individual single-cross were estimated 
as: G - X.Z. 
The predicted value (breeding value) for each single-cross can be defined 
as: j>. = b0 + z;.x(., where bo is an estimate of /%. For example, in model 1, where the 
i=1 
integrated marker data from both parental populations were used, the predicted value of the 
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ith single-cross was derived from jX = b0 + ^ zixi . In model 2, the estimates of parameters 
m 
and predicted values were performed based on each parental-marker dataset separately. 
Therefore the predicted values in model 2 were derived as the average of predicted values 
from each parental population, where the predicted value of each population can be 
209 
expressed as: yi(popl) - b0 + ^ zuxu for the z'th individual of the B73xDe811(F6:8) population 
1=1 
145 
, and yj(pop2) - K + ^ z2jx2j f°r the /h individual of the Mol7xH99(F6:7) population. 
M 
STR procedure. In model 3, the phenotypic values of 133 individuals were directly 
regressed on all markers from both parental populations. A subset of significant markers 
related to the trait was selected using the stepwise selection method. To add a marker to the 
model, the F statistic had to be significant at the SLENTRY=0.1. Any marker was removed 
from the model if it did not produce a F at the significance level for staying, SLSTAY=0.05. 
To estimate the effect of selected markers related to the trait of interest, the selected markers 
were simultaneously fit to model. In model 4, the STR procedure was performed on each 
parental population separately. The significant markers, which were chosen from each 
parental-marker dataset, were pooled and fit to a model. Marker scores and predicted values 
of individual single-crosses were estimated in the same manner as shown in PCR procedure. 
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Evaluating model predictive ability 
Cross validation. A leave-^-out cross-validation method was used for comparing the 
predictive ability of the models. The full dataset with 133 entries was randomly separated 
into training and test sets. The training set consisted of a subset of 100 entries (75% of the 
dataset) was fit the marker models. The estimates of fio and /?, (marker effects) obtained from 
the training set were used to predict the values of the observations in the test set. The test set 
consisted of a subset of 33 entries (25% of the dataset) for determining predictive ability 
from models fit using the training set. In test set, the average difference between the observed 
value, Y, and predicted value, Y, was calculated in term of the means square error (MSB) 
statistic as shown below (Miller, 2002): 
The observations in the training dataset were randomly sampled with replacement 
from the full dataset. Sampling was repeated 1000 times. The integrated mean square error 
(IMSE), representing the generalization of the average difference between the observed and 
predicted values (Plutowski, 2003), and average of coefficient of correlation between 
observed and predicted values (7 ) over 1000 samples of each model were calculated for 
each predictive model. 
Percentage of selected lines in common lines based on phenotypic values and 
marker scores. 
The percentage of selected lines in common between selections based on phenotypes 
and selections based on marker scores is also used to measure the efficiency of the models 
for predictive performance. In each model, 20 single-crosses with the best performance for a 
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particular trait of interest were selected based on their marker scores. The percentage of 
selected single-crosses that are in the superior individuals selected based on phenotype and 
those selected based on marker-scores was estimated. The higher the number of the best lines 
selected in marker score by any given model found among the best lines selected by 
phenotype, the best model for predicting genetic values of individuals. 
The efficiency of prediction of the model was examined with three criteria: the 
average of coefficient of correlation between the observed and predicted values ( rop ), the 
IMSE statistics, and the percentage of common lines selected based on phenotypic values and 
marker scores. The IMSE statistic provides an estimation of the error of prediction for a 
model. The percentage of selected lines in common with phenotypic selection represents the 
predictive ability of the models when selection is performed on their predicted value. The 
model with lowest value of IMSE statistic and greatest value of coefficient of correlation 
between the observed and predicted values and the percentage of selected lines in common is 
the most effective model for predicting the breeding values of single-crosses. 
Model efficiency in predicting the untested crosses. The 36 out of 44 single-
crosses, which were not used in previous analyses of the 2001 dataset and had complete 
marker and phenotypic information, were considered as the untested single-crosses. The 
parameter estimates of each model were calculated using the information from the 133 
single-crosses to estimate marker scores and to predict the performance of these 36 single-
crosses. The Pearson's and Spearman's coefficient of correlation between observed and 
predicted values and the mean square error (MSE) were estimated for each model. 
Results and Discussion 
Predictive ability of PCR models 
Predictive ability of the PCR model, as measured by the IMSE criterion, was slightly 
increased when the integrated markers from both parental populations were fit in the model 
for plant height and root lodging in both 2001 and 2002 (Table 1). For the remaining traits, 
the IMSE values of the int- PCR model were not much different from those of the ind-PCR 
model. The average coefficient of correlation between observed and predicted values ( F ), 
which were derived from 1000 validations, indicated that the 7 of the int-PCR model was 
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slightly higher than the ind-PCR model for all traits (Table 1). 
The percentage of the 20 selected lines in common with phenotypic selection for 
selection based on marker score varied with the traits and years (Table 2). In the 2001 
dataset, the percentages of selected lines in common with phenotypic selection for the int-
PCR model were better than those of the ind-PCR model for grain yield, plant height, and 
stalk lodging. In 2002, the performance of the int-PCR model based on the percentage of the 
selected lines in common with phenotypic selection was superior to that of the ind-PCR 
model for ear height, plant height, root lodging, and pollen and silking date. Whereas there 
were no differences between the predictive ability of the PCR models observed for grain 
yield, grain moisture, plant height and stalk lodging. It is difficult to compare the predictive 
ability of the models based on this criterion. Only the two criteria, the IMSE values and the 
average coefficient of correlation between observed and predicted values ( r ) were used to 
identify the predictive ability of the PCR models. According to these two criteria, overall, the 
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int-PCR model tends to be better model for predicting genetic values of the individuals than 
the ind-PCR model. 
Predictive ability of STR models 
The STR model generated from an individual marker dataset of each parental 
population performed better than that generated from integrated parental marker datasets 
based on IMSE and f values. The ind-STR model had lower IMSE values and higher 
op ° 
rop than the int-STR model for most of the traits in the 2001 and 2002 (Table 1). 
The percentages of selected lines in common with the phenotypic selection among the 
best 20 lines selected based on their marker scores for the 2001 dataset showed no difference 
between the int-STR and ind-STR model in their predictive ability (Table 2). Whereas those 
in the 2002 dataset, the int-STR model became better than the ind-STR model for grain yield, 
plant height, root lodging, pollen shed and silking date. Similar to that of the PCR models, 
the percentage of selected lines in common was not appropriate criterion for comparing the 
predictive ability of the models in this study. According to IMSE and y values of the STR 
models, modeling dataset with marker data from each parental population separately is better 
than modeling dataset with the combination of marker data from both populations 
simultaneously. 
Model efficiency in predicting the genetic effects in the untested single-crosses 
The int-PCR model showed higher correlations between observed and predicted 
values and lower MSE value than the ind-PCR model for several traits (e.g. grain yield, grain 
moisture, plant height, stalk lodging and pollen date; Table 3). The higher MSE value and the 
negative correlation between the observed and predicted values in stalk lodging and pollen 
date of the ind-PCR model indicates that the ind-PCR model has poor predictive ability 
relative to the int-PCR model. 
For the STR models, the ind-STR model had better predictive ability than the int-STR 
model according to MSE values in most cases, whereas their correlation between the 
observed and predicted values is only slightly or not different. 
Among all models, according to MSE values and average coefficient of correlation 
between observed and predicted values ( y ), the int-PCR, int-STR, and ind-STR models 
were little different in their predictive performances for grain yield, ear height, root and stalk 
lodging, and pollen date. The ind-PCR model is a less effective model for predicting the 
performance of the untested single crosses relative to other models. 
Efficiency of PCR models relative to STR models 
Differences among the four models are shown by their IMSE values, coefficient of 
correlation between observed and predicted values, percentage of selected lines in common, 
and predictive ability for the untested single-crosses. Based on the IMSE and y criteria, the 
models developed by the int-PCR method have the best predictive performance relative to 
the other models in most traits across the datasets (Table 1). The model with the lowest 
IMSE will generally have the best out-of sample accuracy, which is the accuracy of model 
prediction made with the data that was not used to fit the model. Out-of sample accuracy is 
important because selection bias can be avoided (Lande and Thompson, 1990). Based on the 
STR models, the significant markers were added to the model. Consequently, only the 
markers with the largest effects were selected. This could result in over-predicted effects in 
the parameters estimates (Lande and Thompson, 1990). 
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The percentage of selected lines in common among the top 20 selected single-crosses 
based on their marker scores and phenotypes varied among traits, years, and predictive 
models. It was not used to select the best model because it provided little information for 
selecting the best models for predictive performance. 
The results of our analyses demonstrate that the int-PCR model tends to be the most 
promising model providing valid and precise estimates for estimating genetic values of 
individuals. It had the lowest IMSE values and highest coefficient of correlation between 
observed and predicted values in several traits under study relative to the other three models. 
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Table 1. Integrated mean squared error (IMSE), and the average coefficient of correlations 
between observed and predicted values (7op) and their upper and lower limits of the four 
prediction models based on 1000 leave-£-out cross-validations (k=33) for the 2001 and 2002 
datasets. 
Traits Models17 2001 2002 
IMSE V IMSE 
Grain yield int-PCR 0.44 0.17 (-0.14,0.45) 0.72 0.11 (-0.20,0.42) 
ind-PCR 0.46 0.12(-0.22,0.40) 0.75 0.06 (-0.28,0.39) 
int-STR 3.96 0.13 (-0.20,0.43) 3.26 0.10 (-0.26,0.43) 
ind-STR 0.65 0.16 (-0.17,0.44) 1.03 0.12 (-0.22,0.43) 
Grain moisture int-PCR 1.99 0.40 (0.10,0.63) 2.25 0.37 (0.07,0.63) 
ind-PCR 1.91 0.36 (0.07,0.62) 2.15 0.35 (0.03,0.61) 
int-STR 8.59 0.28 (0.11,0.58) 6.89 0.24 (-0.09,0.53) 
ind-STR 2.98 0.42 (0.12,0.67) 2.81 0.36 (0.06,0.61) 
Ear height int-PCR 93.97 0.42 (0.12,0.67) 109.31 0.53 (0.25,0.74) 
ind-PCR 96.53 0.34 (0.04,0.59) 123.90 0.38 (0.09, 0.63) 
int-STR 1162.12 0.39 (0.02,0.67) 2565.18 0.43 (0.08,0.67) 
ind-STR 199.05 0.42 (0.06,0.65) 1752.27 0.45 (0.15,0.68) 
Plant height int-PCR 107.93 0.60 (0.38,0.77) 160.12 0.65 (0.43,0.81) 
ind-PCR 117.42 0.52 (0.26,0.72) 187.77 0.51 (0.22,0.72) 
int-STR 405.95 0.43 (0.03,0.69) 762.14 0.50 (0.12,0.75) 
ind-STR 212.23 0.50 (0.14,0.72) 249.64 0.57 (0.27,0.76) 
43 
Table 1. (Continued) 
Traits Models17 2001 2002 
IMSE IMSE 
Root lodging int-PCR 72.29 0.39 (0.09,0.60) 177.03 0.25 (-0.06,0.50) 
ind-PCR 80.79 0.23 (-0.09,0.52) 188.73 0.13 (-0.18,0.45) 
int-STR 397.41 0.30 (-0.05,0.59) 606.78 0.23 (-0.15,0.51) 
ind-STR 91.81 0.44 (0.20,0.61) 275.63 0.23 (-0.07,0.51) 
Stalk lodging int-PCR 15.64 0.11 (0.23,0.39) 84.19 0.24 (-0.07,0.51) 
ind-PCR 16.24 0.03 (-0.29,0.34) 85.38 0.18 (-0.13,0.46) 
int-STR 59.12 0.10 (-0.25,0.39) 89133 0.25 (0.13,0.53) 
ind-STR 23.14 0.05 (-0.25,0.33) 158.75 0.27 (-0.08,0.55) 
Pollen date int-PCR 1.33 0.50 (0.23,0.71) 2.67 0.54 (0.26,0.73) 
ind-PCR 1.37 0.44 (0.15,0.66) 2.91 0.42 (0.11,0.65) 
int-STR 7.37 0.36 (-0.04,0.66) 18.05 0.36 (0.35,0.64) 
ind-STR 2.85 0.40 (0.08,0.65) 4.45 0.43 (0.07,0.66) 
Silking date int-PCR 2.18 0.38 (0.08,0.63) 2.36 0.53 (0.25,0.72) 
ind-PCR 2.17 0.37 (0.05,0.62) 2.47 0.44 (0.14,0.68) 
int-STR 22.65 0.28 (-0.09,0.57) 10.59 0.40 (0.45,0.65) 
ind-STR 2.99 0.32 (0.03,0.29) 2.79 0.49 (0.19,0.71) 
Vint-PCR: PCR method using integrated marker sets of both parental populations, 
ind-PCR: PCR method using individual marker set of each parental population, 
int-STR: STR method using integrated marker sets of both parental populations, and 
ind-STR: STR method individual marker set of each parental population. 
Table 2. Percentage of 20 selected lines in common with phenotypic selection for selections 
based on marker score for four different models in 2001 and 2002. 
Traits 2001 2002 
int-PCR ind-PCR int-STR ind-STR int-PCR ind-PCR int-STR ind-STR 
Grain yield 50 35 40 40 30 30 60 40 
Grain moisture 40 65 50 60 60 60 55 50 
Ear height 45 60 60 60 70 50 60 65 
Plant height 85 60 75 75 75 70 85 70 
Root lodging 35 40 60 60 55 25 90 45 
Stalk lodging 60 15 30 30 35 40 40 40 
Pollen date 75 75 80 80 65 55 70 55 
Silking date 45 45 65 65 65 50 80 65 
45 
Table 3. Coefficient of correlation and square difference between observed and predicted 
values (MSE) of the 36 untested single-crosses. The predicted values were derived from the 
model fit with marker information and observed values of 133 single-crosses. The observed 
values were derived from the observed-phenotypic values of 36 single-crosses of the 2001 
data. 
Traits Parameters1' int-PCR ind-PCR int-STR ind-STR 
Grain yield rp 0.35 0.08 0.27 0.22 
rs 0.46 0.07 0.28 0.20 
MSE 0.48 0.99 0.57 0.59 
Grain moisture rp 0.45 0.09 0.17 0.21 
rs 0.35 0.03 0.15 0.24 
MSE 0.8 1.37 2.04 1.77 
Ear height rp 0.34 0.46 0.49 0.40 
rs 0.30 0.39 0.45 0.41 
MSE 96.25 154.66 89.16 74.90 
Plant height rp 0.37 0.17 0.42 0.25 
rs 0.37 0.16 0.46 0.24 
MSE 108.37 328.33 125.76 156.51 
Root lodging rp 0.24 0.23 0.50 0.30 
rs 0.39 0.25 0.52 0.30 
MSE 153.83 751.35 134.88 156.45 
Table 3. (Continued) 
Traits Parameters17 int-PCR ind-PCR int-STR ind-STR 
Stalk lodging rp 0.39 -0.16 0.18 0.12 
rs 0.45 -0.02 0.11 0.11 
MSE 15.69 44.45 23.43 19.64 
Pollen date rp 0.65 -0.01 0.63 0.63 
rs 0.65 -0.14 0.60 0.60 
MSE 1.18 93.46 1.20 1.12 
Silking date rp 0.16 0.40 0.50 0.55 
rs 0.08 0.44 0.53 0.55 
MSE 2.24 95.90 3.02 1.73 
17 rP = Pearson-coefficient of correlation, r$ = Spearman-coefficient of rank corre 
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CHAPTER 3. RELATIVE EFFICIENCY OF MARKER-ASSISTED SELECTION 
FOR IDENTIFYING SUPERIOR INDIVIDUALS IN MAIZE 
A paper to be submitted to professional journal 
Buppa Kongsamai1, Dan Nettelton2, Michael Lee3, and Kendall R. Lamkey3,4 
Abstract 
Conventionally, identification of superior single-crosses in maize requires extensive 
trials over locations and years. The objective of this study was to evaluate the efficiency of 
selection for superior individuals based on phenotype only (PS), marker score only (MS), the 
combination of marker score and phenotype using selection index (MPS), and tandem marker 
score and phenotype selection (TMPS). The marker effect used in the estimation of marker 
score of individuals was estimated using the principal component regression (PGR) 
procedure. PCR integrated marker data from our two parental populations, which are 
representative of opposite heterotic groups, and eight economic traits of 133 single-crosses. 
These individuals were tested at four locations in 2001 and three locations in 2002. The top 
15% of single-crosses with best performance for each trait was selected for each of the four 
alternative selection schemes. Selection differential, response to selection and the theoretical 
efficiency of MAS relative to PS were used to determine the efficiency of marker-assisted 
selection (MAS) relative to PS. With respect to selection differential, response to selection, 
and percentage of selected lines in common, selection schemes based on a combination of 
marker and phenotypic data including MPS and TMPS were more effective than that based 
on MS only. Low consistency in selected families in common across years was observed in 
all selection schemes because of a large genotype by environment interaction. In addition, 
relative efficiency of MS was improved when h2 increased. The theoretical efficiency of each 
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selection scheme was estimated based on the proportion of additive genetic variance 
attributable to markers (p) and h2. It is also indicated that MPS and TMPS tend to be more 
efficient than MS and PS in the identification of superior individuals. 
1 Graduate student, primary researcher, and author, Department of Agronomy, Iowa, State 
University, Ames, IA 50011. 
2Professor, Department of Statistics, Iowa State University, Ames, IA 50011. 
^Professor, Department of Agronomy, Iowa State University, Ames, IA 50011. 
4Author for correspondence 
Introduction 
The theoretical use of molecular markers to aid selection for quantitative traits in a 
breeding program, marker-assisted selection (MAS), has been widely investigated (Lander 
and Boststien, 1988; Lande and Thompson, 1990; Haley and Knott, 1992, Bernardo, 1994, 
1998; Gimelfarb and Lande, 1994a, b; Zeng, 1994; Moreau et al., 1998; Olliver, 1998; 
Romagosa et al., 1999; Flint-Garcia et al., 2003). MAS is an indirect selection procedure 
where the primary characters (phenotypes) are improved by selecting for the secondary 
characters (markers) correlated with them. Generally, two main types of MAS have been 
utilized for selecting superior individuals in breeding programs. First, MAS is based on the 
pre-identified quantitative trait loci (QTLs) (Han et al., 1997; Romagosa et al., 1999; Flint-
Garcia et al., 2003). The location and effect of QTLs were estimated by using standard QTL 
mapping methods (Lander and Botstein, 1988; Haley and Knott, 1992; Zeng, 1994). In 
barley, markers that are linked to putative QTL for the traits related to malting quality and 
grain yield in barley were identified and utilized in MAS. It has been reported that selection 
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based on genotypic only, and genotypic followed by phenotypic selection were at least as 
effective as selection on phenotype only (Han et al, 1997; Romagosa et al., 1999). In maize, 
Flint-Garcia et al. (2003) utilized marker score, sum of the genetic effects across QTLs for 
each family, to make selection for resistance to European com borer (ECB) in the four F23 
populations. Their results indicated that the efficiency of MAS varied across populations 
studied. But MAS seems to be more effective than or at least as good as PS. 
MAS has also been based on statistical modeling procedures that do not rely on 
mapping QTLs (Lande and Thompson, 1990; Gimelfarb and Lande, 1994a, b; Whittaker et 
al., 1996). According to Lande and Thompson's procedure, the phenotype is regressed 
directly on the marker genotypes of an individual. The regression coefficient of each marker 
represents its effect on the trait under study. However when the number of markers is greater 
than the number of individuals evaluated, there are insufficient degrees of freedom to 
estimate an effect of each marker. Kwang and Nettleton (2003) suggested an alternative 
procedure, principal component regression (PGR), to estimate the location and effect of QTL 
related to the trait of interest. It has been demonstrated that PGR is a reliable method for 
estimating genetic values of individuals while providing the lowest mean square error for the 
regression coefficient estimates relative to the ordinary least square method (Kwang and 
Nettleton, 2003; Kongsamai, 2004). Their studies encourage us in using PGR procedure to 
estimate genetic effect when the accuracy of estimating genetic effect related to the trait of 
interest is particular concerned in MAS. 
The objective of our study is to compare MAS with conventional phenotypic 
selection for identifying superior individuals from a single-cross population derived from two 
recombinant-inbred line (RIL) populations: B73 x De811 (F&7) and Mo 17 x H99 (F^) 
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population. The two RIL populations are the representative of stiff stalk (B73 x De811) and 
non-stiff stalk (Mo 17 x H99) heterotic groups commonly used in commercial maize single 
crosses. The following questions were of particular interest: (z) how well do MAS schemes 
perform for identifying the best individuals relative to phenotypic selection? (//) how do trait 
heritability and the portion of additive genetic variance explained by markers affect on the 
performance of MAS when estimating selection differentials, response to selection, and the 
percent of selected lines in common relative to phenotypic selection? and (iii) what is the 
theoretical efficiency of MAS relative to PS if the superior individuals selected from each 
selection schemes were randomly recombined to form a new base-population for improving 
the trait of interest? 
Materials and Methods 
Seeds of the RILs and marker data from the B73xDe811 (F6:8) and Mol7xH99 (Fg:?) 
populations were provided by Dr. Michael Lee, Department of Agronomy, Iowa State 
University. In 2000, 177 single-crosses were obtained through random pair crossing between 
RILs of the two parental populations. Three to five plants from each RIL of B73xDe811 were 
randomly selected for cross-pollination. The Mol7xH99 (F&?) and the B73xDe811 (F&:g) 
populations were formed using single-seed descent without selection to the F$ generation. At 
the F5:6 generation, individual plants were randomly selected for self-pollination. The F&? 
ears were planted ear-to-row and the F6;8 seeds were harvested and bulked (Veldboom et al. 
1994a, b; Austin and Lee, 1996; Austin et al., 2001; Krakowsky et al. 2002; Krakowsky, 
2001). 
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Field Evaluation and Data Analysis 
In 2001, the 177 single-crosses and 3 commercial hybrid testers were evaluated in 
two replications of a 10x18 row-column lattice design in {alpha,(0,1)} at 4 locations in Iowa: 
Crawfordsville, Rippey, Carroll, and Ames. In 2002, because of insufficient seed supply, 
only 140 single-crosses were evaluated in two replications of a 10x14 row-column lattice 
design {alpha,(0,l)}at 3 locations: Crawfordsville, Carroll, and Ames. A plot consisted of 
two rows, each 5.5 m long with 0.76 m between rows. Plots were over planted and thinned to 
a density of 50,000 plants ha"1 at the six-to eight-leaf stage. Data were collected on a plot 
basis for grain yield (Mg ha"1, corrected to 155 g kg"1 moisture), grain moisture (g kg"1), ear 
and plant height (cm), silking and pollen shed date (days after planting when 50% of plants 
in a plot have visible silk and pollen shed), and percentage of stalk and root lodging. Silk and 
pollen shed dates were recorded at the Ames location only, while the remaining traits were 
recorded at all locations. Forty-four entries had either no marker data or phenotypic data in 
2001 or 2002 and therefore were excluded from the analysis. 
The analyses of all traits were conducted using the plot mean data. Data from 
individual environments was analyzed by using a mixed model. Rows, columns, and 
replications were considered random effects and entries were considered fixed effects. Entry 
means, adjusted for row and column effects, were obtained as least square means for each 
location (Cochran and Cox, 1992). Residuals from the analyses were used to test for 
normality and to check for outliers. The raw data were corrected for significant outliers. 
Least square (lattice adjusted) means from each environment were used to compute the 
combined analysis of variance. Environments, entries, and the environment x entry 
interaction were considered as random effects. From the combined analysis of variance 
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across environments, the estimates of variance and covariance components for each trait 
were calculated by equating observed mean squares with expected mean squares. 
Heritabilities, on an entry mean basis, were calculated as: cr I [a] / rt + cr2ge /1 + cr2g) (Fehr, 
1987) and 95% exact confidence intervals were calculated according to Knapp et al. (1985). 
Marker Data 
The alleles at marker loci for RILs from each parental population were scored as A 
for bands from the maternal parent, as B for bands from the paternal parent, and as H when 
bands from both parental lines were present. Loci scored as H were classified as missing 
data. Forty-four RILs that contained missing marker data or phenotypic data between the 
2001 and 2002 data sets were excluded from further analysis. The published linkage map for 
the Mo 17 xH99 (F&?) population was created from 151 RFLPs and one morphological 
marker (PI) using 185 RILs (Austin and Lee, 1996; Austin et al., 2000, 2001). The published 
linkage map of the B73xDe811 (F6:8) population was developed from 113 RFLPs and 33 
simple sequence repeats (SSRs) using 191 RILs (Krakowsky, 2002). Because we dropped 
some of the RILs from our analysis, we re-mapped all markers using 133 RILs from the 
Mol7xH99 (F6;7) and B73xDe811 (F6;8) populations. The map was constructed using the 
Mapmaker program (Lander et al., 1987). Linkage was declared at a LOD threshold of 3.0 
and distance between loci of 0.40-0.50 centimorgans (cM). The 226 loci of the B73xDe811 
(F&g) population created a map with 1561.5 cM and an average distance between loci of 6.9 
cM. The 152 loci of Mol7xH99 (F^) population crated a map of 1621.1 cM with an average 
distance between loci of 10.61 cM. Where the distance between markers on the linkage map 
was equal to zero, only one of the two markers was randomly selected and used for further 
analyses. 
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Approximately 15% of marker data was missing. The value of missing marker was 
estimated using the recombination fraction between missing marker and flanking markers 
according to the method of Haley and Knot (1992). The RILs with an A allele were given a 
value of 1, those with B allele given a value of 0. The estimated values of missing markers 
vary from 0 to 1. The probability values were determined using a program written with the R 
language (available from http://www.r-project.org; Ihaka and Gentleman, 1996) by Dr. Dan 
Nettleton, Department of Statistics, Iowa State University. 
Statistical procedures 
Estimation of genetic effect 
The PCR procedure was used to estimate marker effects and additive genetic variance 
attributable to markers (Hwang and Nettleton, 2003). Three hundred fifty-four markers 
combined from the Mol7xH99 (F6:7) and B73xDe811 (F^g) populations and values of eight 
traits of 133 single-crosses from 2001 and 2002 were used in the procedure. The statistical 
steps for building a model to fit the data for estimating genetic effects of individual single-
crosses using PCR are as follows: 
(/.) Compute the principal components (PCs). Principal component analysis was 
performed over all 354 markers scored on 133 individuals. There were 132 principal 
components of the non-zero eigenvalues of variance-covariance matrix of X. The matrix X, 
consisting of 133 rows (individuals) and 354 column (markers), consisted of 0 or 1 
corresponding to marker genotype present or a number between 0 and 1 representing the 
probability of the allele being present based on the allele present at flanking loci when data 
were missing in the original data set. Each PC represents a linear combination of all markers 
as shown: 
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f Cy = +... + , 
where a.jn are the values from the jth the eigenvector of matrix X, n is the number of markers, 
andj = 1,2,...,132. 
(».) Search for a subset of PCs correlated to the trait of interest. Phenotypic 
values of the trait of interest were regressed on the 132 PCs. A subset of PCs for predicting 
each trait was selected with forward selection. The criterion for subset selection was based on 
the F-to-enter statistic at the significant level of entering (SLENTRY) =0.05. 
(iii.) Estimate regression coefficients for the PCs in the chosen subset. Suppose k 
is the number of chosen PCs for a particular trait. The k chosen PCs were simultaneously fit 
into a linear regression model to obtain the estimates of and /?c or ( bi, b2, ...,bk)'. po 
represents a regression intercept and (3C represents regression coefficients for the k PCs; c = 
1,2,... yk * 
(/v.) Estimate the genetic effect of markers and marker scores of individuals. The 
k 
effect of each marker (zm) was estimated as: zm = ^ bcacmxm , where bc is the coefficient 
c-1 
related to the cth PC of the k PCs kept in the model (see step (Hi)), and m=l ,2,.. .,n is number 
of markers. 
The marker score (g,) for individual i for the trait of interest is estimated as: 
g. = Jjximzm, where zm denotes the effect of the nth marker and xim is the value obtained 
m=1 
from the ith row and mth column of the matrix X. 
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Selection schemes 
Four alternative selection schemes were applied to grain yield, grain moisture, root 
and stalk lodging, plant and ear height, and flowering date. Our goal of selection was to 
increase grain yield while decreasing the other traits. The selection intensity was 15% for 
each of the selection schemes. Selection was performed on the 2001 and 2002 data sets as 
follows: 
(1.) Phenotypic selection (PS). Twenty individuals with the best performance were 
selected based on the phenotypic values for each trait. 
(2.) Selection based on marker scores (MS). Individuals were sorted by their 
marker score values for each trait. Twenty individuals with the best marker scores were 
selected. 
(3.) Selection based on the combination of marker score and phenotypic value 
vi a  s e l e c t i o n  i n d e x  ( M P S ) .  A n  i n d e x  ( / , )  f o r  i n d i v i d u a l  z  w a s  c r e a t e d  a s :  / .  =  b M g i  +  b p y i ,  
l / /z2- l  1 -p 
where bM = ; bp = : , p is the proportion of the additive genetic variance 
of the trait accounted for by the markers ( ô2M / o}} ), and h2 is the broad sense heritability 
defined above. The proportion of the additive genetic variance accounted for by the markers 
(p) was estimated from the adjusted coefficient of determination ( R2cdj ) of the model fitting 
with k chosen PCs and h2: p = R2dj / h2. The R2dj gives an unbiased estimation of the 
percentage of phenotypic variance explained by selected PCs fitted to model, where R2adj is 
equivalent toâ2u là],. (see (z'z'z); Lande and Thompson, 1990; Hospital et al., 1997; Knapp, 
1998; Moreau et al., 1998). 
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(4.) Tandem marker score and phenotypic selection (TMPS). In this scheme 
marker score and phenotypic information were combined together using tandem selection 
(Han et al., 1997; Romagosa et al., 1999). First, 40% of single-crosses based on individual 
marker score values, and then, based on these selected individuals, thirty seven percent of 
single-crosses with the best performance according to their phenotypic values were selected. 
Consequently, approximately fifteen percent (0.40x0.37 = 0.15) of single-crosses with 
highest marker scores and phenotypic values were selected from this selection scheme. 
Comparison of selection efficiencies of selection schemes 
Relative selection differential, response to selection, and percentage of selected lines 
in common between each selection schemes were used to compare the efficiencies of MS, 
MPS and TMPS selection schemes in selecting for the superior single-crosses for each trait. 
Selection differential and response to selection. The selection differential and 
response to selection were estimated as percentage of the difference between mean 
phenotypic values of selected individuals and the overall mean for each selection scheme 
from the 2001 and 2002 data sets. The lower and upper limit for an estimate of selection 
differential and response to selection were constructed using a bootstrapping approach. These 
limits give an idea of the difference between selection using the four alternative schemes and 
selection at random. A sample of 20 single-cross entries was randomly chosen without 
replacement out of 133 observations based on trait, marker score, or index values 
corresponding to the selection strategy under consideration. Sampling was repeated 1000 
times. Selection differential and response to selection were estimated from each round of 
sampling. These estimates were expected to form a distribution with a mean of zero and a 
variance of cr2. The 1000 bootstrap estimates of the selection differentials and response to 
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selection were sorted from low to high. The lower and upper limits of the 95% confidence 
Percentage of selected line in common. The lines selected with each MS, MPS, and 
TMPS scheme was compared to the lines selected from PS scheme. Percentage of selected 
lines in common between MS (MPS or TMPS) and PS were estimated. The higher the 
number of selected lines by MS, MPS and TMPS found among the best lines selected by PS, 
the more efficient the selection scheme. 
Theoretical efficiency of MAS and PS for trait improvement. The expected 
relative efficiency of MAS and PS can be estimated according to Lande and Thompson 
(1990) and Xie and Xu (1998) when recombining the selected individuals, the expected 
relative efficiencies of any MAS schemes relative to PS, based on h2 and proportion of 
additive genetic variance (p), can be expressed as 
(i) yjp/h2 for the relative efficiency of MS relative to PS, 
equation, kt~k2 = 0.97, are the standardized at 40 and 37% selection intensities for marker 
score and phenotype, respectively, under the TMPS scheme. Consequently the final 
proportion of selected individuals is equivalent to 15% (0.40x0.37=0.15) of total individuals. 
kp= 1.55 is the standardized 15% selection intensity for PS (Falconer and Mackay, 1996). 
interval were determined as the values of the 25th and the 975th sorted values, respectively. 
(ii) -Jp l h 2 + ( l -  p ) 2  / ( I -  h 2  p )  for the relative efficiency of MPS relative to PS, and 
for the relative efficiency of TMPS relative to PS. In this 
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Results and Discussion 
Genetic parameters 
The means, broad-sense heritabilities (h2), and R2adj for each trait tested in 2001 and 
2002 are shown (Table 1). The greatest difference in the estimates of means and h2 between 
years was found for stalk and root lodging. The means for root and stalk lodging were higher 
in 2001 than in 2002, whereas the means for pollen shed and silking date were about 10 days 
earlier in 2002 than in 2001. 
The genetic variance among single-crosses is an estimate of all of the additive and 
dominance variance in the inter-population cross. The genetic variance among the single-
crosses ( ) between RILs was highly significant for all traits (P <0.001; Table 1). The 
interaction between genotype by environment interaction component of variance was 
significant for grain yield, plant height (2002 only), and root and stalk lodging. The genetic 
variance components for ear and plant height were much greater than the variance 
components for genotype by environment interaction resulting in the larger estimates of 
heritability (h2) (0.82-0.91) that was observed for the other traits. 
In general, heritabilities were higher than 0.60, except for stalk and root lodging. The 
estimates of heritabilities for stalk (0.21) and root lodging (0.25) were lower in 2002 than 
those (0.40 and 0.63, respectively) in 2001. The R2^ values, reflecting the portion of 
phenotypic variance that is explained by markers, ranged from 0.38 to 0.88 in 2001 and from 
0.36 to 0.68 in 2002 (Table 1). These estimates affect on the estimates of the proportion of 
additive genetic variance (p), wherep is estimated as: R2dj/h2. Biased estimates ofp values 
(p> 1) were observed for root and stalk lodging in 2002 where the phenotypic variance 
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attributable to the markers was greater than the genetic variance ( crf2, ) presenting in the 
population. The environmental effect might underestimate the estimates of a).. 
Comparison of efficiency for alternative selection schemes 
Selection differentials and responses to selection. 
In our study, we used selection differentials and responses to selection as indirect 
measurements to compare selection methods in selecting for superior single crosses from the 
population. Selection differentials and response to selection in 2001 and 2002 were in the 
desired direction for all traits in each selection scheme used (Table2). The selected 
individuals have better performance than those in the rest of the population according to 
selection differentials and responses to selection. This is also confirmed by the estimate of 
selection differential of each trait in that it is not in the critical range of lower and upper limit 
values, indicating that all selection schemes are efficient when selecting for superior 
individuals relative to random selection. 
In table 2, the selection differentials and responses to selection of MS was inferior to 
those of PS for all traits (0.15-27.38%), except for plant height in 2001 and root lodging in 
2002. We also found that the relative efficiencies of responses to selection for MPS and 
TMPS were greater than those of MS for all traits. In addition, the relative efficiencies of 
response to selection of MPS and TMPS tend to be equivalent to or greater than those of PS, 
particularly for ear and plant height and grain moisture. These results suggest that MPS and 
TMPS are effective schemes for selecting for superior single-crosses relative to MS. The 
inferior efficiency of MS to other schemes may be related to the predominance of dominance 
and epistatic interactions present the major part of the total genetic variance (Liu et al., 2003) 
whereas the estimates of marker scores or genetic values of individuals accounted for only 
additive effects of markers. In other way, MS would be more effective than the other 
selection schemes if marker score captures all genetic variation or the phenotypic information 
provides no information in identifying the individuals under selection. However, most traits 
in the current study have high heritability (>0.60). Phenotypic information should be 
sufficient to identify superior individuals with some level of accuracy. 
Selection differentials of three alternative MAS schemes in our study are only inferior 
or equivalent to those of PS. The reason is that selection differentials are estimated using the 
phenotypic values of selected individuals. Therefore, these estimates from any selection 
scheme never exceed those of PS. In addition, the results show that the relative efficiencies 
of MPS and TMPS corresponding to response to selection are greater than 1 in several traits 
(Table 2). This indicates that MPS and TMPS schemes can be more effective than PS in 
identifying superior individuals. However, the sets of single-crosses used in the experiments 
in 2001 and 2002 were the same entries. The differences between selection differentials and 
response to selection could greatly vary with environment effects. If the effect of genotype 
by environment interaction is small or absent, the estimates of response to selection should 
be close or equal to the estimates of selection differentials. 
Percentage of selected lines in common with phenotypic selection. 
Percentage of selected individuals by MAS schemes was compared to those selected 
by PS. The highest percentage of the selected lines with any MAS schemes observed in the 
best 20 individuals of PS represents the most effectiveness of that selection schemes. In 
general, percentages of selected lines in common were slightly different (0-10%) in selection 
for the superior single-crosses for MPS and TMPS (Table 3). More than 70% of selected 
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individuals using MPS and TMPS schemes had superior performance in both marker score 
(or index) and phenotypic values. MS was less successful in selecting superior individuals 
with high marker score and phenotypic values compared to MPS and TMPS. This shows that 
the percentage of lines selected by MAS schemes relative to PS agrees with the results 
observed for selection differentials and responses to selection. Low consistency of lines 
selected using PS, MS, MPS and TMPS schemes across years were observed, particularly in 
grain yield, root and stalk lodging (Table 3). Percentage of selected lines in common for each 
selection schemes in 2001 and 2002 showed that the same set of superior lines could not 
obtained from both years. For example, for yield, only 40% of the entries selected with PS in 
2001 were included in the top 20% of superior lines selected with PS in 2002. This confirms 
that genotype by environment is important in all selection schemes. 
Based on relative efficiency with respect to responses to selection, and percentage of 
selected lines in common in this study, it is not clear to conclude that MAS is less or more 
efficient when selecting superior single-crosses than PS. This case, extensive trials for 
evaluating the outcome of each selection group are required. 
Based on the testing sets of selected individuals in extensive trials, Romagosa et al., 
(1999) found that genotypic and tandem genotypic and phenotypic selection tended to be 
superior to PS when all individuals in the selection population were selected based on 
genotype of marker loci linked to QTLs. Flint-Garcia et al. (2003) has also concluded that 
MAS based on individual's marker score is effective for improving the level of resistance to 
stalk tunneling in maize relative to purely phenotypic selection. According to these studies, it 
appears that MAS would be more effective than PS when QTL effects related to the trait of 
interest present in the selecting population. 
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The theoretical efficiency of MAS and PS for trait improvement. 
The theoretical efficiencies of MS, MPS and TMPS compared with PS schemes 
varied from 0.75 to 3.77 across traits (Table 4). The theoretical efficiencies of MS are only 
greater than those of PS (Rf(Ms/ps) > 1) for stalk and root lodging. This indicates that marker 
data from both parental populations was informative in aiding selection for superior 
individuals in the traits with low heritabilities. In practice, the traits of high heritability, PS 
can identify superior individuals more precisely. We also observed that the relative 
efficiencies of MS were less effective than those of the combined selection on marker score 
and phenotype (MPS and TMPS) in most traits. The expected outcome of MS is equivalent 
or superior to PS, MPS and TMPS when improving traits with low h2, particularly in root and 
stalk lodging. The use of a combination of marker and phenotypic information via selection 
index tends to be slightly inferior to the use of tandem selection (Table 4). This closely 
agrees with the results observed based on selection differentials and response to selection. 
TMPS tends to be the best selection scheme in selecting for superior individuals carrying 
favorable alleles in several traits under study. 
The efficiency of MAS tends to increase as h2 decreases and p increases but h2 seems 
to be more important factor affecting the efficiency of MAS (Table 4). This result is 
consistent with several simulation and empirical studies (Lande and Thompson, 1990; 
Hospital et al., 1997; Xie and Xu, 1998; Knapp, 1998; Yousef and Juvik, 2001). 
The costs of data correction, including trait evaluation and marker genotyping should 
be considered when considering MAS for conventional plant breeding (Xie and Xu, 1998; 
Moreau et al., 2000). As a result of these additional costs, the efficiency of MAS is inferior to 
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PS regardless of type of breeding program chosen (Hospital et al., 1997; Xie and Xu, 1998; 
Yousef and Juvik, 2001). 
This study has shown that selection for superior individuals from maize hybrid 
population using MPS and TMPS gave consistently favorable response across the traits 
relative to MS and PS. When a trait has low heritability or phenotypic information provides 
less information in identifying the individuals under selection, MS tends to be better 
predictor of selection than PS. 
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Table 1. Estimates of heritabilities (h2), adjusted coefficient of determination (R2adj), and 
proportion of genetic variance contribuable to the variance explained by markers ( p )  for 
each trait under selection in 2001 and 2002. 
Traits Year Means (7q ±SE (Jqe ±SE <72e ±SE h 2 c  4, 
Grain yield 2001 7.16 0.26+0.05" 0.17 ±0.06" 0.99 ±0.06 0.60 (0.50,0.69) 0.52 0.866 
2002 7.67 0.37 ± 0.08" 0.20 ± 0.07" 0.93 ± 0.08 0.63 (0.52,0.71) 0.29 0.46 
Grain 2001 19.18 2.04+0.31" 0.24+0.171 3.30 ± 0.20 0.81 (0.76,0.85) 0.54 0.672 
moisture 2002 19.53 1.71 ±0.25" 0.12± 0.11 1.72 ± 0.14 0.84 (0.80,0.88) 0.73 0.878 
Ear height 2001 102.93 75.95 ± 11.38" 5.914 ± 6.02 121.61 ± 7.46 0.82 (0.77,0.86) 0.53 0.641 
2002 104.99 99.39 ± 13.45" 5.46 ± 3.48 51.47 ± 4.13 0.90 (0.88,0.93) 0.53 0.589 
Plant height 2001 208.12 124.95+ 17.38" -3.81 ± 6.52 143.28 ± 8.79 0.88 (0.85,0.91) 0.88 1.00 
2002 218.98 168.96 ± 22.68" 14.52 ± 5.18" 68.61 ± 5.50 0.91 (0.89,0.93) 0.71 0.781 
Root lodging 2001 12.89 49.26 ± 9.76" 29.38 ± 9.74" 172.07 ± 10.56 0.63 (0.54,0.71) 0.56 0.892 
2002 32.49 36.05 ± 20.41" 138.39 ± 33.42" 383.97 ± 30.79 0.25 (0.04,0.42) 0.58 2.332 
Stalk lodging 2001 7.63 5.63 ± 1.80" 11.85 ± 2.70" 42.87 ± 2.63 0.40 (0.25,0.53) 0.38 0.952 
2002 12.34 17.16 ± 11.27" 82.64 ± 18.9" 211.0 ± 16.92 0.21 (0.00,0.39) 0.48 2.304 
Pollen date3 2001 82.52 1.45 + 0.19" - 0.36 ± 0.04 0.89 (0.68,0.93) 0.61 0.666 
2002 72.52 2.81 ± 0.39" - 0.65 ± 0.08 0.89 (0.86,0.92) 0.62 0.686 
Silking date6 2001 83.58 1.92 ±0.29" - 0.85 ± 0.09 0.81 (0.77,0.87) 0.39 0.472 
2002 73.04 2.49 ± 0.34" - 0.54 ± 0.07 0.90 (0.87,0.92) 0.54 0.604 
significant at the 0.001 level. 
a,b No data available. Data were recorded based on one environment in Ames. 
0 Broad-sense heritability and exact 95 % confidence interval (Knapp et al.; 1985) estimated 
based on the average performance of each single-cross in the experiments 
d p is estimated as P^adj !h2, where R l^dj is the proportion of additive genetic variance 
e x p l a i n e d  b y  m a r k e r s ,  R l d j  = â 2 M  /  â 2 p  ,  a n d  h 2  =  â 2 c  !  â 2 p .  
Table 2. A comparison of the percentage of selection differentials and response to selection for four selection schemes when 
selections are made in 2001 (Soi) and response is evaluated in 2002 (R02) and when selection are made in 2002 (S02) and response 
is evaluated in 2001 (R02). 
Traits Selection schemes* Soi R02 RfR02$ S02 R01 RfR01£ 
Grain yield PS 13.42 9.34 - 16.24 8.36 -
MS 9.18 4.05 0.43 8.17 5.73 0.69 
MPS 13.13 6.68 0.71 15.97 9.91 1.20 
TMPS 13.27 7.22 0.76 15.04 8.56 1.03 
(-3.73,3.68)9 (-4.09,4.31) (-0.31,0.33) (-0.27,0.26) 
Grain moisture PS -9.45 -8.89 
-
-10.28 -8.09 -
MS -7.41 -7.74 0.87 -7.67 -6.91 0.85 
MPS -8.99 -8.84 0.99 -10.25 -8.16 1.01 
TMPS -9.17 -8.92 1.01 -10.28 -8.09 1.00 
(-2.99,3.37) (-3.22,3.22) (-0.63,0.63) (-0.58,0.65) 
Ear height PS -13.39 -13.94 - -17.08 -11.76 -
MS -10.89 -13.05 0.94 -14.04 -10.76 0.92 
MPS -13.04 -14.11 1.01 -16.98 -12.00 1.02 
TMPS -13.21 -14.59 1.05 -16.78 -11.88 1.01 
(-3.86,4.01) (-4.41,4.59) (-4.63,4.82) (-3.96,4.12) 
Table 2. (Continued) 
Traits Selection schemes" Soi RO2 RfR02$ S02 Roi RfROl^ 
Plant height PS -8.76 -8.32 - -10.34 -8.15 -
MS -8.17 -8.43 1.01 -9.62 -7.37 0.91 
MPS -8.74 -8.18 0.98 -10.29 -7.99 0.98 
TMPS -8.76 -8.32 1.00 -10.34 -8.15 1.00 
(-2.33,2.43) (-2.75,2.93) (-2.75,2.93) (-2.33,2.43) 
Root lodging PS -75.41 -35.11 - -60.35 -46.60 -
MS -54.05 -25.77 0.73 -48.76 -53.81 1.16 
MPS -72.20 -29.81 0.85 -60.33 -46.65 1.00 
TMPS -72.31 -30.56 0.87 -60.35 -46.60 1.00 
(-26.02,28.09) (-16.25,16.41) (-16.25,16.41) (-26.02,28.09) 
Stalk lodging PS -57.74 -47.87 - -82.59 -29.41 -
MS -41.03 -27.79 0.58 -55.21 -24.41 0.83 
MPS -56.76 -41.42 0.86 -79.09 -27.99 0.95 
TMPS -56.95 -49.99 1.04 -80.58 -26.74 0.91 
(-18.33,20.27) (-28.06,31.21) (-28.06,31.21) (-18.33,20.27) 
CT\ <D 
Table 2. (Continued) 
Traits Selection schemes" Soi RO2 Rfr<02S S02 Roi RfR01£ 
Pollen date PS -2.18 -3.56 - -4.01 -1.87 -
MS -2.03 -3.24 0.91 -3.36 -1.66 0.88 
MPS -2.15 -3.54 0.99 -3.97 -1.94 1.03 
TMPS -2.18 -3.56 1.00 -3.94 -1.87 0.99 
(-0.61,0.66) (-0.98,1.05) (-0.98,1.05) (-0.61,0.66) 
Silking date PS -2.71 -3.18 - -3.67 -2.10 -
MS -2.31 -2.18 0.89 -3.00 -1.77 0.85 
MPS -2.59 -3.02 0.95 -3.63 -2.18 1.04 
TMPS -2.58 -3.12 0.98 -3.66 -2.13 1.02 
(-0.72,0.73) (-0.95,0.93) (-0.95,0.93) (-0.72,0.73) 
§ Lower and upper limits obtained from bootstrapping procedure used to test for significant difference from zero of selection 
differentials and responses to selection. 
* Selection schemes: phenotypic-based selection (PS), marker score-based selection (MS), selection index-based selection (MPS), 
and marker score and phenotypic-based selection (TMPS). 
$ Relative efficiency of MS, MPS, TMPS to PS with respect to selection differential, and response to selection, respectively. 
Table 3. Percentage of selected lines in common for MS, MPS, and TMPS when the superior single-cross entries were selected 
based on marker-scores, or selection indices of 133 single-crosses, relative to those selected based on phenotypic values of each 
single trait in the 2001 and 2002 data. 
Traits 2001 2002 PS* MS* MPS8 TMPSr 
MS(PS) MPS(PS) TMPS (PS) MS(PS) MPS(PS) TMPS(PS) 
Grain yield 55 85 90 30 85 75 40 40 40 35 
Grain moisture 60 80 90 50 95 100 65 50 65 70 
Ear height 50 85 85 70 95 95 65 70 70 75 
Plant height 75 95 100 75 90 100 70 65 65 70 
Root lodging 40 75 80 55 95 100 40 30 30 30 
Stalk lodging 35 85 95 35 70 80 40 30 45 45 
Pollen date 80 90 100 65 85 95 60 50 70 60 
Silking date 60 80 85 65 90 95 55 50 65 65 
* '# '§ ' f  Percentage of  selected l ines in common for  PS,  MS, MPS and TMPS in 2001 with those in 2002 
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Table 4. Theoretical efficiency of MS, MPS and TMPS for improving a single trait relative 
to PS. 
Traits Year Relative efficiency relative to PS 
Rf(MS/PS)a Rf(MP8/Ps)b Rf(TMPS/PS)° 
Grain yield 2001 1.2 1.22 1.37 
2002 0.85 1.07 1.16 
Grain moisture 2001 0.91 1.03 1.19 
2002 1.02 1.05 1.27 
Ear height 2001 0.88 1.03 1.18 
2002 0.81 1.00 1.13 
Plant height 2001 1.07 1.07 1.29 
2002 0.92 1.01 1.20 
Root lodging 2001 1.19 1.2 1.36 
2002 3.05 3.68 2.53 
Stalk lodging 2001 1.54 1.54 1.59 
2002 3.31 3.77 2.69 
Pollen date 2001 0.86 1.01 1.17 
2002 0.88 1.01 1.18 
Silking date 2001 0.75 1.02 1.10 
2002 0.82 1.01 1.14 
a Rf(Ms/ps) - J p / h 2  ,  
b Rf(MPS/FS) — -\jp I h 1  +(1 — />)2 / ( l  — h 2 p )  and 
c  R f ( T M P s / P S ) =  ( k x - \ p ! h 2  +  k 2 ) ,  kp 
where standardized selection intensities for phenotype (kP) is 1.55 (15% selection intensity) 
and those for marker score( ki and ki) are 0.97 (40% selection intensity), respectively. 
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CHAPTER4. GENERAL CONCLUSIONS 
Marker-assisted selection (MAS) is of particular interest for the identification of 
genotypes with superior performance in many crop species when it is subjected to limited 
resources or the cost of trait measurement is expensive and time-consuming. An application 
of marker information to a breeding program is expected to improve accuracy in assessment 
of breeding values of individuals. In the first study, the efficiencies of four alternative models 
(int-PCR, ind-PCR, int-STR and ind-STR) for predicting genetic values of individuals were 
evaluated. The lowest value in the integrated mean squared difference between observed and 
predicted values (IMSE ) and the highest value in the average coefficient of correlation 
between observed and predicted values ( fop) served as the criteria for selecting the most 
promising model for genetic parameter estimates. The results indicated that the PCR method 
modeled with the integrated marker data from both parental populations (int-PCR) was the 
most promising model for estimating genetic parameters relative to the other models. In the 
second study on comparison of MAS to phenotypic selection in identification of superior 
individuals from the population, the int-PCR model was used to estimate marker scores and 
selection indices of single-crosses and then the superior individuals were selected based on 
these estimates in the second study. 
In practice, identification of superior individuals is an important step in plant 
breeding where the assessment of the efficiency of the alternative selection schemes is 
focused in the second study. Twenty out of 133 individuals with superior performance were 
selected using phenotype only (PS), marker score only (MS), combination of marker score 
and phenotype through selection index (MPS), and tandem selection for marker score and 
phenotype (TMPS) schemes. The results showed that all selection schemes had success in 
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selecting superior individuals relative to random selection. Among MAS schemes, more 
superior individuals were selected using MPS and TMPS relative to those selected using MS 
according to their selection differentials, their responses to selection and their percentages of 
selected lines in common across traits in 2001 and 2002. It is also observed that the 
difference between the efficiencies of MPS, TMPS and PS decreases as p and R2adj increase 
(i.e. grain moisture, plant height, and root lodging 3). The effect of genotype by environment 
interaction resulted in an inconsistency in selecting superior individuals observed between 
the years. The theoretical efficiency which represents the expectation of the outcome of 
selection for each selection scheme after recombining the selected lines was also studied. It 
indicates that selection for superior individuals from the population using MPS and TMPS 
gave consistently favorable response across the traits relative to MS and PS. When a trait has 
low heritability or phenotypic information provides less information in identifying the 
individuals under selection, i.e. root and stalk lodging, MS tends to be better than PS in 
selecting for superior lines. 
