For the recursions used in the Modi ed Incomplete LU (MILU) preconditioner, namely, the construction of incomplete decomposition, the forward elimination and the back substitution, parallelizable approximate solvers are introduced. The analysis shows that the solutions of the recursions depend only weakly on their initial conditions, which may be interpreted to indicate that the inexact solution is close, in some sense, to the exact one. The method is based on a domain decomposition approach, suitable for parallel implementations with message passing architectures. It requires a small number of communication steps per preconditioned iteration, independent of the number of subdomains and the size of the problem. The overlapping subdomains are either squares (suitable for mesh-connected arrays of processors) or de ned by the data-ow rule of the recursions (suitable for line-connected arrays of SIMD or vector processors). Numerical examples show that, in both cases, the overhead in the number of preconditioned iterations required for convergence is small in comparison with the speed-up gained.
Introduction
The Incomplete LU (ILU) decomposition of a sparse matrix 17] 18] 28] is one of the most powerful tools for the solution of sparse linear systems of equations. The idea is to construct sparse triangular matrices L and U such that LU is a suitable approximation of the coe cient matrix A. LU serves as a preconditioner in a Krylov space acceleration method. The construction of the ILU decomposition, as well as the back substitution and forward elimination required in each iteration, are basically sequential and replacing them by parallelizable or vectorizable algorithms is of great interest. In the following, we list some of the well known approaches for doing this. A vectorization based on the`data ow' of the recursions is presented in 3] . In this implementation, the recursion is done data front by data front, where a data front is a set of variables that can be computed simultaneously in a certain step of the recursion (for a general`data ow' algorithm see also 21] ). This is illustrated for 5-coe cient stencils for 2-d structured grid problems in Figure 1 A case of special interest arises when the coe cient matrix may be considered as an operator in the space of grid functions de ned on a d-dimensional grid. This situation is often obtained in the numerical solution of elliptic PDEs. The domain decomposition approach, based on substructuring the grid into a collection of subgrids, is considered suitable for this case, especially when implemented on message-passing parallel architectures with mesh-connected processor arrays. In 9] a domain decomposition approach based on an iterative solution (using ILU) of the Schur complement system corresponding to the interface unknowns is presented. In 20] an alternating Schwartz algorithm with inexact solvers for the overlapping subdomains is presented. In the following, we mostly consider`star' schemes, namely, (2d+1)-coe cient stencils arising, for example, from nite di erence or nite volume scheme on structured grids for the solution of second order elliptic boundary value problems in d-dimensional domains. For such problems, one may order the variables in a red-black ordering and obtain an e ciently parallelizable ILU method. However, with this ordering the convergence is much slower than with the standard (lexicographical) one 3]. A nested dissection ordering (in conjunction with MILU decomposition) gives much better convergence rates at the cost of a more complicated parallel implementation 5].
Next, we consider some inexact solvers for the recursions used in the ILU preconditioning. In 25] a domain decompositioned inexact solver based on d-dimensional cube subdomains is developed. It is shown there that the solutions of the exact recursions depend only weakly on their initial conditions; a fairly good approximation is thus obtained when an inexact (truncated) recursion is applied, which can be done in all the subdomains simultaneously. For a triangular system, this is equivalent to doing one block Jacobi iteration, where a block corresponds to a subdomain. For parallel implementations, this requires only transfer of internal boundary conditions between adjacent subdomains which, for message-passing par- Figure 4 (a) below) might improve the convergence. This, however, requires d communication steps per recursion. A vectorizable inexact solver for the recursions, which may be also viewed as a domain decomposition approach, is introduced in 31]. Its implementation for star schemes is illustrated in Figure 2 . Although the method of 31] is de ned for general domains, we limit the present application to rectangular grids only. There is no loss of generality in doing this since any structured grid can be embedded into a logically rectangular one by adding trivial equations at the ctitious points. (As a matter of fact, the implementation of 31] for general domains is equivalent to this one, provided one avoids the arithmetical operations corresponding to these ctitious points.) The recursion is approximate in the lower right triangle in Figure 2 (a); it uses initial conditions on the interface between the two subdomains rather than on the upper and left edges, as does the exact recursion. The oblique lines in Figure 2 (b) are continued periodically such that they all have the same length. The recursion is done periodically extended oblique line by periodically extended oblique line and, therefore, is perfectly vectorizable. As in 25], the method deteriorates when applied to MILU; this is cured by using overlapping as in Figure 3 .
The aim of this work is to show that it is possible to replace the MILU recursions by corresponding truncated recursions which are e ciently implemented on parallel and vector computers. To this end, it is shown that, under some algebraic conditions, the recursions depend only weakly on their initial conditions. More speci cally, the solution of the recursion at a certain grid point converges rapidly when the data front on which the initial conditions are given goes farer and farer away from this grid point. This motivates the de nition of two types of truncated recursion algorithms. The rst type (illustrated in Figure 4 ) is based on overlapping square subdomains and is suitable for message-passing parallel architectures with mesh-connected processor arrays. This approach is analyzed in 25]. The second type ( Figure 5) Figure 3 : A domain decomposition with overlapping triangular subdomains. The truncated recursion for the subdomain including the is initiated on the thin line.
or SIMD processors. For the truncated recursion for constructing the approximate MILU decomposition the initial data is actually 1 (see (9) below). For the truncated recursion for the approximate solution of a triangular system in a preconditioned iteration, the initial conditions at the boundary of the overlapping area are taken from the right hand side of this triangular system divided by the corresponding main diagonal element. The resulting solution of the truncated recursion is multiply de ned in the overlapping area; the approximate solution taken there is that of the longer recursion. In other words, the solution is taken only in the subdomain under consideration and not in its extension toward its neighbor. The present analysis is related to the theory of continued fractions ( 22] 24]). It may also be interpreted to justify the in nite domain analysis used in 8] and 16]. It uses pure algebraic terminology, avoiding the use of the grids, orders and norms used in 25]. In the case of 31], the present convergence theory implies that, when the overlapping area in Figure 3 gets larger, the solution of the truncated recursion at the lower-right triangle approaches that of the exact one. This yields a mathematical support to the numerical results of 31]. Furthermore, it motivates the de nition of a strip domain decompositioned approximate solver for the recursions in which each subdomain consists of several consecutive data fronts. For star schemes, this results in the oblique strip domain decomposition of Figure  5 . This algorithm is especially suitable for message passing parallel architectures with line connected arrays of vector or SIMD processors. For such architectures, the solution in each subdomain can be optimally vectorized as in 31], and additional speed-up is gained via parallelism across subdomains. It is also suitable for shared memory architectures with several vector processors, such as that of the CRAY. Finally, we present an implementation of the method of 25] which is e cient also for MILU and requires only one communication Figure 4 : A domain decomposition with overlapping square subdomains. It is assumed that the recursion goes left to right and downward. The truncated recursion for, e.g., the subdomain including the is initiated on the thin lines.
step per approximate recursion (Figure 4(b) ).
Figures 3, 4 and 5 correspond to a recursion in the lower-right direction as in Figure  1 . The subdomains are extended toward the starting point of the recursion, that is, in the upper-left direction. For a recursion in the opposite direction (namely, upper-left), the subdomains should be extended toward their lower-right neighbors. The present implementation uses the same domain decomposition for both types of recursion. This implies that, for symmetric linear systems, the resulting parallelizable preconditioners are no longer symmetric. However, the present analysis implies that they are`almost' symmetric in the sense that the amount of nonsymmetry approaches zero when the size of the subdomains approaches in nity. Alternatively, one may use a slightly shifted subdomains for the backward recursion and obtain symmetric preconditioners. In Figures 4(a) and 5 one may interchange (for the backward recursion only) the roles of thin and thick lines; that is, use subdomains of the same size as before but with interfaces which coincide with the thin lines and extensions which go until the thick lines. These implementations, which yield symmetric preconditioners for symmetric problems, are not tested here.
We do not consider here the problem of parallelizing the computation of the inner products required in the acceleration scheme. This issue is addressed, e.g., in 27].
The contents of the paper are as follows. In Section 2 the abstract parallelism problem is described. In Section 3 the recursion for constructing the incomplete decomposition is analyzed. In Section 4 the forward elimination and back substitution recursions are analyzed. In Section 5 numerical examples are presented. In Section 6 concluding remarks are made. 2 The General Parallel Algorithm
The Parallelism Problem
Here we formulate the abstract problem which leads to the ideas and algorithms of this paper. Let G be a group (or a suitable semi-group). Let g i 2 G, i = 1; 2; : : : ; N = KP, where K 1 and P > 1 are integers. The problem is to use P ? 1 processors e ciently for the computation of g 1 g 2 g 1 g 2 g 3 g 1 g 2 g 3 g 4 g 1 g 2 g 3 g N : The classical solution involves partitioning of the elements g 1 ; g 2 : : : ; g N into groups (`subdomains') as in Figure 6 , solving a local problem within the subdomains, solving a global problem which requires communication among subdomains and nally solving another local problem within the subdomains. The total computational e ort is about twice as large as that of the standard sequential algorithm; however, the local parts of the algorithm can be done in parallel. Here is the parallel algorithm in detail.
1. First local part: compute in parallel
2. Global part: compute
3. Second local part: for 1 r P ? 1, compute in parallel H r g rK+1 H r g rK+1 g rK+2 H r g rK+1 g rK+2 g rK+3
H r g rK+1 g rK+2 g (r+1)K :
Applications to Tridiagonal Systems
Consider the linear system of equations The parallel algorithm can be used for the solution of (1) 
Connection to Domain Decomposition
The above algorithm for the solution of tridiagonal systems is equivalent to an implementation of the method of 10] to 1-d problems. This implementation reads as follows.
1. Eliminate all variables but x K ; x 2K ; x 3K ; : : : x N = x PK . 2. Solve the reduced (Schur complement) system for x K ; x 2K ; x 3K ; : : : x N .
3. Solve for all the other variables.
The 2-d case considered in 10] is essentially the same. The main di erences are that each variable x i is replaced by a whole y-line of variables and that the elements H i in the parallel algorithm (which involve dense matrices) are not formulated explicitly but implicitly. 
Application to Horner Algorithm
The rst coordinate of the solution, x 1 , is equal to the desired value P N j=1 b j y j?1 . Hence, the above parallel algorithm can be used to derive a parallel implementation for Horner algorithm. This is actually what is done in 15].
A Parallel Solver for Tridiagonal Systems
Another parallel solver for tridiagonal systems is obtained by applying the parallel algorithm for the three recursive processes involved in the standard Gauss elimination. The resulting algorithm is: 3. Back substitution in U, using the parallel algorithm with G the group of 1-d a ne transformations.
The key observation made in this paper is that when L is strictly diagonally dominant the reduced system for x K ; x 2K ; x 3K ; : : : ; x N resulting from L is highly strictly diagonally dominant. For example, if L has the form on the left hand side of (2) (with j i j < gamma < 1, 1 i K) then the reduced coe cient matrix for the interface unknowns resulting from L has the form on the right hand side of (2) . . .
This means that the coe cient matrix for the reduced system is spectrally equivalent to its diagonal part, independent of the number of subdomains used. This leads to a truncated recursion algorithm, which avoids the global communication required in the exact solution of the above reduced system.
Truncated Recursions
The basic idea in the present algorithms is to replace the coe cient matrix for the above reduced system by its diagonal part. The interface unknowns x K ; x 2K ; x 3K ; : : : ; x N are then decoupled, and a variable in the triangular system is coupled with variables in its own subdomain or the adjacent subdomain only. This yields the truncated recursion described schematically in Figure 7 . In practice, the size of the overlapping area might be di erent from K. A reasonable choice for the initial value for the recursion is the corresponding component of the right hand side divided by the corresponding main diagonal element. The resulting parallel iterative tridiagonal solver is thus as follows.
1. Use a truncated recursion for the pivoting. 2. Use a truncated recursion for the forward elimination in L. 3 . Use a truncated recursion for the back substitution in U. 4 . Use the resulting procedure as a preconditioner in a Krylov space acceleration method.
In the 2-d case described in Section 1 the situation is similar, except that the above variables are replaced by suitable data fronts (in the general case they are replaced by the abstract data fronts q n (k), see Section 3). In this case, the main results of Sections 3{4 state that, under certain algebraic conditions, the recursions depend only weakly on the initial conditions and L and U are strictly diagonally dominant. In other words, the solution of the recursion at a certain grid point converges when the data front on which the initial conditions are given approaches (?1; ?1) (for in nite order matrices). This is illustrated in Figure 8 .
Furthermore, the rate of convergence is exponential. Therefore, truncated recursions are expected to yield results which are close to the corresponding exact ones.
3 The MILU Decomposition
Here we consider the MILU method of 14]. This method may be considered as a variation of the standard MILU method in which only the pivots are computed and the o -diagonal elements are unchanged. The analysis in this paper applies to MILU applied to in nite matrix problems. However, it may be interpreted to indicate that the present algorithms are e cient also for MILU applied to linear systems of a nite order. Note that for star schemes MILU is equivalent to MILU. whose (anti-) limit is z. To ensure convergence to z, it is often supplemented with an acceleration scheme.
The MILU Decomposition for In nite Matrices
Here we analyze the behavior of the elements x i obtained by the recursion for constructing the MILU decomposition of in nite matrices. We show that, under some algebraic conditions, the x i 's are bounded away from zero in magnitude and converge in a sense which will be de ned below. As in 25], this implies that the triangular matrices F +E and E+U are often strictly diagonally dominant, which will be useful in Section 4. Furthermore, it motivates the replacement of the original recursion by a truncated one. Unlike in 25], here the truncated recursion is initiated on a data front; hence, the subdomain boundaries should coincide with data fronts. For star schemes, this results in oblique strip subdomains as in Figure 5 . In the sequel, we also denote G(M) by M. Let L = (l i;j ) i;j2Z be an in nite matrix. As mentioned above, the present convergence results assume in nite matrices; nite order matrices should be extended in a natural manner to in nite ones in order to be suitable for these results. Assume that L is strictly lower triangular, that is, l i;j = 0 ( i j: Let S Z be xed. Assume that r n (L; S) ! n!1 1: (7) This means that the distance between pro les diverges with the di erence between the indices of these pro les. This assumption holds for the strictly lower triangular matrix whose elements are de ned in (3) for matrices A arising from discretizations of elliptic PDEs on structured grids with the usual lexicographical ordering of grid points (for example { star schemes and S a data front, where r n = n) and also for certain unstructured grids with suitable ordering of grid points. For example, consider a linear nite element scheme for a second order PDE on the grid in Figure 9 . Let the nodes be ordered line by line downward toward the junction point corresponding to the last (Nth) variable and let S = fNg. Extend the resulting matrix into an in nite one naturally by adding more lines on top of the grid and using suitable (e.g., constant) coe cients in the PDE in this extra region. Let L be the strictly lower triangular matrix whose elements are de ned in (3). Clearly, in this case r n = O(n) for large n. Our main objective is to analyze problems arising from PDEs, such as the above examples; however, we prefer to use purely algebraic framework and assumptions which apply to most problems we have in mind, namely, practical applications. In other words, q n (k) is the set of integers j which are connected to S through a path of length n (namely, consisting of n edges in G(L)) and not connected to it through any path of length greater than n and less than or equal to k. For example, if L results from (3) applied to star scheme and S is a data front as in Figure 1 , then q n (k) = p n (L; S) are subsequent data fronts. For 9-coe cient stencils and S a data front as in 3], q n (k) for k n + 2 are subsequent data fronts (see Figure 10) .
Clearly, the q n (k)'s, 0 n k, are disjoint sets. Furthermore, by induction on l = k; k ? 1; : : : ; 0 we have k n=l q n (k) = k n=l p n (L; S): By substituting l = 0, this gives k n=0 q n (k) = k n=0 p n (L; S): (8) Let fc i g i2Z be an in nite sequence. Let k 0 be xed. For each i 2 p k (L; S), de ne u i (k) = c i . By induction on n = k ? 1; k ? 2; : : : ; 0 de ne u i (k) = c i ? P j2Z l i;j =u j (k); i 2 q n (k): (9) Note that the nite recursion (4) is obtained as a particular case of this general recursion by substituting c i a i;i , choosing k to be the largest integer for which q k (k) 6 = ; and using S f1 j N j l i;j = 0 8ig: Clearly, in this case N 2 S. For our needs, though, S is usually a single element set or (a subset of) a data front, e.g., the set of variable indices corresponding to an oblique line in Figure 1 . Of course, S is introduced for the analysis only; in practice, one truncated recursion is used for determining the approximate solution in a whole subdomain (see Section 1 Proof: First we show that n < 1. Indeed, suppose that there exist a subsequence fl k g 1 k=0 Z such that l k ! k!1 1 and i 2 p l k (L; S). This implies that r l k (L; S) is bounded, which contradicts (7). In order to prove the rest of the theorem, let l 0 = maxfj j n > r j (L; S) (the existence of l 0 is guaranteed by (7)). Then, for m > l > l 0 , we have i 2 q n (m) q n (l) and By Lemma 3 and (7), fu i (l)g 1 l=l 0 +1 is a Cauchy sequence, hence converges. By taking m in Lemma 3 to 1, the desired convergence rate is achieved. 2 
The case L 0
Here we consider the case L 0, namely, l i;j 0 8i; j. In addition, it is assumed that c i 0 8i. From (3){(4) it is seen that these conditions are satis ed, for example, when MILU is applied to L-matrices, namely, matrices A with positive main-diagonal elements and nonpositive o -diagonal elements. (For this class, (3) implies that l i;j 0.) Such matrices arise often in stable discretizations of elliptic PDEs. The analysis is similar to that for the general case above. Here, however, the assumption D > 0 made in Theorem 1 is unnecessary, and D 0 is su cient. (It is still assumed that w > 0, for avoiding triviality.)
Furthermore, it is not necessary to assume r n (L; S) ! n!1 1. A lower bound for the limits f i is available; however, the rate of convergence is unknown unless Theorem 1 is applicable. Proof: With the notation for n made in Theorem 1, i 2 q n (l) for any l n. By Lemma 5, fu i (l)g 1 l=n is a monotonically decreasing sequence. The theorem follows from Lemma 4. 2 
Analysis of Forward Elimination and Back Substitution
Here we analyze the behavior of the forward elimination and back substitution processes arising, for example, in the ILU or MILU preconditioning. The analysis uses in nite triangular matrices which are strictly diagonally dominant. From Lemmas 1 and 4, it can be seen that this is the case for many important examples (provided that the coe cient matrix is normalized in advance so that a i;i 1). Consider, for example, Toeplitz M-matrices resulting from star schemes with constant coe cients. In this case, strict diagonal dominance of the triangular matrices F + E and E + U of (5) 
This implies that the diagonal dominance increases when moving from 2-d to 3-d. Indeed, I was informed by T. Washio that the numerical results in 31] were better in 3-d than in 2-d. The reason for this is that in 3-d there are more matrix elements to be`thrown away' during the incomplete decomposition process and, therefore, the resulting triangular matrices are more stable than in the 2-d case. In both cases, since the row-sums of L and U are ?1=2 (at least in the interior of the domain), Lemma 4 implies that F + E and E + U are strictly diagonally dominant Mmatrices. Furthermore, the diagonal dominance increases as decreases.
Convergence of the Recursion Elements
Similarly to the incomplete decomposition process (Theorem 1), we show that the solution of the forward elimination or back substitution processes at a certain point converges when the initial conditions are given on a data front which is farer and farer away from this point. This indicates that the solution depends only weakly on the initial conditions and, therefore, a truncated recursion (as in Figure 5 ) should be a good approximation to the exact one.
In the following we use the same notation as in Section 3. Proof: By induction on n = k; k ? 1; : : : ; 0. For i 2 q k (k), the lemma follows from the de nition of v i (k). For any j 2 k l=1 p l (L; S), let n(j) be the number for which j 2 q n(j) (k). 2 in 12] ). This method is used because it applies to nonsymmetric as well as symmetric problems, requires a xed amount of time and storage per iteration and avoids the computation of the transpose of the coe cient matrix and preconditioner. (Of course, for symmetric positive de nite problems the Conjugate Gradient method is more e cient. However, our main objective here is the comparison of preconditioners, not that of acceleration methods.) TFQMR may be considered a modi cation of the Conjugate Gradient Squared (CGS) method of 26]. We found that the performances of CGS and TFQMR are similar; we preferred the latter because of its smooth convergence curve. The numbers displayed in Table 1 are the numbers of iterations required for reducing the l 2 norm of the residual by 6 orders of magnitude.
The parallelizable versions are implemented as follows. For the MILU decomposition (Section 3.1), a truncated recursion with homogeneous initial conditions (as in Section 3.2) is used. This means that, on the thin lines in Figures 3, 4 Figure 3 to that of Figure 5 . This may be explained by the more strict diagonal dominance of the triangular matrices in the latter (see Lemma 5) , which yields more accurate truncated recursion in the forward elimination and back substitution (see Theorem 3). It is expected that if the same E had been used, then the implementation of Figure 3 for the approximate solution of the triangular systems would be better than that of Figure  5 . 2. The anisotropic di usion equation 0:01u xx + u yy = f with Dirichlet boundary conditions. A central second order di erence scheme is used. The parameter = 0:95 is used. Here MILU is more e cient than for the previous problem, since the problem is close to a 1-d problem, for which ILU and MILU are direct solvers. The overhead in iteration number in the parallelizable algorithms in comparison with standard MILU is more emphasized here than in the previous example, as expected from the discussion in the beginning of Section 4. The region is the unit square with a 1 1-point hole at the middle of it. Dirichlet boundary conditions are imposed on this hole as well as the outer boundary. For this region, an upwind scheme is inadequate ( 6] ); following 7], we have thus added to the usual second order di erence scheme an isotropic arti cial viscosity, the amount of which is locally chosen to be the minimal amount required for diagonal dominance. It is seen from (10) that the diagonal dominance of one of the triangular systems is not very strict. This explains the relatively large overhead in iteration number of the parallelizable algorithms in comparison with standard MILU. For example 4(b), we have also used the standard and parallelizable ILU versions as smoothers in a multigrid method (denoted by 4(b)MG). For this task, = 0 is preferable. Since the problem is of discontinuous coe cients, a matrix-dependent multigrid algorithm is needed; we have used the AutoMUG method of 23]. Here standard relaxation methods fail to serve as smoothers because of the presence of anisotropy; ILU is suitable for this problem. The V(1,1) multigrid iteration is accelerated by TFQMR. Four levels are used and in the coarsest one the system is solved approximately by one ILU iteration. This is done because of communication considerations, which make the use of further coarser levels ine cient. (When standard ILU is used with six levels the problem can be solved in 12 iterations.) The results show that the use of multigrid yields no essential savings in communication time in comparison with the single-grid methods; it does, however, save much of the computation time. 6 Conclusions
The analysis in Sections 3 and 4 shows that the recursions used in the ILU iteration depend only weakly on their initial conditions. This motivates the construction of inexact recursion solvers using truncated recursions. These truncated recursions use domain decomposition and can be done in all the subdomains simultaneously. When overlapping subdomains are used, the method applies also to Modi ed ILU (MILU). Two types of domain decomposition, suitable for two types of parallel architectures, are introduced. The rst one, based on 31], is suitable for line-connected arrays of SIMD or vector processors. For the present examples (using eight oblique strip subdomains), the overhead in iteration number (in comparison with standard MILU) is at most 40% and the overhead resulting from the overlapping is at most 25%. This amounts to e ciency of at least 4=7 in computation time (not including communication overhead, which depends on the particular machine used; the present e ciency estimates are for shared memory architectures). The other domain decomposition technique, based on 25], is suitable for mesh-connected processor arrays. The numerical examples (using sixteen square subdomains) show that the overhead in iteration number (in comparison with standard MILU) is at most 58% and the overhead resulting from the overlapping is at most 56%. This amounts to e ciency of at least 0:4 in computation time.
The present analysis may be interpreted to indicate that the amount of overlap required does not increase with the subdomain size. Furthermore, the numerical experiments by T. Washio (with the algorithm of 31]) indicate that the overhead in iteration number decreases when turning to 3-d problems (in agreement with (11)). (Note also that in 3-d usually more processors can be used than in 2-d.) Hence, we expect the e ciency to increase when turning to large 2-d or 3-d problems.
