Abstract. This paper proposed a modified differential evolution algorithm (MCDE) to solve constrained optimization problems. The methods incorporated the center point of the population into the DE algorithm, and modified the crossover factor of DE algorithm and used three simple selection criteria based on feasibility to guide the search in the feasible region. The proposed approach can be easily applied, requiring no additional parameters. Simulation and comparisons based on four testing functions and one engineering example demonstrated the effectiveness, efficiency and robustness of the proposed techniques.
1. Introduction. Many optimization problems involves a number of constraints that the decision solutions need to satisfy, hence the aim of constrained optimization is to search for feasible solutions with better objective values. Generally, a constrained optimization problem can be described as follows: Find x to minimize f (x) ( 1 ) Subject to g i (x) ≤ 0, i = 1, 2, ..., n
The most common approach used to deal with constrained search space is the use of penalty functions. Apart from the penalty function method, several novel techniques have been incorporated into evolutionary algorithms to handle constraints. Koziel and Michalwicz [1] proposed a homomorphous mapping (HM) between a high-dimensional cube and a feasible search space to transform the original problem to be unconstrained. Runarsson and Yao [2] presented a constraint-handling technique (Stochastic Ranking, SR) from the view-point of balancing the dominance between the objective and penalty functions, and the approach is focused on the rank of the individuals directly using a bubble-sort like algorithms. Coello and Montes [3] developed a dominance-based selection scheme to handle constraints in a genetic algorithm (GA), motivated by the earlier constrainthandling technique known as nicked pareto genetic algorithm (NPGA) [4] . Coello and Becerra [5] incorporated a cultural algorithm that used domain knowledge to improve the performance of an evolutionary programming technique.
The paper is organized as follows: The differential evolution algorithm is described in Section 2. A detailed description of our approach is provided in Section 3. The simulations and comparisons of four testing functions were described in Section 4. In Section 5 a wellstudied engineering design problems is discussed. In Section 6 some conclusions are given and the future research is presented.
Differential Evolution (DE). Differential Evolution (DE) is a relatively new EA
proposed by Price and Storn [6] . The differential evolution algorithm is presented in Figure 1 .
End if
End for G = G + 1 End for End Figure 1 . Differential evolution algorithm randint(min, max) was a function that returns an integer number between min and max. rand[0, 1) was a function that returns a real number between 0 and 1. Both were based on a uniform probability distribution. NP , MAX GENERATIONS, CR, F are user-defined parameters.
Different strategies could be adopted in DE algorithm depending upon the type of problem for which DE was applied. The general convention could be described as DE/x/y/z. DE stands for Differential Evolution, x represented a string denoting the vector to be perturbed, y was the number of difference vectors considered for perturbation of x, and z stands for the type of crossover being used (exp: exponential; bin: binomial). Thus, the working algorithm outlined above was DE/rand/1/bin. This paper used the DE/best/2/bin as the basic algorithm.
3. The Modified Constraint Handling Differential Evolution Algorithm. The design of the modified constraint handling differential evolution algorithm was based on a modified "DE/best/2/bin" version and added a simple mechanism, which had been found to be successful with other EA. Moreover, the constraint-handling approach did not add any extra parameter defined by user.
The modifications made to the DE in this paper were the following:
The simple mechanism to deal with constrains includes three simple criteria which guided the algorithm to the feasible region of the search space:
-All the individuals of the population were initialized in the feasible region.
-Between 2 feasible solutions, the one with the highest fitness value wined.
-If one solution was feasible and the other one was infeasible, the feasible solution wined.
These criteria were applied when the child compared against the parent subject to be replaced.
In order to speed up the convergence process, we modified the original DE algorithm. Firstly, the center point of population was incorporated into DE. This point was set to the center of the population at every iteration and calculated according to the following formula.
This point was compared against the best solution of the population, if it was more excellent or better than the best solution of the population, the best solution was updated with the center point, otherwise, the best solution was not updated. Secondly, design the crossover factor CR, the CR was updated according to the following formula.
where iter is the current iteration, CR min , CR max are the minimum and maximum values of CR, respectively, which both were defined by user, usually CR min is set to 0.1, and CR max is set to 0.9. So the proposed version of DE algorithm was called MCDE (A Modified Constraint Handling Differential Evolution), and it was shown in Figure 2 .
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Figure 2. MCDE algorithm
The modified steps were marked with the underline. randint(min, max) was a function that returns an integer number between min and max. rand[0, 1) was a function that returned a real number between 0 and 1. Both were based on a uniform probability distribution. NP , MAX GENERATIONS, CR min , CR max , F are user-defined parameters.
Experiments and Results.
To evaluate the performance of the proposed approach, four testing functions were chosen. The simulations results of MCDE and the comparisons with the homomorphous mapping (HM) [1] , the stochastic ranking (SR) [2] and Montes and Coello's simple feasibility rules and differential evolution for constrained optimization [7] were shown in Table 1 . For each test function was performed 30 independent runs. The parameters used for the MCDE were the following: NP =10D, MAX GENERATIONS=3000, CR min = 0.1, CR max = 0.9, F = 0.5. As can be seen in Table 1 , MCDE could reach the global optimum in the four test problems. With respect to the Homomorphous Maps (HM) [1] , MCDE provided a better "best" solution in all four problem, even the "worst" solutions were better than the HM's "best" solutions. With respect to the Stochastic Ranking [2] , MCDE was able to find the same "better" solutions in four problems, but MCDE could obtain the better "mean" and "worst" in problem g06 and g09. With respect to the Montes and Coello's simple feasibility rules and differential evolution for constrained optimization [7] , MCDE was able to find the same "better" solutions in four problems, but MCDE obtained the better "mean" and "worst" in four problems.
From the previous comparison, we could see that MCDE performs better global search ability than the other methods. The results also demonstrated the effectiveness, efficiency and robustness of the proposed MCDE.
5. Computation Example. This problem was taken from [8] , in which a welded beam was designed for minimum cost (f (x)) subject to constraints on shear stress (τ ); bending stress in the beam (θ); bucking load on the bar (P c ); end deflection of the beam (δ); and side constraints. There were four design variables as shown in Figure 3 , i.e. h(x 1 ), l(x 2 ), t(x 3 ) and b(x 4 ). This problem had been solved before by the following approaches: a GA-based co-evolution model [8] , a GA through the use of dominance-based tournament selection [3] , Coello and Becerra's evolutionary programming with a cultural algorithm [5] , CPSO [9] and HPSO [10] . The best solutions obtained by the above mentioned approaches as well as MCDE were listed in Table 2 , and their statistical simulation results were shown in Table 3 . The problem could be mathematically formulated as follows: [10] 0.208800 3.420500 8.997500 0.208800 1.748309 Coello and Montes [3] 0.205986 3.471328 9.020224 0.205986 1.728226 Coello and Becerra [5] 0.205700 3.470500 9.036600 0.205700 1.724852 CPSO [11] 0.202369 3.544214 9.048210 0.202369 1.728024 HPSO [12] 0.205730 3.470489 9.036624 0.205730 1.724852 MCDE 0.182863 3.8042659 9.5849960 0.182863 1.641862
From Table 2 , it could be seen that the best feasible solution obtained by MCDE was better than the results obtained by other techniques. From Table 3 , it could be found that the average searching quality of MCDE was greatly superior to those of other methods. In addition, the standard deviation of the results by MCDE in 30 independent runs was also very small. [3] 1.728226 1.792654 1.993408 0.074713 Coello and Becerra [5] 1.724852 1.971809 3.179709 0.443131 CPSO [9] 1.728024 1.748831 1.782143 0.012926 HPSO [10] 1.724852 1.749040 1.814295 0.040049 MCDE 1.641862 1.641862 1.641862 2.03e-031
6. Conclusion. This paper introduced a modified differential evolution algorithm for constrained optimization, which is based on three feasible region rules to handle constraints, and overcome the weakness of penalty function method. Simulations results showed that the proposed MCDE has a better performance in terms of searching quality, efficiency and robustness. Besides, we obtained the new best feasible solution for a wellknown engineering problem. The study of avoiding premature convergence would be our future work.
