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We study the abstract multiparameter problem Tmxm = 2: I 1” “rn”X, 3 
0 # x, E H,, m = l,..., k, for selfadjoint operators r,,, and V,, on separable Hilbert 
spaces H,. We develop dual variational approaches related to the polar duality 
between certain convex sets. The “primal” approach has been the basis of several 
investigations, particularly in the so-called “right definite” case. Here we use the 
“dual” approach to derive existence and comparison results for the “left definite” 
case. 
1. INTRODUCTION 
The problem to be studied here takes the form 
T,,,x,,,= \“- A, Vmnx,, 
,=I 
O#x,E H,, m = I,..., k, (1.1) 
where T,,, and V,, are selfadjoint operators on separable Hilbert spaces H,. 
We assume that the V,,,, are bounded and that the T,,, have positive definite 
compact inverses. These assumptions correspond to much of the literature on 
the subject, at least if one admits a preliminary translation of eigenvalues. 
This point is discussed below. 
Our basic aim is to develop an idea of Hadeler involving dual geometrical 
constructions in IF?’ derived from a single equation with several parameters, 
and then to apply the dual approach to the existence and comparison of 
eigenvalues. We do not claim that duality is essential for these applications, 
but it does expose certain geometrical interpretations of the theory which 
otherwise would not be apparent. 
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1.1. Definiteness Conditions 
In order to set up terminology, let us introduce U,,, as the set of u, E H, 
such that ]]u,,,]] = 1, and U as the set of u = (u, ,..., u,J with u, E U,,, for 
m = l,..., k. We then define V(u) as the k x k matrix with (m, n) th element 
~m”hfJ = &I 3 Vmn %I> (1.4 
and we set 
S,(u) = det V(u), (1.3) 
with 6,,,(u) as the (m, n)th cofactor in this determinant. 
The right and left definiteness conditions we shall consider are: 
CONDITION RD: For some a > 0, 6,(u) > a for all u E U. 
CONDITION LD: For some b > 0, 6,,,(u) >p for all u E U and 
for 1 < m, n < k. 
We shall also find it useful to isolate the so-called “proper” case. 
CONDITION P: Both RD and LD hold. 
Actually, several versions of right and left definiteness exist. It is shown in 
[3, Sect. 21 that the conditions appropriate for semibounded (e.g., 
Sturm-Liouville) operators T,,, can be put in the above forms, modulo inver- 
tible affine eigenvalue transformations. The original form of RD appeared 
early this century, that of LD (for k parameters) in [ 141, and that of P in 
[8l. 
For later purposes, we shall make some comments on the terminology of 
these conditions. For u, E U, n g(T,,,), which we shall denote by Ui, we 
set t,Ju,) = (u,, Tmu,,,). From (1.1) and (1.2) it follows that 
m = I,..., k, (1.4) 
for u, = xm/ll x,11, so 
1 = l,..., k. (l-5) 
.Under LD, the left side is positive, while under RD, the coefficient on the 
right is positive. A full explanation really requires associated operators on 
a”,=, H,, but since tensor product methods are not well suited to the 
oscillation and comparison results we wish to derive here, we simply refer 
the reader to [ 17, Chaps. 4, 51. 
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Condition P is based on “properness” of cones which we shall now 
discuss briefly-details may be found in ] 3; Sect. 31. A cone K CI Rk is a 
subset closed under nonnegative scalar multiplication. The cone K is proper 
if its closed convex hull contains no line, or equivalently if it admits a 
normal v such that for some Y < 0, 
hV<YIlhll for all h E K. (1.6) 
(Here and elsewhere, we juxtapose elements of Rk to indicate the Euclidean 
inner product,) In fact, k linearly independent such normals v exist. 
Choosing these as axes we see that any proper cone K admits a nonsingular 
linear transformation 0 such that 
OK E IRR”, u {O), 
where IR: is the positive orthant of Rk. 
Under condition P, it turns out that the cone 
C = {p : V(u) p > 0 for some u E U) (1.7) 
is proper. (Here and elsewhere we use the coordinatewise order, generated by 
the nonnegative orthant). In fact 
c G iR: u {O}, (1.8) 
the requisite nonsingular linear transformation having been built into our 
specification of LD. 
1.2 Dual Approaches 
The first to identify geometrical duality in a related context seems to have 
been Hadeler [ 121. He considered one equation involving bounded operators, 
but we may give analogous constructions for our case as follows: Writing 
for u, E UL, we may define 
P,={h:w,(k,u,)>Oforallu,EU~J. (1.10) 
Evidently w&, u,) vanishes for some u, on the complement Q, of P,, 
called by Hadeler the range of the operator 
W,@)=T,- i &,V,,,,. (1.11) 
lZ=l 
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Hadeler demonstrated convexity of P,, and, with bar denoting closure, 
that 
~Q,E‘&S&, z, = {A : 0 E u( w,(n))} (1.12) 
being the spectrum of his problem. Hadeler’s “primal” approach was based 
on (1.12), which allows one to characterize at least part of Z, variationally. 
Unaware of [ 121, Binding and Browne [7] studied (1.10) and related 
objects from a variational point of view, calling the intersection (over m) of 
the sets Q, the vectorial range. We shall develop some of their ideas in 
Section 2, but we note here that they treated the spectrum Z, as a countable 
union .Z, = Uz=, ZL, where 
z; = {A : p;(h) = O), (1.13) 
p:(L) is the ith eigenvalue of W,(L) (l.ll), and ZL = aQ,. Thus the 
“primal” approach-cf. (1.12~really corresponds to Zl, which is the 
“eigensurface” corresponding to the “fundamental” eigenfunction in the case 
of differential equations. Eigensurfaces (“eigencurves” in the case k = 2) 
have been basic to many investigations of multiparameter theory right from 
the start of the subject-cf. Klein [ 131. 
For the analogue of Hadeler’s “dual” approach, we introduce the IRk- 
valued function s, with n th component 
s mn :urn -+ urnn(~m (1.14) 
in the notation (1.2), (1.4). For bounded operators, Hadeler defined the dual 
range of W,(i) as the range of s,,. For unbounded T,,,, we may replace this 
with the closure 5Pm of the range over Vi. Alternatively, we may define the 
compact operators 
S = T-‘/2 v T-‘/z mn m mn m (1.15) 
and use their Rayleigh quotients-this approach will be taken in Section 2. 
The technique leading to (1.15) is quite common for generalised (e.g., 
nonlinear) eigenvalue problems, but dual ranges do not seem to have been 
exploited. Even Hadeler, who gives the fundamental relation 
O#aEL%Tmo (h:a%= l}cQ, (1.16) 
as the basis for his terminology, does not really pursue the topic. Binding 
and Browne 19, Sect. 61 have given relations between the eigencurves and the 
dual range for one equation in two parameters: we shall extend these in 
Section 2 to several equations and parameters. We use P,,, rather than Q,, 
and in particular we show that F,,,--see (l.lO)-is the (polar) dual of the 
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convex hull of &F’,,,, so certain primal problems involving intersections (over 
m) can be treated dually via convex hulls (over m). 
1.3 Existence of Eigenvalues 
We make two applications of the “dual” approach. The first, in Section 3, 
concerns “fundamental” eigenvalues (corresponding to Zi) under LD. The 
result is not new but it seems to be the only case where there is a direct 
geometrical proof of existence of eigenvalues for k > 2. 
When k = 2, geometrical properties of the eigencurves may be used. 
Indeed Richardson [ 151 has given several such “oscillation theorems” for 
coupled Sturm-Liouville equations. Although he did not consider RD and 
LD explicitly, one may deduce the relevant results from his work. An 
extension to general k has been obtained by Sleeman [ 18 J for 
Sturm-Liouville equations and by Binding [6] for abstract problem (1.1). 
These works all involve more than the “fundamental” solution, but as noted 
in [6], that solution is crucial. 
By viewing the intersection dually, we characterize 
via common support planes to the 2,,,, i.e., via “faces” of the dual vectorial 
range 
(1.17) 
for (1.1). We show that 9 has at least one, and at most two, faces of the 
required type. The arguments, and the distinctions between the two 
possibilities, are geometrical in nature and involve the cones 
R,= {yr:rE.5Fm,y>O} (1.18) 
generated by the %G@,,,. These in turn are related to the cones 
v??l =~yv,o4n): u, Eurn, Y> 01, (1.19) 
where v,Ju,J = (n,i(u,,J,..., v,,(u,)), used by Atkinson [ 1, Chap. 91 and 
Binding [3] for geometrical equivalents of RD and LD. Indeed, we lean 
heavily on these works for our results. 
1.4 Comparison Cones 
A generalisation to (1.1) of Sturm’s first comparison principle was first 
given in [7] and has since been used, e.g., in [8, 10, and 111. A general 
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(nonlinear) version of the result has also appeared [2]. We assume that (1.1) 
is compared with a similar system distinguished by tildes. The main 
conclusion is that if certain inequalities hold for given nonnegative integer k- 
tuples i and j and, in the notation (1.13) 
then 
X-1LEC. (1.20) 
Here V(U) comes from (1.2) and C, which is defined in (1.7), is called the 
comparison cone for (1.1). A similar statement may be made for c, the 
comparison cone for the other system, but for simplicity we shall restrict 
ourselves to the case the V,, and p,,,,, coincide. Two examples of interest are 
(i) where the T,,, and Fm coincide but i <j so we compare eigenvalues of 
different “index” and (ii) where F,,, > T,,,, i.e., F,,, - T,,, is nonnegative 
definite and g(T,,J = g(F,,,). 
When condition P holds, (1.8) and (1.20) yield x > h in the coor- 
dinatewise partial order, and in a sense this behaviour is actually equivalent 
to P [8, Theorem 6.11. When RD holds alone, however, C may not be 
convex, and hence may not even generate a partial order 18, Ex. 4.81. Our 
second application of the “dual” approach, given in Section 4, shows that if 
we assume LD instead, then the situation is much closer to that under 
condition P. Specifically, we shall choose subsets C, of C such that 
c, s *I$ u {O). 
Now (1.5) shows that any eigenvalue k of (1.1) satisfies 
5ERk*=flRk ** i' (1.21) 
the sign being that of 6,,(u), with u, = x,/l] x,]] . We shall show that eigen- 
values in IR: may be compared via (1.20) but with C replaced by C, . Thus 
the LD problem behaves in a sense as two separate problems satisfying P. 
2. DUALITY 
2.1 Compact Reformulation 
We list the eigenvalues of W,(S) (1.11) according to multiplicity as 
PO,(A) < dm < **- 
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and we set Pm, Z,, and Nh as the subsets of IF?” where p& is positive, zero, 
and negative, respectively. This notation comes from [ 7) and agrees with 
(1.7) and (1.10). Similarly, we list the positive eigenvalues of the compact 
operator 
S,(l) = 2 &,S,, = T,“* W,,,(h) T,“’ (2.1) 
n-1 
according to multiplicity as 
We remark that p;(A) and a’,(l) may be given maximin and minimax 
characterizations in terms of the quadratic forms w,(A, u,) and sm(um) I, 
respectively (see (1.9) and (1.14)). Here s,, is extended to all of U,,, via 
s~,,(u,,J = (u,,,, S,, u,), and the mth dual range .5Pm is defined by 
.5Pm = {s&,) : u, E u, }. (2.2) 
We shall make extensive use of bold face to denote elements of Rk--in 
particular we write 
p’(h) = @:‘(A),..., p(A)) 
and similarly for oi(A), 0, and 1 = (l,..,, 1). We write 
2’ = f) z> = (11: pi@) = 0) (2.3) 
i?l=I 
and we note that any eigenvalue I of (1.1) must belong to Z’ for some i > 0. 
One connection between (1.1) and the compact operators we have 
introduced is 
LEMMA 2.1. If we write x, = T; ‘I2 y m, then (1.1) is equivalent to 
S,@) Ym = Ym f 03 m = l,..., k. (2.4) 
Moreover, corresponding eigenspaces of (1.1) and (2.4) have equal (finite) 
dimensions and are isomorphic under T; ‘I*. 
This is proved in the same way as [4, Lemma 2.11. It follows that h E Z’ 
(2.3) is equivalent to 
6(h) = 1 
for some j > 0. Our analysis will be based on the fact, to be proved in 
Theorem 2.2, that we may take j = i. 
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2.2. The Primal Approach 
Algebraically, the primal approach is based on the equivalence between 
(1.1) and 
p’(i) = 0, (2.5) 
i.e., k E z’, for some i > 0. Since the dual approach will be based on the 
compact operators S,(h) of (2.1), we shall rewrite (2.5) in terms of the ~6. 
THEOREM 2.2. Equation (2.5) is equivalent o a’(h) = 1. 
Proof: If u, E Vi, then 
%l(u,) = v,wJ/t,w~ (2.6) 
where u’ = T-“’ m m u,,Jl T; I’* u, 11, so uk E UL. Conversely, if u; E iJi, then 
v,Mn)lt,(u~) = %rMa (2.7) 
where u; = Tz’ u,!J Tz’ u& 11, so u; E U,. 
Suppose first that I&(A) > 1, so by continuity of s, and density of U,!,, in 
U,, there is an (i - 1)dimensional subspace FE G?(T,,,) such that 
%n(%rl> I  1 for all u, E U, f7 F. 
From (2.6) there is an (i - I)-dimensional subspace F’ = T; I” F so that 
w,(h, 24;) = tm(u6) - vm(uh) 1 < 0 for all t&E U;nF’. 
It follows that p’,(h) < 0. The converse is proved similarly via (2.7), so we 
conclude that 
p;(h) < 0 0 u#J > 1, i = 0, l,.... (2.8) 
Now suppose that a”,@) = 1, so p:(h) > 0 by (2.8). On the other hand, 
Lemma 2.1 gives p;(h) = 0 for some i, so by definition p:(h) < p;(A) = 0. It 
follows that p:(a) = 0, and the converse is similar. 
We now proceed by induction to assume that 
p’,(i) = 0 0 u’,(l) = 1 (2.9) 
for 0 <j < i. If a’,(l) = 1, then p’,(k) > 0 by (2.8). Further, Lemma 2.1 gives 
p’,(k) = 0 for some 1. If 1> i, then we argue as for i = 0 to give pi,(n) < 0. If 
I < i, then (2.9) gives ui(A) = 1, so S,(h) has an eigenspace E, of dimension 
at least i - I + 1, corresponding to eigenvalue 1. Thus W,(h) has an 
eigenspace T; ‘I* E of the same dimension, and so p’,(k) = 0. The converse is 
proved similarly, and so (2.9) is established for all j > 0. Q.E.D. 
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Geometrically, the primal approach involves the intersection in (2.3), and 
again in preparation for the dual approach, we shall express this in terms of 
the sets Pk instead. Note that (2.8) and (2.9) allow us to express Pk, Z,, 
and Nh in terms of c$,,. 
LEMMA 2.3. If either LD or RD holds, then Z, = aPi. 
Proof: From (2.8), (2.9), and the continuity of a:, Pk is open, so 
ZL I, aPg. By [3, Theorems 3.2, 3.51, V, (1.19) is proper, so by (1.6), there 
is v (depending on m) such that 
This shows that 
vvr?t@,) < 0 for all u, E U,. 
a;+ + EV) < ok(A) 
for all h E Rk and E > 0. In particular, if z E Zk, then z + EV E Pk, whence 
z;sap;. Q.E.D. 
In summary, then, the primal approach involves the algebraic equations 
(2.5) which have the geometric interpretation 
(2.10) 
2.3 The Dual Approach 
Algebraically, the dual approach involves replacing (2.5) by 
o’(k) = 1 (2.11) 
by virtue of Theorem 2.2. Geometrically, we shall interpret (2.11) by means 
of hyperplanes with certain extremal properties. It will be convenient for us 
to develop this first for the case i = 0. 
For any set A G Rk, we define the polar A0 by 
A’= (1:ka< 1 for all aEA}, 
and we say that A and A0 form a polar pair if (A’)’ = A-cf. [ 16, 
pp. 125-1261. 
LEMMA 2.4. Zf A is bounded and 1 E a(A O), then sup (Aa : a E A} = 1. 
Proof: As an intersection of closed sets, A0 is closed, so A E A ‘. Letting 
W=sup{la:aEA}, 
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we thus have w < 1. If v/ < 1, then let 
o=sup{l/all:aEA}, 
so whenever a E A and I/A - I’ I( < (1 - w)/w, then 
l’a<la+ 1 -w< 1. 
It follows that 1’ E A O, contradicting 1 E a(,4 “). 
It is usual to refer to the hyperplane 
Q.E.D. 
II= {p:Ap=y} 
as a support of A if sup{ha: a E A} = y. Noting that n has distance y/(lhll 
from the origin, we can therefore restate Lemma 2.4 in the following way: 
COROLLARY 2.5. If A is bounded and 0 # h E 8(A”), then 1 is an exterior 
normal to a support of A with distance ll1ll-’ from the origin. 
Let us now set A = Sm (2.2) to obtain 
--a- A’= {h:s,(u,)l< 1 for all u,E U,,,}=P~UZ~=P,, 
by virtue of (2.8) and Lemma 2.3. We remark that it is more usual to define 
polars of convex sets, and this may be accomplished here by using A = co 
S,,, instead. It is known that S?,,, = co Sm in general only if k < 2. Also, if 
one wants a polar pair, then A = co((O} U 9” should be used instead. It is 
easily shown that this is the same as using co SF,,, if H, is infinite dimen- 
sional. 
Using Lemma 2.3 and Corollary 2.5, we may assert the following: 
THEOREM 2.6. For i = 0, (2.10) is equivalent to the requirement that the 
22m, m = l,..., k, have a common support with exterior normal h and distance 
II 111-’ from the origin. 
Geometrically, then, the dual approach comes from interpreting the P”, as 
polars, at least for i = 0. Intersection (2.10) is then replaced by the condition 
of Theorem 2.6, essentially involving the convex hull 9 of (1.17). 
When i # 0, the analysis is similar, with .%‘m replaced by a subset <ai, 
defined by the range of s, over the orthocomplement of an i,-dimensional 
subspace E, G H,. We should add the caution that the polar (9;)” is not 
in general equal to the closure of P&in fact, the latter is normally not even 
convex. As regards existence, however, (2.10) ’ is still equivalent to 
A E n”,=, a(9p. 
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3. EXISTENCE OF EIGENVALUES 
Throughout this section, we shall assume LD. To avoid trivialities, we 
shall also assume k > 2. 
3.1 Projections 
We shall use e, to denote the mth unit coordinate vector, while a caret 
will denote omission of the k th coordinate. In particular, then, the symbol 
pm denotes a cone in IRk-’ isomorphic to the projection of V, down ek. 
Our analysis will be based on two lemmas involving the cones 
R,= 5 E,R, and 
where E, = 1 and E, = f 1 for m = 2 ,..., k, while R, and V, come from 
(1. IX) and (1.19), respectively. Recall (1.6) for the definition of proper 
cones. 
LEMMA 3.1. if E # 1, then R^, is proper. 
ProoJ: From [3, Theorem 3.51, we see that PC is proper. Further, it 
follows easily from (2.6), (2.7), and the density of Ui in U, that 
It is therefore enough to show that if K and L are cones with K + L proper, 
then Z? + L is proper. This, however, follows directly from the inclusions 
and the fact that a proper cone has proper closure. Q.E.D. 
Our second lemma is related to [3, Lemma 3.41, which in particular 
implies that f, is improper-from the above proof, the same is true for R^,. 
It follows that the closure of &‘--see (1.17~cannot be contained in an 
open half-space in IR k-1. In fact, more is true. 
LEMMA 3.2. The set &, contains opposite nonzero elements, i.e., 6 E 9, 
ProojI It is clear that 0 E R^, contradicts the positivity of BOmk. The 
equivalence of the two statements of the lemma thus follows from LD. 
Suppose the contrary, so 3, contains no opposite nonzero elements. Let 
K,=&+R^, and K, =I?,,,, m = 3,..., k. By virtue of Lemma 3.1, 
C:=A&, contains no opposite nonzero elements for any choice of 
E, = f 1. By [ 1, Theorem 9.6.21, no (k - 1) x (k - 1) determinant 6, with 
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(m - l)th row formed from a nonzero element of K, for m = 2,..., k, may 
vanish. 
The typical form of such a determinant is, however, 
where u E V, a, > 0, a, > 0, and a, + a2 > 0. By LD, 6 may take either sign 
and must therefore vanish on grounds of continuity, so we have a 
contradiction. Q.E.D. 
3.2 Faces of the Dual Vectorial Range 
We define a face of 9 (1.17) as a common support for the .9Pm, 
m=l ,..., k, and we adopt the following convention. A face has normal v (as 
opposed to -v) if 
sup(vX:IE9,}=y (3.1) 
for some y independent of m. A face is nontrivial if its intersection with each 
SFm is nonempty-otherwise the face is trivial. A face is outward if the 
constant y of (3.1) is positive, inward if y < 0, and neutral if y = 0. 
Before exploring the connection between faces and eigenvalues, we shall 
give some properties of faces. The first are related to compactness. 
LEMMA 3.3. (i) If each H, is finite dimensional, then all faces are 
nontrivial. 
(ii) Inward faces can occur only if each H, is finite dimensional. 
(iii) All outward faces are nontrivial. 
Proof. (i) If dim H, < co, then 9,,, is compact. 
(ii) Compactness of S,(v) forces 
sup{vs,(u,): u, E V,} = sup(v5: h E <gm} (3.2) 
to be nonnegative if H, is infinite dimensional. 
(iii) If y > 0 in (3.1), then compactness of S,(v) forces attainment of 
the supremum, by virtue of (3.2). Q.E.D. 
In view of the above, trivial faces must be neutral, and can occur only in 
infinite-dimensional cases. On the other hand, a neutral face may be 
nontrivial, and such faces will appear below. We should also point out the 
possibility that a plane ll may generate both inward and outward 
faces-necessarily then .9 G IT. We shall regard such faces as distinct, since 
their normals are opposite according to our convention. 
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THEOREM 3.4. (i) 9 has at least two faces. 
(ii) At least one, and at most two, are nontrivial. 
Proof (i) By Lemma 3.2, there exist elements of the form pe, E .A. Let 
us then set 
,u* = sup@: fpe, E 9}. (3.3) 
Evidently ,u+ ek E a,!?? so p+ ek E Z7 for some support Z7of 9. We claim that 
I7 is a face of 9. 
Suppose not, so 17 n .9Pm = 0 for some m-say, m = 1. It follows that 
(3.4) 
Now Lemma 3.1 shows that 
is proper, hence has proper closure. Thus (3.4) can be satisfied only if 
pe, E 9,,, for some p > 0 and some m between 2 and k. By compactness of 
the S,, (1.15), we may find u, E U, so that i,(u,) = 6, contradicting 
positivity of 6,,,(u). 
This establishes our claim, and similarly ,K (3.3) generates a second face. 
(ii) A given face may be translated into a (k - 1)dimensional linear 
subspace, which must fail to contain e, for at least one value of m, say 
m = k. Thus we continue to discuss the two faces determined by (3.3). If 
p+ # 0, then JZ is nontrivial by Lemma 3.3, and similarly if pu_ f 0. If 
p+ =,L_ = 0, then 9 G II, so for any u E U, 
m = I,..., k, (3.5) 
whence n is nontrivial. 
It follows that at least one of the two faces determined by (3.3) is 
nontrivial. Suppose both are nontrivial, and that a third nontrivial face F 
exists, and denote by F, the linear subspace parallel to F. If ek E F,, then for 
some u E U, 
O,(U,)EE~&~, m = I,..., k - 1. (3.6) 
On the other hand, positivity of 6,,,(u) requires linear independence of the 
%?lkPf)~ 
We may therefore assume that ek 6Z F,, so there is a unique ,U such that pe, 
E F. Since F is a face, .U must equal either ,u+ or pu_ (3.3)-say, ,u = ,u+ .
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Thus F and II are both supports for 2 at p+ ek. Moreover, if u E U satisfies 
(3.5), then ~Ju,,,), m = l,..., k - 1, must be linearly independent or we 
contradict positivity of 6,,,(u) - cf. (3.6). Thus 
%hrn) -iu+ ek? m = !,..., k - 1, 
are linearly independent and so J7 is uniquely determined, whence F = 17. 
Q.E.D. 
3.3 Faces and Eigenvalues 
We shall now discuss the implications of the above work for eigenvalues 
of (1.1). There are basically four cases of (3.3). 
(i) If p* are both positive, then the two faces they generate are 
outward and hence nontrivial by Lemma 3.3(iii). By Theorem 2.6, both faces 
correspond to eigenvalues with index i = 0, and moreover any such eigen- 
values correspond to nontrivial faces. Since by Theorem 3.4(ii) only two 
such faces can exist, we have precisely two “fundamental” eigenvalues of 
(1.1) in this case. 
We might add that the sign of Ah is positive for p + and negative for ,K, 
and according to (1.5) the same goes for the sign of 6,(u), where 
urn =%l/llxmII- 
(ii) If ,u+ and p- take opposite signs, then one face is outward and the 
other inward. By Lemma 3.3(i and ii), each H, is finite dimensional and by 
Theorem 3.4(ii), no further faces exist. By Theorem 2.6, the outward face 
(corresponding to whichever of ,u+ is positive) generates the unique eigen- 
value of index i = 0. It is easily seen that the other face corresponds to 
i,=dimH,- l,m= l,..., k. 
Since each s,~(u,) has fixed sign, the same goes for v,~(u,,,) and therefore 
for 
‘O@) = 5 60,k@) v,k(“,)’ 
m=l 
(3.7) 
In other words, modulo an initial sign change if necessary, condition RD 
(and hence P) holds in this case. 
(iii) If p+ are both zero, then 5-P is contained in a linear subspace, 
viz., 27. If v is normal to ZZ, then both fv generate faces, but neither 
corresponds to an eigenvalue since Theorem 2.6 forces l]b]l to be infinite. 
One could, however, interpret the faces in terms of “homogeneous” eigen- 
values as discussed in [l, Chap. 6; 17, Chap. 31. 
Evidently 6, is identically zero in this case, and so (1.5) cannot be 
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satisfied. Thus no eigenvalues (of any index i) can exist. Actually vm(um) v 
vanishes for each u E U, so by Cramer’s rule 
V,~Okn(~) = vn &A~)~ 
whence each v, has the same sign. Thus the transformation 
i-x, A./( + vii (3.8) 
is nonsingular and essentially produces a problem in the parameters 
4 ,..a, 2, , , since (3.8) converts V,, into xi=, v, V,, = 0. Although no 
eigenvalues exist, any k - 1 of Eqs. (1.1) still lead to a right definite 
problem, by virtue of condition LD on dOmk. 
(iv) If just one of ,u+and p- is zero, then the other is positive. Suppose 
pu_ > 0 = ,u+ for definiteness. Then p- generates an eigenvalue ho of index 
i = 0, as in case (i). 
If p+ is achieved as a maximum in (3.3), then the corresponding face is 
nontrivial by Lemma 3.1. As in (i), no further nontrivial faces exist, so the 
eigenvalue ho is unique. As in (iii), there is no eigenvalue corresponding to 
p+, although 6, does achieve a maximum of zero at, say, u E U. It can be 
shown that an associated operator d, on @ “,=, H, then has an eigenvalue 
of zero with eigenvector U@ = ui @ ... @ u,, i.e., U@ E Ker d,. Indeed the 
“missing” eigenvectors (where ]] I ]] is infinite) span precisely Ker A,---see 15; 
17, Chap. 51. 
If p+ is not achieved in (3.3), then 
do(u) < 0 for all 24 E U 
by virtue of (3.6), so we have a weakened version of RD-cf. [ 1, Chap. 111. 
One should remark that ,u+ may generate many faces in this (necessarily 
infinite-dimensional) case. 
4. COMPARISON OF EIGENVALUES 
4.1 Sign Factors 
When LD holds, we have already remarked that the eigenvalues of (1.1) 
must satisfy (1.21). We shall label any element of Z’n lft: as A’*-here Z’ 
comes from (2.3). 
We shall also refine the comparison cone C of (1.7) by defining 
C, = {p: V(u) I( > 0 and +6,,(u) > 0 for some u E U} 
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If condition P holds, then C = C, of course. If only LD holds, then for any 
PEC*, 
for some u E U with 6,(u) # 0. Thus I( is certainly in the closure of I?:, and 
moreover, if p, = 0, then (4.1) and LD give 
V(u) p = 0. 
It follows that p = 0 because 6,(u) # 0, and we have established 
LEMMA 4.1. ZfLD holds, then C, c I?: U (O}. 
We also note that the C, allows us to improve on (1.21), since 
iif E C*\(O} G IFI: 
follows directly from (1.4), assuming LD. 
(4.2) 
4.2 Comparison Principles 
We start with a statement of a general principle (requiring no definiteness 
conditions) for comparing (1.1) with a similar system distinguished by tildes. 
We shall assume throughout that Q(T,,,) = @(?,J and V,, = v,,,, 
l<m,n<k. 
THEOREM 4.2. Zf 
Pi@) < b’@) 
then x1 - h’ E C. 
for each h E Rk, (4.3) 
This is a consequence of [2, Corollary 3.31, but we shall give a proof since 
we need the arguments below. For simplicity, we shall write x’ as v. 
Proof: Let et(A), i = 1, 2 ,..., be an orthonormal basis of eigenvectors for 
IV,(k) corresponding to p;(h), and let E, be the span of ek(A’),..., efnm(h$ Let 
uh be the minimiser of w,(v, u,J subject to urn E U,nEi. Using the 
variational characterization of eigenvalues, we have 
and 
w(v, u’) < P’(V) < g(v) = 0, (4.4 1 
w&i, u’) > p’(P) = 0, 
409/92/l-E 
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SO 
V(u’)(v - P) > 0. (45) 
This establishes the result (see (1.17). Q.E.D. 
We may give the following geometrical interpretation of the above 
analysis. Let SPi”:, denote the range of s, over 
(u, E U,,,: T,-‘/=u, E E,} = (I, n (T,“=E,)‘. 
The problem of finding U; as above-cf. (4.4)-is then equivalent by duality 
to that of maximising the linear functional 
Cj?:h+vl (4.6 ) 
over the sets S’& for m = l,..., k. If &, denote corresponding maximisers, 
then 
VP6 > &9, m = l,..., k, (4.7) 
by virtue of the minimax principle. Further, (4.4) gives p’(v) < 0, so on the 
basis of Theorem 2.2 and (2.8) we have 
49 2 1, m = l,..., k. (4.8) 
We may apply similar reasoning to the other system. Let fi; denote 
maximisers of cp (4.6) over the ranges &‘:, of S;, with orthogonality 
constraints determined by @,Jv) instead. Then $I:, = d>(v) = 1 and we thus 
reach 
vp;>vg= 1, m = l,..., k, (4.9) 
via (4.7) and (4.8). 
Now the jI; determine a face of 
&‘=co (i, “:) 
with outward normal v. Geometrically, our left definite comparison principle 
hinges on the fact that (4.9) forces the two sets {pi,..,, &} and {ii,..., &,} to 
have the same orientation. 
COROLLARY 4.2. If LD and (4.3) hold, then lj* - b’ E C, . 
Proof: We write v for ti *. Let 6 be the determinant with m th row 
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consisting of the coeffkients of &,,, and let y,,,,, be the (m, n)th cofactor of 6. 
Each L, is positive by virtue of LD, so (4.9) yields 
k k 
Moreover, v E Rk,-see (4.2)-so kv, > 0 whence k6 > 0. 
Finally, 6 and a,,(~‘) differ only by a positive factor, viz., the product 
t,(uk), uh coming from the proof of Theorem 4.1. Thus (4.5) actually 
implies v - 1’ E C, . Q.E.D. 
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