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Despite continued advancement in machine learning algorithms and increasing availability of large data sets, there is still no
universally acceptable solution for automatic sleep staging of human sleep recordings. One reason is that a skilled neurophysiologist
scoring brain recordings of a sleeping person implicitly adapts his/her staging to the individual characteristics present in the brain
recordings. Trying to incorporate this adaptation step in an automatic scoring algorithm, we introduce in this paper a method for
personalizing a general sleep scoring model. Starting from a general convolutional neural network architecture, we allow the model
to learn individual characteristics of the first night of sleep in order to quantify sleep stages of the second night. While the original
neural network allows to sleep stage on a public database with a state of the art accuracy, personalizing the model further increases
performance (on the order of two percentage points on average, but more for difficult subjects). This improvement is particularly
present in subjects where the original algorithm did not perform well (typically subjects with accuracy less than 80%). Looking
deeper, we find that optimal classification can be achieved when broad knowledge of sleep staging in general (at least 20 separate
nights) is combined with subject-specific knowledge. We hypothesize that this method will be very valuable for improving scoring
of lower quality sleep recordings, such as those from wearable devices.
I. INTRODUCTION
Good sleep is fundamental for a healthy life and sleep
has been suggested to be important for both diagnosis and
treatment of various illnesses [1]–[5]. Traditional analysis of
sleep measurements in a sleep laboratory focuses on differenti-
ating different sleep stages according to the AASM guidelines
[6], by which one of 5 labels is assigned to each 30 second
epoch (WAKE, REM, non-REM 1, non-REM 2, non-REM 3).
Conventionally, this labeling is done manually, by qualified
electrophysiologists.
However, with the increased awareness of sleep for the
health of the total population and with continuing rise in
the number of personal sleep trackers, including mobile EEG
devices that can be used for sleep monitoring [7]–[9], there
is a renewed interest in developing automated routines as the
amount of available sleep data becomes quickly too large to
be analyzed through visual screening.
There is a long history for automated methods for sleep stag-
ing [10], [11], reaching exciting results using large data sets.
Noteworthy examples include [12] investigating unsupervised
approaches, while [13] used an impressively large 2000 subject
cohort in their analysis, using a somewhat simpler approach
in combining a 1-layer neural network with a hidden Markow
model.
Additionally, recent developments in using deep learning
architectures [14]–[18] allow skipping the tedious approach
of carefully defining characteristic sleep features, and offer a
potentially powerful tool for big data sets.
Despite the promise of these machine learning approaches,
they have not yet incorporated the idea of exploiting person-
specific information in order to improve algorithmic perfor-
mance, despite the fact that intra-subject variation in sleep fea-
tures is known to be much smaller than inter-subject variation
[19], [20], which is a property that is easily taken into account
by human scorers. Such approaches of learning a global
method and personalizing the model for each individual has
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already been successfully investigated for related problems,
for instance mood recognition [21]–[23]), seizure detection
[24] and general cross paradigm transfer [25]. The challenge
of sleep tracking naturally involves having access to multiple
nights of data from the same individual, and thus it would be a
fitting extension to explore the potential of personalizing deep
learning models for sleep staging.
In this study we investigate the possibility of using transfer
learning [26] for deep convolutional neural networks to trans-
form population models into subject-specific personal models
by training a convolutional neural network on data from a large
set of subjects and fine-tuning the model for each test subject
on data from the first night and evaluating it on a following
night. We will first demonstrate that a convolutional network
outperforms a traditional feature-based approach when enough
data is available, and subsequently quantify the improvement
in performance of fine-tuning the model.
II. DATA
For ease of replication, we will develop all the models on the
publicly available ’Sleep EDF’ database [27], from Physionet
[28]. This data set contains 2 nights of sleep EEG from 19
subjects (38 nights in total), together with a single night from
an additional subject. As home-tracking devices suitable for
collecting large numbers of nights will most likely have access
to only a few channels, we select for each subject only the
’Fpz-Cz’ derivation from the EEG data and a horizontal EOG
derivation.
III. METHODS
A. Network design
To evaluate the potential of a convolutional neural network,
we started from the network presented in [29], and added
some minor tweaks, illustrated in Figure 1 and described in
the following:
To reduce the memory requirements of the model, some
layer sizes were reduced, primarily to have fewer input weights
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2Fig. 1. Network diagram. Two input streams, EOG and EEG data, are subjected to two different banks of 20 1D filters each. Prior to input to the network,
the epoched data is rescaled to always have standard deviation equal to 1. These standard deviations are then passed separately to the system at the fully
connected layer, F1.
to the fully connected layer ’F1’. Additionally, the network
input was expanded in the following manner:
• An additional input stream was created, with identical
setup, analyzing EOG data before passing it to the F1
layer. Since EEG and EOG data are different, the two
streams had separate instantiations of the convolutional
layers.
• Instead of passing one epoch of 30 seconds to the net-
work, it now receives 3 epochs, for a total of 90 seconds
(for each data stream). This increases performance by
giving the network access to the likely states surrounding
the epoch in question.
• Before the data is passed to the network, each epoch is
rescaled to have standard deviation (std) equal to 1. The
original standard deviations are, however, passed to the
network, at layer F1.
Each of these additions provides the network with addi-
tional, relevant information about the sleep stage, and was
found to increase performance.
To better facilitate reproduction of our work, a more quan-
titative description including all parameters is also found in
Table I. Additionally, the python code will be made available at
github (https://github.com/kaare-mikkelsen/sleepFineTuning)
upon acceptance of the paper.
We implemented the network using Keras [30] and Theano
[31] in python 3.5.3, and ran everything on an NVIDIA
GeForce GTX 960M with the cuDNN library, version 5005.
When evaluating the performance of the network, we will
compare it to a more traditional feature-based approach, more
precisely the random forest based method presented in [9]. To
do this, we calculate the median accuracy across subjects as
a function of amount of subjects (each subject represented by
two nights) included in the training set. To keep things simple,
we shall exclude the single-night subject from this analysis. As
a further comparison, we also include single-subject models,
in which the classifier is only trained on the first night of
each subject, and tested on the second night. For the neural
network, the training night is duplicated 20 times (instead of
10, see below), to assure convergence.
B. Network training
If nothing else is stated, the recording from the subject
which only had a single night (as explained in the ’Data’
subsection above) was always included in the training data,
and never in the test data.
Each network was trained for 10 ’epochs’, meaning that all
training data was used 10 times, to ensure convergence.
During training, a 60% ’dropout’ [32] layer was inserted
between layers ’P2’ and ’F1’.
C. Fine tuning
To investigate the improvement that can be obtained by
updating the network with one night of subject-specific in-
formation, we started from a general population model (a
network trained on all subjects), from which a subject specific
model was created by ’fine tuning’ the general model to
the recording from a specific subject. More precisely, in fine
tuning, first an untrained network is trained using at least
29 nights (depending on the resampling as described below).
Afterwards, this general model was presented with the first-
night from a single subject 10 times (meaning this additional
training data consisted of 10 duplicates of the one training
night). Finally, the model is tested on the second-night from
the same subject. See Figure 2 for a diagram.
As the result of fine tuning might depend on the detailed
performance of the base line model, it is important to test
the method on a wide range of base line models. To achieve
this, we implemented a resampling strategy that exploited
maximally the amount of data available as follows:
During training, all first-nights for all subjects were used,
together with 19 − n second-nights, with n ranging from
3Layer (type) Output Shape Param # Comments
input1 (InputLayer) (9000, 1) 0
input2 (InputLayer) (9000, 1) 0
C11 (Conv1D) (8801, 20) 4020
C12 (Conv1D) (8801, 20) 4020
P1 (MaxPooling1D) (439, 20) 0
S1 (Reshape) (439, 20) 0
C21 (Conv2D) (410, 200) 120200
C22 (Conv2D) (410, 200) 120200
P2 (MaxPooling2D) (81, 400) 0
inputSTD (InputLayer) (2, 1) 0 2 Std’s are inputalongside output from P2
F1 (Dense) (500) 16201500
F2 (Dense) (500) 250500
softmax (Dense) (5) 2505
TABLE I
DESCRIPTION OF THE FULL NETWORK. THE TOTAL NUMNBER OF TRAINABLE PARAMETERS IS 16,578,725. WE SEE THAT MOST OF THE PARAMETERS
ARE FOUND IN THE INPUT TO LAYER F1. DURING TRAINING, 60% DROPOUT WAS IMPLEMENTED AFTER LAYER P2.
Fig. 2. Finetuning diagram. First the untrained network is trained using at least 29 nights (depending on the resampling as described above). Afterwards, this
general model is subjected to 10 repeated training generations on 1 first-night from a single subject. Finally, the model is tested on the second-night from the
same subject.
1 to 10. This drastically increases the number of possible
population models to investigate fine tuning on. As reducing
the size of the training set may result in reduced performance
of the classifier, we inspected network performance for all
iterations and confirmed that the maximal drop in accuracy
was acceptably small (average accuracy went from 0.84 to
0.82, when n increased from 1 to 10). Using this resampling
scheme, we generated 311 different different baseline models.
The effects of fine tuning was then tested for the different
baseline networks and different test data sets, as shown in
Figure 5a. This also made it possible to investigate the details
of subject specific variations, as shown in Figure 5b and 6.
In our analysis of the effects of fine tuning, we will test the
hypothesis that the stochastic variable defined as the change in
accuracy before and after fine tuning has mean value less than
or equal to 0, i.e. that fine tuning does not improve accuracy.
This will be tested with a standard one-sided t-test.
It is worth noting that it was a conscious decision to always
include the fine tuning night in the base line training set.
This was done to ensure that any resulting improvement in
classification accuracy was due to the added knowledge about
which subject was the most relevant one, rather than the
improvement stemming from simply having seen the subject
in particular before.
IV. RESULTS
A. Base line performance
Figure 3 shows the comparison between our neural network
classifier and the feature based approach as a function of the
amount of training data. We see that when the full data set is
used, a very good performance is obtained, and even that the
neural network outperforms an individualized random forest
classifier. It is also clear that the purely subject-specific neural
network classifier performs very poorly.
Figure 4 shows the frequency content of each of the EEG-
based filters. This is calculated by extracting all filter coeffi-
cients from layer C11 (the EEG input stream), after training
on 36 nights, and estimating the power spectrum of each filter.
For the plot, the filters have been reordered according to the
4Fig. 3. Accuracy as a function of number of subjects, for the neural network as well as two different versions of a random forest network. In ’Random Forest
single subject’ the classifier is only fed one training night and one test night, both from the same subject.
frequency of peak power. We clearly see that most of the filters
have the form of a band pass filter, and for bands similar to
those traditionally used in neuroscience (from [33]: ’delta’:
1-4 Hz, ’theta’ 4-8 Hz, ’alpha’: 8-13 Hz, ’beta’: >13 Hz ).
B. Effects of fine tuning
To evaluate in detail the performance improvement relative
to the baseline, Figure 5 shows two scatter plots. On the left is
shown results from 311 different fine tunings, while the right
shows average improvement vs. average baseline performance
for each of the 19 subjects. In the first case, we see that there is
both a general trend towards a slight increase in performance,
as well as a more marked effect in cases where the base line
performance was relatively poor. In the latter, we see that
while an average improvement is present for the great majority
of subjects, large improvements primarily happen in a few
subjects. Performing t-tests on the results presented in both left
and right plots, we find p-values of, respectively, 5 ·10−15 and
0.0076, meaning that in both cases, the performance increase
from fine tuning is statistically significant.
Figure 6 shows the results of fine tuning in a different way:
the distributions of baseline and fine tuned performance for
each subject is shown. We again note a trend that greater
improvement happens when there is more room to improve,
and also that the variation after fine tuning is often quite small.
This latter fact is likely because we are always fine tuning
towards the same first night of the same subject, whereas the
resampling of the training data ensures a much greater spread
in the base line performance.
By comparing network parameters before and after fine
tuning, it is possible to study in greater detail where the fine
tuning takes place. In Figure 7 is shown absolute relative
change in parameter values before and after fine tuning,
averaged across each layer. Each line corresponds to a separate
subject. For simplicity, changes in layers C11 and C12 are
averaged, as are C21 and C22. We find that fine tuning happens
in multiple layers, particularly the input to ’F1’ and in ’C11’
and ’C12’.
5Fig. 4. Frequency content of 1D EEG filters, generated by calculating the power spectrum of each filter (using the ’pwelch’ command in Matlab), and
reordering based on the frequency of highest power, to help guide the eye.
V. DISCUSSION
Starting from a general convolutional neural network archi-
tecture, we compare performance to that of a random forest
classifier, and demonstrate the network is able to learn the
relevant frequency bands for sleep staging, and use these to
perform with a high accuracy. For comparison, our network
performs at a similar accuracy to other neural network ap-
proaches, such as [29], [34].
Furthermore, we find that the best sleep staging is achieved
when the classifier has access to both large amounts of general
sleep data, as well as a weighting towards the individual which
the classifier is supposed to analyze data from. We note that the
fine tuned network is both better than the individual random
forest model showcased in Figure 3 and both the random forest
and neural network general models, despite the fact that these
are already quite good. We have also tested the performance
of a neural network with only individual data (so one training
night and one testing night from the same subject), as seen
in Figure 3 and got results significantly worse than the other
alternatives presented here.
Furthermore, we find that the effect of fine tuning on
network parameters is spread throughout the network, with
a great deal of change taking place in the early layers. This
is somewhat surprising, given that the conventional wisdom
surrounding transfer learning dictates that fine tuning will
primarily take place at the last layers. However, in this
particular context, it makes good sense; the algorithm is likely
looking for the same features (activity in frequency bands),
but these are known to exhibit inter-subject variation, and so
the early portions of the neural network are tweaked. This is
commensurate with the findings of [25], who also found fine
tuning outside of the last layer for EEG data.
In this study, we find that fine tuning the classifier generally
improves the performance, especially when base line accuracy
is less than 0.8. By delving into the results presented here,
we find that much of the baseline variation seen in Fig 6 is
related to the inter-subject differences in the data set; if some
particular subjects are both included in the n subjects removed
for testing, the resulting base line performance is worse, and
fine tuning similarly advantageous. Presumably this means that
these subjects have some sleep signatures in common, and
when that signature becomes less common in the training data,
fine tuning increases in efficiency. It is here important to note
that the ’rare’ sleep features are already in the training set - the
fine tuning night does not represent new information, rather
it introduces a weighting of the information already available
6Fig. 5. A: Scatter plot of accuracy before and after fine tuning. We note that the improvement is particularly large for base line accuracies below 0.8. The
line shows x = y diagonal. B: Avr. subject fine tuning. We see that the improvement is much larger for a few subjects.
towards those most relevant to the task. On this basis, it is
quite possible that fine tuning would retain its effect on larger
training sets; knowing the sleep characteristic of the individual
in advance is likely to always be beneficial for the scoring.
It is beneficial to note that interscorer agreement has been
shown to be about 83% [35]. This matches our results,
particularly those presented in Figure 5, since we are seeing
little to no improvement for accuracies above 80%. Above
this limit, the scoring is likely essentially ’perfect’, and the
fine tuning does not represent an improvement. Rather, fine
tuning fixes those subjects where the classifier is performing
much worse than the interscorer agreement. In short, when
fine tuning does not work, it is because there is little or no
room to improve.
Still, it would be interesting to confirm how the results
presented here would change for a much larger subject cohort.
For comparison, [13] found an increase in performance with
increasing cohort size until they reached 300 subjects. From
this it would seem that the model presented here, trained on
at most 19 subjects, is still highly specialized.
Finally, it is important to point out that the success of fine
tuning is not related to differences between scorers. In the data
set used here, 6 different trained scorers were used. In nine
subjects, the same person scored both first and second nights.
These are subjects 1,5,6,7,10,12,16,18. Comparing this list to
Figure 6, we see that these subjects are not particularly prone
to improvement. Indeed, of the 4 subjects in which the median
accuracy decreased after fine tuning, 3 of them are on this list.
The data used in this study is PSG data, and as such is
likely of a higher quality than what would be available from
most mobile sleep monitors - despite the fact that we have
here only used two channels. We anticipate that in the case
of worse starting data (such as mobile EEG), the room for
improvement will be larger, and many more subjects may fall
in the ’sub 80% category’ discussed above. This is similar to
the discussion of the ’keyhole hypothesis’ put forth in [36].
This scenario seems probable no matter the size of the
training cohort.
Additionally, we believe that fine tuning would work well
for creating classifiers for recordings from people with sleep
disorders. In that case, imagine a scenario in which the base
line model is trained on a large cohort of healthy subjects, and
subsequently fine tuned on a smaller cohort of sick subjects.
We believe the main drawback of this approach is the
need for labeled data for each subject. However, we envisage
multiple scenarios in which this is not a serious flaw. Primarily:
(a) in many clinical use cases, it would be highly valuable to
monitor sleep over an extended period. In these cases, it would
not be an issue to have the first night manually scored, even
if that should require additional hardware other than the light
weight wearable device. (b) it is possible that most of the fine
tuning improvement seen here would also be possible using
only a scored nap of an hour or so as fine tuning data. In that
case, we could imagine a scenario where the patient would
come to the clinic to have their wearable handed out, take a
day-time nap, and leave with their wearable. In the case where
manual scoring requires extra hardware compared to automatic
scoring, doing short naps in a controlled setting would likely
be a relatively cheap solution.
It is also important to remember that the network archi-
tecture used here was not chosen with fine tuning in mind
- it seems reasonable to assume that similar gains would be
achieved with different architectures.
VI. CONCLUSION
In this paper we investigated the utility of generating per-
sonal sleep staging models by fine tuning existing population
based models. It was found that this procedure generally in-
creases model performance, particularly for difficult subjects.
We theorize that the increase in performance is due to an
improved handling of subject-specific quirks.
7Fig. 6. Distributions of accuracies before and after fine tuning. Subjects are reordered to achieve increasing fine tuning effect. We note that after fine tuning,
the variation in accuracies is generally quite low. Most likely this reflects that fine tuning always uses the same first-night.
The main draw back of the tested approach is the need for
labeled data from all subjects. However, we believe that there
are several, realistic use cases in which this is not a serious
issue.
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