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LONG-TIME ASYMPTOTICS OF THE ONE-DIMENSIONAL
DAMPED NONLINEAR KLEIN-GORDON EQUATION
RAPHAE¨L COˆTE, YVAN MARTEL, AND XU YUAN
Abstract. For the one-dimensional nonlinear damped Klein-Gordon equation
∂2t u+ 2α∂tu− ∂
2
xu+ u− |u|
p−1u = 0 on R× R,
with α > 0 and p > 2, we prove that any global finite energy solution either
converges to 0 or behaves asymptotically as t → ∞ as the sum of K ≥ 1
decoupled solitary waves. In the multi-soliton case K ≥ 2, the solitary waves
have alternate signs and their distances are of order log t.
1. Introduction
1.1. Main results. We consider the one-dimensional nonlinear focusing damped
Klein-Gordon equation
∂2t u+ 2α∂tu− ∂2xu+ u− f(u) = 0, (t, x) ∈ R× R, f(u) = |u|p−1u, (1.1)
with α > 0 and p > 2. It follows from standard arguments that the Cauchy problem
for (1.1) is locally well-posed in the energy space H1 × L2 (see references in §2.1).
Moreover, the existence of solutions blowing up in finite time is well-known, [1].
Denote F (u) = 1p+1 |u|p+1. Defining the energy of a solution ~u = (u, ∂tu) by
E(~u) =
1
2
∫ {
(∂tu)
2 + (∂xu)
2 + u2 − 2F (u)}dx, (1.2)
it holds formally
E(~u(t2))− E(~u(t1)) = −2α
∫ t2
t1
‖∂tu(t)‖2L2 dt. (1.3)
It is also well-known that up to sign and translation, the only stationary solution
of (1.1) is the solitary wave (Q, 0), where Q is the explicit ground state
Q(x) =
(
p+ 1
2 cosh2
(
p−1
2 x
)) 1p−1 , (1.4)
which solves the equation
Q′′ −Q+Qp = 0 on R. (1.5)
Remarkable results and techniques developed in [1, 2, 11, 13, 14] provide information
on the long-time asymptotic behavior of global solutions of (1.1) and of higher
dimensional variants of this model for suitable nonlinearities. From techniques
in [1, 2], all global solutions are proved to be bounded in the energy space (see
Theorem 2.2). From [11] and the concentration-compactness principle as stated
in [13, 14], any global solution either converges to zero in the energy space, or
decomposes along a subsequence of time into a sum of decoupled ground states (see
Theorem 2.3 and Remark 2.5). For space dimension 2 ≤ N ≤ 6, it is proved in [1]
that any global radially symmetric solution converges either to 0 or to a single
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solitary wave as t → ∞. In [6], in space dimension 1 ≤ N ≤ 5 and for energy
subcritical nonlinearities, global solutions of the damped Klein-Gordon equation
containing two solitary waves are described and classified.
The objective of the present article is to complement those works by describing
precisely the asymptotic behavior as t → ∞ of any global solution of (1.1). The
choice of considering the one-dimensional model is discussed in Remark 2.6.
Theorem 1.1. For any global solution ~u ∈ C([0,∞), H1×L2) of (1.1), one of the
following three scenarios occurs:
Vanishing: ~u(t) converges exponentially to 0 in H1 × L2 as t→∞.
Single soliton: There exist σ = ±1, ℓ ∈ R such that ~u(t) converges exponentially
to (σQ(· − ℓ), 0) in H1 × L2 as t→∞.
Multi-soliton: There exist K ≥ 2, σ = ±1, ℓ ∈ R and functions zk : [0,∞)→ R,
for all k = 1, . . . ,K such that for all t ∈ (0,∞),∥∥∥∥∥u(t)− σ
K∑
k=1
(−1)kQ(· − zk(t))
∥∥∥∥∥
H1
+ ‖∂tu(t)‖L2 . t−1, (1.6)
and for any 1 < θ < min(p− 1, 54 ), k = 1, . . . ,K,
zk(t) =
(
k − K + 1
2
)
log t+ τk + ℓ+O(t
−θ+1), (1.7)
as t→∞, where τk are the constants uniquely defined by
K∑
k=1
τk = 0, e
−(τk+1−τk) =
2α
κ
γk where γk =
k(K − k)
2
, (1.8)
and κ > 0 defined in (3.8) only depends on p.
Remark 1.2. The parameter ℓ is related to the translation invariance. In the
vanishing and the single soliton cases, the damping leads to exponential convergence
as t→∞. In the multi-soliton case, due to the nonlinear interactions between the
solitary waves, the asymptotic behavior (1.7) of the centers of mass zk is related to
the following nonlinear differential system
y˙1 = − κ
2α
e−(y2−y1),
y˙k =
κ
2α
(
e−(yk−yk−1) − e−(yk+1−yk)
)
, for k = 2, · · · ,K − 1,
y˙K =
κ
2α
e−(yK−yK−1).
(1.9)
This system is studied in [8, 16] in the context of blowup solutions of the nonlinear
wave equation. The nonlinear interactions at short distances between the solitary
waves also yield the slower rate of convervence t−1 in (1.6). See [12, 17, 18] for
other examples of strong interactions leading to log t distant solitary waves.
Theorem 1.1 is a version of the soliton resolution for global solutions of the one-
dimensional damped nonlinear Klein-Gordon equation (1.1), with convergence for
the whole sequence of time and a description of the parameters of the solitary waves.
The case of the damped Klein-Gordon equation on a bounded domain for suitable
nonlinearities is addressed in [3, Theorem 9.5.3]; see also references therein.
We refer to [4, 9, 10] for results related to the soliton resolution conjecture for the
challenging case of the undamped energy critical wave type equation.
Obviously, ~u = (0, 0) and ~u = (Q, 0) are examples of the first two scenarios of
Theorem 1.1. Our second result gives examples of the third scenario for any K ≥ 2.
Theorem 1.3. For any K ≥ 2, σ = ±1 and ℓ ∈ R, there exist global solutions
of (1.1) satisfying (1.6) and (1.7).
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1.2. Notation and basic results on the solitary wave. We denote 〈·, ·〉 the L2
scalar product for real-valued functions ui or vector-valued functions ~ui = (ui, vi)
(i = 1, 2)
〈u1, u2〉 :=
∫
u1(x)u2(x) dx, 〈~u1, ~u2〉 :=
∫
u1(x)u2(x) dx+
∫
v1(x)v2(x) dx.
We see from the explicit expression of Q in (1.4) that, as x→∞,
Q(x) = cQe
−x +O(e−2x), Q′(x) = −cQe−x +O(e−2x) (1.10)
where cQ = (2p+ 2)
1
p−1 . Note that by (1.5), it holds
∫
(∂xQ)
2 +Q2 −Qf(Q) = 0
and so
E(Q, 0) =
(
1
2
− 1
p+ 1
)∫
Qp+1 > 0. (1.11)
Let
L = −∂2x + 1− pQp−1, 〈Lε, ε〉 =
∫ {|∂xε|2 + ε2 − pQp−1ε2}dx.
We recall some standard properties of the operator L (see e.g. [7, Lemma 1]).
Lemma 1.4. The following properties hold.
(i) Spectral properties. The unbounded operator L on L2 with domain H2
is self-adjoint, its continuous spectrum is [1,∞), its kernel is span{Q′}
and it has a unique negative eigenvalue −ν20 , with corresponding smooth
normalized eigenfunction Y (‖Y ‖L2 = 1). Moreover, on R,
|Y (n)(x)| . e−
√
1+ν2
0
|x| for any n ∈ N.
(ii) Coercivity property. There exists c > 0 such that, for all ε ∈ H1,
〈Lε, ε〉 ≥ c‖ε‖2H1 − c−1
(〈ε, Y 〉2 + 〈ε,Q′〉2) .
Recall that the unique negative eigenvalue of L is related to an instability of the
solitary wave for the equation (1.1), described by the following functions:
ν± = −α±
√
α2 + ν20 ,
~Y ± =
(
Y
ν±Y
)
, (1.12)
ζ± = α±
√
α2 + ν20 ,
~Z± =
(
ζ±Y
Y
)
. (1.13)
2. General properties of finite energy solutions
In this section, we gather some known material on finite energy solutions of (1.1).
We repeat some proofs for the sake of completeness.
2.1. Cauchy problem in the energy space. It is well-known (see for instance
[3, Chapter 9.5]) that the linear problem
∂2t u+ 2α∂tu− ∂2xu+ u = 0 (t, x) ∈ R× R
generates a strongly continuous semigroup of contractions (Sα(t))t≥0 in H1×L2 or
L2 ×H−1 satisfying, for some C ≥ 1, γ > 0,
‖Sα(t)‖L(H1×L2) ≤ Ce−γt, ‖Sα(t)‖L(L2×H−1) ≤ Ce−γt, (2.1)
for all t ≥ 0. Recall also that the map u 7→ f(u) is Lipschitz continuous from
bounded sets ofH1 to L2. In particular, the standard theory of semilinear evolution
equations (see for instance [3, Chapter 4.3] or [19]) yields the following result.
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Proposition 2.1. For any initial data (u0, v0) ∈ H1 × L2, there exists a unique
maximal solution
~u = (u, ∂tu) ∈ C([0, Tmax), H1 × L2) ∩ C1([0, Tmax), L2 ×H−1)
of (1.1) satisfying ~u(0) = (u0, v0). If the maximal time of existence Tmax is finite,
then limt↑Tmax ‖~u(t)‖H1×L2 =∞.
Moreover, the map Tmax : (u0, v0) ∈ H1 × L2 7→ (0,∞] is lower semicontinuous,
and if (u0,n, v0,n)→n→∞ (u0, v0) in H1 × L2 then, for any 0 < T < Tmax,
(un, ∂tun)→ (u, ∂tu) in C([0, T ], H1 × L2),
where (un, ∂tun) is the solution of (1.1) corresponding to (u0,n, v0,n).
In this paper, we systematically work in the framework of such maximal finite
energy solutions, for which it is standard to check that the relation (1.3) holds. We
call global solution a solution for which Tmax =∞. We do not consider solutions of
(1.1) backwards in time (i.e. for negative values of t).
2.2. Bound on global solutions. Gathering the arguments of [2] and [1, Proof
of Lemma 2.7], we recall the following bound on global solutions of (1.1). Note
that [2] is devoted to the undamped Klein-Gordon equation, but as suggested in
the Introduction of [1], the proof extends to the damped case.
Theorem 2.2 ([1, 2]). Any global solution of (1.1) is bounded in H1 × L2.
Proof. Let ~u be a global solution of (1.1). Together with the energy functional
E(t) := E(~u(t)) defined in (1.2) and satisfying (1.3), we will use the following
quantities
M(t) :=
1
2
‖u(t)‖2L2 + α
∫ t
0
‖u(s)‖2L2 ds,
W (t) :=
1
2
(‖∂tu(t)‖2L2 + ‖∂xu(t)‖2L2 + ‖u(t)‖2L2) .
By direct computations using (1.1) and (1.2), we check the following relations
M ′(t) =
∫
u(t)∂tu(t) dx+ α‖u(t)‖2L2 (2.2)
=
∫
u(t)∂tu(t) dx+ 2α
∫ t
0
∫
u(s)∂tu(s) dxds+ α‖u(0)‖2L2, (2.3)
M ′′(t) =
p+ 3
2
‖∂tu(t)‖2L2 +
p− 1
2
(‖∂xu(t)‖2L2 + ‖u(t)‖2L2)− (p+ 1)E(t), (2.4)
W ′(t) = −2α‖∂tu(t)‖2L2 +
∫
f(u(t))∂tu(t) dx. (2.5)
In particular, from (2.2) and the Cauchy-Schwarz inequality,
|M ′(t)| ≤ (1 + 2α)W (t). (2.6)
Moreover, by (1.3) and (2.4),
M ′′(t) ≥ (p− 1)W (t)− (p+ 1)E(0). (2.7)
The proof of the global bound now proceeds in three steps.
Step 1. We prove that
lim inf
t→∞ M
′(t) <∞. (2.8)
Proof of (2.8). We argue by contradiction, proving that lim∞M ′ =∞ implies the
following inequality, for all t large enough,
(1 + ǫ)[M ′(t)]2 < M ′′(t)M(t) where ǫ > 0. (2.9)
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Then, we reach a contradiction by a standard argument. Indeed, remark that (2.9)
implies d
2
dt2 [M
−ǫ(t)] < 0, and lim∞M ′ = ∞ also implies lim∞M−ǫ = 0. Thus,
there exists t1 > 0 such that
d
dt [M
−ǫ(t1)] < 0, and for all t ≥ t1,
0 ≤M−ǫ(t) ≤M−ǫ(t1) + (t− t1) d
dt
[M−ǫ(t1)],
which is absurd for t ≥ t1 large enough.
Thus, we only need to prove (2.9) assuming lim∞M ′ = ∞. On the one hand, by
(2.3) and the Cauchy-Schwarz inequality, it holds
|M ′| ≤ ‖u‖L2‖∂tu‖L2 + 2α
(∫ t
0
‖u(s)‖2L2 ds
) 1
2
(∫ t
0
‖∂tu(s)‖2L2 ds
) 1
2
+ α‖u(0)‖2L2 .
Let ǫ > 0 to be chosen later, we estimate
|M ′|2 ≤ (1 + ǫ)
[
‖u‖L2‖∂tu‖L2 + 2α
(∫ t
0
‖u(s)‖2L2 ds
) 1
2
(∫ t
0
‖∂tu(s)‖2L2 ds
) 1
2
]2
+
(
1 +
1
ǫ
)
α2‖u(0)‖4L2.
Thus,
|M ′|2 ≤ (1 + ǫ)
[
1
2
‖u‖2L2 + α
∫ t
0
‖u(s)‖2L2 ds
] [
2‖∂tu‖2L2 + 4α
∫ t
0
‖∂tu(s)‖2L2 ds
]
+
(
1 +
1
ǫ
)
α2‖u(0)‖4L2
≤ (1 + ǫ)M
[
2‖∂tu‖2L2 + 4α
∫ t
0
‖∂tu(s)‖2L2 ds
]
+
(
1 +
1
ǫ
)
α2‖u(0)‖4L2.
On the other hand, by (1.3) and (2.4),
M ′′ = 2‖∂tu‖2L2 + (p− 1)W + 2α(p+ 1)
∫ t
0
‖∂tu(s)‖2L2 ds− (p+ 1)E(0)
≥ (1 + ǫ)3
[
2‖∂tu‖2L2 + 4α
∫ t
0
‖∂tu(s)‖2L2 ds
]
+
p− 1
2
W (t)− (p+ 1)E(0),
by fixing any ǫ such that
0 < ǫ <
(
p+ 7
8
) 1
3
− 1.
In particular, since lim∞W = ∞ by (2.6) and the assumption lim∞M ′ = ∞, we
have for t large enough,
M ′′ ≥ (1 + ǫ)3
[
2‖∂tu‖2L2 + 4α
∫ t
0
‖∂tu(s)‖2 ds
]
.
Thus,
(1 + ǫ)2|M ′|2 ≤MM ′′ +
(
1 +
1
ǫ
)
α2‖u(0)‖4L2,
and using again lim∞M ′ =∞ we obtain (2.9) for any t large enough.
Step 2. We prove that
sup
t∈[0,∞)
|M ′(t)| <∞. (2.10)
Proof of (2.10). Combining (2.6) and (2.7), we obtain
M ′′(t) ≥ p− 1
1 + 2α
|M ′(t)| − (p+ 1)E(0).
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Let
H(t) =
p− 1
1 + 2α
M ′(t)− (p+ 1)E(0).
Then, H ′(t) = p−11+2αM
′′(t) ≥ p−11+2αH(t). If there exists t ≥ 0 such that H(t) > 0,
then lim∞H =∞, contradicting (2.8). It follows that for all t ≥ 0,
M ′(t) ≤ 1 + 2α
p− 1 (p+ 1)E(0).
Similarly, let
K(t) = − p− 1
1 + 2α
M ′(t) + (p+ 1)E(0).
Then, K ′(t) = − p−11+2αM ′′(t) ≤ − p−11+2αK(t). It follows that K(t) ≤ e−
p−1
1+2α
tK(0),
for all t ≥ 0. Thus,
M ′(t) ≥ −1 + 2α
p− 1 ((p+ 1)E(0) + |K(0)|) .
and (2.10) is proved.
Step 3. Last, we prove the global bound
sup
t∈[0,∞)
|W (t)| <∞. (2.11)
Proof of (2.11). We rewrite (2.7) as
W (t) ≤ 1
p− 1M
′′(t) +
p+ 1
p− 1E(0).
Integrating on (t, t+ 1) and using (2.10), we observe that
sup
t≥0
∫ t+1
t
W (s) ds <∞. (2.12)
Moreover, by (2.5),
W ′ ≤ −2α‖∂tu‖2L2 +
∫
|u|p|∂tu| ≤ 1
2
‖∂tu‖2L2 +
1
2
∫
|u|2p ≤W + 1
2
∫
|u|2p.
For t ≥ 1 and τ ∈ (0, 1), integrating on (t− τ, t), we find
W (t) ≤W (t− τ) +
∫ t
t−τ
W (s) ds+
1
2
∫ t
t−τ
∫
|u(s)|2p dxds
≤W (t− τ) +
∫ t
t−1
W (s) ds+
1
2
∫ t
t−1
∫
|u(s)|2p dxds.
Using the Sobolev inequality (in space-time) for the last term, we obtain, for some
constants C > 0,
W (t) ≤W (t− τ) +
∫ t
t−1
W (s) ds+ C‖u‖2pH1((t−1,t)×R)
≤W (t− τ) +
∫ t
t−1
W (s) ds+ C
(∫ t
t−1
W (s) ds
)p
.
Integrating in τ ∈ (0, 1) and using (2.12), we find (2.11). 
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2.3. Decomposition of any global solution along a subsequence.
Theorem 2.3 ([11, 13, 14]). Any global solution ~u of (1.1)
• either converges to 0, i.e. limt→∞ ‖~u(t)‖H1×L2 = 0 ;
• or is asymptotically a (multi-)solitary wave along a subsequence of time:
there exist K ≥ 1, a sequence tn → ∞, a sequence (ξk,n)k∈{1,...,K} ∈ RK
and signs σk = ±1, for any k ∈ {1, . . . ,K}, such that
lim
n→∞
{∥∥∥u(tn)− K∑
k=1
σkQ(· − ξk,n)
∥∥∥
H1
+ ‖∂tu(tn)‖L2
}
= 0 (2.13)
and in the case K ≥ 2,
lim
n→∞
ξk+1,n − ξk,n =∞ for any 1 ≤ k ≤ K − 1.
Remark 2.4. It is clear that if a global solution ~u satisfies (2.13) for two different
sequences (tn)n and (t
′
n)n, then the number K ≥ 1 of solitary waves is the same for
both sequences. Indeed, by monotonicity of the energy (1.3) and (1.11), it holds
lim
t→∞E(~u(t)) = K E(Q, 0) > 0. (2.14)
Remark 2.5. The following stronger result holds in the framework of Theorem 2.3:
for any sequence (tn)n with tn → ∞, the multi-solitary wave behavior (2.13) is
satisfied for a subsequence of (tn)n. This result, valid on any global solution of
(1.1), is quite remarkable. However, it does not fully describe the asymptotic
behavior of global solutions as t→∞, which is the objective of Theorem 1.1.
Remark 2.6. Note that [1, 2, 6, 11, 13, 14, 15] also apply to the multi-dimensional
case, under suitable restrictions on the exponent p of the nonlinearity, or for radially
symmetric solutions. However, for space dimensions greater than 1, the existence
of bound states solutions of ∆w − w + f(w) = 0 other than the ground state Q,
together with the possibility of involved geometric configurations of solitary waves,
complicate the analysis. This is why we restrict to dimension 1 in the present paper.
Proof. Let ~u be a global solution of (1.1); in particular, by Theorem 2.2, it is
bounded in H1 × L2. The proof proceeds in two steps.
Step 1. We prove that
lim
t→∞
{‖∂tu(t)‖L2 + ‖∂2t u(t)‖H−1} = 0. (2.15)
With the notation of §2.1, the function ~v(t) = (v(t), ∂tv(t)) = (∂tu(t), ∂2t u(t))
satisfies
~v(t) = Sα(t)~v(0) +
∫ t
0
Sα(t− s)(0, p|u(s)|p−1v(s)) ds.
By the bound in H1 × L2 and (1.3), it follows that v ∈ L2((0,∞)×R). Moreover,
using estimate (2.1), ‖ · ‖H−1 . ‖ · ‖L2 and ‖ · ‖L∞ . ‖ · ‖H1 , we have, for all t ≥ 0,
‖~v(t)‖L2×H−1 . e−γt‖~v(0)‖L2×H−1 + ‖u‖p−1L∞([0,∞),H1)
∫ t
0
e−γ(t−s)‖v(s)‖L2 ds.
Splitting the integral
∫ t
0 =
∫ t/2
0 +
∫ t
t/2 in the last term and using the Cauchy-
Schwarz inequality∫ t
0
e−γ(t−s)‖v(s)‖L2 ds . e−γt/2‖v‖L2((0,∞)×R) + ‖v‖L2((t/2,∞)×R),
which implies limt→∞ ‖~v(t)‖L2×H−1 = 0 and thus (2.15).
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Step 2. Let (tn)n be any sequence such that tn → ∞ and let un(x) = u(tn, x).
Then, by (2.15) and equation (1.1), it follows that
lim
n→∞
‖∂2xun − un + |un|p−1un‖H−1 = 0.
Moreover, the sequence (un)n is bounded in H
1. Then, the alternative stated in the
Theorem follows directly from results from concentration-compactness arguments
in [13, Appendix A] and [14, Theorem III.4]. In the present framework, we use
[14, Theorem III.4] in space dimension 1 and with the constant coefficient elliptic
operator −∂2x + 1, which simplifies the statement. Observe that in dimension 1,
we enjoy the fact that the only non trivial solutions of ∂2xw − w + f(w) = 0 are
w = ±Q, up to space translation.
In the case where limn→∞ ‖~u(sn)‖H1×L2 = 0, for some sequence of time (sn)n,
sn → ∞, then it follows from (1.3) that limt→∞E(~u(t)) = 0. Thus, by (1.11)
and the previous arguments applied to any sequence (tn)n, with tn → ∞, there
exists a subsequence (tn′)n′ such that limn′→∞ ‖~u(tn′)‖H1×L2 = 0. This implies
that limt→∞ ‖~u(t)‖H1×L2 = 0 as stated in the first part of the alternative. 
3. Dynamics close to decoupled solitary waves
In this Section, we prove general results on solutions of (1.1) close to the sum of
K ≥ 1 decoupled solitary waves. For any k ∈ {1, · · · ,K}, let σk = ±1 and let
t 7→ (zk(t), ℓk(t)) ∈ R2 be C1 functions such that
K∑
k=1
|ℓk| ≪ 1 and, if K ≥ 2, for any k = 1, . . . ,K − 1, zk+1 − zk ≫ 1. (3.1)
For k ∈ {1, · · · ,K}, define
Qk = σkQ(· − zk), ~Qk =
(
Qk
−ℓk∂xQk
)
, (3.2)
and similarly (see (1.12)-(1.13))
Yk = σkY (· − zk), ~Y ±k = σk~Y ±(· − zk), ~Z±k = σk ~Z±(· − zk).
Set
R =
K∑
k=1
Qk, ~R =
K∑
k=1
~Qk, G = f
(
K∑
k=1
Qk
)
−
K∑
k=1
f (Qk) . (3.3)
3.1. Leading order of the nonlinear interactions.
Lemma 3.1. Assuming (3.1), for any k, k′ ∈ {1, . . . ,K}, k′ 6= k, it holds.
(i) Bounds. For any 0 < m′ < m,∫
|Qk′Qk|m . e−m′|zk′−zk|,
∫
|Qk′ ||Qk|1+m . e−|zk′−zk|, (3.4)∫ ∣∣∣∣F (R)− K∑
k=1
F (Qk)−
∑
k 6=k′
f(Qk)Qk′
∣∣∣∣ . K−1∑
k=1
e−
5
4
(zk+1−zk), (3.5)
‖G‖L2 .
∑
k′ 6=k
‖Qp−1k′ Qk‖L2 .
K−1∑
k=1
e−(zk+1−zk). (3.6)
(ii) Asymptotics.∣∣〈f(Qk), Qk′〉 − σkσk′c1κe−|zk−zk′ |∣∣ . e− 32 |zk−zk′ | (3.7)
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where
κ :=
cQ
c1
∫
Qp(x)e−x dx > 0 and c1 := ‖Q′‖2L2. (3.8)
(iii) Leading order interactions. Let any 1 < θ < min(p− 1, 32 ).• If K = 1 then G = 0 ;
• If K ≥ 2 then∣∣∣〈G, ∂xQ1〉+ c1κσ1σ2e−(z2−z1)∣∣∣ . K−1∑
l=1
e−θ(zl+1−zl); (3.9)
∣∣∣〈G, ∂xQK〉 − c1κσK−1σKe−(zK−zK−1)∣∣∣ . K−1∑
l=1
e−θ(zl+1−zl); (3.10)
• If K ≥ 3 then, for any k ∈ {2, . . . ,K − 1},∣∣∣〈G, ∂xQk〉 − c1κσk [σk−1e−(zk−zk−1) − σk+1e−(zk+1−zk)]∣∣∣
.
K−1∑
l=1
e−θ(zl+1−zl).
(3.11)
Proof. Proof of (i). These estimates are direct consequences of the decay properties
of Q in (1.10) and p > 2. See details in [6, proof of Lemma 2.1].
Proof of (ii). We claim the following estimate for z ≫ 1.∣∣∣∣ ∫ Qp(y)Q(y + z) dy − c1κe−z∣∣∣∣ . e− 32 z. (3.12)
Observe that (3.7) follows directly from (3.12).
Now, we prove (3.12). First, for |y| < 34z, using (1.10), we have∣∣Q(y + z)− cQe−(y+z)∣∣ . e−2(y+z) . e−2ze2|y|,
and so ∣∣∣∣ ∫|y|< 3
4
z
Qp(y)
[
Q(y + z)− cQe−(y+z)
]
dy
∣∣∣∣ . e−2z.
Second, using (1.10) and p > 2, it holds∫
|y|> 3
4
z
Qp(y)Q(y + z) dy +
∫
|y|> 3
4
z
Qp(y)e−(y+z) dy . e−
3
2
z.
Gathering these estimates, we have proved (3.12).
Proof of (iii). We treat the case k ∈ {2, . . . ,K − 1} for K ≥ 3. Other cases are
similar. On the one hand, using Taylor formula, it holds∣∣∣∣G− p|Qk|p−1 ∑
k′ 6=k
Qk′
∣∣∣∣ . |Qk|p−2 ∑
k′ 6=k
|Qk′ |2 +
∑
k′ 6=k,l 6=k′
|Qk′ |p−1|Ql|.
Thus, using (3.4), we have for any 1 < θ < min(p− 1, 2),∣∣∣∣〈G, ∂xQk〉 − ∑
k′ 6=k
〈p|Qk|p−1Qk′ , ∂xQk〉
∣∣∣∣ .∑
l 6=k′
∫
|Qk′ |p−1|Ql|2 dx
.
K−1∑
l=1
e−θ(zl+1−zl).
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On the other hand, by direct computation, integrating by parts and using the proof
of (3.12), we obtain, for any 1 < θ < min(p− 1, 32 ),∑
k′ 6=k
〈p|Qk|p−1Qk′ , ∂xQk〉
= −
∑
k′ 6=k
σkσk′
∫
Qp(y)∂xQ(y + zk − zk′) dy
=
∑
k′<k
σk′σkc1κe
−(zk−zk′) −
∑
k′>k
σkσk′c1κe
−(zk′−zk) +O
(K−1∑
l=1
e−
3
2
(zl+1−zl)
)
= σk−1σkc1κe−(zk−zk−1) − σkσk+1c1κe−(zk+1−zk) +O
(K−1∑
l=1
e−
3
2
(zl+1−zl)
)
.
Indeed, for example, if k ≥ 3, one has
zk − zk−2 = (zk − zk−1) + (zk−1 − zk−2) ≥ 2min(zk − zk−1; zk−1 − zk−2), (3.13)
which allows us to consider interactions between to non neighbor solitary waves as
error terms. Gathering the above estimates, we find (3.11). 
3.2. Decomposition close to the sum of solitary waves.
Lemma 3.2. Let ~u = (u, ∂tu) be a solution of (1.1) on the interval [T1, T2] and let
K ≥ 1. Assume that
sup
t∈[T1,T2]
{
inf
ξk+1−ξk>| log γ|
∥∥∥∥u(t)− K∑
k=1
σkQ(· − ξk)
∥∥∥∥
H1
+ ‖∂tu(t)‖L2
}
< γ, (3.14)
for some small γ > 0. Then, there exist unique C1 functions
t ∈ [T1, T2] 7→ (zk(t), ℓk(t))k∈{1,...,K} ∈ R2K ,
such that the solution ~u decomposes as
~u =
(
u
∂tu
)
=
K∑
k=1
~Qk + ~ε , ~ε =
(
ε
η
)
(3.15)
with the following properties on [T1, T2].
(i) Orthogonality and smallness. For any k = 1, . . . ,K,
〈ε, ∂xQk〉 = 〈η, ∂xQk〉 = 0 (3.16)
and
‖~ε ‖H1×L2 +
K∑
l=1
|ℓl|+
K−1∑
l=1
e−2(zl+1−zl) . γ.
(ii) Equation of ~ε .{
∂tε = η +Modε
∂tη = ∂
2
xε− ε+ f(R+ ε)− f(R)− 2αη +Modη +G
(3.17)
where
Modε =
K∑
k=1
(z˙k − ℓk) ∂xQk,
Modη =
K∑
k=1
(
ℓ˙k + 2αℓk
)
∂xQk −
K∑
k=1
ℓkz˙k∂
2
xQk.
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(iii) Control of the geometric parameters. For k = 1, . . . ,K,
|z˙k − ℓk| . ‖~ε ‖2H1×L2 +
K∑
l=1
|ℓl|2, (3.18)
|ℓ˙k + 2αℓk| . ‖~ε ‖2H1×L2 +
K∑
l=1
|ℓl|2 +
K−1∑
l=1
e−(zl+1−zl). (3.19)
(iv) Control of the exponential directions. For k = 1, · · · ,K, let
a±k = 〈~ε , ~Z±k 〉. (3.20)
Then,∣∣∣∣ ddta±k − ν±a±k
∣∣∣∣ . ‖~ε ‖2H1×L2 + K∑
l=1
|ℓl|2 +
K−1∑
l=1
e−(zl+1−zl). (3.21)
Remark 3.3. In the above estimates, if K = 1 then the terms
∑K−1
l=1 are 0.
Proof. See [6, proof of Lemma 2.2]. 
Lemma 3.4 (Refined equation for ℓk). In the context of Lemma 3.2, assume that
K ≥ 2. Let 1 < θ < min(p− 1, 32 ). Then,∣∣∣ℓ˙1 + 2αℓ1 − κσ1σ2e−(z2−z1)∣∣∣+ ∣∣∣ℓ˙K + 2αℓK + κσK−1σKe−(zK−zK−1)∣∣∣
. ‖~ε ‖2H1×L2 +
K∑
l=1
|ℓl|2 +
K−1∑
l=1
e−θ(zl+1−zl). (3.22)
Moreover, if K ≥ 3 then for any k ∈ {2, . . . ,K − 1},∣∣∣ℓ˙k + 2αℓk + κσk [σk−1e−(zk−zk−1) − σk+1e−(zk+1−zk)] ∣∣∣
. ‖~ε ‖2H1×L2 +
K∑
l=1
|ℓl|2 +
K−1∑
l=1
e−θ(zl+1−zl). (3.23)
Proof. We treat the case k ∈ {2, . . . ,K − 1} for K ≥ 3. Other cases are similar.
First,
d
dt
〈η, ∂xQk〉 = 〈∂tη, ∂xQk〉+ 〈η, ∂t∂xQk〉 = 0.
Thus, using (3.16) and (3.17),
0 =〈∂2xε− ε+ f ′(Qk)ε, ∂xQk〉+ 〈f(R+ ε)− f(R)− f ′(R)ε, ∂xQk〉
+ 〈(f ′(R)− f ′(Qk))ε, ∂xQk〉+ 〈G, ∂xQk〉+ 〈Modη, ∂xQk〉 − 〈η, z˙k∂2xQk〉.
Since ∂xQk satisfies ∂
2
x∂xQk−∂xQk+f ′(Qk)∂xQk = 0, by integration by parts, the
first term is zero. Next, by Taylor expansion (using p > 2), we have the pointwise
estimate ∣∣f(R+ ε)− f(R)− f ′(R)ε∣∣ . |ε|p + |ε|2 K∑
l=1
|Ql|p−2
and ∣∣f ′(R)− f ′(Qk)∣∣ . |Qk|p−2 ∑
k′ 6=k
|Qk′ |+
∑
k′ 6=k
∣∣Qk′ ∣∣p−1.
Thus, using ‖ · ‖L∞ . ‖ · ‖H1 ,
|〈f(R+ ε)− f(R)− f ′(R)ε, ∂xQk〉| . ‖ε‖2H1
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and by the Cauchy-Schwarz inequality and (3.6),
|〈(f ′(R)− f ′(Qk))ε, ∂xQk〉| . ‖ε‖2H1 +
K−1∑
k=1
e−2(zk+1−zk) .
By direct computation, we obtain
〈Modη, ∂xQk〉 =
(
ℓ˙k + 2αℓk
)‖Q′‖2L2 + ∑
k′ 6=k
(
ℓ˙k′ + 2αℓk′
)〈∂xQk′ , ∂xQk〉
−
∑
k′ 6=k
(
ℓk′ z˙k′
)〈∂2xQk′ , ∂xQk〉.
Thus, using the equation of Q, (3.4), (3.8) and (3.18), we obtain
〈Modη, ∂xQk〉 = c1
(
ℓ˙k + 2αℓk
)
+O
( ∑
k′ 6=k
|ℓ˙k′ + 2αℓk′ |e− 34 |zk′−zk|
)
+O
(
‖~ε ‖2H1×L2 +
K∑
l=1
|ℓl|2
)
.
Note that, by (3.18) and the Cauchy-Schwarz inequality, we obtain∣∣〈η, z˙k∂2xQk〉∣∣ . (|z˙k − ℓk|+ |ℓk|)‖~ε ‖H1×L2 . ‖~ε ‖2H1×L2 + K∑
k=1
|ℓk|2.
Gathering above estimates and using (3.9)-(3.10)-(3.11), we obtain∣∣∣ℓ˙k + 2αℓk + κσk [σk−1e−(zk−zk−1) − σk+1e−(zk+1−zk)] ∣∣∣
. ‖~ε ‖2H1×L2 +
K∑
l=1
|ℓl|2 +
∑
k′ 6=k
|ℓ˙k′ + 2αℓk′ |e− 34 |zk′−zk| +
K−1∑
l=1
e−θ(zl+1−zl).
(3.24)
We obtain (3.23) by combining (3.24) for all k ∈ {1, . . . ,K}. 
3.3. Energy estimates. For µ > 0 small to be chosen, we denote ρ = 2α − µ.
Consider the nonlinear energy functional
E =
∫ {
(∂xε)
2 + (1 − ρµ)ε2 + (η + µε)2 − 2[F (R+ ε)− F (R)− f(R)ε]}.
We recall the following energy estimates.
Lemma 3.5. There exists µ > 0 such that in the context of Lemma 3.2, the
following hold.
(i) Coercivity and bound.
µ‖~ε ‖2H1×L2 −
1
2µ
K∑
k=1
(
(a+k )
2 + (a−k )
2
) ≤ E ≤ 1
µ
‖~ε ‖2H1×L2 . (3.25)
(ii) Time variation.
d
dt
E ≤ −2µE + 1
µ
‖~ε ‖H1×L2
[
‖~ε ‖2H1×L2 +
K∑
k=1
|ℓk|2 +
K−1∑
k=1
e−(zk+1−zk)
]
. (3.26)
Remark 3.6. The above lemma is valid for any µ > 0 small enough. For future
needs, we fix such a µ > 0 satisyfing the following additional smallness condition
µ ≤ min (1, α, |ν−|) . (3.27)
Remark 3.7. In the case where K = 1, the term
∑K−1
k=1 due to the nonlinear
interactions does not appear in (3.26).
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Proof. See [6, proof of Lemma 2.4]. 
3.4. Time evolution analysis. We introduce new parameters and functionals to
analyse the time evolution of solutions in the framework of Lemma 3.2. First, we
set, for k = 1, . . . ,K,
yk = zk +
ℓk
2α
,
and for k = 1, . . . ,K − 1 (when K ≥ 2),
rk = yk+1 − yk ≫ 1.
Second, we define
K+ = {k = 1, . . . ,K − 1 : σk = σk+1}, F+ =
∑
k∈K+
e−rk ,
K− = {k = 1, . . . ,K − 1 : σk = −σk+1}, F− =
∑
k∈K−
e−rk .
Third, we introduce notation for the damped components of the solution
F = E + G, G =
K∑
k=1
|ℓk|2 + 1
2µ
K∑
k=1
(a−k )
2,
and for all the components except distances
N =
[
‖~ε ‖2H1×L2 +
K∑
k=1
|ℓk|2
] 1
2
.
Last, we define
b =
K∑
k=1
(a+k )
2, M = 1
µ2
(
F − b
2ν+
)
.
We rewrite the estimates of Lemmas 3.2 and 3.5 using such notation.
Lemma 3.8. Assume K ≥ 2. Let any 1 < θ < min(p − 1, 54 ). In the context of
Lemma 3.2, the following hold.
(i) Comparison with original variables. For k = 1, . . . ,K − 1,∣∣rk − (zk+1 − zk)∣∣ . N , (3.28)
µN 2 ≤ µ‖~ε ‖2H1×L2 +
K∑
l=1
|ℓl|2 ≤ F + b
2µ
. N 2. (3.29)
(ii) ODE for the distances between solitary waves. The equation for the evolu-
tion of yk is
y˙1 =
κ
2α
σ1σ2e
−r1 +O
(N 2 + F θ+ + F θ−),
y˙k = − κ
2α
σk−1σke−rk−1 +
κ
2α
σkσk+1e
−rk +O
(N 2 + F θ+ + F θ−),
y˙K = − κ
2α
σK−1σKe−rK−1 +O
(N 2 + F θ+ + F θ−),
(3.30)
for 2 ≤ k ≤ K − 1. Moreover, there exists λ > 0 such that
d
dt
[
1
F+
]
≤ −λ+ 1
λF+
(N 2 + F θ+ + F θ−) , (3.31)
d
dt
[
1
F−
]
≥ λ− 1
λF−
(N 2 + F θ+ + F θ−) . (3.32)
(iii) Exponential instability.
|b˙− 2ν+b| . N 3 +N (F+ + F−). (3.33)
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(iv) Damped components.
d
dt
F + 2µF . N 3 +N (F+ + F−),
d
dt
G + 2µG . N 3 +N (F+ + F−).
(3.34)
(v) Liapunov type functional.
d
dt
M≤ −N 2 + C(F 2+ + F 2−). (3.35)
(vi) Refined estimates for the distance. Setting
R+ =
1
F+
exp
(
λ−1M) and R− = 1
F−
exp
(−3λ−1M) ,
where λ is given in (ii), it holds
d
dt
R+ ≤
(
−λ+ 2
λF+
(
F θ+ + F
θ
−
))
exp
(
λ−1M) , (3.36)
d
dt
R− ≥
(
λ+
2
λF−
N 2 − 2
λF−
(
F θ+ + F
θ
−
))
exp
(−3λ−1M) . (3.37)
Remark 3.9. When using the quantities F± and R±, we tacitly assume that K±
is not empty. Otherwise, the respective quantities are ignored. For example, if the
set K+ is empty, then (3.37) rewrites:
d
dt
R− ≥
(
λ+
2
λ
N 2
F−
− 2
λ
F θ−1−
)
exp
(−3λ−1M) .
When K = 1, the quantities F± and R± are systematically 0 and the variables rk
are not defined. The estimates (3.29), (3.33), (3.34) and (3.35) hold in this context.
Proof. Proof of (i): (3.28) follows from triangle inequality and the definition of N
and (3.29) follows directly from (3.25).
Proof of (ii). In this computation, we use the convention that terms involving yk
or σk for k ≤ 0 or k ≥ K + 1 are zero, for example by setting σ0 = σK+1 = 0.
Similarly, when e−r0 and e−rK appears, the corresponding term has to be ignored.
By direct computation and using (3.18), (3.22)-(3.23), we obtain for k = 1, . . . ,K,
y˙k = z˙k +
ℓ˙k
2α
= − κ
2α
σk−1σke−rk−1 +
κ
2α
σkσk+1e
−rk +O
(N 2 + F θ+ + F θ−).
It follows that, for any k = 1, . . . ,K − 1,
r˙k = y˙k+1 − y˙k = −κ
α
σkσk+1e
−rk +
κ
2α
σk+1σk+2e
−rk+1 +
κ
2α
σk−1σke−rk−1
+O
(N 2 + F θ+ + F θ−).
On the right-hand side of the above expression, the first term is always present for
k = 1, . . . ,K− 1, while the second and third terms might be zero depending on the
value of k. For k ∈ K+, it holds σk = σk+1 and one sees that
r˙k = −κ
α
e−rk +
κ
2α
σk+1σk+2e
−rk+1 +
κ
2α
σk−1σke−rk−1 +O
(N 2 + F θ+ + F θ−),
with the same observation concerning the second and third terms on the right-hand
side. Thus, ∑
k∈K+
r˙ke
−rk = − κ
2α
S+ +O
(
F+
(N 2 + F θ+ + F θ−)). (3.38)
where S+ denotes
S+ =
∑
k∈K+
[
2e−2rk − σk+1σk+2e−(rk+rk+1) − σk−1σke−(rk−1+rk)
]
.
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We claim that there exists λ˜ > 0 such that S+ satisfies
S+ ≥ λ˜
∑
k∈K+
e−2rk . (3.39)
Indeed, first, recall that the symmetric matrix of size n
An =

2 −1 0 . . . 0
−1 2 −1 . . . ...
0 −1 2 . . . 0
...
. . .
. . .
. . . −1
0 . . . 0 −1 2

is definite positive by the Sylvester criterion since for any j ∈ {1, . . . n}, the jth
leading principal minor of this matrix, i.e. the determinant of its upper-left j × j
sub-matrix, is positive (its value is j + 1).
Second, observe that in the sum defining S+, for given k ∈ K+, if k− 1 6∈ K+, then
σk−1σk = 1 (if k ≥ 2) or 0 (if k = 1) and thus the corresponding term is positive or
zero and can be ignored in establishing a lower bound for S+. The same property is
true for the term corresponding to σk+1σk+2 if k+1 6∈ K+. Letting n = card(K+),
this observation justifies that S+ is lower bounded by the quadratic form associated
to the matrix An taken at the vector of R
n of components {e−rk : k ∈ K+}. This
shows that (3.39) holds for some λ˜ > 0.
It follows from (3.38) and (3.39) that there exists λ > 0 such that∑
k∈K+
r˙ke
−rk ≤ −λF 2+ +
1
λ
F+
(N 2 + F θ+ + F θ−).
Thus,
d
dt
[
1
F+
]
=
1
F 2+
∑
k∈K+
r˙ke
−rk ≤ −λ+ 1
λF+
(N 2 + F θ+ + F θ−).
The estimate (3.32) concerning ddt [
1
F−
] is proved similarly.
Proof of (iii). It follows from (3.21) and the bound |a+k | . ‖~ε ‖H1×L2 ≤ N .
Proof of (iv). By the definition of F and (3.19), (3.21), (3.26), we have
d
dt
F = d
dt
E + 2
K∑
k=1
ℓ˙kℓk +
1
µ
K∑
k=1
a˙−k a
−
k
≤ −2µE − 4α
K∑
k=1
ℓ2k +
ν−
µ
K∑
k=1
(a−k )
2 +O
(N 3 +N (F+ + F−)).
Since 0 < µ ≤ α and 0 < µ ≤ |ν−| (see (3.27)), we obtain (3.34) for F . The proof
for G is the same.
Proof of (v). From (3.33) and (3.34), we estimate
d
dt
M = 1
µ2
(
d
dt
F − 1
2ν+
d
dt
b
)
≤ − 2
µ
(
F + b
2µ
)
+O
(N 3 +N (F+ + F−)).
Thus, from (3.29) and then for N small enough,
d
dt
M≤ −2N 2 +O(N 3 +N (F+ + F−)) ≤ −N 2 +O(F 2+ + F 2−).
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Proof of (vi). From (3.31) and (3.35), we estimate
d
dt
R+ =
(
d
dt
[
1
F+
]
+
1
λF+
d
dt
M
)
exp(λ−1M)
≤
(
−λ+ 1
λF+
(
F θ+ + F
θ
− + CF
2
+ + CF
2
−
))
exp(λ−1M),
which implies (3.36). The estimate for ddtR− is proved similarly. Note that the
coefficient 3 of the factor exp(−3λ−1M) in the definition R− allows us to obtain a
positive factor N 2 in the right-hand side of (3.37). 
3.5. Long-time energy asymptotics.
Lemma 3.10. Let any 1 < θ < min(p − 1, 54 ). In the context of Lemmas 3.2
and 3.8, it holds
E(~u) = KE(Q, 0)− c1κF+ + c1κF− +O(N 2 + F θ+ + F θ−). (3.40)
Proof. Expanding E(u, ∂tu) using the decomposition (3.15), integration by parts,
the equation −∂2xQ+Q− f(Q) = 0 and the definition of G in (3.3), we find
2E(u, ∂tu) =
∫
|∂tu|2 + 2E (R, 0)− 2
∫
Gε
+
∫ (|∂xε|2 + ε2 − 2F (R+ ε) + 2F (R) + 2f(R)ε) .
Thus, using (3.6), the Cauchy-Schwarz and Sobolev inequalities, it holds
2E(u, ∂tu) =
∫
|∂tu|2 + 2E (R, 0) +O
(N 2 + F 2+ + F 2−).
Note also that (3.15) implies∫
|∂tu|2 .
∫ (
|η|2 +
K∑
k=1
∣∣ℓk∂xQk∣∣2) . N 2.
Then, by direct computation, next −∂2xQ+Q− f(Q) = 0 and (3.5),
E(R, 0) = KE(Q, 0) +
∑
k<k′
∫
[(∂xQk)(∂xQk′) +QkQk′ − f(Qk)Qk′ − f(Qk′)Qk]
−
∫ (
F (R)−
K∑
k=1
F (Qk)−
∑
k 6=k′
f(Qk)Qk′
)
= KE(Q, 0)−
∑
k<k′
〈f(Qk), Qk′〉+O(F θ+ + F θ−).
Last, from (3.7), (3.28) and the definition of F+ and F−, we observe that∑
k<k′
〈f(Qk), Qk′〉 = c1κF+ − c1κF− +O(N 2 + F θ+ + F θ−)
Indeed, in the above double sum
∑
k<k′ in k and k
′, the terms corresponding to
k′ = k + 1 contribute to ±c1κF± (depending on k ∈ K±) and the other terms (i.e.
k′ ≥ k + 2) only contribute to the error term (see also (3.13)).
Gathering all the above estimates, we have proved (3.40). 
Combining (3.40) with (1.3) and (2.14), we obtain the following result.
Corollary 3.11. Let ~u be a global solution of (1.1) satisfying the decomposition
given by Lemma 3.2 on [t,∞), for some t ≥ 0. Let 1 < θ < min(p− 1, 54 ). Then
2α
∫ ∞
t
‖∂tu(s)‖2L2 ds = −c1κF+(t)+c1κF−(t)+O(N 2(t)+F θ+(t)+F θ−(t)). (3.41)
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3.6. General estimates for global solutions. The following result is similar to
Proposition 3.1 in [6]. We repeat the proof for the sake of completeness.
Proposition 3.12. There exists a universal constant δ1 > 0 such that the following
holds. Let 0 < δ < δ1 and ~u be a global solution of (1.1) satisfying (2.13) with
K ≥ 1. Let Tδ ≫ 1 be such that ~u admits a decomposition as in Lemma 3.2 in a
neighborhood of Tδ, with
[N (Tδ)]2 + b(Tδ) + F+(Tδ) + F−(Tδ) ≤ δ2. (3.42)
Then, for all t ≥ Tδ, it holds
[N (t)]2 + b(t) + F+(t) + F−(t) . δ2, (3.43)
and
F−(t) ≤ 3
(
δ−2 + λ(t− Tδ)
)−1
. (3.44)
Proof. For a constant C > 1 to be taken large enough, we introduce the following
bootstrap estimates
N ≤ Cδ, b ≤ Cδ2, F+ ≤ δ 32 , F− ≤ δ 32 , (3.45)
and we set
T∗ = sup
{
t ∈ [Tδ,∞) such that (3.45) holds on [Tδ, t]
}
> Tδ.
We prove T∗ = ∞ by strictly improving the bootstrap estimate (3.45) on [Tδ, T∗)
for C > 1 large enough. In the rest of the proof, the implicit constants in . or O(·)
do not depend on the constant C of the bootstrap estimate (3.45).
Estimate on N . From (3.34) and (3.45), it holds on [Tδ, T∗),
d
dt
[
e2µtF] . C3δ3e2µt + Cδ 52 e2µt ≤ δ2e2µt,
for δ > 0 small enough (depending on C). From (3.29) and (3.42), F(Tδ) . δ2.
Thus, integrating the above estimate on [Tδ, t], for any t ∈ [Tδ, T∗), F(t) . δ2. In
particular, by (3.29), we obtain
‖~ε ‖2H1×L2 . F + b . Cδ2.
Arguing similarly for the quantity G, we have
K∑
k=1
|ℓk|2 +
K∑
k=1
(a−k )
2 . G . δ2. (3.46)
Hence we obtain, for all t ∈ [Tδ, T∗),
N (t) .
√
Cδ. (3.47)
For C large enough, this strictly improves the bootstrap estimate (3.45) on N on
the interval [Tδ, T∗).
Estimate on b. Now, we prove that for C large enough, it holds for all t ∈ [Tδ, T∗),
b(t) ≤ C
2
δ2. (3.48)
From (3.41) in Corollary 3.11 and (3.42), we have∫ ∞
Tδ
‖∂tu(s)‖2L2 ds . N 2(Tδ) + F+(Tδ) + F−(Tδ) . δ2. (3.49)
By (3.42), we have b(Tδ) ≤ δ2. For the sake of contradiction, take C > 4 large and
assume that there exists t2 ∈ [Tδ, T∗) such that
b(t2) =
C
2
δ2, b(t) <
C
2
δ2 on [Tδ, t2).
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On the one hand, by continuity of b, there exists t1 ∈ [Tδ, t2) such that
b(t1) =
C
4
δ2 and b(t) >
C
4
δ2 on (t1, t2].
Using (3.33) and the bootstrap estimates (3.45), we have
d
dt
b = 2ν+b+O(C3δ3 + Cδ
5
2 )
which implies (for δ small enough depending on C)
t2 − t1 = log 2
2ν+
+O(δ
1
3 ), (3.50)
and thus ∫ t2
t1
b(s) ds & Cδ2. (3.51)
On the other hand, by (3.2), (3.15), (3.46), (3.49) and (3.50),∫ t2
t1
‖η(t)‖2L2 dt .
∫ t2
t1
(
‖∂tu(t)‖2L2 +
K∑
k=1
‖ℓk∂xQk(t)‖2L2
)
dt . δ2. (3.52)
By the definition of a±k , one has
a+k = ζ
+〈ε, Yk〉+ 〈η, Yk〉, a−k = ζ−〈ε, Yk〉+ 〈η, Yk〉
and thus
a+k =
ζ+
ζ−
a−k +
ζ− − ζ+
ζ−
〈η, Yk〉.
Combining (3.46), (3.50) and (3.52), we find the estimate
∫ t2
t1
b(s) ds . δ2, which
contradicts (3.51) for C large enough. This proves (3.48).
Estimate on F−. Let 1 < θ < min(p − 1, 54 ). First, from (3.41) in Corollary 3.11
and (3.45), we have
F+ ≤ 2F− +O(N 2) and F θ+ ≤ 2F θ− +N 2. (3.53)
Second, from (3.37), (3.45) and (3.53), we have
d
dt
R− ≥
(
λ+
2
λF−
(N 2 − F θ+ − F θ−)) exp (−3λ−1M)
≥
(
λ− 6
λ
F θ−1−
)
exp
(−3λ−1M) ≥ λ
2
.
By integration on [Tδ, t] for any t ∈ [Tδ, T∗), it holds
R−(t) ≥ R−(Tδ) + λ
2
(t− Tδ). (3.54)
By the definition of R− and (3.42), we have R−(Tδ) ≥ 12δ−2. Thus, (3.54) implies
that, for any t ∈ [Tδ, T∗)
F−(t) ≤ 3
2R−
≤ 3
2
(
1
2
δ−2 +
λ
2
(t− Tδ)
)−1
≤ 3δ2.
This is strictly improves the bootstrap estimate (3.45) of F− on the interval [Tδ, T∗)
and proves (3.44).
Estimate on F+. From (3.47), (3.53) and (3.44), we observe that
F+ ≤ 2F− +O(N 2) ≤ O(Cδ2).
For δ small enough (depending on C), this strictly improves the estimate (3.45)
of F+ on [Tδ, T∗).
The previous estimates prove that T∗ =∞ and that (3.43) holds on [Tδ,∞). 
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4. Alternate signs property for neighbor solitary waves
In this Section, we prove the following property.
Proposition 4.1. Let ~u be a global solution of (1.1) such that K ≥ 2 in (2.13) of
Theorem 2.3. Then,
σk = −σk+1 for all k ∈ {1, . . . ,K − 1}. (4.1)
Proof. We perform computations in the context of Proposition 3.12. Assuming
that K+ is not empty, we reach a contradiction. In this context, if K− is empty,
we have F− = 0. Otherwise, we may use the estimate (3.44) on F− proved in
Proposition 3.12. Using (3.36), (3.43) and (3.44), we obtain that for any t ∈ [Tδ,∞),
d
dt
R+ ≤ −3
4
λ+
3
λ
F θ−1+ +
2
λ
R+F
θ
− ≤ −
λ
2
+
18
λ
(δ−2 + λ(t− Tδ))−θR+. (4.2)
Define the auxiliary function
R˜+(t) = R+(t) exp
[
18
λ2(θ − 1)(δ
−2 + λ(t− Tδ))1−θ
]
, for t ∈ [Tδ,∞).
By direct computation and (4.2), we observe that
d
dt
R˜+ ≤ −λ
2
exp
[
18
λ2(θ − 1)(δ
−2 + λ(t− Tδ))1−θ
]
≤ −λ
2
.
By integrating the above estimate on [Tδ, t], we obtain
R˜+(t) ≤ R˜+(Tδ)− λ
2
(t− Tδ),
which is contradictory with R˜+(t) ≥ 0 for large t. This means that K+ = ∅ and so
K− = {1, . . . ,K − 1}: the signs of the solitary waves alternate. 
5. Description of long-time asymptotics
We consider any global solution ~u of (1.1). We prove Theorem 1.1 by considering
separately the no soliton case, and then the casesK = 1 andK ≥ 2 in Theorem 2.3.
5.1. No soliton case. If ~u(t) converges to 0 as t→∞, as a consequence of (7) of
Theorem 2.3 in [1], ~u converges exponentially to 0 in H1 × L2. Alternatively, one
can use the energy functional∫ {
(∂xu)
2 + (1− ρµ)u2 + (∂tu+ µu)2
}
where µ > 0 is small and ρ = 2α−µ as in §3.3 to prove the exponential convergence.
5.2. Single soliton case. Assume that ~u follows the solitary wave scenario in
Theorem 2.3 with K = 1. Let δ > 0 to be chosen small enough. Following
Lemma 3.2 and Proposition 3.12, there exists Tδ > 0 such that estimates (3.43)-
(3.44) hold on [Tδ,∞). When K = 1, by convention
F+(t) = F−(t) = 0, for t ≥ 0,
and the estimates proved in the previous Sections simplify; see Remarks 3.3, 3.7
and 3.9. In particular, from (3.33) and (3.34), it holds
|b˙− 2ν+b| . N 3, (5.1)
d
dt
F + 2µF . N 3, d
dt
G + 2µG . N 3, (5.2)
and from (3.29) and (3.45),
N 3 ≤ CδN 2 . Cδ
(
F + b
2µ
)
. (5.3)
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Set b˜ = b− δ 12F , observe that
b˜ =
(
1 +
δ
1
2
2µ
)
b− δ 12
(
F + b
2µ
)
≤
(
1 +
δ
1
2
2µ
)
b.
Therefore, using (5.1), (5.2) and (5.3),
d
dt
b˜ ≥ 2ν+b+ 2µδ 12F − Cδ 34
(
F + b
2µ
)
≥ (2ν+ − δ 12 )b+ (2µδ 12 − Cδ 34 )
(
F + b
2µ
)
≥ ν+b˜,
where δ > 0 small enough such that
(2ν+ − δ 12 )
(
1 +
δ
1
2
2µ
)
≥ ν+, 2µδ 12 − Cδ 34 > 0.
Integrating on [t, s] ∈ [Tδ,∞),
b˜(t) ≤ e−ν+(s−t)b˜(s). (5.4)
Let s→∞ in (5.4) and using (3.45), we obtain
b˜(t) ≤ 0, b(t) ≤ δ 12F(t) for t ≥ Tδ.
Thus, using (5.1), (5.2) and (5.3) again,
d
dt
(
F + b
2µ
)
≤ −2µF + ν
+
µ
b+ Cδ
3
4
(
F + b
2µ
)
≤ −(2µ− Cδ 34 )
(
F + b
2µ
)
+
(
1 +
ν+
µ
)
b ≤ −µ
(
F + b
2µ
)
,
by possibly choosing δ > 0 small enough. Integrating on [Tδ, t], we obtain(
F + b
2µ
)
(t) ≤ e−µteµTδ
(
F + b
2µ
)
(Tδ) . e
−µteµTδδ2.
Therefore, using again (3.29),
N 2(t) .
(
F + b
2µ
)
(t) . e−µt. (5.5)
From (3.18) and (5.5), we have |z˙1| ≤ e−µ2 t, which proves that z1(t) converges
exponentially to its limit as t → ∞. In view of the decomposition of ~u in (3.15),
the proof in the case K = 1 is complete.
5.3. Multi-soliton case. Assume that ~u follows the multi-solitary wave scenario
in Theorem 2.3 with K ≥ 2. Let δ > 0 to be chosen small enough. Following
Lemma 3.2 and Proposition 3.12, there exists Tδ > 0 such that estimates (3.43)-
(3.44) hold on [Tδ,∞). Recall that from Proposition 4.1, the set K+ is empty. In
particular, following Remark 3.9, we use the estimates of Lemma 3.8 ignoring the
quantity F+. We start by showing that the quantity N (t) decays as t−1.
Proposition 5.1. There exists T > 0 such that the decomposition of ~u satisfies,
for all t ≥ T
F−(t) . t−1, N (t) . t−1. (5.6)
Proof. The proof is inspired by that of [6, Proposition 3.2]. Let 0 < δ < δ1 in
the context of Proposition 3.12. From (3.43) and (3.44), there exists T > 0 large
enough (fix any T ≥ 4Tδ) such that, for all t ≥ T/2,
N (t) ≤ Cδ, F−(t) ≤ 6
λ
t−1.
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In particular, from (3.33) and (3.34)∣∣∣∣ dbdt − 2ν+b
∣∣∣∣ . N 3 + t−1N , ddtF + 2µF . N 3 + t−1N . (5.7)
Our goal is to obtain the decay rate of N . The above bounds are not quite enough
because of the term N 3 for which only smallness is known at this point. This is
the reason why we will work on a modification b˜ of b. Recall (3.29):
0 ≤ N 2 . F + b
2µ
.
For 0 < ω ≪ 1 to be chosen later, observe that, for δ small,
N 3 + t−1N . ω2N 2 + ω−2t−2 . ω2
(
F + b
2µ
)
+ ω−2t−2. (5.8)
(Here and below the implied constants do not depend on ω). Set b˜ = b − ωF and
observe that
b˜ = b− ωF =
(
1 +
ω
2µ
)
b− ω
(
F + 1
2µ
b
)
≤
(
1 +
ω
2µ
)
b.
Therefore, using (5.7) and (5.8),
db˜
dt
≥ 2ν+b+ 2ωµF − Cω2
(
F + b
2µ
)
− Cω−2t−2
≥ (2ν+ − ω)b+ (2ωµ− Cω2)(F + b
2µ
)
− Cω−2t−2
≥ ν+b˜− Cω−2t−2,
where ω > 0 is taken small enough such that
(2ν+ − ω)
(
1 +
ω
2µ
)−1
≥ ν+, 2ωµ− Cω2 > 0.
Integrating on [t, s] ⊂ [T/2,∞), we obtain
b˜(t)− e−ν+(s−t)b˜(s) ≤ Cω−2
∫ s
t
e−ν
+(τ−t)τ−2 dτ . ω−2t−2. (5.9)
Let s→∞ in (5.9) and using (3.45), we obtain for all t ≥ T/2,
b˜(t) . ω−2t−2, b(t) ≤ Cω−2t−2 + ωF(t).
Thus using (5.7) and (5.8) again, it holds
d
dt
(
F + b
2µ
)
≤ −2µF + ν
+
µ
b+ Cω2
(
F + b
2µ
)
+ Cω−2t−2
≤ −(2µ− Cω2)
(
F + b
2µ
)
+
(
1 +
ν+
µ
)
b + Cω−2t−2
≤ −µ
(
F + b
2µ
)
+ Cω−2t−2,
by possibly choosing ω > 0 small enough. Integrating on [T/2, t], we obtain(
F + b
2µ
)
(t)− e−µ(t−T2 )
(
F + b
2µ
)
(T/2) .
∫ t
T
2
e−µ(t−s)s−2 ds
Therefore, using again (3.29),
N 2(t) .
(
F + b
2µ
)
(t) . t−2 + δ2eµT/2e−µt ≤ t−2,
which proves (5.6). 
22 R. COˆTE, Y. MARTEL, AND X. YUAN
We continue the proof of Theorem 1.1. In view of the alternate signs property (4.1)
and the decay estimate (5.6), the system (3.30) rewrites as, for k = 2, · · · ,K − 1,
and any t ≥ T , 
y˙1 = − κ
2α
e−(y2−y1) +O
(
t−θ
)
,
y˙k =
κ
2α
(
e−(yk−yk−1) − e−(yk+1−yk)
)
+O
(
t−θ
)
,
y˙K =
κ
2α
e−(yK−yK−1) +O(t−θ).
(5.10)
This system of ODEs is studied in [16] and [8], where it appears naturally in a
different context (the description of characteristic blowup points of the semilinear
wave equation), with slightly different perturbation terms. For the convenience of
the reader, we provide a study of the dynamics.
We introduce an explicit solution to the unperturbed ODE system (1.9)
y¯k(t) :=
(
k − K + 1
2
)
log t+ τk, for k = 1, . . . ,K, (5.11)
where (τk)k=1,...,K are constants uniquely defined by (1.8) (see also [8, p. 1549]).
From (5.10), we observe that
∑K
k=1 y˙k = O
(
t−θ
)
. Since θ > 1, there exist y¯∞ ∈ R
such that
1
K
K∑
k=1
yk = y¯∞ +O
(
t−θ+1
)
. (5.12)
We introduce, for k = 1, . . . ,K,
ξk(t) := yk − y¯k − y¯∞.
Observe that, for k = 1, · · · ,K − 1,
yk+1 − yk = ξk+1 − ξk + log t+ (τk+1 − τk),
so that using (1.8),
κ
2α
e−(yk+1−yk) =
κ
2α
e−(ξk+1−ξk)−log t−(τk+1−τk) = γkt−1e−(ξk+1−ξk).
Therefore, from (5.10) and γk − γk−1 = K+12 − k, it holds (2 ≤ k ≤ K − 1)
ξ˙1 = −t−1γ1
(
e−(ξ2−ξ1) − 1)+O (t−θ) ,
ξ˙k = t
−1
(
γk−1(e−(ξk−ξk−1) − 1)− γk(e−(ξk+1−ξk) − 1)
)
+O
(
t−θ
)
,
ξ˙K = t
−1γK−1(e−(ξK−ξK−1) − 1) +O(t−θ).
(5.13)
To complete the proof of Theorem 1.1, it suffices to show that for any k = 1, . . . ,K,
ξk(t) = O(t
−θ+1). (5.14)
First, we prove a bound on ξk.
Lemma 5.2. There exists M > 0 such that for all k = 1, . . . ,K and for all t ≥ Tδ,
it holds |ξk(t)| ≤M .
Proof. Set
ζ0 = ζK = 0 and ζk = ξk+1 − ξk for k = 1, · · · ,K − 1.
From (5.13), it holds for k = 1, . . . ,K − 1 (with γ0 = γK = 0)
ζ˙k = t
−1 (−γk+1(e−ζk+1 − 1) + 2γk(e−ζk − 1)− γk−1(e−ζk−1 − 1))+O (t−θ) .
(5.15)
Claim 5.3. There exists M1 > 0 such that for all k = 1, . . . ,K − 1, and for all
t ≥ Tδ, it holds |ζk(t)| ≤M1.
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Proof Claim 5.3. First, we prove a lower bound ζk(t) ≥ −M1, for some M1 > 0.
Fix ϑ = 1+θ2 and for D1 > 0 to be fixed later, denote for k = 1, · · · ,K − 1,
ρk = γk(e
−ζk − 1) +D1t−ϑ+1, ρ+ = max
k
ρk.
Let us prove that ρ+ is non increasing for large enough times using a bootstrap
argument. For C1 > 0 and T1 ≥ Tδ to be chosen later, let
T∗ = sup{t ∈ [T1,∞) such that ρ+ ≤ C1 on [T1, t]}.
Let t ∈ [T1, T∗), and consider an index k such that ρk(t) = ρ+(t). Observe that
γke
−ζk(t) ≤ ρk(t) + γk ≤ C1 +K2, (5.16)
2γk
(
e−ζk(t) − 1) ≥ γk+1(e−ζk+1(t) − 1)+ γk−1(e−ζk−1(t) − 1). (5.17)
Gathering (5.15), (5.16) and (5.17), there exist C0 > 0 such that at t,
ρ˙k = −γke−ζk ζ˙k −D1(ϑ− 1)t−ϑ
= −γke−ζkt−1
(−γk+1(e−ζk+1 − 1) + 2γk(e−ζk − 1)− γk−1(e−ζk−1 − 1))
+O(γke
−τk(t)t−θ)−D1(ϑ− 1)t−ϑ
≤ C0γke−ζk(t)t−θ −D1(ϑ− 1)t−ϑ
≤ ((C1 +K2)C0 −D1(ϑ− 1)T θ−ϑ1 ) t−θ.
Fix T1 ≥ Tδ and then D1, C1 such that
(ϑ− 1)T θ−ϑ1 ≥ C0 + 1,
D1 ≥ C0(ρ+(T1) + 1 +K2) + 1, C1 = ρ+(T1) +D1 + 1.
Then, there holds
(C1 +K
2)C0 −D1(ϑ− 1)T θ−ϑ1 ≤ (ρ+(T1) +D1 + 1 +K2)C0 −D1(C0 + 1)
≤ (ρ+(T1) + 1 +K2)C0 −D1 ≤ −1.
Since ρ+(T1) < C1, by continuity, T∗ > T1. We also have ρ˙k(t) < 0, so that ρk
is decreasing at t; note that this property holds for any index k such that ρk(t) =
ρ+(t). If j is an index such that ρj(t) < ρ+(t), then by continuity this inequality
holds on a neighborhood of t. Thus ρ+ is decreasing at t, for any t ∈ [T1, T ∗). In
particular, ρ+(t) ≤ ρ+(T1) ≤ C1. By continuity, we obtain T∗ = ∞ and so for all
t ≥ T1, ρ+(t) ≤ C1.
By continuity, there exists C2 such that for all t ≥ Tδ, ρ+(t) ≤ C2, and so for all
k = 1, . . . ,K − 1, for all t ≥ Tδ, e−ζk(t) ≤ 2C2 + 1, since D1 > 0 and γk ≥ 1/2.
Therefore, for M1 = log(2C2 + 1), we have proved the lower bound on ζk(t).
Arguing similarly using the minimum of ρ˜k = γk(e
−ζk − 1) − D1t−ϑ+1, one also
proves an upper bound on ζk. 
By (5.12) and
∑K
k=1 y¯k =
∑K
k=1 τk = 0, there existsM2 > 0 such that for all t ≥ Tδ,∣∣∑K
k=1 ξk(t)
∣∣ ≤M2. By contradiction, assume that for some k0 and t ≥ Tδ
ξk0 (t) ≥M where M :=
2M2
K
+
K − 1
2
M1.
Then,
ξk(t) = ξk0(t) +
k−1∑
j=k0
ζj ≥M − |k − k0|M1 for 1 ≤ k0 < k ≤ K,
ξk(t) = ξk0 (t)−
k0−1∑
j=k
ζj ≥M − |k − k0|M1 for 1 ≤ k < k0 ≤ K,
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so that (in view of the definition of M)
K∑
k=1
ξk(t) ≥ KM −M1
K∑
k=1
|k − k0| ≥ K
(
M − K − 1
2
M1
)
≥ 2M2,
which is a contradiction. Therefore, for all k = 1, . . . ,K and t ≥ Tδ, ξk(t) ≤ M .
One argues similarly to show that ξk(t) ≥ −M . 
Now, we consider the unperturbed ODE system for the (ξk)k=1,...,K , that is
˙̟ = t−1Φ(̟), (5.18)
where ̟ = (̟k)k=1,...,K and Φ : R
K → RK is defined by
Φ1(̟) = −γ1(e−(̟2−̟1) − 1),
Φk(̟) = γk−1(e−(̟k−̟k−1) − 1)− γk(e−(̟k+1−̟k) − 1), for 2 ≤ k ≤ K − 1,
ΦK(̟) = γK−1(e−(̟K−̟K−1) − 1).
This system is studied in [8]. Observe that setting e1 =
1√
K
(1, . . . , 1)T , it holds
for all t, t0 ≥ Tδ, 1
K
K∑
j=1
̟j(t) =
1√
K
(̟, e1) =
1
K
K∑
j=1
̟j(t0).
Moreover, DΦ(0) is the K ×K matrix with entries
m1,1 = −γ1, mK,K = −γK−1, mk,k = −(γk−1 + γk), for k = 2, · · · ,K − 1,
mk,k−1 = γk−1, mk,k+1 = γk, mk,k′ = 0, if |k − k′| ≥ 2.
We recall the following properties.
Proposition 5.4 ([8]). It holds DΦ(0)e1 = 0 and
for all x ∈ e⊥1 , (DΦ(0)x,x) ≤ −‖x‖2. (5.19)
Furthermore, for any M > 0, there exists C(M) > 0 such that for any t0 > 0, if
|̟(t0)| ≤M , then
for all t ≥ t0, ‖̟(t)− (̟(t0), e1)e1‖ ≤ C(M)t0t−1. (5.20)
Proof. See [8, Lemma 2.8] for the coercivity (5.19) of DΦ(0) and [8, Proposition 2.5]
for the convergence (5.20) (written there in the variable τ = log t). 
Now, we complete the proof of Theorem 1.1 by showing the estimate (5.14).
Proof of (5.14). We summarise what was obtained so far. Let ξ := (ξk)k=1,...,K .
There exists Cθ such that for t ≥ Tδ,
(i) ξ˙ = t−1Φ(ξ) + r(t) where ‖r(t)‖ ≤ Cθt−θ,
(ii) |(ξ, e1)| ≤ Cθt−θ+1,
(iii) ‖ξ(t)‖ ≤ √KM , for t ≥ Tδ.
Moreover, by (5.19), there exist ǫ, C > 0 such that if ‖x‖ ≤ ǫ, then
(Φ(x),x) ≤ −1
2
‖x‖2 + C(x, e1)2. (5.21)
Step 1. We claim that there exists Tǫ ≥ Tδ such that
for all t ≥ Tǫ, ‖ξ(t)‖ ≤ ǫ. (5.22)
Let L = 4ǫ−1C(M) + 1, where C(M) given by Proposition 5.4. Set
A = 3 + sup{‖DΦ(x)‖ : ‖x‖ ≤ max(C(M),
√
KM)}.
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By (i) and (ii), we fix t0 large enough such that
sup
t≥t0
(
t sup
s≥t
‖r(s)‖) ≤ ǫ
4
L−A and t−θ+10 ≤
ǫ
2
C−1θ .
For any t1 ≥ t0, we denote ̟t1 the solution of (5.18) with data ̟t1(t1) = ξ(t1) at
time t1. On the one hand, by standard Gronwall estimates, it holds for any t ≥ t1,
‖ξ(t)−̟t1(t)‖ ≤ tA
∫ t
t1
s−A‖r(s)‖ ds ≤ tAt−A+11 sup
s≥t1
‖r(s)‖.
Let t = Lt1, using the definition of t0, we obtain
‖ξ(Lt1)−̟t1(Lt1)‖ ≤ LA
(
t1 sup
s≥t1
‖r(s)‖) ≤ ǫ
4
. (5.23)
On the other hand, using (5.20), (ii) and the definition of t0,
‖̟t1(Lt1)‖ ≤ ‖
(
ξ(t1), e1
)
e1‖+ C(M)t1(Lt1)−1 ≤ 3
4
ǫ. (5.24)
Let Tǫ = Lt0, from (5.23) and (5.24), we obtain (5.22).
Step 2. Using (i), (ii), (5.21) and (5.22), we infer that for t ≥ Tǫ,
d
dt
‖ξ‖2 = 2t−1(Φ(ξ), ξ) + 2(r, ξ)
≤ −t−1‖ξ‖2 +O(t1−2θ) +O(t−θ‖ξ‖)
≤ −
(
θ − 1
2
)
t−1‖ξ‖2 +O(t1−2θ).
A direct integration and 1 < θ < 3/2 yield, for some C > 0,
‖ξ(t)‖2 ≤
(
Tǫ
t
)θ− 1
2
‖ξ(Tǫ)‖2 + Ct−2θ+2 . t−2θ+2,
which is (5.14). 
6. Construction of multi-solitary waves
In this Section, we prove Theorem 1.3, adapting arguments from [6, Section 4].
Here, BH1×L2(δ) denotes the open ball of H1 × L2 of center 0 and radius δ and
BRK (δ) (respectively, B¯RK (δ)) denotes the open ball (respectively, closed ball) of
R
K of center 0 and radius δ. Last, SRK (δ) denotes the sphere of H1 ×L2 of center
0 and radius δ. We also use the notation from §3 and set
β :=
1
2
√
α2 + ν20
= 〈~Y +, ~Z+〉−1 > 0.
We recall the following preliminary result (for the proof, see [6, Lemma 4.1]).
Lemma 6.1. Let (zk, ℓk)k=1,...,K ∈ R2K be such that
r = min(zk+1 − zk, k = 1, . . . ,K − 1)
is large enough. There exist linear maps
B : RK → RK , V : RK → RK
smooth in (zk, ℓk)k=1,...,K , satisfying
‖B − β Id ‖ . e− 12 r, ‖Vj‖ . e− 12 r,
and such that the function W (a) : R→ R defined by
W (a)(x) :=
K∑
k=1
{
Bk(a)Yk(x) + Vk(a)∂xQk(x)
}
,
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for any a = (a1, . . . , ak), satisfies, for all k = 1, . . . ,K,
〈W (a), ∂xQk〉 = 0, 〈W (a), Yk〉 = βak.
In particular, setting
~W (a) =
(
W (a)
ν+W (a)
)
it holds 〈 ~W (a), ~Z+k 〉 = ak.
The next proposition and the invariance by translation of (1.1) imply Theorem 1.3.
Proposition 6.2. Let K ≥ 2 and σ = ±1. For δ > 0 small enough, let any
(ℓk(0))k=1,...,K ∈ BRK (δ),
(zk(0))k=1,...,K ∈ RK
satisfying min{zk+1(0)− zk(0), k = 1, . . . ,K − 1} > 5| log δ|,
~ε⊥(0) ∈ BH1×L2(δ)
satisfying (3.16) and 〈~ε⊥(0), ~Z+k (0)〉 = 0 for k = 1, . . . ,K.
(6.1)
There exists a+♯ (0) = (a
+
♯,k(0))k=1,...,K ∈ B¯RK (δ
5
4 ) such that the solution ~u♯ of (1.1)
with the initial data
~u♯(0) = σ
K∑
k=1
(−1)k(Q(· − zk(0)), 0) + ~W (a+♯ (0)) + ~ε⊥(0)
is global and satisfies (1.6) where, for k = 1, . . . ,K, zk = y¯k + y♯ + O(t
−θ+1), for
some y♯ ∈ R and y¯k being defined in (5.11).
Remark 6.3. From the proof of Proposition 6.2, there exist even solutions of (1.1)
with any odd number K ≥ 3 of solitary waves.
Proof. Given a+(0) = (a+k (0))k=1,...,K ∈ B¯RK (δ
5
4 ), we consider the solution ~u(t) of
(1.1) with initial data
~u(0) = σ
K∑
k=1
(−1)k(Q(· − zk(0)), 0) + ~W (a+(0)) + ~ε⊥(0).
Decomposition. For any t ≥ 0 such that ~u(t) is defined and satisfies (3.14), we
consider its decomposition according to Lemma 3.2. Following §3.4, we introduce
the notation yk (k = 1, . . . ,K), N , M and
F =
K−1∑
k=1
e−(yk+1−yk), R =
1
F
exp(−3λ−1M)
(due to the choice of signs in the decomposition of ~u(0), F = F− and F+ = 0).
Note that by the properties of the function W in Lemma 6.1 and the orthogonality
properties (3.16) of ~ε⊥(0) assumed in (6.1), the initial data ~u(0) is modulated.
Indeed, (zk(0), ℓk(0))k=1,...,K and
~ε (0) = ~W (a+(0)) + ~ε⊥(0),
are the parameters of the decomposition of ~u(0). In particular, it holds from (6.1)
N (0) . δ, F (0) . δ2.
Moreover, by Lemma 6.1, for k = 1, · · · ,K, it holds
〈~ε (0), ~Z+k (0)〉 = 〈 ~W (a+(0)), Z+k 〉 = a+k (0),
which is consistent with the definition of a+k in (v) of Lemma 3.2.
Bootstrap estimates. We introduce the following bootstrap estimates
N ≤ δ 34 , F ≤ δ 32 , b ≤ δ 52 (6.2)
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and we set T∗ = sup {t ∈ [0,∞) such that (6.2) holds on [0, t]} ≥ 0.
Estimates on the damped components. The estimate on N is strictly improved on
[0, T∗] as in the proof of Proposition 3.12. In particular, N . δ on [0, T∗].
Estimate on the distance. Inequality (3.37) rewrites
dR
dt
≥
(
λ+
2
λF
(N 2 − F θ)
)
exp(−3λ−1M).
Now for t ∈ [0, T∗], in view of (6.2), exp(−3λ−1M) = 1 + O(N 2) = 1 + O(δ3/2)
and F θ−1 = O(δ3(θ−1)/2) ≤ 16λ2 so that
dR
dt
≥ 2
3
λ(1 − Cδ3/2) ≥ λ
2
.
Integrating on [0, t] ⊂ [0, T∗], it holds R(t) ≥ R(0) + λ2 t. Hence, as we also have
exp(3λ−1M) = 1 +O(δ3/2) and R(0)−1 ≤ 2F (0) . δ2,
F =
1
R
exp(3λ−1M) ≤ 1
R(0) + λ2 t
(1 +O(δ3/2)) . δ2.
This strictly improves the estimate of F in (6.2), and as in the proof of Proposi-
tion 5.1, we also obtain the decay F . t−1.
Transversality condition. From (3.33) and N . δ, we observe that for any time
t ∈ [0, T∗] where it holds b(t) = δ 52 , we have
d
dt
b(t) ≥ 2ν+b(t)− Cδ3 ≥ 2ν+δ 52 − Cδ3 ≥ ν+δ 52 > 0,
for δ > 0 small enough. This transversality condition is enough to justify the
existence of at least a point a+♯ (0) ∈ B¯RK (δ
5
4 ) such that T∗ =∞.
Indeed, for the sake of contradiction assume that for all a+(0) ∈ B¯RK (δ 54 ), it holds
T∗ < ∞. Then, a contradiction follows from the following observations (see for
instance more details in [5] or in [7, Section 3.1]).
Continuity of T∗. The above transversality condition implies that the map
a+(0) ∈ B¯RK (δ 54 ) 7→ T∗ ∈ [0,∞)
is continuous and that T∗ = 0 for a+(0) ∈ SRK (δ 54 ).
Construction of a retraction. As a consequence, the map
a+(0) ∈ B¯RK (δ
5
4 ) 7→ a+(T∗) ∈ SRK (δ
5
4 )
is continuous and its restriction to the sphere SRK (δ 54 ) is the identity.
This is a contradiction with the no retraction theorem for continuous maps from
the ball to the sphere.
At this point, we have proved the existence of a+♯ (0) ∈ B¯RK (δ
5
4 ), associated with
a global solution ~u♯ ∈ C([0,∞), H1) of (1.1), which also satisfies (6.2) for all t ≥ 0
(and F = F−, F+ = 0). Applying the results of Section 5 to ~u♯, we infer that
N . t−1 (so that (1.6) holds) and that there exists y♯ ∈ R with, for k = 1, . . . ,K,
yk = y¯k + y♯ +O(t
−θ+1)
As zk = yk− ℓk2α and |ℓk| ≤ N . t−1, u♯ has the requested properties and the proof
is complete. 
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