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Abstract
This thesis proposes a unified framework to capture the temporal and longitudinal
variation across multiple instances of sequential data. Examples of such data include
sales of a product over a period of time across several retail locations; trajectories of
scores across cricket games; and annual tobacco consumption across the United States
over a period of decades. A key component of our work is the latent variable model
(LVM) which views the sequential data as a matrix where the rows correspond to multiple
sequences while the columns represent the sequential aspect. The goal is to utilize
information in the data within the sequence and across different sequences to address
two inferential questions: (a) imputation or “filling missing values” and “de-noising”
observed values, and (b) forecasting or predicting “future” values, for a given sequence
of data.
Using this framework, we build upon the recent developments in “matrix estimation” to
address the inferential goals in three different applications. First, a robust variant of
the popular “synthetic control” method used in observational studies to draw causal
statistical inferences. Second, a score trajectory forecasting algorithm for the game of
cricket using historical data. This leads to an unbiased target resetting algorithm for
shortened cricket games which is an improvement upon the biased incumbent approach
(Duckworth-Lewis-Stern). Third, an algorithm which leads to a consistent estimator
for the time- and location-varying demand of products using censored observations in
the context of retail. As a final contribution, the algorithms presented are implemented
and packaged as a scalable open-source library for the imputation and forecasting of
sequential data with applications beyond those presented in this work.
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Chapter 1
Introduction
Much of modern data exists across two dimensions: temporal or sequential, e.g. the
number of new monthly social media followers of an account over a period of a few years
or the daily price history of a financial product; and longitudinal, e.g. the number of
new monthly followers of each account on a social media platform or the daily price
history of all financial products on an exchange. Much of this data cannot be assumed
as identically distributed. In fact, this type of data experiences variations across both
time and space. This makes it doubly challenging to work with. As a concrete example,
imagine that we have access to the weekly aggregated number of television viewers
who watch competitive football (soccer) games in all countries. We expect that the
viewership numbers rise and fall during the year across all countries as a function of
the stage of various league competitions. For example, during the FIFA World Cup or
the UEFA Euro Cup, viewership numbers are expected to be much higher than the rest
of the year. However, viewership statistics will vary greatly from country to country:
in countries where football is not the most popular sport, the differences between the
viewerships numbers during the FIFA World Cup and the rest of the year may be far
greater than in countries where football is the most popular sport. Hence, any attempt
to understand the characteristics of viewership numbers that does not account for both
the temporal and longitudinal characteristics would be considered incomplete.
This thesis concerns itself with inferential problems involving sequential (temporal) data
across multiple instances (longitudinal). At its core, this work is an attempt to infer
the evolution of sequences of random variables by estimating temporal and longitudinal
dependencies in the data. Specifically, we present a unified modeling framework which
enables inference by exploiting relationships across both time and space. This unified
framework leads to some natural algorithms which can then be tailored to solve a diverse
set of problems involving sequential data. We use the rest of this section to motivate the
framework which serves as the bedrock of this work, followed by a detailed description
of the applications considered in this work.
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 1.1 Motivating Problems
We consider some canonical tasks when dealing with sequential data that serve as
motivation for the rest of this work.
Imputation. One would be hard pressed to find practical instances of problems where
100% of the data is reliably available. There are a plethora of reasons for data to be
missing, e.g. data corruption, data mismanagement, systematic errors and idiosyncratic
(stochastic) errors. A common problem of interest is to estimate, or impute, the missing
data accurately. Ideally, the estimation procedure has desirable statistical guarantees,
such as unbiasedness and/or consistency.
For sequential data with multiple instances, the problem of interest is to impute data
which could be missing across both dimensions: time and space.
Forecasting. Forecasting is simply the estimation of the future of a sequence given its
past. From forecasting the weather tomorrow to predicting the price of Bitcoin two hours
later, instances of this task are omnipresent. Similar to the imputation problem, the
goal is to produce forecast estimates which, ideally, have provable statistical guarantees.
For sequential data with multiple instances, e.g. the prices of technology stocks on the
Nasdaq exchange, the problems of interest involve forecasting the future of any subset
of the units. Often, there is a single sequence of interest but the available data includes
several (related) sequences.
Causal Inference. Randomized control trials (RCT’s) are an ideal mechanism to draw
causal conclusions, e.g. the performance of a new candidate drug in treating a disease.
However, RCT’s are not always possible owing to a whole host of reasons from cost
to ethics to retrospective experimentation. Observational studies provide an alternate
mechanism to enable causal conclusions in the absence of RCT’s. Imagine a setting
where researchers want to study the impact of a state law that came in to effect a few
years ago. Clearly, the researchers cannot control who, i.e. which state, was assigned to
the treatment (approval of the law). In such a setting, the goal is to use data from a
number of time periods before and after the promulgation of the law, from the state of
interest and several others, to determine if the law had a statistically significant impact.
The key is to estimate the counterfactual which can then be compare to the observations
from the unit of interest. The goal is to estimate the control or counterfactual with
provable statistical properties.
While the goal of these problems is to draw causal statistical conclusions, the problems
can also be viewed as instances of forecasting where the quantity being forecasted is the
unobserved counterfactual. The available data is spread across two dimensions: temporal
and longitudinal. There is a clear intervention and the forecast is an estimate of the
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future assuming the intervention produced no change in the temporal and longitudinal
relationships in the data.
Scale. Given the proliferation of data around us, practitioners err on the side of having
access to too much data instead of too little. In problems involving sequential data, the
data footprint keeps expanding across all dimensions. Therefore, efficiently processing
vast quantities of growing data is a challenge for all algorithm-designers and systems
practitioners. Practical considerations with respect to scale can manifest in several ways:
designing algorithms to have provable worst-case computational complexity; designing
systems to scale their resources gracefully when handling increasing amounts of data;
and trading off statistical and computational efficiencies for an acceptable compromise.
The problems in this domain are practical in nature and aim to produce solutions that
can be implemented in the “real” world.
 1.2 A Unified Modeling Framework
The main contribution of this work is a unified modeling framework for problems of
inference where one has access to multiple instances of sequential data, e.g. the sales
of a product at regular intervals of time across different locations. In other words, the
data is spread across two dimensions: time and space. Our unified framework exploits
relationships in the data across both dimensions to enable inference. Our inference goals
are twofold:
1. Imputation and “De-noising”: using noisy observations with randomly missing
data, estimate the mean value, across all times and locations. This includes those
combinations where the observations are missing. The metric of interest is the
mean-squared error (MSE) and the performance is measured as a function of the
proportion of missing observations.
2. Forecasting: using noisy observations from several instances of sequential observa-
tions up until a fixed point in time, estimate the future mean of one or more units
(instances) of interest. The natural metric of interest is the root mean-squared
error (RMSE).
 1.2.1 The Matrix Setting
In this work we consider settings where we have multiple sequences of observations.
All sequences of observations are indexed at regular points in time, e.g. hourly, daily
or monthly. As a canonical example, consider sales data for a particular product, e.g.
umbrellas, across N stores (instances) and T time periods. Naturally, this can be best
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articulated in the language of matrices. Therefore, we consider a matrix A = [Aij ] for
1 ≤ i ≤ n, 1 ≤ j ≤ T , where i indexes the rows (instances) and j indexes the columns
(time periods). Aij denotes the quantities of interest, e.g. random observation for row i
and column j.
Given that our interest is in inferential problems involving imputation and forecasting,
we introduce some additional terminology. For the matrix of interest, A, any estimate is
denoted by Aˆ. We define an intervention to refer to the point in time (column) when
a unit of interest experienced a disruption, e.g. a policy change or the end of training
data. Let T0 denote the column index of the intervention. In order to distinguish
the pre- and post-intervention periods, we use the following notation for all matrices:
A = [A−,A+], where A− = [Aij ]j∈[T0] and A
+ = [Aij ]T0<j≤T denote the pre- and
post-intervention submatrices, respectively; vectors will be defined in the same manner,
i.e. Ai = [A
−
i , A
+
i ], where A
−
i = [Ait]t∈[T0] and A
+
i = [Ait]T0<t≤T denote the pre- and
post-intervention subvectors, respectively, for the ith row.
 1.2.2 Latent Variable Model (LVM)
Building on the matrix setting described in Section 1.2.1, suppose that our data matrix
is denoted by X = [Xij ] where 1 ≤ i ≤ N, 1 ≤ j ≤ T . Xij are all independent random
variables. We introduce a Latent Variable model (LVM) which allows us to propose the
following relationship:
Xij : E[Xij | θi, ρj ] = mij = f(θi, ρj) (1)
mij represents the mean of the random observation, Xij . θi and ρj are fixed but
independent (latent) random variables drawn from a compact space, i.e. θi ∈ Ω1, ρj ∈
Ω2 and the function f(·, ·) is assumed to be “well-behaved” and deterministic in its
arguments. For simplicity, we assume that Ω1 = [0, 1]
d1 and Ω2 = [0, 1]
d2 where d1, d2
are the dimensions of the compact spaces. The function f(., .) is a mapping from these
compact spaces to a bounded space: f(·, ·) : Ω1 × Ω2 → [−B,B], where B is some fixed
constant. We discuss the assumed properties of f and the notion of being “well-behaved”
in Section 1.2.2.4. In other words, the data matrix, X, is a random realization of
distributions of NT random variables. θi, ρj are referred to as the row- and column-
latent parameters and they represent some characteristics of the location and time at
indices i and j. As the nomenclature implies, “latent” means that the parameters are
never observed.
Given the LVM stated above, we now present a generative view of the data. Specifically,
the data is generated as follows (also see Chatterjee (2015) and Orbanz and Roy (2015)):
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1. Fix f(., .).
2. Sample θi from U[0, 1]d1 , independently for all rows 1 ≤ i ≤ N .
3. Sample ρj from U[0, 1]d2 , independently for all columns 1 ≤ j ≤ T .
4. Determine mij = f(θi, ρj).
5. Generate random data realizations, Xij according to the noise model such that
E[Xij ] = mij .
Next, we discuss the finer details of the LVM in detail.
 1.2.2.1 Modeling Context
In words, the LVM posits that the mean at each location, i, and time, j, is a deterministic
function of the latent location- and time- specific parameters, θi and ρj . The modeling
flexibility of this formulation is immense: in the applications considered in this work,
we will use the latent row- and column- parameters to represent the context. This
context is the location- and time- specific characteristics that may or may not be
known. For instance, for a matrix of sales data for each location and point in time,
the location-specific latent variables can represent the unique characteristics of each
store that impact sales across all time, e.g. size of the store, proximity to competitor
stores, average income in the area etc. Similarly, in the game of cricket, the game
(or innings) specific characteristics could include the weather, pitch, ground, relative
strength of the opposition etc. Time-specific context works similarly: in the context
of retail, for example, the latent column parameter can encode all information that is
likely to impact sales across all stores at a given point in time such a the holiday season.
The LVM formulation allows us to model the metric of interest, e.g. sales, as a function
of the specific context using both dimensions. It is worth noting that in all applications
considered in this work, we will never need to determine or estimate the latent variables
or the function f(·, ·)- they encode crucial contextual information but we do not use
them directly. This is a significant advantage over parametric modeling approaches.
 1.2.2.2 Noise Model
The LVM helps establish a deterministic relationship between the mean and the latent
row- and column- parameters as in Equation 1. The generative model assumes that the
data are realizations of random variables, Xij such that Equation 1 holds. This allows
us to model the noise in the following manner:
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• Generic. These are situations where Xij are random variables such that Equation
1 holds directly, e.g. if Xij ∼ Poisson(λij), where λij = f(θi, ρj).
• Additive. These are situations where Xij = mij + εij , where εij are zero-mean
random variables with finite variance, i.e. E[εij ] = 0, V ar[εij ] <∞. By the law of
expectations, mij = f(θi, ρj),∀i, j.
Both the Generic and Additive noise models allow us to model the uncertainty in the
setup. We use both models of noise in the applications considered in this work.
 1.2.2.3 Missing Data
As articulated in the description of the imputation and de-noising problem, we do not
assume that we have access to 100% of the desired data. There are several ways to
model missing data. For the problems and applications considered in this work, we
assume that data is missing at random and independently with probability p at each
index in the matrix. For simplicity, we assume that p is a fixed but unknown constant.
When transitioning from the model to algorithm(s), there are several ways to deal with
the missing entries in the data matrix as an important pre-processing step. Depending
on our choice of the algorithm of choice, in this work our approach varies between
entirely ignoring missing entries or replacing the missing entires by the least-informative
choice such as the median value. We will make this choice clear in each application. It
is invariably a function of the matrix estimation methodology of choice that we discuss
later in this section.
 1.2.2.4 Structure
Without imposing additional structure on this setting, given all latent parameters
θi, ρj we have NT conditionally independent, but not identically distributed, random
variables with at most a single realization of each. Accurate inference would be a
hopeless cause in such a situation. Therefore, we enhance our modeling framework with
the imposition of some structure which is akin to assuming that the function f(·, ·) is
“well-behaved”. In what follows, we discuss three forms of structure which imply that
f(·, ·) is “well-behaved”.
Low Rank. By far the most common structure imposed (or assumed) in settings
similar to ours is that of a rank-deficient deterministic (but latent) mean matrix,
M = [mij ] = [f(θi, ρj)] (see Chatterjee (2015); Achlioptas and McSherry (2001); Azar
et al. (2001); Cande`s and Shen (2010); Cande`s and Plan (2010); Cande`s and Recht
(2008); Cande`s and Tao (2010); Fazel (2002); Keshavan et al. (2010b,a); Koltchinskii
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(2011); Koltchinskii et al. (2011); Mazumder et al. (2010); Negahban and Wainwright
(2011); Rennie and Srebro (719); Rudelson and Vershynin (2007)). Mathematically, M
has rank k where k < min{N,T} when:
mij = f(θi, ρj) = θ
T
i ρj , (2)
where θi, ρj ∈ [0, 1]k. Knowing or assuming that M is a rank-k matrix, where k <
min{N,T}, can be very useful for analysis and proposing algorithms for inference. For
instance, it is well known that for a fully-observed random matrix X of dimensions
N × T , we can accurately estimate the mean matrix, M , as long as k  min{N,T}.
For a partially observed matrix with entries independently missing at random with
probability p, accurate estimation is possible as long as k  pmin{N,T} (Chatterjee
(2015)).
It is worth emphasizing that the low-rank structure is a very useful property. This
property is exploited in several notable applications: compression, de-noising, imputation,
sparse representation, recommendation systems and more. It is useful to define exactly
what it means for a matrix to have rank k < min{N,T}:
• The largest subset of linearly independent rows of the matrix has size k.
• The largest subset of linearly independent columns of the matrix has size k.
• The matrix can be written as a product of a N × k matrix and a k × T matrix.
The properties above are useful and we exploit these in our work. For instance, having
access to a rank-deficient matrix M , i.e. rank(M) = k < min{N,T}, can allow us to
express every row (and column) of the matrix M as a linear combination of the other
rows (columns) in the matrix. For the purpose of computation, being able to express
the matrix as a product of a N × k matrix and a k×T matrix can allow efficient storage
of the N × T matrix, especially when N and T are very large.
Unfortunately, even though there are the immense advantages of the low-rank structure
and while it may be clear that the matrix itself is low-rank, the exact value of the rank
k is not certain. As an example, Figure 1.1 shows the singular value spectrum of a
deterministic mean matrix (true rank = 2), a Gaussian noise matrix (full rank) and
their additive combination (full rank). The spectrum on the right represents a typical
random data matrix we would have access to. The spectrum depicts that the underlying
mean matrix is likely rank-deficient but there is no “theoretical” way of ascertaining
that the true rank of that latent mean matrix is exactly 2. Algorithmically, one can
enumerate all across k and choose the best k or regularize the model via surrogates like
nuclear norm. Indeed, in several applications involving rank deficiency, the theoretical
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Figure 1.1: The singular values, in descending order, of: (left) a deterministic mean matrix,
(middle) Gaussian additive noise and (right) the combination of the two.
analysis and algorithms assume that the rank k is known. In practice, that is not always
possible with certainty.
Factor Models. A commonly imposed structure in applications from the domain of
econometrics is the factor model. These factors assume that the evolution of a variable
of interest from among several instances of similar (or correlated variables) can be
decomposed in terms of a small number of variables (or functions). Mathematically, in
their simplest form, factor models can be expressed in the following way:
f(θi, ρj) =
K∑
k=1
fk(θi, ρj) + εij (3)
fk(·, ·) represented are functions of time- and space- specific latent variables, much like
our articulation of the Latent Variable Model. When K is assumed smaller than N,T ,
the factor model imposes a low-rank structure similar to the exposition above. Several
common factor models in econometrics are low-rank, such as those proposed in the
pioneering work on Synthetic Control in Abadie et al. (2010, 2011) which we discuss in
detail in a major application of our work (Chapter 4).
Lipschitzness. When introducing the LVM as the function f(θi, ρj), we noted that
the model assumes that f(·, ·) is “well-behaved”. The low-rank and factor models can
be assumed to be instances of such “well-behaved” functions leading to the resulting
matrices being rank-deficient. Another more generic expression of this “well-behaved”
property is Lipschitzness. Specifically, the function f(θi, ρj) is assumed to be well-
behaved if it is Lipschitz in its arguments, θi, ρj . Mathematically, this property is
defined as follows:
f(r) :
∥∥f(r)− f(r′)∥∥ ≤ L∥∥r − r′∥∥ (4)
where r = (θ, ρ), r′ = (θ′, ρ′), L is the Lipschitz constant. Effectively, the Lipschitz
condition implies that the gradient of the function, f(·, ·), is “well-behaved”.
We note that the Lipschitz property is a strict generalization of the low-rank property
because the latter can be viewed as a “specific” Lipschitz function. Consequently, this
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allows greater flexibility in capturing “reality” using the Lipschitz structure. However,
greater model flexibility comes at a cost. This cost manifests itself in the greater
amounts of data required for estimation when using this more general Lipschitz setting
compared to a low-rank assumption. We discuss the tradeoff and its implications in the
applications considered in this work.
 1.2.2.5 Connections to Exchangeability
A matrix X = [Xij ] is said to be exchangeable if it is distribution-invariant under row
and column permutations of its indices. Due to the facts presented in Aldous (1981);
Hoover (1979, 1981), we know that exchangeable matrices (two-dimensional arrays) can
be represented in a succinct manner using the Latent Variable Model (LVM) where
the observed data is a noisy realization from a well-behaved deterministic function.
These characterizations have connections to asymptotic characterizations of graphs, i.e.
graphons. Austin (2012) and Orbanz and Roy (2015) provide an overview of exchangeable
arrays for the interested reader. For some recent work relying on exchangeability and
the resulting LVM characterizations see Chatterjee (2015); Lee et al. (2016); Lee (2017).
In this work, we have row-exchangeability. However, given the sequential nature of the
data we cannot assume column-exchangeability. However, the Latent Variable Model
(LVM) makes sense in the multiple sequential data settings due to a variety of reasons
articulated earlier in this Section.
 1.2.3 Matrix Estimation
Given that our setting is best expressed in the language of matrices, we let the matrix
of interest, as introduced in Section 1.2.2, be represented by M . Each entry of this
mean-matrix, while never observed, is determined by f(θi, ρj) where θi, ρj are the row-i
and column-j latent parameters. We represent the data matrix as X where M = E[X].
For each i ∈ [N ] and j ∈ [T ], the (ij)-th entry Xij is a random variable that is observed
with probability p ∈ (0, 1] and is missing with probability 1−p, independently of all other
entries. Our task is to produce an estimate Mˆ of M . Next, we define this procedure
formally.
Definition 1.2.1. A matrix estimation algorithm takes as input a noisy and par-
tially observed matrix X and outputs an estimator Mˆ .
The bedrock of our inference goals in this work is to use matrix estimation algorithm(s)
to produce an estimator Mˆ that is “close” to M . In addition to accurate imputation,
the forecasting algorithms for the applications considered in this work will rely on the
availability of “good” estimates of M to estimate the (linear) relationship between
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the rows of the matrix to predict the future. To quantify how “good” the estimation
procedures are, we will use the mean-squared error (MSE) metric which quantifies the
estimation error:
MSE(Mˆ ,M) := E
[ 1
NT
N∑
i=1
T∑
j=1
(Mˆij −Mij)2
]
. (5)
Here, Mˆij and Mij denote the (ij)-th elements of Mˆ and M , respectively. We denote
“good” estimates as those which lead to a small upper-bound on MSE(Mˆ ,M), ideally
being provably consistent as we approach the limit of infinite data.
We note that matrix estimation is a well-studied topic of interest with a plethora of
recent applications. For a survey of some recent matrix estimation methods and the
state-of-the-art, refer to the detailed review in Section 2.1.
 1.2.4 Required Properties of Matrix Estimation Algorithms
As aforementioned, to solve the imputation and forecasting problems the algorithms
proposed in this work utilize matrix estimation as a pivotal subroutine. Over the past
decade the field of matrix estimation, spurred on by the ubiquity of large datasets, has
inspired tremendous theoretical and empirical research interest, leading to the emergence
of a myriad of algorithms such as spectral methods, convex optimization, and nearest
neighbor based methods. Consequently, as the field continues to advance, the algorithms
proposed in this work will continue to improve in parallel. We now state the property
needed of a matrix estimation algorithm ME(·) to achieve our theoretical guarantees
(formalized through the results in this work, explicitly and/or implicitly (via intermediate
steps in the proofs).
Property 1.2.1. Let the matrix estimation algorithm satisfy the following:
Without loss of generality, assume the entries of X are bounded between [−1, 1]. Let
Y = [Yij ] where Yij = Xij if Xij is observed, and Yij = 0 (median), otherwise. Then
for all p ≥ max(N,T )−1+ζ for some ζ ∈ (0, 1], the produced estimator Mˆ satisfies
MSE(pˆMˆ , pM) ≤ 1NT C1 ‖Y − pM‖2 ‖pM‖∗. pˆ denotes the proportion of observed
entries in X and C1 is a universal constant.
For the formal definitions of the matrix norms, ‖·‖2 and ‖·‖∗, see Section 1.4.
The two quantities in Property 1.2.1, ‖Y − pM‖2 and ‖M‖∗, are natural. ‖Y − pM‖2
quantifies the amount of corruption due to the noise on the underlying mean matrix
of interest, M ; in many settings, this norm concentrates well, e.g., a matrix with
independent zero-mean subGaussian entries scales as
√
N +
√
T with high probability.
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‖M‖∗ is a measure of the inherent model complexity of the latent mean matrix; this
norm is well behaved for an array of situations, including low-rank and Lipschitz matrices.
We refer the interested reader to Chatterjee (2015) for bounds on ‖M‖∗ under various
settings. Property 1.2.1 allows the matrix estimation algorithm to produce “good”
estimate Mˆ of M as long as the noise and model complexity of the latent mean matrix
are reasonably well-behaved. In situations where the product of ‖Y − pM‖2 and ‖M‖∗
grows slower than NT , we get consistent estimation.
As an example, we note that the universal singular value thresholding (USVT) algorithm
proposed in Chatterjee (2015) is one such algorithm that satisfies Property 1.2.1. The
USVT is a singular value thresholding algorithm which estimates the mean matrix of
interest by retaining only those singular values (and corresponding singular vectors)
that are larger than the “universal threshold”. We reproduce the USVT algorithm as
Algorithm 1.
Practically speaking, the USVT is not the only method which achieves good performance
in real settings (and simulations). Several optimization based matrix estimation methods,
such as Alternating Least Squares, show excellent performance and can often be used as
the matrix estimation subroutines in our algorithms.
 1.3 Summary of Contributions
Using the unified modeling framework presented earlier, this thesis presents three
applications from a diverse set of domains to propose algorithms for inference on
sequential data with multiple instances. We now present an overview of the applications
and the settings considered in this work, along with our contributions and a summary of
results. For details, please refer to the subsequent chapters referenced in each application.
 1.3.1 Censored Demand Estimation in Retail
(Chapter 3)
 1.3.1.1 Problem Overview
We begin our journey in Chapter 3 by considering the inference tasks of imputation and
“de-noising”. We consider the problem of estimating the daily or weekly rate at which
umbrellas are sold at a specific location, say at the Walmart store in Bentonville, Arkansas.
This is yet another example of a setting with multiple instances of sequential data. The
data at hand is a single realization of noisy, censored and incomplete observations (of
sales) across several store locations and many time periods. Our problem of interest is
to estimate the true mean demand at each location and time period.
Algorithm 1 USVT Algorithm of Chatterjee (2015)
1. Define matrix Z = [zij ]i≤N,j≤T with
zij =
{
Xij if it is observed
0 otherwise.
(6)
2. Define b = maxi,j zij and a = mini,j zij , and zij ← zij−(a+b)/2(b−a)/2 . Now, |zij |≤ 1, ∀i.j.
3. Let Z =
∑N
i=1 siuiv
T
i be the singular value decomposition of Z.
4. Let pˆ be fraction of the NT entries observed in X, i.e. empirical estimation of p
based on number of entries observed.
5. Let S =
{
i : si ≥ µ
}
. µ is the universal threshold specified in Chatterjee (2015).
6. Define
W =
1
pˆ
∑
i∈S
siuiv
T
i . (7)
7. Let wij be the (i, j)th element of W . Define
mˆij =

−1 if wij < −1
1 if wij > 1
wij otherwise.
(8)
8. Scale back to the original range:
mˆij ← (a+ b)/2 + mˆij(b− a)/2. (9)
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Specifically, we consider a setting where a retailer has censored sales data for a product
or group of products across N store locations and T time periods. Without loss of
generality, we shall assume that N ≤ T . Let true demand at each location and for each
time period be modeled as an independent random variable with Poisson distribution1.
Specifically, let Yij denote the true demand at store 1 ≤ i ≤ N at time 1 ≤ j ≤ T
with λij = E[Yij ] being the mean demand. In matrix form, let Y = [Yij ]i≤N,j≤T and
Λ = [λij ]i≤N,j≤T .
Let Cij be the quantity of stock (or inventory) at store i ≤ N during time interval j ≤ T .
Therefore, the number of sales, Xij = min(Yij , Cij). That is, Xij represents the censored
demand at store i at time j. We let mij = E[Xij ]. In matrix form, let C = [Cij ]i≤N,j≤T ,
X = [Xij ]i≤N,j≤T and M = [mij ]i≤N,j≤T .
Finally, we assume that Xij is observed with probability p ∈ (0, 1] and not observed
with probability 1− p, independently. Let Xp denote this partially observed matrix of
censored demand matrix X. The imputation and de-noising problem of interest is to
estimate Λ from Xp as accurately as possible.
 1.3.1.2 Contributions
As the main result, we provide an estimation algorithm for Λ using Xp such that the
expected mean squared error (MSE), with respect to Λ, in the estimate Λˆ goes to 0 as
N →∞ as long as p N− 2d+2 where d is the dimension of the latent feature space. See
Theorem 3.3.1 for precise details. In Section 3.3.3 we discuss that the imposition of a
more realistic Lipschitz structure instead of the low-rank assumption comes with the
cost of a slower decay of the MSE, as N increases.
Algorithm and Analytical Properties. Our estimation algorithm is a two step
procedure: in the first step, it produces an estimate Mˆ of M from Xp; in the second,
it produces as estimate Λˆ of Λ using Mˆ and knowledge of C.
To produce Mˆ using Xp, we utilize the Universal Singular Value Thresholding (USVT)
algorithm by Chatterjee (Chatterjee (2015)). Effectively, the algorithm computes the
singular value decomposition (SVD) of Xp; truncates the decomposition by keeping only
top few singular vectors / values and multiplies it by an appropriate parameter. The
choice of the number of top singular vectors / values to retain is done universally based
only on p and dimension of the matrix, hence, universal singular value thresholding. To
bound the expected MSE(Mˆ), with respect to M , under the setup described earlier,
we provide a minor modification of the result established in Chatterjee (2015) stated
through Lemma 3.4.4 and Theorem 3.4.1. For completeness, we provide the proof for
1Our methodology will work for other distributions as well, provided that the independence assumption
is satisfied. See Appendix A.1 for a similar development with an alternate distribution
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these results, which are direct adaptions from Chatterjee (2015). In Section 3.2.1, we
discuss the advantages of using the USVT algorithm when compared to a somewhat
related algorithm in literature (M. Lelarge and Xu (2014)).
To produce Λˆ from Mˆ using knowledge ofC, we use analytic properties of the (truncated)
Poisson distribution along with a natural “bisection” algorithm. Using elementary
calculations, we establish that the expected MSE(Λˆ), with respect to Λ, is within
constant factor of the expected MSE(Mˆ), with respect to M ; the constant primarily
depends on C. This constant factor gets close to 1 as the entries in C increase; it
becomes larger as entries in C decrease. Intuitively, this makes sense – as the entries of
C increase, the effect of censoring disappears and, hence, M becomes closer to Λ, and
vice versa.
Experiments with Synthetic Data. While our theorems provide useful bounds, we
conduct extensive synthetic experiments to understand the finer performance dependency
of the estimation algorithm, not fully explained by our theoretical results. As mentioned
earlier, our key result is the bound on MSE(Λˆ) in terms of MSE(Mˆ). To understand
the behavior of this constant factor in the bound as a function of censoring, we vary
the degree of censoring and find that as censoring decreases (equivalently, entries of C
increase) the bound decreases and vice versa. However, somewhat counter-intuitively,
as the entries in C increase, the MSE(Mˆ) increases. This behavior can be explained by
realizing that as entries in C increase, the “support” of random variables Yij increases.
We also note that the bound remains unaffected by the size of the matrix, even though
the MSE(Λˆ) and MSE(Mˆ) themselves decrease.
Experiments with Walmart Data. We used sales data published by Walmart on
Kaggle Kaggle (2014) to conduct our experiments with the hope of understanding the
applicability as well as impact of our results in a practical setting. This dataset contains
sales data for several departments across 45 store locations and 143 weeks (time periods).
Clearly, we do not have the knowledge of the ground truth in terms of the underlying
“generative model” like in the case of synthetic data. Further, we do not have access to
inventory information. We apply our method based on the model described earlier.
To begin with, we wanted to find evidence in the data about validity of structure across
stores and time periods as considered in this paper. If there is a meaningful structure
that our algorithm exploits, then we should find that as the fraction, p, of observed data
increases, we are able to reconstruct missing information with higher accuracy. This is
something we confirm through our experiments.
Next, we wish to verify whether our model assumption the each store and time period’s
demand can be modeled as independent (but different) Poisson random variable makes
sense. To that end, we conduct the following experiment: for each store and time, we
find the mean parameter using our method. For Poisson, the mean parameter tells us
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about the variance. If there is independence, then we can determine the overall variance.
Interestingly enough, this “model based” variance estimation matches the overall empiri-
cal variance. This suggests that data is not contradicting our model assumption. This is
important because while our methodology extends to other distributions, see Appendix
A.1 for an example, if the “true” distribution is different from the one assumed, an error
will be introduced quantifying which is not the a consideration in this work.
For the Walmart case study, it is important to note that the estimated censored demand
is non-trivially different from the observation suggesting that there is “learning” to be
done from the data. The average of the estimated means are noticeably smaller than
the empirical average suggesting that there is non-trivial censoring happening in the
data. Of course, we could have explicitly verified this if we had access to the inventory
information. Finally, it is easy to see that the M is a lower bound to Λ; that is, Mˆ is
an estimation of a lower bound of true demand.
 1.3.2 Causal Inference: Robust Synthetic Control
(Chapter 4)
 1.3.2.1 Problem Overview
We build on the imputation and “de-noising” algorithm introduced in Chapter 3 and
also consider the additional inference task of forecasting in the next chapter. In Chapter
4, we consider a setting where the goal is to determine the impact of an intervention,
e.g. policy, in an observational study, by producing estimates of the counterfactuals.
Observational studies are conducted in situations where a randomized control trial (RCT)
is not a possible owing to a whole host of reasons from cost to ethics to retrospective
experimentation. In such situations those conducting the experiment have no control
over who, or which “unit”, receives the intervention. Therefore, unlike in RCT’s, there is
no randomization which can help control for confounding and selection bias. The classical
approach in observational studies is to use a “control”, i.e. a unit or combinations of
units which can serve as proxies for the counterfactual. Observations from the unit
of interest (which was exposed to the intervention) are compared to those from the
“control” unit(s) to determine whether the intervention had a statistically significant
impact.
It is not always possible to determine an appropriate “control”. An elegant solution to this
problem, called “synthetic control” was proposed by Abadie et al. (2010, 2011); Abadie
and Gardeazabal (2003). The synthetic control method proposes a data-driven approach
to estimate a “synthetic” unit without the intervention to serve as the counterfactual.
This synthetic control is determined by estimating a convex relationship between the
unit of interest and other units, called “donors”. For instance, when determining if the
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economic activity in a state/province of a country was impacted by a new state-tax
law, the synthetic control method, using data from the pre-intervention period, would
estimate a relationship between that state/province and other states/provinces in the
country which did not have a similar law (donor). Projecting this relationship in to the
post-intervention time period, one can estimate the counterfactual, i.e. what might have
happened in the state/province of interest had the law never been promulgated. This
estimated counterfactual represents the “synthetic” control.
The synthetic control approach is nearly entirely data-driven and appeals to intuition.
For optimal results, however, the method still relies on subjective covariate information
and the presence of domain “experts” to help identify a useful subset of donors. The
approach may also perform poorly in the presence of non-negligible levels of noise and
missing data.
We note that the setting for synthetic control can be accurately described as performing
inference on multiple instances of sequential data. Multiple instances are the unit of
interest and the “donors”. The sequential nature of the data is implied by the pre-
and post-intervention evolution of each unit in the dataset. We describe next our main
contributions, details of which can be found in Chapter 4.
 1.3.2.2 Contributions
As the main result, we propose a simple, two-step robust synthetic control algorithm,
wherein the first step de-noises the data and the second step learns a linear relationship
between the treated unit and the donor pool under the de-noised setting. The algorithm
is robust in two senses: first, it is fully data-driven in that it is able to find a good donor
subset even in the absence of helpful domain knowledge or supplementary covariate
information; and second, it provides the means to overcome the challenges presented
by missing and/or noisy observations. As another important contribution, we establish
analytic guarantees (finite sample analysis and asymptotic consistency) – that are
missing from the literature – for a broader class of models.
Robust algorithm. A distinguishing feature of this work is that of de-noising the
observation data via matrix estimation. While we use a spectral procedure for this
particular problem under consideration, any other matrix estimation algorithm could
be used instead as long as it satisfies Property 1.2.1. The use of matrix estimation,
and spectral methods in particular, is novel in the realm of synthetic control. In this
application, we use a spectral procedure based on singular value thresholding. Despite
its simplicity, however, thresholding brings a myriad of benefits and resolves points of
concern that have not been previously addressed. For instance, while classical methods
have not even tackled the obstacle of missing data, our approach is well equipped to
impute missing values as a consequence of the thresholding procedure. Additionally,
Sec. 1.3. Summary of Contributions 37
thresholding can help prevent the model from overfitting to the idiosyncrasies of the
data, providing a knob for practitioners to tune the “bias-variance” trade-off of their
model and, thus, reduce their mean-squared error (MSE). From empirical studies, we
hypothesize that thresholding may possibly render auxiliary covariate information (vital
to several existing methods) a luxury as opposed to a necessity. However, as one would
expect, the algorithm can only benefit from useful covariate and/or “expert” information
and we do not advocate ignoring such helpful information, if available.
In the spirit of combatting overfitting, we extend our algorithm to include regularization
techniques such as ridge regression and LASSO. We also move beyond point estimates
in establishing a Bayesian framework, which allows one to quantitatively compute the
uncertainty of the results through posterior probabilities.
Theoretical performance. To the best of our knowledge, ours is the first to provide
finite sample analysis of the MSE for the synthetic control method, in addition to
guarantees in the presence of missing data. Previously, the main theoretical result
from the synthetic control literature (cf. Abadie et al. (2010); Abadie and Gardeazabal
(2003); Abadie et al. (2011)) pertained to bounding the bias of the synthetic control
estimator; however, the proof of the result assumed that the latent parameters, which
live in the simplex, have a perfect pre-treatment match in the noisy predictor variables –
our analysis, on the other hand, removes this assumption. We begin by demonstrating
that our de-noising procedure produces a consistent estimator of the latent signal matrix
(Theorems 4.3.1, 4.3.2), proving that our thresholding method accurately imputes and
filters missing and noisy observations, respectively. We then provide finite sample
analysis that not only highlights the value of thresholding in balancing the inherent
“bias-variance” trade-off of forecasting, but also proves that the prediction efficacy of
our algorithm degrades gracefully with an increasing number of randomly missing data
(Theorems 4.3.3, 4.3.6, and Corollary 4.3.1). Further, we show that a computationally
beneficial pre-processing data aggregation step allows us to establish the asymptotic
consistency of our estimator in generality (Theorem 4.3.4).
Additionally, we prove a simple linear algebraic fact that justifies the basic premise of
synthetic control, which has not been formally established in literature, i.e. the linear
relationship between the treatment and donor units that exists in the pre-intervention
continues to hold in post-intervention period (Theorem 4.3.5). We introduce a latent
variable model, which subsumes many of the models previously used in literature (e.g.
econometric factor models). Despite this generality, a unifying theme that connects
these models is that they all induce (approximately) low rank matrices, which is well
suited for our method.
Experimental results. We conduct two sets of experiments: (a) on existing case
studies from real world datasets referenced in Abadie et al. (2010, 2011); Abadie and
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Gardeazabal (2003), and (b) on synthetically generated data. Remarkably, while Abadie
et al. (2010, 2011); Abadie and Gardeazabal (2003) use numerous covariates and employ
expert knowledge in selecting their donor pool, our algorithm achieves similar results
without any such assistance; additionally, our algorithm detects subtle effects of the
intervention that were overlooked by the original synthetic control approach. Since it is
impossible to simultaneously observe the evolution of a treated unit and its counterfactual,
we employ synthetic data to validate the efficacy of our method. Using the MSE as our
evaluation metric, we demonstrate that our algorithm is robust to varying levels of noise
and missing data, reinforcing the importance of de-noising.
 1.3.3 Cricket: Score Forecasting and Target Revision
(Chapter 5)
 1.3.3.1 Problem Overview
Building upon the framework introduced in Section 1.2, we consider a surprising applica-
tion: the game of cricket. We use our unified modeling framework to solve two problems
in cricket: score trajectory forecasting and target revision for shortened games.
Similar to many other team sports, a game of cricket is played between two teams
comprising 11 players each. We consider the Limited Overs International (LOI) version
of the game where each of the two teams take turns to bat once. The team that scores
more cumulative number of runs is declared the winner.
With each team batting once only, a LOI cricket game comprises two innings where
each team’s batting turn is called an innings. An innings ends when the batting team
runs out of its maximum allowed resources. These resources include 300 balls and 10
wickets. A ball, like a pitch in baseball, is an event where the batter gets a chance to
score runs or could get out. There is a maximum of 300 balls in an LOI innings. Six
consecutive balls are called an over. Hence, an innings can last up to a maximum of 300
balls (or 50 overs). A wicket is the loss of a batter, also known as an out. Each batting
team gets a maximum of 10 wickets they can lose. The batting innings ends when the
event min{300 balls (50 overs), 10 wickets} happens. As an example, consider a game
played between Australia and South Africa in the World Cup 1999 Semi Final. Batting
first, Australia made a total of 213 runs and lost all ten of their wickets by the 296th
ball (49 overs and 2 balls). In reply, South Africa also reached 213 but lost their tenth
wicket on the 198th ball (49 overs and 4 balls). Hence, that game was declared a tie
with both teams making the same total runs. Had South Africa made one more run
before losing their tenth wicket (on or before the 300th ball), they would have won.
Another important feature of a cricket game is that either or both innings could be
shortened in duration from 300 balls (50 overs). This typically happens when a weather-
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related event, e.g. rain, disrupts the game. In such a circumstance, for the team batting
second, a revised target is determined in a statistical manner such that the adverse
impact of the disruption is offset without tilting the balance in favor (or against) any of
the two teams. See Section 5.1.1 for more details.
We focus on the related but ultimately distinct problems of (a) forecasting the score
trajectory of the remainder of a cricket innings and (b) proposing an algorithm to
declare a winner in situations where the second innings has to be shortened by proposing
a revised “target” score. For the forecasting problem, the goal is to produce an estimate
of the trajectory of the remainder of the innings given all observations up until the
most recent ball. For the target resetting problem, the goal is to produce a data-driven
algorithm which can be shown to produce revised targets which can nullify the impact
of the reduction in innings duration without adversely impacting any of the two teams.
 1.3.3.2 Main Contributions
Extending Robust Synthetic Control The score forecasting algorithm presented in
Chapter 5 can be considered to be a generalization of the Robust Synthetic Control
method. While the Robust Synthetic Control method and other generalizations of the
classical idea consider a univariate metric of interest, the score forecasting algorithm
takes in to account both runs scored and wickets lost as metrics which are equally
important in summarizing the state of a cricket game. We restrict the “donor pool”’ of
past cricket innings based on the number of wickets lost at the time of the intervention
and then use the Robust Synthetic Control algorithm on the matrix of runs scored on
the filtered donor pool to estimate the synthetic control weights. Through extensive
experimentation we show that the multi-variate approach and contextual pre-filtering to
the Robust Synthetic Control methodology add significant value in capturing variation
in the data.
Parsimonious model. To be able to a develop systematic method for addressing the
questions of interest, we propose a parsimonious generative model for score (and wickets
lost) trajectories in cricket. Amongst cricketing pundits and fans, it is generally believed
that the performance of a team’s innings depends on the team under consideration,
playing conditions and the match situation. In a sense, this is a generic philosophy
applies to most sports. To formalize this, we model the runs scored on a given ball
as a random variable whose mean is a well-behaved, but arbitrary latent function of
the latent team context parameter and latent match condition parameter. For example,
team context parameter may include the team player condition, their current mental
and physical state, effect of the ground on their performance, etc that primarily remain
constant during the course of their innings. The match conditions parameter changes
with every ball of the game and may capture aspects such as bowler, power play, weather,
etc. We model the well behaved aspect of the latent function through Lipschitz continuity,
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but the choice of function arbitrary otherwise. We note that the latent parameter need
not be one-dimensional, and is likely higher dimensional.
Every reasonable modeling assumption ought to be falsifiable and actual observations
should not falsify the model. In that spirit, our model suggests that if we consider the
matrix of score trajectories across all games played, where rows corresponds to different
innings ever played, (up to 300) columns correspond to balls of the innings, and the
value in the matrix correspond to the runs scored, then it must be approximately low
rank. Putting it other way, its spectrum must decay quickly. Using historical data, we
indeed find such as the case, see Figure 5.1.
Independent of cricket, we believe that such a model should be applicable more broadly
in other sports.
Forecasting. We adapt the robust synthetic control algorithm (Chapter 4). Specifically,
consider the innings that is ongoing and we wish to forecast the remainder of its trajectory.
In effect, we can view this innings as one of the rows in the score trajectory matrix.
The score trajectory matrix is approximately low rank, which means that if we took
a random row from this matrix, it is likely to be an approximately linear combination
of few other rows in the matrix. Therefore, it is reasonable to hypothesize that the
incomplete row of interest can also be expressed as linear combination of few of the
complete rows of the score trajectory matrix. And this linear combination can be found
by solving an appropriate linear regression using the observed part of the incomplete
trajectory. Then, we can extrapolate or forecast the score trajectory of interest by
simply taking the linear combination estimated using complete trajectories. In effect,
this is precisely what a synthetic control procedure does Abadie et al. (2010, 2011). In
the robust version, as the first step, data is de-noised by applying matrix estimation on
the score trajectory matrix to remove the noise (Chapter 4).
To evaluate the performance of this algorithm, we perform extensive simulation studies
using real data. Specifically, we wish to evaluate the performance of the algorithm
on more than 750 recent (2010 to 2017) LOI innings by utilizing the “donor” pool of
innings, i.e. complete score trajectories, to extrapolate from more than 4700 innings
over time (1999-2017). Naturally, we do not include the innings for which we wish to
forecast as part of our donor pool. While forecasting can be done at any point along the
trajectory, to be able to compare across various settings, we conduct a detailed study
for forecasting at the 30 overs or 180 balls (i.e. 60% of the inning). To evaluate the
forecasting performance, we compute the error for each future ball of the trajectory
with respect to the ground truth. We use the Mean-Absolute-Percentage-Error (MAPE)
and R-square (R2) to evaluate the forecast quality.
The median of the MAPE of our forecasts varies from 0.0286 or 2.86% for 5 overs ahead
to 0.0539 or 5.39% for 20 overs ahead. While this, on its own is impressive, to get a
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sense of the absolute performance, we evaluate the R2 of our forecasts. We find that the
R2 of our forecast varies from 0.90 for 5 overs to 0.76 for 20 overs. That is, for 5 over
forecasting, we can explain 93% of “variance” in the data, which is definitely excellent.
We compare our performance with respect to a clever baseline forecasting algorithm,
which we call adaptive averaging – it is effectively same as our algorithm, but instead of
finding weights for linear combination though regression, it simply puts equal weights
on all prior trajectories but uses the same “donor pool” as our algorithm. We find that
our algorithm’s performance is 3x better than adaptive averaging with for MAPE and
in terms of 1.5x to 2.3x better for R2.
Target Revision. Forecasting helps us determine the end score of an ongoing innings.
In its vanilla form, target revision is effectively dual of this forecasting problem: at each
point, prior to the maximum number of balls, in the second innings, what should be the
(modified) target be such that it is equivalent to the eventual target (for the maximum
number of balls) set by the team batting first? To that end, we introduce the notion
of an “average path to victory” as the typical way to achieve the desired target. This
is obtained by viewing it as an expectation of the entire trajectory conditioned on the
eventual score being the target set by the team. We utilize the nearest-neighbors method
to evaluate this “average path to victory” in a data-driven manner. The “average path
to victory”, at each instance of an innings states the runs scored and wickets lost. The
batting team, in reality, might have lost different number of wickets at the same instance.
Therefore, to make them comparable we apply an appropriate non-linear transformation,
learnt again in a data-driven manner. In effect, this provides the “par target” at each
instance of the second innings.
This provides a revised target for the team batting second if the game is stopped at
that instance without prior notice and no further play is possible. However, it provides
an easier target when game is re-started after intervention but duration is shortened.
In effect, this is exactly what the incumbent method of Duckworth-Lewis-Stern (DLS)
is doing, but using a very very different approach Duckworth and Lewis (1998, 2004).
This is the reason why using historical data, we find that the team batting second is a
lot more likely to win when the DLS method was used to revise a target compared to
games with no interruptions.
The reason behind this is simple: at any point, players of the team batting second are
scoring runs with the total duration of game in the back of their minds. The closer
the end of the game it is, the more aggressively runs are scored and this becomes as
evident in the usual cricket trajectories being convex (super-linear) near the end of the
game. The “par target” using the “average path to victory” is computed using the total
duration of the full innings. Therefore, using it as modification of target till the very
point of intervention is the correct thing to do because up until the intervention, all
players were playing assuming they will play out the full innings. But as soon as the
innings is shortened, it needs an amendment. Basically, if the interruption happens at
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30 overs and 15 more overs are to be played, it is equivalent to the mindset of players at
the 35th over in a 50 over game. Therefore, by stitching together the shifted (towards
the end) version of trajectories to obtain “average path to victory” for shorted version,
we can obtain a more appropriate target. Using extensive experiments with real data,
we find that our method systematically revises the target upwards compared to DLS
method which is suggestive of the fact that our method is providing a remedy to the
unfair advantage introduced by DLS for the chasing team.
To make sure that is is not overtly biased in the other direction, we would show that
under our target revision, the fraction of time the team batting second wins remains
the same as when no interruption happens. Doing such an evaluation requires using
our method in actual games, but we do not have luxury for that. Instead, we use the
following experimental test-bed: select a random subset of large number of (actual)
games; intervene a game at some random point, stop and declare a winner based on
our “par score”; compute the fraction (or count) of teams batting second who won and
compare it with the fraction (or count) when no interruption happens; This is the basis
of a χ2 test. if the p-value for rejection of the null hypothesis over a large number of
such experiments has bias towards 0 then it is not a fair target resetting method; else,
we can not reject it as a plausible candidate for target revision. We find that our method
does not have a bias towards 0 (actually, is closer to uniform over [0, 1]). This seems to
suggest that our method is acceptable as a fair target revision algorithm.
 1.3.4 Computation (Chapter 6)
The final contribution of this thesis, presented in Chapter 6, is the implementation of
a Python-based library of methods for solving imputation and forecasting problems
for sequential data. We call it tslib. It is a general-purpose time series inference
library with applications well-beyond those discussed in this thesis. In what follows, we
describe the motivations behind needing a custom-implementation and description of
the various features which ensure that a general-purpose implementation can also cater
to the problems considered in this work where we have access to multiple instances of
sequential data, i.e. time series, realizations.
Our motivation for implementing a custom time series imputation and forecasting
library stems from the relative shortcomings of existing libraries available as open-source
software. Our goal is to implement a general purpose time series library which requires
limited parameter estimation and requires no special parametric modifications based on
the assumed type of time series process. A secondary goal is to provide an implementation
which can gracefully handle datasets that may be larger (or grow larger) than the system
memory on a single-machine setup. A final auxiliary goal is to be able use the general
purpose implementation for all case studies of the applications considered in this work.
Sec. 1.3. Summary of Contributions 43
 1.3.4.1 Features and Tradeoffs
Our implementation relies on the matrix estimation based time series imputation and
forecasting algorithm proposed in Agarwal et al. (2018). We make available an open-
source version of the library at https://github.com/jehangiramjad/tslib. We note
that the open-source implementation is a constant work-in-progress and the most up-
dated implementation may not always match every feature discussed in this section. At
the time of writing, our implementation has the following features:
General Purpose. Based on the algorithm from Agarwal et al. (2018), our library
implements a general purpose imputation and forecasting algorithm based on matrix
estimation. A key feature is that regardless of the underlying time series structure
the algorithm coverts a single or multiple time series data in to a Numpy matrix (two-
dimensional array) (SciPy.org (2017)), uses an appropriate matrix estimation algorithm
of the user’s choice to impute and “de-noise” the matrix and finally estimate a linear
relationship between the rows of the de-noised matrix to forecast the future of the time
series of interest. All applications considered in this thesis and described in Chapters 4,
5 and 3 use the implementation for estimating the “de-noised” means as a necessary
first step to assist with the inference problems of interest.
Matrix Estimation Subroutine. Our implementation allows a user to use an ap-
propriate matrix estimation method of his/her own choice, depending on the problem
setting. We provide implementations for a singular value thresholding algorithm (SVT)
and alternative least squares (ALS) to help “de-noise” and impute missing entries.
However, new algorithms demonstrating the desired properties (see Section 1.2.4 for
the desired property) can easily be integrated in to the implementation by extending
the structures provided. This flexibility ensures that our library can keep up with the
state-of-the-art matrix estimation methods.
Little Tuning. Given that the algorithm from Agarwal et al. (2018) assumes no
parametric structure, our implementation only requires two hyper-parameters: (a) the
desired dimensions of the matrix structure and, (b) the number of singular values to
keep (for the SVT algorithm) or the dimension of the reduced feature space (for the
ALS algorithm). Both these parameters can be estimated using validation on a hold-out
set which can be performed within the library itself.
Single Machine. Another important feature of our implementation is that it is designed
with the explicit goal of being run on a single (typical) machine. In other words, this is
not an implementation designed to scale across a cluster of nodes. Our intention is to
provide an easy-to-use imputation and forecasting library that can be used by researchers
with ease. However, a common problem for researchers relying on a single-machine
computational environment is that large datasets can often exhaust system-memory. For
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instance, the singular value decomposition subroutine in Numpy, while highly optimized,
appears to make 3x copies of the data matrix. If the data matrix is 10Gb in size, for
example, many reasonable single-machine systems would have their memory exhausted
even before the decomposition subroutine can begin. To combat this problem on our
single-machine implementation, we provide an option for the users to work with HDF5
(hdfgroup (2017)) which exposes an efficient abstraction to create references to data
structures on disk. This allows us to decompose matrix algebra operations (addition,
multiplication, inverses) in to sequential operations that work on subsets of the matrix
one by one. Our HDF5 structures allow us to maintain references to the subsets of the
data matrix on disk and only perform computation (using memory) on chunks that
can fit in to memory. While this adds to the latency of computations, the benefit is
that there are no situations where our implementation in unable to proceed due to
out-of-memory errors. This abstraction allows us to provide an implementation which
can accommodate datasets which are larger than the maximum amount of memory
available, assuming that the data can fit on disk.
 1.3.4.2 Utility
All experiments and evaluations reported in Chapters 4, 5 and 3 are done using our
open-sourced implementation. We also present some experiments with single and
multiple time series datasets which are a combination of auto-regressive moving average
(ARMA), periodic and trend components. We show that the algorithm(s) from Agarwal
et al. (2018), which are implemented in our library, statistically outperform other
implementations, especially when the underlying data is a mixture of various time series
processes. We also show that our library can perform accurate inference on data coming
from Hidden Markov Models (HMM’s).
 1.4 Statistical Notation
We will denote R as the field of real numbers. For any positive integer N , let [N ] =
{1, . . . , N}. For any vector v ∈ Rn, we denote its Euclidean (`2) norm by ‖v‖2, and
define ‖v‖22 =
∑n
i=1 v
2
i . We define its infinity norm as ‖v‖∞ = maxi |vi|. In general,
the `p norm for a vector v is defined as ‖v‖p =
(∑n
i=1 |vi|p
)1/p
. Similarly, for an
m× n real-valued matrix A = [Aij ], its spectral/operator norm, denoted by ‖A‖2, is
defined as ‖A‖2 = max1≤i≤k |σi|, where k = min{m,n} and σi are the singular values
of A. The Frobenius norm, denoted by ‖A‖F , is given by ‖A‖F=
(∑a
i=1
∑b
j=1 a
2
ij
) 1
2
.
The nuclear norm of A, denoted by ‖A‖∗, is defined as ‖A‖∗=
∑min(a,b)
i=1 si, where
si, 1 ≤ i ≤ min(a, b) are singular values of A.
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The Moore-Penrose pseudoinverse A† of A is defined as
A† =
k∑
i=1
(1/σi)yix
T
i , where A =
k∑
i=1
σixiy
T
i , (10)
with xi and yi being the left and right singular vectors of A, respectively. We will adopt
the shorthand notation of ‖·‖ ≡ ‖·‖2. To avoid any confusions between scalars/vectors
and matrices, we will represent all matrices in bold, e.g. A.
Given an a× b matrix A, let Aˆ be a random matrix that is an estimator of A. Then
the error in this estimator, denoted as average mean squared error, denoted as MSE(Aˆ),
is defined as
MSE(Aˆ) =
1
ab
E[‖A− Aˆ‖2F ]. (11)
The root mean squared error, denoted as RMSE(Aˆ) is simply defined as square-root of
MSE(Aˆ), that is, RMSE(Aˆ) =
√
MSE(Aˆ).
Let f and g be two functions defined on the same space. We say that f(x) = O(g(x))
and f(x) = Ω(g(x)) if and only if there exists a positive real number M and a real
number x0 such that for all x ≥ x0,
|f(x)| ≤M |g(x)| and |f(x)| ≥M |g(x)|. (12)
 1.5 Bibliographic Note
Contents presented in Chapter 4 and Chapter 3 appear as journal articles in Amjad
et al. (2018a) and Amjad and Shah (2017), respectively. The contents in Chapter 5 are
under submission Amjad et al. (2018b) and 6 is currently under preparation as Amjad
and Shah (2018).
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Chapter 2
Literature Review
 2.1 Matrix Estimation
Matrix estimation is the problem of recovering a data matrix from an incomplete and
noisy sampling of its entries. This has become of great interest due to its connection
to recommendation systems (cf. Keshavan et al. (2010a,b); Negahban and Wainwright
(2011); Chen and Wainwright (2015); Chatterjee (2015); Lee et al. (2016); Cande`s and
Tao (2010); Recht (2011); Davenport et al. (2014)), social network analysis (cf. Abbe
and Sandon (2015, 2016, 2015); Anandkumar et al. (2013); Steurer and Hopkins (2017))
and graph learning (graphon estimation) (cf. Airoldi et al. (2013); Zhang et al. (2015);
Borgs et al. (2015, 2017)). The key realization of this rich literature is that one can
do estimation of the true underlying matrix from noisy, partial observations by simply
taking a low-rank approximation of the observed data. As shown profusely in the
literature, spectral methods, such as singular value decomposition and thresholding,
provide a procedure to estimate the entries of a matrix from partial and/or noisy
observations Cande`s and Recht (2008). With our eyes set on achieving “robustness”,
spectral methods become particularly appealing since they de-noise random effects and
impute missing information within the data matrix Jha et al. (2010). For a detailed
discussion on the topic, see Chatterjee (2015); for algorithmic implementations, see
Mazumder et al. (2010) and references there in. Another line of work within this arena
is to impute the missing entries via a nearest neighbor based estimation algorithm under
a latent variable model framework Lee et al. (2016); Borgs et al. (2017). In what follows,
we cover a briefly review of some recent results in the domain of matrix estimation which
are relevant to this thesis. For a more comprehensive review, we refer the interested
reader to Chapter 2 of Lee (2017) from which we borrow extensively.
Noiseless Estimation. The noiseless setting is the most basic one in the matrix
estimation domain. In this setting, the matrix of interest, M , is the same as the
observation matrix, Y . A common structural assumption in this setting is that the
underlying matrix of interest is of low-rank and the matrix entries are reasonably
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“incoherent”. The ”incoherence” property implies that the singular vectors are sufficiently
spread out from one another. The goal in these settings is the estimate the matrix
of interest with a partially observed data matrix. Srebro et al. (2004) was among the
earliest to suggest low-rank approximations to recover the matrix of interest. Several
other approaches suggested efficient optimization-based estimators with the sample
complexity of kT logT , where k is the rank of the underlying matrix and T is the
larger dimension (see Cande`s and Recht (2008); Keshavan et al. (2010a); Negahban and
Wainwright (2012); Jain et al. (2013)). In these approaches it can be shown that exact
recovery or consistent estimation are possible.
Additive Noise, Independent and Identically Distributed. As a generalization
of the noiseless setting, a commonly studied extension assumes independent additive
noise to the underlying (latent) mean matrix. In the earliest works the noise was
assumed to be independent and identically distributed Gaussian random variables. In
this setting, several works show that optimization based spectral methods produce
consistent estimates when the underlying mean matrix is of low-rank. These works
include Keshavan et al. (2010a); Negahban and Wainwright (2011); Chen and Wainwright
(2015) where consistent estimation is possible with a sample complexity of Ω(kT logT ).
In the non-Gaussian and non-low-rank setting, consistent estimation is possible with
addition assumptions about the structure of the generating function, f . See Ganti et al.
(2015) for a setting with non-linear monotonic transformation of the inner product of
latent features which transforms a low-rank matrix to a high-rank matrix. See Lee
et al. (2016) where the function f is Lipschitz and the noise is bounded. In both these
instances, the sample complexity for consistent estimation is Ω(T 3/2).
Bounded Noise, Independently Distributed. A further generalization of the
setting above is that of independent (but not identically distributed) noise which is
bounded. In Chatterjee (2015) it is shown that the USVT algorithm achieves consistent
estimation in this setting. When the underlying matrix of interest is of low-rank, the
sample complexity is Ω(T log6T ) and when f is Lipschitz in the latent arguments the
complexity is Ω(T
2(d+1)
d+2 ), where d is the dimension of the latent space. In Lee (2017) it is
shown that a similarity based algorithm produces a consistent estimator for a low-rank
Lipscthiz function f with sample complexity of ω(T ) whereas a sample complexity of
Ω(T log2T ) is needed for the maximum error to converge to zero with high probability.
Matrix factorization for multiple time series. A more recent approach, related
closely to our work, is to use matrix factorization to de-noise random effects and impute
missing information in the censored demand data across a line of products and time. In a
recent work Yu et al. (2015), the authors factorize the matrix of sales data across products
and time. The temporal dependencies are explicitly modeled in an auto-regressive setting.
However, censoring and store location based dependencies are not explicitly considered.
As such, this matrix-factorization approach is a conceptual extension of online time
Sec. 2.2. (Censored) Demand estimation 49
series prediction with missing data in an auto-regressive setting Anava et al. (2015).
Considering the problem as that of multiple (stacked) time series with correlations and
dependencies is relevant to our work and considered in previous works such as Chen
and Cichocki (2005), Rallapalli et al. (2010), Roughan et al. (2012), Xiong et al. (2010).
As such, Xiong et al. (2010) is a form of probabilistic matrix factorization (collaborative
filtering with latent features) using time as one dimension. Works in probabilistic matrix
factorization (Salakhutdinov and Mnih (2007), Salakhutdinov and Mnih (2008)) are
conceptually close to our work. In Salakhutdinov and Mnih (2007), for example, Gaussian
priors on the matrix are assumed across two dimensions. However, the parameters of
the priors are more restrictive than what our approach allows. Our work considers time
(columns) and locations (rows) as the two dimensions of the matrix but allows each
location and time to have their own independent distributional parameters with no prior
knowledge of the parameter value. In that sense, our approach can be regarded as a
generalization of the other approaches referenced by being able to capture any structure
(in the parameters) across the two dimensions of the matrix.
 2.2 (Censored) Demand estimation
Estimating demand is a well-studied problem of interest across several domains. It
appears as a sub-problem in the inventory management problems such as the classical
news-vendor problem. The distinction between sales and demand data are also well-
established in prior works and censoring of demand plays a central role in the most
widely studied inventory management problems (e.g. Ban (2015), Chen and Mersereau
(2015), Conrad (1976)). In Wecker (1978), the author shows that estimation methods
that do not take censoring in to account experience a low-bias problem. In Chen
and Mersereau (2015), the authors have successfully argued that a lack of visibility
(censoring) in the demand data can prove to be costly for inventory planning and that
“intelligent analytics” are a valid substitute for the lack of visibility. As such, our work is
an instance of “intelligent analytics” to estimate true demand from noisy, censored and
missing data.
There are two major approaches to estimating true demand from missing and censored
data: Bayesian and data-driven non-parametric:
Non-Parametric Estimatation. Non-parametric approaches to inferring hidden
demand to help with inventory planning have been popular. In a recent work of this
flavor non-parametric estimates are determined in an iid setting under censoring Ban
(2015). The underlying distribution of interest is assumed to be independent and
identically distributed effectively allowing multiple observations of the same distribution
and, hence, this is a simpler method than ours. The estimates are shown to be
asymptotically optimal in conjunction with a an inventory planning policy. In general,
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there is a long history of works where the censored demand is estimated in conjunction
with a optimal decision-making policy. Works such as Burnetas and Smith (2000), Huh
and Rusmevichientong (2009), Kunnumkal and Topaloglu (2008), Godfrey and Powell
(2001), Powell et al. (2004), Levi et al. (2007) solve the inventory management problems
by sampling-based policies under censored demand settings. However, these works
either consider the iid demand scenarios and then approximate the demand distribution
empirically to derive adaptive inventory level decisions for each time step (e.g. Burnetas
and Smith (2000), Huh and Rusmevichientong (2009)), or they use techniques such as
stochastic approximations to solve optimization problems for “value” functions that do
not rely on true demand estimates (e.g. Kunnumkal and Topaloglu (2008), Godfrey
and Powell (2001), Powell et al. (2004)). In Levi et al. (2007), the authors use sample
average approximations to learn the empirical distributions of demand. In these works,
in contrast to our approach, there is little attempt to incorporate other dimensions
such as different locations or products, to utilize correlated demand effects which can
result in better estimates. Furthermore, stochastic approximations can be unstable and
encounter scaling problems Godfrey and Powell (2001) which is not the case for us since
we use the highly scalable matrix completion and factorization methods.
Bayesian Estimation. The Bayesian approach, which is more relevant to our work,
assumes a prior probability distribution and computes the MLE estimators of the demand
parameters. In Conrad (1976), the author computes the estimates of the parameter of
interest for a Poisson demand distribution and it can be considered an early-precursor
to our work. However, only one location (newsstand) across time is considered with
the parameter of interest assumed to be identical across time. The author of Nahmias
(1994) extends this to the iid Normal case which may not be a good approximation to
the reality of sales/demand in the real-world since the demand is non-negative valued
and continuously changes. The author of Azoury (1985) uses the Bayesian approach
to estimate unknown parameters with a known prior distribution chosen from the
natural conjugate family within an iid setting. Our approach is less restrictive and
only assumes the independence across time and locations. In Anupindi et al. (1998),
the authors extend the Poisson MLE approach to the setting with substitutes and
infer the parameters of interest. However, only a single location is studied. Other
works such as Anupindi et al. (1998), Conlon and Mortimer (2013) and Vulcano et al.
(2012) use the Expectation-Maximization approach to infer hidden demand by modeling
the demand distribution or customer choice appropriately. In a related approach, the
authors of Musalem et al. (2010) use the multinomial logit model of customer choice
for products across different stores and available brands, while the author of Stefanescu
(2009) assumes that the demand vector for products at time t is a multivariate normal
influenced by several observable influencers. This work then uses the EM approach
to learn the parameters of interest. Our work assumes nothing about the customer
choice and uses other locations (stores) as the second dimension in addition to time. In
contrast to all of the above work, our work does not have the limitation of assuming
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identical distribution across time and allows for distributions to change across time as
well as location. Secondly, we use at most one observation per time and location and
use no additional product features or customer choice model to garner additional (side)
information. Our results naturally extend beyond the Poisson case; we use the Poisson
distribution for simplicity and ease of exposition. Lastly, we have provable results about
our simple, spectral algorithm unlike the EM algorithm which is excellent procedure
but with limited theoretical understanding.
 2.3 Synthetic Control
Synthetic control has received widespread attention since its conception by Abadie
and Gardeazabal in their pioneering work Abadie and Gardeazabal (2003); Abadie
et al. (2010). It has been employed in numerous case studies, ranging from criminology
Saunders et al. (2014) to health policy Kreif et al. (2015) to online advertisement to
retail; other notable studies include Abadie et al. (2014); Billmeier and Nannicini (2013);
Adhikari and Alm (2016); Aytug et al. (2016). In their paper on the state of applied
econometrics for causality and policy evaluation, Athey and Imbens assert that synthetic
control is “one of the most important development[s] in program evaluation in the past
decade” and “arguably the most important innovation in the evaluation literature in the
last fifteen years” Athey and Imbens (2016). In a somewhat different direction, Hsiao et
al. introduce the panel data method Hsiao (2014); Hsiao et al. (2011), which seems to
have a close bearing with some of the approaches of this work. In particular, to learn
the weights of the synthetic control, Hsiao (2014); Hsiao et al. (2011) solve an ordinary
least squares problem of Y on X˜, where Y is the data for the outcome variable of the
treatment unit and X˜ includes other variables, e.g. covariates, and the outcome variable
data from the donor units. However, Hsiao (2014); Hsiao et al. (2011) restrict the subset
of possible controls to units that are within the geographical or economic proximity of
the treated unit. Therefore, there is still some degree of subjectivity in the choice of the
donor pool. In addition, Hsiao (2014); Hsiao et al. (2011) do not include a “de-noising”
step, which is a key feature of our approach. For an empirical comparison between the
synthetic control and panel data methods, see Gardeazabal and Vega-Bayo (2016). It
should be noted that Gardeazabal and Vega-Bayo (2016) also adapts the panel data
method to automate the donor selection process. In this comparison study, the authors
conclude that neither the synthetic control method nor the panel data method is vastly
superior to the other. They suggest that the synthetic control method may be more
useful when there are more time periods and covariates. However, when there is a poor
pre-treatment match, the synthetical control method is not feasible while the panel data
method can still be used, even though it may suffer from some extrapolation bias. But
when a good pre-intervention match is found, the authors conclude that the synthetic
control method tends to produce lower MSE, MAPE and mean-error. However, in
another comparison study, Wan et al. (2018) compare and contrast the assumptions of
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both methods and note that the panel data method appears to outperform the synthetic
control method in a majority of the simulations they conducted.
Among other notable bodies of work, Doudchenko and Imbens (2016) allows for an
additive difference between the treated unit and donor pool, similar to the difference-in-
differences (DID) method. Moreover, similar to our exposition, Doudchenko and Imbens
(2016) relaxes the convexity aspect of synthetic control and proposes an algorithm
that allows for unrestricted linearity as well as regularization. In an effort to infer the
causal impact of market interventions, Brodersen et al. (2015) introduce yet another
evaluation methodology based on a diffusion-regression state-space model that is fully
Bayesian; similar to Abadie et al. (2010); Abadie and Gardeazabal (2003); Hsiao (2014);
Hsiao et al. (2011), their model also generalizes the DID procedure. Due to the
subjectivity in the choice of covariates and predictor variables, Ferman et al. (2016)
provides recommendations for specification-searching opportunities in synthetic control
applications. The recent work of Xu (2017) extends the synthetic control method to
allow for multiple treated units and variable treatment periods as well as the treatment
being correlated with unobserved units. Similar to our work, Xu (2017) computes
uncertainty estimates; however, while Xu (2017) obtains these measurements via a
parametric bootstrap procedure, we obtain uncertainty estimates under a Bayesian
framework.
Matrix Estimation and Synthetic Control. There has been some recent work
in using matrix norm methods in relation to causal inference, including for synthetic
control. In Athey et al. (2017), the authors use matrix norm regularization techniques
to estimate counterfactuals for panel data under settings that rely on the availability of
a large number of units relative to the number of factors or characteristics, and under
settings that involve limited number of units but plenty of history (synthetic control).
This is different from our approach, which increases robustness by “de-noising” using
matrix completion methods, and then using linear regression on the de-noised matrix,
instead of relying on matrix norm regularizations.
Theoretical Analysis of Synthetic Control-like Methods. Despite its popularity,
there has been less theoretical work in establishing the consistency of the synthetic
control method or its variants. Abadie et al. (2010) demonstrates that the bias of the
synthetic control estimator can be bounded by a function that is close to zero when the
pre-intervention period is large in relation to the scale of the transitory shocks, but under
the additional condition that a perfect convex match between the pre-treatment noisy
outcome and covariate variables for the treated unit and donor pool exists. Ferman and
Pinto (2016) relaxes the assumption in Abadie et al. (2010), and derives conditions under
which the synthetic control estimator is asymptotically unbiased under non-stationarity
conditions. To our knowledge, however, no prior work has provided finite-sample analysis,
analyzed the performance of these estimators with respect to the mean-squared error
(MSE), established asymptotic consistency, or addressed the possibility of missing data,
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a common handicap in practice.
 2.4 Cricket Statistics
Cricket has been of interest to the statistics community. This is largely motivated by
the asymmetric nature of the manner in which the game is played where the teams
take turns in batting and the conditions might differ considerably during each innings.
Perhaps most significantly, the need to determine revised targets for shortened innings
has motivated a keen interest in the application of statistics to the game. Incidentally,
all approaches we are aware of rely on parametric models of an innings. In this work, we
propose a nonparametric methodology which is truly data-driven and makes few non-
verifiable assumptions about the data. Next, we discussed some significant contributions
to the use of statistical methodology in cricket and contrast our approach to them.
Target Revision. The role of statistics as a first-class citizen was cemented by the
adoption by the International Cricket Council (ICC) of the Duckworth-Lewis-Stern
(DLS) method to determine revised targets, in the year 1999. At its core the authors of
the DLS method Duckworth and Lewis (1998, 2004) attempt the propose a fair method
of target resetting. In Duckworth and Lewis (2004), the authors claim that their method
is fair because it appears not to produce a statistically significant difference in the
distribution of games won by teams batting first or second. In this work, we show that
this is not the case for Limited Over International games spanning 50 overs an innings.
Apart from this distributional measure of fairness, the authors rely on hypothetical and
actual game examples of the application of their method to demonstrate the utility of
the method. The notion of “resources-remaining” as a function of the wickets-lost and
overs-remaining is a significant contribution to the manner in which revised targets are
computed. We rely on a similar concept when normalizing an “average path to victory”
(in terms of both runs and wickets) to a 10-wicket “target” for the chasing team. In
addition to making strong parametric assumptions, the method also relies on universal
constants such as the average score in cricket innings which must be hardcoded and
updated. For an overview of the DLS method with comparisons, we refer the readers to
Rajesh (2017); H Mankad et al. (2014).
A notable rival to the DLS method is the VJD method Jayadevan (2002) which is
currently used in the domestic games in India. It is similar in spirit to the DLS method
but computes the equivalent of the “resources-remaining” of the DLS method in a
different manner. Similar to our method, the VJD method computes a a trajectory
of runs and wickets which serve as the “target”. This curve is produced using closely
contested games in the past. However, the author does not suggest how these games are
determined. The author proposes a multiple regression model to determine a cubic model
for runs scores during a game and estimates the parameters from data. A 10-wicket
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target is then extrapolated using a table similar to the DLS method, but computed
differently. However, much like the DLS method, the model is highly parametric and
also makes certain strong assumptions which may no longer be true in the way the game
is played, e.g. the author posits that a team has 7 specialist batters and 4 main bowlers.
Score and Result Forecasting. For target resetting, an alternative approach to
the “resources-remaining” concept is to explicitly model fairness by modeling a team’s
probability of winning the game from each situation and ensuring that the revised
target is such that the empirical probabilities remain the same before and after an
intervention which causes the game to be shortened. Common among the notable works
in the application of dynamic programming and the Bellman equation to estimating the
probabilities from data. These works include Silva and Swartz; Hogan (2010); Preston
and Thomas (2002) which include detailed proposals for modeling the probability
of winning and the various metrics it may depend on. These approaches have not
gained much practical traction due to the computational complexity in estimating the
probabilities with a high degree of accuracy using the dynamic programming approach.
Each approach makes strong parametric assumptions about the model and it is difficult
to empirically evaluate the efficacy of these approaches.
Forecasting the winner of a cricket game has also been of interest. Works such as
Bailey and Clarke (2006) use multi-regression models to predict the winner of a cricket
game. However, predicting the winner is not a goal of this work. Our work focuses
on forecasting the future average trajectory of an innings, given its realization up to a
point. Some prior efforts in this domain include the WASP method Hogan (2015) which
calculates the mean future scores via a dynamic programming model instead of learning
these solely from past data like we do.Recent efforts, such as Oliver et al. (2018), have
also focused on forecasting trajectories of the remainder of the innings using complex
model that quantify specific features of an innings/game which effect scoring and game
outcomes. However, like the WASP, these recent methods are also parametric and their
accuracy is a strict function of whether the model is accurately able to capture the
complex and evolving nature of the game. In contrast, our forecasting algorithm relies
on a latent variable model which does not require the determination of the features
that impact scoring in an innings and allows us the benefit of great flexibility and
generalizability. Our experiments underscore the effect of considering certain features
while ignoring a more holistic model by showing far lower levels of trajectory-forecast
accuracies for the restricted models. It has been more common to forecast the final
score of an innings, such as in Singh et al. (2015) which uses classification algorithms to
solve this problem. The focus of our work is in modeling and forecasting the trajectory
of the score and not just the final score.
Chapter 3
Censored Demand Estimation in
Retail
In this Chapter we consider the problem of estimating the daily or weekly rate at
which umbrellas are sold at a specific location, say at the Walmart store in Bentonville,
Arkansas. To do so, we have one sample per time unit across several stores, e.g. 4 and 3
umbrellas were sold in the past two weeks at store A, 6 and 5 were sold at store B and
so on. The problem is challenging because the observations can be noisy, incomplete
and censored. The noise is due to random errors in measurement or record-keeping (e.g.
mismatch in inventory records and physical stocks, transaction errors). The data might
also be incomplete due to missed reporting or aggregations for some days or weeks.
Importantly, the data is censored because the store might have stocked only 4 umbrellas
during the past week and, hence, observed 4 sales but there was no information to
account for any customers who might have wished to purchase an umbrella but could
not do so due to the stock-out. This is in contrast to online (web) portals which tend
to have good estimates of missed demand due to their ability to view customer arrival
during stock-outs. Additionally, note that the true (uncensored) demand is likely to
change from week to week, further complicating our problem of estimating it.
It has successfully been shown that ignoring censoring effects will result in demand
estimates that are biased lower than the true value (Wecker (1978)). Furthermore, as
one can intuitively expect, the lack of a complete picture, i.e. censoring, can have a
costly impact on inventory planning exercises Chen and Mersereau (2015). In Chen and
Mersereau (2015), it is suggested that the impact of a lack of complete visibility can
be overcome using “intelligent analytics”. In this paper, as an example of “intelligent
analytics”, we provide a simple inference algorithm to estimate the time varying demand
rate from effectively a single noisy, incomplete and censored observation across multiple
locations. The key enabler for this is the latent variable model which allows us to utilize
information across a number of stores to synthetically create “multiple observations” for
a given time unit and location to better estimate the time-varying demand rate.
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While the problem of estimating true demand given censored sales data has been studied
extensively, existing models have proven to be unsatisfactory in terms of faithfully
capturing reality. Specifically, the problem of inferring time varying demand based on
censored information that is sparse, a focus of this work, has remained unresolved. As
the key contribution of this work, we provide a model to capture this scenario through
the “latent variable model”. Through the lens of this latent variable model, we are able
to apply the rich literature on “matrix estimation” to enable effective resolution of the
problem at hand.
 3.1 Setting
We consider a setting where a retailer has censored sales data for a product or group of
products across N store locations and T time periods. Without loss of generality, we
shall assume that N ≤ T . Let true demand at each location and for each time period
be modeled as an independent random variable with Poisson distribution1. Specifically,
let Yij denote the true demand at store 1 ≤ i ≤ N at time 1 ≤ j ≤ T with λij = E[Yij ]
being the mean demand. In matrix form, let Y = [Yij ]i≤N,j≤T and Λ = [λij ]i≤N,j≤T .
Let Cij be the quantity of stock (or inventory) at store i ≤ N during time interval j ≤ T .
Therefore, the number of sales, Xij = min(Yij , Cij). That is, Xij represents the censored
demand at store i at time j. We let mij = E[Xij ]. In matrix form, let C = [Cij ]i≤N,j≤T ,
X = [Xij ]i≤N,j≤T and M = [mij ]i≤N,j≤T .
To model the situation where some stores might not have reported any information at
various time periods due to supply chain issues, information mismanagement, etc., we
consider a setup where each Xij is observed with probability p ∈ (0, 1] and not observed
with probability 1 − p, independently. Let Xp denote this partially observed matrix
of censored demand matrix X. The goal is to estimate Λ from Xp as accurately as
possible.
To that end, if there is no structure in Λ, there is no hope to obtain any meaningful
estimate of Λ from Xp. For example, let p = 1, let Cij be very large (say, ∞) for all
i ≤ N, j ≤ T , and let each λij be arbitrarily chosen. Then effectively we are observing
one sample each of N × T Poisson random variables that have nothing to do with each
other. Equivalently, for a given i, j, we are trying to estimate mean λij of a Poisson
variable from one sample. Naturally, that is a futile exercise.
Therefore, to obtain a meaningful estimate, it is essential to impose structure. In
the context of retail, it makes sense that the average demand at store i ≤ N at time
1Our methodology will work for other distributions as well, provided that the independence assumption
is satisfied. See Appendix A.1 for a similar development with an alternate distribution
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interval j ≤ T depends on the store as well as the time period itself. Formally, let
λij = h(θi, ρj) where θi and ρj are latent or hidden features associated with the store i
and time j; and h is an arbitrary Lipschitz continuous function. This is in contrast to
the standard assumptions in literature where the latent matrix is assumed to have a
low-rank structure. The Lipschitz structure leads to a more generic model and seems to
have enough expressive power to capture reality well.
 3.2 Algorithm
We are given partial observations of the censored demand matrix, Xp. We wish to
produce an estimate Λˆ of true average demand Λ. We propose to do so in two steps:
(1) Obtain an estimate of the average censored demand, i.e. Mˆ of M = E[X], and (2)
extrapolate Mˆ to obtain Λˆ using the knowledge of capacity matrix C.
Step 1. Obtaining Mˆ . We apply the Universal Singular Value Thresholding (USVT)
of Chatterjee (2015) to Xp to obtain Mˆ . For completeness, we describe the USVT
algorithm Chatterjee (2015):
1. Define b = maxi,j zij and a = mini,j zij .
2. zij ← zij−(a+b)/2(b−a)/2 . Now, |zij |≤ 1, ∀i.j.
3. Define matrix Z = [zij ]i≤N,j≤T with
zij =
{
Xij if it is observed in X
p
0 otherwise.
(1)
4. Let Z =
∑N
i=1 siuiv
T
i be the singular value decomposition of Z.
5. Let pˆ be fraction of the NT entries observed in Xp, i.e. empirical estimation of p
based on number of entries observed.
6. Let
S =
{
i : si ≥ 2.02
√
T pˆ
}
. (2)
7. Define
W =
1
pˆ
∑
i∈S
siuiv
T
i . (3)
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8. Let wij be the (i, j)th element of W . Define
mˆij =

−1 if wij < −1
1 if wij > 1
wij otherwise.
(4)
9. Scale back to the original range:
mˆij ← (a+ b)/2 + mˆij(b− a)/2. (5)
Step 2. Obtaining Λˆ. We have access to Mˆ , the estimate of M where the (i, j)th
element mˆij of Mˆ is an estimate of mij = E[Xij ], the (i, j)th element of M , which is
the average of truncated Poisson random variable with mean λij , truncated at Cij . From
Mˆ , we want to produce Λˆ, an estimate of Λ, using knowledge of C, which is known.
To that end, let us suppose we know M exactly. That is, we know mij for each
i ≤ N, j ≤ T . We also know Cij . Now mij = f(λij , Cij), where for precise definition of
f , please refer to Section 3.4.1.1. As argued in Lemma 3.4.1, for any given fixed Cij ≥ 1,
the function f is strictly monotonically increasing in λij ∈ R+. Therefore, a simple
iterative algorithm (this is also known as the Bisection algorithm in literature) to find
λij is as follows:
1. Initialize λUBij =∞, λLBij = 0 and λ1ij = 1.
2. In iteration k ≥ 1, let mkij = f(λkij , Cij). If mkij > mij then update λUBij = λkij . If
mkij < mij , update λ
LB
ij = λ
k
ij . And,
λk+1ij =
{
1
2(λ
UB
ij + λ
LB
ij ), if λ
UB
ij <∞
2λLBij , if λ
UB
ij =∞.
(6)
3. Stop iterating when |λUBij − λLBij | is small enough and declare estimate of λij =
1
2(λ
UB
ij + λ
LB
ij ).
In reality, we do not know mij , but we know estimate for it, mˆij . Therefore, we use mˆij
in place of mij in the above algorithm. We denote the resulting estimation of Λ by Λˆ.
 3.2.1 Universal Thresholding
We note that Step 1 of the algorithm could be replaced by other competing singular value
thresholding algorithms and heuristics. However, there are significant advantages of
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using the USVT algorithm of Chatterjee (2015): the choice of the threshold is universal
which is in contrast to many algorithms in literature which do not specify a principled
approach to choosing the threshold. Secondly, the USVT algorithm allows us to establish
attractive asymptotic properties of the MSE(Mˆ) and MSE(Λˆ) as shown in Section
3.3. As a reference, we compare the USVT algorithm to a similar spectral algorithm
described in M. Lelarge and Xu (2014) which is applicable to latent variable models for
the generalized stochastic block models (GSBM). We first note that the algorithm in
M. Lelarge and Xu (2014) is applicable to symmetric matrices while our setting does
not have such a restriction. Additionally, the algorithm in M. Lelarge and Xu (2014)
does not specify a way to choose the threshold. We use the Appendix A.2 to show a
comparison of the MSE(Mˆ) for symmetric matrices using the USVT algorithm and
the algorithm from M. Lelarge and Xu (2014) (with the same number of eigenvalues
retained as those in the USVT algorithm). We note that both algorithms have similar
performance. However, the USVT algorithm is always the better option.
 3.3 Main Result
 3.3.1 Operating assumptions
We note the key model assumptions before stating the main result. Let Yij be true
demand at store i ∈ [N ] at time j ∈ [T ]. Yij is an independent random variable with
Poisson distribution whose mean is λij . Each store i ∈ [N ] has latent feature θi ∈ Ω1
associated with it. Each time j ∈ [T ] has latent feature ρj ∈ Ω2 associated with it. We
shall assume that Ω1 and Ω2 are compact sets in finite dimensional Euclidian space.
For concreteness and simplicity, let us suppose Ω1 = Ω2 = [0, 1]
d for some finite d ≥ 1.
We assume that λij = h(θi, ρj), where h : [0, 1]
d × [0, 1]d → R+ is a Lipschitz function
with Lipschitz constant L. Given these assumptions, it immediately follows that there
exists λ∗ ∈ R+ so that supθ,ρ∈[0,1]d h(θ, ρ) = λ∗. We note that our Lipschitz assumption
imposes a more realistic structure than the standard low-rank assumption in literature.
We discuss the specific implications of this assumption in Section 3.3.3.
We assume that the inventory capacity, Cij at store i ∈ [N ] and time j ∈ [T ] is a random
variable whose distribution is parametrized by θi and ρj . Specifically, P (Cij = k) =
gk(θi, ρj) with gk : [0, 1]
d × [0, 1]d → [0, 1] is a Lipschitz function with Lipschitz constant
Lk. We assume that maximum capacity is bounded above by a universal constant C
∗, i.e.
Cij ≤ C∗ with probability 1 for all i ∈ [N ], j ∈ [T ]. With that said, we assume that all
realized capacity values are known. This is a realistic assumption because most modern
retailers have equipped themselves with the ability to record and access precise inventory
information. The censored demand realized at store i at time j is Xij = min(Yij , Cij).
Let mij = E[Xij ]. Each Xij is observed with probability p ∈ (0, 1], independently.
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 3.3.2 Statement of main result
The main result is about the performance of the algorithm described in Section 4.2 in
terms of its ability to estimate Λˆ. As stated, the algorithm has two estimation steps.
Therefore, we state results about the estimation error introduced in each step. Stitching
them together will lead to the main result.
Estimation Error in Mˆ . We state a bound on MSE(Mˆ) induced by the Step 1
(USVT) of the algorithm.
Lemma 3.3.1. For a given ε ∈ (0, 1), let p ≥ N−1+ε. When N is large enough for a
given ε, we have
MSE(Mˆ) ≤ c1N
− 1
d+2
√
p
, (7)
where c1 = αC
∗(1 +C∗Γ(Lψ, d)) and Γ(d, Lψ) = (4dLψ)d/2, and where Lψ is a Lipscthiz
constant and d is the dimension of the latent variable space. α is a universal constant.
Estimation Error in Λˆ: using Mˆ . We state a bound on the MSE(Λˆ) induced by
Step 2 of the algorithm.
Lemma 3.3.2. For any i ∈ [N ], j ∈ [T ],
|λˆij − λij | ≤ |mˆij −mij |
P (Q ≤ max(0, Cij − 2)) , (8)
where Q is Poisson random variable with parameter λ˜ij = max(λij , λˆij).
For any λ˜ij , P (Q ≤ max(0, Cij − 2)) ≥ P (Q = 0) = exp
(
−λ˜ij
)
. Since maxij λij ≤ λ∗,
it follows that
|λˆij − λij | ≤ exp(λ∗)|mˆij −mij | (9)
That is,
MSE(Λˆ) ≤ exp(2λ∗)MSE(Mˆ). (10)
Putting It Together. From Theorems 3.3.1 and 3.3.2, we obtain the following result.
Theorem 3.3.1. For a given ε ∈ (0, 1), let p ≥ N−1+ε. When N is large enough, for a
given ε, we have
MSE(Λˆ) ≤ c1 exp{2λ∗}N
− 1
d+2
√
p
, (11)
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where c1 = αC
∗(1 +C∗Γ(Lψ, d)) and Γ(d, Lψ) = (4dLψ)d/2, and where Lψ is a Lipscthiz
constant and d is the dimension of the latent variable space. λ∗ is as defined in Lemma
3.3.2 above. α is a universal constant.
As a consequence, as long as p N −2d+2 we have MSE(Λˆ)→ 0 as N →∞.
 3.3.3 Implications
Theorem 3.3.1 captures the fact that with enough samples and well-behaved constants,
as N → ∞, the errors in both steps of the algorithm go to 0. It is the error in Step
2 that should be affected by censoring. What is surprising is that even when Cij = 1
for all i ∈ [N ], j ∈ [T ], in the regime mentioned above, error goes to 0! That is, if
effectively there is only one product on the shelf, knowing whether it is purchased or
not is sufficient to estimate the entire demand rate!
As we pay closer attention to Lemma 3.3.2, notice that as Cij → ∞, the error in λˆij
converges to error in mˆij . In other words, as censoring reduces, the censoring induced
error in the Step 2 of the algorithm reduces – naturally, as one would expect. And vice
versa. This expected qualitative behavior gives us confidence in the fact that the bounds
on the estimation error are capturing first-order effects.
We now compare Lemma 3.3.1 to the standard results in literature which assume that
the latent mean matrix, M , is low-rank. First, note that the Lipschitz assumption is a
strict generalization of the low-rank assumption because the latter can be viewed as a
“specific” Lipschitz function. Consequently, this allows greater flexibility in capturing
“reality” using the Lipschitz structure. However, greater model flexibility comes at a
cost. This cost is the greater amounts of data required for estimation when using the
more general Lipschitz setting. Specifically, in the discussion proceeding Theorem 2.1
in Chatterjee (2015), it is shown that for consistent estimation of M , as N →∞, it is
necessary for p rN . In contrast, the Lipschitz structure comes at the cost of needing
to observe more data, for a fixed d: in our setting, asymptotic consistency is achieved if
p N−2/(d+2).
 3.4 Proving The Result
 3.4.1 Preliminaries
Here we establish a few useful preliminary properties that will be utilized in establishing
the proof of our main result. We first determine the mean of a truncated Poisson
distribution and using some helpful properties then establish a relationship between the
means of the truncated and corresponding non-truncated Poisson distributions. Next,
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we establish that the mean matrix, M , is Lipschitz in its latent parameters which allows
us to bound the nuclear norm, ||M ||∗. The relationship between the means of the
truncated and non-truncated Poisson distributions and the bound on the nuclear norm
of the matrix of means of the truncated Poisson random variables, ||M ||∗, will then
allow us to establish our main result in Sections 3.4.2 and 3.4.3.
 3.4.1.1 Mean of a truncated (censored) Poisson random variable
Consider a Poisson random variable, say Q such that E[Q] = λ. For any C ≥ 1, let the
truncation of Q at C be denoted as R, that is,
R = min(Q,C). (12)
Let
m ≡ E[R]
=
C−1∑
t=0
tP (R = t) + CP (R = C)
=
C−1∑
t=0
tP (Q = t) + C(
∞∑
t=C
P (Q = t))
=
∞∑
t=0
tP (Q = t)−
∞∑
t=C
(t− C)P (Q = t)
= E[Q]−
∞∑
t=C
(t− C)P (Q = t)
= λ−
∞∑
t=C
(t− C)exp(−λ)λ
t
t!
≡ f(λ,C). (13)
That is, m = f(λ,C). This function f satisfies the following useful properties.
Lemma 3.4.1. The non-negative valued function f : R+ × Z+ → R+, as defined in
(13), satisfies the following: for any λ ∈ R+ and C ∈ Z+,
∂f
∂λ
(λ,C) = P (Q ≤ max(0, C − 2)) ≤ 1. (14)
(14) appeals to our intuition where the derivative with respect to λ is small and positive
in situations where there is a high degree of censoring (small C). In such situations, the
truncated mean, m, will increase very slowly as λ is increased. On the other hand, in
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situations where there is little to no censoring, i.e. C is large, we expect the truncated
mean to approximate the un-truncated mean, λ, which will grow much more rapidly as
λ increases. Note that the derivative remains positive, bounded above by 1 and bounded
below by exp{(−λ)}, under all circumstances.
Proof. To start with, consider case when C = 1. Then,
f(λ, 1) = 1− exp(−λ). (15)
In this case,
∂f
∂λ
(λ, 1) = exp(−λ) = P (Q ≤ 0). (16)
Therefore, when C = 1, for any λ ∈ R+, we have
∂f
∂λ
(λ, 1) = P (Q ≤ max(0, C − 2)), (17)
where Q is Poisson random variable with parameter λ.
Now we consider scenario where C ≥ 2. We start by deriving the precise form of
∂f
∂λ(λ,C). To that end, we shall use the following definition:
f(λ,C) =
C−1∑
t=0
t exp(−λ)λ
t
t!
+
∞∑
t=C
C exp(−λ)λ
t
t!
. (18)
Therefore,
∂f
∂λ
(λ,C) =
C−1∑
t=0
t exp(−λ)
t!
(
tλt−1 − λt
)
+ C
∞∑
t=C
exp(−λ)
t!
(
tλt−1 − λt
)
. (19)
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Consider the first term in (1):
C−1∑
t=0
t exp(−λ)
t!
(
tλt−1 − λt
)
= exp(−λ)
( C−1∑
t=1
tλt−1
(t− 1)! −
C−1∑
t=1
λt
(t− 1)!
)
= exp(−λ)
( C−1∑
t=1
(t− 1)λt−1
(t− 1)! +
C−1∑
t=1
λt−1
(t− 1)! −
C−1∑
t=1
λt
(t− 1)!
)
= exp(−λ)
( C−2∑
t=1
λt
(t− 1)! +
C−1∑
t=1
λt−1
(t− 1)! −
C−1∑
t=1
λt
(t− 1)!
)
=
( C−2∑
t=0
exp(−λ)λ
t
t!
)
−
(
exp(−λ) λ
C−1
(C − 2)!
)
= P (Q ≤ C − 2)− exp(−λ) λ
C−1
(C − 2)! , (20)
where Q is Poisson random variable with mean λ.
Consider the second term in (1):
C
∞∑
t=C
exp(−λ)
t!
(
tλt−1 − λt
)
= C exp(−λ)
( ∞∑
t=C
λt−1
(t− 1)! −
λt
t!
)
= exp(−λ) λ
C−1
(C − 2)! . (21)
Using (20) and (21) in (1), we obtain
∂f
∂λ
(λ,C) = P (Q ≤ C − 2). (22)
From (17) and (2), we have that for all λ ∈ R+ and C ∈ Z+,
∂f
∂λ
(λ,C) = P (Q ≤ max(0, C − 2)), (23)
where Q is a Poisson random variable with parameter λ. This completes the proof of
Lemma. 
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 3.4.1.2 Sensitivity analysis
We state the following result regarding sensitivity analysis of f−1 as defined in (13).
Lemma 3.4.2. Given fixed C ∈ Z, let (m1, λ1) and (m2, λ2) be pairs of means of
truncated Poisson and Poisson random variables. That is, mk = f(λk, C) for k = 1, 2
with f as defined in (13). Then,
|λ1 − λ2| ≤ |m1 −m2|
P (Q ≤ max(0, C − 2)) , (24)
where Q is Poisson random variable with parameter λ = max(λ1, λ2).
Proof. Without loss of generality, let us assume that m1 ≤ m2 and hence λ1 ≤ λ2.
Given fixed C ∈ Z, the function f maps λ ∈ R+ to m ∈ R+. Let g be the inverse of the
map, i.e. inverse of f(λ,C) with respect to first argument keeping second argument
fixed. Therefore, g(mk) = λk for k = 1, 2. We know that f is continuous, differentiable
and strictly monotonic over R+. Therefore, g is continuous and differentiable as well.
Then
|λ1 − λ2| = |g(m1)− g(m2)|
= |g′(m)||m1 −m2|, (25)
where the above equality follows from the Mean-Value Theorem with g′(·) being the
derivative of g, and m ∈ (m1,m2). Since f and g both are differentiable over R+, by
elementary argument in analysis, it follows that
|g′(m)| = 1|f ′(λ)| (26)
where λ is such that f(λ,C) = m and f ′(λ) = ∂f∂λ(λ,C). Due to monotonicity of f , it
follows that λ ∈ (λ1, λ2). Substituting (26) in (25), and using Lemma 3.4.1, we obtain
|λ1 − λ2| = |m1 −m2|
P (Q ≤ max(0, C − 2)) , (27)
where Q is Poisson random variable with parameter λ ∈ (λ1, λ2). It can be easily verified
that P (Q ≤ max(0, C − 2)) is a monotonically decreasing function of λ for a fixed C.
Therefore, for all λ ∈ (λ1, λ2), it is bounded below by λ = λ2. Therefore, we conclude
that
|λ1 − λ2| ≤ |m1 −m2|
P (Q ≤ max(0, C − 2)) , (28)
where Q is Poisson random variable with parameter λ = max(λ1, λ2). This completes
the proof of Lemma 3.4.2. 
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 3.4.1.3 Lipschitz property of the censored mean matrix
Next we establish that, mij = E[Xij ], the (i, j)th element of M , is a Lipschitz function
of the latent features θi and ρj associated with store i ∈ [N ] and time j ∈ [T ].
Lemma 3.4.3. Let the assumptions stated in Section 3.3.1 hold. Then, there exists a
Lipschitz function ψ : [0, 1]d×[0, 1]d → [0, C∗] so that mij = ψ(θi, ρj) for i ∈ [N ], j ∈ [T ].
Proof. By definition,
mij = E[Xij ] = E[E[Xij |Cij ]]
=
C∗∑
k=1
E[Xij |Cij = k]P (Cij = k). (29)
Now given Cij = k, E[Xij |Cij = k] is precisely f(λij , k) where f is defined in (13). By
the assumptions of Section 3.3.1, λij = h(θi, ρj) and P (Cij = k) = gk(θi, ρj). Therefore,
mij =
C∗∑
k=1
f(h(θi, ρj), k) gk(θi, ρj) ≡ ψ(θi, ρj). (30)
Next, we establish that ψ is a Lipschitz function. To that end, by Lemma 3.4.1, f(·, k)
is a Lipschitz function with Lipschitz constant 1 in it’s first argument for all k ≥ 1. By
assumption of Section 3.3.1, h is a Lipschitz function with constant L. Therefore, for a
fixed k, f(h(θi, ρj), k) is a Lipschitz function of (θi, ρj) with Lipschitz constant L.
By the assumptions of Section 3.3.1, gk is a Lipschitz function with constant Lk for
1 ≤ k ≤ C∗.
The following are easy to verify compositional rules associated with Lipschitz functions:
1. If φ1 and φ2 are Lipschitz functions with constants z1 and z2, respectively, then
φ3 = φ1 + φ2 is a Lipschitz function with Lipschitz constant z3 = z1 + z2.
2. φ1 and φ2 are Lipschitz functions with constants z1 and z2, then φ3 = φ1 × φ2 is
also a Lipschitz function with Lipschitz constant z1|φ2|∞+z2|φ1|∞.
Note that |f(·, k)|≤ k and k ≤ C∗, that is, |f(·, k)|∞≤ C∗; and by definition |gk|∞≤ 1.
Therefore, by putting all of the above discussion together, we obtain that ψ is a Lipschitz
continuous function with Lipschitz constant Lψ, where
Lψ ≤ C∗
(
L+
C∗∑
k=1
Lk
)
. (31)
This completes the proof of Lemma 3.4.3. 
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 3.4.1.4 Bounding the nuclear norm
We shall utilize the Lipschitz property of M established in Lemma 3.4.3 to bound the
nuclear norm of ‖M‖∗ as stated in Lemma 3.4.4 below. The proof of the Lemma below
is a straightforward adaption of the arguments from (Chatterjee, 2015, Lemma 3.6). We
present them here for completeness.
Lemma 3.4.4. Given M as defined above, for any small enough δ > 0,
‖M‖∗ ≤ δN
√
T + C∗Γ(Lψ, d)
√
NTδ−d, (32)
where Γ(Lψ, d) is a constant that depends on Lipschitz constant Lψ of ψ as defined in
(31) and d is the dimension of the latent space. The constant C∗ = ‖ψ‖∞.
Proof. By Lemma 3.4.3, the (i, j)th element of M , mij = ψ(θi, ρj) where ψ is Lipschitz
in its arguments and ψ : [0, 1]d × [0, 1]d → [0, C∗]. For any given δ > 0, it is easy to see
that one can find a finite covering P1(δ) and P2(δ) of [0, 1]
d so that for any θ, ρ ∈ [0, 1]d,
there exists θ′ ∈ P1(δ) and ρ′ ∈ P2(δ) so that
|ψ(θ, ρ)− ψ(θ′, ρ′)| ≤ δ. (33)
For example, let ζ = d2dLψδ e and define P1(δ) = P2(δ) = P (δ), where
P (δ) = {(k1/ζ, . . . , kd/ζ) : k1, . . . , kd ∈ [ζ]}. (34)
Then, for any θ, ρ ∈ [0, 1]d, we can find θ′, ρ′ ∈ P (δ) so that
‖(θ, ρ)− (θ′, ρ′)‖2 ≤ ‖(θ, ρ)− (θ′, ρ′)‖1 ≤ 2d
ζ
≤ δ
Lψ
. (35)
Therefore, by Lipschitz property of ψ, we have that |ψ(θ, ρ)− ψ(θ′, ρ′)|≤ δ as desired.
In this construction, we have
|P (δ)| ∼ ζd ≤ Γ1(d, Lψ)δ−d, (36)
where Γ1(d, Lψ) = (4dLψ)
d.
For latent feature θi corresponding to store i ∈ [N ], find closest element in P (δ), and
let it denote by p1(θi). Similarity, for latent feature ρj corresponding to time j ∈ [T ],
find closest element in P (δ), and let it denote by p2(ρj). Create matrix B = [bij ] where
bij = ψ(p1(θi), p2(ρj)). As argued above, we have that for all i ∈ [N ], j ∈ [T ]
|mij − bij | ≤ δ. (37)
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Therefore,
‖M −B‖F ≤ δ
√
NT. (38)
This gives us
‖M‖∗ ≤ ‖M −B‖∗+‖B‖∗
≤
√
N‖M −B‖F+‖B‖∗
≤ δN
√
T + ‖B‖∗. (39)
In above, we used the inequality that for any real-valued matrixQ, ‖Q‖∗≤
√
rank(Q)‖Q‖F .
We shall use the same inequality again to bound ‖B‖∗. To obtain a tight bound, let
us argue that the rank of B does not scale with N and T . To that end, consider any
two columns, say j, j′ ∈ [T ]. If p2(ρj) = p2(ρj′), then it follows that the columns j and
j′ of B are identical. That is, there are can be at most |P (δ)| distinct columns of B.
Similarly, there can be at most |P (δ)| distinct rows of B. That is, rank(B) ≤ |P (δ)|.
Finally, we know that ‖ψ‖∞≤ C∗. Therefore, we have
‖B‖∗ ≤
√
|P (δ)|‖B‖F ≤
√
|P (δ)|
√
NT‖ψ‖∞
≤
√
|P (δ)|
√
NTC∗. (40)
Putting everything together, we have
‖M‖∗ ≤ δN
√
T + C∗
√
Γ1(Lψ, d)
√
NTδ−d. (41)
where Γ1(d, Lψ) = (4dLψ)
d, as in (36). 
An immediate implication of the above Lemma is that by selecting δ = N−
1
d+2 , we
obtain
‖M‖∗ ≤ (1 + C∗Γ(Lψ, d))
√
TN1−
1
d+2 . (42)
where Γ(d, Lψ) = (4dLψ)
d/2.
 3.4.2 Key Enabler
We state the key enabler (Chatterjee, 2015, Theorem 2.1). We state it here for non-
normalized setup as described below and applicable to our setting. Consider an m× n
matrix A = [Aij ] of interest. Let Aij ∈ [−B,B] for all i ∈ [m], j ∈ [n] for some B ≥ 1.
Let m ≤ n. Let Z = [Zij ] be an m× n random matrix whose entries are independent
such that E[Zij ] = Aij and Zij ∈ [−B,B] with probability 1. Each entry of the matrix
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Z is observed independently with probability p ∈ [0, 1] and unobserved with probability
1− p. The Universal Singular Value Thresholding (USVT) algorithm as described in
Section 4.2 when applied to Z produces an estimation matrix Aˆ. The expected mean
squared error is defined as
MSE(Aˆ) =
1
mn
E[‖Aˆ−A‖2F ]. (43)
Then, as claimed and proved in Chatterjee (2015),
Theorem 3.4.1 (Theorem 2.1 of Chatterjee (2015)). Let there be a given ε > 0. Suppose
p ≥ n−1+ε. Then
MSE(Aˆ) ≤ αmin
{
B
‖A‖∗
m
√
np
+
B2
np
,
‖A‖2∗
mn
,B2
}
+B2β(ε) exp(−γnp), (44)
where α and γ are universal constants and β(ε) depends on ε.
 3.4.3 Proof of Lemmas 3.3.1 and 3.3.2, Theorem 3.3.1
Proof of Lemma 3.3.1. The application of Theorem 3.4.1 (where A is M , B = C∗,
m = N and n = T ), we find that as long as p ≥ N−1+ε ≥ T−1+ε for any 0 < ε < 1, for
N large enough, the Step 1 of our algorithm described in Section 4.2 produces Mˆ so
that
MSE(Mˆ) ≤ α
(C∗‖M‖∗
N
√
Tp
+
(C∗)2
Tp
)
+ (C∗)2β(ε) exp(−γTp), (45)
By plugging in bound from (42) and using T ≥ N , we obtain
MSE(Mˆ) ≤ c1N
− 1
d+2
√
p
+
c2
Tp
+ c3 exp(−N ε). (46)
where c1 = αC
∗(1 + C∗Γ(Lψ, d)), c2 = α(C∗)2 and c3 depends on ε and γ. As earlier,
we have that Γ(d, Lψ) = (4dLψ)
d/2, where d is the dimension of the latent space and Lψ
is a Lipschitz constant.
Since p ≥ N−1+ε, as N scales, the first term on the right is dominant, leading to
MSE(Mˆ) ≤ c1N
− 1
d+2
√
p
, (47)
Proof of Lemma 3.3.2. Lemma 3.3.2 follows immediately from Lemma 3.4.2.
Proof of Theorem 3.3.1. The proof of Theorem 3.3.1 follows immediately by putting
together Lemma 3.3.1 and implication (10) of Lemma 3.3.2.
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 3.5 Simulated Experiments
 3.5.1 Experimental Setup
We conduct simulated experiments to establish the various properties of the estimates
Mˆ and Λˆ. We consider the following metrics of evaluation: RMSE(Mˆ), RMSE(Λˆ)
and the Ratio: RMSE(Λˆ)
RMSE(Mˆ)
. This last quantity, Ratio, helps establish the relationship
between RMSE(Λˆ) and RMSE(Mˆ) to confirm the various implications of Lemma
3.3.2 and Theorem 3.3.1, as discussed in Section 3.3.3.
For our experiments, θi and ρj are randomly sampled from a U(1) uniform distribution
for all 1 ≤ i ≤ N, 1 ≤ j ≤ T , unless noted otherwise. The (hidden, unknown) parameters
of interest, λij are determined using the following Lipschitz function: λij = h(θi, ρj) =
J
exp{−θi−ρj−αθiρj} .
Note that α ∈ (0, 1) is random but fixed constant. J is a scaling constant used to
generate as large values as needed for a simulation. Therefore, in all the experiments
discussed, comparisons are only drawn for a constant scaling constant, unless explicitly
stated otherwise. The stocking level realizations of Cij are known for all 1 ≤ i ≤
N, 1 ≤ j ≤ T . The random, but unknown, matrix of true demand values is sampled
as Yij ∼ Poisson(λij) for all 1 ≤ i ≤ N, 1 ≤ j ≤ T . Each demand realization is then
subject to censoring due to the stocking level Cij . This gives us the matrix X. We
fix the probability of observation, p. Using that, we observe each entry of the matrix
X independently with probability p giving us the matrix Xp. We then estimate the
censored means and (hidden) original parameters using the algorithm described in
Section 4.2.
The simulation experiments are designed to help explore various properties of the results
stated in Section 3.3. We would like the experiments to reveal how our evaluation metrics
are affected by the amounts of censoring. As discussed in Section 3.3.3, we expect the
Ratio to decay to a value of 1 as the degree of censoring reduces, and be increasingly
greater than 1 as censoring increases. Additionally, we expect that as the probability
of observation, p, is increased the estimates improve. We also expect to confirm the
consistency property of both RMSE(Mˆ) and RMSE(Λˆ). Finally, we would also like
to study the impact of structure on the estimates. We intuitively expect that the more
structure there is to exploit, the better the estimates will be.
Sec. 3.5. Simulated Experiments 71
Figure 3.1: The effect of decreasing censoring (varying C) on the Ratio for different levels of p.
J = 15.
 3.5.2 Effects of Censoring and Probability of Observation
This set of simulated experiments show the effect of censoring on the Ratio: RMSE(Λˆ)
RMSE(Mˆ)
and RMSE(Mˆ) and how they vary across different levels of p. The parameter scaling
constant, J = 15. To illustrate the effects of censoring clearly, all Cij are kept the same
for each experiment and denoted by C. For this set of experiments we used a matrix
size of 10,000.
Figure 3.1 shows that as the censoring levels decrease, i.e. C increases, the Ratio
decreases and plateaus out to equal 1 for all values of p used. At higher levels of
censoring, i.e. C is smaller, the Ratio is larger, as expected. This behavior holds across
all values of p.
Figure 3.2, shows that different levels of p result in quantitatively different profiles
of RMSE(Mˆ). The higher the value of p, the lower the RMSE(Mˆ)), as we would
expect. Also we note that RMSE(Mˆ) increases as censoring decreases. This makes
sense because mij are the censored means and censoring reduces the range of possible
values (support) of mij . Therefore, it makes sense that the RMSE(Mˆ) is smaller in
situations of increased censoring.
 3.5.3 Consistency of Estimates: Mˆ and Λˆ
For this series of simulations, we used the scaling constant J = 5. In order to study the
effect of the levels of censoring we vary it across experiments but keep all Cij constant
within each experiment. We explore three levels of censoring: significant (C = 2),
mild (C = 5) and little(C = 10).
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Figure 3.2: The effect of descreasing censoring (varying C) on the RMSE(Mˆ) for different levels of p.
J = 15.
Figures 3.3 and 3.4 show the results of this set of experiments. As expected, we note
that RMSE(Mˆ) and RMSE(Λˆ) both decrease as the size of the matrix increases. As
claimed in Section 3.3.3, RMSE(Λ) is consistently smaller when the levels of censoring
are smaller (higher C values). Note that the effect is exactly the opposite for RMSE(M),
as argued in Section 3.5.2. However, as the matrix size increases, RMSE(M) decreases
for all levels of censoring.
Figure 3.5 shows that the Ratio is lowest when there is little censoring (≈ 1) and
increases in the presence of increased censoring. However, the size of the matrix appears
to have minimal impact on the Ratio for a fixed level of censoring. This is an appealing
property of the Ratio because both RMSE(Mˆ) and RMSE(Λˆ) do get affected by
the size of the matrix. However, their ratio does not indicating that the changes in
RMSE(Mˆ) and RMSE(Λˆ) are correlated.
 3.5.4 Effects of range of values of Cij
Our simulations, thus far, have assumed a constant value for all Cij to illustrate the
effects of censoring. However, each location i and time period j can experience varying
levels of censoring. To study the effects of censoring across ranges of of values, we assign
values of stock levels to each Cij within a range. We vary the range across individual
experiments to study the effect on the Ratio. We expect that the larger the range, given
the same upper limit, the larger the Ratio to be.
Figure 3.6 confirms our intuitive expectations. We have J = 15. Just like previously
argued, for the constant values of Cij∀i, j, we see a drop in Ratio as the censoring effect
is reduced. More interestingly, across each set of ranges of the values of Cij , the Ratio
is highest when more variation is allowed and drops down when the range becomes
Figure 3.3: Effect of increasing the size of the matrix on the RMSE(Mˆ). The different plots represent
different levels of censoring. J = 5. The three levels of censoring are: little (C = 10), mild (C = 5) and
significant (C = 2).
Figure 3.4: Effect of increasing the size of the matrix, Xp, on the RMSE(Λˆ). The different plots
represent different levels of censoring. J = 5. The three levels of censoring are: little (C = 10), mild
(C = 5) and significant (C = 2).
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Figure 3.5: Effect of increasing the size of the matrix, Xp, on the Ratio: RMSE(Λˆ)
RMSE(Mˆ)
. The different
plots represent different levels of censoring. J = 5. The three levels of censoring are: little (C = 10),
mild (C = 5) and significant (C = 2).
Figure 3.6: Ratio vs various sets of values of Cij . We have J = 15. The ranges of values of Cij are
grouped in four sets. Each set is colored differently. For instance, the red dots indicate Cij values in the
ranges 15− 25, 20− 25 and 25 (constant).
a constant. This helps us anticipate that if we know the stocking levels vary greatly
across locations and time then we can expect a loss of precision in estimating the true
parameters, as one might expect. In other words, more structure, i.e. constant Cij ,∀i, j,
leads to more precise estimates.
For completeness, we observe the same effects if we allow the scaling constants to vary
randomly for each store i and time j. The larger the variation among the scaling
constants, the less structure there is to exploit, and that leads to worse estimates.
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Figure 3.7: RMSE(Λˆ) vs p for the Poisson parameters being chosen randomly and with the structure
imposed in our model. J = 15 and Cij = 30 for all i and j.
 3.5.5 The effect of structure
The premise of our work is that the imposition of some structure allows us to estimate the
true demand parameters better. We confirm that by comparing the case of allowing the
parameters, λij , to be chosen randomly to the case of choosing λij in manner outlined in
earlier in Section 3.5.1. Figure 3.7 confirms that our premise is sound by demonstrating
that the imposition of structure allows better estimation of the true parameters.
 3.6 Case Study: Walmart
After extensive simulated experiments, we turn our attention to a real-world dataset.
Our goal is to use actual sales data from several stores across time for a product or type
of products and learn the true parameters of demand for each location and instance
of time. To that end, we use the Walmart sales data made available by Kaggle Kaggle
(2014). The dataset provides sales data for 45 stores located across different geographical
regions. Each store provides weekly sales data for up to 100 departments for 143 weeks
(Feb 5, 2010 - Oct 26, 2012). As such, consider the sales data for each department
to be a 45 x 143 matrix of observations. Several department matrices have missing
data/information.
As is typical for real-world settings, we are unaware of the true demand generating
distributions and stocking levels at each store location and instance of time. This
information is not provided with the dataset either. Therefore, we have no definitive
way to evaluate how our approach performs in determining the true demand function
parameters. To this end, we make certain assumptions and adopt heuristics to determine
the value of this exercise.
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 3.6.1 Modeling Assumptions
For a given department, we have a 45 x 143 matrix of observations, Y . For simplicity,
we firstly assume that there is little to no censoring, i.e. Cij >> Yij for all i, j. We
relax this condition later to study the impacts of induced (artificial) censoring. Note
that we assume Yij ∼ Poisson(λij). We choose a probability of observation, p ∈ (0, 1],
which results in an observation matrix Xp. This allows us to learn the parameters λij
as detailed in Section 4.2.
 3.6.2 Learning parameters via De-noising
We use the observation matrix, Xp, from the Walmart sales dataset to determine the
parameters of the Poisson distributions, Yij . As mentioned earlier, we do not know
whether the true demand distributions are Poisson. However, we use our estimates λˆij
to evaluate the error between them and the actual demand observations, Yij .
Figure 3.8 shows the RMSE between the estimated means, λˆij and the actual observations
Yij . We vary the independent observation probability (horizontal axis) to see the effect
on the RMSE. The plot shows the RMSE computed across all the entries of the matrix
and also just for the hidden entries. It is clear that RMSE values are lower as p gets
higher. Given that the RMSE values are similar for both the entire matrix and for
the values that were hidden, there appears to be structure in the data which has been
exploited by our method. We call this property a de-noising effect because on average
our estimated means of the true demand are not too far off from the observations, on
average.
 3.6.3 Transformed Distribution of Observations: Gaussian
Thus far, we have established that our approach allows us to approximate the de-noising
of the data observations reasonably well, on average. However, we do not know the
true demand distributions. Therefore, one natural question is to evaluate how valid our
model assumption about the demand being a matrix of independent Poisson variables
with means λij really is. To that end, we use the bootstrap method to generate the
distribution of the following random variable:
W =
1
|S|
∑
ij∈S
(Yij−λˆij)√
1
(|S|)2
∑
ij∈S
λˆij
where S is a random sample of the indices of observation matrix Y and the estimated
mean matrix Λˆ.
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Figure 3.8: For the Walmart sales data across 45 stores and 143 weeks. Department = 79. The plot
shows RMSE(Λˆ) vs observation probability, p. The RMSE is obtained between the estimated λˆij and
the original observaions Y . We assume little to no-censoring. The plot is showing RMSE values for the
entire matrix Λˆ and also for only those values that were hidden (due to our choice of p).
If the entries in the matrix Y are indeed independent Poissons, we expect W to be
Normally distributed because for a Poisson random variable with mean λ, the variance is
also λ. Figure 3.9 shows that the histogram and the QQ-plot both show an approximately
Normal distribution of W. Both plots confirm a center to the right of 0 which suggests
that there is some censoring in the dataset (see Section 3.6.4). The QQ-plot shows that
the data points lie on the red straight line which confirms Normality with reference to
a Gaussian distribution with mean equal to the sample mean and standard deviation
equation to the sample mean’s standard deviation. Remarkably, this appears to suggest
that our assumption about the data being distributed as independent Poisson random
variables is the valid for this dataset.
 3.6.4 Estimated parameters as Lower bounds
Notice that while Figure 3.8 shows the RMSE decaying, it doesn’t reach zero. The
estimated parameters, λˆij , tend to be lower-bounds of the observations. Figure 3.10
shows this behavior via a comparison of the average of observations, 1NT
∑
i,j
Yij , and
the average of the estimated means, 1NT
∑
i,j
λˆij . This plot confirms the findings in the
RMSE plot in Figure 3.8 where the average of the estimated means approaches the
average of the observations as p increases. However, the estimated averages are always a
lower-bound on the averages of the observations. We find that this lower-bound behavior
holds across all departments in the Walmart dataset. This finding is useful because it
hints at the utility of this approach in planning exercises for retailers where conservative
estimates of the demand functions can be made by following the approach introduced
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Figure 3.9: For the Walmart sales data across 45 stores and 143 weeks. Department = 79. The
histogram on the left is generated by random sampling from the random variable W. The matrices
are sampled at random with an independent probability of selection, i.e. p < 1. On the the right is
a QQ-plot of the distribution of W against a Normal distribution with mean being the mean of the
samples of W and standard deviation of the samples of W.
Figure 3.10: For the Walmart sales data across 45 stores and 143 weeks. Department = 79. The
plot shows the comparison between the average of observations matrix and the average of the estimated
means. We assume no censoring. The observation probability, p, is varied (horizontal axis).
in this paper. Note also that the estimates could be improved with knowledge of the
actual stock levels, Cij , which were assumed to be practically infinite in this series of
experiments.
 3.6.5 Induced Censoring
Given that we have established that our assumption about the demand data being
Poisson is reasonable for the Walmart data, we next investigate whether the original
data parameters can be learned after some induced artificial censoring. We censor the
observations by choosing a stocking level, Cij , which is not as large as the one chosen in
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Figure 3.11: Mild induced censoring. For the Walmart sales data across 45 stores and 143 weeks.
Department = 79. The plot shows RMSE(Λˆ) vs p. The RMSE is obtained between the estimated Λˆ
and the original observations Y . We keep Cij = 0.4(maxi.j Yij) for all i, j. The plots show the RMSE
values for the entire matrix Λˆ and also for only those values that were hidden (due to our choice of p).
the experiments described earlier. Eventually, we learn the parameters λˆij as estimates
of the true demand distributions.
We choose mild and significant censoring. For the mild censoring situation we set
Cij = 0.4(maxi.j Yij) and significant censoring where we set Cij = 0.2(maxi.j Yij). The
stocking levels, Cij , are all set to the same value within each experiment. We note that
the mild censoring situation ends up censoring about 30% of the entries in the original
Walmart dataset, department 79. In the significant censoring case we notice about 66%
of the entries experiencing censoring. Figures 3.11 (mild-censoring) and 3.12 (significant
censoring) show the plots obtained for RMSE(Λˆ) with reference to the Walmart data
observations. Compare these plots to Figure 3.8, while noticing the scale differences on
the vertical axis, which shows the same plots for the situation with no censoring. As the
amount of (induced) censoring is increased the RMSE values increase confirming our
intuition from the simulated experiments that the estimates get worse with censoring.
 3.7 Discussion
Estimation of true demand parameters from noisy, incomplete and censored sales data
is a problem of significant interest. We present a novel approach to estimating the true
demand parameters from a single sample of a matrix of observations across N stores
and for T time periods. We assume that the demand at each location and time period
is distributed as a Poisson random variable. We model the demand with independent,
but not identical, Poisson random variables in a latent variable setting. This allows
us to present a spectral algorithm to estimate the true parameters from the matrix of
observations. Note that our approach is not restricted to Poisson random variables. See
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Figure 3.12: Significant induced censoring. For the Walmart sales data across 45 stores and 143
weeks. Department = 79. The plot shows RMSE(Λˆ) vs p. The RMSE is obtained between the estimated
Λˆ and the original observations Y . We keep Cij = 0.2(maxi.j Yij) for all i, j. The plots show the RMSE
values for the entire matrix Λˆ and also for only those values that were hidden (due to our choice of p).
Appendix A.1 for an example with a different distribution. However, if a practitioner’s
assumption about the true demand distribution is incorrect, the procedure suggested here
will produce an error quantifying which is not the subject of this work. We show that
our estimates for the censored means and the true demand parameters are consistent,
i.e. the average expected MSE → 0 as N,T →∞. Further, we show that as the degree
of censoring increases the estimates become poorer and establish this analytically and
with the help of simulations. Finally, we conduct a series of experiments on a real-world
dataset with Walmart’s sales data and conclude that our approach has great practical
value.
Chapter 4
Causal Inference: Robust Synthetic
Control
 4.1 Background
On November 8, 2016 in the aftermath of several high profile mass-shootings, voters in
California passed Proposition 63 in to law BallotPedia (2016). Prop. 63 “outlaw[ed]
the possession of ammunition magazines that [held] more than 10 rounds, requir[ed]
background checks for people buying bullets,” and was proclaimed as an initiative
for “historic progress to reduce gun violence” McGreevy (2016). Imagine that we
wanted to study the impact of Prop. 63 on the rates of violent crime in California.
Randomized control trials, such as A/B testings, have been successful in establishing
effects of interventions by randomly exposing segments of the population to various
types of interventions. Unfortunately, a randomized control trial is not applicable in this
scenario since only one California exists. Instead, a statistical comparative study could
be conducted where the rates of violent crime in California are compared to a “control”
state after November 2016, which we refer to as the post-intervention period. To reach
a statistically valid conclusion, however, the control state must be demonstrably similar
to California sans the passage of a Prop. 63 style legislation. In general, there may not
exist a natural control state for California, and subject-matter experts tend to disagree
on the most appropriate state for comparison.
As a suggested remedy to overcome the limitations of a classical comparative study
outlined above, Abadie et al. proposed a powerful, data-driven approach to construct a
“synthetic” control unit absent of intervention Abadie et al. (2010); Abadie and Gardeaz-
abal (2003); Abadie et al. (2011). In the example above, the synthetic control method
would construct a “synthetic” state of California such that the rates of violent crime
of that hypothetical state would best match the rates in California before the passage
of Prop. 63. This synthetic California can then serve as a data-driven counterfactual
for the period after the passage of Prop. 63. Abadie et al. propose to construct such
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a synthetic California by choosing a convex combination of other states (donors) in
the United States. For instance, synthetic California might be 80% like New York and
20% like Massachusetts. This approach is nearly entirely data-driven and appeals to
intuition. For optimal results, however, the method still relies on subjective covariate
information, such as employment rates, and the presence of domain “experts” to help
identify a useful subset of donors. The approach may also perform poorly in the presence
of non-negligible levels of noise and missing data.
 4.1.1 Model
The data at hand is a collection of time series with respect to an aggregated metric of
interest (e.g. violent crime rates) comprised of both the treated unit and the donor pool
outcomes. Suppose we observe N ≥ 2 units across T ≥ 2 time periods. We denote T0 as
the number of pre-intervention periods with 1 ≤ T0 < T , rendering T − T0 as the length
of the post-intervention stage. Without loss of generality, let the first unit represent
the treatment unit – exposed to the intervention of interest at time t = T0 + 1. The
remaining donor units, 2 ≤ i ≤ N , are unaffected by the intervention for the entire time
period [T ] = {1, . . . , T}.
Let Xit denote the measured value of metric for unit i at time t. We posit
Xit = Mit + it, (1)
where Mit is the deterministic mean while the random variables it represent zero-mean
noise that are independent across i, t. Following the philosophy of latent variable models
Chatterjee (2015); Lee et al. (2016); Aldous (1981); Hoover (1979, 1981), we further
posit that for all 2 ≤ i ≤ N , t ∈ [T ]
Mit = f(θi, ρt), (2)
where θi ∈ Rd1 and ρt ∈ Rd2 are latent feature vectors capturing unit and time specific
information, respectively, for some d1, d2 ≥ 1; the latent function f : Rd1 × Rd2 → R
captures the model relationship. We note that this formulation subsumes popular
econometric factor models, such as the one presented in Abadie et al. (2010), as a special
case with (small) constants d1 = d2 and f as a bilinear function.
The treatment unit obeys the same model relationship during the pre-intervention period.
That is, for t ≤ T0
X1t = M1t + 1t, (3)
where M1t = f(θ1, ρt) for some latent parameter θ1 ∈ Rd1 . If unit one was never
exposed to the intervention, then the same relationship as (3) would continue to hold
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during the post-intervention period as well. In essence, we are assuming that the
outcome random variables for all unaffected units follow the model relationship defined
by (3) and (1). Therefore, the “synthetic control” would ideally help estimate the
underlying counterfactual means M1t = f(θ1, ρt) for T0 < t ≤ T by using an appropriate
combination of the post-intervention observations from the donor pool since the donor
units are immune to the treatment.
To render this feasible, we make the key operating assumption (as done similarly in
literature cf. Abadie et al. (2010, 2011); Abadie and Gardeazabal (2003)) that the
mean vector of the treatment unit over the pre-intervention period, i.e. the vector
M−1 = [M1t]t≤T0 , lies within the span of the mean vectors within the donor pool over the
pre-intervention period, i.e. the span of the donor mean vectors M−i = [Mit]2≤i≤N,t≤T0
1. More precisely, we assume there exists a set of weights β∗ ∈ RN−1 such that for all
t ≤ T0,
M1t =
N∑
i=2
β∗iMit. (4)
This is a reasonable and intuitive assumption, utilized in literature, hypothesizing that
the treatment unit can be modeled as some combination of the donor pool. In fact,
the set of weights β∗ are the very definition of a synthetic control. Note, however,
that in contrast to Abadie et al. (2010, 2011); Abadie and Gardeazabal (2003), we
do not constrain the weights to be non-negative and sum to 1. This may reduce
the interpretability of the synthetic control produced. We discuss ways to increase
interpretability using our method in Section 4.2.4.2.
In order to distinguish the pre- and post-intervention periods, we use the following
notation for all (donor) matrices: A = [A−,A+], where A− = [Aij ]2≤i≤N,j∈[T0] and
A+ = [Aij ]2≤i≤N,T0<j≤T denote the pre- and post-intervention submatrices, respectively;
vectors will be defined in the same manner, i.e. Ai = [A
−
i , A
+
i ], where A
−
i = [Ait]t∈[T0]
and A+i = [Ait]T0<t≤T denote the pre- and post-intervention subvectors, respectively, for
the ith donor. Moreover, we will denote all vectors related to the treatment unit with
the subscript “1”, e.g. A1 = [A
−
1 , A
+
1 ].
In contrast with the classical synthetic control work, we allow our model to be robust
to incomplete observations. To model randomly missing data, the algorithm observes
each data point Xit in the donor pool with probability p ∈ (0, 1], independently of all
other entries. While the assumption that p is constant across all rows and columns
of our observation matrix is standard in literature, our results remain valid even in
situations where the probability of observation is dependent on the row and column
1We note that this is a minor departure from the literature on synthetic control starting in Abadie
and Gardeazabal (2003) – in literature, the pre-intervention noisy observation (rather than the mean)
vector X1, is assumed to be a convex (rather than linear) combination of the noisy donor observations.
We believe our setup is more reasonable since we do not want to fit noise.
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latent parameters, i.e. pij = g(θi, ρj) ∈ (0, 1]. In such situations, pij can be estimated
as pˆij using consistent graphon estimation techniques described in a growing body of
literature, e.g. see Borgs et al. (2017); Chatterjee (2015); Wolfe and Olhede; Yang et al..
These estimates can then be used in our analysis presented in Section 4.3.
 4.2 Algorithm
 4.2.1 Intuition
We begin by exploring the intuition behind our proposed two-step algorithm: (1) de-
noising the data: since the singular values of our observation matrix,X = [Xit]2≤i≤N,t∈[T ],
encode both signal and noise, we aim to discover a low rank approximation ofX that only
incorporates the singular values associated with useful information; simultaneously, this
procedure will naturally impute any missing observations. We note that this procedure
is similar to the algorithm proposed in Chatterjee (2015). (2) learning β∗: using
the pre-intervention portion of the de-noised matrix, we learn the linear relationship
between the treatment unit and the donor pool prior to estimating the post-intervention
counterfactual outcomes. Since our objective is to produce accurate predictions, it is
not obvious why the synthetic treatment unit should be a convex combination of its
donor pool as assumed in Abadie et al. (2010); Abadie and Gardeazabal (2003); Abadie
et al. (2014). In fact, one can reasonably expect that the treatment unit and some of
the donor units may exhibit negative correlations with one another. In light of this
intuition, we learn the optimal set of weights via linear regression, allowing for both
positive and negative elements.
 4.2.2 Robust algorithm (algorithm 2)
We present the details of our robust method in Algorithm 2 below. The algorithm
utilizes two hyperparameters: (1) a thresholding hyperparameter µ ≥ 0, which serves
as a knob to effectively trade-off between the bias and variance of the estimator, and
(2) a regularization hyperameter η ≥ 0 that controls the model complexity. We discuss
the procedure for determining the hyperparameters in Section 4.2.4. To simplify the
exposition, we assume the entries of X are bounded by one in absolute value, i.e.
|Xit| ≤ 1.
 4.2.3 Bayesian algorithm: measuring uncertainty (algorithm 3)
In order to quantitatively assess the uncertainty of our model, we will transition from a
frequentist perspective to a Bayesian viewpoint. As commonly assumed in literature,
Algorithm 2 Robust synthetic control
Step 1. De-noising the data: singular value thresholding (inspired by
Chatterjee (2015)).
1. Define Y = [Yit]2≤i≤N,t∈[T ] with
Yit =
{
Xit if Xit is observed,
0 otherwise.
(5)
2. Compute the singular value decomposition of Y :
Y =
N−1∑
i=1
siuiv
T
i . (6)
3. Let S = {i : si ≥ µ} be the set of singular values above the threshold µ.
4. Define the estimator of M as
Mˆ =
1
pˆ
∑
i∈S
siuiv
T
i , (7)
where pˆ is the maximum of the fraction of observed entries in X and 1(N−1)T .
Step 2. Learning and projecting
1. For any η ≥ 0, let
βˆ(η) = arg min
v∈RN−1
∥∥∥Y −1 − (Mˆ−)T v∥∥∥2 + η‖v‖2. (8)
2. Define the counterfactual means for the treatment unit as
Mˆ1 = Mˆ
T βˆ(η). (9)
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we consider a zero-mean, isotropic Gaussian noise model (i.e. ∼N (0, σ2I)) and use
the square loss for our cost function. We present the Bayesian method as Algorithm 3.
Note that we perform step one of our robust algorithm exactly as in Algorithm 2; as a
result, we only detail the alterations of step two in the Bayesian version (Algorithm 3).
Algorithm 3 Bayesian robust synthetic control
Step 2. Learning and projecting
1. Estimate the noise variance via (bias-corrected) maximum likelihood, i.e.
σˆ2 =
1
T0 − 1
T0∑
t=1
(Y1t − Y¯ )2, (10)
where Y¯ denotes the pre-intervention sample mean.
2. Compute posterior distribution parameters for an appropriate choice of the prior α:
ΣD =
( 1
σˆ2
Mˆ−(Mˆ−)T + αI
)−1
(11)
βD =
1
σˆ2
ΣDMˆ
−Y −1 . (12)
3. Define the counterfactual means for the treatment unit as
Mˆ1 = Mˆ
TβD. (13)
4. For each time instance t ∈ [T ], compute the model uncertainty (variance) as
σ2D(Mˆ·,t) = σˆ
2 + MˆT·,tΣDMˆ·,t, (14)
where Mˆ·,t = [Mˆit]2≤i≤N is the de-noised vector of donor outcomes at time t.
 4.2.4 Algorithmic features: the fine print
 4.2.4.1 Bounded entries transformation
Several of our results, as well as the algorithm we propose, assume that the observation
matrix is bounded such that |Xit| ≤ 1. For any data matrix, we can achieve this by
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using the following pre-processing transformation: suppose the entries of X belong to an
interval [a, b]. Then, one can first pre-process the matrix X by subtracting (a+b)/2 from
each entry, and dividing by (b− a)/2 to enforce that the entries lie in the range [−1, 1].
The reverse transformation, which can be applied at the end of the algorithm description
above, returns a matrix with values contained in the original range. Specifically, the
reverse transformation equates to multiplying the end result by (b− a)/2 and adding by
(a+ b)/2.
 4.2.4.2 Solution interpretability
For the practitioner who seeks a more interpretable solution, e.g. a convex combination
of donors as per the original synthetic control estimator of Abadie et al. (2010, 2011);
Abadie and Gardeazabal (2003), we recommend using an `1-regularization penalty in
the learning procedure of step 2. Due to the geometry of LASSO, the resulting estimator
will often be a sparse vector; in other words, LASSO effectively performs model selection
and selects the most important donors that comprise the synthetic control. LASSO can
also be beneficial if the number of donors exceeds the number of pre-treatment time
periods. Specifically, for any η > 0, we define the LASSO estimator to be
βˆ(η) = arg min
v∈RN−1
∥∥∥Y −1 − (Mˆ−)T v∥∥∥2 + η‖v‖1.
For the purposes of this paper, we focus our attention on ridge regression and provide
theoretical results in Section 4.3 under the `2-regularization setting. However, a closer
examination of the LASSO estimator for synthetic control methods can be found in Li
and Bell (2017).
 4.2.4.3 Choosing the hyperparameters
Here, we discuss several approaches to choosing the hyperparameter µ for the singular
values; note that µ defines the set S that includes the singular values we wish to include
in the imputation procedure. If it is known a priori that the underlying model is low
rank with rank at most k, then it may make sense to choose µ such that |S| = k. A data
driven approach, however, could be implemented based on cross-validation. Precisely,
reserve a portion of the pre-intervention period for validation, and use the rest of the
pre-intervention data to produce an estimate βˆ(η) for each of the finitely many choices
of µ (s1, . . . , sN−1). Using each estimate βˆ(η), produce its corresponding treatment
unit mean vector over the validation period. Then, select the µ that achieves the
minimum MSE with respect to the observed data. Finally, Chatterjee (2015) provides
a universal approach to picking a threshold; similarly, we also propose another such
universal threshold, (18), in Section 4.3.1. We utilize the data driven approach in our
experiments in this work.
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The regularization parameter, η, also plays a crucial role in learning the synthetic control
and influences both the training and generalization errors. As is often the case in model
selection, a popular strategy in estimating the ideal η is to employ cross-validation
as described above. However, since time-series data often have a natural temporal
ordering with causal effects, we also recommend employing the forward chaining strategy.
Although the forward chaining strategy is similar to leave-one-out (LOO) cross-validation,
an important distinction is that forward chaining does not break the temporal ordering
in the training data. More specifically, for a particular candidate of η at every iteration
t ∈ [T0], the learning process uses [Y11, . . . , Y1,t−1] as the training portion while reserving
Y1t as the validation point. As before, the average error is then computed and used to
evaluate the model (characterized by the choice of η). The forward chaining strategy
can also be used to learn the optimal µ.
 4.2.4.4 Scalability
In terms of scalability, the most computationally demanding procedure is that of
evaluating the singular value decomposition (SVD) of the observation matrix. Given
the ubiquity of SVD methods in the realm of machine learning, there are well-known
techniques that enable computational and storage scaling for SVD algorithms. For
instance, both Spark (through alternative least squares) and Tensor-Flow come with
built-in SVD implementations. As a result, by utilizing the appropriate computational
infrastructure, our de-noising procedure, and algorithm in generality, can scale quite
well. Also note that for a low rank structure, we typically only need to compute the top
few singular values and vectors. Various truncated-SVD algorithms provide resource-
efficient implementations to compute the top k singular values and vectors instead of
the complete-SVD.
 4.2.4.5 Low rank hypothesis
The factor models that are commonly used in the Econometrics literature, cf. Abadie
et al. (2010, 2011); Abadie and Gardeazabal (2003), often lead to a low rank structure for
the underlying mean matrix M . When f is nonlinear, M can still be well approximated
by a low rank matrix for a large class of functions. For instance, if the latent parameters
assumed values from a bounded, compact set, and if f was Lipschitz continuous, then it
can be argued that M is well approximated by a low rank matrix, cf. see Chatterjee
(2015) for a very simple proof. As the reader will notice, while we establish results
for low rank matrix, the results of this work are robust to low rank approximations
whereby the approximation error can be viewed as “noise”. Lastly, as shown in Udell
and Townsend (2017), many latent variable models can be well approximated (up to
arbitrary accuracy ) by low rank matrices. Specifically, Udell and Townsend (2017)
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shows that the corresponding low rank approximation matrices associated with “nice”
functions (e.g. linear functions, polynomials, kernels, etc.) are of log-rank.
 4.2.4.6 Covariate information
Although the algorithm does not appear to rely on any helpful covariate information
and the experimental results, presented in Section 4.4, suggest that it performs on
par with that of the original synthetic control algorithm, we want to emphasize that
we are not suggesting that practitioners should abandon the use of any additional
covariate information or the application of domain knowledge. Rather, we believe
that our key algorithmic feature – the de-noising step – may render covariates and
domain expertise as luxuries as opposed to necessities for many practical applications.
If the practitioner has access to supplementary predictor variables, we propose that
step one of our algorithm be used as a pre-processing routine for de-noising the data
before incorporating additional information. Moreover, other than the obvious benefit of
narrowing the donor pool, domain expertise can also come in handy in various settings,
such as determining the appropriate method for imputing the missing entries in the
data. For instance, if it is known a priori that there is a trend or periodicity in the time
series evolution for the units, it may behoove the practitioner to impute the missing
entries using “nearest-neighbors” or linear interpolation.
 4.3 Theoretical Results
In this section, we derive the finite sample and asymptotic properties of the estimators
Mˆ and Mˆ1. We begin by defining necessary notations and recalling a few operating
assumptions prior to presenting the results, with the corresponding proofs relegated
to the Appendix. To that end, we re-write (1) in matrix form as X = M + E,
where E = [it]2≤i≤N,t∈[T ] denotes the noise matrix. We shall assume that the noise
parameters it are independent zero-mean random variables with bounded second
moments. Specifically, for all 2 ≤ i ≤ N, t ∈ [T ],
E[it] = 0, and Var(it) ≤ σ2. (15)
We shall also assume that the treatment unit noise in (3) obeys (15). Further, we
assume the relationship in (4) holds. To simplify the following exposition, we assume
that |Mij | ≤ 1 and |Xij | ≤ 1.
As previously discussed, we evaluate the accuracy of our estimated means for the treat-
ment unit with respect to the deviation between Mˆ1 and M1 measured in `2-norm,
and similarly between Mˆ and M . Additionally, we aim to establish the validity of
our pre-intervention linear model assumption (cf. (4)) and investigate how the linear
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relationship translates over to the post-intervention regime, i.e. if M−1 = (M
−)Tβ∗ for
some β∗, does M+1 (approximately) equal to (M
+)Tβ∗? If so, under what conditions?
We present our results for the above aspects after a brief motivation of `2 regularization.
Combatting overfitting. One weapon to combat overfitting is to constrain the learning
algorithm to limit the effective model complexity by fitting the data under a simpler
hypothesis. This technique is known as regularization, and it has been widely used in
practice. To employ regularization, we introduce a complexity penalty term into the
objective function (8). For a general regularizer, the objective function takes the form
βˆ(η) = arg min
v∈RN−1
∥∥∥Y −1 − (Mˆ−)T v∥∥∥2 + η N−1∑
j=1
|vj |q, (16)
for some choice of positive constants η and q. The first term measures the empirical
error of the model on the given dataset, while the second term penalizes models that are
too “complex” by controlling the “smoothness” of the model in order to avoid overfitting.
In general, the impact/trade-off of regularization can be controlled by the value of the
regularization parameter η. Via the use of Lagrange multipliers, we note that minimizing
(16) is equivalent to minimizing (8) subject to the constraint that
N−1∑
j=1
|vj |q ≤ c,
for some appropriate value of c. When q = 2, (16) corresponds to the classical setup
known as ridge regression or weight decay. The case of q = 1 is known as the LASSO
in the statistics literature; the `1-norm regularization of LASSO is a popular heuristic
for finding a sparse solution. In either case, incorporating an additional regularization
term encourages the learning algorithm to output a simpler model with respect to some
measure of complexity, which helps the algorithm avoid overfitting to the idiosyncrasies
within the observed dataset. Although the training error may suffer from the simpler
model, empirical studies have demonstrated that the generalization error can be greatly
improved under this new setting. Throughout this section, we will primarily focus our
attention on the case of q = 2, which maintains our learning objective to be (convex)
quadratic in the parameter v so that its exact minimizer can be found in closed form:
βˆ(η) =
(
Mˆ−(Mˆ−)T + ηI
)−1
Mˆ−Y −1 . (17)
 4.3.1 Imputation analysis
In this section, we highlight the importance of our de-noising procedure and prescribe a
universal threshold (similar to that of Chatterjee (2015)) that dexterously distinguishes
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signal from noise, enabling the algorithm to capture the appropriate amount of useful
information (encoded in the singular values of Y ) while discarding out the randomness.
Due to its universality, the threshold naturally adapts to the amount of structure within
M in a purely data-driven manner. Specifically, for any choice of ω ∈ (0.1, 1), we find
that choosing
µ = (2 + ω)
√
T (σˆ2pˆ+ pˆ(1− pˆ)), (18)
results in an estimator with strong theoretical properties for both interpolation and
extrapolation (discussed in Section 4.3.2). Here, pˆ and σˆ2 denote the unbiased maximum
likelihood estimates of p and σ2, respectively, and can be computed via (7) and (10).
The following Theorems (adapted from Theorems 2.1 and 2.7 of Chatterjee (2015))
demonstrate that Step 1 of our algorithm (detailed in Section 4.2.2) accurately imputes
missing entries within our data matrix X when the signal matrix M is either low rank
or generated by an L-Lipschitz function. In particular, Theorems 4.3.1 and 4.3.2 state
that Step 1 produces a consistent estimator of the underlying mean matrix M with
respect to the (matrix) mean-squared-error, which is defined as
MSE(Mˆ) =
1
(N − 1)T E
[ N∑
i=2
T∑
j=1
(Mˆij −Mij)2
]
. (19)
We say that Mˆ is a consistent estimator of M if the right-hand side of (19) converges
to zero as N and T grow without bound.
The following theorem demonstrates that Mˆ is a good estimate of M when M is a low
rank matrix, particularly when the rank of M is small compared to (N − 1)p.
Theorem 4.3.1. (Theorem 2.1 of Chatterjee (2015)) Suppose that M is rank k.
Suppose that p ≥ T−1+ζ
σ2+1
for some ζ > 0. Then using µ as defined in (18),
MSE(Mˆ) ≤ C1
√
k
(N − 1)p +O
( 1
(N − 1)T
)
, (20)
where C1 is a universal positive constant.
Suppose that the latent row and column feature vectors, {θi} and {ρj}, belong to
some bounded, closed sets K ⊂ Rd, where d is some arbitrary but fixed dimension.
If we assume f : K ×K → [−1, 1] possesses desirable smoothness properties such as
Lipschitzness, then Mˆ is again a good estimate of M .
Theorem 4.3.2. (Theorem 2.7 of Chatterjee (2015)) Suppose f is a L-Lipschitz
function. Suppose that p ≥ T−1+ζ
σ2+1
for some ζ > 0. Then using µ as defined in (18),
MSE(Mˆ) ≤ C(K, d,L)(N − 1)
− 1
d+2
√
p
+O
( 1
(N − 1)T
)
, (21)
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where C(K, d,L) is a constant depending on K, d, and L.
It is important to observe that the models under consideration for both Theorems 4.3.1
and 4.3.2 encompass the mean matrices, M , generated as per many of the popular
Econometric factor models often considered in literature and assumed in practice.
Therefore, de-noising the data serves as an important imputing and filtering procedure
for a wide array of applications.
 4.3.2 Forecasting analysis: pre-intervention regime
Similar to the setting for interpolation, the prediction performance metric of interest is
the average mean-squared-error in estimating M−1 using Mˆ
−
1 . Precisely, we define
MSE(Mˆ−1 ) =
1
T0
E
[ T0∑
t=1
(M1t − Mˆ1t)2
]
. (22)
If the right-hand side of (31) approaches zero in the limit as T0 grows without bound,
then we say that Mˆ−1 is a consistent estimator of M
−
1 (note that our analysis here
assumes that only T0 →∞).
In what follows, we first state the finite sample bound on the average MSE between Mˆ−1
and M−1 for the most generic setup (Theorem 4.3.3). As a main Corollary of the result,
we specialize the bound in the case where we use our prescribed universal threshold.
Finally, we discuss a minor variation of the algorithm where the data is pre-processed,
and specialize the above result to establish the consistency of our estimator (Theorem
4.3.4).
 4.3.2.1 General result
We provide a finite sample error bound for the most generic setting, i.e. for any choice
of the threshold, µ, and regularization hyperparameter, η.
Theorem 4.3.3. Let S denote the set of singular values included in the imputation
procedure, i.e., the set of singular values greater than µ. Then for any η ≥ 0 and µ ≥ 0,
the pre-intervention error of the algorithm can be bounded as
MSE(Mˆ−1 ) ≤
C1
p2T0
E
(
λ∗ + ‖Y − pM‖+ ∥∥(pˆ− p)M−∥∥)2 + 2σ2|S|
T0
+
η‖β∗‖2
T0
+ C2e
−cp(N−1)T .
(23)
Here, λ1, . . . , λN−1 are the singular values of pM in decreasing order and repeated by
multiplicities, with λ∗ = maxi/∈S λi; C1, C2 and c are universal positive constants.
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Bias-variance tradeoff. Let us interpret the result by parsing the terms in the error
bound. The last term decays exponentially with (N − 1)T , as long as the fraction of
observed entries is such that, on average, we see a super-constant number of entries,
i.e. p(N − 1)T  1. More interestingly, the first two terms highlight the “bias-variance
tradeoff” of the algorithm with respect to the singular value threshold µ. Precisely, the
size of the set S increases with a decreasing value of the hyperparameter µ, causing
the second error term to increase. Simultaneously, however, this leads to a decrease
in λ∗. Note that λ∗ denotes the aspect of the “signal” within the matrix M that is
not captured due to the thresholding through S. On the other hand, the second term,
|S|σ2/T0, represents the amount of “noise” captured by the algorithm, but wrongfully
interpreted as a signal, during the thresholding process. In other words, if we use a large
threshold, then our model may fail to capture pertinent information encoded in M ; if
we use a small threshold, then the algorithm may overfit the spurious patterns in the
data. Thus, the hyperparameter µ provides a way to trade-off “bias” (first term) and
“variance” (second term).
 4.3.2.2 Goldilocks principle: a universal threshold
Using the universal threshold defined in (18), we now highlight the prediction power
of our estimator for any choice of η, the regularization hyperparameter. As described
in Section 4.3.1, the prescribed threshold automatically captures the “correct” level
of information encoded in the (noisy) singular values of Y in a data-driven manner,
dependent on the structure of M . However, unlike the statements in Theorems 4.3.1
and 4.3.2, the following bound does not require M to be low rank or f to be Lipschitz.
Corollary 4.3.1. Suppose p ≥ T−1+ζ
σ2+1
for some ζ > 0. Let T ≤ αT0 for some constant
α > 1. Then for any η ≥ 0 and using µ as defined in (18), the pre-intervention error is
bounded above by
MSE(Mˆ−1 ) ≤
C1
p
(σ2 + (1− p)) +O(1/
√
T0), (24)
where C1 is a universal positive constant.
As an implication, if p = (1 + ϑ)
√
T0/(1 +
√
T0) and σ
2 ≤ ϑ, we have that MSE(Mˆ−1 ) =
O(1/√T0). More generally, Corollary 4.3.1 shows that by adroitly capturing the signal,
the resulting error bound simply depends on the variance of the noise terms, σ2, and
the error introduced due to missing data. Ideally, one would hope to overcome the error
term when T0 is sufficiently large. This motivates the following setup.
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 4.3.2.3 Consistency
We present a straightforward pre-processing step that leads to the consistency of our
algorithm. The pre-processing step simply involves replacing the columns of X by the
averages of subsets of its columns. This admits the same setup as before, but with the
variance for each noise term reduced. An implicit side benefit of this approach is that
required SVD step in the algorithm is now applied to a matrix of smaller dimensions.
To begin, partition the T0 columns of the pre-intervention data matrix X
− into ∆ blocks,
each of size τ = bT0/∆c except potentially the last block, which we shall ignore for
theoretical purposes; in practice, however, the remaining columns can be placed into
the last block. Let Bj = {(j − 1)τ + ` : 1 ≤ ` ≤ τ} denote the column indices of X−
within partition j ∈ [∆]. Next, we replace the τ columns within each partition by their
average, and thus create a new matrix, X¯−, with ∆ columns and N − 1 rows. Precisely,
X¯− = [X¯ij ]2≤i≤N,j∈[∆] with
X¯ij =
1
τ
∑
t∈Bj
Xit ·Dit, (25)
where
Dit =
{
1 if Xit is observed,
0 otherwise.
For the treatment row, let X¯1j =
pˆ
τ
∑
t∈Bj X1t for all j ∈ [∆]2.
Let M¯− = [M¯ij ]2≤i≤N,j∈[∆] with
M¯ij = E[X¯ij ] =
p
τ
∑
t∈Bj
Mit. (26)
We apply the algorithm to X¯− to produce the estimate ˆ¯M− of M¯−, which is sufficient
to produce βˆ(η). This βˆ(η) can be used to produce the post-intervention synthetic
control means Mˆ+1 = [Mˆ1t]T0<t≤T in a similar manner as before
3: for T0 < t ≤ T ,
Mˆ1t =
N∑
i=2
βˆi(η)Xit. (27)
For the pre-intervention period, we produce the estimator ˆ¯M−1 = [
ˆ¯M1j ]j∈[∆]: for j ∈ [∆],
ˆ¯M1j =
N∑
i=2
βˆi(η)
ˆ¯Mij . (28)
2Although the statement in Theorem 4.3.4 assumes that an oracle provides the true p, we prescribe
practitioners to use pˆ since pˆ converges to p almost surely by the Strong Law of Large Numbers.
3In practice, one can first de-noise X+ via step one of Section 4.2, and use the entries of Mˆ+ in (27).
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Our measure of estimation error is defined as
MSE( ˆ¯M−1 ) =
1
∆
E
[ ∆∑
j=1
(M¯1j − ˆ¯M1j)2
]
. (29)
For simplicity, we will analyze the case where each block contains at least one entry
such that X¯− is completely observed. We now state the following result.
Theorem 4.3.4. Fix any γ ∈ (0, 1/2) and ω ∈ (0.1, 1). Let ∆ = T
1
2
+γ
0 and µ =
(2 + ω)
√
T 2γ0 (σˆ
2pˆ+ pˆ(1− pˆ)). Suppose p ≥ T
−2γ
0
σ2+1
is known. Then for any η ≥ 0,
MSE( ˆ¯M−1 ) = O(T−1/2+γ0 ). (30)
We note that the method of (Abadie and Gardeazabal, 2003, Sec 2.3) learns the weights
(here βˆ(0)) by pre-processing the data. One common pre-processing proposal is to
also aggregate the columns, but the aggregation parameters are chosen by solving an
optimization problem to minimize the resulting prediction error of the observations. In
that sense, the above averaging of column is a simple, data agnostic approach to achieve
a similar effect, and potentially more effectively.
 4.3.3 Forecasting analysis: post-intervention regime
For the post-intervention regime, we consider the average root-mean-squared-error in
measuring the performance of our algorithm. Precisely, we define
RMSE(Mˆ+1 ) =
1√
T − T0
E
[( T∑
t>T0
(M1t − Mˆ1t)2
)1/2]
. (31)
The key assumption of our analysis is that the treatment unit signal can be written as a
linear combination of donor pool signals. Specifically, we assume that this relationship
holds in the pre-intervention regime, i.e. M−1 = (M
−)Tβ∗ for some β∗ ∈ RN−1 as stated
in (4). However, the question still remains: does the same relationship hold for the
post-intervention regime and if so, under what conditions does it hold? We state a
simple linear algebraic fact to this effect, justifying the approach of synthetic control. It
is worth noting that this important aspect has been amiss in the literature, potentially
implicitly believed or assumed starting in the work by Abadie and Gardeazabal (2003).
Theorem 4.3.5. Let (4) hold for some β∗. Let rank(M−) = rank(M). Then M+1 =
(M+)Tβ∗.
If we assume that the linear relationship prevails in the post-intervention period, then
we arrive at the following error bound.
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Theorem 4.3.6. Suppose p ≥ T−1+ζ
σ2+1
for some ζ > 0. Suppose
∥∥∥βˆ(η)∥∥∥
∞
≤ ψ for some
ψ > 0. Let α′T0 ≤ T ≤ αT0 for some constants α′, α > 1. Then for any η ≥ 0 and using
µ as defined in (18), the post-intervention error is bounded above by
RMSE(Mˆ+1 ) ≤
C1√
p
(σ2 + (1− p))1/2 + C2‖M‖√
T0
· E
∥∥∥βˆ(η)− β∗∥∥∥+O(1/√T0),
where C1 and C2 are universal positive constants.
Benefits of regularization. In order to motivate the use of regularization, we an-
alyze the error bounds of Theorems 4.3.3 and 4.3.6 to observe how the pre- and
post-intervention errors react to regularization. As seen from Theorem 4.3.3, the pre-
intervention error increases linearly with respect to the choice of η. Intuitively, this
increase in pre-intervention error derives from the fact that regularization reduces the
model complexity, which biases the model and handicaps its ability to fit the data. At
the same time, by restricting the hypothesis space and controlling the “smoothness” of
the model, regularization prevents the model from overfitting to the data, which better
equips the model to generalize to unseen data. Therefore, a larger value of η reduces
the post-intervention error. This can be seen by observing the second error term of
Theorem 4.3.6, which is controlled by the expression
∥∥∥βˆ(η)− β∗∥∥∥. In words, this error
is a function of the learning algorithm used to estimate β∗. Interestingly, Farebrother
(1976) demonstrates that there exists an η > 0 such that
MSE(βˆ(η)) ≤ MSE(βˆ(0)),
without any assumptions on the rank of Mˆ−. In other words, Farebrother (1976)
demonstrates that regularization can decrease the MSE between βˆ(η) and the true
β∗, thus reducing the overall error. Ultimately, employing ridge regression introduces
extraneous bias into our model, yielding a higher pre-intervention error. In exchange,
regularization reduces the post-intervention error (due to smaller variance).
 4.3.4 Bayesian analysis
We now present a Bayesian treatment of synthetic control. By operating under a
Bayesian framework, we allow practitioners to naturally encode domain knowledge into
prior distributions while simultaneously avoiding the problem of overfitting. In addition,
rather than making point estimates, we can now quantitatively express the uncertainty
in our estimates with posterior probability distributions.
We begin by treating β∗ as a random variable as opposed to an unknown constant. In
this approach, we specify a prior distribution, p(β), that expresses our apriori beliefs
and preferences about the underlying parameter (synthetic control). Given some new
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observation for the donor units, our goal is to make predictions for the counterfactual
treatment unit on the basis of a set of pre-intervention (training) data. For the moment,
let us assume that the noise parameter σ2 is a known quantity and that the noise is
drawn from a Gaussian distribution with zero-mean; similarly, we temporarily assume
M− is also given. Let us denote the vector of donor estimates as M·t = [Mit]2≤i≤N ; we
define X·t similarly. Denoting the pre-intervention data as D = {(Y1t,M·t) : t ∈ [T0]},
the likelihood function p(Y −1 | β,M−) is expressed as
p(Y −1 | β,Mˆ−) = N ((M−)Tβ, σ2I), (32)
an exponential of a quadratic function of β. The corresponding conjugate prior, p(β),
is therefore given by a Gaussian distribution, i.e. β ∼N (β | β0,Σ0) with mean β0 and
covariance Σ0. By using a conjugate Gaussian prior, the posterior distribution, which
is proportional to the product of the likelihood and the prior, will also be Gaussian.
Applying Bayes’ Theorem (derivation unveiled below in Section A.9 in the Appendix,
we have that the posterior distribution is p(β |D) = N (βD,ΣD) where
ΣD =
(
Σ−10 +
1
σ2
M−(M−)T
)−1
(33)
βD = ΣD
(
1
σ2
M−Y −1 + Σ
−1
0 β0
)
. (34)
For the remainder of this section, we shall consider a popular form of the Gaussian prior.
In particular, we consider a zero-mean isotropic Gaussian with the following parameters:
β0 = 0 and Σ0 = α
−1I for some choice of α > 0. Since M− is unobserved by the
algorithm, we use the estimated Mˆ−, computed as per step one of Section 4.2, as a
proxy; therefore, we redefine our data as D = {(Y1t, Mˆ·t) : t ∈ [T0]}. Putting everything
together, we have that p(β |D) = N (βD,ΣD) whereby
ΣD =
(
αI +
1
σ2
Mˆ−(Mˆ−)T
)−1
(35)
βD =
1
σ2
ΣDMˆ
−Y −1 (36)
=
1
σ2
(
1
σ2
Mˆ−(Mˆ−)T + αI
)−1
Mˆ−Y −1 . (37)
 4.3.4.1 Maximum a posteriori (MAP) estimation
By using the zero-mean, isotropic Gaussian conjugate prior, we can derive a point
estimate of β∗ by maximizing the log posterior distribution, which we will show is
equivalent to minimizing the regularized objective function of (8) for a particular choice
of η. In essence, we are determining the optimal βˆ by finding the most probable value
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of β∗ given the data and under the influence of our prior beliefs. The resulting estimate
is known as the maximum a posteriori (MAP) estimate.
We begin by taking the log of the posterior distribution, which gives the form
ln p(β |D) = − 1
2σ2
∥∥∥Y −1 − (Mˆ−)Tβ∥∥∥2 − α2 ‖β‖2 + const.
Maximizing the above log posterior then equates to minimizing the quadratic regularized
error (8) with η = ασ2. We define the MAP estimate, βˆMAP, as
βˆMAP = arg max
β∈RN−1
ln p(β |D)
= arg min
β∈RN−1
1
2
∥∥∥Y −1 − (Mˆ−)Tβ∥∥∥2 + ασ22 ‖β‖2
=
(
Mˆ−(Mˆ−)T + ασ2I
)−1
Mˆ−Y −1 . (38)
With the MAP estimate at hand, we then make predictions of the counterfactual as
Mˆ1 = Mˆ
T βˆMAP. (39)
Therefore, we have seen that the MAP estimation is equivalent to ridge regression since
the introduction of an appropriate prior naturally induces the additional complexity
penalty term.
 4.3.4.2 Fully Bayesian treatment
Although we have treated β∗ as a random variable attached with a prior distribution,
we can venture beyond point estimates to be fully Bayesian. In particular, we will make
use of the posterior distribution over β∗ to marginalize over all possible values of β∗
in evaluating the predictive distribution over Y −1 . We will decompose the regression
problem of predicting the counterfactual into two separate stages: the inference stage
in which we use the pre-intervention data to learn the predictive distribution (defined
shortly), and the subsequent decision stage in which we use the predictive distribution to
make estimates. By separating the inference and decision stages, we can readily develop
new estimators for different loss functions without having to relearn the predictive
distribution, providing practitioners tremendous flexibility with respect to decision
making.
Let us begin with a study of the inference stage. We evaluate the predictive distribution
over Y1t, which is defined as
p(Y1t | Mˆ·t, D) =
∫
p(Y1t | Mˆ·t, β) p(β |D) dβ
= N (MˆT·t βD, σ2D), (40)
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where
σ2D = σ
2 + MˆT·,tΣDMˆ·,t. (41)
Note that p(β |D) is the posterior distribution over the synthetic control parameter
and is governed by (35) and (37). With access to the predictive distribution, we move
on towards the decision stage, which consists of determining a particular estimate Mˆ1t
given a new observation vector X·t (used to determine Mˆ·t). Consider an arbitrary loss
function L(Y1t, g(Mˆ·t)) for some function g. The expected loss is then given by
E[L] =
∫ ∫
L(Y1t, g(Mˆ·t)) · p(Y1t, Mˆ·t) dY1t dMˆ·t
=
∫ (∫
L(Y1t, g(Mˆ·t)) · p(Y1t | Mˆ·t) dY1t
)
p(Mˆ·t) dMˆ·t, (42)
and we choose our estimator gˆ(·) as the function that minimizes the average cost, i.e.,
gˆ(·) = arg min
g(·)
E[L(Y1t, g(Mˆ·t))]. (43)
Since p(Mˆ·t) ≥ 0, we can minimize (42) by selecting gˆ(Mˆ·t) to minimize the term within
the parenthesis for each individual value of Y1t, i.e.,
Mˆ1t = gˆ(Mˆ·t)
= arg min
g(·)
∫
L(Y1t, g(Mˆ·t)) · p(Y1t | Mˆ·t) dY1t. (44)
As suggested by (44), the optimal estimate Mˆ1t for a particular loss function depends
on the model only through the predictive distribution p(Y1t | Mˆ·t, D). Therefore, the
predictive distribution summarizes all of the necessary information to construct the
desired Bayesian estimator for any given loss function L.
 4.3.4.3 Bayesian least-squares estimate
We analyze the case for the squared loss function (MSE), a common cost criterion for
regression problems. In this case, we write the expected loss as
E[L] =
∫ (∫
(Y1t − g(Mˆ·t))2 · p(Y1t | Mˆ·t) dY1t
)
p(Mˆ·t) dMˆ·t.
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Under the MSE cost criterion, the optimal estimate is the mean of the predictive
distribution, also known as the Bayes’ least-squares (BLS) estimate:
Mˆ1t = E[Y1t | Mˆ·t, D]
=
∫
Y1t p(Y1t | Mˆ·t, D)dY1t
= MˆT·t βD. (45)
Remark 4.3.6.1. Since the noise variance σ2 is usually unknown in practice, we can
introduce another conjugate prior distribution p(β, 1/σ2) given by the Gaussian-gamma
distribution. This prior yields a Student’s t-distribution for the predictive probability
distribution. Alternatively, one can estimate σ2 via (10).
 4.4 Experiments
We begin by exploring two real-world case studies discussed in Abadie et al. (2010, 2011);
Abadie and Gardeazabal (2003) that demonstrate the ability of the original synthetic
control’s algorithm to produce a reliable counterfactual reality. We use the same case-
studies to showcase the “robustness” property of our proposed algorithm. Specifically,
we demonstrate that our algorithm reproduces similar results even in presence of missing
data, and without knowledge of the extra covariates utilized by prior works. We find
that our approach, surprisingly, also discovers a few subtle effects that seem to have
been overlooked in prior studies. In the following empirical studies, we will employ three
different learning procedures as described in the robust synthetic control algorithm: (1)
linear regression (η = 0), (2) ridge regression (η > 0), and (3) LASSO (ζ > 0).
As described in Abadie et al. (2010, 2011, 2014), the synthetic control method allows
a practitioner to evaluate the reliability of his or her case study results by running
placebo tests. One such placebo test is to apply the synthetic control method to a donor
unit. Since the control units within the donor pool are assumed to be unaffected by the
intervention of interest (or at least much less affected in comparison), one would expect
that the estimated effects of intervention for the placebo unit should be less drastic
and divergent compared to that of the treated unit. Ideally, the counterfactuals for
the placebo units would show negligible effects of intervention. Similarly, one can also
perform exact inferential techniques that are similar to permutation tests. This can be
done by applying the synthetic control method to every control unit within the donor
pool and analyzing the gaps for every simulation, and thus providing a distribution of
estimated gaps. In that spirit, we present the resulting placebo tests (for only the case
of linear regression) for the Basque Country and California Prop. 99 case studies below
to assess the significance of our estimates.
We will also analyze both case studies under a Bayesian setting. From our results, we
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(a) Eigenspectrum of Basque data. (b) Eigenspectrum of California data.
Figure 4.1: Eigenspectrum
see that our predictive uncertainty, captured by the standard deviation of the predictive
distribution, is influenced by the number of singular values used in the de-noising process.
Therefore, we have plotted the eigenspectrum of the two case study datasets below.
Clearly, the bulk of the signal contained within the datasets is encoded into the top few
singular values – in particular, the top two singular values. Given that the validation
errors computed via forward chaining are nearly identical for low-rank settings (with the
exception of a rank-1 approximation), we shall use a rank-2 approximation of the data
matrix. In order to exhibit the role of thresholding in the interplay between bias and
variance, we also plot the cases where we use threshold values that are too high (bias)
or too low (variance). For each figure, the dotted blue line will represent our posterior
predictive means while the shaded light blue region spans one standard deviation on
both sides of the mean. As we shall see, our predictive uncertainty is smallest in the
neighborhood around the pre-intervention period. However, the level of uncertainty
increases as we deviate from the the intervention point, which appeals to our intuition.
In order to choose an appropriate choice of the prior parameter α, we first use forward-
chaining for the ridge regression setting to find the optimal regularization hyperparameter
η. By observing the expressions of (17) and (38), we see that η = ασ2 since ridge
regression is closely related to MAP estimation for a zero-mean, isotropic Gaussian prior.
Consequently, we choose α = η/σˆ2 where η is the value obtained via forward chaining.
 4.4.1 Basque Country
The goal of this case-study is to investigate the effects of terrorism on the economy of
Basque Country using the neighboring Spanish regions as the control group. In 1968,
the first Basque Country victim of terrorism was claimed; however, it was not until the
mid-1970s did the terrorist activity become more rampant Abadie and Gardeazabal
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(2003). To study the economic ramifications of terrorism on Basque Country, we only
use as data the per-capita GDP (outcome variable) of 17 Spanish regions from 1955-1997.
We note that in Abadie and Gardeazabal (2003), 13 additional predictor variables for
each region were used including demographic information pertaining to one’s educational
status, and average shares for six industrial sectors.
Results. Figure 4.2a shows that our method (for all three estimators) produces a very
similar qualitative synthetic control to the original method even though we do not utilize
additional predictor variables. Specifically, the synthetic control resembles the observed
GDP in the pre-treatment period between 1955-1970. However, due to the large-scale
terrorist activity in the mid-70s, there is a noticeable economic divergence between the
synthetic and observed trajectories beginning around 1975. This deviation suggests that
terrorist activity negatively impacted the economic growth of Basque Country.
One subtle difference between our synthetic control – for the case of linear and ridge
regression – and that of Abadie and Gardeazabal (2003) is between 1970-75: our approach
suggests that there was a small, but noticeable economic impact starting just prior
to 1970, potentially due to first terrorist attack in 1968. Notice, however, that the
original synthetic control of Abadie and Gardeazabal (2003) diverges only after 1975.
Our LASSO estimator’s trajectory also agrees with that of the original synthetic control
method’s, which is intuitive since both estimators seek sparse solutions.
To study the robustness of our approach with respect to missing entries, we discard
each data point uniformly at random with probability 1− p. The resulting control for
different values of p is presented in Figure 4.2b suggesting the robustness of our (linear)
algorithm. Finally, we produce Figure 4.2c by applying our algorithm without the
de-noising step. As evident from the Figure, the resulting predictions suffer drastically,
reinforcing the value of de-noising. Intuitively, using an appropriate threshold µ equates
to selecting the correct model complexity, which helps safeguard the algorithm from
potentially overfitting to the training data.
Placebo tests. We begin by applying our robust algorithm to the Spanish region of
Cataluna, a control unit that is not only similar to Basque Country, but also exposed
to a much lower level of terrorism Abadie et al. (2011). Observing both the synthetic
and observed economic evolutions of Cataluna in Figure 4.3a, we see that there is no
identifiable treatment effect, especially compared to the divergence between the synthetic
and observed Basque trajectories. We provide the results for the regions of Aragon and
Castilla Y Leon in Figures 4.3b and 4.3c.
Finally, similar to Abadie et al. (2011), we plot the differences between our estimates and
the observations for Basque Country and all other regionals, individually, as placebos.
(a) Comparison of methods. (b) Missing data. (c) Impact of de-noising.
Figure 4.2: Trends in per-capita GDP between Basque Country vs. synthetic Basque Country.
(a) Cataluna. (b) Aragon. (c) Castilla Y Leon.
Figure 4.3: Trends in per-capita GDP for placebo regions.
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(a) Includes all control regions. (b) Excludes 2 regions.
Figure 4.4: Per-capita GDP gaps for Basque Country and control regions.
Note that Abadie et al. (2011) excluded five regions that had a poor pre-intervention fit
but we keep all regions. Figure 4.4a shows the resulting plot for all regions with the solid
black line being Basque Country. This plot helps visualize the extreme post-intervention
divergence between the predicted means and the observed values for Basque. Up until
about 1990, the divergence for Basque Country is the most extreme compared to all
other regions (placebo studies) lending credence to the belief that the effects of terrorism
on Basque Country were indeed significant. Refer to Figure 4.4b for the same test but
with Madrid and Balearic Islands excluded, as per Abadie et al. (2011). The conclusions
drawn should remain the same, pointing to the robustness of our approach.
Bayesian approach. We plot the resulting Bayesian estimates in the figures below
under varying thresholding conditions. It is interesting to note that our uncertainty
grows dramatically once we include more than two singular values in the thresholding
process. This confirms what our theoretical results indicated earlier: choosing a smaller
threshold, µ, would lead to a greater number of singular values retained which results in
higher variance. On the other hand, notice that just selecting 1 singular value results in
an apparently biased estimate which is overestimating the synthetic control. It appears
that selecting the top two singular values balance the bias-variance tradeoff the best and
is also agrees with our earlier finding that the data matrix appears to be of rank 2 or 3.
Note that in this setting, we would find it hard to reject the null-hypothesis because
the observations for the treated unit lie within the uncertainty band of the estimated
synthetic control.
 4.4.2 California Anti-tobacco Legislation
We study the impact of California’s anti-tobacco legislation, Proposition 99, on the
per-capita cigarette consumption of California. In 1988, California introduced the
first modern-time large-scale anti-tobacco legislation in the United States Abadie et al.
(2010). To analyze the effect of California’s anti-tobacco legislation, we use the annual
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(a) Top singular value. (b) Top two singular values. (c) Top three singular values.
(d) Top four values. (e) Top five singular values. (f) Top six singular values.
Figure 4.5: Trends in per-capita GDP between Basque Country vs. synthetic Basque Country.
per-capita cigarette consumption at the state-level for all 50 states in the United States,
as well as the District of Columbia, from 1970-2015. Similar to the previous case study,
Abadie and Gardeazabal (2003) uses 6 additional observable covariates per state, e.g.
retail price, beer consumption per capita, and percentage of individuals between ages
of 15-24, to predict their synthetic California. Furthermore, Abadie and Gardeazabal
(2003) discarded 12 states from the donor pool since some of these states also adopted
anti-tobacco legislation programs or raised their state cigarette taxes, and discarded
data after the year 2000 since many of the control units had implemented anti-tobacco
measures by this point in time.
Results. As shown in Figure 4.6a, in the pre-intervention period of 1970-88, our control
matches the observed trajectory. Post 1988, however, there is a significant divergence
suggesting that the passage of Prop. 99 helped reduce cigarette consumption. Similar to
the Basque case-study, our estimated effect is similar to that of Abadie and Gardeazabal
(2003). As seen in Figure 4.6b, our algorithm is again robust to randomly missing data.
Placebo tests. We now proceed to apply the same placebo tests to the California Prop
99 dataset. Figures 4.7a, 4.7b, and 4.7c are three examples of the applied placebo tests
on the remaining states (including District of Columbia) within the United States.
(a) Comparison of methods. (b) Missing data.
Figure 4.6: Trends in per-capita cigarette sales between California vs. synthetic California.
(a) Colorado. (b) Iowa. (c) Wyoming.
Figure 4.7: Placebo Study: trends in per-capita cigarette sales for Colorado, Iowa, and
Wyoming.
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(a) Includes all donors. (b) Excludes 12 states.
Figure 4.8: Per-capita cigarette sales gaps in California and control regions.
Finally, similar to Abadie et al. (2010), we plot the differences between our estimates
and the actual observations for California and all other states, individually, as placebos.
Note that Abadie et al. (2010) excluded twelve states but we keep all states. Figure
4.8a shows the resulting plot for all states with the solid black line being California.
This plot helps visualize the extreme post-intervention divergence between the predicted
means and the observed values for California. Up until about 1995, the divergence for
California was clearly the most significant and consistent outlier compared to all other
regions (placebo studies) lending credence to the belief that the effects of Proposition 99
were indeed significant. Refer to Figure 4.8b for the same test but with the same twelve
states excludes as in Abadie et al. (2010). Just like the Basque Country case study, the
exclusion of states should not affect the conclusions drawn.
Bayesian approach. Similar to the Basque Country case study, our predictive uncer-
tainty increases as the number of singular values used in the learning process exceeds
two. In order to gain some new insight, however, we will focus our attention to the
resulting figure associated with three singular values, which is particularly interesting.
Specifically, we observe that our predictive means closely match the counterfactual
trajectory produced by the classical synthetic control method in both the pre- and
post-intervention periods (up to year 2000), and yet our uncertainty for this estimate is
significantly greater than our uncertainty associated with the estimate produced using
two singular values. As a result, it may be possible that the classical synthetic control
method overestimated the effect of Prop. 99, even though the legislation did probably
discourage the consumption of cigarettes – a conclusion reached by both our robust
approach and the classical approach.
Remark 4.4.0.1. We note that in Abadie et al. (2014), the authors ran two robustness
tests to examine the sensitivity of their results (produced via the original synthetic
control method) to alterations in the estimated convex weights – recall that the original
synthetic control estimator produces a β∗ that lies within the simplex. In particular,
the authors first iteratively reproduced a new synthetic West Germany by removing
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(a) Top singular value. (b) Top two singular values. (c) Top three singular values.
Figure 4.9: Trends in per-capita cigarette sales between California vs. synthetic California.
one of the countries that received a positive weight in each iteration, demonstrating
that their synthetic model is fairly robust to the exclusion of any particular country
with positive weight. Furthermore, Abadie et al. (2014) examined the trade-off between
the original method’s ability to produce a good estimate and the sparsity of the given
donor pool. In order to examine this tension, the authors restricted their synthetic
West Germany to be a convex combination of only four, three, two, and a single control
country, respectively, and found that, relative to the baseline synthetic West Germany
(composed of five countries), the degradation in their goodness of fit was moderate.
 4.4.3 Synthetic simulations
We conduct synthetic simulations to establish the various properties of the estimates in
both the pre- and post-intervention stages.
Experimental setup. For each unit i ∈ [N ], we assign latent feature θi by drawing a
number uniformly at random in [0, 1]. For each time t ∈ [T ], we assign latent variable
ρt = t. The mean value mit = f(θi, ρt). In the experiments described in this section, we
use the following:
f(θi, ρt) = θi + (0.3 · θi · ρt/T ) ∗ (expρt/T )
+ cos(f1pi/180) + 0.5 sin(f2pi/180) + 1.5 cos(f3pi/180)− 0.5 sin(f4 ∗ pi/180),
where f1, f2, f3, f4 define the periodicities: f1 = ρt mod (360), f2 = ρt mod (180), f3 =
2 · ρt mod (360), f4 = 2.0 · ρt mod (180). The observed value Xit is produced by adding
i.i.d. Gaussian noise to mean with zero mean and variance σ2. For this set of experiments,
we use N = 100, T = 2000, while assuming the treatment was performed at t = 1600.
Training error approximates generalization error. For the first experimental
study, we analyze the relationship between the pre-intervention MSE (training error)
Figure 4.10: Treatment unit: noisy observations (gray) and true means (blue) and the estimates
from our algorithm (red) and one where no singular value thresholding is performed (green).
The plots show all entries normalized to lie in range [−1, 1]. Notice that the estimates in red
generated by our model are much better at estimating the true underlying mean (blue) when
compared to an algorithm which performs no singular value thresholding.
Figure 4.11: Same dataset as shown in Figure 4.10 but with 40% data missing at random.
Treatment unit: not showing the noisy observations for clarity; plotting true means (blue) and
the estimates from our algorithm (red) and one where no singular value thresholding is performed
(green). The plots show all entries normalized to lie in range [−1, 1].
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Table 4.1: Training vs. generalization error
Noise Training error Generalization error
3.1 0.48 0.53
2.5 0.31 0.34
1.9 0.19 0.22
1.3 0.09 0.1
0.7 0.027 0.03
0.4 0.008 0.009
0.1 0.0005 0.0006
Table 4.2: Impact of thresholding
Noise De-noising error No De-noising error
3.1 0.122 0.365
2.5 0.079 0.238
1.9 0.046 0.138
1.6 0.032 0.098
1 0.013 0.038
0.7 0.006 0.018
0.4 0.002 0.005
and the post-intervention MSE (generalization error). As seen in Table 4.1, the post-
intervention MSE closely matches that of the pre-intervention MSE for varying noise
levels, σ2. Thus suggesting efficacy of our algorithm. Figures 4.10 and 4.11 plot the
estimates of algorithm with no missing data (Figure 4.10) and with 40% randomly
missing data (Figure 4.11) on the same underlying dataset. All entries in the plots were
normalized to lie within [−1, 1]. These plots confirm the robustness of our algorithm.
Our algorithm outperforms the algorithm with no singular value thresholding under
all proportions of missing data. The estimates from the algorithm which performs no
singular value thresholding (green) degrade significantly with missing data while our
algorithm remains robust.
Benefits of de-noising. We now analyze the benefit of de-noising the data matrix,
which is the main contribution of this work compared to the prior work. Specifically, we
study the generalization error of method using de-noising via thresholding and without
thresholding as in prior work. The results summarized in Table 4.2 show that for range
of parameters the generalization error with de-noising is consistency better than that
without de-noising.
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(a) Top singular value. (b) Top two singular values. (c) Top four singular values.
(d) Top five singular values. (e) Top 10 singular values. (f) Top 16 singular values.
Figure 4.12: Bayesian Synthetic Control simulation.
Bayesian approach. From the synthetic simulations (figures below), we see that the
number of singular values included in the thresholding process plays a crucial role in
the model’s prediction capabilities. If not enough singular values are used, then there
is a significant loss of information (high bias) resulting in a higher MSE. On the other
hand, if we include too many singular values, then the model begins to overfit to the
dataset by misinterpreting noise for signal (high variance). As emphasized before, the
goal is to find the simplest model that both fits the data and is also plausible, which is
achieved when four singular values are employed.
 4.5 Conclusion
The classical synthetic control method is recognized as a powerful and effective technique
for causal inference for comparative case studies. In this work, we motivate a robust
synthetic control algorithm, which attempts to improve on the classical method in
the following regimes: (a) randomly missing data and (b) large levels of noise. We
also demonstrate that the algorithm performs well even in the absence of covariate or
expert information, but do not propose ignoring information which may eliminate “bad”
donors. Our data-driven algorithm, and its Bayesian counterpart, uses singular value
thresholding to impute missing data and “de-noise” the observations. Once “de-noised”,
we use regularized linear regression to determine the synthetic control. Motivating
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our algorithm is a modeling framework, specifically the Latent Variable Model, which
is a generalization of the various factor models used in related work. We establish
finite-sample bounds on the MSE between the estimated “synthetic” control and the
latent true means of the treated unit of interest. In situations with plentiful data, we
show that a simple data aggregation method can lead to an asymptotically consistent
estimator. Experiments on synthetically generated data (where the truth is known) and
on real-world case-studies allow us to demonstrate the promise of our approach, which
is an improvement over the classical method.
Chapter 5
Cricket: Score Forecasting and
Target Revision
Cricket is comfortably among the most popular sports in the world. According to the
BBC, over a billion people tuned in on television to watch India play Pakistan in the
ICC Cricket World Cup 2015 (Shemilt (2015); Tharoor (2016)). It is a fundamentally
different game compared to some its most popular rivals: unlike football (soccer), rugby
and basketball, cricket is an asymmetric game where both teams take turns to bat
and bowl; and unlike baseball, cricket has far fewer innings but each innings spans a
significantly longer amount of time. While cricket is played across three formats: the
focus of this work is on the 50-over Limited Overs International (LOI) games where
each team only bats once and the winning team is the one that scores more total runs.
 5.1 Background
A batting innings in a LOI cricket game is defined by the total number of times the
ball is bowled to a batter (similar to a “pitch” in baseball). In a 50-over LOI innings,
the maximum number of balls bowled is 300. A group of six balls is called an “over”.
Therefore, for the format under consideration an innings can last up to 50 overs (300
balls). Each batting team gets a budget of 10 “outs” which are defined as the number
of times the team loses a batter. In cricket, a batter getting “out” is also referred to as
the team having lost a “wicket”. Therefore, the state of a cricket innings is defined by
the tuple of (total score, total wickets lost) for each point in the innings. In the event
that the team loses all 10 of its wickets before the maximum number of balls (300) are
bowled, the innings ends immediately. The team batting second has to score one more
(less) run than the team batting first to win (lose) the game. As an example, in the ICC
Cricket World Cup Final in 2015, New Zealand batted first and lost all ten wickets for a
cumulative score of 183 in 45 overs (270 balls). Australia were set a target of 184 in a
maximum of 50 overs but they chased it successfully in 33 overs and 1 ball (199 balls)
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for the loss of only 3 wickets.
It is worth emphasizing that individuals comprising a team cannot change between
innings. Everyone on the team can get to bat but only a few typically bowl. The
consequence of this is that a team typically comprises several specialists: some playing
primarily as batters, some primarily as bowlers with a few who are called upon to
do both. Normally teams send their specialist batters to bat ahead of the bowling
specialists. This implies that the batting strength of a team degrades non-linearly, i.e. a
loss of five wickets implies much more than 50% of the batting strength exhausted.
The cricket dataset is another instance of sequential data with multiple instances.
The trajectory of scores (and wickets) is sequential in nature while we have access
to thousands of past international innings comprising these trajectories. The unified
modeling framework introduced in Chapter 1 will come in handy when solving the
problems of interest in cricket as outlined in Section 5.2.
 5.1.1 Reduced Innings: Revised Targets
A 50 over (300 ball) game of two innings can last about 8 hours. Often, weather
conditions such as rain can prevent a game from lasting the entire 100 overs across
two innings. This leads to several scenarios of interest to this work. One such scenario
happens when the intervention, e.g. rain, happens at some point during the second
innings. While the target was set for a maximum of 50 overs (300 balls) and 10 wickets,
it may not be possible to play the maximum number of overs. However, there needs to
be a mechanism to allow a result in the game even in the reduced timeframe. In such a
situation, the target for the chasing team needs to be revised to offset the impact of the
intervention such that neither team gains an unexpected advantage over the other.
Note that the chasing team is still allowed access to all 10 of their wickets. As discussed
earlier, since the batting capabilities do not scale linearly with the number of wickets,
the target revision cannot be done in a simple linear manner. For example, if the team
batting second was chasing 250 runs in 50 overs and can now only play a maximum of
25 overs, a revised target of 125 would not be considered equivalent, or fair, because the
chasing team still gets to use all 10 of their wickets meaning that they have a shorter
period (25 overs) over which to spend the same number of batting resources (10 wickets).
Much of this work aims to address the problem of target resetting in reduced innings.
 5.2 Problems of Interest
In this work, we consider two related, but ultimately different, problems:
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1. Score Trajectory Forecasting: Given access to a partially completed LOI cricket
innings and a several thousand completed past innings, forecast the remainder of
the innings of interest.
2. Target Revision: In situations where the chasing innings cannot be completed,
i.e. the innings is interrupted and may not resume or resume for a shortened
duration, determine the criteria which will help decide the winner of the game.
While we model these problems via our unifying modeling framework, as outlined in
Section 5.3, the goals of the problems are ultimately different: when forecasting the
scores, the goal is to utilize all past information in the innings of interest to predict
the future; when determining revised targets or deciding a winner in a shortened game,
the goal is to utilize information about the intended future, i.e. the target score for the
team batting second, and the current state of the innings (runs made and wickets lost)
to determine a revised target such that the effect of the shortening of the innings can be
nullified without adversely impacting either team. In what follows, we introduce our
model for cricket innings which serves as the backbone of our algorithms to solve both
problems. When then introduce both algorithms and describe extensive experimental
results to establish the efficacy of our proposed algorithms.
 5.3 Model
We introduce the familiar Latent Variable Model–broadly in the context of sports
analytics, and specifically in cricket. It is motivated by the following minimal property
that sports fans and pundits expect to hold for variety of sports: performance of a
team is determined by the team context that remains constant during the duration of
the game and the game context that changes during the play of the game. In cricket,
team context may correspond to players in the team, coach, the mental state in which
the players are, the importance of the game (e.g. final of the world cup), the venue
of game and fan base, the pitch or ground condition, etc. And, the game context may
correspond to stage of the game, power play, etc. Next, we formalize this seemingly
universal intuition across sports in the context of cricket.
Formalism. The performance, as mentioned before, is measured by the runs scored
and the wickets lost. To that end, we shall index an inning by i, and ball within the
inning by j. Let there be total of n innings and b balls, within LOI, b = 300. Let
Xij denote the runs on the ball j within inning i. We shall model Xij as independent
random variables with mean mij = E[Xij ]. To capture the above stated intuition, we
state that
mij = f(θi, ρj), (1)
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for all i ∈ [n], j ∈ [b]1 where latent parameter θi ∈ Ω1 = [r1, s1]d1 captures the team
context, latent parameter ρj ∈ Ω2 = [r2, s2]d2 captures the game context, and latent
function f : Ω1 × Ω2 → [0,∞) captures complexity of the underlying model. For
simplicity and without loss of generality, we shall assume that r1 = r2 = 0, s1 = s2 = 1,
d1 = d2 = d ≥ 1.
We shall additionally impose that the latent function f is Lipschitz continuous, but can
be arbitrary otherwise. That is, there exists constant Cf > 0 such that for all θ, θ
′ ∈ Ω1
and ρ, ρ′ ∈ Ω2,
|f(θ, ρ)− f(θ′, ρ′)| ≤ Cf
(
‖θ − θ′‖+‖ρ− ρ′‖
)
. (2)
From the modeling perspective, restriction of Lipschitz continuity on f is mild and
states that performance of a team can not change arbitrarily when team context and /
or game context changes mildly, which makes sense.
Implication. Consider the matrix of runs scored across all n innings and all b balls,
X = [Xij ] ∈ Nn×b. Therefore, E[X] == [mij ] = [f(θi, ρj)]. Define Yij =
∑j
k=1Xik
as the cumulative runs scores in the inning i up to and including jth ball and let
Y = [Yij ] ∈ Nn×b. Then, E[Yij ] =
∑j
k=1mik. Also, let M = E[Y ].
Proposition 5.3.1. For any ε > 0, there exists r = r(ε, d) ≥ 1 such that matrix m is
approximated by a matrix of rank r(ε, d) with respect to entry-wise max-norm within ε.
That is, there exists matrix m(r) of rank r such that maxi,j |mij−m(r)ij |≤ ε. Subsequently,
matrix M (r) = [M
(r)
ij ] where M
(r)
ij =
∑j
k=1m
(r)
ik is of rank at most r and approximates
M such that maxij |Mij −M (r)ij |≤ bε.
Proof. The proof is a straight forward extension of the arguments in Chapter 3.
First, we consider the matrix m = [mij ],∀i ∈ [n], ∀j ∈ [b]. Recall that mij = f(θi, ρj)
where f(·) is Lipschitz in its arguments with the Lipschitz constant, Cf > 0. We have
assumed that the latent parameters belong to a compact space: [0, 1]d, where d ≥ 1.
Given that the number of columns are typically much smaller than the number of rows, i.e.
b << n, we define a finite covering, P (ε), such that the following holds: for any A ∈ P (ε),
whenever ρ, ρ′ are two points such that ρ, ρ′ ∈ A we have |f(θi, ρ)− f(θi, ρ′)|≤ ε. Due
to the Lipschitzness of the function f and the compactness of any finite subinterval of
[0, 1]d it can be shown that |P (ε)|≤ C(Cf , d)ε−d, where C(Cf , d) is a constant which
depends only on the Lipschitz constant, Cf , and the dimension of the latent space, d.
(see Chapter 3).
We now construct the matrix m(r). For latent feature ρj corresponding to the column
j ∈ [b], find closest element in P (ε) and let it be denoted by p(ρj). Create the matrix
1We use notation [x] = {1, . . . , x} for integer x.
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m(r) = [m
(r)
ij ] where m
(r)
ij = f(θi, p(ρj)). We note that rank(m
(r)) = r = |P (ε)|≤
C(Cf , d)ε
−d = r(Cf , d, ε). In the manner in which we have constructed P (ε) and m(r),
we know that mij −m(r)ij ≤ ε. Therefore, maxi,j |mij −m(r)ij |≤ ε, as required.
Next, we consider the cumulative column matrix, M . First consider that the number
of distinct rows (or columns) in m is less than the rank r = r(Cf , d, ε). Note that
each column, j, in M is generated by taking a sum of all columns k, where 1 ≤ k ≤ j.
Therefore, the relationship between the rows of m is maintained in the rows of M .
This implies that the rank(M) ≤ rank(m) = r(Cf , d, ε). Finally, given that the last
column, b, in M is the cumulative sum of all columns k where 1 ≤ k ≤ b, it must be
that maxi,j |Mij −M (r)ij |≤ bmaxi,j |mij −m(r)ij |= bε.

Falsifiability. The Proposition 5.3.1 suggests that if indeed our model assumption holds
in practice, then the data matrix of score trajectories, Y ought to be well approximated
by low-rank. Putting it other way, its spectrum out to be concentrated on top few
principle components. This gives us way to test falsifiability of our model for the game
of cricket, and more generally any game of interest.
In the context of cricket, we consider matrix comprising over 4700 LOI innings from
1999 to 2017, i.e. as many rows and 300 columns. Figure 5.1 shows the spectrum of
the top 15% singular values (sorted in descending order) for this matrix. Note that the
matrix has been normalized to re-scale all scores to remain between the range [−1, 1].
It clearly supports the implications that most of the spectrum is concentrated in the
top 8 principle components. Indeed, we note that the over 99.9% of the “energy” in
the matrix is captured by the top 8 singular values. We determine this by calculating
the ratio of the sum of squares of the top 8 singular values to the sum of squares of all
singular values of this matrix.
Implied linear relationship. The approximately low-rank structure of the mean
matrix and hence M per Proposition 5.3.1 for Latent Variable Model and verified
through data suggests that if we choose a row (or inning) at random, then it is well
approximated by a linear combination of few other rows. We formalize this implication
by making the following assumption. For a new cricket innings, the mean cumulative
score performance M ∈ Rb+ can be represented as a linear combination of the mean
score performance of other existing innings:
M =
n∑
i=1
βiMi, (3)
and βi ∈ R are weights that depend on the inning of interest and Mi = [Mij ]j∈[b] ∈ Rb+.
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Figure 5.1: The Singular Value spectrum for all innings in the dataset (matrix of dimensions
4700 × 300. Only showing the top 15% singular values, in descending order.
 5.4 Problem 1: Score Trajectory Forecasting
This section describes the algorithm for forecasting the future of a partially completed
innings given its own observations and those from past innings. We present the summary
of the algorithm followed by a discussion on the fine print. The remainder of the section
details the experiments we perform and the metrics we use to determine the efficacy of
the forecasting algorithm.
 5.4.1 Algorithm: Rationale & Details
The ideal estimator. Given an ongoing inning with the observations till some number
of balls, say b′ < b = 300, we wish to forecast score trajectory for the rest of the innings.
Let Y0j denote the cumulative score of the innings of interest, say innings number
0, at ball j for j ≤ b. We have observations, Y0j , j ≤ b′ and the goal is to estimate
Y0j , b
′ < j ≤ b. The mean-squared error minimizing estimation, by definition is the
conditional expectation, i.e. E[Y0j ; b′ < j ≤ b | Y01, . . . , Y0b′ ].
Approximating the ideal estimator. While computing the exact conditional expec-
tation is likely to be challenging as it may require the precisely knowledge of the noise
model, amongst other things, we shall utilize the structure of Latent Variable Model, in
particular the linear relationship amongst the mean of score trajectories.
The linear relationship amongst means per (3) suggests the following simple algorithm.
Suppose we have access to the matrix of mean of cumulative scores for all the prior n
innings, denoted as M as before and if we know the linear weights that relate the mean
of cumulative score of innings 1, . . . , n with that of innings 0, then we can estimate the
cumulative mean score for the innings 0 for all balls including the future, b′ < j ≤ b.
Therefore, we need an algorithm to (a) obtain mean of cumulative scores for all the
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prior innings M from observations, and (b) learn the linear relationship between the
mean cumulative score of the ongoing innings and prior innings. For (a), we estimate
M via matrix estimation where we observe a noisy version of the matrix and “de-noise”
it. For (b), we regress the known observations of the ongoing inning Y0j , j ≤ b′ with
respect to the “de-noised” matrix Mˆ but restricted to balls j ≤ b′.
This two step approach is identical to the robust synthetic control method introduced
in Chapter 4. The details in terms of choice of “donor” pool will vary to account for
effect of the wicket on the score. We describe these details next.
Incorporating wickets in donor pool selection. The set of prior innings that we
use to “de-noise;; and subsequently forecast the innings of interest is referred to as the
“donor” innings following the terminology of robust synthetic control method. Specifically,
if we wish to forecast the remainder of the trajectory for a given innings where two
wickets are lost, using the historical innings where at similar juncture a lot more wickets
were lost, say eight of them, may be entirely irrelevant. Specifically, let w′0 be the
wickets that have fallen in the inning 0 of interest till ball b′. We then restrict our
“donor” innings to the past innings where the total number of wickets fallen at ball b′ is
within small deviation of w′0. Such a pre-processing of the donor matrix, Y , makes the
proposed relationship in (3) far more meaningful.
Summarizing the algorithm. Now we summarize the three steps of the algorithms
as discussed above.
Step 1. Selecting Donors and De-noising Trajectory Matrix.
Let Y = [Yij ]1≤i≤n,1≤j≤b,W = [Wij ]1≤i≤n,1≤j≤b denote cumulative score trajectories
and wickets fallen for n historical innings. Let trajectory 0 of interest be observed till b′
balls, 1 ≤ b′ < b. That is, we observed Y0j , j ≤ b′ and we wish to forecast Y0j , b′ < j ≤ b.
Let w′0 be the number of wickets fallen at b′ balls for innings 0.
We shall restrict our attention to relevant “donor” innings amongst Y so that wickets
fallen at b′ is in {w′0−1, w′0, w′0+1}. That is, Dw
′
0 = {i ∈ [n] : Wib′ ∈ {w′0−1, w′0, w′0+1}}
denote the relevant donor innings. Define Y w
′
0 = [Yij ]i∈D,j∈[b] and Ww
′
0 = [Wij ]i∈D,j∈[b].
Let nw
′
0 = |Dw′0 |.
To de-noise the donor trajectory matrix Y w
′
0 , we utilize singular value thresholding.
Specifically, let the singular value decomposition of Y w
′
0 be
Y w
′
0 =
min(nw
′
0 ,b)∑
t=1
stutv
T
t . (4)
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Let Sk be top-k singular values. Then, de-noised matrix
Mˆ =
∑
t∈Sk
stutv
T
t , (5)
Step 2. Learning Linear Relationship.
Let Y0 = [Y0j ]j∈[b] be the target inning that we wish to forecast beyond b′ < b and we
have observations Y −0 = [Y0j ]j≤b′ . Mˆ = [Mˆij ]i∈Dw0 ,j∈[b] is the de-noised donor trajectory
matrix. Let Mˆ− = [Mˆij ]i∈Dw0 ,j<b′ be restricted to the first b′ balls. We learn the linear
relationship between the target inning and rows of de-noised donor trajectory matrix
using the information till b′ balls as follows: let
βˆ = arg min
v∈Rn1
∥∥∥Y − − (Mˆ−)T v∥∥∥2. (6)
Step 3. Forecast. We forecast the mean runs and wickets of the target trajectory for all
balls using the learnt linear weights per (6) as
Yˆ0 = round(Mˆ
T βˆ), Wˆ0 = round(W
T βˆ). (7)
In above, the round makes sure that both scores and wickets are mapped to integer
values. as they are monotone since they are cumulative values.
Fine prints. Here we provide few remarks as well as minor details of the algorithm.
Selecting donor pool. In the donor pool selection, we restricted to innings that had lost
wickets at the same point within ±1 of the wickets lost by the target inning. It naturally
stands to question why within range 1, why not 0 or larger number. In practice, such a
number can be chosen in a data-driven manner through cross-validation. We found that
range of 1, across our experiments, provided a robust estimator.
First innings only (amongst donors). We further restrict donors to only include first
innings of the historical dataset. This is useful since many a times, second innings are
not complete because as soon as the score of the second batting team becomes larger
than the first batting team, the game is stopped. Inclusion of second batting innings
that played full time will include selection bias towards losing innings and that may
have unintended consequences.
Choosing k. If it is known a priori that the underlying model is low rank with rank at
most k, then it may make sense to only keep the top-k singular values, i.e. |S| = k. If
the rank is unknown, as in most real-world situations, a data driven approach could
be implemented based on cross-validation can be utilized as done in our experiments.
Alternatively, Chatterjee (2015) provides a universal approach to picking a threshold to
select k.
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Covariate information. It stands to question whether the covariate information can be
used for better forecasting. From the modeling perspective, the latent variable model
captures all such covariate information as a latent variable either as part of team context
or game context. Therefore, from the modeling perspective having explicit knowledge of
covariate information does not add much. However, in practice, we have limited data
and, therefore, having explicit knowledge of covariate information can help forecast
better when in extremely low data regime. For example, this may be expressed in form of
the data matrix not being low-rank. However, in our setting, the data matrix is low-rank
and, hence, it seems that explicit covariance information may not be particularly useful.
Quantifying Uncertainty: Bootstrap. In addition to producing a trajectory of
forecasts, we can also produce an uncertainty band around the forecasts. We do
this by re-sampling the donor-pool, with replacement. For each sample, we compute
the synthetic control for the innings under consideration and produce the forecasted
trajectory. We repeat this 1000 times, each time using a new random sample from the
donor-pool (with replacement). Using the 1000 forecasted trajectories, we retain the
2.5% and 97.5% percentiles of the sorted forecasts for each ball. This defines the 95%
uncertainty band for the forecast trajectory.
 5.4.2 Theoretical guarantees
The model considered and the algorithm utilized closely resemble those in Chapter 4.
Therefore, theoretical guarantees in terms of finite sample analysis as well as asymptotic
consistency from Chapter 4 directly follow for this setting.
 5.4.3 Experiments and Evaluation
Data. For all experiments described in this section, we consider 750 most recent LOI
innings spanning seven years (2010-2017) and introduce an arbitrary intervention at the
30 over mark (180 balls). For each innings, forecasts for the entire remainder of the
innings, i.e. 20 overs (120 balls), are estimated using our algorithm. For the donor pool
we take in to consideration all LOI games from the year 1999 onward comprising about
4700 innings.
Metrics. Given that the ground truth, i.e. mean trajectory of runs scored, are latent
and unobserved, we use the actual observations from each of these innings to measure
forecast performance. We use two metrics to statistically evaluate the performance of
our forecast algorithm:
MAPE. We split the forecast trajectories in to four durations of increasing length: 5
overs (30-35 overs), 10 overs (30-40 overs), 15 overs (30-45 overs) and 20 overs (30-50
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overs). Next, we compute the mean absolute percentage error (MAPE) in the range
[0, 1] for for each innings and forecast period. MAPE helps us quantify the quality of
forecasts. A distribution of these errors, along with the estimated mean and median
values, are reported.
R2. To statistically quantify how much of the variation in the data is captured by our
forecast algorithm, we compute the R2 statistic for the forecasts made at the following
overs: {35, 40, 45, 50}. For each of these points in the forecast trajectory, we compute the
R2 statistic over all innings considered. The baseline for R2 computations is the sample
average of all innings in the dataset at the corresponding overs, i.e. {35, 40, 45, 50}. This
is akin to the baseline used in computing the R2 statistic in regression problems which
is simply the sample average of the output variables in the training data.
Comparison. We compare our forecast algorithm to a Adaptive Averaging method.
As the name suggests, Adaptive Averaging uses the sample average of all data points
corresponding to each ball during an innings. However, this average is computed over the
filtered donor pool also used by our algorithm. Therefore, the only difference between
our algorithm and Adaptive Averaging is that the former uses the Robust Synthetic
Control method to estimate the weights while the latter assigns uniform weights to all
innings in the filtered donor pool.
 5.4.3.1 Statistical Performance Evaluation
Figure 5.2 shows the distribution of MAPE statistic for the forecasts from our algorithm
for each of the four forecast periods considered. The clear left-skew hints at most errors
being small. The MAPE statistic is larger the longer the forecast horizon considered,
which is to be expected. The median MAPE from our algorithm over the longest forecast
horizon (20 overs) is only about 5% while the shortest-horizon forecasts have a median
of about 2.5%. In the cricket context, this should be considered excellent. Table 5.1
notes the mean and median for the distribution of the MAPE statistic for our algorithm
in comparison to Adaptive Averaging. Our algorithm outperforms Adaptive Averaging
for all forecast intervals on both the mean and median MAPE statistics.
Table 5.2 lists the R2 statistics for the forecasts at the 35th, 40th, 45th and 50th overs
across all innings considered for our algorithm and Adaptive Averaging. We first note
that Table 5.2 clearly shows that the Adaptive Averaging method provides a clear gain
over the R2 baseline (noted above) which lends credence to the donor pool filtering
(based on wickets lost at the time of intervention) which we propose in Section 5.4.1.
More significantly, it is clear that our algorithm provides a significant gain not only over
the R2 baseline but also over the Adaptive Averaging method. The R2 values indicate
that our algorithm is able to capture most of the variability in the data and that there
is a significant benefit in using the Robust Synthetic Control framework in addition
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Figure 5.2: MAPE forecast error distributions for interventions made at the 30 over (180 balls)
mark. Using the top 5 singular values.
Forecast Our Algorithm Adaptive Averaging
Interval Mean Median Mean Median
5 overs 0.0349 0.0286 0.1465 0.0946
10 overs 0.0464 0.0388 0.1471 0.0961
15 overs 0.0567 0.0467 0.1492 0.0947
20 overs 0.0663 0.0539 0.1536 0.0976
Table 5.1: Forecasts from our algorithm vs Adaptive Averaging. MAPE forecast error means
and medians for interventions made at the 30 over (180 balls) mark. Using the top 5 singular
values.
to donor pool filtering. The decline in median R2 values as we increase the forecast
horizon from 5 overs (30 balls) to 20 overs (120 balls) is to be expected because the
forecast accuracy degrades with the length of the forecast horizon. The corresponding
rise in R2 values for Adaptive Averaging is likely due to the fact that over a shorter
forecast horizon, e.g. at the 35th over, the R2 baseline and Adaptive Averaging are not
significantly different.
35 ov 40 ov 45 ov 50 ov
Our Algorithm 0.90 0.81 0.75 0.73
Adaptive Averaging 0.31 0.38 0.47 0.57
Table 5.2: R2 of the forecasts from our algorithm vs Adaptive Averaging. Forecast at the 35th,
40th, 45th and 50th overs with the intervention at the 30 over (180 ball) mark. Using the top 5
singular values.
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 5.4.3.2 Stein’s Paradox in Cricket
We now show that the famous statistical paradox attributed to Charles Stein also makes
its appearance in cricket. Using baseball as an example, Stein’s paradox claims that the
better forecasts of the future performance of a batter can be determined by considering
not just the batter’s own past performance but also that of other batters even if their
performance might be independent of the batter under consideration Efron and Morris
(1977). We use Table 5.3 to summarize a similar fact in cricket, using our forecast
algorithm. Instead of considering all past innings in the donor pool, we use a donor
pool comprising innings only from the same team as the one that played the innings we
are forecasting. Table 5.3 shows that the median of MAPE statistics over all forecast
horizons are ∼ 3x lower when using all past innings in the donor pool compared to
a team-specific donor pool. This experiment also validates our latent variable model
which uses a complex set of latent parameters model cricket innings.
Team Donor Pool 5ov 10 ov 15 ov 20 ov
Sri Lanka All innings 0.028 0.037 0.045 0.053
Restricted 0.063 0.081 0.087 0.094
England All innings 0.025 0.031 0.039 0.043
Restricted 0.065 0.097 0.113 0.127
Pakistan All innings 0.029 0.039 0.046 0.052
Restricted 0.072 0.104 0.113 0.119
India All innings 0.027 0.037 0.045 0.049
Restricted 0.067 0.093 0.101 0.108
Australia All innings 0.027 0.040 0.044 0.053
Restricted 0.063 0.084 0.094 0.104
New Zealand All innings 0.029 0.037 0.047 0.055
Restricted 0.074 0.109 0.127 0.129
Table 5.3: MAPE medians for innings played by specific teams on a donor pool with all innings
compared to one which is restricted to only include past innings from the same team. The rest
of the algorithm is exactly the same for both. The intervention takes place at the 30 over mark
and the forecast horizons are 5, 10, 15 and 20 overs.
 5.4.3.3 A Case Study
We use the example of an actual game to highlight important features of our forecast
algorithm. We use the ICC World Cup 2011 Quarter Final game between India and
Australia. Batting first, Australia made 260 runs for the loss of 6 wickets in their
allocated 50 overs. At the 25 over mark, Australia had made 116 runs for the loss of
only two wickets. Australia’s captain and best batsman, Ricky Ponting, was batting and
looked set to lead Australia to a final score in excess of 275-280. However, India were
Sec. 5.4. Problem 1: Score Trajectory Forecasting 125
(a) (b) (c)
Figure 5.3: India vs Aus (WC 2011). First Innings (Australia batting). Interventions at the
25, 40 and 45 over marks. Actual and Forecast trajectories with the 95% uncertainty interval.
able to claw their way back by taking two quick wickets between overs 30-35 and slowed
Australia’s progress. Eventually, that slowdown cost Australia a vital few runs and they
ended with a good final score of 260–but it could have been better. Figure 5.3 shows
the actual innings and trajectory forecasts produced by our algorithm for interventions
at the 25, 40 and 45 over marks. Notice that Figure 5.3a shows that our algorithm
forecasted Australia would make more runs than they eventually ended up with. This is
what one would expect to happen–we forecast based on the current state of the innings
and not using future information. Note that the forecast trajectories at the 40 and 45
over interventions match exceptionally well with reality now that the algorithm has
observed India’s fightback. This is an important feature of the algorithm and it happens
because the pre-intervention fit changes for each of the three points of intervention. The
events from overs 30-35 play a significant role in estimating a different synthetic control,
βˆ, for the interventions at over 40 and 45 compared to the intervention at over 25 (when
those events were yet to happen).
Another feature worthy of highlighting is that the algorithm is able to project the rise in
the rate of scoring towards the end of an innings–this is a well-known feature of cricket
innings and any data-driven algorithm should naturally be able to bring this to light.
Finally, note the smoothness of the forecasts (in blue) compared to observations (in red).
This is a key feature of our algorithm which “de-noises” the data matrix to retain only
the top few singular values to estimate the mean future trajectory.
In the game under consideration, India was able to chase the target down and win the
game with relative ease. Figure 5.4 shows the forecasts at the intervention points of 35,
40 and 45 overs for India’s innings. The forecast trajectories are exceptionally close to
reality and showcase the predictive ability of the algorithm. Once again notice the rise
in score rate towards the late stages of the innings, similar to the first innings. We note
that the flatlining of the actual score in the innings (red line) is simply due to the fact
that India had won the game in the 48th over and no more runs were added.
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Figure 5.4: India vs Aus (WC 2011). Second Innings (India batting). Interventions at the 35,
40 and 45 over marks. Actual and Forecast trajectories with the 95% uncertainty interval.
Figure 5.5: Zimbabwe vs Aus (2001). Second Innings (Zimbabwe batting). Interventions at
the 30 over, 35 over, 40 over and 45 over mark.
Zimbabwe vs Australia, Feb 4 2001. Zimbabwe and Australia played a LOI game in
Perth in 2001. Australia, world champions then, were considered too strong for Zimbabwe
and batting first made a well-above par 302 runs for the loss of only four wickets. The
target was considered out of Zimbabwe’s reach. Zimbabwe started poorly and had made
only 91 for the loss of their top three batsmen by the 19th over. However, Stuart Carlisle
and Grant Flower combined for a remarkable partnership to take Zimbabwe very close to
the finish line. Eventually, Australia got both batsmen out just in the nick of time and
ended up winning the game by just one run. We show the forecast trajectories at the 30,
35, 40 and 45 over marks–all during the Carlisli-Flower partnership. The forecasts track
reality quite well. A key feature to highlight here is the smoothness of the forecasts
(in blue) compared to reality (in red). This is a key feature of our algorithm which
“de-noises” the data matrix to retain only the top few singular values. The resulting
smoothness is the mean effect we are trying to estimate and it is no surprise that the
forecast trajectories bring this feature to light.
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 5.5 Problem 2: Target resetting
 5.5.1 Algorithm: Rationale & Details
The question. Cricket is fundamentally an asymetric game in that team one bats for
the first half, sets the target and then second team bats to chase the target within the
allocated balls. Many a times (around 9% of LOIs) the game gets interrupted in the
second half due to rain (and other similar events) requiring the shortening of the game
and revising the original target. Formally, let team one sets target of t runs for team
two to win. Suppose team two bats for b′ < b of total balls and interruption happens.
Now team two can play till total of b1, b
′ ≤ b1 ≤ b balls or additional b1 − b′ balls.
Then, what should the target t1 for team two be in b1 balls? Clearly, t1 ≤ t. But, how
much smaller? Specifically, there are two scenarios worth discussing: Scenario 1, when
b′ = b1, i.e. no more play possible; and Scenario 2, when b′ < b1 < b, i.e. some more
play possible but not all the way.
The ideal goal. The ideal goal of the target resetting algorithm is that it helps
counteract the impact of intervention. Put another way, by resetting the target, the
outcome of the game should be as if the game was played for the full duration with the
original target. If such a goal is achieved then the fraction of times the team batting
second wins should remain the same as that when no intervention happens.
Failure of Duckworth-Lewis-Stern (DLS). An algorithm for target resetting is,
effectively, as essential as the rules for playing game itself. The incumbent solution
adopted in LOI cricket games is by Duckworth-Lewis-Stern Duckworth and Lewis (1998,
2004). And indeed, authors in Duckworth and Lewis (2004) argue that a target resetting
algorithm ought to satisfy the invariance of the fraction of time the team batting second
wins whether the intervention happens or not.
Given that the DLS method has been used for more than a decade now, we have enough
data. Specifically, we consider 1953 LOI games during the period from 2003 to 2017.
From among these, 172 games were interrupted and the DLS method was applied to reset
the target / decide the winner. Among them, 59% were won by the team batting second.
In contrast, for 1781 games that were completed without using the DLS method, the
second batting team won 51% of the games. Therefore, using the χ2 test of independence,
we can reject the null hypothesis that DLS does not create an advantage for team batting
first or second with the p-value of 0.048 which is statistically significant. Table 5.4
summarizes the data. This clearly motivates the need for a different target resetting
method.
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Batting First Won Batting Second Won Total
No DLS 865 916 1781
DLS 70 102 172
Total 935 1018 1953
Table 5.4: Contingency table for the χ2 test of independence for 1953 LOI games that produced
a result. The null hypothesis is that the use of the DLS method has no effect on the distribution
of games won by teams batting first or second. The p-value is 0.048 meaning that we can reject
the null hypothesis.
Scenario 1: No more play. We start with the scenario where the team batting second
plays for b′ < b balls when the interruption happens and no more game can be played,
i.e. b1 = b
′. The question is, what should the target t1 be for the team batting second
to have achieved at this stage to win the game?
Suppose the team batting second has made t′ runs losing w′ wickets at the intervention,
b′. One way to decide whether the team has won or not is to utilize forecasting algorithm
proposed in Section 5.4. Specifically, forecast the score that team batting second will
make by the end of the innings, and if it gets to the target t, then team batting second
wins, else it loses.
While this approach makes sense, from a cricketing perspective or setting the rule, it
is has a flaw. For example, a good forecasting algorithm (such as ours) will forecast
differently and justifiability so, depending upon how the state of t′ runs and w′ wickets
lost is reached in b′ balls. Therefore, it is likely that in one scenario, team two is declared
winner while in another scenario team two is declared loser even though at b′ balls, in
both scenarios, the state of the game is identical.
To address this, we need to come up with a forecasting algorithm that is agnostic of the
trajectory leading up to the current state. Formally, we wish to estimate the score at b′
balls, given that target of t is achieved by b balls. Let Y0j denote the score at ball j and
W0j denote the wicket. Then, we wish to estimate E[Y0b′ |Y0b = t] and E[W0b′ |Y0b = t].
And we wish to do so for any b′ < b. This estimation will not be impacted by the
on-going innings or the team’s performance leading up to b′ but instead by the collective
historical data that captures the “distribution” of the game play.
We propose to evaluate this using a non-parametric nearest-neighbor method. Specifically,
given n historical trajectories, for any ∆ ≥ 0, let S(t,∆) =
{
i ∈ [n] : Yib ∈ [t, t+ ∆]
}
.
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Then, for any b′ < b,
Eˆ[Yib′ |Yib = t] ≈ 1|S(t,∆)|
∑
i∈S(t,∆)
Yib′ .
Eˆ[Wib′ |Yib = t] ≈ 1|S(t,∆)|
∑
i∈S(t,∆)
Wib′ . (8)
This gives us “average path to victory” both in terms of runs scored and wickets lost.
By definition, it is monotone since we are taking average of monotonic paths from actual
historical innings.
Now to compare the score of t′ with w′ wicket at b′ balls with this target, we have to
make sure that there is a parity in terms of number of wickets lost. For example, the
estimator per (8) may suggest score of tˆ with wickets wˆ at b′ ball as needed for achieving
target t at b balls. And wˆ 6= w′. Then, we need to transform score tˆ with wˆ wickets to
score that is an equivalent for w′ wickets. Such a transformation is not obvious at all.
Next, we provide some details on the choice of such a transformation.
A non-linear wicket resource transformation. We refer to g(tˆ, wˆ, δb′, w′) as the
function needed to transform the score of tˆ for the loss of wˆ wickets with δb′ = b− b′
balls remaining to an equivalent score for the loss of w′ wickets. g(tˆ, wˆ, δb′, w′) cannot
be linear in terms of the wickets lost or balls remaining because the effect of wickets lost
(or remaining) and balls consumed (or remaining) is not linear. For instance, the top
few batters tend to play as specialist batsmen and having lost 5 out of 10 wickets means
the loss of more than 50% of the batting resources. Similarly, in a typical cricket innings
teams tend to accelerate more towards the latter half of an innings meaning that at the
half way mark, i.e. b/2 balls, teams effectively consider more than half their innings still
remaining. g(tˆ, wˆ, δb′, w′) can be determined in two ways: parametric or non-parametric.
An example of a parametric model is the DLS method which encodes information
about a team’s resources remaining as a function of the wickets and balls remaining.
An alternate approach is to estimate the resources remaining using a non-parametric
regression, e.g. random forest regression. In such a regression the wickets lost and balls
remaining at each point in an innings, i.e. w′ and δb′ = b− b′, are used as “features” and
the percentage of target met, i.e. t/y′ where y′ is the runs scored at b′ balls, is the output
variable. The regression model can then help complete the entire table of resources
achieved (or remaining). In this work wee use the DLS table of resources remaining as a
proxy for g(tˆ, wˆ, δb′, w′) , but with corrections. Given that we have established that the
DLS method introduces a bias in favor of the chasing team, we correct the “resources
remaining” percentages in a data-driven manner for each game. Specifically, let the
target be represented by t,the time of interest by b′, the runs scored as tˆ, wickets lost as
wˆ, desired number of wickets lost as w′, and the DLS resources remaining percentage
be d[wˆ][δb′]. Then, our correction to the DLS entry for would take the following form:
t′ = g(tˆ, wˆ, δb′, w′) = tˆ · (1− (1− t′/t)d[w′][δb′]d[wˆ][δb′] )−1, where d[w′][δb′] is the DLS resources
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remaining percentage for having lost w′ wickets with δb′ = b− b′ balls remaining.
Scenario 2: Some more play. We now consider scenario where some more play will
happen, i.e. b′ < b1 < b. Assume team batting second has made y′ runs for the loss
of w′ wickets at b′ balls. Using the average path to victory and non-linear resource
transformation, g(·), we obtain a target, say t′ for w′ wicket loss at b′ balls for achieving
the eventual target of t. Now, we need to produce the revised target that needs to be
achieved at b1 < b balls by this team. Question is, how to do it.
One approach is to continue using the average path to victory as before and use it to
compute the 10-wicket equivalent target at b1 balls. But that is likely to be an easier
target than what it should be. The key aspect that needs to be incorporated in setting
such revised target is what we call the target “chasing” mentality. In cricket (like most
sports), it is well observed that the team plays more aggressively near the end of the
game. Therefore by setting end of the game closer due to b1 < b, effectively we are
taking the team batting second from their normal “chasing mentality” at b′ balls to
closer to end of the game “chasing mentality”. Therefore, it stands to reason that we
should not simply utilize the average path to victory which is calculated based on normal
“chasing mentality”.
We address this challenge by simply modifying the “average path to victory” calculation
from b′ to b1, or for δb′1 = b1 − b′ balls by effectively using historical trajectories from
b− δb′1 balls to b balls rather form b′ to b1 balls to calculate the average path to victory
value at b1 balls. That is, we find all trajectories amongst n historical innings where at
b− δb′1 balls, roughly w′ wickets are lost. And we use average over these trajectories
and stitch it beyond t′ at b′ balls to obtain the target at b1 = b′+ δb′1 balls. Formally, let
T(δb′1, w′, t,∆) =
{
i ∈ S(t,∆) : Wi(b−δb′1) ∈ [w′ − 1, w′ + 1]
}
(9)
Then, to reset target at b1 = b
′+ δb′1 balls starting with target of t′ for loss of w′ wickets
at b′ balls, we estimate increment in target as
δt(b1) =
1
|T(δb′1, w′, t,∆)|
∑
i∈T(δb′1,w′)
(Yib − Yi(b−δb′1)). (10)
That is, the revised target is t′ + δt(b1) at b1 = b′ + δb′1 balls starting at revised target
of t′ with w′ wickets at b′ balls.
Summary of the algorithm.
Step 1. Average Path to Victory (Scenario 1 and 2). As outlined earlier, we first
determine the set of “neighbors”, S(t,∆), referred to as S for simplicity. Specifically,
the neighbors are all innings where the final score, yib ≥ t. We then scale all trajectories
in S such that they end exactly at the target, i.e. ysij = yijt/yib,∀i ∈ S and similarly
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for the wickets trajectories wsij = wijt/yib∀i ∈ S. We then compute the average path to
victory in terms of runs and wickets:
ay[j] =
1
|S|
∑
i∈S
ysij , ∀j ∈ [b], aw[j] =
1
|S|
∑
i∈S
wsij , ∀j ∈ [b]
.
The w′ wicket equivalent target at b′, used in Scenario 1, is t′ = g(ay[b′], aw[b′], δb′, w′),
where δb′ = b− b′ and ay[b′], aw[b′] are the average runs and wickets at b′.
Step 2. Revised Target Trajectory (Scenario 2 only). For Scenario 2, we now determine
the revised target trajectory for the remainder of the innings, i.e. δb′1 = b1 − b′. First,
we determine the offset, which is the target, t′, at the point of intervention, b′. t′, the w′
equivalent target at b′, is the starting point of the revised target path. What remains is
the “stitch” the context from the last δb′1 of historical innings in S to determine the
revised 10-wicket target at b1. This contextual path is defined in Equations (9) and (10),
denoted by δt(b1), with the S(t,∆) replaced, for simplicity, by S, as defined in Step
1. Next, we scale this contextual path such that it never exceeds the original target,
t. Specifically, δt(b1)
s = δt(b1) · tt′+δt(b) . Therefore, the revised target for each point b1
where b′ ≤ b1 ≤ b is determined by the following relationship:
t(b1) = t
′ + δt(b1)s (11)
In the event that t(b1) > t, it can be corrected to lie below t for b1 < b. The correction
should be a function of the balls remaining, b− b1, to ensure a smooth increase to t in
b1 = b balls.
Step 3. Deciding a Winner (Scenarios 1 and 2). Let the team batting second have made
y′ runs for the loss of w′ wickets at the point of intervention, b′. For both Scenarios 1
and 2, we now have the target trajectories. In Scenario 1, the team batting second is
the winner if y′ ≥ t′. In scenario 2, let the team batting second have made y1 runs by
the new maximum balls, b1. The team batting second wins if y1 ≥ t(b1).
In the event that in Scenario 2, there is another intervention at some point b′′ where
b′ < b′′ < b1, and the innings is shortened even further to b2 where b′′ ≥ b2 ≥ b1, then
we are back to the original Scenario 1 (b2 = b
′′) or Scenario 2 (b′′ < b2 < b1) with the
maximum balls in the innings, b, replaced by b1; the starting point moved from 0 balls
to b′ and the intervention point moved from b′ to b′′.
Fine Prints. Some remarks are in order.
No First-Innings Bias. An important feature of the algorithm is that the chasing team’s
target trajectory is not biased by the path taken by the team batting second. The
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only information from the first innings that is taken in to account is the target, t in
b balls. How the team batting first got to their final score should not bias the target
computations for the chasing team. Therefore, we take no other information from the
first innings in to account.
Neighbors. We scale the “neighbor” target trajectories to end exactly at the target.
Neighbors are those trajectories that end equal to or above the target, t, at the end of
the innings. We justify this choice of “neighbors” in the Appendix (Section A.10). In
rare instances, the team batting first will score an unprecedented amount of runs such
that the number of past innings which end up exceeding the target are too few. In such
a circumstance or any other instance where the neighbors are too few, we propose using
the set of all innings in the dataset and scaling them up/down accordingly.
 5.5.2 Experiments and Evaluation
Comparison: Duckworth-Lewis-Stern (DLS). Given that we have established that
the DLS method is biased in favor of the teams batting second (see Section 5.5.1), the
natural comparison for our algorithm is the DLS method.
Performance Metrics. The metrics under consideration are those that allow to us
to study the relative or absolute bias introduced by both algorithms. In Scenario 1
(as detailed next), the metric is simply the count (or proportion) of games won by the
teams batting first or second with and without each of the methods. In Scenario 2 (also
detailed below), we consider relative metrics which allow us to compared the relative
bias of our algorithm’s revised targets compared to the DLS method’s revised targets.
Data and Setup. In order to evaluate the performance of any target resetting algorithm
such as our method, the ideal scenario would involve a trial of the method in actual
cricket games. However, this is not possible. We must, instead, rely on designing
retrospective experiments and simulations which can help with evaluating the method.
For all experiments discussed in this section, we use a dataset of about 230 LOI recent
games which produced results and lasted longer than 45 overs in the second innings,
starting in the year 2013. For the selection of the neighboring trajectories in our
algorithm, we use LOI innings from the year 1999 onward. We consider the following
two setups:
Scenario 1. In this experiment, we random split the candidate games in to two sets:
SA and SB. For games in SA, we introduce an arbitrary intervention between overs 20
and 45 and assume that no more play would have been possible. We ask both methods
to declare a winner based on the state at the point of the arbitrary intervention. We
determine the counts of teams batting first and second that are declared winners. For SB ,
we assume no interventions and determine the counts of teams batting first and second
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that actually won the game. Use these counts, we conduct a χ2 test of independence
where the null hypothesis is that there is no difference in proportions of game won by
teams batting first or second with or without the target resetting algorithm. We note
the p-value and then repeat the same experiment 500 times. Under the null-hypothesis
the p-value distribution ought to be uniformly distributed, by definition.
Scenario 2. Given that we have established that the DLS method is biased in favor
of the team batting second when the target is revised (Scenario 2). It is impossible
to use historical data for actual LOI cricket games to retrospectively determine how
the outcome might have been different had a different revised target been proposed for
the chasing team. Therefore, we use the following experiment with historical data to
determine whether a candidate method is poised to have any effect on the outcome of
games under Scenario 2:
We introduce a hypothetical intervention, at b′ = 180 balls (30 overs). We then assign
an arbitrary revised number of overs, b1 = 270 balls (45 overs). For each innings,
we determine the revised remaining target runs at b2 using the DLS method and our
algorithm. We determine the subset of historical innings where the same number of
wickets were lost at b− (b1 − b′) overs as those at the intervention for the innings under
consideration, i.e. w′. Next, we determine the proportion of innings in the subset where
the revised remaining target runs were scored in the last b − (b1 − b′) overs. For any
method that claims to reduce the bias produced by the DLS method, we would expect
the proportion of the subset of innings that achieve the revised remaining target to be
lower than that for the DLS method.
Finally, we also determine the average percentage of the DLS revised target that
our algorithm’s revised targets are greater or lower than the DLS revised targets. We
determine this for each over (ball) between the intervention, b′ and the original maximum
number of overs, b.
Results. For the Scenario 1 experiment, where b′ = b1. The resulting distribution of
p-values is shown in Figure 5.6. We note that for our algorithm the distribution appears
fairly uniform (mean = 0.49, median =0.47) while for the DLS method there is a slight
bias to the left (mean = 0.41, median = 0.39). However, there is little evidence to
conclude that either method suffers from an obvious bias in this scenario. This hints
at the DLS method being biased under Scenario 1, similar to what was established in
Section 5.5.1.
Next, we consider the experiment for Scenario 2 where b′ < b1 < b, i.e. the chasing team
is provided with a revised target to chase in fewer than maximum number of overs. It is
impossible to use historical data for actual LOI cricket games where the DLS method
was used to retrospectively determine how the outcome might have been different had
a different revised target been proposed for the chasing team. Figure 5.7 shows the
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Figure 5.6: Distribution of p-values for the bootstrapped Chi-Squared test of independence for
experiments with Scenario 1.
Figure 5.7: Distribution of differences in proportions of historical innings that exceed the
revised remaining number of runs prescribed by our algorithm vs the DLS method for over 230
recent LOI games. The mean of the differences is -3.3% while the standard error of the mean is
0.1%.
distribution of the differences of proportions of the subset of the historical innings that
exceed the revised remaining target prescribed by our algorithm vs the DLS method. It
appears to suggest that at b1 = 270 balls (45 overs) when the intervention is at b
′ = 180
balls (30 overs), our algorithm’s revised targets are almost always higher than those
proposed by the DLS method which should reduce the bias in the favor of chasing teams
experienced in LOI games. We also conduct a paired-sample t-test for the two series
produced by our algorithm and the DLS method. The test rejects the null-hypothesis of
the two series being the statistically the same with a p-value of 10−33.
Finally, Figure 5.8 shows that average upwards shift in revised targets produced by our
algorithm compared to the DLS method is fairly consistent across all revised maximum
durations, b1, where (b
′ < b1 < b). The plot shows the average percentage runs that
our algorithm’s revised targets exceed those produced by the DLS method for all overs
possible after the intervention. In this experiment, b′ = 30 overs and b1 is allowed to
vary from over 31 to 49. The targets produced by both algorithms are be the same for
50 overs. The plot underscores that our algorithm should be able to reduce the bias
produced by the DLS method for all revised durations. However, note that the closer
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Figure 5.8: The average percentage runs (with standard error bars) that our algorithm’s
revised targets exceed those produced by the DLS method for all overs between b′ and b.
b1 is to the original maximum duration, b, the smaller the percentage increase which
appeals to our intuition.
 5.5.2.1 Case Studies
Scenario 1: b1 = b
′ (No More Play Possible after Intervention). We consider
the game played between Pakistan and New Zealand on 01/16/2018. At one stage New
Zealand had lost three wickets or just 90 runs in 16 overs and 2 balls (98 balls) chasing
263. With Pakistan in the ascendency then, it took a couple of good batting partnerships
from New Zealand to score the win. Figure 5.9 shows the resulting revised targets that
New Zealand would have to make to win the game if the game stopped at any point
during the innings and no more play was possible (Scenario 1). The dotted green line is
the average path to victory while the dotted-dashed gray one is the target if the same
number of wickets were lost as in the actual innings, at each point. The actual innings
is shown as the solid red line. The chasing team would be declared a winner whenever
the red line was above the dotted gray line. As we would expect, the red line dips
below the gray line starting around the 17th over mark, signaling that Pakistan would
have been declared the winners if the game stopped at that time. However, around
the 38th over, New Zealand were back in the ascendency and the red line overtakes the
gray line indicating that after around the 38th over if the innings stopped and no more
play was possible, then New Zealand would be declared winners. The gap between the
red and gray line is a proxy for how comfortably the ascendent team is ahead. These
observations agree with the actual state of the game and point to a realistic target
revision methodology. Note that even though the game ended at the 275th ball point,
we show the trajectories for the entire 50 over (300 ball) period.
We consider the famous World Cup 2003 game between South Africa and Sri Lanka.
South Africa were chasing a target of 269 in 50 overs (300 balls). Rain made an
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Figure 5.9: New Zealand vs Pakistan, 01/16/2018. New Zealand’s actual innings (red), average
path to victory (green) and revised target (dotted gray).
appearance during the second innings and it became clear that at the end of the 45th
over (270th ball) of the chase, no more play would be possible. Mark Boucher, a senior
player in the South African team, was provided the Duckworth-Lewis-Stern (DLS) par
score for the end of the 45th over and hit six runs off the penultimate ball before the
intervention (anticipating play to halt at the end of the over since it had started raining).
With that six, South Africa had achieved the par score and Boucher blocked the next
ball for zero runs (and importantly, did not lose his wicket). South Africa walked off
confident that they had achieved the DLS-revised target to win the game. However,
they were informed that the “par” score they were provided was the DLS-revised score
to tie the game and they needed one more than par to win! Unfortunately for South
Africa, that tie meant they were knocked out of the world cup which they were also
hosting in the most cruel of manners, as noted by The Guardian (Guardian (2003)).
We use Figure 5.10 to illustrate how our method would have decided the result of the
game at the actual intervention which happened at the 45 over mark when no more play
was possible. At precisely the 270 ball mark, the revised target score (for having lost 6
wickets) produced by our algorithm was 232. The score made by South Africa was 229
(for the loss of 6 wickets). Therefore, our algorithm would have declared Sri Lanka to
be the winner–by a margin of two runs. This is an example that hints that the DLS
method might be setting the revised target a touch too low (leading to a bias in favor of
the chasing teams).
Scenario 2: b′ = 30 overs, b1 = 45 overs. Next, we consider how our algorithm
would work in under Scenario 2 where the chasing team bats the first b′ balls assuming
they will have all b = 300 balls (50 overs) to chase the target. However, there is an
intervention at the b′ ball mark and only b1 < b are now possible. We use the World
Cup 2011 Final between India and Sri Lanka to illustrate how our algorithm would work
and its contrast to the DLS method. Figure 5.11 shows the average path to victory in
green for India when chasing the target of 275 in 50 overs (300 balls). We introduce a
hypothetical intervention at the b′ = 180 balls (30 overs) mark and assume that play
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Figure 5.10: Actual Intervention at 45 overs (270 balls) and no more play was possible after.
New Zealand’s actual innings (solid red), average path to victory (dashed green) and revised
target (dotted-dashed gray)
Figure 5.11
will resume with a maximum of 270 balls (45 overs) possible instead of the original 300
balls (45 overs). Figure 5.11 shows the original average path to victory (solid green line)
while the dotted black line shows the targets had the revised maximum number of overs,
b1, been allowed to vary between [35, 50]. Finally, the equivalent of the black line is the
dotted-dashed blue line which are the revised targets produced by the DLS method.
The gap between the two methods is a feature of our algorithm. It is a consequence
of taking the context of the last few overs in to account (as discussed in Section 5.5.1)
where teams can be expected to score significantly more number of runs towards the
end an innings. This “contextual” revision of the target is what allows our algorithm to
correct for the bias introduced in favor of the chasing teams by the DLS method.
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 5.6 Conclusion
In this chapter, we introduced a latent variable model for cricket games to solve twin
problems of score trajectory forecasting and target revision in situations where the game
is shortened, e.g. due to a weather interruption. We propose a forecasting algorithm
which generalizes the Robust Synthetic Control method and demonstrate its predictive
power using extensive experimentation and actual case studies. Finally, we propose
an algorithm to decide the winner of a game in scenarios where the second innings is
shortened. We demonstrate that the incumbent DLS method in cricket is biased in favor
of the teams batting second and that our algorithm corrects for this bias using results
from simulations and actual case studies.
Chapter 6
tslib: An Implementation for
Inference on Sequential Data
In this final chapter, we describe our implementation of a Python-based sequential
data (time series) imputation and forecasting library. The multiple sequential data
applications presented earlier in this work are all subsets of the time series data that our
library is designed to handle. Therefore, in this chapter we present the implementation
details for the most generic time series settings.
There exist several computational tools for imputing and forecasting time series data.
The computation platform R has a rich set of libraries with parametric algorithms for
forecasting time series data which is a combination of auto-regressive (AR), moving
averages (MA), periodicity, trend and some combinations of these. Similarly, there exist
several time series forecasting libraries implemented in Python such as PyFlux (Taylor
(2016)), Statsmodels (Perktold et al. (2017)), Prophet (J. Taylor and Letham (2017))
(available in both R and Python) and several others. The forecasting approaches in
these implementations are either highly parametric assuming that the type of time series
is known with some degree of certainty or follow an ensemble approach as in J. Taylor
and Letham (2017); Eric and Rohani (2017) which combines predictions from several
time series forecasting subroutines, but with a significant emphasis on periodic data.
Several of the aforementioned time series libraries also have the ability to impute missing
entries. These imputations are largely a result of inferring parametric models and
then using in-sample predictions to impute missing entries. A notable contribution
in the realm of imputation is AMELIA (Honaker et al. (2011)) which implements an
EM-algorithm with bootstrap to impute missing entries. In our experience, AMELIA
works very well in similar problem domains as those covered in this thesis, i.e. multiple
instances of sequential data (time series). However, as the proportion of missing data
increases and creates instances of time when several sequences have no observations, the
performances tends to degrade fairly rapidly.
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Our motivation for implementing a custom time series imputation and forecasting library
stems from the relative shortcomings of the approaches discussed above. Our goal is
to implement a general purpose time series library which requires limited parameter
estimation and requires no knowledge of the type of time series data at hand. A secondary
goal is to provide a single-machine implementation which can gracefully handle datasets
that may be larger (or grow larger) than the system memory. A final auxiliary goal is
to be able use the general purpose approach for all applications considered in this work.
We make available an open-source version of the library, currently called tslib, at https:
//github.com/jehangiramjad/tslib. We note that the open-source implementation
is a constant work-in-progress and the most updated implementation may not always
match every feature presented in this work.
 6.1 Algorithm
We now describe the general organization of our implementation based on the Algorithm
from Agarwal et al. (2018). We borrow the notation from Agarwal et al. (2018) and
then present the steps of the algorithm (including all custom modifications for our
Python-based implementation).
 6.1.1 Notations and definitions
Let X(t) denote the observation at time t ∈ [T ] where E[X(t)] = f(t). We shall use
the notation X[s : t] = [X(s), . . . , X(t)] for any s ≤ t. Furthermore, we define L > 1 to
be an algorithmic hyperparameter and N = bT/Lc − 1. For any L×N matrix A, let
AL = [ALj ]j≤N represent the the last row of A. Moreover, let A˜ = [Aij ]i<L,j≤N denote
the (L− 1)×N submatrix obtained by removing the last row of A.
 6.1.2 Transforming univariate time series to a matrix
We begin by introducing the crucial step of transforming a single, univariate time series
into a matrix. Given time series data X[1 : t], we construct L different L×B matrices
X(k), defined as
X(k) = [X
(k)
ij ] = [X(i+ (j − 1)L+ (k − 1))]i≤L,j≤B, (1)
where k ∈ [L] and t ≥ LB. In words, X(k) is obtained by dividing the time series
X[1 : t] into B non-overlapping contiguous intervals each of length L, thus constructing
B columns, with X(k) being L shifted versions where the starting value is X(k). For the
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purpose of imputation, we shall only utilize X(1). In the case of forecasting, however,
we can utilize X(k) for all k ∈ [L]. We define M (k) analogously to X(k). In practice,
for most problems we have considered we end up only needing X(1) for forecasting as
well. Our implementation can easily be extended to work with all X(k) for all k ∈ [L].
Implementation Details. In our implementation, we take as input X[1 : t] as a
Pandas dataframe (McKinney and Team (2018)) which uses discretized time objects
as the index and the univariate values X[1 : t] as the corresponding data. We expect
the univariate time series object to be represented by a key (string). The transformed
matrix representation, X(1), removes references to the time index and only uses the data
values to produce a Numpy 2d array (matrix) (SciPy.org (2017)). Note that the ordering
described in Subsection 6.1.2 preserves the sequential ordering making it easy to convert
between the matrix (Numpy 2d array) and the time series (Pandas dataframe).
 6.1.3 Transforming multivariate time series as a matrix
In this thesis, we consider multiple realizations of sequential data (time series). This is
akin to having a multivariate time series. Our conversion of a multivariate time series
to a matrix follows the same procedure as that described above in Section 6.1.2: we
take as input each univariate time series within the multivariate time series data and
transform it to an L×B matrix; these matrices are then stacked vertically to produce a
final matrix of dimensions LR×B, where R is the number of univariate time series in
the data.
 6.1.4 Algorithm description
We will now describe the imputation and forecast algorithms introduced in Agarwal
et al. (2018) which form the bedrock of our implementation. See Figure 6.1 for a visual
reference.
Imputation. Due to the matrix representation, X(1) of the time series, the tasks of
imputing missing values and de-noising observed values translates to that of matrix
estimation.
1. Transform the data X[1 : t] into the matrix X(1) via the method outlined in Section
6.1.2.
2. Apply a matrix estimation method (as noted in Section 1.2.4 of this thesis.) to
produce Mˆ (1) = ME(X(1)).
3. Produce estimate: f̂I(i+ (j − 1)L) := M̂ (1)ij for i ∈ [L] and j ∈ [B].
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Figure 6.1: Caricature of imputation and forecast algorithms for k = 1. Source Agarwal et al.
(2018).
Forecast. In order to forecast future values, we first de-noise and impute via the
procedure outlined above, and then learn a linear relationship between the the last row
and the remaining rows through linear regression.
1. For k ∈ [L], apply the imputation algorithm to produce ̂˜M (k) from X˜(k) (recall
from Subsection 6.1.2 that A˜ refers to the submatrix of the first L− 1 rows of A).
2. For k ∈ [L], define the estimator βˆ(k) := arg minv∈RL−1
∥∥∥∥X(k)L − (̂˜M (k))T v∥∥∥∥2
2
.
3. Produce the estimate at time t > T as follows:
(i) Let vt := [X(t− L+ 1) : X(t− 1)] and k = (t mod L) + 1.
(ii) Let vprojt := arg minv∈RL−1
∥∥∥∥vt − (̂˜M (k))T v∥∥∥∥2
2
.
(iii) Produce estimate: fˆF (t) := (v
proj
t )
T · βˆ(k).
 6.1.5 Algorithm Implementation Details
 6.1.5.1 Matrix Estimation
For imputation, we take as input the Numpy 2d array of our time series data and use a
matrix estimation method of choice. Our current implementation provides the following
two choices out of the box:
1. Singular Value Thresholding (SVT). We make available a SVT subroutine
for matrix estimation. This is achieved by first performing the singular value
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decomposition (SVD) of the matrix and then retaining only the largest few singular
values and vectors. The number of singular values to keep is an input argument to
the subroutine and is provided by the user. It is a parameter that can be tuned
using cross-validation.
We support Numpy’s implementation of the SVD and also one provided by the
pymf library (Thurau (2014)). User’s have a choice to use either with Numpy being
the default choice.
Another result of using the SVT as the the matrix estimation routine is that
unobserved (missing) values are be imputed with the least information values.
Specifically, if the entries of the input matrix are bounded within [−b, b], then the
median value can be used for the least informative imputation, typically 0. By
default, in our implementation we impute the matrix by the following value:
value =
min + max
2
,
where min is the smallest value in the matrix and max is the largest. The theoretical
justification of this form of imputation can be found in Chatterjee (2015).
2. Alternating Least Squares (ALS). We also make available the ALS subroutine
for matrix estimation. The ALS algorithm is an iterative algorithm, details of
which can be found in this excellent exposition: Zadeh (2015). We implement the
vanilla iterative algorithm in our library without significant optimizations. The
dimension of the reduced “feature space” is provided by the user as an input to
this subroutine. This can be be viewed as similar to the user-provided number of
singular values to keep in the SVT algorithm. It is a parameter that can be tuned
using cross-validation.
An advantage of ALS over SVT is that missing entries are simply ignored and no
imputation with the median is necessary. However, the cost of this advantage is
poorer estimation when a large fraction of the data matrix is missing. We find that
the SVT algorithm tends to outperform the ALS algorithm as the fraction to missing
data increases. Refer to Figure 6.2 for an example of the imputation performance,
measured by the RMSE, of the two algorithms on a randomly generated synthetic
dataset comprising a mixture of ARMA (autoregressive moving average), periodic
and trend components. The observations were normalized to lie in the range [−1, 1]
and each iteration of the experiment generated data independently and entries were
observed/missing independently of each other. The plot shows what we find to
be typical behavior: ALS tends to have better imputation performance when the
fraction of randomly missing values is large and vice-versa. A visual representation
of the time series under consideration with the estimated means from the ALS
method (imputation and forecasting) are also shown in Figure 6.3.
Figure 6.2: For a univariate time series, the imputation RMSE for the SVT and ALS algorithms.
The time series had random realizations of a mixture of ARMA, periodic and trend components.
Each element of the time series was randomly observed with the probability in range [0.3, 1.0]
(x-axis).
Figure 6.3: Noisy time series observations, latent true means and the estimated means after
imputation and forecasting from the ALS algorithm when each entry in the series is independently
observed with a 50% probability.
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 6.1.5.2 Choosing the number of rows L
While the theoretical results in Agarwal et al. (2018) suggest L should be as large as
possible, with the requirement L = o(B). However, in practice L can be allowed to be
much smaller. It is a user-specified parameter in our implementation and can be tuned
by holding part of the training data for validation.
 6.1.5.3 Forecasting using least squares
Once we have a representation of the imputed and de-noised data matrix, it can be used
to estimate the weights, βˆ, using least squares . The length of βˆ is equal to the number
of rows of the matrix, i.e. L, for a univariate time series and LR for a multivariate time
series containing R univariate components. We maintain a reference to these weights in
memory (as a Numpy array) and compute dot products with the future columns of the
data to generate forecasts.
We use the pseudo-inverse of the estimated (de-noised) matrix to estimate the weights,
βˆ. The pseudo-inverse is defined in Section 1.4. For greater flexibility and efficiency, we
use our own implementation of the pseudo-inverse which is described next.
 6.1.5.4 Matrix Operations
It is imperative for our implementation to use efficient representations of the data matrix,
its imputed/de-noised estimate and its inverses for forecasting. The dot products required
for producing the forecasts are the least expensive among these operations and are not
a focus of our attention. Instead, we focus on using the singular value decomposition to
determine a memory-efficient representation of the matrix. Specifically, once a rank k
decomposition is determined, a matrix A of dimensions L×B can be represented by
L× k, k × k and k ×B matrices:
A = UΣV ,
where U is the L×k matrix of left singular vectors, V is the k×B matrix of (transposed)
right singular vectors and Σ is the k × k diagonal matrix of singular values. As noted
in Section 1.4, the pseudo-inverse of the matrix A can also be represented in terms of
the matrices U ,V and the inverse of the diagonal matrix Σ. Using these facts, in our
implementation we maintain references to U ,V and a vector of singular values, s. The
rank-k imputed de-noised mean matrix of interest and its inverse can then be computed
(on demand) using these smaller matrices. Given that we never use the original data
matrix again, we release all references to it once the rank-k decomposition is determined.
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Despite the efficient use of memory described here, it is important to note that the
original data matrix can be extremely large and it might not even be possible to keep it
in memory to determine its SVD (or the rank-k ALS estimate). Therefore, even more
fundamental than the efficiency of storage after the rank-k decomposition is determined,
it is imperative to provide a solution for the problem of it being impossible to even
compute the decomposition in the first place. We address this issue and describe our
approach in the next subsection.
 6.1.5.5 Trading Memory with Disk
Our implementation is designed with the explicit goal of being run on a single (typical)
machine. A common problem for researchers relying on a single-machine computational
environment is that large datasets can often not fit in memory. For instance, the singular
value decomposition subroutine in Numpy, while highly optimized, appears to make
3x copies of the data matrix. If the data matrix 10Gb in size, for example, many
reasonable single-machine systems would have their memory exhausted before they could
begin the decomposition subroutines. To combat this problem on our single-machine
implementation, we provide an option for the users to work with HDF5 (hdfgroup (2017))
which provides an efficient abstraction to create references to data structures on disk.
For instance, HDF5 objects (which are compatible with Numpy’s objects) can refer to
the time series dataset on disk, sequentially convert it to a matrix structure and write
the intermediate output to disk (using HDF5 abstractions) and continue until the final
matrix object is saved on disk. All subsequent computations can then reference chunks
of the matrix sequentially to perform the necessary computations.
In light of the above, we implement our own matrix operations, e.g. addition and
multiplication, to work off of chunks of a matrix, one at a time, without exhausting
system memory and checkpoint intermediate output back to disk. We let the user
prescribe the maximum chunk size which is used by our implementation to determine
the maximum amount of data that is transferred from disk to memory at any given point
in time. This is a parameter that can be fine-tuned based on any particular system’s
specifications.
It is important to recognize that computationally most expensive tasks in our algo-
rithm(s) are matrix inverses which rely on the singular value decompositions. Given
that our algorithms typically only need the top few singular values (and vectors), we
implement iterative methods to compute the top k singular values and vectors. In this
implementation, we use our HDF5-compatible sequential matrix operations and the
power iterative method to generate matrix inverses and produce the rank-k decomposi-
tion. The number of iterations or convergence tolerance parameters can be tuned but
we provide defaults which work well under many situations. While this iterative method
of determining the rank-k decomposition experiences significant overhead for small and
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medium-sized datasets, the advantage of this approach is clear when the data footprint
exceeds system memory where no other single-system in-memory decomposition is an
option.
We note that the HDF5 option is not enabled by default and the user has to specifically
invoke it. We believe this is the correct design choice given that most initial data
exploration tasks are performed on relatively small datasets.
 6.2 Evaluation
As we note earlier in this chapter, an important goal of our implementation to provide
a single method to impute and forecast sequential (time series) data. In what follows,
we provide examples that underscore the statistically accurate performance of our
implementation across a large set of data sources: combinations of autoregressive
(AR), moving averages (MA), periodic and trend components. We also showcase the
performance on real-world datasets where the underlying ground truth is not known. In
several instances, we compare our implementation to existing libraries.
Several examples presented in this section appear in Agarwal et al. (2018) where our
library has been used for all evaluations.
 6.2.1 Synthetic Control, Cricket and Retail
All experiments and evaluations reported in Chapters 3, 4 and 5 are done using our
open-sourced implementation. Sample code for the Synthetic Control case-studies can
be found on the public code repository, https://github.com/jehangiramjad/tslib.
 6.2.2 Other Experiments
We conduct experiments on real-world and synthetic datasets to study the imputation
and forecasting performance of the algorithm for mixtures of time series processes, as
we vary the amount of missing data. Additionally, we present the applicability of the
algorithm to the HMM setting (see Section 6.2.2.3) for cases where no closed form
solutions have existed so far. Sample code for the synthetically generated univariate and
multivariate time series data (mixtures of ARMA, periodicity and trend) are provided
on the public code repository, https://github.com/jehangiramjad/tslib.
Mixtures of Time Series Processes. For the synthetically generated datasets, we
utilize mixtures of harmonics, trend, and auto-regressive (AR) processes with Gaussian
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additive noise – since AR is effectively a noisy version of LTI. When using real-world
datasets, we do not know the underlying time series processes – however, they appear
to display periodicity, trend, and auto-regression.
Comparisons. For forecasting, we compare the algorithm to the state-of-the-art
time series forecasting library of R, which decomposes a time series into stationary
auto-regressive, seasonal, and trend components. The library learns each component
separately and combines them to produce forecasts. Given that our synthetic and
real-world datasets involve additive mixtures of these processes, this serves as a strong
baseline to compare the algorithm against. For imputation experiments, we compare
the algorithm against AMELIA II (Honaker et al. (2011)), which is another R-based
package widely believed to produce excellent imputation performance.
Metric of Evaluation. Our metric of comparison is the root mean-squared error
(RMSE).
Algorithmic Parameters. For both imputation and forecasting, we apply the SVT
algorithm implemented in our library. We use a data-driven approach to choose the
singular value threshold, µ, and the number of rows in the time series matrix, L. We
reserve 30% of our training data for cross-validation to pick µ and L.
 6.2.2.1 Synthetic Data
We generate a mixture process of harmonics, trend and auto-regressive components. The
first 70% of the data points are used to learn a model (training) and point-predictions,
i.e. forecasts, are produced on the remaining 30% of the data. In order to study the
impact of missing data, each entry in the training set is observed independently with
probability p ∈ (0, 1].
Forecasts. Figures 6.4a-6.4c visually depict the predictions from our implementation
when compared to the state-of-the-art time series forecasting library in R. We provide
the R library the number of lags of the AR component to search over, in effect making
its job easier. It is noticeable that the forecasts from the R library always experience
higher variance. As p becomes smaller, the R library’s forecasts also contain an apparent
bias. Under all levels of missing data, our implementation appears to produce smooth
estimates which appear preferable to the predictions produced by the R library. These
visual findings are confirmed in Figure 6.5b which shows that our implementation’s
prediction RMSE is always better than that of the R library’s when working with
mixtures of AR, harmonic and trend processes.
Imputation. Figure 6.5a shows that our implementation outperforms the state-of-the-
art AMELIA library for multiple time series imputation at all levels of missing data.
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(a) 70% data missing. (b) 50% data missing.
(c) No data missing.
Figure 6.4: Plots for three levels of missing data (p ∈ {0.3, 0.5, 1})showing the original
time series (means) and forecasts produced by the R-library (Baseline) and our algorithm
(implementation).
(a) Imputation RMSE (mix-
ture AR, periodic, trend).
(b) Prediction RMSE (mix-
ture periodic, trend).
Figure 6.5: Plots showing the Imputation and Prediction RMSE as a function of p.
AMELIA is better than the baseline, i.e. imputing all missing entries with the mean,
but performs much worse than ours. Note that this experiment involved multiple time
series where the outcome variable of interest and the log of its squared power were also
included. The additional time series components were included to help AMELIA impute
missing values because it is unable to impute missing entries in a single time series.
 6.2.2.2 Real-World Data
We use two real-world datasets to evaluate the performance of our implementation
in situations where the identities of the time series processes are unknown. This
set of experiments is intended to highlight the versatility of our implementation and
applicability to practical scenarios involving time series forecasting. Note that for these
datasets, we do not know the true mean processes. Therefore, it is not possible to
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(a) Price predictions for Bitcoin.
(b) RMSE for Bitcoin predic-
tions.
Figure 6.6: Bitcoin price forecasts and RMSE as a function of p.
(a) Flu trends predictions
(Peru). (b) RMSE flu trend predictions.
Figure 6.7: Peru’s Google flu trends forecasts and RMSE as a function of p.
generate the metric of interest, i.e. RMSE, using the means. Instead, we use the
observations themselves as the reference to compute the metric.
Bitcoin. Figures 6.6a and 6.6b show the forecasts for Bitcoin prices (in Yuans) in
March 2016 at regular 30s time intervals which demonstrates classical auto-regressive
properties. We provide a week’s data to learn and forecast over the next two days.
Figure 6.6a shows that our implementation and the R library appear to do an excellent
job of predicting the future even with 50% data missing. Figure 6.6b shows the RMSE
of the predictions, for both the R library and our library, as a function of p which clearly
underscores the strength of our approach, especially with missing data.
Google Flu Trends (Peru). Figures 6.7a and 6.7b show the forecasts for Google flu
search-trends in Peru which shows significant seasonality. We provide weekly data from
2003-2012 to learn and then forecast for each week in the next three years. Figure 6.7a
shows that our library clearly outperforms R when predicting the future with 30% data
missing. Figure 6.7b shows the RMSE of the predictions as a function of p which once
again confirm that our implementation outperforms the R library.
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 6.2.2.3 HMM
Finally, we produce a time series according to a Hidden Markov Model. The observations
of this time series are generated from a Poisson process with time-varying parameters,
which are hidden. These parameters evolve according to a mixture of sums of harmonics
and trends. Our interest is in estimating these time-varying hidden parameters, using one
realization of integer observations of which several are randomly missing. Specifically,
each point in the original time series is a Poisson random variable with parameter
λ(t), i.e. X(t) ∼ Poisson(λ(t)). Further, we assume that λ(t) = f(t) where f(t) is a
time-dependent sum of harmonics and logarithmic trend components. Each X(t) is then
observed independently with probability p, to produce a random variable Y (t). We
immediate have that E[Y (t)] = pλ(t). Note that this is similar to the settings described
earlier in this work but instead of additive noise we have imposed a generic noise model.
However, our goal is the same: estimate the mean time series process under randomly
missing data profiles.
Figures 6.8a-6.8b show the mean time series process can be estimated via imputation
using the algorithm proposed in our work and implemented in our library. These two
plots show the original time series (with randomly missing data points set to 0), the
true means and our estimation. With only 1% missing data, our algorithm is able to
impute the means accurately with the performance degrading slightly with 10% missing
data. However, note that these are relatively small datasets with only 25,000 points.
Figure 6.8d shows the same process under 10% missing data but for 50,000 data points.
As expected, with access to a greater number of data points, our algorithm performs
better.
Figure 6.8c shows plots of RMSE and R2 for the imputed means of the process only.
Note these apply to the smaller time series of 25,000 data points. The metrics are
computed only on the data points which were missing. We note that the R2 rises while
the RMSE falls as a p increases. Both of these profiles confirm our intuition that the
imputation improves as a function of p. However, note that performance is fairly robust
(RMSE < 0.2 and R2 > 0.8) for all levels of missing data plotted.
(a) 1% missing data. 25,000
points.
(b) 10% missing data. 25,000
points.
(c) RMSE and R2 vs p. 25,000
points.
(d) 10% missing data. 50,000
points.
Figure 6.8: Imputation of the means of an HMM (Poisson) time series. The first three plots
are for the time series which has 25,000 data points and the resulting matrix is of dimensions:
50×500. The last one is for the same process but with twice as much data and matrix dimensions
of 100× 500. Note that the observations randomly missing are set to 0 which the entire process
is normalized to lie in the range [−1, 1].
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 A.1 Other Probability Distributions
As discussed earlier, our setting is not limited to situations where the demand is
distributed as Poisson. While Poisson-distributed demand is natural for the retail
setting, other applications may warrant data distributed differently. While different
distributions will lead to different forms and constants in the results derived earlier, our
approach will extend to any probability distribution that allows the following to hold:
(i). Censored mean as a function of parameters and C. As discussd in Section
3.4.1.1, the censored mean, mij must be a function of the parameters of the
distribution and the stocking levels, Cij . We also require that this function be
continuous and differentiable in all parameters, given Cij .
(ii). Parameters as functions of location and time. We require that the pa-
rameters be functions of hidden variables of time, θi, and location, ρj . In other
others, if the d-dimensional parameters are represented by λdij , then we must have
λdij = h(θi, ρj). For a direct application of Lemma 3.3.1, we require that h(θi, ρj)
be Lipschitz and P(Cij = k) also be a Lipschitz function of θi, ρj .
As an example of a distribution other than Poisson, consider that the demand at each
location i and time period j is distribution as a Binomial distribution with a known
parameter nij and unknown parameter λij . We have that Yij ∼ Binomial(nij , λij). As
usual, we define Xij = min{Yij , Cij} and each Xij is observed with probability p ∈ (0, 1].
The censored means are defined as mij = E(Xij). It is straight forward to show that,
ignoring the subscripts for simplicity, m = f(λ, n,C), noting that we have assumed that
n is a known (scaling) constant.
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m ≡ E[X]
=
C−1∑
k=0
kP (Y = k) + C(
∞∑
k=C
P (Y = k))
=
∞∑
k=0
kP (Y = k)−
∞∑
k=C
(k − C)P (Y = k)
= E[Y ]−
∞∑
k=C
(k − C)P (Y = k)
= nλ−
∞∑
k=C
(k − C)
(
n
k
)
λk(1− λ)(n−k)
≡ f(λ, n,C). (1)
We can see that f(.) is continuous in the parameter λij , given Cij and nij . This satisfies
the first assumption stated above. If the conditions stated in the second assumptions
hold then similar to the Poisson case we can show that f(θi, ρj) is Lipschitz continuous
in the latent parameters. The algorithm described in Section 4.2 can then be used to
compute the estimates of censored means, mˆij , and original parameters, λˆij . In this
case, the results stated in Section 3.3 are directly applicable.
 A.2 USVT vs GSBM Algorithm
We choose the USVT Algorithm of Chatterjee (2015) for Step 1 of our Algorithm. The
USVT algorithm is a spectral thresholding algorithm and there are several competing
spectral algorithms in literature which could also be considered. However, the USVT
algorithm is attractive due to its universal nature–it proposes a threshold whereas several
others in literature do not prescribe one, i.e. they are existential in nature. Secondly,
the USVT algorithm is applicable to symmetric and non-symmetric matrices whereas
several other algorithms in literature deal specifically with symmetric ones. Finally, the
USVT is a computationally efficient algorithm within the class of spectral methods.
For comparison, we consider the Generalized Stochastic Block Model (GSBM) algorithm
proposed in M. Lelarge and Xu (2014). Since this algorithm is only applicable to
symmetric matrices, our comparisons with the USVT algorithm consider only symmetric
matrices. We consider the following setting:
We generate N parameters, θ, and keep them fixed. In this case θi ∼ Uniform(0, 1), 1 ≤
i ≤ N . We let α ∼ Uniform(0, 1). Next, we generate the following probabilities of
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edges between each pair of vertices:
pij =
1
1 + exp{fij} , 1 ≤ i, j ≤ N,
where
fij = exp{−θi − θj − αθiθj}
Edges, eij ∈ {0, 1} are then generated for the graph using the interaction (edge)
probabilities pij . Further, each realization of an edge is observed with probability p.
The generated realization of edges is our graph, G.
In our implementation, we set the following GSBM algorithm specific parameters
M. Lelarge and Xu (2014):
 =
1
2
median{||zi − zj ||}
and,
h(x) = min{1,max{0, 2− x

}}
The number of eigenvalues retained is kept to be the same as the number chosen by
the USVT algorithm since M. Lelarge and Xu (2014) does not provide a guideline for
choosing how many to retain. The only USVT algorithm specific parameter Chatterjee
(2015) is η = 0.01.
We conduct two types of comparison experiments: (a) fix the (symmetric) dimension,
N , of the matrix, G, and vary the probability of observation, p; (b) keep the p fixed
and vary the dimension of the matrix. In each case, the metric of interest is the average
MSE(Gˆ) with respect to G. Figures A.1 and A.2 show the average MSE produced by
each algorithm for the experiments (a) and (b). We conclude that the USVT algorithm
is a better choice. It is also more versatile (applicable to non-symmetric settings),
prescriptive (specifies exactly what threshold to choose) and is computationally far
superior.
Figure A.1: Average MSE vs the probability of observation for the two algorithms under con-
sideration. The size of matrix is fixed to 80x80. Note that the USVT algorithm is comparatively
better at all p.
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Figure A.2: Average MSE vs the size of the (symmetric) matrix for the two algorithms under
consideration. The probability of observation, p = 1.0. Note that the USVT algorithm performs
comparatively better at all but the smallest matrix size.
 A.3 Useful Theorems
We present useful theorems that we will frequently employ in our proofs.
Theorem A.3.1. Perturbation of singular values.
Let A and B be two m× n matrices. Let k = min{m,n}. Let λ1, . . . , λk be the singular
values of A in decreasing order and repeated by multiplicities, and let τ1, . . . , τk be the
singular values of B in decreasing order and repeated by multiplicities. Let δ1, . . . , δk be
the singular values of A−B, in any order but still repeated by multiplicities. Then,
max
1≤i≤k
|λi − τi| ≤ max
1≤i≤k
|δi|.
References for the proof of the above result can be found in Chatterjee (2015), for
example.
Theorem A.3.2. Poincare´ separation Theorem.
Let A be a symmetric n × n matrix. Let B be the m ×m matrix with m ≤ n, where
B = P TAP for some orthogonal projection matrix P . If the eigenvalues of A are
σ1 ≤ . . . ≤ σn, and those of B are τ1 ≤ . . . ≤ τm, then for all j < m+ 1,
σj ≤ τj ≤ σn−m+j .
Remark A.3.2.1. In the case where B is the principal submatrix of A with dimensions
(n− 1)× (n− 1), the above Theorem is also known as Cauchy’s interlacing law.
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Theorem A.3.3. Bernstein’s Inequality.
Suppose that X1, . . . , Xn are independent random variables with zero mean, and M is
a constant such that |Xi| ≤ M with probability one for each i. Let S :=
∑n
i=1Xi and
v := Var(S). Then for any t ≥ 0,
P(|S| ≥ t) ≤ 2 exp
(
− 3t
2
6v + 2Mt
)
.
Theorem A.3.4. Hoeffding’s Inequality.
Suppose that X1, . . . , Xn are independent random variables that are strictly bounded by
the intervals [ai, bi]. Let S :=
∑n
i=1Xi. Then for any t > 0,
P(|S − E[S]| ≥ t) ≤ 2 exp
(
− 2t
2∑n
i=1(bi − ai)2
)
.
Theorem A.3.5. Theorem 3.4 of Chatterjee (2015)
Take any two numbers m and n such that 1 ≤ m ≤ n. Suppose that A = [Aij ]1≤i≤m,1≤j≤n
is a matrix whose entries are independent random variables that satisfy, for some
δ2 ∈ [0, 1],
E[Aij ] = 0, E[A2ij ] ≤ δ2, and |Aij | ≤ 1 a.s.
Suppose that δ2 ≥ n−1+ζ for some ζ > 0. Then, for any ω ∈ (0, 1),
P(‖A‖ ≥ (2 + ω)δ√n) ≤ C(ζ)e−cδ2n,
where C(ζ) depends only on ω and ζ, and c depends only on ω. The same result is true
when m = n and A is symmetric or skew-symmetric, with independent entries on and
above the diagonal, all other assumptions remaining the same. Lastly, all results remain
true if the assumption δ2 ≥ n−1+ζ is changed to δ2 ≥ n−1(log n)6+ζ .
Remark A.3.5.1. The proof of Theorem A.3.5 can be found in Chatterjee (2015) under
Theorem 3.4.
 A.4 Useful Lemmas
We begin by proving (and providing) a series of useful lemmas that we will frequently
use to derive our desired results.
Lemma A.4.1. Suppose C is an m×n matrix composed of an m× p submatrix A and
an m× (n− p) submatrix B, i.e., C = [ A B ]. Then, the spectral (operator) norms
of A and B are bounded above by the spectral norm of C,
max{‖A‖, ‖B‖} ≤ ‖C‖.
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Proof. Without loss of generality, we prove the case for ‖A‖ ≤ ‖C‖, since the same
argument applies for ‖B‖. By definition,
CTC =
[
ATA ATB
BTA BTB
]
.
Let σ1, . . . , σn be the eigenvalues of C
TC in increasing order and repeated by multi-
plicities. Let τ1, . . . , τp be the eigenvalues of A
TA in increasing order and repeated by
multiplicities. By the Poincare´ separation Theorem A.3.2, we have for all j < p+ 1,
σj ≤ τj ≤ σn−p+j .
Thus, τp ≤ σn. Since the eigenvalues of CTC and ATA are the squared singular values
of C and A respectively, we have
√
τp = ‖A‖ ≤ ‖C‖ = √σn.
We complete the proof by applying an identical argument for the case of ‖B‖. 
Lemma A.4.2. Let A be any m by n matrix, and let A† be its corresponding pseudoin-
verse. Then, the matrices P1 = AA
† and P2 = A†A are projection matrices.
Proof. We first prove that P1 is a projection matrix. In order to show P1 is a projec-
tion matrix, we must demonstrate that P1 satisfies two properties: namely, (1) P1 is
symmetric, i.e. P T1 = P1, and (2) P1 is idempotent, i.e. P
2
1 = P1.
Let A = Q1ΣQ
T
2 represent the SVD of A, with the pseudoinverse expressed as A
† =
Q2Σ
+QT1 . As a result,
P1 = AA
†
= Q1ΣQ
T
2Q2Σ
+QT1
= Q1ΣΣ
+QT1 .
Note that
P T1 = (Q1ΣΣ
+QT1 )
T
= Q1ΣΣ
+QT1
= P1,
which proves that P1 is symmetric. Furthermore,
P 21 = (Q1ΣΣ
+QT1 ) · (Q1ΣΣ+QT1 )
= Q1ΣΣ
+ΣΣ+QT1
= Q1ΣΣ
+QT1
= P1,
which proves that P1 is idempotent. The same argument can be applied for P2. 
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Lemma A.4.3. The eigenvalues of a projection matrix are 1 or 0.
Proof. Let λ be an eigenvalue of the projection matrix P for some eigenvector v. Then,
by definition of eigenvalues,
P v = λv.
However, by the idempotent property of projection matrices (P 2 = P ), if we multiply
the above equality by P on the left, then we have
P (P v) = P (λv)
= λ2v.
Since v 6= 0, the eigenvalues of P can only be members R whereby λ2 = λ. Ergo, we
must have that λ ∈ {0, 1}. 
Lemma A.4.4. Let A =
∑m
i=1 σixiy
T
i be the singular value decomposition of A with
σ1, . . . , σm in decreasing order and with repeated multiplicities. For any choice of µ ≥ 0,
let S = {i : σi ≥ µ}. Define
Bˆ =
∑
i∈S
σixiy
T
i .
Let τ1, . . . , τm be the singular values of B in decreasing order and repeated by multiplici-
ties, with τ∗ = maxi/∈S τi. Then∥∥∥Bˆ −B∥∥∥ ≤ τ∗ + 2‖A−B‖.
Proof. By Theorem A.3.1, we have that σi ≤ τi + ‖A−B‖ for all i. Applying triangle
inequality, we obtain∥∥∥Bˆ −B∥∥∥ ≤ ∥∥∥Bˆ −A∥∥∥+ ‖A−B‖
= max
i/∈S
σi + ‖A−B‖
≤ max
i/∈S
(
τi + ‖A−B‖
)
+ ‖A−B‖
= τ∗ + 2‖A−B‖.

Lemma A.4.5. Let A =
∑m
i=1 σixiy
T
i be the singular value decomposition of A. Fix
any δ > 0 such that µ = (1 + δ)‖A−B‖, and let S = {i : σi ≥ µ}. Define
Bˆ =
∑
i∈S
σixiy
T
i .
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Then ∥∥∥Bˆ −B∥∥∥ ≤ (2 + δ)‖A−B‖.
Proof. By the definition of µ and hence the set of singular values S, we have that∥∥∥Bˆ −B∥∥∥ ≤ ∥∥∥Bˆ −A∥∥∥+ ‖A−B‖
= max
i/∈S
σi + ‖A−B‖
≤ (1 + δ)‖A−B‖+ ‖A−B‖
= (2 + δ)‖A−B‖.

Lemma A.4.6. Lemma 3.5 of Chatterjee (2015) Let A =
∑m
i=1 σixiy
T
i be the
singular value decomposition of A. Fix any δ > 0 and define S = {i : σi ≥ (1 +
δ)‖A−B‖} such that
Bˆ =
∑
i∈S
σixiy
T
i .
Then ∥∥∥Bˆ −B∥∥∥
F
≤ K(δ)(‖A−B‖‖B‖∗)1/2,
where K(δ) = (4 + 2δ)
√
2/δ +
√
2 + δ.
Proof. The proof can be found in Chatterjee (2015). 
 A.5 Preliminaries
To simplify the following exposition, we assume that |Mij | ≤ 1 and |Xij | ≤ 1. Recall
that all entries of the pre-intervention treatment row are observed such that Y −1 =
X−1 = M
−
1 + 
−
1 . On the other hand, every entry within the pre- and post-intervention
periods for the donor units are observed independently of the other entries with some
arbitrary probability p. Specifically, for all 2 ≤ i ≤ N and j ∈ [T ], we define Yij = Xij
if Xij is observed, and Yij = 0 otherwise. Consequently, observe that for all i > 1 and j,
E[Yij ] = pMij
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and
Var(Yij) = E[Y 2ij ]− (E[Yij ])2
= pE[X2ij ]− (pMij)2
≤ p(σ2 +M2ij)− (pMij)2
= pσ2 + pM2ij(1− p)
≤ pσ2 + p(1− p).
Recall that pˆ denotes the proportion of observed entries in X and σˆ2 represents the
(unbiased) sample variance computed from the pre-intervention treatment row (10).
Given the information above, we define, for any ω ∈ (0.1, 1), three events E1, E2, and
E3 as
E1 := {|pˆ− p| ≤ ωp/z},
E2 := {
∣∣σˆ2 − σ2∣∣ ≤ ωσ2/z},
E3 := {‖Y − pM‖ ≤ (2 + ω/2)
√
Tq},
where q = σ2p+p(1−p); for reasons that will be made clear later, we choose z = 60(σ2+1
σ2
).
By Bernstein’s Inequality, we have that
P(E1) ≥ 1− 2e−c1(N−1)Tp,
for appropriately defined constant c1. By Hoeffding’s Inequality, we obtain
P(E2) ≥ 1− 2e−c2Tσ2
for some positive constant c2. Moreover, by Theorem A.3.5,
P(E3) ≥ 1− Ce−c3Tq
as long as q = σ2p+ p(1− p) ≥ T−1+ζ for some ζ > 0. In other words,
p(σ2 + 1) ≥ p(σ2 + (1− p))
≥ T−1+ζ .
Consequently, assuming the event E3 occurs, we require that p ≥ T−1+ζσ2+1 for some ζ > 0.
Finally, as previously discussed, we will assume that both N and T grow without bound
in our imputation analysis. However, in our forecasting analysis, only T0 →∞.
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 A.6 Imputation Analysis
In this section, we prove that our key de-noising procedure produces a consistent esti-
mator of the underlying mean matrix, thereby adroitly imputing the missing entries and
filtering corrupted observations within our data matrix.
Lemma A.6.1. Let M = [Mij ] be defined as before. Suppose f is a Lipschitz function
with Lipschitz constant L and the latent row and column feature vectors come from a
compact space K of dimension d. Then for any small enough δ > 0,
‖M‖∗ ≤ δ(N − 1)
√
T + C(K, d,L)
√
(N − 1)Tδ−d,
where C(K, d, L) is a constant that depends on K, d, and L.
Proof. The proof is a straightforward adaptation of the arguments from [Chatterjee
(2015), Lemma 3.6]; however, we provide it here for completeness. By the Lipschitzness
assumption, every entry in M = [Mij ] = [f(θi, ρj)] is Lipschitz in both its arguments,
space (i) and time (j). For any δ > 0, it is not hard to see that one can find a finite
covering P1(δ) and P2(δ) of K so that for any θ, ρ ∈ K, there exists θ′ ∈ P1(δ) and
ρ′ ∈ P2(δ) such that ∣∣f(θ, ρ)− f(θ′, ρ′)∣∣ ≤ δ.
Without loss of generality, let us consider the case where P (δ) = P1(δ) = P2(δ). For
every latent row feature θi, let p1(θi) be the unique element in P (δ) that is closest to
θi. Similarly, for the latent column feature ρj , find the corresponding closest element in
P (δ) and denote it by p2(ρj). Let B = [Bij ] be the matrix where Bij = f(p1(θi), p2(ρj)).
Using the arguments from above, we have that for all i and j,
‖M −B‖2F =
∑
i,j
(f(θi, ρj)− f(p1(θi), p2(ρj)))2 ≤ (N − 1)Tδ2.
Therefore,
‖M‖∗ ≤ ‖M −B‖∗ + ‖B‖∗
(a)
≤ √N − 1‖M −B‖F + ‖B‖∗
≤ δ(N − 1)
√
T + ‖B‖∗,
where (a) follows from the fact that ‖Q‖∗ ≤
√
rank(Q)‖Q‖F for any real-valued matrix
Q. In order to bound the nuclear norm of B, note that (by its construction) for any
two columns, say j, j′ ∈ [N − 1], if p2(ρj) = p2(ρ′j) then it follows that the columns of
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j and j′ of B are identical. Thus, there can be at most |P (δ)| distinct columns (and
rows) of B. In other words, rank(B) ≤ |P (δ)|. Ergo,
‖B‖∗ ≤
√
|P (δ)|‖B‖F
≤
√
|P (δ)|
√
(N − 1)T .
Due to the Lipschitzness property of f and the compactness of the latent space, it can
be shown that |P (δ)| ≤ C(K, d,L)δ−d where C(K, d,L) is a constant that depends only
on K, d, and L (the Lipschitz constant of f). 
Lemma A.6.2. (Theorem 1.1 of Chatterjee (2015)) Let Mˆ and M be defined as
before. Suppose that p ≥ T−1+ζ
σ2+1
for some ζ > 0. Then using µ as defined in (18)
MSE(Mˆ) ≤ C1‖M‖∗
(N − 1)√Tp +O
( 1
(N − 1)T
)
,
where C1 is a universal positive constant.
Proof. Let δ > 0 be defined by the relation
(1 + δ)‖Y − pM‖ = (2 + ω)
√
T qˆ,
where qˆ = σˆ2pˆ+ pˆ(1− pˆ). Observe that if E1, E2, and E3 happen, then
1 + δ ≥ (2 + ω)
√
T (σˆ2pˆ+ pˆ(1− pˆ))
(2 + ω/2)
√
T (σ2p+ p(1− p))
≥ (2 + ω)
√
1− ω/z√(1− ω/z)σ2p+ p(1− p− ωp/z)
(2 + ω/2)
√
σ2p+ p(1− p)
=
(2 + ω)
√
1− ω/z
2 + ω/2
√
1− ω
z
( σ2 + p
σ2 + 1− p
)
≥ (2 + ω)
√
1− ω/z
2 + ω/2
√
1− ω
z
(σ2 + 1
σ2
)
=
(2 + ω)
√
1− ω/z
2 + ω/2
√
1− ω
60
≥ 2 + ω
2 + ω/2
(
1− ω
60
)
≥
(
1 +
ω
5
)(
1− ω
60
)
≥ 1 + ω
5
− 1
50
.
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Let K(δ) be the constant defined in Lemma A.4.6. Since ω ∈ (0.1, 1), δ ≥ 10ω−150 > 0
and
K(δ) = (4 + 2δ)
√
2/δ +
√
2 + δ
≤ 4√1 + δ
√
2/δ + 2
√
2(1 + δ) +
√
2(1 + δ)
= (4
√
2/δ + 3
√
2)
√
1 + δ
≤ C1
√
1 + δ
where C1 is a constant that depends only on the choice of ω. By Lemma A.4.6, if E1, E2
and E3 occur, then ∥∥∥pˆMˆ − pM∥∥∥2
F
≤ C2(1 + δ)‖Y − pM‖‖pM‖∗
≤ C3
√
T qˆ‖pM‖∗
≤ C4
√
Tq‖pM‖∗
for an appropriately defined constant C4. Therefore,
p2
∥∥∥Mˆ −M∥∥∥2
F
≤ C5pˆ2
∥∥∥Mˆ −M∥∥∥2
F
≤ C5
∥∥∥pˆMˆ − pM∥∥∥2
F
+ C5(pˆ− p)2‖M‖2F
≤ C6
√
Tq‖pM‖∗ + C5(pˆ− p)2(N − 1)T,
where the last inequality follows from the boundedness assumption of M . In general,
since |Mij | and |Yij | ≤ 1,∥∥∥Mˆ −M∥∥∥
F
≤
∥∥∥Mˆ∥∥∥
F
+ ‖M‖F
≤
√
|S|
∥∥∥Mˆ∥∥∥+ ‖M‖F
=
√|S|
pˆ
‖Y ‖+ ‖M‖F
≤ (N − 1)3/2T‖Y ‖+ ‖M‖F
≤ (N − 1)3/2T
√
(N − 1)T +
√
(N − 1)T
≤ 2(N − 1)2T 3/2.
Let E := E1 ∩ E2 ∩ E3. Applying DeMorgan’s Law and the Union Bound,
P(Ec) = P(Ec1 ∪ Ec2 ∪ Ece)
≤ P(Ec1) + P(Ec2) + P(Ec3)
≤ C7e−c8T (p(N−1)+σ2+q)
= C7e
−c8φT , (2)
Sec. A.6. Imputation Analysis 165
where we define φ := p(N − 1) + σ2 + q and C7, c8 are appropriately defined. Observe
that E(pˆ−p)2 = p(1−p)(N−1)T . Thus, by the law of total probability and noting that P(E) ≤ 1
(for appropriately defined constants),
E
∥∥∥Mˆ −M∥∥∥2
F
≤ E
[∥∥∥Mˆ −M∥∥∥2
F
| E
]
+ E
[∥∥∥Mˆ −M∥∥∥2
F
| Ec
]
P(Ec)
≤ C6p−1
√
Tq‖M‖∗ + C5p−1(1− p) + C9(N − 1)4T 3e−c8φT
= C6p
−1/2T 1/2(σ2 + (1− p))1/2‖M‖∗ + C5p−1(1− p) + C9(N − 1)4T 3e−c8φT .
Normalizing by (N − 1)T , we obtain
MSE(Mˆ) ≤ C12‖M‖∗
(N − 1)√Tp +
C5(1− p)
(N − 1)Tp + C10e
−c11φT .
The proof is complete assuming constants are re-named. 
 A.6.1 Proof of Theorem 4.3.1
Theorem (4.3.1). (Theorem 2.1 of Chatterjee (2015)) Suppose that M is rank k.
Suppose that p ≥ T−1+ζ
σ2+1
for some ζ > 0. Then using µ as defined in (18),
MSE(Mˆ) ≤ C1
√
k
(N − 1)p +O
( 1
(N − 1)T
)
,
where C1 is a universal positive constant.
Proof. By the low rank assumption of M , we have that
‖M‖∗ ≤
√
rank(M)‖M‖F
≤
√
k(N − 1)T .
The proof follows from a simple application of Lemma A.6.2. 
 A.6.2 Proof of Theorem 4.3.2
Theorem (4.3.2). (Theorem 2.7 of Chatterjee (2015)) Suppose f is a L-Lipschitz
function. Suppose that p ≥ T−1+ζ
σ2+1
for some ζ > 0. Then using µ as defined in (18),
MSE(Mˆ) ≤ C(K, d,L)(N − 1)
− 1
d+2
√
p
+O
( 1
(N − 1)T
)
,
where C(K, d,L) is a constant depending on K, d, and L.
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Proof. Since f is Lipschitz, we invoke Lemmas A.6.1 and A.6.2 and choose δ = (N −
1)−1/(d+2). This completes the proof. 
 A.7 Forecasting Analysis: Pre-Intervention Regime
Here, we will bound the pre-intervention `2 error of our estimator in order to measure
its prediction power.
 A.7.1 Linear Regression
In this section, we will analyze the performance of our algorithm when learning β∗ via
linear regression, i.e. η = 0. As a result, we will temporarily drop the dependency
on η in this subsection such that βˆ = βˆ(0). To ease the notational complexity of the
following Lemma A.7.1 proof, we will make use of the following notations for only in
this subsection:
Q := (M−)T (3)
Qˆ := (Mˆ−)T (4)
such that
M−1 := Qβ
∗ (5)
Mˆ−1 := Qˆβˆ. (6)
Lemma A.7.1. Suppose Y −1 = M
−
1 + 
−
1 with E[1j ] = 0 and Var(1j) ≤ σ2 for all
j ∈ [T0]. Let β∗ be defined as in (4) and let βˆ be the minimizer of (8). Then for any
µ ≥ 0 and η = 0,
E
∥∥∥M−1 − Mˆ−1 ∥∥∥2 ≤ E∥∥∥(M− − Mˆ−)Tβ∗∥∥∥2 + 2σ2|S|. (7)
Proof. Recall that for the treatment row, Y −1 = M
−
1 + 
−
1 with M
−
1 = Qβ
∗. Since βˆ, by
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definition, minimizes
∥∥∥Y −1 − Qˆv∥∥∥ for any v ∈ RN−1, we subsequently have∥∥∥M−1 − Mˆ−1 ∥∥∥2 = ∥∥∥(Y −1 − −1 )− Qˆβˆ∥∥∥2
=
∥∥∥(Y −1 − Qˆβˆ) + (−−1 )∥∥∥2
=
∥∥∥Y −1 − Qˆβˆ∥∥∥2 + ∥∥−1 ∥∥2 + 2〈−−1 , Y −1 − Qˆβˆ〉
≤
∥∥∥Y −1 − Qˆβ∗∥∥∥2 + ∥∥−1 ∥∥2 + 2〈−−1 , Y −1 − Qˆβˆ〉
=
∥∥∥(Qβ∗ + −1 )− Qˆβ∗∥∥∥2 + ∥∥−1 ∥∥2 + 2〈−−1 , Y −1 − Qˆβˆ〉
=
∥∥∥(Q− Qˆ)β∗ + −1 ∥∥∥2 + ∥∥−1 ∥∥2 + 2〈−−1 , Y −1 − Qˆβˆ〉
=
∥∥∥(Q− Qˆ)β∗∥∥∥2 + 2∥∥−1 ∥∥2 + 2〈−1 , (Q− Qˆ)β∗〉+ 2〈−−1 , Y −1 − Qˆβˆ〉.
Taking expectations, we arrive at the inequality
E
∥∥∥Mˆ−1 −M−1 ∥∥∥2 ≤ E∥∥∥(Q− Qˆ)β∗∥∥∥2 + 2E∥∥−1 ∥∥2 + 2E[〈−1 , (Q− Qˆ)β∗〉] + 2E[〈−−1 , Y −1 − Qˆβˆ〉].
(8)
We will now deal with the two inner products on the right hand side of equation (8).
First, observe that
E[〈−1 , (Q− Qˆ)β∗〉] = E[(−1 )T ]Qβ∗ − E[(−1 )T Qˆ]β∗
= −E[(−1 )T ]E[Qˆ]β∗
= 0,
since the additive noise terms are independent random variables that satisfy E[ij ] = 0
for all i and j by assumption, and Qˆ := (Mˆ−)T depends only on the noise terms for
i 6= 1; i.e., the construction of Qˆ := (Mˆ−)T excludes the first row (treatment row), and
thus depends solely on the donor pool.
For the other inner product term, we begin by recognizing that (−1 )
T QˆQˆ†−1 is a scalar
random variable, which allows us to replace the random variable by its own trace. This
is useful since the trace operator is a linear mapping and is invariant under cyclic
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permutations, i.e., tr(AB) = tr(BA). As a result,
E[(−1 )
T QˆQˆ†−1 ] = E[tr((
−
1 )
T QˆQˆ†−1 )]
= E[tr(QˆQˆ†−1 (
−
1 )
T )]
= tr
(
E[QˆQˆ†−1 (
−
1 )
T ]
)
= tr
(
E[QˆQˆ†]E[−1 (
−
1 )
T ]
)
≤ tr
(
E[QˆQˆ†]σ2I
)
= σ2E[tr(QˆQˆ†)]
(a)
= σ2E[rank(Qˆ)]
≤ σ2|S|,
where (a) follows from the fact that QˆQˆ† is a projection matrix by Lemma A.4.2. As a
result, QˆQˆ† has rank(Qˆ) eigenvalues equal to 1 and all other eigenvalues equal to 0 (by
Lemma A.4.3), and since the trace of a matrix is equal to the sum of its eigenvalues,
tr(QˆQˆ†) = rank(Qˆ). Simultaneously, by the definition of Qˆ := (Mˆ−)T , we have that
the rank of Qˆ := (Mˆ−)T is at most |S|. Returning to the second inner product and
recalling βˆ = Qˆ†Y −1 ,
E[〈−−1 , Y −1 − Qˆβˆ〉] = E[(−1 )T Qˆβˆ]− E[(−1 )TY −1 ]
= E[(−1 )
T QˆQˆ†Y −1 ]− E[(−1 )T ]M−1 − E[(−1 )T −1 ]
= E[(−1 )
T QˆQˆ†]M−1 + E[(
−
1 )
T QˆQˆ†−1 ]− E[(−1 )T −1 ]
(a)
= E[(−1 )
T ]E[QˆQˆ†]M−1 + E[(
−
1 )
T QˆQˆ†−1 ]− E[(−1 )T −1 ]
= E[(−1 )
T QˆQˆ†−1 ]− E
∥∥−1 ∥∥2
≤ σ2|S| − E∥∥−1 ∥∥2,
where (a) follows from the same independence argument used in evaluating the first
inner product. Finally, we incorporate the above results to (8) to arrive at the inequality
E
∥∥∥Mˆ−1 −M−1 ∥∥∥2 ≤ E∥∥∥(Q− Qˆ)β∗∥∥∥2 + 2E∥∥−1 ∥∥2 + 2(σ2|S| − E∥∥−1 ∥∥2)
= E
∥∥∥(Q− Qˆ)β∗∥∥∥2 + 2σ2|S|.

Lemma A.7.2. For η = 0 and any µ ≥ 0, the pre-intervention error of the algorithm
can be bounded as
MSE(Mˆ−1 ) ≤
C1
p2T0
E
(
λ∗ + ‖Y − pM‖+ ∥∥(pˆ− p)M−∥∥)2 + 2σ2|S|
T0
+ C2e
−cp(N−1)T .
(9)
Sec. A.7. Forecasting Analysis: Pre-Intervention Regime 169
Here, λ1, . . . , λN−1 are the singular values of pM in decreasing order and repeated by
multiplicities, with λ∗ = maxi/∈S λi; C1, C2 and c are universal positive constants.
Proof. Recall that E1 := {|pˆ− p| ≤ ωpz } for some choice of ω ∈ (0.1, 1). Thus, under the
event E1,
p
∥∥∥Mˆ− −M−∥∥∥ ≤ C1pˆ∥∥∥Mˆ− −M−∥∥∥
≤ C1
(∥∥∥pˆMˆ− − pM−∥∥∥+ ∥∥(pˆ− p)M−∥∥)
(a)
≤ C1
(∥∥∥pˆMˆ − pM∥∥∥+ ∥∥(pˆ− p)M−∥∥)
(b)
≤ C1
(
λ∗ + 2‖Y − pM‖+ ∥∥(pˆ− p)M−∥∥)
where (a) follows from Lemma A.4.1 and (b) follows from Lemma A.4.4. In general,
since |Mij | and |Yij | ≤ 1,∥∥∥Mˆ− −M−∥∥∥ (a)≤ ∥∥∥Mˆ∥∥∥+ ∥∥M−∥∥
=
1
pˆ
‖Y ‖+ ∥∥M−∥∥
≤ (N − 1)T‖Y ‖+ ∥∥M−∥∥
≤ (N − 1)T
√
(N − 1)T +
√
(N − 1)T0
≤ 2((N − 1)T )3/2. (10)
(a) follows from a simple application of Lemma A.4.1 and the triangle inequality of
operator norms. By the law of total probability and P(E1) ≤ 1,
E
∥∥∥(Mˆ− −M−)Tβ∗∥∥∥2 ≤ E[∥∥∥(Mˆ− −M−)Tβ∗∥∥∥2 | E1]+ E[∥∥∥(Mˆ− −M−)Tβ∗∥∥∥2 | Ec1]P(Ec1)
(a)
≤ E
[∥∥∥Mˆ− −M−∥∥∥2 | E1]‖β∗‖2 + E[∥∥∥Mˆ− −M−∥∥∥2 | Ec1]‖β∗‖2P(Ec1)
≤ C2
p2
E
[(
λ∗ + 2‖Y − pM‖+ ∥∥(pˆ− p)M−∥∥)2 | E1]
+ C3((N − 1)T )3/2e−cp(N−1)T ,
where (a) follows because the spectral norm is an induced norm, and the last inequality
makes use of the results from above. Note that C2 and C3 are appropriately defined to
depend on β∗. Moreover, for any non-negative valued random variable X and event E
with P(E) ≥ 1/2,
E[X | E] ≤ E[X]
P(E)
≤ 2E[X]. (11)
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Using the fact that P(E1) ≥ 1/2 for large enough T,N , we apply Lemma A.7.1 to obtain
(with appropriately defined constants C4, C5, c6)
MSE(Mˆ−1 ) ≤
1
T0
E
∥∥∥(M− − Mˆ−)Tβ∗∥∥∥2 + 2σ2|S|
T0
≤ C4
p2T0
E
(
λ∗ + ‖Y − pM‖+ ∥∥(pˆ− p)M−∥∥)2 + 2σ2|S|
T0
+ C5e
−c6p(N−1)T .
(12)
The proof is completed assuming we re-label constants C4, C5, c6 as C1, C2, and c,
respectively. 
 A.7.2 Ridge Regression
In this section, we will prove our results for the ridge regression setting, i.e. η > 0. Let
us begin by deriving the closed form expression of βˆ(η).
Derivation of βˆ(η). We derive the closed form solution for βˆ(η) under the new objective
function with the additional complexity penalty term:∥∥∥Y −1 − (Mˆ−)T v∥∥∥2 + η‖v‖2 = (Y −1 )TY −1 − 2vTMˆ−Y −1 + vTMˆ−(Mˆ−)T v + ηvT v.
Setting the gradient of the above expression to zero and solving for v, we obtain
∇v
{∥∥∥Y −1 − (Mˆ−)T v∥∥∥2 + η‖v‖2
}
v=βˆ(η)
= −2Mˆ−Y −1 + 2Mˆ−(Mˆ−)T v + 2ηv = 0.
Therefore,
βˆ(η) =
(
Mˆ−(Mˆ−)T + ηI
)−1
Mˆ−Y −1 .
Remark A.7.0.1. To ease the notational complexity of the following Lemmas A.7.3 and
A.7.5 proofs, we will make use of the following notations for only this derivation: Let
Q := (M−)T (13)
Qˆ := (Mˆ−)T (14)
such that
M−1 := Qβ
∗ (15)
Mˆ−1 := Qˆβˆ. (16)
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Lemma A.7.3. Let Pη = Qˆ(Qˆ
T Qˆ + ηI)−1QˆT denote the “hat” matrix under the
quadratic regularization setting. Then, the non-zero singular values of Pη are s
2
i /(s
2
i + η)
for all i ∈ S.
Proof. Recall that the singular values of Y are si, while the singular values of Qˆ are those
si ≥ µ. Let Qˆ = UΣV T be the singular value decomposition of Qˆ. Since V V T = I,
we have that
Pη = Qˆ(Qˆ
T Qˆ+ ηI)−1QˆT
= UΣV T (V Σ2V T + ηI)−1VΣUT
= UΣV T (V Σ2V T + ηV V T )−1V ΣUT
= UΣV TV (Σ2 + ηI)−1V TV ΣUT
= UΣ(Σ2 + ηI)−1ΣUT
= UDUT ,
where
D = diag
(
s21
s21 + η
, . . . ,
s2|S|
s2|S| + η
, 0, . . . , 0
)
.

Lemma A.7.4. Suppose Y −1 = M
−
1 + 
−
1 with E[1j ] = 0 and Var(1j) ≤ σ2 for all
j ∈ [T0]. Let β∗ be defined as in (4), i.e. M−1 = (M−)Tβ∗, and let βˆ(η) be the minimizer
of (8). Then for any µ ≥ 0 and η > 0,
E
∥∥∥M−1 − Mˆ−1 ∥∥∥2 ≤ E∥∥∥(M− − Mˆ−)Tβ∗∥∥∥2 + η‖β∗‖2 − ηE∥∥∥βˆ(η)∥∥∥2 + 2σ2|S|. (17)
Proof. The following proof is a slight modification for the proof of Lemmas A.7.1. In
particular, observe that βˆ(η) minimizes
∥∥∥Y −1 − Qˆv∥∥∥+ η‖v‖2 for any v ∈ RN−1. As a
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result,∥∥∥M−1 − Mˆ−1 ∥∥∥2 + η∥∥∥βˆ(η)∥∥∥2
=
∥∥∥(Y −1 − −1 )− Qˆβˆ(η)∥∥∥2 + η∥∥∥βˆ(η)∥∥∥2
=
∥∥∥(Y −1 − Qˆβˆ(η)) + (−−1 )∥∥∥2 + η∥∥∥βˆ(η)∥∥∥2
=
∥∥∥Y −1 − Qˆβˆ(η)∥∥∥2 + η∥∥∥βˆ(η)∥∥∥2 + ∥∥−1 ∥∥2 + 2〈−−1 , Y −1 − Qˆβˆ(η)〉
≤
∥∥∥Y −1 − Qˆβ∗∥∥∥2 + η‖β∗‖2 + ∥∥−1 ∥∥2 + 2〈−−1 , Y −1 − Qˆβˆ(η)〉
=
∥∥∥(Qβ∗ + −1 )− Qˆβ∗∥∥∥2 + η‖β∗‖2 + ∥∥−1 ∥∥2 + 2〈−−1 , Y −1 − Qˆβˆ(η)〉
=
∥∥∥(Q− Qˆ)β∗ + −1 ∥∥∥2 + η‖β∗‖2 + ∥∥−1 ∥∥2 + 2〈−−1 , Y −1 − Qˆβˆ(η)〉
=
∥∥∥(Q− Qˆ)β∗∥∥∥2 + η‖β∗‖2 + 2∥∥−1 ∥∥2 + 2〈−1 , (Q− Qˆ)β∗〉+ 2〈−−1 , Y −1 − Qˆβˆ(η)〉
Taking expectations, we have
E
∥∥∥Mˆ−1 −M−1 ∥∥∥2 ≤E∥∥∥(Q− Qˆ)β∗∥∥∥2 + η(‖β∗‖2 − E∥∥∥βˆ(η)∥∥∥2)
+ 2E
∥∥−1 ∥∥2 + 2E〈−1 , (Q− Qˆ)β∗〉+ 2E〈−−1 , Y −1 − Qˆβˆ(η)〉.
As before, we have that E〈−1 , (Q − Qˆ)β∗〉 = 0 by the zero-mean and independence
assumptions of the noise random variables. Similarly, note that
E[(−1 )
T Qˆβˆ(η)] = E[(−1 )
T Qˆ(QˆT Qˆ+ ηI)−1QˆTY −1 ]
= E[(−1 )
T Qˆ(QˆT Qˆ+ ηI)−1QˆT ]M−1 + E[(
−
1 )
T Qˆ(QˆQˆT + ηI)−1QˆT −1 ]
= E[(−1 )
T Qˆ(QˆT Qˆ+ ηI)−1QˆT −1 ]
= E[tr((−1 )
T Qˆ(QˆT Qˆ+ ηI)−1QˆT −1 )]
= E[tr(Qˆ(QˆT Qˆ+ ηI)−1QˆT −1 (
−
1 )
T )]
= tr(E[Qˆ(QˆT Qˆ+ ηI)−1QˆT −1 (
−
1 )
T ])
= tr(E[Qˆ(QˆT Qˆ+ ηI)−1QˆT ]E[−1 (
−
1 )
T ])
≤ σ2E[tr(Qˆ(QˆT Qˆ+ ηI)−1QˆT )]
(a)
≤ σ2E[tr(QˆQˆ†)]
(b)
= σ2rank(Qˆ)
≤ σ2|S|,
where (a) follows from Lemma A.7.3, and as before, (b) follows because QˆQˆ† is a
projection matrix. 
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Lemma A.7.5. For any η > 0 and µ ≥ 0, the pre-intervention error of the regularized
algorithm can be bounded as
MSE(Mˆ−1 ) ≤
C1
p2T0
E
(
λ∗ + ‖Y − pM‖+ ∥∥(pˆ− p)M−∥∥)2 + 2σ2|S|
T0
+
η‖β∗‖2
T0
+ C2e
−cp(N−1)T .
Here, λ1, . . . , λN−1 are the singular values of pM in decreasing order and repeated by
multiplicities, with λ∗ = maxi/∈S λi; C1, C2 and c are universal positive constants.
Proof. The proof follows the same arguments as that of Lemma A.7.2. 
 A.7.3 Combining linear and ridge regression
 A.7.3.1 Proof of Theorem 4.3.3
Theorem (4.3.3). For any η ≥ 0 and µ ≥ 0, the pre-intervention error of the algorithm
can be bounded as
MSE(Mˆ−1 ) ≤
C1
p2T0
E
(
λ∗ + ‖Y − pM‖+ ∥∥(pˆ− p)M−∥∥)2 + 2σ2|S|
T0
+
η‖β∗‖2
T0
+ C2e
−cp(N−1)T .
Here, λ1, . . . , λN−1 are the singular values of pM in decreasing order and repeated by
multiplicities, with λ∗ = maxi/∈S λi; C1, C2 and c are universal positive constants.
Proof. The proof follows from a simple amalgamation of Lemmas A.7.2 and A.7.5. 
 A.7.3.2 Proof of Corollary 4.3.1
Corollary (4.3.1). Suppose p ≥ T−1+ζ
σ2+1
for some ζ > 0. Let T ≤ αT0 for some constant
α > 1. Then for any η ≥ 0 and using µ as defined in (18), the pre-intervention error is
bounded above by
MSE(Mˆ−1 ) ≤
C1
p
(σ2 + (1− p)) +O(1/
√
T0),
where C1 is a universal positive constant.
Proof. Since the singular value threshold µ = (2 + ω)
√
T qˆ, let us define δ so that
(1 + δ)‖Y − pM‖ = (2 + ω)
√
T qˆ,
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where qˆ = σˆ2pˆ+ pˆ(1− pˆ); recall that q = σ2p+ p(1− p). If E3 happens, then we know
that δ ≥ 0. Therefore, assuming E1, E2, and E3 happens, Lemma A.4.5 states that∥∥∥pˆMˆ − pM∥∥∥ ≤ (2 + δ)‖Y − pM‖
≤ 2(1 + δ)‖Y − pM‖
= (4 + 2ω)
√
T qˆ
≤ C1
√
Tq (18)
for an appropriately defined constant C1. Therefore,
p
∥∥∥Mˆ− −M−∥∥∥ ≤ C2pˆ∥∥∥Mˆ− −M−∥∥∥
≤ C2
(∥∥∥pˆMˆ− − pM−∥∥∥+ ∥∥(pˆ− p)M−∥∥)
(a)
≤ C2
(∥∥∥pˆMˆ − pM∥∥∥+ ∥∥(pˆ− p)M−∥∥)
≤ C2
(
C1
√
Tq +
∥∥(pˆ− p)M−∥∥) (19)
where (a) follows from Lemma A.4.1. Applying the logic that led to (10), we have that,
in general, ∥∥∥Mˆ− −M−∥∥∥ ≤ 2((N − 1)T )3/2. (20)
Let E := E1 ∩ E2 ∩ E3. Further, using the same argument that led to (2), we have
P(Ec) ≤ C3e−c4φT
where we define φ := p(N − 1) + σ2 + q and C3, c4 are appropriately defined. Thus, by
the law of total probability and noting that P(E) ≤ 1,
E
∥∥∥(Mˆ− −M−)Tβ∗∥∥∥2 ≤ E[∥∥∥(Mˆ− −M−)Tβ∗∥∥∥2 | E]+ E[∥∥∥(Mˆ− −M−)Tβ∗∥∥∥2 | Ec]P(Ec)
(a)
≤ E
[∥∥∥Mˆ− −M−∥∥∥2 | E]‖β∗‖2 + E[∥∥∥Mˆ− −M−∥∥∥2 | Ec]‖β∗‖2P(Ec)
≤ C5
p2
E
[(√
Tq +
∥∥(pˆ− p)M−∥∥)2 | E]+ C6((N − 1)T )3e−c4φT , (21)
where (a) follows because the spectral norm is an induced norm and the last inequality
makes use of the results from above. Note that C5 and C6 are appropriately defined
to depend on β∗. Using the fact that P(E) ≥ 1/2 for large enough T,N , we apply
Lemmas A.7.1 and A.7.5 as well as (11) to obtain (with appropriately defined constants
C7, C8, c9)
MSE(Mˆ−1 ) ≤
1
T0
E
∥∥∥(M− − Mˆ−)Tβ∗∥∥∥2 + 2σ2|S|
T0
+
η‖β∗‖2
T0
≤ C7
p2T0
E
(√
Tq +
∥∥(pˆ− p)M−∥∥)2 + 2σ2(N − 1)
T0
+
η‖β∗‖2
T0
+ C8e
−c9φT .
(22)
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From Jensen’s Inequality, E|pˆ− p| ≤√Var(pˆ) where Var(pˆ) = p(1−p)(N−1)T . Therefore,
E
(√
Tq
∥∥(pˆ− p)M−∥∥) ≤ q1/2√p(1− p)√
N − 1
∥∥M−∥∥
≤
√
qp(1− p)T0.
At the same time,
E
∥∥(pˆ− p)M−∥∥2 = E(pˆ− p)2 · ∥∥M−∥∥2
≤ p(1− p)T0
T
≤ p(1− p).
Putting everything together, we arrive at the inequality
MSE(Mˆ−1 ) ≤
C7
p2T0
(
qT + p(1− p) + 2
√
qp(1− p)T0
)
+
2σ2(N − 1)
T0
+
η‖β∗‖2
T0
+ C8e
−c9φT
=
C10q
p2
+
C7(1− p)
pT0
+
C11(q(1− p))1/2
p3/2
√
T0
+
2σ2(N − 1)
T0
+
η‖β∗‖2
T0
+ C8e
−c9φT
=
C10
p
(σ2 + (1− p)) +O(1/
√
T0).
The proof is complete assuming we re-label C10 as C1. 
 A.7.3.3 Proof of Theorem 4.3.4
Theorem (4.3.4). Fix any γ ∈ (0, 1/2) and ω ∈ (0.1, 1). Let ∆ = T
1
2
+γ
0 and µ =
(2 + ω)
√
T 2γ0 (σˆ
2pˆ+ pˆ(1− pˆ)). Suppose p ≥ T
−2γ
0
σ2+1
is known. Then for any η ≥ 0,
MSE( ˆ¯M−1 ) = O(T−1/2+γ0 ).
Proof. To establish Theorem 4.3.4, we shall follow the proof of Corollary 4.3.1, using
the block partitioned matrices instead. Recall that τ = T0/∆ where ∆ = T
1/2+γ
0 . For
analytical simplicity, we define the random variable
Dit =
{
1 w.p. p,
0 otherwise,
whose definition will soon prove to be useful. As previously described in Section 4.3, for
all i > 1 and j ∈ [∆], we define
X¯ij =
1
τ
∑
t∈Bj
Xit ·Dit
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and
M¯ij =
p
τ
∑
t∈Bj
Mit.
Let us also define E¯− = [¯ij ]2≤i≤N,j≤∆ with entries
¯ij =
1
τ
∑
t∈Bj
it ·Dit. (23)
For the first row (treatment unit), since we know p by assumption, we define for all
j ∈ [∆]
X¯1j =
p
τ
∑
t∈Bj
X1t (24)
=
p
τ
∑
t∈Bj
(M1t + 1t)
=
p
τ
∑
t∈Bj
M1t +
p
τ
∑
t∈Bj
1t
= M¯1j + ¯1j , (25)
whereby M¯1j =
p
τ
∑
t∈Bj M1t and ¯1j =
p
τ
∑
t∈Bj 1t. Under these constructions, the
noise entries remain zero-mean random variables for all i, j, i.e. E[¯ij ] = 0. However,
the variance of each noise term is now rescaled, i.e. for i = 1
Var(¯1j) =
p2
τ2
∑
t∈Bj
Var(1t)
≤ σ
2
τ
,
and for i > 1,
Var(¯ij) =
1
τ2
∑
t∈Bj
Var(it ·Dit)
(a)
≤ 1
τ2
∑
t∈Bj
(σ2p(1− p) + σ2p2)
≤ σ
2
τ
.
(a) used the fact that for any two independent random variables, X and Y , Var(XY ) =
Var(X)Var(Y ) + Var(X)(E[Y ])2 + Var(Y )(E[X])2. Thus, for all i, j, Var(¯ij) ≤ σ2/τ :=
σ¯2.
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We now show that the key assumption of (4) still holds under this setting with respect
to the newly defined variables. In particular, for every partition j ∈ [∆] of row one,
M¯1j =
p
τ
∑
t∈Bj
M1t
=
p
τ
∑
t∈Bj
( N∑
k=2
β∗kMkt
)
=
N∑
k=2
β∗k
(p
τ
∑
t∈Bj
Mkt
)
=
N∑
k=2
β∗kM¯kj .
As a result, we can express M¯−1 = (M¯
−)Tβ∗ for the same β∗ as in (4).
Following a similar setup as before, we define the matrix Y¯ − = [Y¯ij ]2≤i≤N,j≤∆. Since
we have assumed that each block contains at least one observed entry, we subsequently
have that Y¯ij = X¯ij for all i and j. We now proceed with our analysis in the exact same
manner with the only difference being our newly defined set of variables and parameters.
For completeness, we will highlight certain details below.
To begin, observe that E[Y¯ij ] = M¯ij while
Var(Y¯ij) ≤ σ
2p+ p(1− p)
τ
.
Consequently, we redefine the event E3 := {
∥∥Y¯ − − M¯−∥∥ ≤ (2 + ω)√∆q¯} for some
choice ω ∈ (0.1, 1) and for q¯ = σ2p+p(1−p)τ . By Theorem A.3.5, it follows that P(E3) ≥
1− C ′e−cq¯∆.
Similar to before, let δ be defined by the relation
(1 + δ)
∥∥Y¯ − − M¯−∥∥ = (2 + ω)√∆ˆ¯q,
where ˆ¯q = σˆ
2pˆ+pˆ(1−pˆ)
τ . Letting E = E1 ∩E2 ∩E3 and using arguments ((18), (19), (10))
that led us to (21), we obtain
E
∥∥∥( ˆ¯M− − M¯−)Tβ∗∥∥∥2 ≤ E[∥∥∥( ˆ¯M− − M¯−)Tβ∗∥∥∥2 | E]+ E[∥∥∥( ˆ¯M− − M¯−)Tβ∗∥∥∥2 | Ec]P(Ec)
≤ C1∆q¯ + C2e−c3φ∆,
where φ := p(N − 1) + σ2 + q¯. Utilizing Lemmas A.7.1 and A.7.5 gives us (for
appropriately defined constants and defining q = σ2p + p(1 − p) as before such that
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q¯ = q/τ)
MSE( ˆ¯M−1 ) ≤ C1q¯ +
2σ¯2k
∆
+
η‖β∗‖2
∆
+ C4e
−c5φ∆.
=
C1q
τ
+
2σ2k
τ∆
+
η‖β∗‖2
∆
+ C4e
−c5 qτ ∆
=
C1q
T
1/2−γ
0
+
2σ2k
T0
+
η‖β∗‖2
T
1/2+γ
0
+ C4e
−c5qT 2γ0
= O(T−1/2+γ0 ).
This concludes the proof. 
 A.8 Forecasting Analysis: Post-Intervention Regime
We now bound the post-intervention `2 error of our estimator.
 A.8.1 Proof of Theorem 4.3.5
Theorem (4.3.5). Let (4) hold for some β∗ ∈ RN−1. Let rank(M−) = rank(M). Then
M+1 = (M
+)Tβ∗.
Proof. Suppose we begin with only the matrixM−, i.e. M = M−. From the assumption
that M−1 = (M
−)Tβ∗, we have for t ≤ T0
M1t =
N∑
j=2
β∗jMjt.
Suppose that we now add an extra column to M− so that M is of dimension N×(T0 +1).
Since rank(M−) = rank(M), we have for j ∈ [N ]
Mj,T0+1 =
T0∑
t=1
pitMjt,
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for some set of weights pi ∈ RT0 . In particular, for the first row we have
M1,T0+1 =
T0∑
t=1
pitM1t
=
T0∑
t=1
pit
( N∑
j=2
β∗jMjt
)
=
N∑
j=2
β∗j
( T0∑
t=1
pitMjt
)
=
N∑
j=2
β∗jMj,T0+1.
By induction, we observe that for any number of columns added to M− such that
rank(M−) = rank(M), we must have M+1 = (M
+)Tβ∗ where M+ = [Mit]2≤i≤N,T0<t≤T

 A.8.2 Proof of Theorem 4.3.6
Theorem (4.3.6). Suppose p ≥ T−1+ζ
σ2+1
for some ζ > 0. Suppose
∥∥∥βˆ(η)∥∥∥
∞
≤ ψ for some
ψ > 0. Let α′T0 ≤ T ≤ αT0 for some constants α′, α > 1. Then for any η ≥ 0 and using
µ as defined in (18), the post-intervention error is bounded above by
RMSE(Mˆ+1 ) ≤
C1√
p
(σ2 + (1− p))1/2 + C2‖M‖√
T0
· E
∥∥∥βˆ(η)− β∗∥∥∥+O(1/√T0),
where C1 and C2 are universal positive constants.
Proof. We will prove Theorem 4.3.6 by drawing upon techniques and results from prior
proofs. We begin by applying triangle inequality to obtain∥∥∥Mˆ+1 −M+1 ∥∥∥ = ∥∥∥(Mˆ+)T βˆ(η)− (M+)Tβ∗∥∥∥
=
∥∥∥(Mˆ+)T βˆ(η)− (M+)Tβ∗ + (M+)T βˆ(η)− (M+)T βˆ(η)∥∥∥
≤
∥∥∥(Mˆ+ −M+)T βˆ(η)∥∥∥+ ∥∥∥(M+)T (βˆ(η)− β∗)∥∥∥.
Taking expectations and using the property of induced norms gives
E
∥∥∥Mˆ+1 −M+1 ∥∥∥ ≤ E[∥∥∥Mˆ+ −M+∥∥∥ · ∥∥∥βˆ(η)∥∥∥]+ ∥∥M+∥∥ · E∥∥∥βˆ(η)− β∗∥∥∥
≤
√
Nψ · E
∥∥∥Mˆ+ −M+∥∥∥+ ∥∥M+∥∥ · E∥∥∥βˆ(η)− β∗∥∥∥, (26)
180 APPENDIX A. APPENDIX.
where the last inequality uses the boundedness assumption of βˆ(η). Observe that the
first term on the right-hand side of (26) is similar to that of (7) and (17) with the main
difference being (26) uses the post-intervention submatrices, Mˆ+ and M+, as opposed
to the pre-intervention submatrices, Mˆ− and M−, in (7) and (17). Therefore, using
(11) and the arguments that led to (21), it follows that (with appropriate constants
C1, C2, c3)
E
∥∥∥Mˆ+ −M+∥∥∥ ≤ C1
p
E
(√
Tq +
∥∥(pˆ− p)M+∥∥)+ C2((N − 1)T )3/2e−c3φT ,
where the slight modification arises due to the fact that we are now operating in the post-
intervention regime. In particular, ‖M+‖ ≤ √(N − 1)(T − T0) and ∥∥∥Mˆ+∥∥∥ ≤ ((N −
1)T )3/2. Further, note that q and φ are defined exactly as before, i.e. q = σ2p+ p(1− p)
and φ = p(N − 1) + σ2 + q. Following the proof of Corollary 4.3.1, we apply Jensen’s
Inequality to obtain
E
∥∥(pˆ− p)M+∥∥ = E|pˆ− p| · ∥∥M+∥∥
≤
√
p(1− p)
(N − 1)T ·
√
(N − 1)(T − T0)
≤
√
p(1− p).
Putting the above results together, we have (for appropriately defined constants)
RMSE(Mˆ+1 ) ≤
C1
√
Nψ
p
√
T − T0
(√
Tq +
√
p(1− p)
)
+
‖M+‖√
T − T0
· E
∥∥∥βˆ(η)− β∗∥∥∥+ C4e−c5φT
(a)
≤ C6
√
q
p
+
C7
√
1− p√
pT0
+
C8‖M‖√
T0
· E
∥∥∥βˆ(η)− β∗∥∥∥+ C4e−c5φT
=
C6√
p
(σ2 + (1− p))1/2 + C8‖M‖√
T0
· E
∥∥∥βˆ(η)− β∗∥∥∥+O(1/√T0),
where (a) follows from Lemma A.4.1. Renaming constants would provide the desired
result. 
 A.9 A Bayesian Perspective
Derivation of posterior parameters.
The following is based on the derivation presented in Section 2.2.3 of Bishop (2006),
and is presented here for completeness. Suppose we are given a multivariate Gaussian
marginal distribution p(x) paired with a multivariate Gaussian conditional distribution
p(y | x) – where x and y may have differing dimensions – and we are interested in
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computing the posterior distribution over x, i.e. p(x | y). We will derive the posterior
parameters of p(x | y) here. Without loss of generality, suppose
p(x) = N (x | µ,Λ−1)
p(y | x) = N (y |Ax+ b,Σ−1),
where µ,A, and b are parameters that govern the means, while Λ and Σ are precision
(inverse covariance) matrices.
We begin by finding the joint distribution over x and y. Ignoring the terms that are
independent of x and y and encapsulating them into the “const.” expression, we obtain
ln p(x, y) = ln p(x) + ln p(y | x)
= −1
2
(x− µ)TΛ(x− µ)− 1
2
(y −Ax− b)TΣ(y −Ax− b) + const.
= −1
2
xT (Λ +ATΣA)x− 1
2
yTΣy +
1
2
xTATΣy + const.
= −1
2
[
x
y
]T [
Λ +ATΣA −ATΣ
−ΣA Σ
] [
x
y
]
+ const.
= −1
2
zTQz + const.,
where z = [x, y]T , and
Q =
[
Λ +ATΣA −ATΣ
−ΣA Σ
]
is the precision matrix. Applying the matrix inversion formula, we have that the
covariance matrix of z is
Var(z) = Q−1 =
[
Λ−1 Λ−1AT
AΛ−1 Σ−1 +AΛ−1AT
]
.
After collecting the linear terms over z, we find that the mean of the Gaussian distribution
over z is defined as
E[z] = Q−1
[
Λµ−ATΣb
Σb
]
.
Now that we have the parameters over the joint distribution of x and y, we find that
the posterior distribution parameters over x are
E[x | y] = (Λ +ATΣA)−1{ATΣ(y − b) + Λµ}
Var(x | y) = (Λ +ATΣA)−1.
182 APPENDIX A. APPENDIX.
 A.10 Dominance Property (Cricket)
We first note that due to the monotonicity properties of runs scored in a cricket innings,
we have that if Yib > Yhb then Yij ≥ Yhj in distribution for two innings i and h and
where j ≤ b. Similarly, if Yib < Yhb then Yij ≤ Yhj in distribution. We refer to this as
the dominance property of trajectories. This property tells us that if we have a set of
neighbors of the target trajectory where the final score, Yib, is greater (less) than the
target score, ti, then the estimated target trajectory for balls j < b will be an upper
(lower) bound on the target we are estimating. In our target revision algorithm, we
scale the “neighbor” trajectories to all end exactly at the target. If such a scaling is
not done, then we expect that a set of neighbors where all innings end above (below)
the target will introduce a bias in the estimated trajectory. In Figure A.3 we show
that this is indeed the case using the data from the second innings of a game played
between Pakistan and New Zealand on 01/16/2018. Note that the we use three types
of “neighbors”: innings in the dataset that end up (i) above the target, (ii) below the
target and (iii) all innings. We also estimate the targets with and without any scaling.
The results confirm our intuition: when no scaling is applied, the neighbors that end up
above (below) the target produce an upper-bound (lower-bound) on the estimated target.
The all-innings neighbors produces an estimate somewhere in between the upper and
lower bounds. However, with scaling all three sets of neighbors produce estimated paths
close to each other and far away from the upper/lower bounds. However, note that the
(scaled) all innings and (scaled) below innings both produce an estimated path which
is higher than the trajectory produced by the above (scaled) neighbors. This appears
somewhat counterintuitive. The likely reason for this is that the below neighbor innings
(and hence, the all neighbor innings) contain several innings where the chasing team
ended up very far from the target either because they got all-out early on in the innings
or realized somewhere during the innings that they cannot win and just batted out the
rest of the innings without intending to overhaul the target (unfortunately, a common
occurrence in past cricket games). When scaling, this introduces a disproportionate
positive bias in such innings causing both these sets of neighbors to produce a positively
biased estimated target trajectory. The innings that end above the target do not suffer
from these problems and for them the scaling makes perfect sense. This experiment
conclusively establishes that the choice of neighbors as those innings where the final
score is at least as high as the target and then scaling them uniformly is the correct
algorithmic choice to produce an estimated target trajectory given the target.
Figure A.3: Estimated target trajectories for various sets of “neighbors” and scaling.
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