Abstract-Interpretability represents the most important driving force behind the implementation of fuzzy-based classifiers for medical application problems. The expert should be able to understand the classifier and to evaluate its results. The main purposes in this work is the application of a new method based on FCM and ANFIS to diagnose the diabetes diseases by using a reduced number of fuzzy rules with relatively small number of linguistic labels, removing the similarity of the membership functions, preserving the meaning of the linguistic labels (interpretability), and in same time improving the classification performances. Experimental results show that the proposed approach FCM-ANFIS can get high accuracy with fewer rules. On the contrary, by using ANFIS more rules are needed to get a lower accuracy. Moreover the features projected partition in ANFIS is ambiguous and cannot preserve the meaning of the linguistic labels. The best number of the rules is a trade-off between the accuracy and the rules number, also with a minimum of clusters (c=2) and just two fuzzy rules, FCM-ANFIS approach has given the best results with CC = 83.85%, Se = 82.05% and Sp = 84.62% comparing to the other cases.
I. INTRODUCTION
Diabetes is a chronic disease that occurs when the pancreas does not produce enough insulin, or when the body cannot effectively use the insulin it produces. Hyperglycemia, or raised blood sugar, is a common effect of uncontrolled diabetes and over time leads to serious damage to many of the body's systems, especially the nerves and blood vessels. Diabetes is the most rapidly growing chronic disease of our time. It has become an epidemic that affects a large number of people in the world [1] .
Diagnose of diabetes for medical expert is a difficult task. For this reason a much research effort has been put till today in diagnosis of diabetes disease literature. Actually fuzzy logic and neural networks have provided attractive structures to complex systems. Adaptive network-based fuzzy inference system (ANFIS) is a specific approach in neuro-fuzzy modeling which utilizes the neural networks to tune the rule-based fuzzy systems [2] . Successful applications of ANFIS in biomedical engineering have been reported recently in data identification [3] , [4] , and pattern recognition [5] .
The exponential increasing number of fuzzy rules in neuro-fuzzy classifier is one of the difficult problems to be overcome in this paper, such problem is solved by adopting the FCM clustering method [6] for the structure identification in the ANFIS, wish is one of the most widely used neuro-fuzzy models proposed by Jang [2] , against diabetes diagnosis problem. The algorithm fuzzy c-means (FCM) is a typical clustering algorithm, which was used in a wide variety of engineering and scientific disciplines such as modeling [7] the decision [8] , pattern recognition and classification [9] , segmentation [10] . Recently the classification with the approach FCM-ANFIS [11] was applied on database of diabetes collected by the Faculty of Computer Science and Information, University of Technology Malaysia; the results have reached 72.66%.
The remainder of the paper is organized as follows, the Adaptive Neuro-Fuzzy Inference System (ANFIS) is proposed based on the model of Takagi-Sugeno. Pima Indian Database and neuro-fuzzy Classifier learning are presented in Section 3. In section 4, the results are presented and discussed. Finally, section 5 concludes the findings.
II. THEORY

A. Fuzzy C-Means Algorithm
The fuzzy c-means (FCM) clustering algorithm was first introduced by Dunn [12] and later extended by Bezdek [6] . It is based on the concept of fuzzy c-partition, introduced by Ruspini [13] . FCM is a method of clustering which allows one piece of data to belong to two or more clusters. This method is frequently used in pattern recognition. It is based on minimization of the following objective function: 
B. Adaptive Neuro-Fuzzy Inference System
A hybrid system named ANFIS (Adaptive-Network-Based Fuzzy Inference System or Adaptive Neuro-Fuzzy Inference System) has been proposed by Jang in [8] . The ANFIS is a fuzzy inference system (FIS) based on the model of Takagi-Sugeno (TKS) [14] . It is the fuzzy-logic based paradigm that grasps the learning abilities of neural networks to enhance the intelligent system's performance using a priori knowledge. The ANFIS architecture that allows representing the basic rules is carried out by an adaptive network that contains fixed nodes (circular) and adaptive nodes (square) as illustrated in Fig.1 .
Each node square or circular applies a function on its input signals and for a given layer nodes have the same type of function. The generalization of the system to a system with multiple inputs does not pose any problem. The number of nodes in the first layer is equal to the total number of linguistic terms defined.
III. EXPERIMENTATION
A. Diabetes Disease Database
We have used Pima Indian Dataset taken from UCI machine learning repository [15] in our applications. This dataset is commonly used among researchers who use machine learning method for diabetes disease classification.
The database contains 768 records and two classes. The class distribution is: Class 1: non-diabetics (500) (65.1%) Class 2: diabetics (268) (34.9%). Each record has eight attributs: 1) Npreg: Number of time pregnant 2) Glu: Plasma glucose concentration a 2 h in oral glucose tolerance test 3) BP: Diastolic blood pressure (mm Hg) 4) Skin: Triceps skin fold thickness (mm) 5) Insulin: 2-h serum insulin (µU mL−1) 6) BMI: Body mass index (weight in kg/(height in m)2) 7) Ped: Diabetes pedigree function 8) Age: (years)
B. Neuro-Fuzzy Classifier Learning
There are several ways that structure learning and parameter learning can be combined in a neuro-fuzzy model classifier. They can be performed sequentially: structure learning is used first to find the appropriate structure of a neuro-fuzzy system; and parameter learning is then used to fine-tune the parameters. In other cases, only parameter learning or structure learning is necessary when structure (fuzzy rules) or parameters (membership functions) are given by human experts, also the structure in some neuro-fuzzy model [2] is fixed a priori.
1) Structure learning phase Structure learning is a more difficult task than parameter learning, one of the most known methods for structure initialization is uniform partitioning of each input variable range into fuzzy sets, resulting to a fuzzy grid. This approach is followed in ANFIS; a well-known TSK model algorithm in this study is accomplished by using the Silhouette validation technique [16] which calculates the silhouette width for each sample, average silhouette width for each cluster and overall average silhouette width for a total data set. Using this approach each cluster could be represented by so-called silhouette, which is based on the comparison of its tightness and separation. The average silhouette width could be applied for evaluation of clustering validity and also could be used to decide how good the number of selected clusters is. The largest overall average silhouette was obtained for c=2 with 0.44, then 0.38 for c=3. That indicates the best clustering is equal to 2 (number of cluster). Therefore, the number of cluster with maximum overall average silhouette width is taken as the optimal number of the clusters.
2) Parameter learning phase Hybridization FCM-ANFIS
This work concentrates on optimization of diabetes disease ANFIS-based fuzzy classifier. We propose to use FCM clustering strategy. The data clustering is to identify structure based on the scatter partition. So, this approach can be adopted to reduce the dimension of the classifier as well as training time since the number of fuzzy rules equals the number of membership functions regardless of the dimension inputs. FCM method is used to predict the distribution of fuzzy membership functions by universe of discourse partition. FCM tries to partition numerical data into clusters. The belongingness of a data point to a specific cluster is given by the membership value of the data point to that cluster. The membership value is calculated by minimization of a FCM function which emerging research affiliation with the least error.
The function needs approximate cluster centers, as well as a metric for membership evaluation as input, e.g., the Euclidean distance. The minimization is an iterative process where new cluster centers are computed as weighted averages of all data points, where the membership values are the weights. The stop criterion is when the membership values have changed very little in comparison with the previous iteration. It can be shown in Fig.2 the repartition of two cluster centers obtained for the height feature inputs of the data base Indians PIMA. 
3) Knowledge extracted from the FCM-ANFIS model
The FCM-ANFIS classifier will thus generate a knowledge base of 2 rules for classification.
Rule 1: If (Npreg is High) and (Glu is High) and (BP is High) and (Skin is Medium) and (Insulin is High) and (BMI is High) and (PED is High) and (Age is High) then (Class is Diabetic) Rule 2: If (Npreg is Medium) and (Glu is Normal) and (BP is Medium) and (Skin is High) and (Insulin is Low) and (BMI is Medium) and (PED is Low) and (Age is Medium) then (Class is Non Diabetic)
In this work, each input attribute has two membership functions, so 256 fuzzy rules have been extracted logically, the overall complexity of the knowledge base of the fuzzy classifier increases substantially. To reduce this complexity, application of fuzzy c-means algorithm is proposed. By applying this technique, the number of rules has been reduced from 256 to 2, thereby reducing the complexity of the knowledge base significantly.
C. Results and Discussion
The performances of the implemented classifier were evaluated by computing the percentages of sensitivity (SE), specificity (SP) and correct classification (CC), and TP TABLE I indicates that by using FCM-ANFIS we can get high accuracy with fewer rules. On the contrary, by using ANFIS more rules are needed to get a lower accuracy. Moreover the features projected partition in ANFIS is ambiguous and cannot preserve the meaning of the linguistic labels. The best number of the rules is a trade-off between the accuracy and the rules number, moreover with a minimum of clusters (c=2) and just two fuzzy rules, FCM-ANFIS approach has given the best results with correct rate = 83.85%, Se = 82.05% and Sp = 84.62% comparing to the other case, giving a small number of misclassified cases (FP = 42 and FN = 21).
1) Patient number 107 is correctly classified as diabetic case (TP)
The TABLE II presents the characteristics of a diabetic patient; this example is correctly classified as diabetic with an apparent readiness to heredity (PED) and high values of glucose and insulin respectively. 
2) Patient number 28 is correctly classified as non-diabetic case (TN)
The TABLE III presents the characteristics of a non-diabetic patient; this example is correctly classified as non-diabetic with a normal value of glucose and low quantity of insulin. The fuzzy rule R2 is activated with a degree of fulfilment equals to 71.25%. 
3) Patient number 102 (diabetic) recognized as non-diabetic (FN)
The TABLE VI presents the characteristics of a diabetic patient; this example is misclassified, i.e. recognized as non-diabetic with a normal value of glucose and low quantity of insulin. The fuzzy rule R2 is activated with a degree of fulfilment around 74%. 
4) Patient number 68 (no. diabetic) recognized as diabetic (FP)
The TABLE V presents the characteristics of a non-diabetic patient; this example is misclassified, i.e. recognized as diabetic (false alarm) with high value of plasma glucose concentration. The fuzzy rule R 1 is activated with a degree of fulfilment equals to 60.71%. As it could be noticed from these examples, fuzzy rules are solicited, according to input vector parameters, and then the fuzzy logic inference engine evaluates these inputs using the knowledge base and then diagnoses the patient class. These solicited fuzzy rules are closer to the medical expert reasoning. The neuro-fuzzy classifier justifies its results by the most solicited fuzzy rules. So the expert can easily check the fuzzy model classifier for plausibility, and can verify why a certain classification result was obtained for a certain patient, by checking the degree of fulfilment of the individual fuzzy rules. Instead of a simple classification the physician also gets a description of the patients in terms of the fuzzy rules that are active for this case.
Experimental results have shown that the proposed approach with Fuzzy c-means (FCM) is simple and effective in explaining the interpretability of neuro-fuzzy classifier by reducing the 256 rules to 2 efficient rules while preserving the model accuracy at a satisfactory level. Many studies using ANFIS structure have been performed in diagnosis of diabetes disease. Polat and Gunes [17] have reported 89.47% classification accuracy using principle components analysis (PCA) and ANFIS. But when principle components are applied for fuzzy rule-based approaches, interpretation of produced rules naturally becomes more difficult or even impossible. Vosoulipour et al. [18] have applied four features witch selected by a genetic algorithm (GA), to a neural network and second to an ANFIS structure, they have reported respectively 77.60% and 81.30% classification accuracy. But the obtained results are not interpretable. The detail accuracy of these studies can be seen in [17] .
The results obtained in this paper are very interesting than the cited studies in literature, since our neuro-fuzzy classifier built in this work aims at finding with Fuzzy c-means a reduced set of fuzzy rules that can be interpreted linguistically. The clinician obtains information about why the diagnosis was selected.
IV. CONCLUSION
This study presents a fuzzy classification model of diabetes. Here, two criteria are used to evaluate the proposed method. The first criterion is the good accuracy performances of the classifier and the other is comprehensibility of obtained results. This study shows that the contribution of the Fuzzy C-Means (FCM) algorithm on ANFIS has reduced the size of models as well as learning time, since the number of centre's is equal to the number of membership functions regardless of the size of incoming. With the hybridization of these methods extracting of knowledge has been made to provide rules that are reliable, accurate and sufficiently simple to be understood; all in improving performance with a rate reaching 83.85%.
