Abstract. An averaging technique for nonlinear multiscale singularly perturbed control systems is developed. Issues concerning the existence and structure of limit occupational measures sets generated by such systems are discussed. General results are illustrated with special cases.
Introduction.
In this paper we consider a singularly perturbed control system containing several small parameters 1 , . . . , m (m ≥ 1). The parameters are introduced in such a way that the state variables of the system are decomposed into a group of "slow" variables which change their values with the rates of the order O (1) and m groups of "fast" variables which change their values with the rates of the orders O(
. . , O(
2 . . .
−1
m ), respectively. The main contribution of the paper is the description of the structure of the limit control system, the solutions of which allow us to approximate the slow variables when the parameters i , i = 1, . . . , m, tend to zero. The role of controls in the limit system is played by probability measures defined on the product of the original control set and a subset of the state space containing all the fast trajectories (both are assumed to be compact). These probability measures are chosen from a limit set of occupational measures generated by the admissible controls and trajectories of an associated system which describes the dynamics of the fast variables if the slow ones are "frozen" (see exact definitions below). The existence of such a set (called limit occupational measures set (LOMS)) and its structure are the central issues discussed in the paper.
Singularly perturbed control systems (SPCS) with one small parameter (m = 1) have been intensively studied in the literature, the most common approaches being related either to Tikhonov-type theorems justifying the equating of the small parameter to zero with further application of the boundary layer method (see [24] , [30] ) to asymptotically describe the fast dynamics (see, e.g., [13] , [21] , [22] , [25] , [28] , [31] ) or to different types of averaging techniques (see [1] , [2] , [3] , [4] , [5] , [8] , [11] , [14] , [15] , [16] , [17] , [18] , [19] , [20] , [27] , [32] ) which allow us to deal with the situation when the equating of the parameter to zero may not lead to a right approximation.
The literature on multiscale SPCS (m > 1) is much less intensive. Most available references concern linear control systems (see, e.g., [12] , [26] , and references therein).
A technique of averaging type applicable to nonlinear control systems having a triangular structure (weakly coupled) was proposed in [20] .
In [18] an averaging technique allowing us to deal with a general form of SPCS containing two small parameters (m = 2) was developed. The extension of the technique to the case m > 2 is, however, hardly possible since it involves a multiple averaging over time and leads to really complex expressions which are difficult to comprehend. In this paper, an averaging over time is replaced by averaging over measures from the LOMS. It resembles approaches used in dealing with stochastic SPCS (see, e.g., [9] , [23] , [34] ) and makes the transition from the case m = k to the case m = k + 1 (∀k = 1, 2, . . .) very natural.
Different issues related to averaging over occupational measures in SPCS with one small parameter were discussed in [2] , [3] , [4] , [5] , [17] , [32] . In [17] , in particular, LOMS for control systems without small parameters were considered. In this paper, we introduce and study such sets for singularly perturbed control systems (as is the associated system if the original system is multiscale).
The paper is organized as follows. Section 1 is this introduction. In section 2 statements about approximation of the slow motions by the solutions of the averaged system are formulated under the assumption that the LOMS of the associated system exists. An application of these results to problems of optimal control is demonstrated and a special case concerning systems linear in fast variables and controls is considered. In section 3 issues of existence and structure of the LOMS are addressed and a multistage averaging procedure for the construction of the LOMS is presented. The procedure is then illustrated with a special case of control systems which have a triangular structure (similar to those studied in [20] ). Proofs of most of the statements are provided in section 4.
Averaging of multiscale SPCS.
2.1. Preliminaries. Given a compact metric space W , B(W ) will stand for the σ-algebra of its Borel subsets and P(W ) will denote the set of probability measures defined on B(W ). The set P(W ) will always be treated as a compact metric space with a metric ρ, which is consistent with its weak convergence topology. That is, a sequence γ k ∈ P(W ), k = 1, 2, . . . , converges to γ ∈ P(W ) in this metric if and only if
for any continuous φ(w) : W → R 1 . Using the metric ρ, one can define the Hausdorff metric ρ H on the set of subsets of P(W ):
We will deal with the convergence in the Hausdorff metric of sets in P(W ) defined as unions of occupational measures. Given a measurable function w(t) : [0, T ] → W , the occupational measure p w(·) ∈ P(W ) generated by this function is defined by taking Consider also the system
in which z is fixed and τ ∈ [0, S]. This system will be referred to as an associated system with respect to SPCS (2.3). It is formally obtained from the "fast" subsystem of (2. 
. . , m, and Z (Z ∈ intZ) such that for any z from Z, the admissible trajectories of system (2.4) which satisfy the initial conditions
Note that to verify this assumption, one can use results from viability theory (see Chapter 5 in [6] and also [29] for further references).
Let us introduce the following notation:
and also
Let u(τ ) be an admissible control defined on the interval [0, S] and let y(τ ) be the solution of the associated system (2.4) obtained with this control and the initial conditions (2.6). Let p (u(·),y(·)) ∈ P(U × Y ) be the occupational measure generated by the pair u(τ ),
where the union is taken over all admissible controls and the corresponding solutions of (2.4) . Notice that the dependence on (z, 1 , . . . , m−1 ) in (2.7) is due to the dependence of the solutions of (2.4) on these parameters. Assumption 2.2. For any z ∈ Z , there exists a convex and compact set
The set Γ(z) introduced in Assumption 2.2 will be referred to as the limit occupational measures set (LOMS). Some sufficient conditions for the existence of the LOMS are considered in section 3. 
which is continuous in (u, y, z) and satisfies Lipschitz conditions in (y, z), there exists a constant c h such that
Note that d H (·, ·) in (2.10) stands for the Hausdorff metric in a finite-dimensional space. That is, for arbitrary bounded subsets
where · is a norm in R j . The proof of Lemma 2.4 is in section 4.1. Note that Assumption 2.3 is satisfied automatically if the functions f 1 , . . . , f m−1 defining the right-hand side of the associated systems (2.4) do not depend on z. In a general case, Assumption 2.3 can be verified to be valid if the associated system (2.4) satisfies stability conditions similar to that introduced in [16] (see [16, Assumption 4.1, Lemma 4.1]), the latter being implied by the existence of a Lyapunov-like function (as in [17, p. 467] ). For the case m = 1 (one singular perturbation parameter), Assumption 2.3 can be replaced by the assumption that the statement of Lemma 2.4 is valid (see [17] ). A slightly different assumption which can replace Assumption 2.3 for m > 1 is discussed in Remark 4.1.
Approximation of the slow trajectories.
Let the functiong(γ, z) :
We will assume that the metric ρ of P(U ×Y ) is chosen in such a way that the functioñ g(γ, z) satisfies the Lipschitz conditions:
where b is a positive constant. Let us consider the systeṁ (2.15) which will be referred to as the averaged system. The role of controls in the averaged system is played by functions γ(t) satisfying the inclusion
Note that the fact that the functions γ(t) are measure valued underlines the similarity of our description with classical relaxed control setting (see [33] ).
Definition 2.5. A pair γ(t), z(t) : [0, T ] → P(U ×Y )×R N is called admissible for the averaged system if γ(t) is Lebesgue measurable, z(t) is absolutely continuous, and (2.15)-(2.16) are satisfied for almost all
t ∈ [0, T ]. Theorem 2.6. Let Assumptions 2.1-2.3 be satisfied and let h(u, y, z) : U × Y × Z → R j , j = 1, 2, . . . ,
be an arbitrary Lipschitz continuous vector function. There exist µ( , T ) and µ
such that the following two statements are valid:
(
i) Let u(t) be an admissible control and let y(t), z(t) be the corresponding trajectory of SPCS (2.3) which satisfies initial condition (2.5).
There exists an admissible pair γ a (t), z a (t) of the averaged system (2.15) with the initial conditions
and also 
replacing (2.18) and
where a h is some positive constant.
The proof of the theorem is in section 4.1.
Application to optimal control. Let h(u, y, z)
: U × Y × Z → R 1 be continuous and satisfy the Lipschitz conditions in (y, z). Consider the optimal control problem
where inf is sought over all admissible controls and trajectories of (2.3). Under the assumptions of Theorem 2.6, the optimal value of this problem converges to the optimal value of the problem (2.27) whereh(γ, z) is defined according to (2.20) and inf is over the admissible pairs of the averaged system (2.15). Near optimal controls of (2.26) can also be constructed on the basis of the solution of (2.27). These will be the controls which provide the validity of (2.18)-(2.19) for the admissible pair (γ a (t), z a (t)) which delivers the optimal (or near optimal) value to (2.27) (see statement (ii) of Theorem 2.6). If the assumptions of Theorem 2.8 are satisfied, then a similar approximation of a problem on the infinite time horizon with a time average criterion is possible.
In some cases the "limit" problem (2.27) can be significantly simplified with the help of the following proposition.
Proposition 2.9. Let φ(y i ) :
and, in particular,
where f i (u, y, z), i = 1, . . . , m, are the functions defining the right-hand side of (2.4).
The proof of the proposition is in section 4.1. To illustrate how this proposition can be applied let us consider the following special case. Assume that the set U is convex and the functions f i (u, y, z), g(z, y, u) are linear in fast variables and controls. That is,
where A i,j are matrix functions of the corresponding dimensions. By (2.31), the averaged system is equivalent tȯ (2.32) where Ω(z) is the set of the first moments corresponding to the probability measures from the LOMS Γ(z):
By (2.29) and (2.30), this set allows the representation (2.33) and thus (2.32) is equivalent to the control systeṁ , z) is the root of the system of equations f i (ū,ȳ, z) = 0, i = 1, . . . , m. This is a so-called reduced system and can be obtained from (2.3) via formally equating to zero. If, in addition, the function h(u, y, z) used in (2.26) is convex in (u, y), then limit problem (2.27) becomes equivalent to
where inf is over the admissible controls and corresponding trajectories of (2.34). Notice that the reasoning above is valid if Assumptions 2.1-2.3 are satisfied. It can be shown (although it is quite technical and we do not prove it in this paper) that these assumptions are satisfied if the eigenvalues of the matrices A 
. Note that the condition that the matrices (2.36) have negative real parts is similar to that used in [12] to asymptotically describe the reachability set of a multiscale linear SPCS.
Existence of LOMS.
3.1. Approximation of the occupational measures set. Let u(t) be an admissible control and let y(t), z(t) be the corresponding admissible trajectory of SPCS (2.3) which satisfies initial conditions (2.5). Let p (u(·),y(·),z(·)) ∈ P(U ×Y ×Z) be the occupational measure generated by the vector function
where the union is taken over all admissible controls and the corresponding trajectories of SPCS (2.3). In this section, we will describe the asymptotics of this set as the vector of small parameters = ( 1 , . . . , m−1 , m ) tends to zero.
Let (γ(t), z(t)) : [0, T ] → P(U × Y )
× Z be an admissible pair of the averaged system (2.15) with the initial condition
Let p (γ(t),z(t)) ∈ P P(U × Y ) × Z be the occupational measure generated by this pair and letΓ(T, z(0)) be the union of the occupational measures generated by all such pairsΓ
We will useΓ(T, z(0)) to specify the limit of (3.1) as tends to zero. To do that let us define a map ψ(p) :
such a way that for any Q ∈ B(U × Y ) and any F ∈ B(Z),
where χ F (·) is the indicator function of F . The integration in (3.4) is legitimate since the function
is measurable with respect to B(P(U × Y ) × Z) (see [10, Proposition 7.25 
, p. 133]). Notice that for any p ∈ P P(U × Y ) × Z and any continuous function h(u, y, z) :
whereh(γ, z) is defined by (2.20) . For p = p (γ(·),z(·)) (that is, for p being the occupational measure generated by an admissible pair γ(·), z(·) of (2.15))
Let us now define the set Γ(T, z(0)) ⊂ P(U × Y × Z) as follows:
, (3.8) where the second union is taken over all admissible pairs of (2.15) satisfying initial conditions (3.
2). (The second equality follows from the definition (3.3) of the set Γ T, z(0) .) Theorem 3.1. (i) Let the assumptions of Theorem 2.6 be satisfied. Then there exists ν( , T ), lim →0 ν( , T ) = 0, such that
(ii) Let the assumptions of Theorem 2.8 be satisfied and let there be a sequence u, y, z) 
. . , of Lipschitz continuous functions such that it is dense in C(U × Y × Z) and for any h(z, y, u)
The proof of the theorem is in section 3.4.
LOMS of the averaged system and LOMS of the multiscale SPCS. Proposition Let the uniform estimate (3.11) be valid and let the LOMS of the averaged system (2.15) exist. That is, there exists the convex and compact set
where lim T →∞μ (T ) = 0. Then the set
is convex and compact, and the following estimate is valid:
where
where µ(T ) and ν( ) are as in (3.14) and (3.11), respectively. Thus, Γ is the LOMS of SPCS (2.3) .
Proof. The validity of (3.14) is implied by (3.12) and by the fact that the map ψ(p) defined by (3.4) is continuous (see Lemma 4.3 in section 4.2). This continuity implies also the fact that the set Γ is compact. The convexity of Γ follows from the linearity of ψ(p). Estimate (3.15) follows from (3.14), (3.11) , and the triangle inequality. form (3.13) .
Proof. The statements included in (ii) follow from Theorem 3.1(ii), Proposition 3.2, and Theorem 3.3(i). The proof of Theorem 3.3(i) is in section 4.2.
LOMS via multistage averaging.
System (2.4), which was introduced as associated with respect to (2.3), is singularly perturbed itself. One can thus consider a system which would be associated with respect to (2.4):
in which both y m and z are fixed. For the sake of convenience, in this section we will refer to (2.4) and (3.16) as to y m -and y m−1 -associated systems, respectively (by the name of the group of variables changing their values with rates of the order O(1)). One can also consider y m−2 -, . . . , y 2 -and y 1 -associated systems, the latter two being of the form y 2 (τ ), y 3 , . . . , y m , z ,  y 2 (τ ) = f 2 u(τ ), y 1 (τ ), y 2 (τ ), y 3 , . . . , y m , z [17] ) and that Theorem 2.6 is applicable to system (3.17). Then y 2 -components of the trajectories of this system are approximated by the trajectories of the averaged systeṁ (3.19) where (y 3 , . . . , y m , z) are fixed and (3.21) where the map ψ 1 (p) : (3.24) where z = const, Γ m−1 (y m , z) is the LOMS of the y m−1 -associated system, and
The applicability of Theorem 3.3 to each of the above systems is easy to verify, for example, if , y 1 , . . . , y i ), i = 1, . . . , m.  (3.25) That is, the dynamics of y i -components in (2.3) is not influenced by the dynamics of y i+1 -, . . . , y m -and z-components. Assuming that this is the case, let us also introduce the following assumption about the functions f i (·). 
By (3.25), the y 1 -associated system (3.18) does not depend on (y 2 , . . . , y m , z) and, by (3.26) with i = 1, the LOMS Γ 1 of this system exists (see Proposition 3.3 in [17] ). Again, by (3.25), the dependence on (y 3 , . . . , y m , z) in the function (3.20) defining the right-hand side of (3.19) disappears and, by (3.26) with i = 2, this function satisfies the inequality
. This implies the applicability of Theorem 3.3 according to which the LOMSΓ 2 of averaged system (3.19) and the LOMS Γ 2 of the y 2 -associated system both exist and the representation (3.21) is valid. Continuing in a similar way, one can finally verify that the LOMSΓ m of averaged system (3.24) and the LOMS Γ m of y m -associated system (2.4) exist and that the representation (3.23) is valid. The applicability of Theorem 3.3 at this final stage can be verified by using the fact that the functionf m γ m−1 , y m defining the right-hand side of the averaged system (3.24) (which, by (3.25), does not involve the dependence on z) satisfies the inequality
. Note that a different multistage averaging procedure for SPCS with f i (·) having the form (3.25) and satisfying an assumption similar to Assumption 3.4 (with C i , D i being identity matrices) was suggested in [20] . q 1 (w) , . . . , q j (w) , j = 1, 2, . . . , (3.27) there exists a function (3.29) where
Then there also exists another function (3.33) then there also exists a function (3.31) such that 
Then there exists a function (3.31) such that
where Γ is a convex and compact subset of P(W ) defined by
The proof of Lemma 3.5 is in section 4.2. Corollary 3.6 is implied by Lemma 3.5 in an obvious way. The proof of Corollary 3.7 is similar to the proof of Theorem 3.1(i) in [17] .
Proof of Theorem
. . , be an arbitrary Lipschitz continuous vector function. Let u(t) be an admissible control and let y(t), z(t) be the corresponding admissible trajectory of SPCS (2.3) which satisfies initial conditions (2.5) . Let V h , T, y(0), z(0) be the set of time averages (3.39) where the union is taken over all admissible controls and the corresponding trajectories of (2.3) . Notice that by definition (3.1) of Γ , T, y(0), z(0) , the set (3.39) also allows the representation
Let the setṼ h T, z(0) be defined as follows:
where, as in (3.8) , the second union is taken over all admissible pairs of (2.15) which satisfy the initial conditions (3.2). By (3.7), the setṼ h T, z(0) can also be represented in the form
Using estimate (2.19) from Theorem 2.6 and comparing (3.39) and (3.42), one obtains
Having in mind representations (3.40), (3.41) and applying Corollary 3.6, one proves (3.9). Under the conditions of Theorem 2.8, estimate (3.43) can be rewritten in the uniform with respect to the T ≥ T 0 form
where h(·) is as in (3.10) . This, by Corollary 3.6, proves (3.11). 
where y z (τ ) and y z (τ ) are solutions of (2.4) obtained with the same control and initial conditions and with z = z and z = z , respectively. Hence,
where c h is a constant which is expressed via the Lipschitz constant of h(·) and c from (4.2) in an obvious way.
By definition (2.7) of Γ z,¯ , S, y(0) , the set V h z,¯ , S, y(0) defined in (4.1) allows also the representation
It follows from Assumption 2.2 that there exists a function ν h (¯ , S) such that 
where, as in (4.1), the union is taken over all admissible controls and corresponding trajectories of (2.4). From Assumption 2.2 it follows (similarly to (4.5)) that there existsν(¯ , S),
withg andh being defined by (2.13) and (2.20), respectively.
Let us augment the averaged system (2.15) with the equatioṅ and, conversely, for any solutionz a (t) of (4.10), there exists an admissible trajectory y(τ ),z(τ ) of (2.3) and (4.11) which satisfies (4.12).
The proof of these statements is similar to Lemma 2.1 in [16] or Theorem 3.1 in [19] . Proof of Theorem 2.8. The proof is based on the following result. Proposition 4.2. Given a solution z 1 (t), θ 1 (t) of the differential inclusion (4.10) satisfying the initial condition z 1 (0), θ 1 (0) = (z 1 , θ 1 ) ∈ Z × R j and a vector (z 2 , θ 2 ) ∈ Z × R j , there exists a solution z 2 (t), θ 2 (t) of (4.10) which satisfies the initial condition z 2 (0), θ 2 (0) = (z 2 , θ 2 ), and the following inequalities hold:
where b 1 , b 2 , β are some positive constants.
Proof of Proposition 4.2. As mentioned above, the map V (z) defined in (4.7) is convex and compact valued and satisfies Lipschitz conditions. Also, from Assumption 2.7 (see (2.21)-(2.22)) it follows that it has the following property: for any z ∈ Z, (v , w ) ∈ V (z ) and any z ∈ Z, there exists (v , w ) ∈ V (z ) such that
The claim of the proposition follows now from Lemma A.2 in [18] .
To prove Theorem 2.8 let us choose T 0 in such a way that 
