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Abstract
Loewner hulls are determined by their real-valued driving func-
tions. We study the geometric effect on the Loewner hulls when the
driving function is composed with a random time change, such as the
inverse of an α-stable subordinator. In contrast to SLE, we show that
for a large class of random time changes, the time-changed Brow-
nian motion process does not generate a simple curve. Further we
develop criteria which can be applied in many situations to deter-
mine whether the Loewner hull generated by a time-changed driving
function is simple or non-simple. To aid our analysis of an example
with a time-changed deterministic driving function, we prove a deter-
ministic result that a driving function that moves faster than atr for
r ∈ (0, 1/2) generates a hull that leaves the real line tangentially.
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1 Introduction
Schramm–Loewner Evolution, denoted SLEκ, is a family of random curves
in the upper halfplane H that is generated by the random function λ(t) =√
κBt, where κ ≥ 0 and (Bt)t≥0 is a one-dimensional standard Brownian
motion. Based on κ, SLEκ exhibits phase transitions. Namely, for 0 ≤
κ ≤ 4 the curves are simple, for 4 < κ < 8 the curves are not simple, and
for 8 ≤ κ the curves are spacefilling; where all of these hold almost surely
[27]. In the deterministic setting, it is also known that if we let λ(t) be a
Ho¨lder-1
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continuous function with norm ‖λ‖1/2, then there are similar phase
transitions: for 0 ≤ ‖λ‖1/2 < 4 the curves generated are simple [19], and
for ‖λ‖1/2 < 4.0001 the curves generated are not spacefilling [18]. It is our
goal to analyze what happens to the curves when some of these functions
are composed with a continuous, non-decreasing stochastic process (Et)t≥0,
called a random time change.
Among the simplest yet most important random time changes is the so-
called inverse α-stable subordinator, where α ∈ (0, 1) is a parameter. With
this specific time change (Et) assumed independent of (Bt), the time-changed
Brownian motion B ◦ E = (BEt)t≥0 has been widely used to model subdif-
fusions, where particles spread at a slower rate than the usual Brownian
particles. Indeed, the variance E[(BEt)
2] takes the form cαt
α, which grows
more slowly for large t than the variance of the Brownian motion. More
detailed backgrounds and relevant references about SLEκ and random time
changes are provided in Section 2.
Our main result reveals the fact that the time change extremely modifies
the original curves, and phase transitions do not occur. See Figure 1 which
compares a sample curve in this particular case with a sample curve in the
untime-changed setting.
Theorem 1.1. For any κ > 0, almost surely the time-changed Brownian
motion process (κBEt)t≥0 does not generate a simple curve.
To prove this, we use a result in [17] to first derive general criteria (The-
orem 4.1) for verifying whether the curves generated by time-changed func-
tions are simple or non-simple. The proof of Theorem 1.1 also relies on
a deep relationship between Brownian motion and a 3-dimensional Bessel
process given in [32] and local behaviors of Bessel processes studied in [31].
We also investigate the scaling limits of random curves generated by time-
changed self-similar processes. In particular, Corollary 3.5 shows that rescal-
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Figure 1: Sample SLE1 curve (left) and sample curve generated by a time-
changed Brownian motion (right).
ing the curves generated by λ(t) = κBEt leads to deterministic sets, as ob-
served in [4] for curves generated by a symmetric stable process (without a
time change).
To further understand the effect of the random time change, we explore
some examples of curves generated by time-changed deterministic functions,
including a time-changed Weierstrass function. To aid our analysis of the
deterministic examples, we also derive a condition on λ(t) that guarantees
that the generated curves leave the real line tangentially:
Proposition 1.2. Suppose that λ(0) = 0 and λ(t) ≥ atr where a > 0 and
r ∈ (0, 1/2]. Then for t small enough, the hull Kt driven by λ is contained
in the region {x+ iy : 0 ≤ x, 0 < y < 26
a
x2−2r}.
This proposition may be of independent interest, as it provides a converse
of sorts to recent work by Lau and Wu [15]. In particular, Lau and Wu show
that if the curve leaves the real line tangentially by lying in the domain
{x+ iy : 0 < x, axr < y < bxr} for r > 1, then we have some control on the
associated driving function, namely lim supt→0 t
−1/(r+1)|λ(t)| <∞. They also
analyze a particular family of tangential curves, which generalizes a result of
Prokhorov and Vasil’ev [26].
Generalizations of SLEκ to the case of the time-changed Brownian motion
are considered and numerically analyzed in [25, 5]. However, as far as we
know, our investigation in this paper provides the first theoretical account
of geometric properties of random curves associated with a large class of
time-changed functions.
Time change is not the only adaptation of SLE that has been considered.
Another example of an SLE variant is found in [29] and [10], where an α-
stable Le´vy process is added to the Brownian motion, which adds jumps
3
to the driving function. It was shown that the phases of the hulls were
unchanged by this addition, but the spread of the hull along the real line
changes based on α due to the jumps.
We end this section with comments on the organization of the paper.
In Section 2, we discuss the Loewner equation and random time changes.
Section 3 contains results on rescaled hulls and the proof of Proposition 1.2.
In the last section, we state and prove the criteria (Theorem 4.1) for verifying
whether the curves generated by time-changed functions are simple or non-
simple, we prove Theorem 1.1, and we discuss examples of time-changed
deterministic driving fucntions.
2 Background
2.1 Loewner Equation
Let H = {x+ iy ∈ C : y > 0} denote the upper halfplane. Let λ : [0, T ]→ R
be continuous. The (chordal) Loewner equation is given by
∂
∂t
gt(z) =
2
gt(z)− λ(t) , g0(z) = z (1)
for z ∈ H \ {λ(0)}. We call λ the driving function of gt. For z ∈ H \ {λ(0)},
there is a time interval so that (1) has a solution, and we define Tz to be
the maximum such time, i.e., Tz = sup{s ∈ [0, T ) : gt(z) exists on [0, s)}. So
that it is defined on all of H, we set Tλ(0) = 0. Define Kt = {z ∈ H : Tz ≤ t},
meaning that Kt is the collection of points so that gs(z) = λ(s) for some
s ≤ t. We call Kt the (Loewner) hull generated (or driven) by λ. It can be
shown that H \ Kt is simply connected and gt : H \ Kt → H is conformal.
Furthermore, gt is the unique conformal map with following expansion (called
the hydrodynamic normalization) near infinity:
gt(z) = z +
c(t)
z
+O
(
1
z2
)
. (2)
One can further show that c(t) = 2t. This quantity is useful as it tells
us about the size of the hull as viewed from infinity, and so we define the
halfplane capacity of Kt as hcap(Kt) = c(t)/2 = t. It has the following
probabilistic interpretation:
hcap(Kt) =
1
2
lim
y→∞
y EiyIm(Bτ ),
4
Figure 2: Hull driven by λ(t) ≡ c.
where Bt is a Brownian motion started at iy and stopped at τ = inf{s :
Bs ∈ R ∪Kt} (see Proposition 3.41 in [16]). When the limit exists, define
γ(t) = lim
y↓0
g−1t (λ(t) + iy).
If γ(t) exists and is continuous for every t ∈ [0, T ], we call γ(t) the trace
of KT . When γ(0, T ] is a simple curve in H, then Kt = γ[0, t], and we say
that λ generates a simple curve. It is possible that the trace γ exists, but
λ does not generate a simple curve. In this case, Kt is the closure in H of
the complement of the unbounded component of H \ γ[0, t]. Intuitively, this
means that the boundary of Kt is governed by γ(t).
On the flipside, if we were to start with a family of continuously growing
hullsKt (Kt ⊂ H, Kt = H∩Kt, H\Kt simply connected, Kt right-continuous,
Kt continuously increasing), after possibly reparameterizing we can find a
conformal map gt : H \ Kt → H and a continuous function λ : [0, T ] →
R satisfying (1) and (2). This gives a one-to-one correspondence between
families of hulls and real-valued continuous functions. For more details, see
Section 4.1 in [16].
For a basic example, let λ(t) ≡ c ∈ R. Then gt(z) =
√
(z − c)2 + 4t + c
and Kt = γ[0, t], where γ(t) = c+ 2i
√
t is the vertical slit from c to c+2i
√
t
(see Figure 2). This also shows that hcap([c, c + 2i
√
t]) = t. On the other
hand, for a non-constant λ(t) we see a non-vertical hull growth that is not
as tall as the hull of the constant driving function.
We mention two important properties of the Loewner equation:
• Scaling Property: If Kt is generated by λ(t), then for r > 0, the scaled
hull 1
r
Kr2t is generated by
1
r
λ(r2t).
• Concatenation Property: Let λ : [0, T ] → R generate Kt and gt, and
let s ∈ (0, T ). Define λˆ on [s, T ] to be the restricted function λ|[s,T ],
and let Kˆ be the final hull generated by λˆ. Then KT = Ks ∪ g−1s (Kˆ).
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When λ(t) =
√
κBt where Bt is a Brownian motion starting at 0 and
κ > 0, a random family of curves is generated via the Loewner equation,
and we call them the Schramm–Loewner Evolution (SLEκ). For SLEκ, it
is well-known that almost surely the trace γ(t) exists [27]. Note that the
self-similarity of the Brownian motion (i.e. (rBt)t≥0
d
= (Br2t)t≥0 for each
r > 0, where
d
= means equality in distribution) is the same as the scaling
of the Loewner equation, which gives the same self-similarity of the hulls
and traces (i.e. (rKt)t≥0
d
= (Kr2t)t≥0 and (rγ(t))t≥0
d
= (γ(r2t))t≥0). This
self-similarity means that SLEκ is invariant under scaling by a real constant,
which allows for different geometric behavior for different values of κ. Rohde
and Schramm [27] proved that SLEκ exhibits phase transitions based on κ
as follows:
• κ ∈ [0, 4] : γ(t) is a.s. a simple path in H ∪ {0}
• κ ∈ (4, 8) : γ(t) is a.s. a non-simple path
• κ ∈ [8,∞): γ(t) is a.s. a spacefilling curve
In the deterministic setting, a natural class of functions to consider is
Ho¨lder continuous functions of exponent 1
2
, also known as Lip(1
2
). This is the
set of functions such that |λ(s)− λ(t)| ≤ c√|t− s|, and the norm, denoted
‖λ‖1/2, is the smallest such c. Note that for r > 0, r‖λ‖1/2 = ‖λ(r2t)‖1/2,
which is the scaling of the Loewner equation. The phase transitions in this
setting are different from SLEκ and slightly more complicated since for any
c > 0 we can find λ ∈ Lip(1
2
) so that ‖λ‖1/2 = c and λ generates a simple
curve. Nevertheless, the following theorem and the example discussed after-
wards show that a deterministic phase transition occurs when ‖λ‖1/2 = 4.
Theorem 2.1 ([19]). If λ ∈ Lip(1
2
) with ‖λ‖1/2 < 4, then the domains H\Kt
generated by λ are quasi-slit halfplanes. In particular, Kt is a simple curve
in H.
When considering phase transitions, the key deterministic example is
λ(t) = c
√
1− t. For c < 4, λ generates a simple curve, whereas if c ≥ 4,
then λ does not generate a simple curve. For more details, see [13]. The
behavior of this family for c ≥ 4 was leveraged in [17] to show that the scaled
Weierstrass function generates a non-simple hull for a large enough scale.
(See Section 4.2 for a further discussion of the Weierstrass example.) We
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state their technique in the following theorem, which we will use in proving
Theorem 4.1.
Theorem 2.2 ([17]). Let λ(t) be a continuous function. If |λ(T )− λ(t)| ≥
4
√
T − t on [T − ǫ, T ] for some ǫ > 0, then the hull generated by λ at time
t = T is non-simple.
2.2 Le´vy Processes and Random Time Changes
One of our goals is to consider a Brownian motion that has been time-changed
by the inverse of a stable subordinator. We will use the inverse in order for
our time change to be continuous. However, knowing how the subordinator
behaves will help us see how its inverse behaves. In this subsection, we will set
up the necessary definitions and develop some intuition about these processes.
The discussion begins with the definition of Le´vy processes as they include
Brownian motion and stable subordinators as special cases. Throughout the
paper, given stochastic processes are assumed to be defined on a probability
space (Ω,F ,P), take values in R, start at 0, and have right-continuous sample
paths with left limits.
A stochastic process X = (Xt)t≥0 is called a Le´vy process if it is stochas-
tically continuous (i.e. for ǫ > 0 and t ≥ 0, lims→t P(|Xs − Xt| > ǫ) = 0)
and has stationary and independent increments. If X is a Le´vy process, then
for each t > 0, the random variable Xt is infinitely divisible and its dis-
tribution is characterized by the triplet (b, σ2, ν) appearing in the so-called
Le´vy-Khintchine formula
E[eiuXt ] = etη(u) with η(u) = ibu− 1
2
σ2u2+
∫
R\{0}
(eiuy−1− iuy1|y|<1)ν(dy),
where E denotes the expectation under P. Here, b ∈ R, σ2 ≥ 0, and ν is a
Borel measure on R \ {0} with ∫
R\{0}
(|y|2 ∧ 1)ν(dy) < ∞, called the Le´vy
measure of X . Since sample paths of a Le´vy process are assumed to be
right-continuous with left limits, they have at most countably many jumps,
but for each ǫ > 0, they have only finitely many jumps of size ǫ or larger.
The Le´vy measure ν controls the jumps of the Le´vy process. In particular,
Brownian motion is a Le´vy process with triplet (b, σ2, ν) = (0, 1, 0) so that
E[eiuXt ] = e−
1
2
u2t.
A Le´vy process with non-decreasing sample paths is called a subordinator.
The distribution of a subordinatorD = (Dt)t≥0 is characterized by its Laplace
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transform
E[euDt ] = e−tψ(u) with ψ(u) = bu+
∫ ∞
0
(1− e−uy)ν(dy),
where the Le´vy measure ν satisfies ν(−∞, 0) = 0 and ∫∞
0
(y ∧ 1)ν(dy) <∞.
The function ψ(u) is called the Laplace exponent of D. In this paper, we
only consider a subordinator D with b = 0 and ν(0,∞) = ∞, which implies
that D has strictly increasing sample paths with limt→∞Dt = ∞ and the
jump times of D are dense in (0,∞) (see [30]). Examples of theoretically
and practically important subordinators include:
• a stable subordinator of index α ∈ (0, 1) (or an α-stable subordinator
for short), where ν(dx) = α
Γ(1−α)
x−α−11x>0 dx and ψ(u) = u
α, and
• a tempered stable subordinator of index α ∈ (0, 1) and tempering factor
θ > 0, where ν(dx) = α
Γ(1−α)
e−θxx−α−11x>0 dx and ψ(u) = (u+θ)
α−θα.
Tempered stable subordinators may be regarded as a one-parameter exten-
sion of stable subordinators via θ. However, they possess very different prop-
erties. Indeed, while a stable subordinator has infinite first moment, a tem-
pered stable subordinator has finite moments of all orders due to the factor
e−θx which diminishes (or “tempers”) large jumps of the stable subordinator
of the same index (see [28] for a detailed account of more general tempered
stable Le´vy processes). On the other hand, an α-stable subordinator is the
only subordinator which is self-similar with index 1/α; i.e. (Dct)
d
= (c1/αDt)
for all c > 0 (see [6]).
The Le´vy–Itoˆ decomposition allows us to develop some intuition about
the jumps of subordinators, which will in turn help us view their inverses.
Given a Le´vy process X , for each Borel set A of R \ {0} and t ≥ 0, define
N(t, A)(ω) = #{0 ≤ s ≤ t : ∆Xs(ω) ∈ A},
where ∆Xs is the size of the jump at s. For fixed t > 0 and ω ∈ Ω, N(t, ·)(ω)
is a counting measure on the collection of Borel sets of R\{0}. For A bounded
below, (N(t, A))t≥0 is a Poisson process with intensity µ(A) = E(N(1, A)).
N(t, A) is called the Poisson random measure associated with X . For A
bounded below, t > 0 and ω ∈ Ω, define the Poisson integral of x with
respect to the random measure as the random finite sum∫
A
xN(t, dx)(ω) =
∑
x∈A
xN(t, {x})(ω) =
∑
0≤s≤t
∆Xs(ω)1A(∆Xs(ω)).
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Figure 3: Sample paths of a stable subordinator with α = 0.7 (left) and
α = 0.9 (right).
Define N˜ , the compensated Poisson random measure of X , by N˜(t, A) =
N(t, A)−E(N(t, A)) = N(t, A)− tµ(A). The Le´vy–Itoˆ decomposition states
that any Le´vy process X can be expressed as
Xt = b1t+ σBt +
∫
|x|<1
xN˜(t, dx) +
∫
|x|≥1
xN(t, dx),
where b1 ∈ R and σBt is a scaled Brownian motion independent of the Poisson
random measure N . Note that the terms
∫
|x|<1
xN˜(t, dx) and
∫
|x|≥1
xN(t, dx)
represent small jumps and large jumps of X , respectively. It also follows
that X has finite variation if and only if its Le´vy–Itoˆ decomposition can be
rewritten as
Xt =
(
b1 −
∫
|x|<1
xν(dx)
)
t+
∫
R\{0}
xN(t, dx).
An α-stable subordinator D, which is strictly increasing (and hence of
finite variation), can be expressed as
Dt = lim
n→∞
(
cnt +
∫
x≥ǫn
xN(t, dx)
)
=
∫
x>0
xN(t, dx),
where ǫn ↓ 0 and cn = E[
∫
0<|x|<ǫn
xN(1, dx)]. Hence, we can think of the
sample paths of D as approximated by a process that has finitely many
jumps, where the jump sizes are bounded below, and between jumps it is
linear, see Figure 3. On the other hand, the sample paths of D itself can
increase only by jumps. This approximation argument comes from the idea
of “interlacing,” the details of which appear in Section 2.6.2 of [1].
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Figure 4: Sample paths of an inverse stable subordinator Et with α = 0.7
(top left) and α = 0.9 (top right), and the corresponding sample paths of the
time-changed Brownian motion BEt with α = 0.7 (bottom left) and α = 0.9
(bottom right).
Define the inverse (or the first hitting time process) E = (Et)t≥0 of a
subordinator D by
Et = inf{s > 0 : Ds > t}.
We refer to E as an inverse subordinator for short. With the assumption
that b = 0 and ν(0,∞) = ∞, D has strictly increasing paths starting at 0,
and hence, its inverse E has continuous, non-decreasing paths starting at 0
which are not constant in a neighborhood of t = 0. Indeed, we can think of
E as having random long flat periods (corresponding to the large jumps of
D) and in between these, E is increasing very quickly (since D has infinitely
many small jumps). Note that E is not a Le´vy process since it no longer has
independent or stationary increments (see [22]). On the other hand, E has
finite exponential moment; i.e. E[ecEt ] <∞ for all t (see e.g. [12]).
Now, suppose D is an α-stable subordinator independent of Brownian
motion B. Then the self-similarity ofD with index 1/α implies self-similarity
of E with index α (See [22]). Figure 4 presents sample paths of the time
change E and the corresponding time-changed Brownian motion B ◦ E =
(BEt)t≥0. The time-changed Brownian motion is non-Markovian and non-
Gaussian ([22, 23]). Moreover, the densities p(t, x) of BEt satisfy the time-
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fractional order heat equation
∂αp(t, x)
∂tα
=
1
2
∂2p(t, x)
∂x2
,
where ∂α/∂tα is the Caputo fractional derivative of order α (see e.g. [9]). The
time-changed Brownian motion and stochastic differential equations it drives
have been used to model subdiffusions, where particles spread at a slower rate
than the usual Brownian particles (see e.g. [24, 21, 20, 11, 14] and references
therein). For simulations of inverse subordinators and their associated time-
changed processes, see the algorithms presented and discussed in e.g. [8, 12].
3 Limiting Hull Behavior
3.1 Rescaled Hulls
This section develops results about rescaled hulls for time-changed processes
of the form X ◦ E = (XEt)t≥0, where X = (Xt)t≥0 and E = (Et)t≥0 are
independent self-similar processes with continuous paths. Note that E is not
necessarily non-decreasing and may be allowed to take negative values if the
process (Xt) is defined for t ∈ R; for simplicity of discussion, however, we
assume that E is nonnegative. Important examples of the “outer process”
X include fractional Brownian motion BH of Hurst index H ∈ (0, 1), which
coincides with Brownian motion when H = 1/2. When H 6= 1/2, BH is
non-Markovian and its increments are positively correlated if H > 1/2 and
negatively correlated if H < 1/2. On the other hand, an inverse α-stable
subordinator can serve as the “inner process” E with self-similarity index
α ∈ (0, 1). Since we are allowed to take E to be the identity map, the
results presented in this section cover the cases of (untime-changed) self-
similar processes as well.
Recall that a process (Xt) is said to be self-similar with index H > 0
if (Xct)
d
= (cHXt) for all c > 0. Note that the self-similarity implies that
X0 = 0 a.s. We begin with a simple lemma.
Lemma 3.1. Let Kt be the hull driven by λ(t) = XEt, where X is a continu-
ous, self-similar process of index H > 0 and E is a nonnegative, continuous,
self-similar process of index α > 0, independent of X. Then for any r > 0,
the scaled hulls (1
r
Kr2t)t≥0 and the hulls driven by (r
2Hα−1XEt)t≥0 have the
same distribution.
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Proof. For any fixed r > 0, due to the scaling of the Loewner equation, the
hulls 1
r
Kr2t are driven by
1
r
XE
r2t
. On the other hand, the self-similarities of
X and E together with independence imply that (XEt) is self-similar with
index Hα, so(1
r
XE
r2t
)
t≥0
d
=
(1
r
(r2)HαXEt
)
t≥0
= (r2Hα−1XEt)t≥0.
Therefore, the hulls generated by (r2Hα−1XEt)t≥0 must have the same distri-
bution as the scaled hulls (1
r
Kr2t)t≥0.
In [4], Chen and Rohde consider geometric properties of the Loewner
hulls that are generated by a symmetric stable process. One of their results
(Proposition 3.2 in that paper) shows that rescaling the hulls leads to deter-
ministic sets (and fairly uninteresting sets – either a vertical line segment or
the empty set). This is expected because the driving process does not sat-
isfy Brownian scaling, which implies that the Loewner hulls will not satisfy
scale-invariance.
The following result, which is analogous to Proposition 3.2 in [4], holds
for our time-changed process (XEt).
Proposition 3.2. Let Kt be the hull driven by XEt, where X is a continuous,
self-similar process of index H > 0 and E is a nonnegative, continuous, self-
similar process of index α > 0, independent of X.
(a) If 2Hα < 1, then as r → ∞, the rescaled hulls 1
r
Kr2 converge to the
vertical line segment [0, 2i] (in the Hausdorff metric) in probability. If
2Hα > 1, then the same conclusion holds as r → 0.
(b) Suppose P(X1 = 0) = 0. If 2Hα < 1, for all ǫ > 0,
lim
r→0
P
(
1
r
Kr2 ∩ {y > ǫ and |x| < 1/ǫ} 6= ∅
)
= 0.
If 2Hα > 1, then the same conclusion holds with the limit as r →∞.
Remark 3.3. In part (b), we need the constraint |x| < 1/ǫ on the real part,
which can be interpreted as follows. If 2Hα < 1 and r is very small, then
r2Hα−1λ(t) has a very large scaling factor. Near zero, we would not expect
to see much hull growth, but far away from zero, we will see the taller parts
of the hull that are grown when the driving function is constant.
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The proof utilizes the next lemma, which is entirely deterministic:
Lemma 3.4 (Lemma 3.3 in [4]). (a) If λ(t) ∈ [a, b] for all t ∈ [0, T ], then
KT ⊂ [a, b]× R.
(b) Let 0 < ǫ < 1. If I ⊂ R is an interval of length √T and 10I the
concentric interval of size 10
√
T , and if∫ T
0
1{λ(t)∈10I}dt ≤ ǫT,
then
KT ∩ I × [4
√
ǫT ,∞) = ∅.
Proof of Proposition 3.2. To prove (a), note that due to Lemma 3.1, the
scaled hull 1
r
Kr2 is equal in distribution to the time t = 1 hull generated by
λr(t) = r
2Hα−1λ(t), where λ(t) = XEt. Since (XEt) has continuous paths, we
have sup0≤t≤1 |λ(t)| <∞ a.s. Therefore, if 2Hα < 1, for any ǫ > 0,
lim
r→∞
P (∃ t ∈ [0, 1] such that |λr(t)| > ǫ) = lim
r→∞
P
(
sup
0≤t≤1
|λ(t)| > r1−2Hαǫ
)
= 0.
Hence
lim
r→∞
P (λr[0, 1] ⊂ [−ǫ, ǫ]) = 1.
By part (a) of Lemma 3.4, this implies that the width of the time 1 hull
of λr(t) is going to 0 in probability, so the same is true for
1
r
Kr2 . Since
the halfplane capacity of 1
r
Kr2 is 1, we know that it must be converging to
the interval [0, 2i] with respect to Hausdorff distance (see the example with
λ(t) ≡ c in Section 2). The case when 2Hα > 1 is proved in an analogous
manner.
To prove (b), let ǫ ∈ (0, 2). Once again, by Lemma 3.1, the scaled hull
1
r
Kr2 is equal in distribution to the time t = 1 hull generated by r
2Hα−1λ(t)
(call this hull K˜1). So
P
(
1
r
Kr2 ∩ {y > ǫ and |x| < 1/ǫ} 6= ∅
)
= P
(
K˜1 ∩ {y > ǫ and |x| < 1/ǫ} 6= ∅
)
.
Now, if K˜1∩{y > ǫ and |x| < 1/ǫ} 6= ∅, then there exists a (random) interval
I of length 1 (not necessarily centered at 0) such that I ⊂ (−1/ǫ, 1/ǫ) and
K˜1∩I×(ǫ,∞) 6= ∅. By Lemma 3.4(b) with T = 1 and ǫ replaced by 4
√
ǫ, this
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implies
∫ 1
0
1{r2Hα−1λ(t)∈10I}dt > ǫ
2/16. Since {r2Hα−1λ(t) ∈ 10I} ⊂ {|λ(t)| ≤
δ/ǫ} with δ = 10r1−2Hα, it follows that
P
(
1
r
Kr2 ∩ {y > ǫ and |x| < 1/ǫ} 6= ∅
)
≤ P
(∫ 1
0
1{|λ(t)|≤δ/ǫ}dt >
ǫ2
16
)
≤ 16
ǫ2
∫ 1
0
P
(
|λ(t)| ≤ δ
ǫ
)
dt,
using Markov’s inequality. Since P(X1 = 0) = 0 and the process X is self-
similar by assumption, P(Xt = 0) = 0 for each t > 0. Moreover, since X and
E are independent, P(|λ(t)| = 0) = P(XEt = 0) = E[P(XEt = 0|Et)] = 0 for
each t > 0. Therefore, the above bound tends to 0 upon taking the limit as
δ → 0 (so as r → 0 if 2Hα < 1 or as r → ∞ if 2Hα > 1), which completes
the proof.
Proposition 3.2 immediately yields the following corollary:
Corollary 3.5. Let B be a Brownian motion independent of an inverse α-
stable subordinator E. Let Kt be the hull driven by the time-changed Brow-
nian motion BEt.
(a) As r →∞, the rescaled hulls 1
r
Kr2 converge to the vertical line segment
[0, 2i] (in the Hausdorff metric) in probability.
(b) For all ǫ > 0,
lim
r→0
P
(
1
r
Kr2 ∩ {y > ǫ and |x| < 1/ǫ} 6= ∅
)
= 0.
3.2 Tangential Hulls
Proposition 3.2(b), in the case that 2Hα < 1, tells us that the initial hull
growth stays close to the real line. In some cases, we can describe tangential
hull behavior more concretely. In particular, the following deterministic re-
sult tells us that if the driving function is moving faster than a square root
function at t = 0, then the Loewner hull leaves the real line tangentially. The
result will be used in Section 4.2.
Proposition 1.2. Suppose that λ(0) = 0 and λ(t) ≥ atr where a > 0 and
r ∈ (0, 1/2]. Then for t small enough, the hull Kt driven by λ is contained
in the region {x+ iy : 0 ≤ x, 0 < y < 26
a
x2−2r}.
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The proof of this proposition will follow from scaling and the next lemma.
Lemma 3.6. Let k > 0. Suppose λ is defined on [0, T ] for T ≥ 1 and
satisfies that λ(0) = 0, λ(t) ≥ k√t for t ∈ [0, 1], and λ(t) > 3.5 for t ≥ 1.
Let Kt be driven by λ. Then Kt ∩ ([1, 2]× [26/k,∞)) = ∅ for all t.
Proof. First assume that k > 6.5. Then for t ∈ [0, 1], the amount of time that
λ spends in [−3.5, 6.5] is at most (6.5/k)2 < 1. Therefore, applying Lemma
3.4(b) with ǫ = (6.5/k)2, we conclude that K1 does not intersect [1, 2] ×
[26/k,∞). If 0 < k ≤ 6.5, it is trivially true thatK1∩([1, 2]× [26/k,∞)) = ∅,
since the maximum height of K1 is 2. Let z ∈ [1, 2]× [26/k,∞). The proof
of Lemma 3.4(b) further gives that Re(g1(z)) ≤ 3.5 for the k > 6.5 case, and
one can check that this still holds in the 0 < k ≤ 6.5 case, too. Note that for
t ≥ 1, λ(t) > 3.5. Thus applying Lemma 3.4(a) to λ on [1,∞), we see that
g1(z) cannot be part of the hull g1(Kt \K1). Thus z is not in the hull Kt for
any t.
Proof of Proposition 1.2. Let λn(t) := 2
nλ(2−2nt) generate the hull Knt , and
note that λn(t) ≥ a2n(1−2r)tr. Choose N so that a2N(1−2r) ≥ 3.5 and λN is
defined on [0, 1]. For n ≥ N , Lemma 3.6 applied to λn(t) implies Knt does
not intersect [1, 2] × [(26/a) · 2−n(1−2r),∞). Thus by scaling, Kt does not
intersect [2−n, 2−n+1]× [(26/a) · 2−n(2−2r),∞) for n ≥ N . Therefore for small
t, the hull lies below the curve y = (26/a) x2−2r.
4 Hulls Generated with Time Change
In this section, we take a look at the geometric behavior of a hull that has
been generated by a time-changed driving function, where the random time
change is given by an inverse subordinator. In particular, we will consider
two cases for the driving function, a time-changed deterministic function and
a time-changed Brownian motion; and we ask whether or not the generated
hulls are simple curves. Theorem 4.1 gives conditions for determining simple-
ness or non-simpleness. This result is applied to the time-changed Brownian
case to show that the generated hulls are almost surely non-simple curves.
We end by discussing some examples of time-changed deterministic functions.
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4.1 Criteria for Simple and Non-simple Hulls
The results to be presented in this section are applicable to a large class of
random time changes, including the inverses of stable and tempered stable
subordinators. To discuss them, we first introduce the notion of regular
variation. A function ℓ : (0,∞) → (0,∞) is said to be slowly varying at ∞
if for any c > 0,
lim
u→∞
ℓ(cu)
ℓ(u)
= 1.
Examples of slowly varying functions include ℓ(u) = (log u)η for any η ∈ R.
A function f : (0,∞) → (0,∞) is said to be regularly varying at ∞ with
index α > 0 if for any c > 0,
lim
u→∞
f(cu)
f(u)
= cα.
Every regularly varying function f with index α > 0 is represented as f(u) =
uαℓ(u) with ℓ being a slowly varying function. For a general account of this
topic, consult [3].
Recall that the Laplace transform of a subordinator D = (Dt)t≥0 with
Le´vy measure ν and zero drift is given by
E[e−uDt ] = e−tψ(u), where ψ(u) =
∫ ∞
0
(1− e−ux)ν(dx).
As usual, we assume that sample paths of Dt start at 0 and are right-
continuous with left limits and that ν(0,∞) = ∞ (so that the inverse Et
is continuous). In this section, we further assume that the Laplace exponent
ψ is regularly varying at ∞ with index α ∈ (0, 1). This includes the two
important examples of a subordinator:
• a stable subordinator with index α ∈ (0, 1), where ψ(u) = uα, and
• a tempered stable subordinator with index α ∈ (0, 1) and tempering
factor θ > 0, where ψ(u) = (u+ θ)α − θα.
We now state the main theorem of this section. Note that the process X
in this theorem can be deterministic.
Theorem 4.1. Let E be the inverse of a subordinator D whose Le´vy measure
is infinite and Laplace exponent ψ is regularly varying at ∞ with index α ∈
(0, 1). Let X be a stochastic process with continuous paths.
(a) If X is a.s. locally β-Ho¨lder with β > 1
2α
, then a.s. λ(t) = XEt generates
a simple curve.
(b) If there exist random variables τ, ǫ, c > 0 and 0 < β < 1
2α
so that τ is
independent of the subordinator D and a.s. |Xτ−Xt| ≥ c(τ− t)β for all
t ∈ (τ − ǫ, τ), then a.s. λ(t) = XEt does not generate a simple curve.
The proof relies on previously known deterministic results (Theorems
2.1 and 2.2) and the following two lemmas which give control on the local
behavior of the time change. The main idea for proving the second statement
is to compare λ with an appropriate square root function that is known to
generate a non-simple curve. This is illustrated in Figure 5 in the case when
Xt is the deterministic function
√
1− t.
Lemma 4.2. Let D be a subordinator whose Le´vy measure is infinite and
Laplace exponent ψ is regularly varying at ∞ with index α ∈ (0, 1). Then for
any γ ∈ [1, 1/α), limt↓0Dt/tγ = 0 almost surely.
Proof. Fix γ ∈ [1, 1/α) and note that the function h(t)/t, where h(t) = 2tγ ,
is positive, continuous, and non-decreasing on (0,∞). By Proposition 47.17
of [30] (originally by Fristedt [7]), the desired result follows once we estab-
lish
∫
0
ν[h(t),∞) dt < ∞. However, due to the relation (see the discussion
following Chapter III, Proposition 1 in [2])
ψ(1/x) ∼ Γ(1− α)ν(x,∞) as x ↓ 0,
it suffices to prove that
∫
0
ψ(1/tγ)dt < ∞. Upon writing ψ(u) as ψ(u) =
uαℓ(u) using a slowly varying function ℓ, we obtain∫
0
ψ
( 1
tγ
)
dt =
1
γ
∫ ∞
xα−1−1/γℓ(x) dx.
Since α − 1 − 1/γ < −1, the latter integral converges due to Proposition
1.5.10 of [3].
Lemma 4.3. Let D be a subordinator whose Le´vy measure is infinite and
Laplace exponent ψ is regularly varying at ∞ with index α ∈ (0, 1). Then the
inverse E of D is a.s. locally weak α-Ho¨lder.
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Figure 5: The driving function
√
1−Et (blue) is decreasing faster than
4
√
T − t (red) near T .
Proof. By Chapter III, Lemma 17 in [2], an inverse subordinator Et is a.s.
locally Ho¨lder with any exponent ρ ∈ (0, ind(ψ)), where ind(ψ) is the lower
index of ψ defined as
ind(ψ) = sup
{
ρ > 0 : lim
u→∞
ψ(u)
uρ
=∞
}
.
Writing ψ(u) as ψ(u) = uαℓ(u) and applying Proposition 1.3.6(v) of [3] yields
lim
u→∞
ψ(u)
uρ
= lim
u→∞
uα−ρℓ(u) =
{
0 if ρ > α,
∞ if 0 < ρ < α,
which implies ind(ψ) = α, thereby completing the proof.
Proof of Theorem 4.1. To prove (a), assume that X is a.s. locally β-Ho¨lder
with β > 1
2α
. Since Et is a.s. locally weak α-Ho¨lder due to Lemma 4.3, it
follows that λ(t) = XEt is a.s. locally weak αβ-Ho¨lder, where αβ > 1/2.
Thus, for almost every ω ∈ Ω, we can partition the time interval [0, T ] into a
finite number of intervals Ji := [ti−1, ti], for i = 1, 2, · · · , n, so that on Ji, λ
is Lip(1/2) with ||λ||1/2 < 4. Therefore the hull Kˆi generated by λ restricted
to Ji is a simple curve by Theorem 2.1. The concatenation property allows
us to put these pieces together to conclude that
KT = Kˆ1 ∪ g−1t1 (Kˆ2) ∪ · · · ∪ g−1tn−1(Kˆn)
is a simple curve. Since this holds for almost every ω ∈ Ω, the desired result
follows.
18
To prove (b), assume τ, ǫ, c > 0 and 0 < β < 1
2α
so that a.s. |Xτ −Xt| ≥
c(τ − t)β for all t ∈ (τ − ǫ, τ). Set T = Dτ−, where Dt− denotes the left
limit of the path at t > 0 and D0− := D0 = 0. In other words, the random
time T is the first time that Et = τ. Note that given τ , the time-reversed
process (Dτ−−D(τ−t)−)t∈[0,τ ] is a subordinator having the same distribution
as (Dt)t∈[0,τ ]. Since D and τ are assumed independent, by Lemma 4.2, for
any fixed γ ∈ [1, 1/α),
P
(
lim
t↓0
Dτ− −D(τ−t)−
tγ
= 0
)
= E
[
P
(
lim
t↓0
Dτ− −D(τ−t)−
tγ
= 0
∣∣∣∣ τ)]
= E
[
P
(
lim
t↓0
Dt
tγ
= 0
∣∣∣∣ τ)] = 1.
Hence, for any m > 0, almost surely, there exists δ ∈ (0, ǫ) such that
Dτ− −D(τ−t)− ≤ mtγ for all t ∈ [0, δ].
For this particular path, fix t ∈ [Dτ−δ, T ) and set r = Et, which satisfies
r ∈ [τ − δ, τ ] and t ∈ [Dr−, Dr). Then the above condition yields
T − t ≤ Dτ− −Dr− ≤ m(τ − r)γ = m(ET − Et)γ .
Therefore,
|λ(T )− λ(t)| ≥ c(ET − Et)β ≥ c
mβ/γ
(T − t)β/γ for all t ∈ [Dτ−δ, T ).
Now, since γ ∈ [1, 1/α) and m > 0 are arbitrary, we choose γ so that β/γ =
1/2, and we choose m satisfying c/
√
m ≥ 4. An application of Theorem 2.2
implies that almost surely λ(t) does not generate a simple curve.
We now turn to the Brownian case:
Theorem 1.1. Let E be the inverse of a subordinator D whose Le´vy measure
is infinite and Laplace exponent ψ is regularly varying at ∞ with index α ∈
(0, 1). Let B be a Brownian motion independent of D. Then for any κ > 0,
almost surely, the time-changed Brownian motion process λ(t) = κBEt does
not generate a simple curve.
In order to apply Theorem 4.1, we wish to control the growth of the
time-changed Brownian motion with an appropriate square root function,
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Figure 6: Time-changed Brownian motion sample path (blue) moving faster
than BET − 4
√
T − t (red) near T .
as illustrated in Figure 6. We obtain this control through the relationship
between Brownian motion and 3-dimensional Bessel processes, as given in the
following two results. Recall that we say Y is a d-dimensional Bessel process
if it satisfies dYt =
a
Yt
dt + dBt for a =
d−1
2
. For more details about Bessel
processes, see Section 1.10 of [16]. For a continuous real-valued process X
and 0 < c <∞, define
τXc = inf{t > 0 : Xt = c} and σXc = sup{t > 0 : Xt = c}.
Proposition 4.4 ([32]). Let B be a Brownian motion starting at 0, Y a
3-dimensional Bessel process starting at 0, and let 0 < c <∞. Let τc = τBc .
Then the two processes
{c− Bτc−t : 0 ≤ t ≤ τc} and {Yt : 0 ≤ t ≤ σYc }
are identical in distribution.
Theorem 4.5 ([31]). Let ϕ(t) ↓ 0 when t ↓ 0 and let Y be a d-dimensional
Bessel process. Then for d ≥ 2,
P(Yt < ϕ(t)
√
t i.o. t ↓ 0) = 1 or 0
according as ∫ ∞
0
ϕ(t)d−2
dt
t
=∞ or <∞ (d > 2);∫ ∞
0
1
| logϕ(t)|
dt
t
=∞ or <∞ (d = 2).
20
In our proof of Theorem 1.1, we will use ϕ(t) = (log 1
t
)−η for η > 0 and
d = 3. Then ϕ(t) ↓ 0 when t ↓ 0. Also, ∫∞
0
ϕ(t)dt
t
= ∞ for η ≤ 1 and∫∞
0
ϕ(t)dt
t
<∞ for η > 1.
Proof of Theorem 1.1. Let 0 < c <∞ and τc = τBc . Due to Proposition 4.4,
(c− Bτc−t)0≤t≤τc has the same distribution as (Yt)0≤t≤σc for a 3-dimensional
Bessel process Y where σc = σ
Y
c . By Theorem 4.5 and the discussion before
this theorem, if η > 1
P
(
Yt <
√
t
(log 1
t
)η
i.o. t ↓ 0
)
= 0.
As such, for a ∈ (1
2
, 1
2α
) and some h > 0, almost surely there exists ǫ > 0 so
that Yt ≥ hta for t ∈ [0, ǫ]. Therefore, almost surely there exists ǫ > 0 with
κBτc −κBt ≥ κh(τc− t)a for t ∈ [τc− ǫ, τc]. Since Bt is assumed independent
of Dt, the random time τc = τ
B
c is also independent of Dt. An application of
Theorem 4.1(b) completes the proof.
4.2 Examples of Time-Changed Deterministic Func-
tions
In this section we consider two deterministic functions φ whose Loewner hulls
have previously been analyzed. To highlight the effect of the time change on
driving functions, we look at the behavior of the hulls driven by λ(t) = φ(Et),
where E is an inverse α-stable subordinator.
Example 1: The Loewner hulls driven by φ(t) = c
√
t are line-segments
starting from 0, with an angle determined by the constant c. See [13]. In
particular, the hulls are always simple curves. With the driving function
λ(t) = c
√
Et, we see different hull behavior in two regimes, when α > 1/2
and when α < 1/2. See Figure 7.
Suppose first that α > 1/2. Let Kt be the hull generated by λ, let ǫ > 0,
and let τǫ be the first time that Et = ǫ. We first consider λ restricted to
the interval [τǫ,∞) which generates the hull gτǫ(Kt \Kτǫ). Since φ is C1 on
[ǫ,∞), Theorem 4.1(a) implies that gτǫ(Kt \ Kτǫ) is a simple curve. Thus
Kt \ Kτǫ must be a simple curve for t > τǫ, and so we can define γ(t), for
t ∈ (0,∞), so that Kb \Ka = γ[a, b]. Further, using the continuity of λ we
can argue that γ(t) → 0 as t → 0+. Thus almost surely γ is a simple curve
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Figure 7: Sample hulls generated by
√
Et, where Et is an inverse α-stable
subordinator (α = 0.9 in green, α = 0.7 in red, α = 0.4 in purple and α = 0.3
in orange). The black dashed line represents a hull generated by
√
t (without
a time change).
defined on [0,∞), and Kt = γ[0, t]. Proposition 1.2 and Lemma 4.2 show
that γ leaves the real line tangentially.
Suppose next that α < 1/2. Arguing as above shows that the hull must
still leave the real line tangentially. However the hull is no longer a simple
curve. In particular, we can apply Theorem 4.1(b) with β = 1 for any fixed
time τ > 0. This shows that the hulls generated by λ are far from being
simple curves, as they are non-simple at the first time that Et reaches height
τ. Since this is true for all τ > 0 and since Et is almost surely not constant
in a neighborhood of 0 (otherwise D0 would be positive, which contradicts
the assumption D0 = 0), we find that almost surely Kt is non-simple for all
t > 0.
Example 2: For our last example, we consider the case when λ(t) =
cW (Et), where W (t) =
∑∞
n=0 2
−n/2 cos(2nt) is the Weierstrass function.
Since this function is continuous but nowhere differentiable, it serves as a
deterministic analogue of Brownian motion. Similar to SLE, the Loewner
hulls driven by cW , studied in [17], have a phase transition. In particular
for c small enough cW generates simple curves, but for c large enough the
hulls are not simple. In [17], it is also shown that near a local maximum
Wt grows faster than an appropriately scaled square root curve. Therefore,
Theorem 4.1(b) implies that cW (Et) does not generate a simple curve. Since
these local maximums are dense, we can further conclude that almost surely
the Loewner hull Kt is non-simple for all t > 0. See Figure 8.
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Figure 8: Sample hull generated by W (Et) where Et is an inverse 0.7-stable
subordinator.
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