Abstract: Aim of this study is introduction one Approach for Monitoring a Two-Stage Process by Profile Quality Characteristic in the Second Stage. Nowadays, many processes are multistage and such processes often depend on each other. The implication is; the specification features for the product that are used to monitor the quality of that product and are usually assessed in one stage of the process, not only take form on the same stage but also take shape in the different phases of the process. This topic in statistical quality control is known as cascade property in multistage processes. In such a case, care must be taken that the lack of attention to this detail will cause an error in the analysis of control charts. Thus, in reviewing the literature, some methods are presented to reduce the error. In many situations, the quality of process or product is described by using the relationship between a response variable and an independent variable. Thus at each stage of sampling, a set of data is collected which can be shown by using a profile. Our goal in this study is to assess the cascade property for evaluating linear profiles that are in various stages of the processes. We have named this project as profile monitoring and evaluation of multistage processes. Hence, in this study, results have been studied by simulation of the average run length in Phase II.
INTRODUCTION
In recent years, various research activities in the use of control charts have been done. Most of the researches have emphasized so much on the proper use of control charts in correct position. Several studies have been conducted on the errors resulting of improper use. Two of these studies are the major source of this article, which is trying to consider the both together. The first group had tried to describe the quality of the product and the process performance by monitoring the relationship between a response variable and one or more independent variables. They have named this equation (relationship) as profile (2004), The second group believed that because many of the manufacturing processes are complex systems and this process is often not a single step, hence, the output quality should be evaluated by monitoring several interdependent processes that take place. This type of control is called multistage processes monitoring (Zhang, 1980) . Multistage processes have cascade properties. This means that at each stage of the process, quality is dependent on two parameters. One is particular quality, which is the quality of operations in the current period. And the other is the overall quality, which is defined as the quality of pre-and current stages.
The studies undertaken which are based on profile monitoring, can be found in Gupta et al. (2006) , Zou et al. (2006) and Saghaei et al. (2009) which has been carried out in the second phase and Mahmoud and Woodall (2004) and Mahmoud et al. (2007) in the first phase and Kang and Albin (2000) and Kim et al. (2003) in both phases. Monitoring polynomial profiles by Kazemzadeh et al. (2008 Kazemzadeh et al. ( , 2009 ) are examined in the first and second phases. Zou et al. (2007) and Amiri et al. (2012) studied the multiple linear profile monitoring. In monitoring linear profiles with multiple multivariate Noorossana et al. (2009 Noorossana et al. ( , 2010a ) offered simple solutions. About monitoring nonlinear profiles (Jin and Shi, 1999) can be valuable. Also activities of Walker and Wright (2002) , Ding et al. (2006) , Williams et al. (2007) , Moguerza et al. (2007) , Vaghefi et al. (2009) , Qiu and Zou (2010a) and Qiu et al. (2010b) can be noted. The effects of non-normality residual on simple linear profile monitoring by Noorossana et al. (2010b Noorossana et al. ( , 2004 and the effects of non-independent data on profiles monitoring by Jensen et al. (2008) , Noorossana et al. (2008) and Soleimani et al. (2009) are examined. Niaki et al. (2007) used generalized linear model for the monitoring of simple linear profiles. Zhu and Lin (2010) focused on monitoring the slope of the linear profile. Chen and Nembhard (2010) was with high-dimensional control chart for monitoring the linear profiles. Noghondarian and Ghobadi (2012) fuzzy profile monitoring approach for phaseI. Zhang (1982 Zhang ( , 1984 Zhang ( , 1985 Zhang ( , 1989a Zhang ( , 1989b Zhang ( , 1992 ) first carried out monitoring a multistage processes. The foundation of these efforts were based on the cascade property, then Hawkins (1991 Hawkins ( , 1993 provided similar charts regardless of the cascade property. This new control chart created new horizons in the analys improvement of a multistage processes and then Wade and Woodall (1993) and Yang and Yang (2006a) began to develop, expand and emphasize the use of the charts. Several examples of multistage processes in the semiconductor industry by Skinner et al Jearkpaporn et al. (2003 Jearkpaporn et al. ( , 2005 Jearkpaporn et al. ( , 2007 have been raised, assuming that the data is not normalized. Yang (1999) and Sulek et al. (2006) studied a multistage processes model in the banking system and supermarket. Loredo et al. (2002) , Shu and Tsung (2003) and Yang and Yang (2005) conducted their research with premise of data correlation. Su (2006b, 2007a, b) began the application of adaptive control charts in monitoring a multistage processes. In economic design of control charts for monitoring multistage processes (Yang, 1997 (Yang, , 1998 (Yang, , 2003a Yang and Chen, 2003b; Yang and Yang, 2006c) provided valuable research. Also using neural network by Niaki and Davoodi (2009) was studied.
In the research that has been cited, few studies have been carried on these two topics; profile monitoring and controlling multistage processes, or together. Our focus in this study is the simultaneous analysis of the impact that profile monitoring and control of multistage processes will have on the control charts. One of the researches in this field can be Niaki et al. (2012) study. In this study a twobeen considered that in each step, rather than quantitative characteristics, a profile impact of cascade effect on profiles monitoring have been measured in the second phase. In this study there has been an attempt to measure the effect of the coefficients in a two-step process, in a way that in the first phase, there exists a qualitative characterization and in the second phase there is a profile. And qualitative characteristics of the first stage act as the independent variables of the second stage. So for monitoring the qualitative characteristics of the first step graph ‫̅ݔ‬ -R , for monitoring profile parameters of the second step graph ܶ ଶ and for monitoring the residuals graph ‫ݔ‬ ଶ are used. This study was conducted in the second phase and aims to monitor the impact of coefficients changes on a multistage processes profile monitoring.
METODOLOGY
Defining the problem and model assumptions: many situations, the quality of a process or a product is characterized by the relationship between a response variable and one independent variable. Thus at each stage of sampling, a set of data is collected which can be shown by using a profile. But sometimes it is necessary that monitoring take place at different stages of processes. This type of monitoring is named multistage processes monitoring. In fact, in this case the Appl. Sci. Eng. Technol., 6(17): 3304-3313, 2013 3305 property, then Hawkins (1991 Hawkins ( , 1993 (2003, 2005, 2007) have been raised, assuming that the data is not normalized. Yang (1999) . (2006) studied a multistage processes model in the banking system and supermarket. Loredo (2003) and Yang and Yang (2005) conducted their research with premise of data correlation. Su (2006b, 2007a, b) began the application of adaptive control charts in monitoring a multistage processes. In economic design of control ing multistage processes (Yang, 1997 (Yang, , 1998 (Yang, , 2003a Yang and Chen, 2003b; Yang and Yang, 2006c) provided valuable research. Also using neural network by Niaki and Davoodi (2009) was studied.
In the research that has been cited, few studies have been carried on these two topics; profile monitoring and controlling multistage processes, or together. Our focus in this study is the simultaneous analysis of the impact that profile monitoring and trol of multistage processes will have on the control charts. One of the researches in this field can be Niaki -step process has been considered that in each step, rather than quantitative characteristics, a profile exist and the impact of cascade effect on profiles monitoring have been measured in the second phase. In this study there has been an attempt to measure the effect of the step process, in a way that in the qualitative characterization and in the second phase there is a profile. And qualitative characteristics of the first stage act as the independent variables of the second stage. So for monitoring the qualitative characteristics of the first , for monitoring profile parameters of and for monitoring the are used. This study was conducted in the second phase and aims to monitor the impact of coefficients changes on a multistage processes profile
Defining the problem and model assumptions: In ss or a product is characterized by the relationship between a response variable and one independent variable. Thus at each stage of sampling, a set of data is collected which can be shown by using a profile. But sometimes it is ake place at different stages of processes. This type of monitoring is named multistage processes monitoring. In fact, in this case the Fig. 1 that in the first phase requires a qualitative characteristic ‫ݔ‬ ଵ and in the second phase a profile to be monitored simultaneously. According to E the qualitative characteristics of the first stage would affect the response variable on the second stage:
(1) ߚ ଵ 's and the profile coefficients second stage are the kinds that show the expected change in ‫ݕ‬ ଶ as per one unit change in with all the other variables being constant. qualitative characteristics affecting the profile of t second stage and ‫ݔ‬ ଵ is the qualitative characteristic in the first step and ߝ is the error characteristics. Model assumptions are:
• ߝ has a normal distribution
• Due to regression, the values (not random variables) • There is no autocorrelation within the profiles
• The profiles are intended to be linear
The estimation equations for intercept and slope of the profile in a two-stage process:
(1) and considering that it is a two obtain the coefficients of the profile, we have: and ‫ݔ‬ that:
where, l is the counter of the steps and by premises 1, 2 and j is the counter of the sample size of the qualitative characteristic of the first stage, and k is counter of the sample size of the effective qualitative characteristic on profile in the second stage k = 1, …, ݊ ଶ and i is the counters of repeating sample = 1, …, m so, we would have. Considering the method of least squared errors from Eq. ( 6)we have:
Appl. Sci. Eng. Technol., 6(17): 3304-3313, 2013 3306 (4) is the j th amount in sample of qualitative characteristics of the is the k th amount sample of qualitative characteristics of is the amount of profile for sample of qualitative characteristics of the first stage and the k th amount of sample of qualitative characteristics of the second However, with respect to the above equations, the (5) (6) Considering the method of least squared errors (7) (8) (9) with regards to the Eq. (8-10) if we minimize the sum of squared errors, we will have: 
In this study, changes in the parameters of the model are expressed with respect to the sensitivity analysis of Standard Average Run Length and with respect to the above equations we have obtained the coefficients, which are the intercept and the slope of the profile. In fact, because our study is in the second phase of control chart, at first we consider real profiles with default coefficients under control mode, then; according to the Eq. (12) we will estimate the coefficients after simulation.
Sensitivity analysis of average run length to the change in model parameters: As it was mentioned the research has been studied in the phase II of the control chart, at first we consider the coefficients of the model as given in Eq. (1), because the goal o control chart is monitoring the process. So we want to achieve this important that: first, which coefficients of the profile are more sensitive to changes and secondly to investigate the changes of the (10) 10) if we minimize the sum
he vector of observation of profiles variables The vector of observations of independent
The vector of coefficients of the profile The vector of predicted values of profile variable and e is the vector of the residuals (error o finally we have Eq. (12) for the estimate of the intercept and the slope of the profile: (12) hanges in the parameters of the model are expressed with respect to the sensitivity analysis of Standard Average Run Length and with respect to the above equations we have obtained the coefficients, which are the intercept and the slope of the fact, because our study is in the second phase of control chart, at first we consider real profiles with default coefficients under control mode, then; according to the Eq. (12) we will estimate the coefficients after Sensitivity analysis of average run length to the As it was mentioned the research has been studied in the phase II of the control chart, at first we consider the coefficients of the model as given in Eq. (1), because the goal of the Phase II control chart is monitoring the process. So we want to achieve this important that: first, which coefficients of the profile are more sensitive to changes and secondly the coefficients and Since the research has been done in the second phase of the control chart, to control the plot, definite values for the coefficients of the profile should be considered. The values are: ߚ = 1, ߚ ଵ = 0.5 and γ = 1 under control mode. The process is considered to have a two-stage procedure as it is expressed in Eq. (1). Simulation has been made by MATLAB software with 10,000 repeats for every output of (ARL). At first, certain control limits for the control charts can be obtained with respect to the coefficients in the profiles. Then with the change in each of these coefficients it is possible that each of the graphs alerts to determine the changes. From the time of change to the time that at least one of the graphs recognizes the change is called run length. Then we will repeat this activity as many as 10,000 times to get an average run length. The same argument can be repeated for other changes in parameters. It should be noted that the type one error for each of the graphs is considered 0.0027 in this study and because there is no comparison between some control approaches, there is no need to consider a total error (type one) as 0.0027.
In addition to the items listed, in each step of the simulation other outputs can be obtained. They are given in the graph ܶ ଶ in Fig. 2 and the graph ‫ݔ‬ ଶ in Fig. 3 . The diagram shown in Fig. 2 is ܶ ଶ which is used to monitor profile coefficients ߚ , γ, ߚ ଵ . As it can be seen there has been a change in one of the profile coefficients. At first this chart has sought to change in its sixtieth sample, then in its hundredth sample. With many simulations, number of samples between the two out-of-control ones can be obtained and then their average, gives the average run length in graph ܶ ଶ .
The diagram shown in Fig. 3 is ‫ݔ‬ ଶ which has been used to monitor the residuals. As can be seen all the residuals of this 120 samples were under control mode. Between the actual values and the predicted values of the profile there is not any significant difference. If this chart alerts, at least one of the residuals is in out-ofcontrol state, which means significant difference between the actual values and the predicted values of the profile. However, before we get into the analysis of the profile coefficients, we check Fig. 4 . In Fig. 4 the simulated numbers in three-dimensional form have been fitted against each other. In this diagram, the points are actual profile data with respect to the qualitative characteristic of the first stage of a process and the qualitative characteristic of the second stage of a process and the draw mesh shows the predicted values.
RESULTS
At this stage, the changes on the coefficients have been done in a way that ߚ = 1, ߚ ଵ = 0.5 and γ has changed from 0 to 2 to the size 0.05. Table 1 Table 1 : Typical simulation to calculate ARL with change in γ β = &β ଵ = 0. Column γ shows the change in terms of γ. It is important to note that γ = 1. In this study, is the control mode. For this reason, in the Fig. 5 for γ = 1 we have the highest ARL. Column ARL states that for each value of γ, on average, how many samples within the control charts have been drawn to observe a warning.
--------------------------------------------------------------------------------------
SDRL column is the standard deviation of the run length and other columns show the possibility of out of control range when the qualitative characteristics of the charts are controlled. For example, in Table 1 , which is based on changes of γ, for line γ = 0 since the amount of γ was so much under the control of one, thus ܶ ଶ diagram is likely to be sensitive to these changes. This change is detected in the first sample with probability of 0.9997, but graph R show the error of out of control state with probability of 0.0077.
As it is shown in Fig. 5 with increase or decrease in the amount of γ an ARL value decreases. It means in case of γ≤0.15 and γ≥0.85 the figures will most likely show this change in the first example.
In the next step we perform changes on the ߚ coefficient. It means ߚ ଵ = 0.5 and γ = 1 and ߚ has changed from 0 to 2 to the size 0.05. In Table 2 ARL is associated with ߚ = 1. This state is well defined in Fig. 6 . Column ߚ shows the change in terms of ߚ . It is important to note that in this study, ߚ = 1 is the control mode. For this reason, in Fig. 6 for ߚ = 1 we have the highest ARL.
Column ARL states that for each value of ߚ , on average, how many samples within the control charts have been drawn to observe a warning.
SDRL column is the standard deviation of the run length and other columns show the probability for values outside the control limits with respect to ߚ .
As it is shown in Fig. 6 with increase or decrease in the amount of ߚ an ARL value decreases. It means in Table 3 : Typical simulation to calculate ARL with change in In the third step we perform changes on the ߚ ଵ coefficient. It means ߚ = 1 and γ = 1 and ߚ ଵ has changed from 0.1 to 0.9 to the size 0.01. In Table 3 the best ARL is associated with ߚ ଵ = 0.5. This state is well defined in Fig. 7 .
Column ߚ ଵ shows the change in terms of ߚ ଵ . It is important to note that in this study, ߚ ଵ = 0.5 is the control mode. For this reason, in Fig. 7 for ߚ ଵ = 0.5 we have the highest ARL. Column ARL states that for each value of ߚ ଵ , on average, how many samples within the control charts have been drawn to observe a warning.
SDRL column is the standard deviation of the run length and other columns show the probability for values outside the control limits with respect to ߚ ଵ .
As it is shown in Fig. 7 with increase or decrease in the amount of ߚ ଵ an ARL value decreases. It means in case of ߚ ଵ ≤0.35 and ߚ ଵ ≥0.65 the figures will most likely show this change in the first example.
With respect to the above simulation it is recognized that among profile coefficients, the variation of coefficients of γ, ߚ , ߚ ଵ are not the same and the profile coefficients are less sensitive to ߚ ଵ coefficients. But γ, ߚ almost have uniform rates of change and have the same impact on the average run length.
According to Fig. 8 , as can be seen, the average run length rate due to changes of ߚ and γ is the same. However, for a change in ߚ ଵ it is totally different. This means that the qualitative characteristics of the first stage and their changes act as an intercept for the profile of the second stage. Also, control charts have different sensitivity to changes of ߚ ଵ related to ߚ and γ. Also, with respect to the profile coefficients in control mode (ߚ = 1 and ߚ ଵ = 0.5 and γ =1) it can be seen that the worst changes are for 0.2≤γ≤1.8 and 0.2≤ ߚ ≤1.75 and 0.4 ≤ ߚ ଵ 0.7.
Because graphs do not have the ability to detect these changes in the sample after the event. The output of this study is especially important in many industries that their product quality is a function of more than one phase and profile monitoring will be done in one of these phases. For example, products such as parts manufacturing, production of metals such as copper, textiles, etc. in which the product quality is not formed only in a particular stage and pre-processing steps which have an impact on the following processing steps which have the nature of the profile, is of the utmost importance.
CONCLUTION
In this study, the performance of the coefficients of a simple linear profile in monitoring a multi-stage process is being evaluated. Given that many of the processes have a few steps and such steps are often linked together, the qualitative specifications for monitoring product quality, which usually assessed in one stage does not form only on that same stage but in the different steps of the process. This subject is called cascade property in a multi-stage process, in statistical quality control. In such a case, care must be taken that this condition and not paying attention to it will cause the error in analysis of the control charts. However, in many situations, the quality of the process or the product is described by the relationship between one dependent variable and one independent variable. Thus at each stage of sampling, a set of data is collected which can be shown using a profile. In this study we examined the impact of the variation in profile coefficients on monitoring two-step process. It is understood that the variation of coefficients γ, ߚ have approximately the same effect on monitoring a two-step process. However, the variation of coefficient ߚ ଵ , in narrower range, has some influence on monitoring a two-step process.
Given the originality of the topic of this research, the following cases can be considered in the future:
• To trigger the average of qualitative characteristics of the first stage and assessing the amount of this change on the rate of the average run length.
• The interaction between the existing independent qualitative characteristics in the profile equation
• Instead of using ܶ ଶ graph, using other multivariate graphs and compares the output with each other • Assessing the performance of the coefficient of the simple linear profiles in monitoring process with more than two-step • Assessing the performance of the coefficient of the simple linear profiles in monitoring process with two-step in a case that each step has a profile
