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Several relevant problems in reliability can be looked at as problems of risk management and of decision
in face of uncertainty. However, in this frame, the so-called burn-in problem can be seen as a problem of
risk-taking par excellence. In this paper, we in particular point out some aspects concerning interactions
between the probabilistic model for lifetimes and considerations of an economic kind.
As one of the features of our work, we hinge on some unexplored connections between ageing properties of
a one-dimensional survival function G and risk-aversion type properties of the function u(t) = bG(t); b > 0,
when the latter is seen as a utility function.
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Introduction
In the reliability eld, the term burn-in stands for the procedure of testing a new component for
a period before its active life. This is a widely used engineering method to eliminate \weak" items
from a population of industrial products, reducing the probability of early failures. One of the most
widespread problems in this area is to decide how long such a procedure should last. The best time
to stop the burn-in process for a given criterion is said the optimal burn-in time.
Such a stopping problem comes out as a completely natural one, taking into account the following
circumstance: even in the cases when it is convenient performing a burn-in procedure, the duration
of the latter should not be too long. In fact it is not convenient to wear out during the burn-in an
item that could be used for operations; furthermore the burn-in procedure itself may be expensive
in several situations.
This topic presents possible diculties and ruses both of theoretical and \philosophical" type; in
particular the terms \weak items" and \early failures" should constitute objects of deep reections
and cannot be taken as completely clear once for ever. For these reasons the related literature is
really very wide. In this respect, we in particular address the reader to the technical papers and
overview articles presented in the bibliography and to the references cited therein. In spite of the
richness of the existing literature, we think that it may be of interest reecting further upon this
topic from a decision-analysis point of view.
Almost obviously, all the problems in reliability can be looked at as problems of decision in face
of uncertainty and of risk management. However, the burn-in problem can be seen as a problem
of risk-taking par excellence. In fact, the decision of stopping the burn-in and delivering a unit to
operations can be directly interpreted as a bet under uncertainty conditions and consideration of
risk concepts is completely natural in this frame.
In this paper, we want in particular to point out some aspects about interactions between the
probabilistic model for lifetimes and considerations of an economic kind. As far as the probabilistic
model is concerned, it is natural that properties of ageing (such as IFR, DFR, etc) of the marginal
survival function G of the lifetime of an item enter in the burn-in problem.
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The criterion under which the optimal burn-in time has to be determined is not xed a priori. It
should correspond to a cost structure associated with the considered model. Several cost structures
have been proposed in the literature; for a detailed survey, see e.g. Block and Savits (1997) and
references therein.
We will consider here a reward function of the form
R(t; ) = [(t  )+ ~k]1ftg+ k1ft<g+ cmin(t; ): (1)
Thus, R(t; ) depends on
 the burn-in time,  > 0;
 the total lifetime of the unit, t > 0 (burn-in time + time in operations);
As we will see in the following, t will be the value taken by a random variable T and  is a quantity
to be optimally determined.
The reward function consists of:
 a cost of conducting burn-in, cmin(t; ), proportional to the actual burn-in time, by means of
the constant cost rate c < 0;
 a xed cost due to failure during the burn-in, k < 0;
 a xed cost due to failure during the use, ~k < 0;
 a reward  : [0;+1)! [0;+1), that is an increasing function of the duration of the unit in
operations.
In order to avoid this optimization problem to be trivial, we assume ~k < k < 0, i.e. the cost of
losing the unit during burn-in is smaller than the cost of failure during operation.
However several are the versions of the problem we could obtain by modifying our reward function
and many are the ones already considered in the literature, for modeling dierent kinds of usage
of burned-in units.
As a main purpose of this work, we analyze the interactions between some ageing properties of
G and qualitative properties of the function  and their role in determining the optimal solution.
Some more analytical aspects of this problem are studied in Foschi (2011).
Sometimes engineers may think that basic qualitative aspects of the optimal burn-in time for a
component essentially depends on the ageing properties of its lifetime. In a Bayesian and a decision-
theory oriented approach, it is however well-established that a burn-in time (if any) heavily depends
on both the properties of G and of the reward function R(t; ) (see e.g. the discussion presented
in Lynn and Singpurwalla (1997) and references therein). The analysis developed in this paper
aims at establishing some denite and detailed results in this direction, for reward functions of the
specic form in (1). We believe however that our considerations can be substantially extended to
other sensible reward structures, provided suitable adjustments are made.
A good part of the literature devoted to burn-in deals with bathtub-shaped failure-rate distribu-
tions (for a survey, see e.g. Lai and Xie (2006)). Such distributions model a non-negligible presence
of early failures and, in this context, the problem of how long performing the burn-in naturally
arises. In their practice, engineers may be led to conjecture that burn-in procedures are advisable
only in the bathtub case or, at most, in cases that suitably generalize the bathtub condition (see
Denition 1 and Remark 1 in the next section). However, when the model is endowed with a reward
structure, both ageing of the lifetime distribution and analytical properties of the reward function
concur to the determination of the optimal burn-in time (see again e.g. Lynn and Singpurwalla
(1997)). We focus here on such interactions, without necessarily limiting our attention on the bath-
tub case. Actually we shall analyze in detail the existence of positive optimal burn-in times, even
out of the bathtub case.
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In any case, the interactions between ageing and reward function may produce unexpected eects.
In fact, within the bathtub case for instance, one may expect that the optimal burn-in time has
necessarily to fall within the \initial" region of components' life, where r is decreasing.
As a matter of fact, such a circumstance necessarily happen in the case when  is linear, as we
will show formally in Section 2. However there is no evident mathematical reason that it is still
necessary when  is non-linear. Concerning such cases (non-linear  and bathtub or \denitively
IFR" distributions), we will anyway obtain useful inequalities about optimal burn-in times as
consequences of the results to be presented in Section 3.
As a specic feature of our paper, we show and subsequently use some unexplored connections
between ageing and risk-aversion type properties of the function
u(t) = bG(t); b > 0; (2)
that is associated with a one-dimensional survival function G (G= 1 G) and that can be seen
as a utility function. However, these connections will manifest in the formulations of our results
concerning necessary (or, in some cases, necessary and sucient) conditions for an instant  > 0
to be an optimal burn-in time. Anyway, we believe that such connections may be of independent
interest.
In the burn-in problem it is rather common to analyze the case of a single unit and we shall limit
our attention here to such a case, as well. Notice that this restriction is completely justied even if
we consider several units, provided that their lifetimes are stochastically independent. One could
argue, however, that even the more complex case of several dependent units could be in a sense
reduced to the case of several one-dimensional problems; in this respect see in particular Costantini
and Spizzichino (1997), Jensen and Spizzichino (2004). A few more details in this respect can also
be found within the discussion at the end of this paper.
The paper is organized as follows. In Section 1, we analyze, from a special viewpoint, some
basic notions of ageing for a one-dimensional survival function G and introduce in the analysis the
function u, that has been dened in Eq. (2) and whose properties turn out to be relevant; more
precisely we point out some interactions between ageing and risk-aversion type properties of u. In
Section 2, we analyze in detail the burn-in problem associated with a reward function of the kind
in Eq. (1). This will put us in a position to discuss some eects, on the solution of the burn-in
problem, of the relationships between ageing of G and risk-aversion properties in the case when 
is linear.
More precisely, we will see that a relation between hazard rate and risk aversion coecient is
needed as a necessary condition for a value  to be an optimal burn-in time.
Section 3 is devoted to the extension of results of Section 2 to the case when  is non-linear. We
conclude the analysis of this case by comparing the plots of the expected rewards R()E[R(T; )]
in dierent situations. Such comparisons are intended to exemplify our results about interactions
among ageing properties of G, qualitative properties of  and position of the optimal burn-in time.
Finally, Section 4 is devoted to discussion and concluding remarks.
1. Risk-aversion type characterizations of ageing properties
In this section we analyze the link existing among ageing notions for non-negative random variables
and properties of functions that will appear in the next Sections 2 and 3, along our study of the
burn-in problem. On this purpose, we preliminarily point out some interactions between notions
of ageing and notions of risk.
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Let T be a random variable with survival function G, probability distribution G and density g.
Its hazard rate is denoted by
r(t) := rG(t) =
g(t)
G(t)
= G
0
(t)
G(t)
:
We will assume g to be dierentiable as well, so that we can dene, associated with G, the function
(t) := G(t) = 
g0(t)
g(t)
: (3)
Consider now the following ane transformation of the survival function G:
u(t) = bG(t) = bG(t)+ b; b > 0:
The function u can be seen as a utility function associated with G and we are then entitled to
consider for it the local coecient of risk aversion, as it was independently introduced by de Finetti
and by Arrow and Pratt (see e.g. Scarsini (1994) and references cited therein). In this respect, it
is interesting for our purposes to notice that we can write
 u
00(t)
u0(t)
= (t);
where  is the function dened in Eq. (3). This interpretation will suggest us some links between
ageing properties and risk.
For given G and t > 0, we denote Gt(x) G(t+x)
G(t)
:
Also to the functions Gt we can associate their hazard rates rt and risk aversion coecients t.
For what follows it is useful to preliminary notice that rt and t associated with Gt can be obtained
just by translation:
rt(x) = r(t+x); t(x) = (t+x):
We recall that G is IFR (DFR) if Gt(x) is increasing (decreasing) in t for any x.
Such ageing properties can be satised by a distribution G, in a sense, only "from a certain time
on". This issue suggests considering the following
Definition 1. We say that, for a given  > 0, G is -IFR (-DFR) if G is IFR (DFR).
Remark 1. The notion of -IFR is a generalization of the bathtub shape, in the sense that a
-IFR distribution is denitively IFR, but, contrarily to what happens for a bathtub distribution,
we do not know the monotonicity character of its hazard rate for t < . Analogously, G -DFR, i.e.
G denitively DFR, is a generalization of G upside down bathtub.
Remark 2. It can be easily proven (see also Foschi and Spizzichino (2008)) that G IFR (DFR)
is equivalent to each of the following properties
1. Gt IFR (DFR) for any t ;
2. r(t) increasing (decreasing) for any t .
We point out that, obviously, for  > 0, G IFR (DFR) is a stronger condition than G -IFR
(resp. -DFR)
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Remark 3. By denition, the utility function u() is such that u() = bP (T  ) and we can,
thus, give the following interpretation of it.
Consider the case of a large number n of units, with i.i.d. lifetimes distributed according to G,
and starting to work simultaneously. By the law of large numbers, u() approximates the proportion
p() of units that failed before time . It is reasonable in some situations to conceive that the utility
of having a single unit surviving at  is proportional to p(): the less units are surviving, the more
important becomes the availability of any single unit.
This interpretation can reveal as useful in reliability theory. In this respect, we notice that an
interpretation of probability distribution functions as utility functions emerged in the frame of
multi-attribute utilities. For example, Bordley and LiCalzi (2000) proposes a target-based approach
for dealing with decision making. Such an approach, in some contexts, may turn out to be more
fruitful than the traditional utility-based language. It consists in considering, in place of the classical
utility function, the probability distribution of a target event. From this point of view, multi-
attribute utilities just turn out to be multivariate probability distributions.
The following result provides a link between an ageing property and a risk-aversion type property.
Among its consequences (see Corollary 1), we will obtain conditions for G being IFR (or DFR) in
terms of properties of a risk-aversion type necessary and sucient.
Proposition 1. For any t, r(t) is increasing at t if and only if r(t)>(t).
Proof. Let r(t) be increasing at t. Then it must be
r0(t) =
 G00(t)G(t)+ [G0(t)]2
[G(t)]2
> 0;
i.e.
 G00(t)G(t)> [G0(t)]2:
Dividing both the sides by G(t)G
0
(t)< 0, we get
 G00(t)
G
0
(t)
<
 G0(t)
G(t)
;
that, by denition, coincides with r(t)>(t):
Conversely, if r(t)>(t), both the following alternatives are possible: (t)< 0 or (t)> 0. Let
(t) > 0, under the hypothesis r(t) > (t), we reobtain r0(t) > 0. On the other hand, (t) < 0 is
equivalent to G
00
(t)< 0, which automatically implies r0(t)> 0. 
Remark 4. As a consequence of Proposition 1, we can also claim that, for any t, r(t) is decreas-
ing at t if and only if r(t)<(t).
Remark 5. Notice that Proposition 1 provides only a point-wise condition (at t) and not a
global condition such as the one of IFR.
For the developments to be presented in Section 2, we will use the following corollaries of Propo-
sition 1.
Corollary 1. G is -IFR (-DFR) if and only if r(t)>(t) (r(t)<(t)) for any t .
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In particular
Corollary 2. (t)< 0 8 t ) G -IFR.
The relationship between r and  has been already considered in Glaser (1980), Gupta (2001),
giving conditions on  in order to establish the shape of r. We put ourselves in a dierent frame
and perspective and obtain dierent results.
For functions  :R+!R, let us dene the function
H() =
Z +1
0
(t)

g(t+ )
g()
  G(t+ )
G()

dt: (4)
The latter function emerges in the following discussion. In particular, it is involved in Lemma 1,
that will be used later on (see Section 3) for stating optimality conditions on a time .
Lemma 1. Let (t)< 0 for any t 0 and let G be -IFR for a given  > 0. Then H()< 0.
Proof. By denition, G is -IFR if and only if r()< r(t+ ) for any t > 0.
By writing r(t) as
g(t)
G(t)
, we obtain the condition
g()
G()
<
g(t+ )
G(t+ )
and therefore
g(t+ )
g()
  G(t+ )
G()
> 0:
Hence, since the integrand is negative, H()< 0. 
2. Properties of the burn-in time in the linear case
Let C be the component for which the burn-in problem is considered and let T be its random
lifetime. Let G denote the survival function of T and refer, for the rest of notation, to the one
introduced in Section 1.
Choosing the value  for the burn-in time means that C is tested for a time . Then C is put
into operations only if it does not meet any failure in the time-interval [0; ]. Fixing = 0 obviously
amounts to the choice of avoiding burn-in and putting directly C into operations. Fixing  > 0
means that the test period will last ^T =min(;T ) and that the length of the operative life of C
will be (T   )+ =max(0; T   ); i.e. we consider the decomposition
T = ( ^T )+ (T   )+ :
We denote by R(t; ) the reward that we obtain if we x the burn-in time equal to  and we observe
fT = tg. Choosing  then becomes a decision problem in face of uncertainty and our optimization
problem amounts to maximizing, with respect to , the expected reward
R()E[R(T; )]:
In this section, we rst analyze in detail the burn-in problem associated with a specic reward
function. Next we point out the role that the ageing properties and their interaction with risk have
in determining the solution. To this purpose we dene the criterion under which the optimum has
to be determined.
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Definition 2. For a given reward function R(t; ) and a random variable T , the optimal burn-in
time , is the point of absolute maximum for E[R(T; )], i.e. the point such that
E[R(T; )]E[R(T; )] for any  0:
In the following we limit our analysis to the case where R is of the form in Eq. (1), so that we
have
R() = ~kG()+ kG()+
Z +1
0
(t)g(t+ )dt+ cG()+ c
Z 
0
tg(t)dt: (5)
In this section and in the next one, we separately treat the cases where the function  is linear
(i.e. (t) = 0t, for some 0 > 0) or non-linear.
In the latter case, special attention will be given to the assumption that  is concave or convex.
We aim now at nding the optimal burn-in time, under our reward function.
To this purpose, the following reasonable assumption, about the probability distribution of T ,
will be used as a technical hypothesis in the proof of Proposition 2 below.
Assumption 1: lim
x!1
xg(x) = 0.
When  is linear, let us consider the conditions8><>:
r() =
0  c
k  ~k
()> r()
(6)
Proposition 2. Let  be linear.  > 0 is a locally optimal burn-in time if and only if it satises
the condition (6).
Proof. Maximizing the expected reward R() with respect to  is equivalent to nding  > 0
such that R0() = 0
R00()< 0
As a rst step, compute R0():
R0() = (k  ~k)g()+ 0
Z +1
0
tg0(t+ )dt+ cG():
By the linearity of , implying (0) = 0,Z +1
0
tg0(t+ )dt= 
Z +1
0
g(t+ )dt= G():
Therefore,  satises R0() = 0 if and only if it satises
r() =
0  c
k  ~k : (7)
Secondly, compute R00():
R00() = (0  c)g()+ (k  ~k)g0():
Hence R00()< 0 if and only if ()> r(): 
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We can now apply the topics of the previous section to analyze further aspects of the solution
of the burn-in problem. More precisely, we combine Proposition 2 with the arguments presented
in Section 1.
The need for burn-in naturally arises in the presence of bathtub-shaped distributions. More
generally, we can consider distributions that are denitively IFR, that is -IFR for a certain . In
this respect, we have the following
Proposition 3. Let  > 0 satisfy Eq. (7). If  is linear and G is -IFR, then a necessary
condition for  being an optimal burn-in time is
 2 [0; ):
Proof. It follows from Proposition 2, by noticing that  satisfying Eq. (7) is a maximum point
only if it falls where r is decreasing and therefore internally to the interval [0; ). 
Remark 6. Proposition 2, combined with Proposition 1, allows us to limit the search for the
locally optimal points 's to the regions where r is decreasing.
This fact leads us to the following conclusions. When G is -IFR (and not necessarily bathtub),
we have no information on the monotonicity character of r() for  2 [0; ); therefore the condition
 2 [0; ) (obviously, combined with Eq. (7)) is only necessary for the optimality of .
In the particular case of bathtub-shaped distributions,  <  is a necessary and sucient condition
for the optimality of .
In the even more particular case when G is IFR, the only admissible optimal burn-in time is  = 0.
Notice that the restriction for the optimal burn-in time to fall within the regions where r is
decreasing here follows formally from the assumption that  is linear. We point out, as a matter
of fact, that such a restriction is not automatic in general, even if it may appear obvious from an
intuitive view-point.
We highlight however that strictly positive optimal burn-in times can be found out of the deni-
tively IFR case. In such cases, we can nd even more explicit conditions for optimality. In this
respect, Theorem 1 below puts us in a position to obtain more transparent conditions than those
given by Proposition 2.
The link between Proposition 2 and Theorem 1 is given by the following Proposition 4.
Proposition 4. Let  be linear and G be -DFR. Then R00()< 0 for any  .
Proof. By Proposition 1 and its Corollary 1, G -DFR implies r()< () for any   , that,
in the linear case, is an equivalent condition to R00()< 0 for any  . 
The following theorem provides sucient ageing conditions for the optimality of a burn-in time.
Theorem 1. Let  be linear. If  > 0 exists such that
 r() = 0  c
k  ~k ,
 G is -DFR,
then  is a locally optimal burn-in time.
Furthermore, no locally optimal times fall in (;+1).
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Proof. The rst part straightly follows from Propositions 2 and 4.
Since in (;+1) r is decreasing, for  2 (;+1) r()< r() = 0  c
k  ~k and therefore the equality
r() =
0  c
k  ~k is no more satised. 
Remark 7. It can be of general interest nding the conditions for a value  > 0 to perform
better than 0, as a possible a burn-in time, i.e. R()>R(0). In view of Eq. (5), such inequality is
equivalent to
(k  ~k)G()+
Z +1
0
(t)[g(t+ )  g(t)]dt+ c

G()+
Z 
0
tg(t)dt

> 0:
Along the whole paper, we neglect to consider situations where the optimal burn-in time may
be zero. In fact, such an optimum cannot be detected by checking (6) (or (11) below), in that R
is not dierentiable in = 0. Hence, once we found  2 (0;+1) by means of the conditions (6), in
order to have that  is the point of optimum, still we have to check that R()>R(0). If such a
 satisfying (6) does not exist, we can put  = 0.
To sum up, we showed how ageing properties of G and the form of the reward function interact
in determining the value of the optimal burn-in time. In particular, Theorem 1 tells us that the
DFR property of G, in order to be a sucient condition for  being the optimum burn-in time,
must be satised concurrently with the condition
r () =
0  c
k ek ;
which involves 0 and the cost parameters ~k; k; c.
2.1. Discussion and gures
Here we want to illustrate more in detail how both ageing properties of G and the form of R (that,
in the present linear case, is completely determined by xing 0; ~k; k; c) inuence the position of
the optimal burn-in time.
Preliminarily, in order to display the graph of R(), we have to suitably choose the cost param-
eters ~k;k; c. In their choice, some constrains must be respected. First of all, the expected reward
must be greater than zero at least for some value . It is obvious in fact that, if R were everywhere
negative, it would not be convenient even to start producing a certain item. A sucient condition
for
9 0 s.t. R()> 0; (8)
is
R(0)> 0; i.e. ~k > E[(T )]:
Notice that the latter condition is much easier to be checked than (8). In particular, for  linear,
it further simplies in
~k > 0E[T ]:
In order to solve a system with three unknowns, (at least) three constrains are of course needed.
Therefore, in order to determine k and c, we rely on the following two conditions:
1. (7) admits solution for some  > 0;
2. k > ~k+
  c
g(0)
:
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The latter condition is derived from R0(0)> 0. In fact, in the linear case, it can be shown that, if
R is decreasing in 0, the burn-in will not take place at all. A more formal statement and a related
proof can be found in (Foschi 2011, Proposition 1). Therefore, we must reject all the couples (k; c)
yielding R0(0)< 0. Hence, the admissible values for (k; c) are given by the inequality
k > ~k+
  c
g(0)
:
In Fig. 1, we show how the choice of the cost parameters aects the shape of R, by focusing in
particular on the consequences of choosing "non-admissible" triples. At this purpose, we compare
the functions R corresponding to the following cost parameters:
 (~k;k; c) = ( 0:2; 0:03; 0:0036) (in red),
 (~k;k; c) = ( 0:15; 0:003; 0:05) (in green),
 (~k;k; c) = ( 0:2; 0:1; 0:005) (in blue).
Following the statement of Theorem 1, we x the DFR distribution function
G(t) = 1  pe 1t  (1  p)e 2t;
with p= 0:3; 1 = 5; 2 = 15; and (t) = 2t.
The choice of a DFR distribution allows us to better point out the onset of local maxima, since for
such distributions we have more usable conditions for determining them.
Figure 1 Comparison among expected rewards associated with same DFR G and linear  and dierent cost
parameters
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−0.1
−0.08
−0.06
−0.04
−0.02
0
0.02
0.04
0.06
0.08
0.1
δ
E G
[R
ρ(δ
)]
The rst triple is the only admissible one, that is the only one satisfying all the three constrains
provided above. In fact, the red curve is the only one admitting a maximum point dierent from
0, namely  = 0:01. The other curves admit no local maxima; therefore the associated optimal
burn-in time is  = 0.
The green curve is the one staying for the longest time above 0, i.e. the associated cost structure
allows a non-optimal, but positive, reward also on the right of  = 0. Such a longer positiveness
allows a greater margin of error than in the other cases. The green curve in fact corresponds to
the greatest value for the parameter k, which has the meaning of asymptotic expected reward.
We also notice that we cut the burn-in time axis at  = 1. At that point R starts to be in a good
approximation constant, since the survival probability of the item is G(1) = 0:002.
In Fig. 2, we consider the triple giving a maximum in the previous gure, (~k;k; c) =
( 0:2; 0:03; 0:0036), and compare the expected rewards associated with dierent distributions
G with a same mean value E(T ) =
8
75
, but dierent ageing properties:
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a) G() =

 ()
Z 
0
x 1e xdx (in red),
b) G() = 1  pe 1   (1  p)e 2 (in green),
c) G() = 1  e  (in blue);
a) is a Gamma, that, for > 1, is IFR;
b) is a mixture of exponential distributions, that is DFR;
c) is an exponential, having constant failure rate, therefore no ageing.
We choose the parameters = 2, in order to make the gamma distribution IFR, 1 = 5; 2 = 15;
p= 0:3; since we want the three distributions to have a same mean, the remaining parameters are
determined as
=
12
1(1  p)+ p2 ;  = :
Figure 2 Comparison among expected rewards associated with a same linear  and dierent G's
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The three expected rewards take about the same value in = 0. Coherently with Theorem 1, the
following happens:
 for G exponential, R is strictly decreasing;
 for G DFR, R admits a maximum point greater than 0;
 for G IFR, we observe a minimum.
The last point is coherent with Remark 6, for which, since  is linear and G is IFR (i.e. -IFR with
= 0), the optimal burn-in time has to fall in [0; ).
3. Extension to the non-linear case
As we have seen in the previous section, the analysis of optimality of burn-in is, mathematically,
rather tractable in the case when the function  is linear. The present section is devoted to the
case when  is not linear. In such a case we can still obtain, along the same line, some results, even
if weaker than those valid for the linear case. Special cases of interest are met when  is concave
or convex.
In view of our results, it will be convenient to assume the following conditions, that are completely
justied from a modeling point of view.
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 Assumption 2: (0) = 0;
 Assumption 3: limx!1 00(x) = 0.
Proposition 5.  concave implies Assumption 3.
Proof. Since  is a reward function, 0(x)  0 for any x, but, since  is concave, one must
also have 0(x) decreasing for any x. This implies lim
x!+1
0(x) = b  0, that, on its turn, implies
lim
x!+1
00(x) = 0: 
We are also interested in some analytical consequences of Assumption 3 (see Eq.'s (9) and (10)),
that are needed as technical hypotheses in the proof of the Theorem 2 below.
Proposition 6. Assumption 3 implies
lim
x!1
(x)g(x) = 0: (9)
Assumptions 1 and 3 imply
lim
x!1
0(x)G(x) = 0: (10)
Proof. From Assumption 3, it follows that (x) is asymptotically linear, i.e., for x going to
innity, (x) ax, for some a > 0 (we can write lim
x!+1
(x) = lim
x!+1
ax). Thus lim
x!+1
0(x) = a and
it straightly follows that
lim
x!+1
0(x)G(x) = 0:
Again by Assumption 3 and in view of Assumption 1, we also obtain
lim
x!+1
(x)g(x) = lim
x!+1
axg(x) = 0:

Theorem 2 below provides us with a criterion for determining locally optimal burn-in times when
 is not linear.
Once we found such locally optimal points, the global maximum can be found by means of the
standard procedure, i.e. we compare the values taken by the expected reward R() in the formerly
detected points and choose the value  yielding the greatest value of R().
Thus, like Proposition 2, the following result (Theorem 2) gives a sucient and necessary con-
dition for locally optimal points and only provides a necessary condition for  being the global
optimum.
Conditions (6), that hold in the linear case, can be extended to the non-linear case in the following
way: 8<: r() =
E[0(T   )jT > ]  c
k  ~k
()> r()+K()
(11)
where
K() =K () =
H00()
k  ~k ;
i.e.
K() =
R +1
0
00(t)
h
g(t+)
g()
  G(t+)
G()
i
dt
k  ~k : (12)
We can, at this point, generalize Proposition 2 as follows.
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Theorem 2.  > 0 is a locally optimal burn-in time if and only if it satises (11).
Proof. Maximizing the expected rewardR() is equivalent to nding the value  0 that satises
the conditions R0() = 0
R00()< 0
Compute R0():
R0() = (k  ~k)g()+
Z +1
0
(t)g0(t+ )dt+ cG():
Integrating by parts,Z +1
0
(t)g0(t+ )dt= [(t)g(t+ )]+10  
Z +1
0
0(t)g(t+ )dt:
On its turn, the right-hand integral can be expressed both asZ +1
0
0(t)g(t+ )dt=E[0(T   )jT > ]G()
or, by integrating by parts a second time,Z +1
0
0(t)g(t+ )dt= [0(t)G(t+ )]+10  
Z +1
0
00(t)G(t+ )dt:
ThereforeZ +1
0
(t)g0(t+ )dt= E[0(T   )jT > ]G() = 0(0)G() 
Z +1
0
00(t)G(t+ )dt:
R0() = 0 is thus equivalent to
(k  ~k)r() 
Z +1
0
00(t)
G(t+ )
G()
dt  0(0)+ c= 0;
that is
r() =
E[0(T   )jT > ]  c
k  ~k : (13)
Secondly, compute R00():
R00() = (0(0)  c)g()+ (k  ~k)g0()+
Z +1
0
00(t)g(t+ )dt:
R00()< 0 if and only if
()>
Z +1
0
00(t)
g(t+ )
g()
dt+ 0(0)  c
k  ~k ;
that is
()> r()+K(); (14)
with K dened in (12). 
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We point out that Proposition 2 could have been simply obtained as a particular case of Theorem
2. On the other hand, the linear case may be used as reference point for the development of the
other cases. Then we preferred to treat it rst and to provide an independent proof.
A further particular instance of relevance of Theorem 2 is the one when G has no ageing.
In this case, the optimal solution is independent of .
Corollary 3. Let G be exponential. Then  = 0.
Proof. Let G() = e , for some  > 0. Then K() = 0 and Eq. (14) reduces to ()> r(), as
in the linear case. This last inequality is never satised, since, for any  > 0,
() = r() = :
Moreover, being r constant, two situations are possible:
 r satises Eq. (13) for any , in which case, the whole half-line is a set of locally extremal
points for R getting the same value for R;
 r never satises Eq. (13), in which case, the optimum does not exist.
In both the cases, we get  = 0. 
The following lemma allows us to obtain some links between asymptotic ageing properties and
the position of the optimal burn-in time, depending on the shape of  being concave or convex.
Lemma 2. Let  be concave and G -IFR (or  convex and G -DFR) for some . Then K()< 0.
Let  be concave and G -DFR (or  convex and G -IFR) for some . Then K()> 0.
Proof. Notice that k  ~k > 0 is a constant and that  being concave implies 00(t)< 0 for any t.
Since K() =
H00()
k  ~k , we are in the hypotheses of Lemma 1 and the thesis follows.
The proof of the other cases follows an analogous reasoning. 
In the case when  is convex, we obtain the following results, that, along the line of the ones
holding in the linear case, are distinct for -IFR and -DFR distributions.
Proposition 7. Let  > 0 satisfy Eq. (13). If  is convex and G is -IFR, then a necessary
condition for  being an optimal burn-in time is
 2 [0; ):
Proof. It follows from Theorem 2, by noticing that  satisfying Eq. (13) is a maximum point
only if it also satises Eq. (14). But, on one hand, by Corollary 1, G -IFR implies ()< r() for
any   ; on the other hand, by Lemma 2, for any   , K()> 0. Hence, since  convex and G
-IFR imply ()< r() +K() for any   , Eq. (14) can be satised only in the interval [0; ).

The following theorem considers the case when G is -DFR. Notice that, in this case, it provides
a sucient condition for the optimality of .
Theorem 3. Let  be convex and G be -DFR for some . The condition
r() =
E[0(T   )jT > ]  c
k  ~k ; (15)
for some   , implies that  is a locally optimal burn-in time.
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Proof. Since G is -DFR, it follows that (t) > r(t) for any t  . The further assumption of
convexity of  implies that, for any t , K(t)< 0. Hence, we have (t)> r(t)+K(t) for any t .
The thesis follows by Theorem 2. 
As to the concave case, we will discuss in the following remark the ageing situations that may
occur.
To this purpose we dene the two sets D and I as follows:
D := f > 0 j G -DFRg
and dene b by b := infD
with b=1 if D= ;;
I := f > 0 j G -IFRg
and
 := inf I
with =1 if I = ;.
The condition D= ; occurs when a 0 exists such that G is -IFR or when, for any t0 > 0, a
0 > t0 exists such that r0(0) = 0, i.e. when r changes its monotonicity innitely many times and
therefore, for any , G is neither -IFR nor -DFR.
We notice that at least one between the two sets D and I must be empty.
Remark 8. Consider the conditions ()> r() and ()> r()+K(), respectively appearing
in the statements of Proposition 2 and Theorem 2. These are only point-wise conditions and, as
such, they do not imply that D 6= ; (which is, actually, a global condition). In this respect, one
might guess that  being a locally optimal burn-in time implies, in any case, at least some local
condition on the monotonicity-like behaviour of the hazard rate r(t) at .
In the non-linear case, this guess is not necessarily correct. Let us come back in fact to Theorem
2. The condition required to have a point of optimum in  is () > r() +K(). To x the
ideas, let us assume  to be concave.
If we have r0()> 0, Proposition 1 implies ()< r() and therefore, for ()> r() +K()
being satised, it is necessary that K()< 0. On its turn, the last condition implies, by Lemma 2,
that r cannot be everywhere increasing; in particular a time s > 0 exists, such that r0(s+ )< 0.
This means that somewhere in the region (;+1), r must change its monotonicity character at
least once, that is, the following alternatives may occur:
 G is -DFR, for some  s+  (i.e. D 6= ; and I = ;);
 G is 0-IFR, for some 0 > s+  (i.e. D= ; and I 6= ;);
 r0 changes its sign innitely many times (i.e. D= I = ;).
If instead we have r0()< 0, Proposition 1 implies ()> r() and therefore ()> r()+K()
is implied by K() < 0. On its turn, this last condition is implied by G being -IFR, for some
 , in contradiction with the hypothesis r0()< 0. A weaker ageing condition on G, consistent
with r0()< 0, is G being (s+ )-IFR, for any s > 0; it implies K(+ s)< 0 for any s > 0 and
hence, by K's continuity, K()< 0. Therefore, when r0()< 0, the following situations may arise:
 G is -DFR, for some  ;
 G is (s+ )-IFR, for any s > 0;
 r0 changes its sign innitely many times.
Let us come back to the guess that  being a locally optimal burn-in time implies some ageing
condition on G. On the basis of the above arguments, we can conclude that this guess in not
correct. In fact the existence of an optimum does not univocally imply a monotonicity condition
on r, rather a series of dierent alternatives is possible.
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3.1. Discussion and gures
After treating some theoretical aspects of the case when  is non-linear, here we perform some
graphical comparisons between the linear case and the non-linear one. In this more general case,
of course, the form of R is determined not only by 0(0); ~k; k; c; but also by the shape of .
Thus, along the line of what has been done in the linear case, we present here some examples of
how the shape of  inuences the onset of extremal points for R.
In particular, in the case when  is concave, we can repeat what we did in Subsection 2.1. Namely,
we consider the interactions between ageing properties of G and the form of R in determining the
position of the optimal burn-in time.
Now we turn to consider the following functions:
 (t) = l(t) = 2t;
 (t) = cv(t) =
p
4t+1  1;
 (t) = cx(t) = 2t+ t2.
These functions, that are respectively linear, concave and convex, have been selected so to share
the following two properties:
 (0) = 0;
 0  0l(0) = 0cv(0) = 0cx(0):
In the present case, 0 = 2.
In Fig. 3, we analyze the concave case (t) = cv(t) and, as to the distribution of the lifetime, we
consider a mixture of exponentials. More precisely we take
G(t) = 1  pe 1t  (1  p)e 2t;
with p= 0:3; 1 = 2; 2 = 5; and a concave (t) =
p
4t+1  1.
Figure 3 Comparison among expected rewards associated with same DFR G and concave  and dierent cost
parameters
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We then compare the graphs that are obtained for the expected reward R under the following
dierent choices for the cost parameters (i.e. the same as we did for the linear case in Subsection
2.1):
 (~k;k; c) = ( 0:2; 0:03; 0:0036) (in red),
 (~k;k; c) = ( 0:15; 0:003; 0:05) (in green),
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 (~k;k; c) = ( 0:2; 0:1; 0:005) (in blue).
We notice that, here, we obtain a strictly positive maximum point in correspondence to both the
triples (~k;k; c) = ( 0:2; 0:03; 0:0036) and (~k;k; c) = ( 0:15; 0:003; 0:05). We consider there-
fore these two triples as admissible cost parameters.
Since  may be here concave or convex, we cannot rely any more on the necessary and sucient
conditions given by Theorem 1 for the case when  is linear. The present case is however covered
by Theorem 3. Provided that the condition (15) is satised at , such a result says that G being
-DFR is only a sucient condition for  being a point of local optimum.
The problem remains to understand how ageing properties of G aect the shape of R (and hence
the position of its extremal points).
In this respect we present a graphical example in Fig. 4 below. By xing (~k;k; c) =
( 0:2; 0:03; 0:0036), we compare the expected rewards associated with dierent distributions G
with a same mean value, but dierent ageing properties; more precisely:
a) G() =

 ()
Z 
0
x 1e xdx (in red),
b) G() = 1  pe 1   (1  p)e 2 (in green),
c) G() = 1  e  (in blue).
We choose the parameters 1 = 5; 2 = 15; p= 0:3 and = 2, the last one in order to make the
gamma distribution IFR. Since we want the three distributions to have a same mean, the remaining
parameters are determined as
=
12
1(1  p)+ p2 ;  = :
Figure 4 Comparison among expected rewards associated with a same concave  and dierent G's
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It is interesting now to compare the gure above with the analogous gure 2, corresponding to
the case when  is linear.
First we consider the green curves, corresponding to the DFR case. We notice that in the present
case, the point of maximum is shifted towards right and the maximum is more pronounced.
In fact, in view of Lemma 2, heuristically speaking, Eq. (14) is more easily satised than ()> r().
By an analogous argument, the red curve, corresponding to the IFR case, has a less pronounced
minimum and takes higher values with respect to the linear case.
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The blue curves, corresponding to the no ageing case, are not substantially dierent, coherently
with Corollary 3.
Finally, we show how, xing G and (~k;k; c), the reward function  aects the shape of R and
therefore the decision about the burn-in duration.
Finally, we turn to illustrate the inuence of the reward function  on the shape of the function
R. By looking at the gures 5 and 6, we can focus some aspects of the role of  in the solution
of the optimal problem. On this purpose we compare, on a same gure, the graphs of R that are
obtained for dierent forms of , and for a xed choice of G and (k; ~k; c).
Let us x a DFR G and let  vary.
In Fig. 5, we consider G(t) = 1  pe 1t  (1  p)e 2t, with p= 0:3; 1 = 5; 2 = 15; and the cost
parameters (~k;k; c) = ( 0:2; 0:03; 0:0036). The R associated with a convex  admits no local
optima besides 0. The function R associated with a linear  admits a maximum point in . The
same also happens when  is concave, with cv > 
; however in this last case, the optimum is not
signicant, since its value is always negative.
Figure 5 Comparison among expected rewards associated with a same DFR G and dierent 's
0 0.5 1 1.5
−0.03
−0.02
−0.01
0
0.01
0.02
0.03
0.04
0.05
δ
E G
[R
ρ(δ
)] 	
 
 
concave ρ
convex ρ
linear ρ
Figure 6 Comparison among expected rewards associated with a same DFR G and dierent 's
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By considering instead (see Fig. 6)
(~k;k; c) = ( 0:15; 0:003; 0:005);
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G(t) = 1  pe 1t  (1  p)e 2t;
with p = 0:3; 1 = 2; 2 = 5; and let  be concave or linear, we obtain signicative values also
correspondingly to the concave  and a maximum point greater than 0, but we lose the maximum
for  linear (cf Fig. 1).
4. Discussion and concluding remarks
After presenting some preliminary facts about notions of ageing and risk, we obtained some results
about the optimal burn-in time problem, under some types of ageing conditions. This section will
be devoted to shortly comment on dierent aspects of such arguments.
As rst, we consider the circumstance that ageing properties of the lifetime - of the component to
be tested - are not at all sucient, by themselves, to establish the value of the optimal burn-in time.
It is generally clear that the form of the reward function also plays a key role in the problem. In the
previous sections, we in particular singled out some of the technical reasons why this phenomenon
arises, at least under our choice of cost functions. In the linear case, the key role of the function
 is made evident, by Proposition 2 (see, more precisely, Eq. (7): for the existence of a strictly
positive optimal burn-in time, the coecient 0 must satisfy, for some  > 0, the conditions
0 > 0;
0 = c+(k ek)r () : (16)
In the non-linear case, Eq. (16) generalizes to
E[0(T   )jT > ]> 0;
E[0(T   )jT > ] = c+(k ek)r () ; (17)
that can be derived also from Theorem 2. A comparison between Eq.'s (16) and (17) readily
highlights the probabilistic meaning of the constant 0 appearing in Eq. (16): we must look at 0
as
0 =E[0(T   )jT > ]:
We notice moreover that, depending on the shape of , also the ageing properties of G can have
a dierent impact on the solution of the burn-in problem. In fact, in the linear case (t) = 0t,
the condition r0()< 0 (this can be seen as a point-wise ageing property of G) is both sucient
and necessary for  being a locally optimal burn-in time. Still maintaining the condition (t) = 0t
and adding the stronger condition that G is IFR, DFR, bathtub or upside down bathtub, it can
be furthermore proven that the optimal burn-in time is unique. A more precise statement and a
formal proof can be found in Foschi (2011). On the contrary, when (t) is non-linear, Theorems 2
and 3 provide us with only sucient conditions, linking the position of the optimal burn-in time
to ageing properties of G.
In view of the previous considerations, it is obvious that even the decision whether burn-in is to
be implemented or not cannot be taken by only analyzing the ageing properties of G. For instance,
Proposition 2 and Theorem 2 provide us with some information about the solution of this decision
problem, in the linear and non-linear case respectively. Notice that, in the non-linear case, the
exact positions of the optima cannot be exactly recovered. However, our results allow us to give
bounds for them, by means of inequalities based on relevant ageing properties of G.
Concerning the search of the solution, we emphasize that our conditions can involve dierent
aspects of G. This fact depends on the choice of the cost structure, reected by the function
R. In correspondence with dierent functions R, also the functions involved in the conditions
for optimality may be dierent. This issue is conrmed in the burn-in literature, where dierent
functions have been considered as relevant, depending on the structure of the problem. Among
these functions, we mainly have
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 the failure rate r(t),
 the mean residual lifetime (t) =E[T   tjT > t],
 the ratio z(t) = g(t+ )
g(t)
.
As mentioned, the choice among such functions may explicitly depend on the reward function.
We can see in particular that, under the reward function (1), (t) is relevant only in the case when
 is linear; in the general case (t) must be replaced by E[(T   t)jT > t].
In those problems where a mission time (or a warranty time) is present, the form of the ratio z(t)
becomes relevant, instead of r(t), (t) or E[(T   t)jT > t].
We might then argue that the form of R determines which are the distributional characteristics to
be analyzed and, consequently, the ageing properties of interest.
On the other hand, the choice of the reward function is often inuenced by the planned use of
the units and by the expected types of failure. Then we can conclude, in ultimate analysis, that the
reward function is not independent of the probabilistic model about lifetimes of the components
and related ageing properties.
As well-known, dierent forms of the cost functions have been considered in the burn-in literature.
The argument above points out then that the imposition of the cost function is not a matter of
arbitrary choice. Rather, this choice depends on the planned usage of the components and it is,
more or less explicitly, related to the probabilistic model for their lifetimes.
In any case, one can generally distinguish three dierent types of costs:
a) the cost due to the failure of a components during the operative life;
b) the cost of failures occurring during the burn-in procedure;
c) the costs due to the actual implementation of burn-in.
In some papers the cost due to the failure during the operative life also comprises the gain
deriving from the usage of components and then it is (as a cost) a decreasing function of the failure
time. In this paper we preferred to separate the pure cost due to failure from the gain produced by
usage. Notice in fact the presence, within the reward function (1), of the sum of the two dierent
addenda, of opposite sign, (t  ) and ek in the term to be multiplied by 1ft>g.
As thoroughly discussed in Block and Savits (1997), some cost functions are directly built upon
performance-based criteria. Namely one starts by considering as rewards dierent probability char-
acteristic (such as expected values, survival probabilities, etc) of residual lifetimes of tested com-
ponents; then some simple cost structure is added to these objects. We believe that our analysis
of reward functions of the form (1), with  non-linear, can add some new element of interest for
further research on this topic.
In some other papers (see e.g. Perlstein et al. (2001)) the presence of a warranty period is
considered in the denition of the cost function. This aspect goes beyond the analysis based on
the family of reward functions in Eq. (1). Some related research might be of interest, however.
We furthermore notice that, in our derivations, we assumed that the cost of type b) has the
simple form k1ft<g. Provided some appropriate change is made, we also might extend our analysis
to the case k (t)1ft<g. The possibility of such an extension could in particular be useful in view
of the ensuing considerations.
Several papers have been devoted to the analysis of burn-in for the case of several components
with dependent, or in particular exchangeable, lifetimes. See e.g. Runggaldier (1993), Costantini
and Spizzichino (1997), Perlstein et al. (2001), Jensen and Spizzichino (2004).
In this paper we limited however the analysis of the burn-in problem to the case of a single
component.
This limitation is, anyway, rather common in the reliability literature and, as a concluding point
of our discussion, we highlight some justications in this respect.
Foschi and Spizzichino: Interactions between Ageing and Risk in burn-in problems
Decision Analysis 00(0), pp. 000{000, c 0000 INFORMS 21
First, notice that the burn-in problem in the case of several components immediately reduces
to a set of single-component burn-in problems, when the components' lifetimes are stochastically
independent (the number of dierent problems is equal to the number of dierent distributions
appearing among the marginal distributions of the components).
In a Bayesian point of view, the assumption of independence, even if actually very strong, may
be accepted to some extent, according to the following considerations. As far as some stochastic
dependence among components is present, we might exploit dependence in order to learn about
the behaviour of a component on the basis of information obtained by testing dierent compo-
nents. This circumstance may sometimes avoid burn-in. Consider in this respect that burn-in is, in
ultimate analysis, an extreme form of learning about the behaviour of a component, obtained by
testing the component itself for an initial period of its lifetime. We then could try to avoid burn-in
if a dierent source of information could be available under the form of statistical experiments. In
other words, we might consider burn-in as a last resource to be considered in face of a residual
uncertainty, that remains when all other possibilities of learning has been exhausted (see also the
discussion in Spizzichino (1993)).
However, the reduction to single-components burn-in procedures can be still justied even in the
case of dependence among components, at least under the assumption of exchangeability.
Let us consider, in fact, the case when we have several exchangeable components tested simul-
taneously and the related problem of deciding whether continuing the burn-in or not and, in case,
how long the residual burn-in should last for each component. It can be shown that such problem
actually materializes only at the instants when some failure is observed. See in this respect consid-
erations presented e.g. in Costantini and Spizzichino (1997), Jensen and Spizzichino (2004). From
a purely probabilistic viewpoint this claim may be explained by taking into account that the time
for stopping burn-in must be a stopping time with respect to the ltration dened by progressive
observation of failures and by using a result (see e.g. (Bremaud 1981, Theorem T33)) about the
structure of stopping times for a simple counting process.
Based on such a structure, one might argue as follows. Consider the burn-in problem for n
components with exchangeable lifetimes T1; : : : ; Tn. Such a problem reduces to considering n one-
component burn-in problems that are respectively met at the instants 0; T(1); : : : ; T(n 1) and that
separately concern with the one-dimensional random variables T(1); T(2)   T(1); : : : ; T(n)   T(n 1).
Here T(1); : : : ; T(n) denote of course the order statistics of T1; : : : ; Tn and the distribution to be
considered for T(k) T(k 1) is the one that is obtained by conditioning on the information collected
up to T(k 1). Such a procedure leads us to considering n single-components burn-in problems where,
however, the cost of a failure during burn-in may depend on the failure-instant in a complex way.
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