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POSITIVE SOLUTIONS FOR A CLASS OF NONLOCAL PROBLEMS
WITH POSSIBLY SINGULAR NONLINEARITY
LESZEK GASIŃSKI, JOÃO R. SANTOS JUNIOR, AND GAETANO SICILIANO
Abstract. We study a class of elliptic problems with homogeneous Dirichlet boundary condition
and a nonlinear reaction term f which is nonlocal depending on the Lp-norm of the unknown
function. The nonlinearity f can make the problem degenerate since it may even have multiple
singularities in the nonlocal variable. We use fixed point arguments for an appropriately defined
solution map, to produce multiplicity of classical positive solutions with ordered norms.
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1. Introduction
In this paper we consider the existence of multiple positive solutions for the following class of
nonlocal problems:
(PI)
 −∆u = f
(
u,
∫
Ω
|u|pdx
)
in Ω,
u = 0 on ∂Ω,
where p ≥ 1, Ω is a bounded domain in IRN with smooth boundary and f is a continuous function
with a suitable behaviour in the second variable.
In the last decades partial differential equations involving nonlocal terms have attracted a
great deal of attention of the mathematical community for different reasons. Indeed, equations
involving nonlocal terms are usually more realistic to model different situations in nature, see
Furter-Grinfeld [10] for a comparison between local and nonlocal models in population dynamics,
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or Kirchhoff [15] for an improvement (based on the insertion of a nonlocal term) of the classical
D’Alembert’s wave equation in string deformation theory. From a mathematical point of view
nonlocal equations are challenging since, in general, the presence of a nonlocal term makes the
equation much more complicated. In many cases the known techniques cannot be applied in a
straightforward way, so the development of alternative approaches is required.
Regarding stationary partial differential equations in very recent years two classes of problems
involving nonlocal terms in the diffusion operator have been a quite active research field, namely
the Kirchhoff and the generalised Carrier problems. A basic prototype of the first one is
(KP )
 −a
(∫
Ω
|∇u|2dx
)
∆u = f(u) in Ω,
u = 0 on ∂Ω,
where a is usually a continuous real function bounded away from zero. Problem (KP ) is the
stationary version of a hyperbolic model to small transversal vibrations of elastic membranes, see
Kirchhoff [15] for details. On the other hand, generalised Carrier problems are of type
(GCP )
 −a
(∫
Ω
|u|pdx
)
∆u = f(u) in Ω,
u = 0 on ∂Ω,
where a is again a continuous real function. When p = 2, problem (GCP ) is the stationary case
of another hyperbolic model of transversal vibrations (not necessarily small) of elastic membranes
which was introduced by Carrier in [7], in the unidimensional case. As p = 1, (GCP ) also appears
as the stationary version of parabolic models in the study of the dispersion of biological populations
where the diffusion rate of the specie takes into account the whole population. See, for instance,
Chipot-Rodrigues [8]. For papers involving operators as in (GCP ) with p > 1 arbitrary, we refer
the reader to Figueiredo-Sousa-Morales-Rodrigo-Suárez [11] and references therein.
Recently, the above problems have been studied also in the degenerate case, that is, when
a vanishes in some points. Concerning (KP ), this line of research started with the papers of
Ambrosetti-Arcoya [2,3]. See also Santos Júnior-Siciliano [16] who establish a multiplicity result of
positive solutions depending on the number of degeneration points of the function a. For problem
(GCP ), some interesting results can be found in the recent papers of Delgado-Morales-Rodrigo-
Santos Júnior-Suárez [9] and Gasiński-Santos Júnior [13, 14].
Starting with the above considerations, our aim here is to study existence of positive solutions
for (possibly) degenerate problems for which problem (GCP ) is just a particular case. The main
goal of this paper is to prove that when the reaction term involved in the equation depends on
the Lp-norm of the unknown function and it allows singularities in some points of its domain, the
same sort of multiplicity result (as those observed in degenerate Kirchhoff and Carrier problems,
see Santos Júnior-Siciliano [16] and Gasiński-Santos Júnior [13]) holds.
It is worth to point out that such kind of results are much more general than those obtained for
degenerate Carrier problems. In fact, if we choose, the nonlinearity f in (PI) of the form
f
(
u,
∫
Ω
|u|pdx
)
=
g(u)
a
(∫
Ω
|u|pdx
) ,
with a being a continuous real function which vanishes in some points, then f(u, ·) exhibits a
diverging behaviour and we fall in the degenerate Carrier problems (GCP ).
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1.1. Statement of the main result - Theorem 1.1. First let us introduce some notations.
Along the paper,
• ‖ · ‖ denotes the H10 (Ω)-norm,
• | · |r is the Lr(Ω)-norm,
• λ1 is the first eigenvalue of the minus Laplacian operator in Ω with zero Dirichlet boundary
condition,
• ϕ1 is the positive eigenfunction associated to λ1 normalized in the H10 (Ω)-norm,
• e1 is the positive eigenfunction associated to λ1 normalized in the L∞(Ω)-norm,
• C1 > 0 stands for best constant of the Sobolev embedding of H10 (Ω) into L1(Ω);
• |Ω| is the Lebesgue measure of Ω.
We assume that f is a function having the following behaviour:
(f0) there exist positive numbers 0 =: t0 < t1 < t2 < . . . < tK (K ≥ 1) such that
f : IR × A → IR is continuous, where A = (0,∞)\{t1, . . . , tK}. For each k ∈ {1, . . . ,K}
and fixed α ∈ (tk−1, tk), f(·, α) ∈ C1(IR), there exists sα > 0 such that f(sα, α) = 0 and
f(s, α) > 0 for s ∈ (0, sα). Moreover sup
α∈Z
sα <∞, for each compact set Z ⊂ (tk−1, tk) and
k ∈ {1, . . . ,K};
(f1) for each k ∈ {1, . . . ,K} and any s ∈ (0, sα), lim
α→tk
f(s, α) ∈ [λ1,+∞];
(f2) for each k ∈ {1, . . . ,K} and fixed α ∈ (tk−1, tk), the map (0, sα) ∋ s 7→ f(s, α)/s is
decreasing;
(f3) inf
α∈A
γα > λ1, where γα := lim
s→0+
f(s, α)/s.
Remark 1. (a) Hypothesis (f1) makes the problems (PI) singular in the nonlocal term whenever
lim
α→tk
f(s, α) = +∞.
(b) Hypotheses (f2) and (f3) describe the behaviour of the function ψα : (0, sα)→ (0, γα) defined
by
(1.1) ψα(s) =
f(s, α)
s
, ∀s ∈ (0, sα).
Hypothesis (f2) guarantees its monotonicity, which will be crucial in the proof of the uniqueness of
solutions for the auxiliary problem (Pk,α) (see Proposition 2.1) and for other technical issues (see
Lemmas 2.2, 2.3, and 2.4). Hypothesis (f3) says that the limits of the functions ψα at zero are
separated from λ1 (uniformly in α).
Moreover we assume that:
(f4) tK <
(
inf
α∈A
sα
)p ∫
Ω
ep1dx;
(f5) inf
α∈(tk−1,tk)
max
s∈[0,sα]
f(s, α)(sp−1α /α) < λ
1/2
1 /C1|Ω|1/2, for all k ∈ {1, . . . ,K}.
Remark 2. (a) Hypotheses (f4) gives some bounds on the “edges” of the curvilinear trapezoid
{sα : α ∈ A} ×A, in which the interesting domain of f is contained.
(b) Hypotheses (f5) is quite technical and says that for some particular choice of α0 ∈ (tk−1, tk)
the maximum of the quotient f(s, α0)/α0 over s ∈ [0, sα] is bounded by some constant.
Our main result is the following.
Theorem 1.1. If conditions (f0)-(f5) hold, then problem (PI) has at least 2K classical positive
solutions with ordered Lp-norms, namely
0 <
∫
Ω
up1,1dx <
∫
Ω
up1,2dx < t1 < . . . < tK−1 <
∫
Ω
upK,1dx <
∫
Ω
upK,2dx < tK .
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The proof of the above theorem will follow the following general steps:
Step 1. We first introduce an auxiliary problem with a truncated nonlinearity and fixed nonlocal
term;
Step 2. By variational methods we show that the auxiliary problem has a unique solution;
Step 3. We define a suitable map which gives the Lp-norm of the solution;
Step 4. Finally, we show that this map has fixed points, which are indeed solutions of the considered
problem.
The structure of the paper is the following. In Section 2 we develop Step 1 and Step 2 above. In
Section 3 we address Step 3 and Step 4 above and implement them to the proof of Theorem 1.1.
In the final Section 4 we give examples of nonlinearities f satisfying our assumptions.
2. Auxiliary problem
2.1. Statement of the auxiliary problem (Pk,α). In order to prove our results, the following
auxiliary problem will play an important role: for each k ∈ {1, . . . ,K} and any α ∈ (tk−1, tk) fixed,
consider
(Pk,α)
 −∆u = f̂α(u) in Ω,u > 0 in Ω,
u = 0 on ∂Ω,
where
f̂α(s) =
 f(0, α) if s ≤ 0,f(s, α) if 0 < s ≤ sα,
0 if sα < s.
Remark 3. Since f is continuous, it is an immediate consequence of the definition of f̂α that
if {αn} ⊂ (tk−1, tk) converges to α ∈ (tk−1, tk) and sn ∈ (0, sαn) is such that sn → s, for some
s ∈ (0, sα), then f̂αn(sn)→ f̂α(s).
2.2. Existence of the solutions of (Pk,α). Since we have “removed” the nonlocal term of (PI),
we can treat problem (Pk,α) using a variational approach.
Proposition 2.1. If conditions (f0), (f2) and (f3) hold, then for each k ∈ {1, . . . ,K} and
α ∈ (tk−1, tk) fixed, problem (Pk,α) has a unique classical solution 0 < uα ≤ sα.
Proof. Since, for each k ∈ {1, . . . ,K} and α ∈ (tk−1, tk) fixed, f̂α is bounded and continuous, the
energy functional
Ik,α(u) =
1
2
‖u‖2 −
∫
Ω
F̂α(u)dx
corresponding to problem (Pk,α) is coercive and weakly lower semicontinuous. Here as usual,
F̂α(s) =
∫ s
0
f̂α(σ)dσ.
Therefore Ik,α has a minimum point uα which is a weak solution of (Pk,α). Moreover, it follows
from conditions (f2) and (f3) that
Ik,α(sϕ1)
s2
=
1
2
−
∫
Ω
F̂α(sϕ1)
(sϕ1)2
ϕ21dx→
1
2
(
1− γα
λ1
)
< 0 as s→ 0+.
The last inequality implies that the minimum point uα of Ik,α is nontrivial, because for s > 0 small
enough
Ik,α(uα) ≤ Ik,α(sϕ1) = (Ik,α(sϕ1)/s2)s2 < 0.
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Then uα ∈ H10 (Ω) satisfies
(2.1)
∫
Ω
∇uα∇vdx =
∫
Ω
f̂α(uα)vdx ∀ v ∈ H10 (Ω).
Then it is easy to see that any nontrivial weak solution uα of problem (Pk,α) satisfies 0 ≤ uα ≤ sα.
Indeed by choosing v = (uα − sα)+ in (2.1) we arrive (by the definition of f̂α) at∫
Ω
∇uα∇(uα − sα)+dx =
∫
Ω
f̂α(uα)(uα − sα)+dx = 0
which redly implies uα ≤ sα. Analogously one deduces that 0 ≤ uα by taking v = u−α in (2.1).
Morover the weak solution of problem (Pk,α) is unique by condition (f2), see Brezis-Oswald [6].
Since f̂α(uα) = f(uα, α) is bounded and f(·, α) ∈ C1(IR), it follows from Agmon [1] that uα is a
classical solution. Finally, the maximum principle completes the proof (see Gilbarg-Trudinger [12,
Theorem 3.1]). 
2.3. Properties of the solutions of (Pk,α). Due to Proposition 2.1, we can set
(2.2) cα := Ik,α(uα) = min
u∈H1
0
(Ω)
Ik,α(u).
Since, by condition (f2), the map (0, sα) ∋ s 7→ ψα(s) = f̂α(s)/s is decreasing (see (1.1) in
Remark 1), there exists the inverse ψ−1α : (0, γα) → (0, sα). Thereby, by condition (f3), for each
ε ∈ (0, inf
α∈A
γα − λ1), it makes sense to consider the function
yα := ψ
−1
α (λ1 + ε)e1.
Lemma 2.2. If conditions (f0), (f2) and (f3) hold, α ∈ (tk−1, tk), then for each ε ∈ (0, inf
α∈A
γα −
λ1), we have
(2.3) cα ≤ −1
2
εψ−1α (λ1 + ε)
2
∫
Ω
e21dx.
where cα is given in (2.2).
Proof. Note that, by condition (f2), we have
F̂α(t) ≥ 1
2
f̂α(s)s ∀ s ≥ 0.
Hence,
Ik,α(yα)
ψ−1α (λ1 + ε)2
≤ 1
2
[
‖e1‖2 −
∫
Ω
f̂α(yα)
ψ−1α (λ1 + ε)2
yαdx
]
,
or equivalently
Ik,α(yα)
ψ−1α (λ1 + ε)2
≤ 1
2
[
‖e1‖2 −
∫
Ω
f̂α(yα)
yα
e21dx
]
.
Using the definition of e1 and condition (f2), we get
Ik,α(yα)
ψ−1α (λ1 + ε)2
≤ 1
2
[
‖e1‖2 −
∫
Ω
f̂α(ψ
−1
α (λ1 + ε))
ψ−1α (λ1 + ε)
e21dx
]
.
Now, using the definition of ψ−1α , we deduce
Ik,α(yα)
ψ−1α (λ1 + ε)2
≤ 1
2
[
‖e1‖2 − (λ1 + ε)
∫
Ω
e21dx
]
= −1
2
ε
∫
Ω
e21dx.
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Therefore,
cα ≤ Ik,α(yα) ≤ −1
2
εψ−1α (λ1 + ε)
2
∫
Ω
e21dx,
which concludes the proof. 
The next two technical results will be helpful in what follows.
Lemma 2.3. If conditions (f0), (f2) and (f3) hold, then
(2.4) uα ≥ zα := ψ−1α (λ1)e1 ∀ α ∈ (tk−1, tk).
Proof. From condition (f2) and definition of ψ
−1
α it follows that
λ1 =
f̂α(ψ
−1
α (λ1))
ψ−1α (λ1)
≤ f̂α(zα)
zα
.
Thus
−∆(zα) = λ1zα ≤ f̂α(zα) in Ω.
Therefore zα is a subsolution of (Pk,α). Inequality (2.4) follows now from condition (f2) and
Ambrosetti-Brezis-Cerami [4, Lemma 3.3]. 
Lemma 2.4. If conditions (f0)-(f2) hold, then
(2.5) lim inf
α→t+
k−1
ψ−1α (λ1) ≥ inf
α∈(tk−1,tk)
sα.
The same holds for α→ t−k .
Proof. Assuming the contrary, there would exist a sequence {αn} ⊆ (tk−1, tk) such that αn → t+k−1
(or alternatively αn → t−k ) and
ψ−1αn (λ1) < T < inf
α∈(tk−1,tk)
sα,
for some T ∈ IR. Since T ∈ [0, sαn ] for all n ≥ 1 and ψαn is decreasing on [0, sαn ], we would have
λ1 > ψαn(T ) =
f(T, αn)
T
.
But this contradicts hypothesis (f1). So the proof is done. 
3. Proof of the main result
3.1. Auxiliary map Pk. In virtue of Proposition 2.1, given p ≥ 1, for any k ∈ {1, . . . ,K} we can
define the map
(3.1) Pk : α ∈ (tk−1, tk) 7−→
∫
Ω
upαdx ∈ IR
where uα is the unique solution of problem (Pk,α). The strategy of proving Theorem 1.1 will be to
show that Pk is continuous and has two fixed points. Indeed any fixed point, let us say α, of Pk
satisfies by definition 
−∆uα = f̂
(
u,
∫
Ω
upα dx
)
in Ω,
0 < uα ≤ sα in Ω,
uα = 0 on ∂Ω,
and hence uα is a solution of (PI) with L
p-norm in (tk−1, tk).
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3.2. Continuity of Pk.
Proposition 3.1. If conditions (f0), (f2) and (f3) hold, then for each k ∈ {1, 2, . . . ,K}, the map
Pk defined in (3.1) is continuous.
Proof. Let {αn} ⊂ (tk−1, tk) be a sequence such that αn → α∗, for some α∗ ∈ (tk−1, tk). Denote
by un the positive solution of (Pk,α) with α = αn. Since,
(3.2)
1
2
‖un‖2 −
∫
Ω
Fα(un)dx = Ik,α(un) < 0,
we get
‖un‖ ≤ [2Fα(sα)|Ω|]1/2 , ∀ n ∈ IN.
Therefore, {un} is bounded in H10 (Ω) and, up to a subsequence, there exists u∗ ∈ H10 (Ω) such that
(3.3) un ⇀ u∗ in H
1
0 (Ω).
Thus, from Remark 3, passing to the limit as n→∞ in∫
Ω
∇un∇vdx =
∫
Ω
f̂αn(un)vdx ∀ v ∈ H10 (Ω),
we get ∫
Ω
∇u∗∇vdx =
∫
Ω
f̂α∗(u∗)vdx ∀ v ∈ H10 (Ω).
So, u∗ is a nonnegative weak solution of (Pk,α) with α = α∗. We are going to show that u∗ 6= 0.
In fact, passing to the limit as n→∞ in∫
Ω
∇un∇u∗dx =
∫
Ω
f̂αn(un)u∗dx
and
‖un‖2 =
∫
Ω
f̂αn(un)undx,
we conclude that
(3.4) ‖un‖ → ‖u∗‖.
From (3.3) and (3.4), we have
(3.5) un → u∗ in H10 (Ω).
By Lemma 2.2, there exists ε > 0, small enough, such that
Ik,αn(un) ≤ −
1
2
εψ−1α (λ1 + ε)
2
∫
Ω
e21dx ∀ n ∈ IN.
So, passing to the limit as n→∞ and using (3.5), we obtain
Ik,α∗(u∗) ≤ −
1
2
εψ−1α (λ1 + ε)
2
∫
Ω
e21dx < 0.
Therefore u∗ 6= 0. Arguing as in the proof of Proposition 2.1 we can show that u∗ is a positive
classical solution of (Pk,α) with α = α∗. Since such a solution is unique, we conclude that
(3.6) u∗ = uα∗ .
Consequently,
(3.7) −∆(un − u∗) = f̂αn(un)− f̂α∗(u∗) =: gn(x) ∀ n ∈ IN.
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From (f0), the continuity of f and inequalities 0 ≤ un ≤ sαn , 0 ≤ u∗ ≤ sα∗ , there exists a constant
C > 0, such that
(3.8) |gn|∞ ≤ C2 ∀ n ∈ IN.
It follows from (3.7), (3.8) and Theorem 0.5 of Ambrosetti-Prodi [5] that there exists β ∈ (0, 1)
such that
‖un − u∗‖C1,β(Ω) ≤ C ′ ∀ n ∈ IN,
for some C ′ > 0. By the compactness of embedding from C1,β(Ω) into C1(Ω) and (3.5), up to a
subsequence, we have
(3.9) un → u∗ in C1(Ω).
Convergence in (3.9) and inequality
||un|p − |u∗|p| ≤ |un − u∗|p ≤ |Ω|1/p|un − u∗|∞
lead us to
Pk(αn)→ Pk(α∗).
This proves the continuity of Pk. 
3.3. Existence of fixed points of Pk.
Proposition 3.2. If conditions (f0)-(f5) hold, then the map Pk defined by (3.1) has at least two
fixed points tk−1 < α1,k < α2,k < tk.
Proof. We start with two claims describing the behaviour of Pk.
Claim 1: lim
α→t+
k−1
Pk(α) > tk−1 and lim
α→t−
k
Pk(α) > tk.
From Lemma 2.3, we have
Pk(α) ≥ (ψ−1α (λ1))p
∫
Ω
ep1dx ∀ α ∈ (tk−1, tk).
Hence, by condition (f4) and Lemma 2.4, we get
lim inf
α→t+
k−1
Pk(α) ≥
(
inf
α∈(tk−1,tk)
sα
)p ∫
Ω
ep1dx > tK > tk−1,
lim inf
α→t−
k
Pk(α) ≥
(
inf
α∈(tk−1,tk)
sα
)p ∫
Ω
ep1dx > tK > tk.
Claim 2: There exists α0 ∈ (tk−1, tk) such that Pk(α0) < α0.
For each α ∈ (tk−1, tk), let wα be the unique solution (which is positive) of the problem{
−∆u = up−1α in Ω,
u = 0 on ∂Ω,
where uα is the unique positive solution of (Pk,α). Hence, multiplying by uα and integrating by
parts, we have ∫
Ω
∇wα∇uαdx =
∫
Ω
upαdx = Pk(α).
On the other hand, by the definition of uα, we get
(3.10) Pk(α) =
∫
Ω
f̂α(uα)wαdx
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thus,
(3.11) Pk(α) ≤
(
max
s∈[0,sα]
f̂α(s)
)
C1‖wα‖,
(where C1 > 0 is the best constant of the Sobolev embedding from H
1
0 (Ω) into L
1(Ω)).
From the definition of wα, the fact that 0 < uα ≤ sα and Hölder’s inequality, we obtain
(3.12) ‖wα‖ ≤ 1√
λ1
(∫
Ω
u2(p−1)α dx
)1/2
≤ 1√
λ1
sp−1α |Ω|1/2.
Applying (3.12) in (3.11), we obtain
Pk(α) ≤
(
max
s∈[0,sα]
f̂α(s)
)
C1√
λ1
sp−1α |Ω|1/2 ∀ α ∈ (tk−1, tk).
Using condition (f5) we get the conclusion of Claim 2.
From the continuity of Pk (see Proposition 3.1), Claims 1 and 2 and the intermediate value
theorem for continuous real functions, we conclude that Pk has at least two fixed points α1,k and
α2,k in the interval (tk−1, tk). The conclusions of Claims 1 and 2 are illustrated in Figure 1.
✲
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Figure 1. Properties of Pk in (tk−1, tk) due to Claims 1 and 2.

3.4. Conclusion of the proof of Theorem 1.1. From Propositions 2.1 and 3.2 it follows that
problem (PI) has two classical positive solutions uk,1 and uk,2 such that
tk−1 <
∫
Ω
upk,1dx <
∫
Ω
upk,2dx < tk,
for any fixed k ∈ {1, . . . ,K}. This finishes the proof. 
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4. Examples of nonlinearities f
Let us provide some examples of function f satisfying hypotheses of Theorem 1.1
(a) Let us take an integer K ≥ 1, U ≥ (K/ ∫Ω ep1dx)1/p and let S : [0,K] → (U,+∞) be a C1-
function. We put
S := max
t∈[0,K]
S(t), S := min
t∈[0,K]
S(t) > U,
and
M := λ
1/2
1 /(2C1|Ω|1/2).
Let L : IR→ [0,∞) be a continuous function such that L(w) = 0 for w ≤ 0, L is increasing and C1
on (0,∞), lim
w→∞
L(w) = +∞, L(S) > λ1, and max
s∈[0,S]
s · L(S − s) < M/Sp−1.
Now, defining
(4.1) f(s, t) := s · L
(
S(t)− s
| sinπt|
)
,
we will show that f satisfies hypothesis (f0)-(f5), with ti = i for i ∈ {0, 1, . . . ,K} and sα = S(α).
Indeed, f : IR × A → IR, where A = (0,∞) \ {1, . . . ,K}, f(·, α) ∈ C1(IR) for all α ∈ A,
f(sα, α) = 0, f(s, α) > 0 for s ∈ (0, sα). Thus hypothesis (f0) holds. By the assumptions on L, it
is also obvious that (f1) is valid.
Next, we have
f(s, α)
s
= L
(
sα − s
| sinπα|
)
and so we see that the map (0, sα) ∋ s 7→ f(s, α)/s is decreasing (as L is increasing), hence (f2)
holds.
For any k ∈ {1, . . . ,K} and α ∈ (tk−1, tk), we have
γα = lim
s→0+
f(s, α)
s
= lim
s→0+
L
(
sα − s
| sinπα|
)
= L
(
sα
| sinπα|
)
≥ L(sα) ≥ L(S) > λ1,
thus hypothesis (f3) holds.
Hypothesis (f4) is satisfied, by the assumptions on the map S (see the definition of U).
Finally, for a fixed k ∈ {1, . . . ,K}, we have
inf
α∈(tk−1,tk)
max
s∈[0,sα]
f(s, α)sp−1α
α
= inf
α∈(k−1,k)
max
s∈[0,sα]
ssp−1α
α
L
(
S(α) − s
| sin πα|
)
≤ max
s∈[0,S]
sS
p−1
k − 12
L
(
S(k − 12)− s
| sinπ/2|
)
≤ 2Sp−1 max
s∈[0,S]
sL(S − s)
< 2S
p−1
M/S
p−1
= 2M =
λ
1/2
1
C1|Ω|1/2
thus hypothesis (f5) holds.
(b) Let us now provide some particular examples of functions S and L satisfying the above
assumptions. Take K, U , and M as defined in (a) and put
A := U + 1, n >
(λ1 + 1)(A + 1)
p
M
− 1, and β := λ1 + 1
An
.
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Next choose B > A such that
B < min
{
A n
√
(n+ 1)M
(λ1 + 1)(A + 1)p
, A+ 1
}
.
Now we define function S : [0,K]→ (0,+∞), by
S(t) :=
B −A
K
t+A ∀t ∈ [0,K],
and function L : IR→ [0,∞), by
L(w) :=
{
βwn for w ≥ 0,
0 for w < 0.
It is easy to check, that S = A > U and S = B. Moreover the function L is continuous, increasing
and C1 on (0,∞), lim
w→∞
L(w) = +∞,
L(S) = L(A) = βAn =
λ1 + 1
An
An = λ1 + 1 > λ1,
and finally the maximum of the function [0, S] ∋ s 7−→ s · L(S − s) = βs(B − s)n is attained at
smax =
B
1+n and so
max
s∈[0,S]
s · L(S − s) = β B
1 + n
(
nB
1 + n
)n
=
λ1 + 1
1 + n
(
B
A
)n
B
(
n
1 + n
)n
<
λ1 + 1
1 + n
(n+ 1)M
(λ1 + 1)(A + 1)p
(A+ 1)
= M/(A+ 1)p−1 < M/Bp−1 = M/S
p−1
,
by the definition of B. Thus both functions S and L fit into the framework of example (a), and
so the function f defined by (4.1) satisfies hypotheses (f0)-(f5).
(c) For another choice of functions S and L satisfying the assumptions of (a), take again K, U ,
and M as in (a) and put A := U + 1. Next fix two numbers B and D such that
A < B < D < min
{
A+
MA
(λ1 + 1)(A + 1)p
, A+ 1
}
and define
C :=
(λ1 + 1)(D −A)
A
.
Let S : [0,K]→ [A,B] be any C1-function. Then S ≥ A and S ≤ B.
On the interval [0, B] we defined an increasing C1-function
L(w) = −C w
w −D
and extend it outside [0, B] in such a way that it is still C1 and increasing. First, we have
L(S) ≥ L(A) = −(λ1 + 1)(D −A)
A
· A
A−D = λ1 + 1 > λ1.
Next
max
s∈[0,S]
s · L(S − s) ≤ max
s∈[0,B]
s · L(B − s) = max
s∈[0,B]
−Cs B − s
B − s−D = maxs∈[0,B]
Cs(B − s)
s+ (D −B) .
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The last maximum is attained at smax =
√
D(D −B)− (D −B) ∈ (0, B), with the value
max
s∈[0,B]
Cs(B − s)
s+ (D −B) =
C(
√
D(D −B)− (D −B))(D −√D(D −B))√
D(D −B)
=
(λ1 + 1)(D −A)
A
(
1−
√
D −B
D
)
(D −
√
D(D −B))
≤ (λ1 + 1)
A
(D −A)D
<
(λ1 + 1)
A
MA
(λ1 + 1)(A+ 1)p
(A+ 1)
=
M
(A+ 1)p−1
≤ M
Bp−1
≤ M
S
p−1 .
Thus both functions S and L fit into the framework of example (a).
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