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Let T be an operator of class C0 and M be an invariant subspace for T. We find
a relationship that must hold for the Jordan models of T, T | M and T* | M=. This
relationship reduces to a theorem of Green when T is algebraic, and it involves a
continuous extension of LittlewoodRichardson sequences.  1998 Academic Press
INTRODUCTION
Let p be a prime number, G a finite commutative p-group, G$/G a
subgroup and G"=GG$. It is well known that G is uniquely determined up
to isomorphism by a decreasing sequence #=(#0 , #1 , ...) of integers such
that #k=0 for sufficiently large k, and G is isomorphic to (Zp#0Z)
(Zp#1Z) ... . In an analogous manner, there are sequences :=(:0 , :1 , ...)
associated with G$ and ;=(;0 , ;1 , ...) associated with G". A result of
Green ([5], cf. also [6]) displays a remarkable connection among :, ;,
and # via LittlewoodRichardson sequences. This connection is as follows.
There exist decreasing sequences of integers _(0), _(1), ..., _(k) with the
following properties:
(1) _ (i)n =0 for sufficiently large n;
(2) _(0)=:;
(3) _(k)=#;
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(4) 0_ (i)n &_
(i&1)
n 1 for i=1, 2, ..., k and n=0, 1, ...;
(5) For every p0 and i=1, 2, ..., k&1 we have n= p (_
(i)
n &
_(i&1)n )

n= p (_
(i+1)
n &_
(i)
n ); and
(6) For i=1, 2, ..., k, n=0 (_
(i)
n &_
(i&1)
n ) is equal to the number of
indices j such that ;ji.
A sequence _(0), _(1), ..., _(k) satisfying conditions (4) and (5) is called a
LittlewoodRichardson sequence. (Naturally, Green proved his result in the
more general context of modules over a principal ideal domain.)
Our purpose in this paper is to prove an analogue of Green’s result for
the Jordan models of certain Hilbert space operators of class C0 . If T is an
operator of class C0 and M is an invariant subspace for T, then T | M and
PM= T | M= can be viewed as a submodule and quotient module of T,
respectively. Our analogue gives a connection between the Jordan models
of these operators. In order to formulate our result we require a continuous
version of the LittlewoodRichardson sequences. This is presented in
Section 2 of the paper. Section 1 contains preliminaries about operators of
class C0 , and the main result is in Section 3.
1. PRELIMINARIES
Most of the results in this section are well-known and can be found
in [1] or [7]. We also need some variations of known results, and these
are proved here. Denote by H the Banach algebra of bounded analytic
functions defined in the complex unit disk D. We shall also denote by C the
space of complex numbers, T the boundary of the complex unit disk, and
N the nonnegative integers.
Let H be a Hilbert space, and let L(H) denote the algebra of bounded
linear operators on H. An operator T # L(H) is of class C0 if there exists
a homomorphism 8: H  L(H) with the following properties:
(i) &8(u)&&u& for u # H;
(ii) 8(/)=T where /(z)=z, z # D;
(iii) for every h # H the map u [ 8(u) h is continuous if H is given
its weak* topology and H its weak topology; and
(iv) 8 has nontrivial kernel.
The usual notation for 8(u) is 8(u)=u(T ); this is the Sz.-NagyFoias
functional calculus associated with T. The kernel of 8 has the form %H for
some inner function % which is uniquely determined up to a constant factor
of absolute value one. This function is called the minimal function of T and
is denoted mT . For two inner functions % and , we will write % | , if %
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divides ,. Recall that % | , if ,=, for some inner function . We will
write %#, if % | , and , | %, and we will denote by % 7 , the greatest com-
mon inner divisor of % and ,.
We now define Jordan blocks which are in some sense the building
blocks of operators of class C0 . Let H 2 denote the set of functions of the
form f (z)=n=0 anz
n for z # D where & f &2=n=0 |an |
2<. If u # H
and f # H2 then uf # H2 and &uf &&u& & f &. We can hence define the
shift operator S # L(H2) by Sf =/f, f # H 2. If % is an inner function then
%H2 is invariant for S, so H(%)=H 2  %H2 is invariant for S*. We
define the Jordan block S(%) # L(H(%)) by S(%)*=S* | H(%) or, equiv-
alently, S(%)=PH(%)S | H(%), where PM denotes the orthogonal projection
onto the closed space M. The operator S(%) is of class C0 and it has
minimal function %. The following statement contains some of the basic
properties of Jordan blocks.
Proposition 1.1. Let % # H  be an inner function.
(i) The adjoint S(%)* is unitarily equivalent to S(% ) where % is defined
by % (z)=%(z ) for z # D.
(ii) If , is an inner divisor of % then ,H 2  %H2 is invariant for S(%).
More precisely,
,H2  %H2=ran[,(S(%))]=ker [(%,)(S(%))].
(iii) For any inner function u # H , the operator S(%) | [ran u(S(%))]&
is unitarily equivalent to S(%u 7 %).
A more general family of operators of class C0 are the separably acting
Jordan operators. These operators are of the form j=0 S(%j), where
[%j : j0] is a sequence of inner functions satisfying the conditions
%j+1 | %j for j0. Recall that the operators T and T $ are quasisimilar if
there exist quasiaffinities X : H  H$ and Y : H$  H such that XT=T $X
and YT $=TY. (A quasiaffinity is a continuous linear operator with dense
range and zero kernel.) We shall write TtT $ if T and T $ are quasisimilar.
The following result from [3] is an important property of the class C0 .
Theorem 1.2. For every operator T of class C0 acting on a separable
Hilbert space there exists a unique Jordan operator T $ such that TtT $.
The previous result is also true for operators of class C0 on a non-
separable space (cf. [1]), but the corresponding Jordan operators are a
little harder to describe. The Jordan operator T $ given above is called the
Jordan model of T. A useful consequence of Proposition 1.1 is as follows.
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Proposition 1.3. Let T be an operator of class C0 with Jordan model
j=0 S(%j), and let u be an inner function. The Jordan model of
T | [ran(u(T))]& is


j=0
S \
%j
u 7 %j + .
An analogue of the characteristic polynomial of a matrix plays an impor-
tant role in the proof of our main result. In order to introduce this
analogue we discuss in more detail the structure of inner functions.
For a number : # D we will set
b:(z)=
:
|:|
:&z
1&: z
, z # D,
if :{0, and b0(z)=z. Recall that a Blaschke product is a function of the
form
b&(z)= ‘
: # D
b:(z)&(z),
where & : D  N is a function such that : # D &(:)(1&|:| )<. A singular
inner function is a function of the form
s+=exp \&|T
‘+z
‘&z
d+(‘)+ ,
where + is a finite positive measure on T, singular relative to arclength
measure. An arbitrary inner function , # H can be written uniquely as
,=cs+ b& ,
where c # C. As far as divisibility is concerned, , is determined by + and &.
We will write #(,)=(+, &) so that
#(,1,2)=#(,1)+#(,2)
if ,1 and ,2 are inner functions.
Recall from [1] that an operator T of class C0 with Jordan model
j=0 S(%j) is said to have property (P) if the greatest common inner
divisor of the functions [%j : j%] is one. Equivalently, T has property (P)
if j=0 #(%j)=0. If T is an operator with property (P), one defines
#T= :

j=0
#(%j).
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Observe that #T is a pair (+, &), where + is a measure with values in
[0, ], and & : D  N. If mT is singular then it will be convenient to write
simply #T=+.
The following result shows that #T is a good replacement for the charac-
teristic polynomial. The notation TH" is used for the compression of T
to H".
Theorem 1.4. Let T be an operator of class C0 with property (P) on H,
let H$ be an invariant subspace for T, and let H"=H  H$. Then we have
#T=#T | H$+#TH " .
Let T be an operator of class C0 with property (P), and set #T=(+, &).
As in [2, p. 32], we will say T has property (P0) if + is a _-finite measure.
Let us assume that T has Jordan model j=0 S(%j), and #(%j)=(+j , &j),
and let us also fix a finite measure *+0 . We can write d+j= fj d*,
0 fj1. Then it is easy to see (if T has property (P)) that T has property
(P0) if and only if j=0 fj< d*&almost everywhere. Moreover, if
#T=(+, &), then d+= f d* with f =j=0 fj .
Another simple result will be required in the sequel. Let T # L(H) and
T $ # L(H$) be operators of class C0 , and let X : H  H$ be a bounded
linear operator such that XT=T $X. Assume further that K/H is
invariant for T, K$=[XK]&, and u # H . Then it is easy to see that
[u(T $) K$]&=[X[u(T) K]&]&. The case of interest will be that in
which H$/H is invariant for T*, T $=TH$ , and X=PH$ . We record the
result as a lemma for further reference.
Lemma 1.5. Let T # L(H) be an operator of class C0 , let H$ be an
invariant subspace for T*, and K an invariant subspace for T. If T $=TH$ ,
K$=[PH$K]&, and u # H , we have
[u(T $) K$]&=[PH$[u(T ) K]&]&.
We conclude this section with a discussion of maximal vectors. We recall
that a vector x # H is maximal for an operator T # L(H) of class C0 if the
ideal
[u # H  : u(T) x=0]
equals mTH . It is known that the set of maximal vectors for T is a dense
G$ set in H.
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Proposition 1.6. Let T # L(H) be an operator of class C0 with Jordan
model j=0 S(%j), and x # H be a maximal vector for T. Let L=
 [T nx : n0] and H$=H  L. Then the Jordan model of TH$ is
j=1 S(%j).
In the proof of the main result we will need vectors which satisfy
simultaneously several maximality conditions. We recall that a nest in H
is a family of closed subspaces which is totally ordered by inclusion. As
usual, we denote by Lat (T ) the collection of all invariant subspaces of an
operator T # L(H).
Proposition 1.7. Let T # L(H) be an operator of class C0 , and let
N/Lat (T*) be a nest. If H is separable, there exists a vector x # H such
that PK x is maximal for TK for every K # N.
Proof. Since H is separable there exists a countable subset N1 /N
such that for every K # N we have
K=[ [K1 : K1 # N1 , K1 /K]]&. (1.8)
The set [x # H : PK1 x is maximal for TK1 , K1 /N1] is a countable inter-
section of dense G$ sets, and hence it is still a dense G$ . We will show that
any element x of this set satisfies the requirements of the proposition.
Assume indeed that K # N"N1 . If u # H is such that u(TK ) PKx=0 we
deduce immediately that u(TK1) PK1 x=PK1 u(TK ) PKx=0 for K1 # N1 ,
K1 /K. Thus mTK1 divides u for every K1 # N1 , K1 /K. Relation (1.8)
implies that mTK is the least common inner multiple of [mTK1 : K1 # N1 ,
K1 /K], and hence we conclude that mTK | u. This clearly implies that
PK x is maximal for TK . Q.E.D.
2. LITTLEWOODRICHARDSON FUNCTIONS
It is now time to discuss our continuous generalization of the
LittlewoodRichardson sequences. We denote as usual by l1 the space of
summable complex sequences.
Definition 2.1. A LittlewoodRichardson function is a map _ : [0, )
 l1, _(t)=(_0(t), _1(t), ...), with the following properties:
(i) For each t0, _(t) is a real decreasing (necessarily nonnegative)
sequence.
(ii) For each j # N, t # [0, ), and h0, we have 0_j (t+h)&
_j (t)h.
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(iii) For each j # N, we have d_j (t)dt # [0, 1] for almost every
t # [0, ).
(iv) For each p # N, the function t [ j= p _j (t) is concave.
Note that condition (ii) insures that the functions _j are absolutely
continuous on every finite interval, and therefore the derivatives in (iii)
make sense. We summarize in the following result some elementary properties
of LittlewoodRichardson functions.
Proposition 2.2. Assume that _ is a LittlewoodRichardson function.
(i) For every {>0 and s>0, the function t [ (1{) _({t+s) is a
LittlewoodRichardson function:
(ii) For every j>0, the function t [ (_j (t), _j+1(t), ...) is a
LittlewoodRichardson function:
(iii) If \ # l1 is a real decreasing sequence then the function
t [ \+_(t) is a LittlewoodRichardson function:
(iv) j=0 _j$ (s)< ds&a.e.:
(v) For each p0 there exists a real decreasing sequence ;( p) # l1
and a nonnegative integer kp such that
:

j= p
_j$ (t)=
d
dt \ :

j= p
_j (t)+=kp+ :

j=0
/[0, ; j( p)](t)
dt&a.e.:
(vi) For p0, kp+1kpkp+1+1:
(vii) If kp+1=kp then
;( p)0 ;
( p+1)
0 ;
( p)
1  } } } ;
( p)
m ;
( p+1)
m ;
( p)
m+1 } } } ,
while if kp+1=kp+1
;( p)0 ;
( p)
1 ;
( p+1)
0  } } } ;
( p)
m ;
( p)
m+1;
( p+1)
m  } } } :
(viii) Every point t>0 such that _$p(t) does not exist is an element of
;( p) or of ;( p+1).
Proof. Properties (i)(iii) are immediate consequences of Definition 2.1.
In order to verify that (1{) _({t+s) satisfies the conditions of Definition 2.1
one of course must use the chain rule.
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As noted above, the functions _j are absolutely continuous on every
finite interval, and hence
_j (t)=_j (0)+|
t
0
_j$ (s) ds, t>0, j=0, 1, 2, ...
Since j=0 _j (t)<, we deduce that 

j=0 
t
0 _j$ (s) ds is finite for every
t0. The monotone convergence theorem implies that (iv) is true and
:

j= p
_j (t)= :

j= p
_(0)+|
t
0 _ :

j= p
_j$ (s)& ds.
Thus
d
dt \ :

j= p
_j(t)+= :

j= p
_j$ (t)
for almost every t. From Definition 2.1, the sum on the right hand side is
a decreasing function with integral values and hence can be written as
:

j= p
_j$ (t)=kp+ :

j=0
/[0, ; j(p)](t), t{;
( p)
j , t>0,
where ; ( p)0 ;
( p)
1  } } } 0, and kp is a nonnegative integer. Since this func-
tion is integrable on compact intervals, we must have
:

j=0
; ( p)j =|
; j
(0)
0 _ :

j= p
_j$ (t)& dt&kp .
Thus ; ( p)j # l
1 and (v) is verified.
Observe next that
_$p(t)= :

j= p
_j$ (t)& :

j= p+1
_j$ (t)
and condition 2.1(iii) implies that
:

j= p+1
_j$ (t) :

j= p
_j$ (t)1+ :

j= p+1
_j$ (t).
Equivalently,
kp+1+ :

j=0
/[0, ; j( p+1)](t)kp+ :

j=0
/[0, ; j( p)](t)1+kp+1+ :

j=0
/[0, ; j( p+1)](t)
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for almost all t. These conditions are easily seen to be equivalent to (vi)
and (vii).
Finally, condition (viii) follows from the representation
_$p(t)=kp&kp+1+ :

j=0
[/[0, ;j( p)](t)&/[0, ; j( p+1)](t)]. Q.E.D.
An interesting Corollary is the following.
Corollary 2.3. With the notation of Proposition 2.2, we have
_p(t)=_p(0)+(kp&kp+1) t+ :

j=0
[min(t, ; ( p)j )&min(t, ;
( p+1)
j )]
for p=0, 1, 2, ... and t0.
Proof. The formula giving _p(t) follows from the representation
_$p(t)=kp&kp+1+ :

j=0
[/[0, ;j( p)](t)&/[0, ; j( p+1)](t)].
Integrating both sides from 0 to t yields
_p(t)=_ (0)p +|
t
0
_$p(s) ds
=_ (0)p +(kp&kp+1) t+ :

j=0
[min(t, ; ( p)j )&min(t, ;
( p+1)
j )]. Q.E.D.
There is an easy way to pass from a LittlewoodRichardson sequence to
a LittlewoodRichardson function. The easy proof of the following result is
left to the reader. We denote by [t] the integral part of the real number t.
Lemma 2.4. let (_(0), _(1), ...) be a LittelwoodRichardson sequence,
and set _j (t)=(1+[t]&t) _ ([t])j +(t&[t]) _
([t]+1)
j , j=0, 1..., t0. Then
_(t)=(_0(t), _1(t), ...) is a LittlewoodRichardson function.
Let _ be a LittlewoodRichardson function, t0>0, and define
_~ (t)={ _(t) if tt0_(1) if t>t0 .
Then _~ (t) is also a LittlewoodRichardson function, and all the
LittlewoodRichardson functions used in Section 3 will be constant for
t>1. In terms of Proposition 2.2, the fact that _(t) is eventually constant
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can be translated into k0=0. In this case _(t) is determined by the initial
data _(0) and by the real decreasing sequences ;(0), ; (1), } } } # l1.
The following result can also be proved for LittlewoodRichardson func-
tions which are not eventually constant. The idea is to redefine the
sequence ;( p) so that it starts with kp elements equal to +.
Proposition 2.5. Let _~ and _~~ be LittlewoodRichardson functions such
that
_~ p(t)=_~ p(0)+|
t
0 _ :

j=0
/[0, ; j( p)](s)& :

j=0
/[0, ; j( p+1)](s)& ds
and
_~~ p(t)=_~~ p(0)+|
t
0 _ :

j=0
/[0, ; j( p)](s)& :

j=0
/[0, ; j( p+1)](s)& ds
for p=0, 1, 2, ... and t0. if we set ; ( p)j =;
( p)
j +;
( p)
j then the function
_(t)=(_0(t), _1(t), ...) defined by
_p(t)=_~ p(0)+_~~ p(0)+|
t
0 _ :

j=0
/[0, ;j( p)](s)& :

j=0
/[0, ; j( p+1)](s)& ds
is also a LittlewoodRichardson function.
Proof. Since ; ( p) and ; ( p) are in l1 for each p=0, 1, 2, ... by Proposi-
tion 2.2(v), it follows that ;( p) # l1 and hence _p(t) is finite for all t. Also
by Proposition 2.2(vi) and (vii) we have for each p=0, 1, 2, ...
;( p)0 ;
( p+1)
0 ;
( p)
1  } } } ;
( p)
m ;
( p+1)
m ;
( p)
m+1 } } } ,
from which it follows that _p(t) satisfies (ii) and (iii) of Definition 2.1. An
easy calculation shows that
:

j= p
_j$ (t)=
d
dt \ :

j= p
_j (t)+= :

j=0
/[0, ; j( p)](t) dt&a.e.,
and thus (iv) of Definition 2.1 holds, and _(t) # l1 for t0.
To conclude the proof we must verify that _p(t)_p+1(t) for each p and
t. An easy calculation shows that for each j, p=0, 1, 2, ... we have
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_p(; ( p+1)j )=_~ p(0)+_~ ~ p(0)+ :

i= j+1
[; ( p)i &;
( p+1)
i ]
=_~ p(0)+ :

i= j+1
[; ( p)i &;
( p+1)
i ]+_~~ p(0)+ :

i= j+1
[; ( p)i &;
( p+1)
i ]
=_~ p(; ( p+1)j )+_~~ p(;
p+1
j ).
Analogously _p+1(; ( p+1)j )=_( p+1)(;
( p+1)
j )+_~~ p+1(;
( p+1)
j ), whence
_p(; ( p+1)j )_p+1(;
( p+1)
j )
since _~ p(t)_~ p+1(t) and _~~ p(t)_~~ p+1(t). Now _$p(t)=1 and _$p+1(t)1 on
the open interval (; ( p+1)j+1 , ;
( p)
j+1), from which it follows that _p(t)_p+1(t)
on the closed interval [; ( p+1)j+1 , ;
( p)
j+1]. Also since _p(;
( p+1)
j )_p+1(;
( p+1)
j )
and _p+1(t) is increasing, it follows that _p(t)_p+1(t) on the closed interval
[; ( p+1)j+1 , ;
( p+1)
j ]. Thus _p(t)_p+1(t) for each t in the closed interval
[0, ; ( p+1)0 ]. Since _$p+1(t)=0 on (;
p+1
0 , ), we have that _p(t)_p+1(t)
for all t0. Q.E.D.
As we mentioned earlier, we are interested in describing the relationship
between the Jordan models of T | M, T* | M=, and T for an operator of
class C0 and an invariant subspace M. For this purpose we introduce the
following definition.
Definition 2.6. Let :, ;, # # l1 be real decreasing sequences.
Then (:, ;, #) satisfies the LittlewoodRichardson rule if there exists a
LittlewoodRichardson function _ such that
(1) _(0)=:;
(2) _(t)=# for sufficiently large t; and
(3) j=0 _$p(t)=

j=0 /[0, ;j] for t{;j , j=0, 1, 2, ... .
An easy consequence of Proposition 2.5 is as follows.
Proposition 2.7. Denote by C/l1_l1_l1 the set of all triples
(:, ;, #) which satisfy the LittlewoodRichardson rule. Then C is a convex
cone, and C is closed in the norm topology.
Proof. Let (:, ;, #) # C, and let _ be a LittlewoodRichardson function
satisfying the conditions of Definition 2.6, and let {>0. By Proposition 2.2(i),
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_ (t)={_(t{) is also a LittlewoodRichardson function. Observe that
_ (0)={:, _ (t)={# for large t, and
:

j=0
_ j$ (t)= :

j=0
_j$ (t{)= :

j=0
/[0, ;j](t{)= :

j=0
/[0, {;j](t).
This shows that ({:, {;, {#) # C as well.
Next, let (:~ , ; , #~ ), (:~~ , ; , #~~ ) # C, and let _~ and _~~ be the corresponding
LittlewoodRichardson functions. Then the function _ constructed
in Proposition 2.5 satisfies _(0)=:~ +:~~ , _(t)=#~ +#~~ for large t, and
j=0 _$p(t)=

j=0 /[0, ;j](t) with ;j=; j+;

j . This shows that (:~ +:~~ , ; +; ,
#~ +#~~ ) # C, and hence C is a convex cone.
To show C is closed, assume that (:(n), ;(n), #(n)) # C are such that
:(n)  :, ;(n)  ;, and #(n)  # in norm, with :, ;, # # l1. Clearly :, ;, #
are real and decreasing. Select for each n a LittlewoodRichardson function
_(t, n) satisfying the conditions of Definition 2.6 for (:(n), ;(n), #(n)). We
know that
_p(t, n)=:(n)+|
t
0
:

j=0
[/[0, ;(n)j( p)](s)&/[0, ;(n)j( p+1)](s)] ds,
where ;(n) ( p)j ;(n) for all p, j. Passing if necessary to a subsequence, we
may assume that the limits
;( p)j = lim
n  
;(n) ( p)j
exist for all j and p. Clearly ; ( p)j ;j and limn   _p(t, n)=_p(t), where
_p(t)=:+|
t
0
:

j=0
[/[0, ;j( p)](s)&/[0, ;j( p+1)](s)] ds.
We infer immediately that _ is a LittlewoodRichardson function which
can be used to show (:, ;, #) # C. Q.E.D.
3. MAIN RESULTS
Let T be an operator of class C0 . Green’s original theorem can be easily
applied to T if the minimal function of T is a Blaschke product. General
operators of class C0 can be split into pieces with singular and Blaschke
minimal functions, so we concentrate here on the singular case which is not
covered by Green’s theorem. Assume therefore that T is an operator of
class C0 with singular inner minimal function s+0 . The Jordan model of T
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is then determined by a sequence (s+0 , s+1 , ...) of singular inner functions
such that +0+1 } } } . We set M=(+0 , +1 , ...), and sM=(s+0 , s+1 , ...). We
will also assume that T is an operator of class C0 with property (P0).
Consider now an invariant subspace K of T. The Jordan models of T | K
and TK= are of the form sN and sP , where N=(&0 , &1 , ...) and P=
(\0 , \1 , ...).
Fix a singular measure * on T such that +j , &j and \j are less than *.
(A possible choice would be *=+0 .) For each j0 we write d+j= fj d*,
d&j= gj d*, and d\j=hj d* with 0 fj , gj , hj1. We may of course assume
that 1 f0 f1..., 1 g0 g1..., and 1h0h1... everywhere. The
assumption that T has property (P0) also allows us to assume that
j=0 fj (‘), 

j=0 gj (‘), 

j=0 hj (‘)< everywhere on T.
The following result is our analogue of Green’s Theorem.
Theorem 3.1. With the notation above, there exist functions _j : R+ _
T  R+ , j=0, 1, ..., with the following properties.
(1) For d*-almost every ‘ # T, the map t [ (_j (t, ‘))j=0 is a
LittlewoodRichardson function.
(2) _j (0, ‘)=hj (‘) for almost every ‘ # T.
(3) _j (1, ‘)= fj (‘) for almost every ‘ # T.
(4) For d*-almost every ‘ # T, we have

t
:

j=0
_j (t, ‘)= :

j=0
/[0, gj (‘)](t), t>0,
exept if t= gi (‘) for some i.
(5) For every j0 and every t # [0, ), ‘ [ _j (t, ‘) is a Borel
function.
Proof. Let us set
Kt=(st*(T) K)
&, t # [0, +),
where
st*(z)=exp \&t |T
‘+z
‘&z
d*(‘)+ .
Clearly Kt is invariant for T, K0=K, and Kt=[0] for t1. The subspace
Ht=H  Kt is thus invariant for T*. The Jordan model of THt is
determined by a certain sequence of singular inner functions (s*0(t) , s*1(t) , ...)
where *j (t)*.
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We would like to select a Borel representative for the RadonNikody m
derivative d*j (t)d*. In order to do this observe that
*j (t)*j (t$), and *j+1(t)*j (t), j=0, 1, 2, ...
if tt$, and by the results of [4] we have
*j (t$)=sup
t<t$
*j (t), j=0, 1, 2, ... .
Pick then for each rational t0 a Borel function _j (t, ‘) such that d*j (t)=
_j (t, } ) d*(t). By modifying this countable family of functions on a set of
measure zero, we may assume that
_j (t, ‘)_(t$, ‘) fj (‘), _j+1(t, ‘)_j (t, ‘), (3.2)
for every ‘ # T and tt$, j=0, 1, 2, ... . For other values of t we may set
_j (t, ‘)=sup
s<t
_j (s, ‘), j=0, 1, 2, .... (3.3)
Since _j (t, ‘) fj (‘) we also have
:

j=0
_j (t, ‘)<
for all t0 and ‘ # T.
We will show that the function _j satisfy conditions (1)(5) of the
theorem. Condition (5) is obviously verified. Conditions (2) and (3) of the
statement are also verified immediately because H0=H  K and H1=H.
In order to verify condition (4) we observe that the Jordan model of T | Kt
is given by the inner functions (s&j s&j 7 (s
t
*))

j=0 (cf. Proposition 1.3). Thus
#T | Kt=

j=0 [&j&&j 7 (t*)]. From this and from Theorem 1.4 we deduce
that
#THt=#T&#T | Kt=#T& :

j=0
[&j&&j 7 (t*)].
Observe now that &j&&j 7 (t*), has density max(gj (‘)&t, 0) relative to *.
Thus the formula above can be rewritten as
:

j=0
_j (t, ‘)= :

j=0
fj (‘)& :

j&0
max(gj (‘)&t, 0), (3.4)
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and condition (4) follows from the fact that t max(gj (‘)&t, 0)=
&/[0, gj (‘)] for t>0, t{ gj (‘).
Next let us note that for t, h0 we have
Ht+h=(Ht+h  Ht)Ht=(Kt  Kt+h)Ht
with Kt  Kt+h # Lat(THt+h). It follows that the minimal function s*0(t+h)
of THt+h divides s*0(t) } mTKt  Kt+h . Moreover s
h
*(T) Kt /Kt+h , and this
shows that sh*(TKt  Kt+h)=0. We conclude that s*0(t+h) | s*0(t) } s
h
* . In terms
of RadonNikody m derivatives this can be written as
0_0(t+h, ‘)&_0(t, ‘)h. (3.5)
In order to conclude the proof it suffices to show that t [ _j (t, ‘) is
indeed a LittlewoodRichardson function for ‘ # T. Relations (3.2) and
(3.3) show that condition (i) of Definition 2.1 is satisfied for all t. Relations
(3.4) and (3.5) show that condition (ii) and (iv) in Definition 2.1 are
satisfied for j=0 and p=0. We will now set up an inductive process for
showing that (ii) and (iv) are verified for all j and p. Let us fix a vector
x # H with the property that PHt x is maximal relative to THt for each
t0. Such vectors exist by Proposition 1.7. Denote by L the cyclic space
for T generated by x, and set H$=H  L, T $=TH$ , K$=[PH$K]&,
K$t=[PH$Kt]&, t0. As observed in the introduction (see Lemma 1.5
and the comments associated with it), we have
K$t=[st*(T $) K$]
&.
Let us remark now that the spaces H$t=H$  K$t can be rewritten as
follows:
H$t=H$ & K=t =H$ & Ht=Ht & L
==Ht  [PHt L]
&.
Since [PHt L]
& is just the cyclic space for THt generated by PHtx , we
deduce (cf. Proposition 1.6) that the Jordan model of TH$t is S(s*1(t))
S(s*2(t)) ... . It follows that all the considerations made above in connection
with the sequence (*0(t), *1(t), ...) can be applied to the sequence
(*1(t), *2(t), ...). Since this procedure can clearly be iterated, the same
considerations can be applied to the sequence (*i (t), *i+1(t), ...), and this
yields conditions (ii) and (iv) of Definition 2.1. Observe however that rela-
tion (3.4) applied to (*i (t), *i+1(t), ...) implies that t j=i _j (t, ‘) only
takes integer values where defined. We conclude that

t
_i (t, ‘)=

t
:

j=i
_j (t, ‘)&

t
:

j=i+1
_j (t, ‘)
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is also integer valued, and in view of (3.4) this implies that (t) _j (t, ‘)
# [0, 1]. Thus condition (iii) in Definition (2.1) is verified as well. This
concludes the proof. Q.E.D.
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