We suggest a new measure of total ex-ante volatility ( ) in stock returns, which includes traditional non-market (or idiosyncratic) risk and the unexpected component of market return. We find that the portfolio-level measure exhibits strong predictive power for the cross-section of average returns during the post-1963 period. We demonstrate that (1) the persistence of gives rise to economically significant spread in returns between value and growth stocks, and (2) the cross-sectional dispersion in stock returns is positively related to the estimated value of . The benefit of the measure is that it is countercyclical and contains relevant information about the time-variation in value premium.
Introduction
The idea that portfolios of stocks with high fundamental-to-price ratios outperform portfolios of stocks with correspondingly low fundamental-to-price ratios can be dated back to the work of Graham and Dodd (1934) . Since then numerous studies have demonstrated that the spread in returns between value stocks (characterized by high book-to-market, high earnings-to-price, high cash-flow-to-price, and low past sales growth) and growth stocks (characterized by low book-tomarket, low earnings-to-price, low cash-flow-to-price, and high past sales growth) is significant in the U.S. and non-U.S. stock markets (see e.g., Chan and Lakonishok (2004) , French (2008, 2012) , Asness, Moskowitz, and Pedersen (2013) and references cited therein). It is also widely recognized that the value premium, the average return of value stocks minus the average return of growth stocks, is countercyclical and thus tends to be higher (lower) in weaker (stronger) economic times 2 .
In this paper, we ask whether a new measure of ex-ante volatility ( ) in stock returns contains relevant information about the cross-sectional variation in the value premium. Following Braun, Nelson, and Sunier (1995) , we use a bivariate exponential GARCH (EGARCH) model that includes the unexpected component of the market return in each asset's covariance structure and estimate . Compared to the existing literature, our measure contains traditional nonmarket (or idiosyncratic) risk as well as the unexpected component of market return. In contrast to ex-post volatility ( ), which is measured by sum of the squared and one lagged crosscovariance of daily realized returns, we estimate conditional volatility model based on the data up through month − 1 and obtain for each month . Even though the use of residual volatility estimated from the market model or the Fama-French (1993) 3-factor model is quite well known (see e.g., Ali, Hwang, and Trombley (2003) , Spiegel and Wang (2005) , and Bali and Cakici (2008) ), typically the result is a measure of estimated volatility that is independent of the market volatility. We avoid using the multifactor model to generate residual variance, and our parsimonious specification allows an estimate of the time-varying measure of that is out-ofsample and not independent of shocks to the market. Our specification also renders a channel through which volatilities of different assets can move together and incorporates the asymmetric response of market volatility change.
Our empirical findings suggest that there is a positive average compensation for the estimated conditional volatility risk. Specifically, we find that there is an economically significant positive relation between our estimated measure and the expected returns of portfolios of stocks characterized by size ( ) and book-to-market ( / ) ratio. We demonstrate that our measure is a more important determinant of average stock returns than has previously been shown. The benefit of the new measure is that it is countercyclical and contains relevant information about the time-variation in value premium. We show that, at the portfolio level, the cross-sectional dispersion in average stock returns is positively related to the estimated value of and therefore can serve as a state variable. The monthly average risk premia across the value-growth dimension range from 0.21% to 0.07% during the post-1963 period. Our crosssectional result is robust across various sub-periods, and is significant after controlling for various firm characteristics, common risk factors, and macroeconomic risk. Our empirical evidence adds to the understanding of the driving forces behind the value premium.
Despite the consensus on the subsistence of superior returns of value stocks, there are many different explanations for the existence of value premium. The first story based on the behavioral arguments (e.g., De Bondt and Thaler (1987), and Lakonishok, Shleifer, and Vishny (1994) etc.) suggests cognitive biases and investors' over-reaction as the main source of the value premium.
The second story, which is based on the risk-based explanations (e.g., Chan and Chen (1991) , Fama and French (1996 , 2006 , and Chen and Zhang (1998) ), argue that the value premium results from rational variations of expected returns 3 . Ali, Hwang, and Trombley (2003) conclude that the / effect is greater for stocks with higher idiosyncratic return volatility, 3 In other related works, Ferguson and Shockley (2003) suggest that the observed size and value effects occur because estimation errors in proxy betas are correlated with relative distress. Recently, Campbell et al. (2010) argue that the systematic risks of value and growth stocks are determined by the properties of their cash-flows. Cooper and Gubellini (2011) show that common anomalies such as the value effect are not due to risk, but Guo et al. (2009) argue that the value premium is a proxy for timevarying investment opportunities. and the view is consistent with the market-mispricing explanation for the value anomaly 4 . Some recent researchers such as Liew and Vassalou (2000) , Vassalou (2003) , Hahn and Lee (2006) and Petkova (2006) have related value premium with macroeconomic factors such as future GDP growth. Chen, Petkova, and Zhang (2008) argue that the expected value premium is weakly responsive to shocks to aggregate economic conditions.
In view of the existing evidence on the mispricing patterns and interpretations, we intend to seek an alternative explanation for the value-growth return anomaly through ex-ante risk factors.
More specifically, we investigate whether the of each asset can complement the role of common risk factors as a parsimonious risk measure, and in the process disentangle a part of the mispricing patterns. Unlike the previous studies, which almost always use ex-post market ( ) returns in the cross-section, in our asset pricing tests we incorporate a proxy for the ex-ante market ( ) risk, which is not independent of aggregate economic conditions, and this proxy enables us to exploit a novel method using publicly available data. We regress the realized market return at time on four macroeconomic variables from period − 1 and use the fitted value to calculate the risk -a measure of the estimated expected market risk premium. The use of market segmentation procedures as advocated by Pettengill, Sundaram, and Mathur (1995) provides additional support for the existence of a significant relationship between average returns and betas. We find that the value premium is higher during weaker economic times, which coincides with states of the world with highand high expected market risk premium. Our empirical evidence is consistent with the explanation that countercyclicality of value premium is more pronounced in more volatile times. Risky assets with higher have higher expected returns. Even though we are not the first to study the value-growth anomaly using aggregate risk factors, our alternative methodology to explain the cross-sectional variation in expected stock returns, which is associated with the and the expected market risk premium, adds to the literature.
Our paper is closely related to a number of existing works, which show the time-series and crosssectional relationship between idiosyncratic volatility ( ), a well-known ex-ante measure of volatility, and returns. Despite the notoriety of the concept, there is a lack of consistency in the 4 The third story relates the value premium to sample selection bias and data snooping bias. Works by Chan et al. (1995) , Davis (1994) , and French (1996, 2008) Recently, Miffre, Brooks, and Li (2013, p.78) find that "investors demand an additional return for bearing the of poorly-diversified portfolios." Chen and Petkova (2012) suggest that average stock variance is a factor missing from the s calculated from the Fama-French 3-factor model. They show that the innovations in average stock variance represent a priced risk factor in the cross-section of stock returns.
It has been known for a long time that volatilities of individual assets can move together (Black (1976) ), and respond asymmetrically with positive and negative changes in market risk (Braun, Nelson, and Sunier (1995) ). Our analysis combines such insights from both the volatility and the asset-pricing literature. Compared to the existing studies, we estimate the volatility of individual assets using their historical returns and the unexpected component of the market return. To the best of our knowledge, there is no measure of in the literature that incorporates both of these issues.
5 At the aggregate level, there are a number of interesting works. For example, Goyal and Santa-Clara (2003) , Bali et al. (2005) , and Guo and Savickas (2010) study the relation between the average and stock market return. Adrian and Rosenberg (2008) show that shocks to systematic volatility are important determinants of equity returns, and the price of risk is negative for both short-and long-run volatility components. 6 In terms of methodological issues, AHXZ's results have been challenged in many papers. Fu (2009) argues that a typical stock's process is not a random walk and a better measure is needed to capture the time-varying property of . Fu (2009) and Huang et al. (2010) point out that return reversals from stocks with high idiosyncratic risk in the last month lead to AHXZ's results. 7 In related work, Baker and Wurgler (2006) argue that when investors' sentiment at the end of the previous year is low (high), high volatility stock will earn high (low) returns in the current year. Li et al.(2009) find that the time-series of value premia is strongly and positively correlated with its volatility. Grullon et al. (2012) provide evidence that the positive relation between firm-level stocks returns and firm-level return volatility is due to firms' real options.
The rest of this article is organized as follows. In section 2 we describe the data and provide an overview of different measures of volatility used in the paper. Section 3 is the main section of the article and provides an evaluation of factor prices of risk in the presence of the measure. It includes our main cross-sectional regression results using benchmark portfolios, an evaluation of several robustness tests, and an investigation of the price of risk in up and down markets.
Section 4 contains some interpretations and section 5 concludes.
Sample and empirical methodology
In this section we describe the sample and provide a brief overview of our ex-post and ex-ante measures.
Data
We combine and analyze various sets of data in this paper. For the testing assets, we use two sets of value-weighted daily and monthly portfolio returns obtained from Ken French: 6 portfolios formed on size-and book-to-market-ratios, and 25 portfolios formed on size-and book-tomarket-ratios. Our sample starts in July 1963 because the daily data for the 6 size-and book-tomarket-sorted portfolios were unavailable prior to then 8 . For the ex-post market proxy ( ), we utilize the return of CRSP's value-weighted index on all NYSE, AMEX, and NASDAQ stocks.
We also employ four macroeconomic variables in the asset pricing tests and in the evaluation of the expected market risk premium. The variables are -the aggregate dividend yield ( ), default spread (between Moody's Baa and Aaa corporate bonds or ), term spread (between the ten-year and the one-year Treasury bond or ), and short-term interest rate (one-month Treasury bill rate or ). We obtain the bond yields from the Federal Reserve Bank of St. Louis.
Ex-post and ex-ante measures
Following French, Schwert, and Stambaugh (1987) we calculate the measure by
( 1) where is the number of trading days in month and , is the return on the th day of month .
Since the excess market return and the benchmark volatility measures are based on the realized rate of return, we call them ex-post measures. We calculate the ex-ante measure of market risk from the fitted value of the following regression
where the set of dependent and explanatory variables are as defined in subsection 2.1. It is well known that the resulting estimate of the expected market risk premium from (2), which we refer as throughput the paper, is higher in bad times and lower in good times, and its presence help us to evaluate the countercyclical price of risk (see e.g., Petkova and Zhang (2005)).
We use the bivariate EGARCH method to estimate conditional variance of each of the 25 sizeand book-to-market-sorted portfolios, and use them in the cross-sectional regressions. In order to estimate the ex-ante conditional variances, we use the following specifications
The interpretation of the coefficients and the intuition of the functional forms of (3) and (4) are similar to Braun, Nelson, and Sunier (1995) . The presence of , and , allows the asset 's conditional variance to respond asymmetrically to positive and negative market returns. If the estimated slope coefficients , and , are non-zero, the set-up allows contemporaneous correlation between changes in � , 2 � and � , 2 �. For the empirical implementation, , is the standardized demeaned return for the market portfolio and is calculated as , = ̅ , / , , where ̅ , is the demeaned return of the market portfolio. Also, , is the standardized residual for the th asset and is calculated as , = � ̅ , − , ̅ , �/ , , where ̅ , is the demeaned return of the th asset 9 .
In the traditional approach of GARCH modeling, researchers consider the square residual, which reflects the diversifiable, or unsystematic risk of asset . In contrast, through (3) and (4), we allow a linkage between the portfolio-level volatility and the unexpected component of the aggregate market return, as an unexpected change in market return is likely to affect contemporaneous and future portfolio-level stock returns. In all of our empirical tests, we implement specifications (3) - (4) independently for each asset and use the resulting one-monthahead expected from an estimated model 10 . Following Fu (2009), we estimate all models using an expanding window of data with a requirement of 3 years (i.e., 36 months) of minimum observations. This helps us to avoid a look-ahead bias problem that emerges as a result of using full period data (French, Schwert, and Stambaugh (1987) ) 11 .
It is important to recognize that there exists a multitude of GARCH models and our choice of the bivariate EGARCH based specification is not arbitrary. The goal is to select a model that welldescribes the time-series property of our testing assets. In the literature, there are a number of studies that support the relevance of the EGARCH specification in modeling conditional volatilities 12 . The main difference between our work and the existing literature is that we use a bivariate version of EGARCH that includes the unexpected component of the market return in 9 Note that in (3) and (4), we use a parsimonious approximation of the conditional distribution of the residual term in order to implement time-varying property of total volatility. Equations (3) and (4) resemble the familiar EGARCH model introduced by Nelson (1991) , with the exception that in (4) we utilize the standardized unexpected returns on the market portfolio in our conditional variance generating process of asset . 10 We use various maximum log-likelihood and information criterion to select the specification of conditional volatilities. Consistent with existing literature, we find that conditionally log-normal models of volatility perform better than square root or affine volatility specifications. The addition of lags does not drive our final results. We also implemented a slight different version of the EGARCH model by assuming that � ,
Our main findings are unaffected by any such specification. 11 We also estimate bivariate EGARCH model parameters using the full period data and compute expected volatility. The results are qualitatively similar to the ones presented in this paper. 12 For example, Pagan and Schwert (1990) show that EGARCH is the best in overall performance for monthly U.S stock returns. Engle and Mustafa (1992) find that EGARCH is one of the best models to perform modeling conditional variance based on the observed prices for stock options. Engle and Ng (1993) find that EGARCH does a good job in capturing the asymmetry of conditional volatilities. Recently, Adrian and Rosenberg (2008) explore the cross-sectional pricing of volatility risk using a two component EAGRCH model. In order to capture the time-varying property of idiosyncratic risk, Fu (2009) employ EGARCH models to estimate the expected s. each asset's covariance structure. Also, we don't use a multifactor model to generate predicted residuals. In the next section we describe the main findings of the paper.
Empirical findings using the benchmark portfolios
Can we substantiate the role of measure at the portfolio level? How can we rationalize the result of positive or negative correlation between risk and the value premium? In this section we address such important issues and evaluate the role of measure using the widely known Fama-French (1993) testing assets consisting of 25 size-and book-to-market-sorted portfolios.
Cross-sectional regressions and the incremental explanatory power of ex-ante volatility
We employ two-stage Fama and MacBeth (1973) methodology in our cross-sectional asset pricing tests using 25 size-and book-to-market-sorted portfolios. Following the standard convention, for each portfolio , we first obtain the factor loadings from the time-series regressions. The portfolio returns are then regressed each month ( = 1, … ), cross-sectionally, on the combined set of factor sensitivities and predetermined attributes of the portfolios by the following specification
where , is the realized excess return of portfolio , ̂, is the estimated slope coefficient of (or ) and used as the first independent variable in (5). The set of − 1 explanatory variables , , incorporates the additional independent variables of cross-sectional expected returns. It includes the loadings of size and value factors ( and ), the estimated , the estimated , the momentum factor ( ), and four macroeconomic state variables ( , , , and ). The explanatory variables also include the size and value characteristics (i.e., ( ) and ( / )) that we only append in the cross-section. To test the hypothesis that the expected coefficient is zero, we form t-statistics defined as the time-series average of the monthly cross-sectional regression (CSR) coefficients divided by the standard error of the mean. All the standard errors for the terms are adjusted for heteroskedasticity and autocorrelation.
We report our first set of Fama-MacBeth (1973) CSR results in To better understand the cross-sectional nature of the factor loadings and the prices of risk, we take a closer look at the factor premia of each portfolio. The results are reported in Table 2 . We find that, consistent with the existing literature, compared to the growth stocks, the value stocks 13 It is important to note that, somewhat deviating from the conventional asymmetric GARCH type models, the bivariate EGARCH model in this paper allows for asymmetric effects of the standardized unexpected returns for the market portfolio on asset's conditional volatility (i.e., the last two terms on the right-hand side of equation (6)). Existing work such as Fu (2009) has shown that the conditional volatility estimated from the EGARCH model without invoking market returns predicts higher expected returns in the cross-section. In unreported results, we find that the positive cross-sectional relation between and expected stock returns doesn't exists in our sample if the standardized unexpected component of the market portfolio is excluded in the EGARCH model, and it suggests that the return predictability of is contributed by these two additional terms in equation. So the positive pricing effect of as a state variable that indeed underlies the value premium may not have been oversold. have higher average returns and slightly lower market betas 14 . The average market risk premium for all portfolio is 0.42%, and the average risk premium for the component is 0.17%. Even after controlling for market return, the value stocks have higher exposure to risk than the growth stocks. Compared to the market risk premia, there is a larger spread in the risk premia between the value and the growth stocks (0.21% -0.07% = 0.14%). Similarly, the small size stocks have a bigger spread in the risk premia over the big size stocks (0.29% -0.00% = 0.29%). Since the monthly average returns of a long value and short growth zero-investment portfolio is 0.14%, a two-factor model with and predicts average returns of value stocks that are higher than the benchmark market model.
Robustness tests
In order to understand whether our previous CSR results are simply an artifact unique to the sample period and model specifications, we next perform a comprehensive set of robustness tests. We examine whether the positive relationship between average stocks returns and the remains valid for different sub-sample periods, and are sensitive to the inclusion of additional risk factors, firm-level characteristics and regression estimation methods.
We first perform the sub-period analysis and re-estimate all the models of Table 1 for four different sample periods. The results (reported in Table A1 of appendix) suggests that, even for various sub-periods and alternative model specifications, the risk factor is playing an independent role and does not seem to be influenced by the common sources of risk such as Fama-French factors. In fact, the risk factor obtains a stable positive and statistically significant risk premium over all four sub-sample periods, thereby strengthening its role as an 14 For the two-factor model, with and as two potential factors, eighteen out of twenty-five portfolios generate positive and statistically significant time-series slopes for the . The average loading on for the value quintile is 0.12, while for the growth quintile it is 0.04. additional state variable. This also reaffirms that the value and small size firms earn more simply because they are riskier 15 .
Second, some recent studies suggest that allowing a free intercept in the CSR can produce insignificant slope coefficient of the betas (see e.g., Savov (2011)). If the factor betas have little variation across the testing portfolios, the result is poorly estimated factor premia 16 . Such a lack of variation also creates a near multicollinearity problem between the vector of ones and the vector of stock market betas (Jagannathan and Wang (2007) ). We therefore need to impose a restriction on the model by omitting the intercept and re-estimate our CSR to deliver more power. In Table A2 of appendix we report such results. The modified estimated CSR result
shows that the role of is unaffected by any such restriction.
Finally, several existing works show that the firm-level characteristics and other common risk factors have significant effects in the CSR involving size-and book-to-market-sorted portfolios 17 . Therefore, it is important to know whether their presence have any influence on the cross-sectional characterization of the risk factor. It is also not clear what role the risk factor plays in the cross-section and whether it reigns on the effect at all. In Table A3 of the appendix we control for some of the additional variables and replicate the previous results of Table 1 . We observe that the coefficient of remains statistically significant in the presence of and firm characteristics such as ( ) and ( / ). Altogether, the battery of robustness test ensures that the significance our main cross-sectional results, obtained in Table 1, is not specific to the sample period, the inclusion of the additional common risk factors, or the estimation methods used in the pricing tests.
Price of EAV risk in up and down market
Given our findings so far, it is plausible that the price of ex-ante volatility varies over market conditions and business cycles. It is likely that the relation between the estimated and the average returns is dependent on the direction of or the expected market risk premium. As mentioned by Petkova and Zhang (2005) In Table 3 , we conduct such an experiment. We follow the market segmentation procedures of Pettengill, Sundaram, and Mathur (1995) and eventually replicate our Table 1 results by incorporating up and down market dummies in the CSR 18 . We define two sets of dummies, one using the return, and another using the expected market risk premium or the return. Results from Table 3 reinforce the positive overall relation between and portfolio returns of 25 size-and book-to-market-sorted portfolios. As we expect, the intercept and the slope coefficient of all other variables except and remain unchanged. The results, however, indicate that the trade-off between and average returns is different in up and down markets. When we define up and down market by the return, the slope coefficient of beta is always higher in bad times and lower in good times. For example, when we use alone, the slope coefficient is 0.31 for (with an insignificant t-statistic of 1.54) and 1.33 for (with a significant t-statistic of 5.15). For all 5 models (i.e., models 1-3, 6, and 7), which include the return-based dummy, we observe lower coefficients for up-market betas and higher coefficients for down-market betas. Therefore, once betas are allowed to vary with the market, we find clear evidence that the documented positive relation between and average returns is mainly due to the better performance of highstocks during months when the market is down.
In models 4 and 5 of Table 3 , we re-evaluate the cross-sectional role of by conditioning on low and high expected market risk premium. The results shows that the -return relation is still asymmetrical, but now the coefficient of is higher and economically stronger than the coefficient of . In other words, once the dummy variable is redefined using the expected market risk premium, we find that the positive -return relation still persists and is mainly due to the impressive performance of value stocks during good states ex-ante, which is nothing but bad states ex-post. It is apparent that the value premium is higher during weaker economic times, which coincides with states of the world with high ex-ante volatility and high expected market risk premium. Therefore, our empirical evidence is consistent with the explanation that countercyclicality of value premium is more pronounced in more volatile times 19 .
Interpretation of the results
The empirical findings of this paper are consistent with the existing evidence on the positive relation between average return and (Ali, Hwang, and Trombley (2003) (2010)). The obvious question is why does our measure of the ex-ante volatility constituent explain the average portfolio returns of value-growth stocks? One possible explanation is that our new measure, which is augmented by the unexpected component of market return, is related to a risk factor that is missing from the static version of the market model. This explanation goes along well with the recent argument proposed by Chen and Petkova (2012) . The missing risk factor correlates with the conditional volatility of the value premium and possibly with the real economy, and can serve as a state variable (Merton (1987) ).
It also responds asymmetrically with positive and negative changes in market risk as suggested by Braun, Nelson, and Sunier (1995) .
What is the precise nature of the ex-ante risk factor? To better understand it, we offer timevarying risk as a potential explanation. Our primary finding that the value premium and its conditional volatility are positively correlated is consistent with the notion, put forward by Kogan (2004) and Zhang (2005) , that capital investment is irreversible. Using a general equilibrium model, Kogan (2004) investigates the relationship between financial asset prices and real investment. He finds that the conditional volatility of stock returns is stochastic and is a function of the state of the economy. Because of irreversibility and adjustments costs, the relationship between / and conditional volatility becomes nonmonotoic. When the / ratio is low, it has a negative relationship with volatility, and when the / ratio is high, the relationship is positive. Because of costly irreversibility, the conditional volatility of value firms is more countercyclical than that of growth firms.
Zhang (2005) proposes an economic mechanism underlying the value premium using the asymmetric adjustment cost of capital. In bad times, value firms face more difficulty than growth firms in downsizing capital. Since the dividend streams of value stocks fluctuate more than those of growth firms in economic downturns, there is asymmetric conditional risk dispersion between value and growth stocks. In sum, the costly irreversibility causes the value firms to be countercyclical and growth firms to be procyclical. Therefore, our findings can be explained by the theoretical predictions of the models of Kogan (2005) and Zhang (2005) ; the reason that the value premium and its conditional volatility are correlated is because they are both countercyclical. The value premium is a compensation for time-varying risk and is proxied by our predicted measure, which relates to differences in costly irreversibility and adjustment costs that the value and growth firms experience during economic downturns.
Conclusions
This paper contributes to the linkage between the average returns of value-growth firms and an ex-ante measure of total volatility risk. We find that the return of the 25 size-and book-tomarket-sorted Fama-French portfolios and their ex-ante volatility measure, as captured by a modified bivariate EGARCH framework, are positively correlated. We argue that the ex-ante volatility risk factor is acting as a proxy for time-varying risk and contributing to the debate on the possible role of missing risk factors in explaining average stock returns. Future research can focus on broad definition of value firms and see whether the ex-ante volatility risk is priced in those assets. The incorporation of additional factors that drive expected portfolio returns in the constituents of ex-ante volatility would be another interesting avenue for possible research. Fama-MacBeth (1973) cross-sectional regression results using the excess returns on 25 size-and bookto-market-sorted portfolios. The full sample factor loadings, which are used as the independent variables in the regressions, are computed in one time-series regression. Figures in smooth brackets are the respective t-statistics adjusted for heteroskedasticity and autocorrelation. *, **, and *** denotes a rejection of the null hypothesis at the 10%, 5%, and 1% respectively. Figures in smooth brackets are the respective tstatistics adjusted for heteroskedasticity and autocorrelation. *, **, and *** denotes a rejection of the null hypothesis at the 10%, 5%, and 1% respectively.
In this appendix we provide three sets of robustness results, as discussed in subsection 4.2, for the Fama-MacBeth (1973) cross-sectional regression (FM-CSR). They include a sub-period analysis, an estimation of CSRs with zero intercept, and an inclusion of various common risk factors as well as firm characteristics. Table A1 consistently does a better job in explaining the cross-section of portfolio returns than any other specification. Fama-MacBeth (1973) cross-sectional regression results using the excess returns on 25 size-and bookto-market-sorted portfolios for various sub-periods. Figures in smooth brackets are the respective t-statistics adjusted for heteroskedasticity and autocorrelation. *, **, and *** denotes a rejection of the null hypothesis at the 10%, 5%, and 1% respectively. Fama-MacBeth (1973) cross-sectional regression results using the excess returns on 25 size-and bookto-market-sorted portfolios without an intercept. Figures in smooth brackets are the respective t-statistics adjusted for heteroskedasticity and autocorrelation. *, **, and *** denotes a rejection of the null hypothesis at the 10%, 5%, and 1% respectively. 
