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FRACTIONAL DE GIORGI CLASSES AND APPLICATIONS TO
NONLOCAL REGULARITY THEORY
MATTEO COZZI
Abstract. We present some recent results obtained by the author on the regularity
of solutions to nonlocal variational problems. In particular, we review the notion of
fractional De Giorgi class, explain its role in nonlocal regularity theory, and propose
some open questions in the subject.
1. Introduction
De Giorgi classes are a powerful tool in the regularity theory of Partial Differential
Equations and Calculus of Variations. By definition, their elements are functions that
belong to a Sobolev space and satisfy Caccioppoli inequalities at all of their levels. Their
introduction can be dated back to the fundamental work of De Giorgi [10], where he
devised them to prove the Ho¨lder continuity of solutions to second order equations in
divergence form with bounded measurable coefficients. Later on, Giaquinta & Giusti [15]
discovered that De Giorgi classes could also be utilized to prove Ho¨lder estimates for
minimizers of non-differentiable functionals, one of the first general regularity results that
did not make use of the Euler-Lagrange equation. A couple of years later, DiBenedetto
& Trudinger [11] showed that De Giorgi classes are not only responsible for continuity
properties, but also lead to Harnack inequalities. See the classical books [21, 17], and the
more recent [16] for additional information.
The aim of this work is to review and further enrich the theory developed by the author
in [8], about fractional notions of De Giorgi classes and their applications to the regularity
properties of solutions to nonlocal variational problems.
We consider the class D˜Gs,p and its subclass DGs,p, both made up by functions that
are contained in a Sobolev space of fractional order and satisfy a family of nonlocal
Caccioppoli-type estimates. The inequality defining D˜Gs,p has a somewhat similar struc-
ture to that of standard De Giorgi classes and it is by now fairly understood, thanks to
a number of contributions available in the literature, such as [13, 20, 2]. On the other
hand, the inequality that corresponds to the class DGs,p is stronger and incorporates a
purely nonlocal term that has no classical counterpart. To the best of our knowledge, this
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last inequality has been previously considered only by Caffarelli, Chan & Vasseur [4] in a
nonlocal parabolic context.
Throughout Section 2 we state several results pertaining to these classes. In particular,
we establish that:
(a) the elements of the class D˜Gs,p (and, therefore, of its smaller subset DGs,p) are locally
bounded functions—see Theorem 2.2;
(b) the functions of DGs,p are locally uniformly Ho¨lder continuous—see Theorem 2.5;
(c) Harnack-type inequalities are true for functions that belong to DGs,p and that are
non-negative—see Theorems 2.9 and 2.10.
Furthermore, in Appendix A we show by means of an explicit example that, for some
choices of the parameters s and p, the results of points (b) and (c) cannot be extended to
the larger class D˜Gs,p.
Sections 3 and 4 are devoted to applications in the regularity theory for nonlocal vari-
ational problems. In Section 3 we deal with minimizers of energy functionals obtained as
the sum of a possibly non-differentiable potential and of an interaction term comparable to
the Gagliardo seminorm of a fractional Sobolev space. By showing that these extrema are
contained in the fractional De Giorgi class DGs,p, we deduce their Ho¨lder continuity and
the validity of Harnack inequalities, thanks to the statements of Section 2. In Section 4 we
approach in a similar way the regularity of solutions to equations driven by singular inte-
gral operators, such as fractional Laplacians and other nonlinear variations. These results
complement and extend several available contributions, as for instance [18, 25, 12, 13].
2. Fractional De Giorgi classes
We begin by introducing the larger set D˜Gs,p, which we will sometimes call weak frac-
tional De Giorgi class. To do this, we first need to fix some terminology.
Unless otherwise stated, throughout the whole paper n > 1 is an integer indicating
the dimension of the Euclidean space under consideration, s ∈ (0, 1) is a parameter
representing a fractional order of differentiability, and p > 1 is an integrability exponent.
Also, Ω always denotes a bounded open subset of the space Rn.
With the symbol W s,p(Ω) we denote the fractional Sobolev space composed by those
functions u that lie in the Lebesgue space Lp(Ω) and have finite Gagliardo seminorm
[u]W s,p(Ω) :=
(∫
Ω
∫
Ω
|u(x)− u(y)|p
|x− y|n+sp dxdy
) 1
p
.
As it is customary, we endow W s,p(Ω) with the norm ‖ · ‖W s,p(Ω) defined by the iden-
tity ‖u‖pW s,p(Ω) := ‖u‖pLp(Ω) +[u]pW s,p(Ω) and we simply write Hs(Ω) := W s,2(Ω) when p = 2.
Another functional space that we will often use is the weighted Lebesgue space Lp−1s (Rn)
made up by all measurable functions u : Rn → R for which∫
Rn
|u(x)|p−1
(1 + |x|)n+sp dx < +∞.
For u ∈ Lp−1s (Rn), the quantities
Tails,p(u;x0, R) :=
(
Rsp
∫
Rn\BR(x0)
|u(x)|p−1
|x− x0|n+sp dx
) 1
p−1
(2.1)
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and Tails,p(u;x0, R) := R
− sp
p−1 Tails,p(u;x0, R) are finite for every point x0 ∈ Rn and
every radius R > 0. The tail term (2.1)—introduced in [12, 13]—is conveniently used
to describe the behavior of u far away from x0. When x0 is the origin of Rn, we just
write BR := BR(0), Tails,p(u;R) := Tails,p(u; 0, R), and Tails,p(u;R) := Tails,p(u; 0, R).
For k ∈ R, we indicate the super- and sublevel sets of a function u : Rn → R respectively
with A+(k) and A−(k). In symbols,
A+(k) := {u > k} and A−(k) := {u < k}.
We also write A±(k, x0, R) := A±(k)∩BR(x0) for their intersections with the ball BR(x0)
and, as before, A±(k,R) := A±(k, 0, R).
Finally, v+ := max{v, 0} and v− := (−v)+ = max{−v, 0} indicate respectively the
positive and negative parts of a function v.
With this in hand, we can now state the definition of weak fractional De Giorgi class.
Definition 2.1 (Weak fractional De Giorgi class D˜Gs,p). Let d, λ > 0 and H > 1.
A function u ∈ Lp−1s (Rn) with u|Ω ∈ W s,p(Ω) belongs to D˜Gs,p± (Ω; d,H, λ) if
[(u− k)±]pW s,p(Br(x0))
6 H
{
Rλdp|A±(k, x0, R)|+ R
(1−s)p
(R− r)p‖(u− k)±‖
p
Lp(BR(x0))
+
Rn+sp
(R− r)n+sp‖(u− k)±‖L1(BR(x0))Tails,p((u− k)±;x0, r)
p−1
} (2.2)
holds for every point x0 ∈ Ω, radii 0 < r < R < dist(x0, ∂Ω), and level k ∈ R. In
addition, u ∈ D˜Gs,p(Ω; d,H, λ) if and only if u ∈ D˜Gs,p+ (Ω; d,H, λ) ∩ D˜Gs,p− (Ω; d,H, λ).
According to (2.2), functions in D˜Gs,p satisfy a fractional and nonlocal version of the
usual Caccioppoli inequality at all levels k. Broader definitions can be considered, along
the lines of those of [8, Section 6]. Here, we preferred to keep things as simple as possible,
in order to favor readability over generality. Of course, we could take into account an even
simpler definition, by removing the last line of (2.2) and thus neglecting the presence of
tail terms. This choice would certainly be more elegant, as then the class D˜Gs,p(Ω; d,H, λ)
would be a subset of the Sobolev space W s,p(Ω). However, this definition would be too
restrictive in light of our applications in Section 3 and 4, which ultimately motivate the
structure of (2.2).
As for their classical counterparts, prototypical examples of functions belonging to weak
fractional De Giorgi classes are the solutions of elliptic equations. While for standard
De Giorgi classes, these equations are second order PDEs, the ones that are naturally
associated to D˜Gs,p are fractional order equations driven by singular integral operators,
such as the fractional Laplacian and nonlinear variations. This connection has been
already observed by many authors—see, e.g., [13, 20, 2].
As it has been partially anticipated in the introduction, classical De Giorgi classes were
introduced for their importance in the regularity theory for second order equations, as they
encode virtually all the information concerning the basic regularity properties enjoyed by
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the solutions of such equations—namely, local boundedness, Ho¨lder continuity, and the
validity of Harnack inequalities. The first goal of this section is to discuss whether these
properties continue to hold for the fractional class D˜Gs,p
As a first observation, we show that the elements of D˜Gs,p are locally bounded functions.
Of course, when n < sp their boundedness (and Ho¨lder continuity) is guaranteed by the
Morrey-type embedding W s,p ↪→ Cs−n/p (see, e.g., [14, Theorem 8.2]). Hence, at least for
what concerns regularity, we can restrict ourselves to dealing with the case of n > sp.
For the sake of a simpler exposition, we will in fact suppose throughout the whole section
that n > sp. We stress that the critical case n = sp—which is excluded here—only poses
few additional technical difficulties and can be treated similarly—see [8, Section 6].
Theorem 2.2 (Local boundedness of functions in D˜Gs,p). Let u ∈ D˜Gs,p(Ω; d,H, λ)
for some d, λ > 0 and H > 1. Then, u ∈ L∞loc(Ω) and there exists a constant C > 1,
depending only on n, s, p, and H, such that
‖u‖L∞(BR(x0)) 6 C
{(
−
∫
B2R(x0)
|u(x)|p dx
) 1
p
+ Tails,p(u;x0, R) +R
λ+sp
p d
}
for every x0 ∈ Ω and 0 < R < dist (x0, ∂Ω) /2.
We observe that a different version of Theorem 2.2, valid for variants of weak frac-
tional De Giorgi classes that do not include the presence of a tail term on the right-hand
side of (2.2) and for p = 1, is contained in [22].
The estimate of Theorem 2.2 follows from analogous one-sided bounds for the elements
of D˜Gs,p+ and D˜G
s,p
− . By symmetry, it suffices to prove the following result.
Proposition 2.3. Let u ∈ D˜Gs,p+ (Ω; d,H, λ) for some d, λ > 0 and H > 1. Then, there
exists a constant C > 1, depending only on n, s, p, and H, such that
sup
BR(x0)
u 6 C
{(
−
∫
B2R(x0)
u+(x)
p dx
) 1
p
+ Tails,p(u+;x0, R) +R
λ+sp
p d
}
(2.3)
for every x0 ∈ Ω and 0 < R < dist (x0, ∂Ω) /2.
Proof. Our argument is a simple variation of the one that leads to, say, [17, Theorem 7.2].
Up to a translation, we may assume that x0 is the origin. Let two radii R 6 ρ < τ 6 2R
be fixed, take k > 0, and set wk := (u − k)+. Using Ho¨lder and fractional Sobolev
inequalities, it is not hard to infer that
‖wk‖pLp(Bρ) 6 C|A+(k, ρ)|sp/n
(
[wk]
p
W s,p(B(τ+ρ)/2)
+
τ (1−s)p
(τ − ρ)p‖wk‖
p
Lp(Bτ )
)
,
for some constant C > 1 depending only on n, s, and p. This and (2.2) give
‖wk‖pLp(Bρ) 6 C|A+(k, ρ)|sp/n
{
τλdp|A+(k, τ)|+ τ
(1−s)p
(τ − ρ)p‖wk‖
p
Lp(Bτ )
+
τn+sp
(τ − ρ)n+sp‖wk‖L1(Bτ )Tails,p(wk;R)
p−1
}
,
(2.4)
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where C may now depend on H as well.
Letting 0 6 h < k, it is easy to see that
|A+(k, r)| 6
‖wh‖pLp(Br)
(k − h)p , ‖wk‖
p
Lp(Br)
6 ‖wh‖pLp(Br), ‖wk‖L1(Br) 6
‖wh‖pLp(Br)
(k − h)p−1 ,
and
Tails,p(wk; r)
p−1 6 Tails,p(w0; r)p−1 = r−sp Tails,p(u+; r)p−1
for every r > 0. Accordingly, (2.4) yields the estimate
ϕ(k, ρ) 6 Cτ
−sp
(k − h) sp2n
{
τλ+spdp
(k − h)p +
τ p
(τ − ρ)p +
τn+sp Tails,p(u+;R)
p−1
(τ − ρ)n+sp(k − h)p−1
}
ϕ(h, τ)1+
sp
n
for the quantities ϕ(`, r) := ‖w`‖pLp(Br).
Consider now the sequences {ki} and {ρi}, respectively defined by ki := M(1 − 2−i)
and ρi := (1 + 2
−i)R for all integers i > 0 and for some M > 0 to be chosen later.
Set ϕi := ϕ(ki, ρi). By evaluating the last inequality along these two sequences, we obtain
ϕi+1 6
C 2(n+3p)i
M sp2/nRsp
{
Rλ+spdp
Mp
+ 1 +
Tails,p(u+;R)
p−1
Mp−1
}
ϕ
1+ sp
n
i .
By choosing M >M1 := Tails,p(u+;R) +R(λ+sp)/pd, we are finally led to the estimate
ϕi+1 6
C 2(n+3p)i
M sp2/nRsp
ϕ
1+ sp
n
i .
Thanks to a standard numerical lemma (e.g., [17, Lemma 7.1]), we conclude that ϕi
converges to 0, provided M is greater than the constant M2 := C
′R−n/p‖u+‖Lp(B2R)
with C ′ > 1 large enough, in dependence of n, s, p, and H only. This gives (2.3). 
Following the theory of classical De Giorgi classes, the natural next step would be to
understand whether the functions of D˜Gs,p are Ho¨lder continuous. It turns out that this
is not the case, at least when sp < 1. This is a consequence of an explicit one-dimensional
example that we will present in Appendix A.
Question 1. Is it true that functions in D˜Gs,p are Ho¨lder continuous, when sp > 1?
In order to extend the Ho¨lder regularity estimates that are true for classical De Giorgi
classes, we are thus forced in general to consider a strict subset of D˜Gs,p. To this aim, we
propose the following definition.
Definition 2.4 (Fractional De Giorgi class DGs,p). Let d, λ > 0 and H > 1. A
function u ∈ Lp−1s (Rn) with u|Ω ∈ W s,p(Ω) belongs to u ∈ DGs,p± (Ω; d,H, λ) if
[(u− k)±]pW s,p(Br(x0)) +
∫
Br(x0)
(u(x)− k)±
{∫
Rn
(u(y)− k)p−1∓
|x− y|n+sp dy
}
dx
6 H
{
Rλdp|A±(k, x0, R)|+ R
(1−s)p
(R− r)p‖(u− k)±‖
p
Lp(BR(x0))
+
Rn+sp
(R− r)n+sp‖(u− k)±‖L1(BR(x0))Tails,p((u− k)±;x0, r)
p−1
} (2.5)
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holds for every point x0 ∈ Ω, radii 0 < r < R < dist(x0, ∂Ω), and level k ∈ R. We then
set DGs,p(Ω; d,H, λ) := DGs,p+ (Ω; d,H, λ) ∩DGs,p− (Ω; d,H, λ).
We will call DGs,p a strong fractional De Giorgi class or, simply, a fractional De Giorgi
class. It is clear that DGs,p is a subset of D˜Gs,p. The difference between the two classes lies
in the fact that the elements of DGs,p satisfy the stronger Caccioppoli-type inequality (2.5),
which improves (2.2) via the presence of an additional summand on its left-hand side. We
remark that the specific structure of this term can be partially altered without totally
spoiling the results that will follow in the remainder of the section. For instance, if one
replaces it with the smaller (and, perhaps, more natural) quantity∫
Br(x0)
∫
Br(x0)
(u(x)− k)±(u(y)− k)p−1∓
|x− y|n+sp dxdy,
all future statements will still hold, apart from the Harnack inequality of Theorem 2.9.
Though more artificial than (2.2), inequality (2.5) is still satisfied by solutions of prob-
lems involving energies and operators of fractional order, as we will see in Sections 3 and 4
In addition, it turns out that definition (2.5) is strong enough to guarantee the Ho¨lder
continuity of the functions that satisfy it. This has been first realized by Caffarelli, Chan
& Vasseur [4] for a similar inequality in the context of nonlocal parabolic equations.
Here is our Ho¨lder regularity result for functions in DGs,p.
Theorem 2.5 (Ho¨lder continuity of functions in DGs,p). Let u ∈ DGs,p(Ω; d,H, λ)
for some d, λ > 0 and H > 1. Then, u ∈ Cαloc(Ω) for some α ∈ (0, 1) and there exists a
constant C > 1 such that
[u]Cα(BR(x0)) 6
C
Rα
(
‖u‖L∞(B2R(x0)) + Tails,p(u;x0, 2R) +R
λ+sp
p d
)
for every x0 ∈ Ω and 0 < R < dist (x0, ∂Ω) /2. The constants α and C depend only
on n, s, p, H, and λ.
Theorem 2.5 can be proved via an inductive argument based on subsequent applica-
tions of a suitable growth lemma at smaller and smaller scales. This method goes back
to De Giorgi [10] and our implementation of it in this framework follows rather closely
the approaches of Silvestre [25], Kassmann [18, 19], and Caffarelli & Vasseur [6]. We omit
further details, that can be found in the proof of [8, Theorem 6.4].
The statement of the growth lemma is as follows.
Lemma 2.6. Let u ∈ DGs,p− (B4R; d,H, λ) for some d, λ > 0, H > 1, and R > 0. Assume
that
u > 0 in B4R
and
|B2R ∩ {u > 1}| > 1
2
|B2R| .
There exists a constant δ ∈ (0, 1/8], depending only on n, s, p, H, and λ, such that, if
R
λ+sp
p d+ Tails,p(u−; 4R) 6 δ,
then
u > δ in BR.
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We split the proof of Lemma 2.6 into two sublemmata. Interestingly, the first one only
relies on the weaker Caccioppoli inequality (2.2) and is therefore valid for all functions
in D˜Gs,p− .
Lemma 2.7. Let u ∈ D˜Gs,p− (B4; d,H, λ) for some d, λ > 0 and H > 1. There exists a
constant τ ∈ (0, 2−n−1], depending only on n, s, p, H, and λ, such that if u > 0 in B2,
|B2 ∩ {u < 2δ}| 6 τ |B2| , (2.6)
and
d+ Tails,p(u−; 2) 6 δ, (2.7)
for some δ ∈ (0, 1/2], then
u > δ in B1. (2.8)
Proof. Let δ 6 h < k 6 2δ and 1 6 ρ < r 6 2 be fixed, and τ ∈ (0, 2−n−1] to be
later taken small. Setting zk := (u − k)−, we first observe that, by (2.6) and the fact
that τ 6 2−n−1, it holds
|Bρ ∩ {zk = 0}| = |Bρ \ {u < k}| > |Bρ| − |Bρ ∩ {u < 2δ}| > |Bρ| − τ |B2| > |Bρ|/2.
By this, we may apply the fractional Sobolev inequality for functions that vanish over a
set with positive density (see, e.g., [8, Corollary 4.9]) and get that
(k − h)|A−(h, ρ)| 2n−s2n 6
(∫
Bρ
zk(x)
2n
2n−s dx
) 2n−s
2n
6 C
∫
A−(k,ρ)
∫
Bρ
|zk(x)− zk(y)|
|x− y|n+ s2 dxdy
6 C|A−(k, ρ)| p−1p [zk]W s,p(Bρ),
for some constant C > 1 depending only on n, s, and p. Note that the last estimate
follows by Ho¨lder’s inequality—see, e.g., [8, Lemma 4.6] for the detailed computation.
Taking advantage of (2.2), we further obtain that
(k − h)p|A−(h, ρ)| (2n−s)p2n
6 C|A−(k, ρ)|p−1
{
dp|A−(k, r)|+
‖zk‖pLp(Br)
(r − ρ)p +
‖zk‖L1(Br)Tails,p(zk; ρ)p−1
(r − ρ)n+sp
}
,
where C may now also depend on H and λ. Now, thanks to assumption (2.7), the non-
negativity of u in B2, and the fact that δ 6 k, from the previous inequality we easily
deduce that
|A−(h, ρ)| 2n−s2n 6 C k
(r − ρ)n+pp (k − h)
|A−(k, r)|.
By evaluating this inequality along two sequences of radii {ρi} and of levels {ki}—
exponentially decreasing from 2 to 1 and from 2δ to δ, respectively—and arguing as in
the last part of the proof of Proposition 2.3, we are led to the conclusion (2.8), provided τ
is chosen sufficiently small. 
The second step in the proof of Lemma 2.6 is represented by the next result. Unlike
Lemma 2.7, it heavily relies on the presence of the second term on the left-hand side
of (2.5) and, therefore, it only holds true for functions in the smaller class DGs,p− .
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Lemma 2.8. Let u ∈ DGs,p− (B4; d,H, λ) for some d, λ > 0, H > 1. For every τ ∈ (0, 1),
there exists δ ∈ (0, 1/8], depending only on n, s, p, H, λ, and τ , such that if u > 0 in B4,
|B2 ∩ {u > 1}| > 1
2
|B2| , (2.9)
and
d+ Tails,p(u−; 4) 6 δ,
then
|B2 ∩ {u < 2δ}| 6 τ |B2| . (2.10)
The lemma tells that if u is a non-negative function belonging to DGs,p− (with, say, d = 0)
and for which {u > 1} has positive measure in B2, then the measure of the sublevel
set B2 ∩ {u < 2δ} goes to zero as δ ↘ 0.
For classical De Giorgi classes, this result is usually proved by estimating the mass
that is lost by passing from the level {u < δ2} to {u < δ1}, with 0 < δ1 < δ2 small. A
crucial role in this argument is played by an isoperimetric-type inequality valid for level
sets of functions in W 1,p and established by De Giorgi in [10]. This inequality gives a
quantification of the fact that classical Sobolev functions cannot have jump discontinuities.
As will be discussed more extensively at the end of this section, inequalities like
De Giorgi’s may not hold true in fractional Sobolev spaces—indeed, step functions may
belong to W s,p when sp 6 1. Estimate (2.5), when used to bound the second term on
its left-hand side, provides an alternative inequality to De Giorgi’s, no longer holding for
all functions of W s,p but only for those that lie in DGs,p. Proposition A.1 in Appendix A
shows that, instead, estimate (2.2) alone does not lead in general to a similar conclusion.
Here below we make this argument rigorous and establish Lemma 2.8 through it.
Proof of Lemma 2.8. We apply (2.5) with x0 = 0, r = 2, R = 3, and k = 4δ, for some δ ∈
(0, 1/8] to be determined. By arguing as in the last part of the proof of Lemma 2.7, it is
easy to see that the right-hand side of (2.5) can be controlled from above by Cδp, for some
constant C > 1 depending only on n, s, p, H, and λ. On the other hand, its left-hand
side—and, in particular, its second summand—is larger than∫
B2
(4δ − u(x))+
{∫
B2
(u(y)− 4δ)p−1+
|x− y|n+sp dy
}
dx > c δ |B2 ∩ {u < 2δ}| |B2 ∩ {u > 1}| ,
for some constant c ∈ (0, 1) depending only on n, s, and p. See the end of the proof of [8,
Lemma 6.3] for more details. By combining these two facts and recalling hypothesis (2.9),
we deduce that |B2 ∩ {u < 2δ}| 6 Cδp−1, from which (2.10) readily follows, provided δ is
small enough. 
Since, by scaling, we may reduce ourselves to the case of R = 1, it is clear that the
joint application of Lemmata 2.7 and 2.8 leads to Lemma 2.6.
The growth lemma is the key ingredient of another important result valid for the ele-
ments of the class DGs,p: the Harnack inequality.
Theorem 2.9 (Harnack inequality for DGs,p). Let u ∈ DGs,p(Ω; d,H, λ) for some
constants d, λ > 0 and H > 1. There exists a constant C > 1, depending on n, s, p, λ,
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and H, such that, if u > 0 in Ω, then
sup
BR(x0)
u+ Tails,p(u+;x0, R) 6 C
(
inf
BR(x0)
u+ Tails,p(u−;x0, R) +R
λ+sp
p d
)
(2.11)
for every x0 ∈ Ω and 0 < R < dist(x0, ∂Ω)/2.
Notice the presence of tail terms on both sides of the inequality. The one on the right
accounts for the possible negativity of u outside of Ω and cannot be removed, as it was
noticed by Kassmann [19] for s-harmonic functions. Conversely, the one on the left makes
the inequality stronger. To the best of our knowledge, the possibility of including such
a term was first realized by Ros-Oton & Serra [23] in the case of the weak Harnack in-
equality (see the forthcoming Theorem 2.10) for supersolutions of fully nonlinear nonlocal
equations. We also mention the recent [3], by Cabre´ and the author of this note, where the
presence of this extra term is crucially exploited to obtain a gradient bound for nonlocal
minimal graphs.
As for the Ho¨lder continuity result, Theorem 2.9 does not hold for the elements of the
larger class D˜Gs,p when sp < 1, in view of Proposition A.1.
To obtain Theorem 2.9, we first establish the aforementioned weak Harnack inequality
for the class DGs,p− .
Theorem 2.10 (Weak Harnack inequality for DGs,p− ). Let u ∈ DGs,p− (Ω; d,H, λ) for
some d, λ > 0 and H > 1. There exist an exponent ε > 0 and a constant C > 1, both
depending only on n, s, p, λ, and H, such that, if u > 0 in Ω, then(
−
∫
BR(x0)
u(x)ε dx
) 1
ε
6 C
(
inf
BR(x0)
u+ Tails,p(u−;x0, R) +R
λ+sp
p d
)
(2.12)
for every x0 ∈ Ω and 0 < R < dist(x0, ∂Ω)/2.
For the sake of conciseness, we do not include here the proof of Theorem 2.10, which
essentially relies on a scaled version of Lemma 2.6 along with a Krylov-Safonov-type
covering lemma. This argument is similar to the one developed in [11, Section 3] for
classical De Giorgi classes and can be found in [8, Subsection 6.4].
Question 2. Is it possible to establish a weak Harnack inequality for functions in DGs,p−
identical in structure to those of [23, Theorem 2.2] and [3, Theorem 1.6]? That is,
does (2.12) hold with ε = 1 and with the additional term Tails,p(u+;x0, R) added on
the left-hand side, such as in (2.11)?
Next is the following result, that reduces (2.11) to the verification of the corresponding
inequality for the essential supremum of u in BR(x0) only.
Lemma 2.11. Let u ∈ DGs,p− (BR; d,H, λ) for some d, λ > 0, H > 1, and R > 0. There
is a constant C > 1, depending only on n, s, p, and H, such that, if u > 0 in BR, then
Tails,p(u+;R) 6 C
(
sup
BR
u+ Tails,p(u−;R) +R
λ+sp
p d
)
.
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Proof. It suffices to apply inequality (2.5) with x0 = 0, r = R/2, and k = 2M , where we
set M := supBR u+R
(λ+sp)/pd. On the one hand, it is not hard to see that
∫
BR/2
(u(x)− 2M)−
{∫
Rn
(u(y)− 2M)p−1+
|x− y|n+sp dy
}
dx
> MR
n
C
∫
Rn\BR
(u(y)− 2M)p−1+
|y|n+sp dy > R
n−sp
{
M
C
Tails,p(u+;R)
p−1 − CMp
}
,
for some constant C > 1 depending only on n, s, and p. Note that the last inequality in
the above formula is immediate for p = 2. For a general p > 1, one may deduce it using
a numerical inequality such as the one provided by [8, Lemma 4.4]—see the beginning of
the proof of [8, Theorem 6.9] for more details. On the other hand, the right-hand side
of (2.5) is controlled by CRn−sp {Mp +M Tails,p(u−;R)p−1}, with C now depending on H
as well. The lemma then plainly follows by comparing these two expressions. 
The full Harnack inequality of Theorem 2.9 follows by putting together Theorem 2.10,
(a slightly improved version of) Proposition 2.3, and Lemma 2.11. Indeed, arguing as in [8,
Subsection 6.4] and, in particular, the proof of Theorem 6.9 there, one gets that supBR(x0) u
can be controlled by the right-hand side of (2.11). As anticipated before, the analogous
bound for the tail term on its left-hand side can be deduced using Lemma 2.11.
We conclude the section with a comment on the stability of the results that we just
presented in the limit as s↗ 1.
Essentially all the estimates that we obtained can be made uniform with respect to
this limit—that is, the constants that govern them can be chosen to be independent
of s, for s bounded away from zero—, provided a couple of changes in the definitions
of fractional De Giorgi classes are carried out: one needs to replace H with H/(1 − s)
in both (2.2) and (2.5), and to correct the definition of the tail term by adding the
factor (1 − s) in front of the integral that appears, within round brackets, on the right-
hand side of (2.1). After these modifications, all results are uniform as s↗ 1 and coherent
with those that are known for classical De Giorgi classes. See [8] for the precise statements.
Such uniformity can be achieved mostly by keeping track of the dependence in s of
all the constants involved in the various results. Everything goes through with little
effort besides one point: the behavior of the constant δ in Lemma 2.8. As can be easily
checked, the proof of Lemma 2.8 is based exclusively on the estimate for the second term
on the left-hand side of (2.5), a purely nonlocal quantity that, when multiplied by (1−s),
vanishes in the limit as s ↗ 1. As a result, the proof of Lemma 2.8 is not uniform in s
as it is. To make it uniform, one can interpolate such proof with an argument closer in
spirit to one that leads to the growth lemma for classical De Giorgi classes, such as [17,
Lemma 7.5].
A key element of the proof of this classical result is an isoperimetric-type inequality for
the level sets of functions in W 1,p due to De Giorgi [10]—see, e.g., [7] for its statement
when p = 2 and [8, Lemma 5.2] for the general case. Next is a partial extension of this
inequality to the fractional Sobolev space W s,p, when s is close to 1.
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Proposition 2.12. Let n > 2,M > 0, and γ ∈ (0, 1). There exist two constants s¯ ∈ (0, 1)
and C > 0 such that the inequality{
|B1 ∩ {u 6 0}||B1 ∩ {u > 1}|
}n−1
n 6 C(1− s)1/p[u]W s,p(B1)|B1 ∩ {0 < u < 1}|
p−1
p
holds true for every s ∈ [s¯, 1) and every function u ∈ W s,p(B1) satisfying
‖u‖pLp(B1) + (1− s)[u]
p
W s,p(B1)
6M,
|B1 ∩ {u 6 0}| > γ|B1| and |B1 ∩ {u > 1}| > γ|B1|.
(2.13)
The constant C depends only on n and p, while s¯ also depends on M and γ.
The proof of Proposition 2.12 presented in [8, Section 5] is by contradiction and based
on a compactness argument that relies on the aforementioned De Giorgi’s isoperimetric
inequality in the Sobolev spaceW 1,p. As a result, the optimal value of s¯ is unknown, as well
as its possible independence from M and γ. However, it necessarily holds that s¯ > 1/p,
due to the fact that χE ∈ W s,p(B1) for every s ∈ (0, 1/p) and every smooth set E ⊂ B1.
Question 3. Is it possible to obtain an inequality similar to the one of Proposition 2.12
for every function of the space W s,p(B1), every s ∈ [1/p, 1), and without assuming (2.13)?
3. Applications to minimizers of nonlocal functionals
In this section we present the main application of fractional De Giorgi classes, which
ultimately motivates their introduction: the Ho¨lder regularity of minimizers of possibly
non-differentiable nonlocal functionals.
Let K : Rn × Rn → R be a non-negative measurable function satisfying
K(x, y) = K(y, x) for a.e. x, y ∈ Rn (3.1)
and
1
Λ|x− y|n+sp 6 K(x, y) 6
Λ
|x− y|n+sp for a.e. x, y ∈ R
n, (3.2)
for some constants s ∈ (0, 1), p > 1, and Λ > 1. Let F : Ω × R → R be a Carathe´odory
function and assume that
|F (x, u)| 6 F0 for a.e. x ∈ Ω and every u ∈ R, (3.3)
for some constant F0 > 0. Associated to these two functions, we consider the energy
functional E , defined on every measurable function u : Rn → R by
E(u; Ω) := 1
2p
∫∫
CΩ
|u(x)− u(y)|pK(x, y) dxdy +
∫
Ω
F (x, u(x)) dx,
where CΩ := R2n \ (Rn \ Ω)2. More general kernels K and unbounded potentials F
(with subcritical growth in u) can also be considered. For simplicity of exposition, here
we restrict ourselves to those that are allowed by hypotheses (3.1)-(3.3). We refer the
interested reader to [8] for a broader setting.
The functional E has been recently considered by several authors, since it allows to
model nonlinear phenomena that occur in the presence of long-range interactions. Here,
we are particularly interested in the case when F is not differentiable (and, perhaps, not
even continuous) in the variable u. Examples of such potentials have been considered for
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instance in [5], with F (u) = χ(0,+∞)(u), and in [9], with F (u) comparable to |1− u2|d for
some d > 0.
Notice that, under the sole assumption (3.3), the functional E is not differentiable and
therefore the regularity properties of its minimizers cannot be inferred from a Euler-
Lagrange equation. Instead, we will deduce such properties directly from the minimizing
inequality, as done in [15] in the case of a local functional.
We now specify the notion of minimizers that we take into account. To this aim, we
will say that a function u : Rn → R belongs to Ws,p(Ω) if u|Ω ∈ Lp(Ω) and∫∫
CΩ
|u(x)− u(y)|p
|x− y|n+sp dxdy < +∞.
By (3.2) and (3.3), this is equivalent to ask that u|Ω ∈ Lp(Ω) and E(u; Ω) < +∞.
Definition 3.1. A function u ∈Ws,p(Ω) is a superminimizer of E in Ω if
E(u; Ω) 6 E(u+ ϕ; Ω) (3.4)
for every non-negative measurable function ϕ : Rn → R supported inside Ω. Similarly, u
is a subminimizer of E in Ω if (3.4) holds true for every non-positive such ϕ. Finally, u is
a minimizer of E in Ω if (3.4) holds for every measurable ϕ : Rn → R supported inside Ω.
It is not hard to check that u is a minimizer if and only if it is at the same time a sub-
and a superminimizer.
In the following result, we establish that minimizers of the energy functional E belong
to a fractional De Giorgi class.
Theorem 3.2. Let u ∈ Lp−1s (Rn) ∩Ws,p(Ω). There exists a constant H > 1, depending
only on n, s, p, and Λ, such that:
(a) if u is a superminimizer of E in Ω, then u ∈ DGs,p− (Ω;F 1/p0 , H, 0);
(b) if u is a subminimizer of E in Ω, then u ∈ DGs,p+ (Ω;F 1/p0 , H, 0);
(c) if u is a minimizer of E in Ω, then u ∈ DGs,p(Ω;F 1/p0 , H, 0).
For the sake of simplicity, we present the proof of Theorem 3.2 only for p = 2. With
little additional technical effort, the argument can be easily extended to the case of a
general p > 1, as shown in the proof of [8, Proposition 7.5].
Proof of Theorem 3.2 for p = 2. We only deal with point (a), since (b) is completely anal-
ogous. Clearly, (c) immediately follows from (a) and (b).
Let x0 ∈ Ω and 0 < r 6 ρ < τ 6 R < dist(x0, ∂Ω). Up to a translation, we may
suppose that x0 = 0. Let η ∈ C∞(Rn) be a cutoff function satisfying 0 6 η 6 1
in Rn, supp(η) ⊆ B(τ+ρ)/2, η = 1 in Bρ, and |∇η| 6 4/(τ − ρ) in Rn.
For any fixed k ∈ R, let w± := (u − k)±, ϕ := ηw−, and choose v := u + ϕ as a
competitor for u in (3.4). It holds∫∫
CBτ
Ξ(x, y) dµ(x, y) 6 4
∫
Bτ
{
F (x, v(x))− F (x, u(x))
}
dx, (3.5)
where Ξ(x, y) := |u(x)− u(y)|2 − |v(x)− v(y)|2 and dµ(x, y) := K(x, y) dxdy.
Now, on the one hand, by (3.3) we have that
F (x, v(x))− F (x, u(x)) = F (x, u(x) + η(x)w−(x))− F (x, u(x)) 6 2F0 χA−(k,ρ)(x)
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for every x ∈ Bρ. By this, we easily obtain an upper bound for the right-hand side of (3.5):∫
Bτ
{
F (x, v(x))− F (x, u(x))
}
dx 6 2F0
∣∣A−(k, τ)∣∣ . (3.6)
On the other hand, we estimate the left-hand side of (3.5) as follows. Using the defini-
tion of w− along with Young’s inequality, we get that, for every (x, y) ∈ A−(k)× A−(k),
Ξ(x, y) = |w−(x)− w−(y)|2 − |(1− η(x)) (w−(x)− w−(y))− (η(x)− η(y))w−(y)|2
>
(
1− 2(1− η(x))2) |w−(x)− w−(y)|2 − 2 |η(x)− η(y)|2w−(y)2.
In particular, when x ∈ A−(k) \Bτ and y ∈ A−(k), it also holds
Ξ(x, y) = |w−(x)− w−(y)|2 − |(w−(x)− w−(y)) + η(y)w−(y)|2
> −2η(y)w−(x)w−(y).
For (x, y) ∈ A−(k)× (Rn \ A−(k)) we have
Ξ(x, y) = η(x)w−(x)
(
w−(x) + 2w+(y) + (1− η(x))w−(x)
)
> η(x)
( |w−(x)− w−(y)|2 + 2w−(x)w+(y)) .
By these inequalities, the fact that Ξ(x, y) = 0 for x, y ∈ Rn\A−(k), hypotheses (3.1)-(3.2)
on the kernel K, and the properties of the cutoff η, it is not hard to conclude that∫∫
CBτ
Ξ(x, y) dµ(x, y) > 1
C
{
[w−]2Hs(Bρ) +
∫
Bρ
w−(x)
{∫
Rn
w+(y)
|x− y|n+2s dy
}
dx
}
− C
{∫∫
B2τ\B2ρ
|w−(x)− w−(y)|2
|x− y|n+2s dxdy
+
R2−2s
(τ − ρ)2‖w−‖
2
L2(BR)
+
Rn+2s
(τ − ρ)n+2s‖w−‖L1(BR)Tails,2(w−; r)
}
for some constant C > 1 depending only on n, s, p, and Λ.
By putting together the last estimate, (3.6), and (3.5), and applying Widman’s hole-
filling technique (with respect to the term [w−]2Hs(Bρ)), we obtain
[w−]2Hs(Bρ) +
∫
Bρ
w−(x)
{∫
Rn
w+(y)
|x− y|n+2s dy
}
dx 6 γ
{
[w−]2Hs(Bτ )
+ F0
∣∣A−(k,R)∣∣+ R2−2s
(τ − ρ)2‖w−‖
2
L2(BR)
+
Rn+2s
(τ − ρ)n+2s‖w−‖L1(BR)Tails,2(w−; r)
}
for some constant γ ∈ (0, 1) depending only on n, s, p, and Λ. From this and a simple
iteration lemma (see, e.g., [8, Lemma 4.11]) it follows that u ∈ DGs,p− (Ω;F 1/p0 , H, 0) for
some H > 1 depending only on n, s, p, and Λ. 
Notice that an important role in the above proof is played by the so-called hole-filling
technique of Widman [26], that we applied to the Gagliardo seminorm of the space Hs.
The same trick was used in [15] to deduce Caccioppoli inequalities for minimizers of
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energies with gradient structure. For integro-differential equations, it has been recently
employed in [24].
By combining Theorem 3.2 with Theorems 2.2 and 2.5 of Section 2, we deduce the
Ho¨lder continuity of minimizers of E .
Corollary 3.3 (Ho¨lder continuity of minimizers). Let u ∈ Lp−1s (Rn) ∩Ws,p(Ω) be a
minimizer of E in Ω. Then, u ∈ Cαloc(Ω) for some exponent α ∈ (0, 1) and there exists a
constant C > 1 such that
‖u‖L∞(BR(x0)) +Rα[u]Cα(BR(x0)) 6 C
(‖u‖Lp(B2R(x0))
Rn/p
+ Tails,p(u;x0, R) +R
sF
1/p
0
)
for every point x0 ∈ Ω and radius 0 < R < dist(x0, ∂Ω)/2. The constants α and C depend
only on n, s, p, and Λ.
Similarly, by Theorems 2.9, 2.10, and 3.2, non-negative minimizers of E satisfies the
following Harnack-type inequalities.
Corollary 3.4 (Harnack inequalities for minimizers). Let u ∈ Lp−1s (Rn) ∩Ws,p(Ω)
with u > 0 in Ω. The following statements hold true:
(a) if u is a superminimizer of E in Ω, then there exist an exponent ε > 0 and a con-
stant C > 1, both depending only on n, s, p, and Λ, such that(
−
∫
BR(x0)
u(x)ε dx
) 1
ε
6 C
(
inf
BR(x0)
u+ Tails,p(u−;x0, R) +RsF
1/p
0
)
for every x0 ∈ Ω and 0 < R < dist(x0, ∂Ω)/2;
(b) if u is a minimizer of E in Ω, then there exists a constant C > 1, only depending
on n, s, p, and Λ, such that
sup
BR(x0)
u+ Tails,p(u+;x0, R) 6 C
(
inf
BR(x0)
u+ Tails,p(u−;x0, R) +RsF
1/p
0
)
for every x0 ∈ Ω and 0 < R < dist(x0, ∂Ω)/2.
4. Applications to solutions of nonlocal equations
Another application of fractional De Giorgi classes is represented by the regularity
results that will be discussed in this section, concerning weak solutions of equations driven
by nonlocal operators.
Let K be a kernel satisfying (3.1) and (3.2), for some s ∈ (0, 1), p > 1, and Λ > 1.
We introduce the nonlinear and nonlocal operator L = LK,p as formally defined on a
measurable function u : Rn → R and at a point x ∈ Rn by
Lu(x) := P.V.
∫
Rn
|u(x)− u(y)|p−2(u(x)− u(y))K(x, y) dy
= lim
δ↘0
∫
Rn\Bδ(x)
|u(x)− u(y)|p−2(u(x)− u(y))K(x, y) dy.
Also, let f ∈ L∞(Ω) and f0 > ‖f‖L∞(Ω) be given.
Throughout the section, we will consider (sub-/super-)solutions of the equation
Lu = f in Ω, (4.1)
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defined in the following weak sense.
Definition 4.1. A function u ∈Ws,p(Ω) is a weak supersolution of (4.1) if
1
2
∫
Rn
∫
Rn
|u(x)− u(y)|p−2(u(x)− u(y))(ϕ(x)− ϕ(y))K(x, y) dxdy 6
∫
Rn
f(x)ϕ(x) dx
for every non-negative function ϕ ∈ W s,p(Rn) supported inside Ω. Conversely, u is a
weak subsolution of (4.1) if the reverse inequality holds for every such ϕ. Finally, u is a
weak solution of (4.1) if
1
2
∫
Rn
∫
Rn
|u(x)− u(y)|p−2(u(x)− u(y))(ϕ(x)− ϕ(y))K(x, y) dxdy =
∫
Rn
f(x)ϕ(x) dx
for every ϕ ∈ W s,p(Rn) supported inside Ω.
Note that, if F = F (x, u) is a differentiable function in the variable u, the minimizers
of the energy E considered in Section 3 are weak solutions of (4.1), with f = −Fu(·, u).
As for those minimizers, solutions of equations driven by the operator L are contained in
a fractional De Giorgi class. This is the content of the next result.
Theorem 4.2. Let u ∈ Lp−1s (Rn) ∩Ws,p(Ω). There exists a constant H > 1, depending
only on n, s, p, and Λ, such that:
(a) if u is a weak supersolution of (4.1), then u ∈ DGs,p− (Ω; f 1/(p−1)0 , H, sp/(p− 1));
(b) if u is a weak subsolution of (4.1), then u ∈ DGs,p+ (Ω; f 1/(p−1)0 , H, sp/(p− 1));
(c) if u is a weak solution of (4.1), then u ∈ DGs,p(Ω; f 1/(p−1)0 , H, sp/(p− 1));
Theorem 4.2 can be proved through a strategy analogous to Theorem 3.2. We omit the
details for brevity and refer the interested reader to [8, Section 8].
By putting together this result with Theorems 2.2 and 2.5, we are able to deduce the
Ho¨lder regularity of weak solutions to (4.1).
Corollary 4.3 (Ho¨lder continuity of solutions). Let u ∈ Lp−1s (Rn) ∩Ws,p(Ω) be a
weak solution of (4.1). Then, u ∈ Cαloc(Ω) for some exponent α ∈ (0, 1) and there exists
a constant C > 1 such that
‖u‖L∞(BR(x0)) +Rα[u]Cα(BR(x0)) 6 C
(‖u‖Lp(B2R(x0))
Rn/p
+ Tails,p(u;x0, R) +R
sp
p−1f
1/(p−1)
0
)
for every x0 ∈ Ω and every 0 < R < dist(x0, ∂Ω)/2. The constants α and C only depend
on n, s, p, and Λ.
When p = 2, the Cα character of solutions to (4.1) is well-known—see, e.g., Silvestre [25]
and Kassmann [18]. For a general p > 1, such regularity has been obtained by Di Castro,
Kuusi & Palatucci [13] in the case of L-harmonic functions, i.e., when f ≡ 0. To the
best of our knowledge, Corollary 4.3—appeared in [8] as Theorem 2.4—is the first result
establishing Ho¨lder estimates for solutions of (4.1) when p 6= 2 and in the presence of
a non-vanishing right-hand side f . See also the very recent [1] for almost sharp results
when p > 2 and s < (p− 1)/p.
Taking advantage of Theorems 2.9 and 2.10, we also have the following Harnack in-
equalities.
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Corollary 4.4 (Harnack inequalities for solutions). Let u ∈ Lp−1s (Rn) ∩Ws,p(Ω)
with u > 0 in Ω. The following statements hold true:
(a) if u is a weak supersolution of (4.1), then there exist an exponent ε > 0 and a
constant C > 1, both depending only on n, s, p, and Λ, such that(
−
∫
BR(x0)
u(x)ε dx
) 1
ε
6 C
(
inf
BR(x0)
u+ Tails,p(u−;x0, R) +R
sp
p−1f
1/(p−1)
0
)
for every x0 ∈ Ω and 0 < R < dist(x0, ∂Ω)/2;
(b) if u is a weak solution of (4.1), then there exists a constant C > 1, only depending
on n, s, p, and Λ, such that
sup
BR(x0)
u+ Tails,p(u+;x0, R) 6 C
(
inf
BR(x0)
u+ Tails,p(u−;x0, R) +R
sp
p−1f
1/(p−1)
0
)
for every x0 ∈ Ω and 0 < R < dist(x0, ∂Ω)/2.
Similar Harnack inequalities appeared in [19], for p = 2, and in [12], with a general p > 1
but with f = 0.
Appendix A. An explicit example
It is easy to see that the characteristic function of a sufficiently smooth subset E of Rn
is contained in the fractional Sobolev space W s,p, provided sp < 1. In this appendix we
show that, in dimension n = 1 and under this assumption on s and p, a step function may
also belong to a weak fractional De Giorgi class D˜Gs,p—but never to a strong class DGs,p.
From this, it follows that the Cα estimates of Theorem 2.5 and the Harnack inequality of
Theorem 2.9—both valid for the elements of the smaller class DGs,p—cannot be extended
to D˜Gs,p.
Proposition A.1. Let n = 1 and sp < 1. Then,
χ(0,+∞) ∈ D˜Gs,p((−1, 1); 0, H, 0) (A.1)
for some constant H > 1. Furthermore,
χ(0,+∞) /∈ DGs,p− ((−1, 1); d,H, λ) (A.2)
for every d, λ > 0 and H > 1.
Proof. We begin by showing that (A.1) holds true. We only check that u := χ(0,+∞)
belongs to the class D˜Gs,p− , as the verification of its inclusion in D˜G
s,p
+ is analogous.
Fix any x0 ∈ (−1, 1), 0 < r < R < 1 − |x0|, and k ∈ R. In order to check the validity
of the inequality defining D˜Gs,p− , we clearly can restrict ourselves to considering the case
of k > 0, since otherwise (u − k)− ≡ 0. For shortness, we only deal with k ∈ (0, 1], the
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case k > 1 being similar. We first estimate from above the left-hand side of (2.2):
[(u− k)−]pW s,p((x0−r,x0+r)) =
∫ x0+r
x0−r
∫ x0+r
x0−r
|(u(x)− k)− − (u(y)− k)−|p
|x− y|1+sp dxdy
= 2kpχ(|x0|,+∞)(r)
∫ 0
x0−r
∫ x0+r
0
dxdy
|x− y|1+sp
6 2(r − |x0|)
1−sp
+ k
p
sp(1− sp) .
(A.3)
In view of this, it suffices to estimate from below the right-hand side of (2.2) when r > |x0|.
In this case, also R > |x0| and therefore such right-hand side is larger than
H
R(1−s)p
(R− r)p‖(u− k)−‖
p
Lp(x0−R,x0+R) = H
R(1−s)p
(R− r)pk
p
∫ 0
x0−R
dx > H(R− |x0|)1−spkp.
As R > r, the latter quantity controls the one appearing on the last line of (A.3), pro-
vided H is sufficiently large (in dependence of s and p only). Consequently, u belongs to
the class D˜Gs,p− ((−1, 1); 0, H, 0).
We now turn our attention to (A.2). We point out that, arguing by contradiction,
its validity could be inferred from Theorem 2.10. Nevertheless, we present here a proof
of it based on a direct computation, for we show that inequality (2.5) does not hold
when x0 = 0 and R = 2r, with k, r > 0 suitably small. Indeed, under these assumptions
the left-hand side of (2.5) is larger than∫ r
−r
(u(x)− k)−
{∫
R
(u(y)− k)p−1+
|x− y|1+sp dy
}
dx >
∫ 0
−r
k
{∫ x+r
0
(1− k)p−1
(y − x)1+sp dy
}
dx
=
r1−spk(1− k)p−1
1− sp .
On the other hand, it is easy to check that the right-hand side of (2.5) is bounded above
by CH(r1+λdp+r1−spkp), for some constant C > 1 depending only on s and p. By taking r
and k smaller and smaller (but positive), it follows that the latter quantity cannot control
the one displayed above, no matter how large H is. Hence, (A.2) holds true. 
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