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Abstract 
A Computational Project to develop a tool for the analysis of raw material data was proposed and 
completed at GlaxoSmithKline. Using Statistica Visual Basic (SVB), a script exceeding 75,000 
lines of code and spanning two files, was developed. The code was designed for the purpose 
aggregating raw material and process data available from previous GlaxoSmithKline projects (or 
campaigns), as well as generating new predictions based on existing material lots available and the 
possible ways in which these raw materials can be deployed. The script is designed to be user-
friendly, and able to function with minimal user input by automating every step of the analysis and 
process. Development of the Raw Material Analysis Tool (Analysis Tool) generated new insights 
into how new lots of raw materials can be used for the current project to maximize process 
efficiency. 
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1. About GlaxoSmithKline 
GlaxoSmithKline (GSK) is a British Pharmaceutical Company headquartered in London. GSK is 
one of the largest pharmaceutical companies in the world, and is also ranked in the Fortune Global 
500, which ranks the largest companies in the world by revenue. Top brands from GSK include 
Sensodyne Toothpaste. 
     GSK has offices and facilities in over a hundred countries, and employs almost a hundred 
thousand people. Four GSK scientists have received Nobel Prizes for their contributions to medical 
research. Additionally, GSK has also led the Global Access to Medicines Index, which evaluates 
pharmaceutical companies on their efforts to improve access to medicines. 
 
2. Introduction 
Statistics and Regression Models play an important role in Pharmaceutical research, and have been 
used in a wide range of studies from evaluating formulations (Amraei and Niazi, 2018) to 
analyzing product sales (Rentala and Anand, 2014). Statistical analyses reduce the need for raw 
materials and equipment usage (Alin et al., 2019), and enable predictions to be made by identifying 
correlations in a set of experimental data. 
       Process optimization in pharmaceutical manufacturing is rarely uncomplicated. A large 
number of variables, from cell count to mass, could potentially be an important factor. Due to the 
large numbers of variables involved, which could potentially be of different types (for example, 
categorical and continuous variables), elementary linear regression is mostly insufficient to capture 
the full complexity of the data provided. Hence, Multivariate Statistical methods, such as Principal
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Component Analysis (PCA), are often an important part of such analyses. Multivariate Statistics 
can be used to determine how a diverse set of variables could correlate with each other (Lewis et 
al., 2018). Additionally, Multivariate statistical methods can be used to condense a large set of 
diverse variables into one or a smaller number of variables (Wang et al., 2018) for dimensional 
reduction. Many previous studies have indicated the effectiveness of Multivariate models in 
studying drug formulations (Amraei and Niazi, 2018) and increasing process efficiency (Wang et 
al., 2018). 
     GlaxoSmithKline’s current project involves the optimization of process variables by 
determining possible correlations with the composition of raw materials used, and making 
adjustments accordingly. Previous projects have provided a set of experimental data indicating the 
performance of different process variables under varying feed and media combinations. The 
currently available experimental data forms the foundation of the project. Due to the complexity 
of the composition of the raw materials, including over a hundred different elements, amino acids 
and vitamins, Multivariate statistical models will be used to capture the complexity of the data and 
determine possible correlations with different process variables. The objective of the project would 
be to develop a Multivariate Statistical Model, using one of a selection of Programming/Statistical 
computer applications available to GlaxoSmithKline, to determine the ideal feed and media 
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3. GSK Raw Material Analysis Tool 
3.1 Overview 
The Raw Material Analysis Tool (Analysis Tool) was developed in Statistica Visual Basic (SVB) 
to provide a rapid and automated solution to analyzing large quantities of raw material data, as 
well as providing information for the current project. Data from previous projects are analyzed, 
and the Analysis Tool provides process predictions for multiple selections of raw materials 
available for the current project. 
     Operation of the Analysis Tool is intended to be as convenient and easy as possible. Through 
scripts to load spreadsheets, the tool prompts users to select an excel file for aggregation and 
analysis. Once loaded, the Tool extracts relevant data from the spreadsheets and provides a list of 
options for the user. These options are covered in subsequent sections. 
     For the purpose of company confidentiality, information may be censored in code examples. 
 
3.2 Software Selection 
The project requires the development of a statistical model, provided with an executable script or 
executable capable of performing all tasks without any complex user inputs. While most 
calculations could technically be performed by hand in conventional data management 
applications, such as Microsoft Excel, the model needs to be able to automate all these steps. This 
reduces the manpower cost of each analysis, and also eliminates human error. Additionally, the 
model should have some basic analytical capabilities of its own, in order to filter unimportant 
variables and identify useful trends.
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     The model should ideally be easy to use and available to GlaxoSmithKline staff. As most data 
is provided through spreadsheets, the accompanying script or executable needs to be capable of 
breaking down the provided data without complex user inputs. 
     Statistica, along with Statistica Visual Basic (not to be confused with Visual Basic by 
Microsoft), was chosen for the project after evaluating all requirements. Statistica is available to 
GlaxoSmithKline staff, and comes with spreadsheets and a large selection of statistical tools, 
including multivariate analysis. Statistica Visual Basic provides a simple and efficient 
programming language which can be used to develop an accompanying script for the statistical 
model, hence allowing the full process to be automated with a single push of the “run” button.  
 
3.3 Data Aggregation 
Experimental data (from previous projects) have been provided in five spreadsheets. They are as 
follows. For non-disclosure purposes, the exact names of the spreadsheets are not included, and 
descriptions are generalized to protect company confidentiality. 
1) Composition Data – the composition of raw materials by batch and type, based on 
constituent amino acids, vitamins and elements 
2) Quantity Data – the quantity of raw materials used in each run 
3) Process Data I – Process variables by each run 
4) Process Data II – Process variables by each run 
5) Process Data III – Process variables by each run 
     During the previous project, experiments were conducted in runs, and assigned a unique code. 
Due to the nature of existing data collection systems, data is provided in the disparate format of 
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separate spreadsheets. Hence, there is a need to aggregate data in the system. The Analysis Tool 
starts off with a simple data aggregation system, which sorts and organizes data into a single 
spreadsheet, while keeping important data available internally in the program for further analysis 
and regression.  
     The initial step is identifying unique codes and comparing them across all spreadsheets. Using 
the first Process Data File, the script identifies all codes (while removing and warning the user of 
any repeat entries). Subsequently, each code is individually compared against all spreadsheets 
(except Composition Data) to match all data sets together. Material lot numbers are provided in 
the Composition Data Spreadsheet, which matched to lot numbers in the Quantity Data 
Spreadsheet, and subsequently linked to the Process Data Spreadsheets. The script discards any 
codes which fail to yield connecting data to all uploaded spreadsheets, and also warns the user. 
The script must find at least one set of usable codes to proceed with data aggregation, although it 
should be noted that subsequent statistical analyses will require a large number of useable codes 
for greater accuracy, as each code represents a data point which will be used subsequently. 
     Aggregating the data in all five spreadsheets is rarely a linear process. Each code (based on 
each unique run) could be attached to one or more material batches in variable quantities. Single 
values for elemental, amino acid and vitamin compositions are required for each code, by 
calculating proportional contributions from each batch. 
     Data aggregation has largely been accomplished through the use of arrays and loops. Arrays 
are a data structure consisting of a set of elements, which could be integers, text and so on. Unless 
otherwise mentioned, all arrays used are one-dimensional. For each code, the script runs through 
all matching batch numbers and stores them in an array. This array is reused for each code, 
allowing to minimize the generation of arrays. This allows for efficient management of data. A 
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similar method is also applied to calculating feed and media compositions by code. For each code, 
arrays store information (composition and mass) for each related material batch, and consolidates 
the information in a single scripted calculation. 
 
 
Figure 1: SVB code to identify and list relevant batch values without repetition. 
     An example is provided in Figure 1. The script first filters irrelevant spreadsheet entries by 
searching for data which corresponds to a certain raw material type (RawMaterialDescriptionME) 
and process unit number (HierarchyME). Subsequently, the script adds the corresponding material 
batch number to a storage array (StringArrayHolder). If the array is empty, the batch number is 
added automatically. Otherwise, the script runs through all batch numbers already in the array and 
only adds the batch number if it has yet to do so.
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     Figure 2 identifies areas in a spreadsheet where codes align, as well as filtering for data which 
corresponds to a certain raw material type. When all the conditions are met, a binary array is 
marked with a value of 100 to indicate that the relative positioning in the associated spreadsheet 
contains relevant information. Mass values are obtained and stored in another array, while a two-
dimensional array stores all important batch numbers, all in an array position corresponding to the 
original spreadsheet. Following that, a second loop calculates the mass value contribution of the 
raw material and code, and loads it into the final spreadsheet. 
 
 
Figure 3: SVB code to calculate averaged element, amino acid and vitamin compositions based on 
proportional contributions from varying batches. 
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     Figure 3 calculates final compositions of each code (from each run) based on proportional 
contributions from each raw material batch number. Using data from the previous code snippet, 
relevant data sets are obtained by comparing batch numbers to the previously created array. For 
each relevant set, a proportional contribution is calculated by taking the sum of all relevant 
elemental contributions, multiplied by the fractional mass value of each relevant batch number 
over the total mass used. Data is populated in the spreadsheets, while error checkers warn the user 
of any gaps or other errors in the data. 
 
 
Figure 4: Output Spreadsheet of Aggregated Data. 
 
     Data is organized into a single spreadsheet (Figure 4) which provides a clean overview of the 
data with proportional contributions by each batch calculated. 
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Figure 5: Output spreadsheet of averaged compositions of feed and media used in process runs. 
 
 
     Compositions by code (in Elements, Amino Acids and Vitamins) are also organized into the 
spreadsheet, as shown in Figure 5. 
 
3.4 PCA Analysis 
Principal Component Analysis (PCA) plays an important role in multivariate analyses, and can 
provide useful insights in a study with a large number of observed variables. Broadly described, 
PCA is a dimensional-reduction technique (Ruvalcaba-López et al., 2019), reducing a complex 
dataset into a simpler one. In the case of this study, PCA condenses a large number of variables 
and summarizes the data in the form of a smaller number of components, where each component 
is a linear combination of variables, which, when all components are taken together, can account 
for the variation of the data as a whole (Felipe-Sotelo et al., 2008).
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Figure 6: Illustration of PCA Analysis. 
 
 
     Statistica provides an in-built tool to perform Multivariate Analyses, including PCA. The 
analysis can be performed either through the interface, or using a script, although the tool will 
make use of the latter.  
 
Figure 7: SVB Code to perform a PCA Analysis in Statistica. 
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Figure 8: SVB Code to establish further conditions in performing a PCA Analysis in Statistica. 
 
 
     The script used to generate a PCA analysis is shown in Figure 7, while setting adjustments to 
the PCA analysis are shown in Figure 8. Parameters such as variable locations are specified in the 
script. Other settings, such as font sizes and variable sorting are also accounted for in the script. 
The original codes can be generated using the “Record Macro” function in Statistica Visual Basic, 
which generates codes for analyses performed using the software tools. 
     The analysis tool performs a PCA analysis on a selected set of predictive variables, namely 
some combination of the elements, amino acids and vitamins which form the composition of each 
run (organized by code). Information on each PCA analysis is provided in graphs for each data set. 
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Figure 9: SVB Code to extract graphical information from a PCA Analysis. 
 
 
     Scripts used to call and generate different graphs from the analysis are shown in Figure 9. These 
are extracted from a temporary workbook created by the analysis and assigned a variable name.  
 
 
Figure 10: PCA Output graphs from Analysis Tool.
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     A subset of all available PCA graphs is shown in Figure 10. The data provided by the tool is 
used for human review and reference, and is not used in prediction or any of the subsequent 
sections. 
 
3.5 PLS Analysis 
Partial Least Squares (PLS) Analysis also has an important role in multivariate analyses. PLS can 
be broadly described as an extension of the PCA method (Felipe-Sotelo et al., 2008). While PCA 
can be used to condense a large set of predictive variables, it does not take into account the impact 
of dependent variables. This makes PCA less suitable for studies involving a large number of 
predictive variables which involve different measures. PLS extracts values from both predictive 
(X) and dependent (Y) variables, and works to maximize the correlation between both (Hegazy et 
al., 2018). Hence, it ensures that components have greater correlation with dependent variables. 
     The current project involves over a hundred predictive variables. While most relate to raw 
material composition, they involve different measures (e.g. elements and vitamin composition). 
Thus, factoring dependent variables when creating components can enable a more accurate study. 
     As with PCA, Statistica provides an in-built tool to perform PLS analyses. Similarly, the 
analysis can be performed either through the interface, or using a script, of which the latter will be 
used, as with PCA. However, components calculated using the PLS analysis will be internally 
recorded, stored and used for further analysis by the Analysis Tool, including generating 
predictions. Component data is accessible in the spreadsheets.
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Figure 11: SVB Code to perform a PLS Analysis in Statistica. 
 
 
     The script used to generate a PLS analysis is shown in Figure 11. As with a PCA analysis, codes 
can be obtained using the “Record Macro” function, as described previously. Other settings, such 
as font and display settings, and also be adjusted in the script. 
 
  
Figure 12: Elimination of non-significant PLS components.
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     Principal Components derived from the PLS analysis will be used in subsequent parts of the 
tool. Hence, it is imperative that only significant Principal Components are chosen. 
     Additional codes (shown in Figure 12) have been added to the script to screen all Principal 
Components generated by the analysis, and to remove those which are not significant. In the 
unlikely event that the set of variables are unable to generate even one significant Principal 




Figure 13: SVB Code to extract graphical information from a PLS Analysis. 
 
 
     Scripts used to call and generate different graphs are shown in Figure 13. These are meant for 
user reference. Only the extracted Principal Components will be used for the rest of the analysis.
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Figure 14: PLS Output data/graphs from Analysis Tool. 
 
 
     A subset of all available PCA graphs is shown in Figure 14. Data in the spreadsheets, as well 
as Principal Component values (stored separately) are stored in internal spreadsheets and arrays 
for subsequent parts of the analysis. Graphs provided by the tool are used for human review and 
reference, and are not carried forward to the subsequent sections. 
     An advantage of Statistica is that for each Principal Component, predictor variables which 
clearly have no variation with the dependent variable are automatically removed from the analysis. 
This is advantageous as some predictor variables do not vary at all, hence making them redundant 
to the overall analysis. While it is technically possible to individually apply every variable to the 
subsequent regression analysis, applying the PLS analysis streamlines the overall process 
significantly and eliminates redundant variables.
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3.6 Multiple Regression Analysis 
Statistica also provides tools for regression analyses. A Multiple Regression Analysis (Gordon et 
al., 2018) involves a single dependent variable, and multiple predictor variables. The analysis 
attempts to determine a correlation in the following form between the predictor and dependent 
variables. 
Y = k0 + k1X1 + k2X2 + … 
Where Y is the single dependent variable, X represents the range of predictor variables, the 
corresponding k values represent the coefficients of each X variable and k0 represents a constant. 
     By working out the coefficients of the provided equation, it is possible to develop a 
mathematical relationship between the dependent and predictor variables. Statistica also provides 
the Coefficient of Determination (R2), which measures the overall fit of the data to the statistical 
model. R2 values of 0.6 or higher typically indicate a good fit between the model and the data, and 
the potential for the model to predict how process variables based on data provided. 
 
Figure 15: SVB Code to generate a Multiple Regression Analysis by the number of Principal 
Components.
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     The script used to generate a multiple regression analysis is shown in Figure 15. The analysis 
adjusts itself based on the number of Principal Components generated in the previous PLS 
Analysis, and skips the data set if no Principal Components of sufficient significance were detected. 
The script is able to accommodate up to five Principal Components, and will ignore any additional 
Principal Components. However, this is more of a redundant measure as it is nearly impossible 
that a set of data will yield such a large number of significant Principal Components. No data sets 
provided from the previous project have yielded more than two significant Principal Components.  
 
 
Figure 16: SVB Code to generate Regression plots from a Multiple Regression Analysis 
 
 
     The script (shown in Figure 16) also generates graphs from the analysis, mainly to compare an 
individual predictor variable with the dependent variable on a single plot. This is for user review 
and is not used in the rest of the analysis.
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Figure 17: Multiple Regression Analysis Output graphs using Analysis Tool. 
 
 
     A subset of the data provided is shown in Figure 17. The regression summary and statistics 
provide key data to be used in the next step of the analysis. 
 
 
Figure 18: Multiple Regression Analysis – Predictor Variable Performance. 
 
 
     Data from the multiple regression is provided in the spreadsheet shown in Figure 18. This 
includes all Principal Components (significant) from the previous analysis and a few other process 
variables (such as pasteurization) which can be used as predictor variables. P-values (or probability 
values) provide an indication of the significance of the results. A p-value below 0.05 (Kennedy-
Shaffer, 2019) indicates that the variable has managed to exceed a threshold in which it could be 
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considered significant, and will be used for subsequent analyses. Thus, all variables which fail to 
meet the threshold (p-value < 0.05) will be taken out, with the remainder carried forward to a 
second Multiple Regression analysis.  
 
 
Figure 19: Consolidation of significant variables. 
 
 
     The b coefficients, the coefficients of the variables in the linear regression, will be taken from 
the second Multiple Regression Analysis, in which only significant variables will be considered. 
As shown in Figure 19, variables which do not meet the required p-value threshold are excluded. 
The remainder are put through the same analysis, and R2 values as well as the b coefficients taken 
from the second multiple regression analysis are consolidated in the output workbook of the tool. 
This is applied to the next analysis.
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3.7 Full Permutation Prediction 
Various lots of feed and media are provided for the upcoming project, each of different 
compositions. By varying the selection and proportions of the provided lots, it is possible to vary 
the composition of elements, amino acids and vitamins in both process media and feed, albeit to 
an extent limited by the compositions of the base lots provided. 
     Optimizing the process variables essentially comes down to manipulating the selection and 
proportion of lots used to prepare the feed and media, such that the composition of each leads to 
an optimal result. Due to the large number of lots, and thus, the large number of variables involved, 
approaching the problem using a linear method is insufficient. Hence, a more comprehensive 
method is used, in which every possible permutation to combine lots is identified. The Analysis 
Tool performs a calculation for each, and returns the most ideal combinations.  
 
 
Figure 20: SVB Code to determine and compile all possible combinations of material lots.
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     The script shown in Figure 20 calculates all possible permutations (in increments of 10%) of a 
media or feed sample with up to four material lots available. Using a series of loops, it is possible 
to generate sets of data identifying every permutation.  
 
Figure 21: Spreadsheet of possible permutations generated by Analysis Tool. 
 
 
     An example of the permutation tool, based on three available lots, is shown in Figure 21. Every 
row indicates a possible permutation to organize the available lots of raw material to generate 
process feed or media. 
     Composition data is available for individual raw material lots, and the tool proportionally 
averages the data to determine the overall composition of the combined lots. These are 
subsequently used with the Principal Components in the PLS analysis to generate a component 
variable. 
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Figure 22: Output Spreadsheet of predicted performance of all combinations of raw material lots. 
 
 
     Using the component variable, any other relevant predictor variables, and the b coefficients 
obtained in the multiple regression analysis, the Analysis Tool can perform a full calculation to 
predict process variables for each permutation of raw material lot combinations. These variables 
can subsequently be sorted in descending order, allowing users to quickly identify lots or 
combinations with the most potential. 
 
3.8 Limitations 
     The tool works under the assumption that feed and media compositions are the main contributor 
to process variables in the study. While data from the previous project suggests that this might be 
a reasonable conclusion, based on the strong correlations between feed and media compositions as 
well as process variables, more research needs to be done to determine if this can be reproduced.
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     Additionally, some sets of multiple regressions produced somewhat poor R2 values, suggesting 
a tenuous correlation between some sets of process variables and predictor variables. Nevertheless, 
predicted process variables from these sets could simply be excluded from the study, and the tool 
provides users with R2 values for each prediction up front, to determine the extent to which the 
data could be useful.  
 
4. Conclusion 
A full analytical tool was developed in SVB for the current project, capable of rapidly aggregating 
large quantities of data from previous project, and generating regression coefficients using 
Multiple Regression to be applied to future projects. Additionally, the Analysis Tool is able to 
aggregate raw material batch data from current projects and generate predictions for process 
variables under a wide range of possible permutations. From there, users can easily pick out ideal 
combinations of raw materials for feed and media to generate the ideal process results. 
     The Analysis Tool is designed to be as efficient and easy to use as possible, requiring a single 
push of the “Run” button and file selections to generate a wide range of result spreadsheets, where 
users can easily view data and determine ideal selections of raw materials.  
     Subsequent projects can also make use of the Analysis Tool, with slight modifications to be 
made in the event that there are changes to the required process variables, or any other possible 
changes. Due to the flexibility of the script, future projects can easily make use of a slightly 
modified tool if there are any changes to process variables or inputs. Most of the existing code 
structures can be retained while providing for new variables or methods of calculation. The script 
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is designed to search for errors and adjusts itself to datasets of various sizes. In its current state, it 
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