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ABSTRACT
Turbulence in protoplanetary disks affects planet formation in many ways. While small dust particles are mainly
affected by the aerodynamical coupling with turbulent gas velocity fields, planetesimals and larger bodies are
more affected by gravitational interaction with gas density fluctuations. For the latter process, a number of
numerical simulations have been performed in recent years, but a fully parameter-independent understanding
has not been yet established. In this study, we present simple scaling relations for the planetesimal stirring rate
in turbulence driven by magnetorotational instability (MRI), taking into account the stabilization of MRI due
to Ohmic resistivity. We begin with order-of-magnitude estimates of the turbulence-induced gravitational force
acting on solid bodies and associated diffusion coefficients for their orbital elements. We then test the predicted
scaling relations using the results of recent Ohmic-resistive MHD simulations by Gressel et al. We find that
these relations successfully explain the simulation results if we properly fix order-of-unity uncertainties within
the estimates. We also update the saturation predictor for the density fluctuation amplitude in MRI-driven
turbulence originally proposed by Okuzumi & Hirose. Combination of the scaling relations and saturation
predictor allows to know how the turbulent stirring rate of planetesimals depends on disk parameters such as
the gas column density, distance from the central star, vertical resistivity distribution, and net vertical magnetic
flux. In Paper II, we apply our recipe to planetesimal accretion to discuss its viability in turbulent disks.
Keywords: dust, extinction – magnetic fields – magnetohydrodynamics – planets and satellites: formation –
protoplanetary disks – turbulence
1. INTRODUCTION
Planets are believed to form in circumstellar gas disks
called protoplanetary disks. Planet formation begins with
coagulation of submicron-sized dust particles through in-
termolecular forces. This stage is followed by the for-
mation of kilometer-sized planetesimals through the grav-
itational collapse of microscopic dust aggregates medi-
ated by gravitational (Goldreich & Ward 1973) or stream-
ing (Youdin & Goodman 2005; Johansen et al. 2007) instabil-
ities, or through further dust coagulation (e.g., Okuzumi et al.
2012; Windmark et al. 2012). Large planetesimals expe-
rience runaway growth mediated by gravitational focusing
(Wetherill & Stewart 1989; Kokubo & Ida 1996), forming
even larger solid bodies called protoplanets (or planetary em-
bryos). In the final stage, protoplanets evolve into gas giants
by accreting the disk gas or into larger solid planets through
giant impacts during/after the dispersal of the gas disk.
The fate of these formation processes crucially de-
pends on the turbulent state of the gas disk. Turbu-
lence induces a random motion of solid particles smaller
than planetesimals through the aerodynamical friction force
(e.g., Vo¨lk et al. 1980; Ormel & Cuzzi 2007). The result-
ing turbulent diffusion acts against accumulation of the
solid particles (Carballido et al. 2005; Turner et al. 2006;
Fromang & Papaloizou 2006; Johansen et al. 2006), which
limits planetesimal formation via gravitational instability
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(Youdin 2011). The enhanced collision velocity may cause
catastrophic disruption of the solid bodies, which inhibits
direct collisional formation of planetesimals (Johansen et al.
2008; Okuzumi & Hirose 2012). Turbulence also accumu-
lates solid particles of particular sizes (e.g., Cuzzi et al. 2001;
Johansen et al. 2007), but its relevance to planetesimal forma-
tion is under debate (Pan et al. 2011).
For planetesimals and larger solid bodies, stochastic
gravitational forces induced by gas density fluctuations
play a more important role. In turbulent disks, vor-
ticity and nonlinear stress excite gas density fluctuations
(Heinemann & Papaloizou 2009a,b), which give rise to
stochastic gravitational forces that act on solid bodies.
This particularly affects the motion of large solid bod-
ies that are well decoupled from the gas friction force,
causing stochastic orbital migration (Laughlin et al. 2004;
Nelson & Papaloizou 2004; Nelson 2005; Johnson et al.
2006; Oishi et al. 2007; Rein 2012) and eccentricity stirring
(Nelson 2005; Ogihara et al. 2007; Ida et al. 2008).
The turbulence-induced eccentricity stirring severely con-
strains the formation of protoplanets at a fundamental level.
In order for gravitational runaway growth to set in, the ve-
locity dispersion of planetesimals must be smaller than their
escape velocity (Wetherill & Stewart 1989). However, in a
fully turbulent disk, this requirement is unlikely to be satis-
fied for planetesimals smaller than 100 km in size (Ida et al.
2008; Nelson & Gressel 2010). This indicates that run-
away growth could be significantly delayed depending on
the turbulent state of the disks (Nelson 2005; Ormel et al.
2010). Moreover, the high turbulence-driven relative veloc-
ity can make a collision between planetesimals disruptive
rather than accumulative, especially in outer regions of the
disks (Nelson 2005; Ida et al. 2008; Nelson & Gressel 2010;
Yang et al. 2009, 2012). Thus, to understand the fate of plan-
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etesimal growth and succeeding planet formation, it is essen-
tial to know how gas turbulence is driven in protoplanetary
disks, and how its strength depends on the disk environment.
One mechanism that can drive strong turbulence is the
magnetorotational instability (MRI; Balbus & Hawley 1991).
This is an MHD instability resulting from the coupling be-
tween a differentially rotating gas disk and magnetic fields. In
an ideal case where the coupling is strong enough, the MRI
drives strong gas turbulence with the Shakura–Sunyaev pa-
rameter α ∼ 10−2 or even larger depending on the strength
of the net vertical magnetic fields (e.g., Davis et al. 2010;
Suzuki et al. 2010). However, because the ionization degree
of protoplanetary disks is generally very low, non-ideal MHD
effects strongly affect the actual level of the turbulence. For
example, a high Ohmic resistivity near the disk midplane
prevents the coupling between the gas and magnetic fields
and thereby creates a “dead zone” where MRI is inactive
(Gammie 1996). The size of the dead zone depends on the
ionization degree of the disk gas, and is generally large when
tiny dust particles that efficiently capture ionized gas par-
ticles are abundant (e.g., Sano et al. 2000; Ilgner & Nelson
2006). Ambipolar diffusion has a similar effect on MRI,
but at higher altitudes where the gas density is low (Bai
2011; Perez-Becker & Chiang 2011a,b; Mohanty et al. 2013;
Dzyurkevich et al. 2013).
Recently, Gressel et al. (2011) first studied the effect of an
Ohmic dead zone on turbulent planetesimal stirring. They
performed local stratified MHD simulations at 5 AU taking
into account a high Ohmic resistivity provided by abundant
small dust particles. They showed that the resulting large
dead zone considerably suppresses the planetesimal stirring
rate. The effect has been more extensively studied in their lat-
est paper (Gressel et al. 2012; henceforth GNT12) for various
values of the net vertical magnetic flux. They concluded that
planetesimal growth beyond the disruption barrier is possible
in a dead zone if the net flux is so weak that upper MRI-active
layers do not generate strong density waves. This indicates
that a dead zone can provide a safe haven for planetesimals.
However, there still remain two open issues. First, how
much dust is needed to maintain a large enough dead zone?
Gressel et al. (2011, 2012) fixed the amount of 0.1 µm-sized
dust particles to be 10 % in mass of the total solids in the
disk. However, it is unclear whether this amount is reasonable
in late stages of planet formation where a significant fraction
of solids in the disk should have been incorporated into plan-
etesimals. In principle, tiny particles can be resupplied when
planetesimals undergo collisional fragmentation or erosion.
However, such tiny particles are usually removed immediately
through their mutual sticking and/or sweep up by larger dust
particles. Thus, the amount of residual dust is determined by
the balance between these competing processes, and therefore
cannot be determined a priori. Second, can a dead zone act
as a safe haven at every location in protoplanetary disks? The
results of Gressel et al. (2011, 2012) only apply to 5 AU from
the central star, but turbulent planetesimal stirring is generally
more effective further out in disks (Ida et al. 2008). In order
to study whether the dead zone is beneficial for planetesimal
growth in general circumstances, a model that does not rely
on a specific choice of disk parameters is desirable.
The aim of this study is to provide a general recipe for
planetesimal stirring in MRI-driven turbulence. We construct
scaling relations that clarify how the turbulent quantities rel-
evant to planetesimal stirring depend on each other and on
basic disk parameters. This is an extension of recent work
by Okuzumi & Hirose (2011, henceforth OH11). They per-
formed a systematic set of local stratified MHD simulations
with a dead zone, and provided an analytic prescription for
the amplitude of the gas density fluctuations as a function
of the net vertical flux, vertical resistivity profile, and other
disk parameters. In this paper, we begin with an order-of-
magnitude estimate to derive scaling relations that link the
density fluctuation amplitude to the turbulent stirring rate of
solid bodies. We then calibrate them using the published data
by GNT12. We also update the density fluctuation recipe of
OH11 using the same published data. An application of our
recipe to runaway planetesimal growth will be presented in
Paper II (Ormel & Okuzumi 2013).
The plan of this paper is as follows. In Section 2, we
present order-of-magnitude estimates that predict relation-
ships among the density fluctuation, random gravity, and or-
bital diffusion coefficients for planetesimals. In Section 3, we
compare our predictions with the simulation results presented
by GNT12 to present calibrated prescriptions for planetesimal
stirring. The predictor function for the density fluctuations is
presented in Section 4. Comparison with previous results re-
lying on ideal MHD and implication for planetesimal stirring
in protoplanetary disks is given in Section 5. A summary of
this study is given in Section 6.
2. ORDER-OF-MAGNITUDE ESTIMATES
In order to clarify how the turbulent stirring rate of planetes-
imals generally depends on disk parameters, we begin with
deriving scaling relations between relevant turbulent quanti-
ties from order-of-magnitude arguments. Verification and cal-
ibration of the derived relations will be done in Section 3.
Our estimation follows two steps. First, we relate gas den-
sity fluctuations to random gravitational forces on planetesi-
mals using Gauss’s law for gravity. We then relate the random
gravity to the diffusion coefficients for planetesimals. The
second step is based on recent work by Rein & Papaloizou
(2009) that regards the equation of motion for planetesimals
as a stochastic differential (or Langevin) equation.
2.1. Random Gravity
We denote the gas density perturbation by δρ and the in-
duced gravitational force on planetesimals (per unit mass) by
F (see Figure 1 (a)). These are assumed to be stochastic vari-
ables with vanishing mean values 〈δρ〉 = 〈F〉 = 0 and nonzero
mean square values 〈δρ2〉 and 〈F2〉 ≡ 〈F2〉. The density per-
turbation and induced gravitational force are related to each
other by Gauss’s law for gravity,
∇ · F = −4piGδρ, (1)
where G is the gravitational constant.
We want to estimate the amplitude of the random gravity
for given density fluctuation amplitude. This can be done by
assuming that the density fluctuations have a characteristic
wavenumber k. With this assumption, we can estimate that
|∇ · F| ∼ k〈F2〉1/2, where k = |k| is the magnitude of k. Thus,
from Equation (1), we have
〈F2〉1/2 ∼ 4piGk 〈δρ
2〉1/2. (2)
If the disk is entirely MRI-turbulent, the characteristic
wavenumber (or the inverse of the correlation length) k is of
the order ∼ 1/H, where H is the gas scale height (Guan et al.
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(a) w/o shearing-out (b) w/ shearing-out
Figure 1. Schematic illustration showing how density fluctuations create fluctuating gravity fields. The patches indicate density bumps produced by turbulence,
while the circle at the center indicates a solid body gravitationally interacting with the density fluctuations. In MRI-active regions, the characteristic wavenumber
k0 of the density fluctuations are of the order ∼ H (panel (a)). In dead zones, density fluctuations have a higher wavenumber because they get sheared out by the
background flow when they propagate from active regions (panel (b)).
2009; Heinemann & Papaloizou 2009a,b; Nelson & Gressel
2010). This suggests that
〈F2〉1/2 = A1GH〈δρ2〉1/2, (3)
where A1 is an order-of-unity number that represents the
overall uncertainty in the above estimate.
However, if there is a dead zone at the midplane, we need
to take into account the shearing-out of the density fluctua-
tions. In the presence of a dead zone, the sources of the den-
sity fluctuation at the midplane are density waves that have
propagated from the upper MRI-active layers. At the mid-
plane, these waves have a higher k than they had in the ac-
tive layers because the differentially rotating background flow
shears them out during their propagation (see Figure 1 (b)).
The importance of the shearing-out has first been pointed
out by GNT12 (see their Section 5.1), and we will quan-
tify this with the following argument. Let us denote the ra-
dial and azimuthal wavenumbers of a density wave by kr
and kφ, respectively. The shearing motion of the gas disks
changes the radial wavenumber, and this can be expressed as
(Goldreich & Lynden-Bell 1965)
kr = kr0 +
3
2
kφΩδttravel. (4)
where Ω is the Keplerian frequency, δttravel is the time passed
after the wave is generated, and kr0 is the initial value of
kr. We now assume that a dead zone has a vertical extent
|z| ≤ HDZ, where HDZ is the dead-zone half width. Then, for
density waves at the midplane, δttravel should be comparable
to the time the waves travel from the active layer to the mid-
plane, i.e., δttravel ∼ HDZ/cs, where cs is the sound speed. This
can be rewritten as Ωδttravel ∼ HDZ/H since H = cs/Ω. Sub-
stituting this into Equation (4) and assuming kr0 ∼ kφ ∼ 1/H
and k ∼ kr, the characteristic wavenumber k of the density
waves at the midplane can be estimated as
k ∼ 1
H
(
1 +A2
HDZ
H
)
, (5)
whereA2 is another order-of-unity constant. The assumption
kr0 ∼ kφ may be somewhat inaccurate given the anisotropy of
MRI-driven turbulence, but its effect is absorbed in A2. If we
use this in Equation (2) we obtain
〈F2〉1/2 = A1GH1 +A2HDZ/H
〈δρ2〉1/2. (6)
Equation (6) also applies to ideal MRI-turbulent disks because
it reduces to Equation (3) in the limit of HDZ → 0.
Equation (6) indicates that in the presence of a dead zone
no simple linear scaling applies to the relation between the
magnitudes of the random gravity fields and density fluctua-
tions, as observed by GNT12. A dead zone reduces the ran-
dom forcing in two ways: directly by suppressing 〈δρ2〉1/2,
and indirectly by enhancing k (shearing-out). The factor
(1+A2HDZ/H)−1 appearing in Equation (6) expresses the sec-
ond effect.
2.2. Diffusion Coefficients
In fluctuating gravity fields, the motion of solid bod-
ies can be described as a random walk in phase space.
Rein & Papaloizou (2009) formulated this process by treat-
ing the equation of motion for the bodies as a Langevin
equation with stochastic forcing. To describe the results
of Rein & Papaloizou (2009), we denote the changes in the
semi-major axis a and eccentricity e of a body during a time
interval ∆t as ∆a and ∆e, respectively. A random walk in
phase space means that the ensemble averages 〈(∆a)2〉 and
〈(∆e)2〉 grow linearly with ∆t on a timescale much longer than
the correlation time τc of the fluctuating gravity. This process
can be characterized by constant diffusion coefficients
Da ≡
1
2
〈(∆a)2〉
∆t
, (7)
De ≡
1
2
〈(∆e)2〉
∆t
. (8)
Rein & Papaloizou (2009) derived the exact expressions of
〈(∆a)2〉 and 〈(∆e)2〉 under stochastic force F. These read
〈(∆a)2〉 =
8〈F2φ〉τc
Ω2
∆t, (9)
〈(∆e)2〉 =
(〈F2r 〉 + 4〈FrFφ〉 + 4〈F2φ〉)τc
(1 + Ω2τ2c)a2Ω2
∆t, (10)
where 〈F2r 〉 and 〈F2φ〉 are the mean squared amplitudes of
the radial and azimuthal components of F, respectively (see
Equations (46) and (47) of Rein & Papaloizou 20096). The
6 Note that Equations (46) and (47) of Rein & Papaloizou (2009) implicitly
assume 〈F2r 〉 = 〈F2φ〉 and 〈Fr Fφ〉 = 0 while our Equation (9) and (10) allow
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corresponding diffusion coefficients are
Da =
4〈F2φ〉τc
Ω2
, (11)
De =
(〈F2r 〉 + 4〈FrFφ〉 + 4〈F2φ〉)τc
2(1 + Ω2τ2c)a2Ω2
. (12)
For MRI-driven turbulence, τc ∼ Ω−1 is suggested by a
number of simulations (e.g., Sano et al. 2004; Gressel et al.
2011, 2012). It is also likely that 〈F2r 〉 ∼ 〈FrFφ〉 ∼ 〈F2φ〉
within an accuracy of order unity. Therefore, we anticipate
that the diffusion coefficients are of the forms
Da =
Aa
Ω3
〈F2φ〉, (13)
De =
Ae
a2Ω3
〈F2φ〉, (14)
where Aa and Ae are order-of-unity constants. Note that
the uncertainties about the anisotropy of the random force,
〈F2r 〉/〈FrFφ〉 and 〈F2r 〉/〈F2φ〉, are absorbed in these constants.
3. CALIBRATION WITH GNT12 DATA
In the previous section, we have predicted how turbulent
quantities relevant to the orbital evolution of planetesimals
should be related to each other. Here, we test these predictions
using the published data of MHD simulations by GNT12. Our
goal is to determine the order-of-unity constants involved in
the predicted relationships (A1, A2, Aa, and Ae; see Equa-
tions (6), (13), and (14)).
GNT12 conducted local stratified resistive MHD simula-
tions at 5 AU from the central star with different sets of the
disk mass, ionization strength, and net vertical field strength.
The gas surface density was given by Σ = fΣ × 135 g cm−2
with fΣ (= 1, 2, or 4) being a dimensionless factor. The stel-
lar mass and disk aspect ratio are fixed to M∗ = M⊙ and
H/a = 0.05, respectively. The Ohmic resistivity was calcu-
lated from the balance between external ionization and re-
combination in the gas phase and on dust grains. The ion-
ization rate ζ was the sum of the contributions from cosmic
rays (ζCR), X-rays (ζXR), and short-lived radionuclides (ζSR),
with ζXR and ζSR being chosen as 10 and fXR (= 1 or 20) times
the standard values, respectively. The dust-to-gas mass ratio
was fixed to 10−3, and the size of the dust grains was chosen
to be 0.1 µm. The results of all these simulations are summa-
rized in Table 3 of GNT12. We will use these data to test and
calibrate our order-of-magnitude relations.
One of the most important parameter is the net vertical mag-
netic flux 〈Bz〉. This is a conserved quantity in a local-box
simulation, and determines the strength of MRI turbulence
in the saturated state (e.g., Hawley et al. 1995; Sano et al.
2004; Suzuki et al. 2010; Okuzumi & Hirose 2011). In the
GNT12 simulations, 〈Bz〉 was chosen in the range 2.68–46
mG. GNT12 also conducted a run with a higher net flux
(〈Bz〉 = 86 mG), but the run resulted in an essentially lam-
inar final state with no sustained MRI turbulence.
Table 1 lists the values of fΣ, fXR and 〈Bz〉 for all simula-
tions presented by GNT12. Run A1 and B1 are ideal MHD
simulations while runs labeled by ‘D’ include Ohmic diffu-
sion.
〈F2r 〉 , 〈F2φ〉 and 〈Fr Fφ〉 , 0.
3.1. Characterization of the Vertical Structure
We have predicted in Section 2.1 that the relation between
the density fluctuation amplitude and associated random force
depends on the vertical extent of a dead zone. In order to
verify this, we need to define the dead zone in advance and in a
way that does not depend on any specific choice of the model
parameters. In this study, we follow OH11 and define dead
and active zones in terms of the linear perturbation theory of
MRI with Ohmic resistivity.
GNT12 calculated the Ohmic resistivity η using the charge
reaction network model4 of Ilgner & Nelson (2006). The
network consists of free electrons, two species of ions (H+3
and Mg+) and charged dust grains. We reproduce the resis-
tivity using the analytic prescription presented by Okuzumi
(2009) with the assumption that H+3 dominates the ions at all
heights.7 To test our calculation, in the upper panel of Fig-
ure 2, we plot the vertical profiles of the magnetic Reynolds
number H2Ω/η for models D1, D1.2, and D1.4 of GNT12.
Here, the disk is assumed to be vertically in hydrostatic equi-
librium, and the the vertical profile of the disk gas is given
by ρ = ρmid exp(−z2/2H2), where ρmid = Σ/
√
2piH is the
midplane gas density. Comparing our plot with Figure 1 of
GNT12, we confirm that our calculation successfully repro-
duces their resistivity.
With the information of η, we characterize the vertical tur-
bulent structure of the disk using the four-layer description
proposed by Okuzumi & Hirose (2011). The characteriza-
tion is based on the linear stability analysis of MRI in ver-
tically stratified disks in the presence of Ohmic resistivity (Jin
1996; Sano & Miyama 1999). The linear analysis shows that
at each height z the gas motion is unstable if the wavelength
λlocal(z) of the most unstable local MRI mode is longer than
the gas scale height H. In the presence of Ohmic resistivity,
the most unstable wavelength can be approximately given by
λlocal ≈ max{λideal, λres}, where
λideal(z) = 2pivAz(z)
Ω
(15)
and
λres(z) = 2pi η(z)
vAz(z) (16)
are the characteristic wavelengths of the unstable modes in the
ideal and resistive limits, respectively, with vAz = Bz/
√
4piρ
being the vertical component of the Alfve´n velocity. The most
unstable wavelength can be alternatively written as λlocal ≈
max{1,Λ−1}λideal, where
Λ ≡
v2Az
ηΩ
=
λideal
λres
(17)
is the so-called Elsasser number. The growth rate ν of the lo-
cal MRI modes is approximately given by ν ≈ min{1,Λ−1}Ω.
The instability is strong (ν ∼ Ω) when Λ ≫ 1, weak (ν ≪ Ω)
when Λ ≪ 1, and absent when λlocal > H. Thus, the vertical
distributions of λideal and λres predict at which height the MRI
is unstable.
7 In reality, this assumption is not met at low altitudes where the charge
transfer from H+3 to Mg proceeds rapidly. However, this hardly affects the ion-
ization degree (and hence the Ohmic resistivity), since at the low altitudes the
recombination mainly occurs on dust grains, for which case the resultant ion-
ization degree is insensitive to the ion composition (see, e.g., Ilgner & Nelson
2006).
The fate of planetesimals in turbulent disks. I 5
Table 1
Model Parameters and Key Observed Quantities of the GNT12 Simulations
Run fΣ fXR 〈Bz〉 βz0 Hideal,0 HΛ,0 Hres,0 Hideal,∞ 〈δρ2〉1/2mid 〈F2φ〉1/2 Da De
(mG) (H) (H) (H) (H) (10−4Ω2/G) (10−4HΩ2) (10−7H2Ω) (10−7H2Ω/a2)
A1a 1 · · · 10.7 1.4 × 104 3.2 0 0 1.8 · · · 5.0 22. 13.
B1a 1 · · · 16.1 6.3 × 103 3.0 0 0 1.3 5.1 8.3 47. 14.
D2 1 20 10.7 1.4 × 104 3.2 1.6 1.2 1.8 5.0 1.5 0.42 0.12
D1 1 1 10.7 1.4 × 104 3.2 2.2 1.8 1.8 3.1 0.67 0.18 0.044
D1.1 1 1 10.7 1.4 × 104 3.2 2.2 1.8 1.8 2.8 0.60 0.17 0.052
D1.2 2 1 10.7 2.8 × 104 3.4 2.5 2.1 2.2 3.5 0.58 0.15 0.024
D1.4 4 1 10.7 5.7 × 104 3.6 2.7 2.4 2.5 4.6 0.58 0.071 0.030
D1.4b 4 1 5.37 2.3 × 105 4.0 2.9 2.6 3.0 2.5 0.31 0.024 0.0083
D1-WF 1 1 2.68 2.3 × 105 4.0 2.7 2.1 3.0 0.61 0.10 0.0030 0.0017
D1-NVFa 1 1 2.68 2.3 × 105 4.0 2.7 2.1 3.0 0.88 0.10 · · · · · ·
1 1 5.37 5.6 × 104 3.6 2.4 2.0 2.5 1.5 0.26 · · · · · ·
1 1 10.7 1.4 × 104 3.2 2.2 1.8 1.8 2.6 0.56 · · · · · ·
D1-NVFb 1 1 10.7 1.4 × 104 3.2 2.2 1.8 1.8 2.7 0.60 · · · · · ·
1 1 21.5 3.5 × 103 2.8 1.9 1.7 0.8 3.9 0.69 · · · · · ·
1 1 43.0 880 2.2 1.6 1.5 0 4.1 0.55 · · · · · ·
1 1 86.0 220 1.4 1.4 1.4 0 · · · · · · · · · · · ·
a Ideal MHD simulations
-6 -4 -2 0 2 4 610
-2
100
102
104
106
108
Height z @HD
H
2 W
Η
D1
D1.2
D1.4
-6 -4 -2 0 2 4 6
10-2
100
102
104
Height z @HD
Λ
lo
ca
l,
0
=
m
a
x
8Λ
id
ea
l,
0,
Λ
re
s,
0<
@H
D
Λres,0
Λideal,0
D1
D1.2
D1.4
Figure 2. Upper panel: magnetic Reynolds number H2Ω/η vs. height z
for models D1, D1.2, and D1.4 of GNT12 (see also their Figure 1). Lower
panel: characteristic MRI wavelength in the laminar state, λlocal,0, for the
three models. The solid and dashed segments correspond to λlocal,0 = λideal,0
(or Λ > 1) and λlocal,0 = λres,0 (or Λ > 1), respectively. The vertical line
marks λlocal,0 = H. The dark and light horizontal bars indicate the ideal and
resistive MRI regions defined as HΛ,0 < |z| < Hideal,0 and Hres,0 < |z| < HΛ,0,
respectively (see also Figure 1 of OH11).
When there is a nonzero net vertical magnetic field 〈Bz〉, it
is useful to evaluate λideal and λres assuming that the disk is in
the laminar state, i.e., assuming that ρ = ρmid exp(−z2/2H2)
and Bz = 〈Bz〉 at all heights. We denote them by λideal,0 and
λres,0, respectively. As an example, the lower panel of Fig-
ure 2 plots λlocal,0 = max{λideal,0, λres,0} as a function of z for
models D1, D1.2, and D1.4. Note that λideal,0 and λres,0 are in-
creasing and decreasing functions of |z|, respectively, because
η decreases with |z| while vAz,0 = 〈Bz〉/
√
4piρ increases with
|z|. For this reason, the region where the MRI is unstable (i.e.,
λlocal < H) is bounded from both below and above. In this
paper, we will refer to such regions as the active layers. For
models D1, D1.2, and D1.4, the active layers are located at
1.8H < |z| < 3.2H, 2.1H < |z| < 3.4H and 2.5H < |z| < 3.6H,
respectively.
Based on the stability criterion outlined above, OH11 intro-
duced three critical heights Hideal, HΛ, and Hres defined by
λideal(z = Hideal) = H, (18)
Λ(z = HΛ) = 1, (19)
λres(z = Hres) = H, (20)
respectively. The active layer defined by λlocal > H has a verti-
cal extent Hres < |z| < Hideal. MRI is stable in the magnetically
dominated atmosphere at |z| < Hideal, and in the high-η region
at |z| < Hres. In this paper, we define a dead zone as the region
|z| < Hres, i.e., HDZ = Hres. One can subdivide the active layer
into two sublayers HΛ < |z| < Hideal and Hres < |z| < HΛ, at
which MRI operates strongly and weakly, respectively.
As we did for λideal and λres, we define the critical heights
in the laminar state by Hideal,0, HΛ,0, and Hres,0. For Hideal,0,
there is an analytic expression (Equation (14) of OH11)
Hideal,0 =
[
2 ln
(
βz0
8pi2
)]1/2
H, (21)
where βz0 ≡ 8piρmid/〈Bz〉2 is the midplane plasma beta mea-
sured with the net field strength 〈Bz〉. Table 1 list the values of
Hideal,0, HΛ,0, and Hres,0 for all the GNT12 simulations. In the
lower panel of Figure 2, the dark and light horizontal bars in-
dicate the ideal and resistive MRI regions, HΛ,0 < |z| < Hideal,0
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Figure 3. Panel (a): rms azimuthal gravitational force 〈F2φ〉1/2 vs. rms den-
sity fluctuation 〈δρ2〉1/2
mid observed in the GNT12 simulations. The symbols
indicate runs B1 (filled circle), D2 (square), D1 and D1.x (open circles), D1-
WF (triangle), D1-NVFa (plus signs), and D1-NVFb (crosses). The dotted
and dashed lines show Equation (22) with A1 = 1.6 and 0.16, respectively.
Panel (b): Same as panel (a), but here the force amplitude is rescaled by the
factor 1 + 4.5Hres,0/H (see also Figure 4). The solid line indicates Equa-
tion (24).
and Hres,0 < |z| < HΛ,0, respectively, for models D1, D1.2, and
D1.4.
In principle, the critical heights in a turbulent state can dif-
fer from those in the laminar state since λideal and λres de-
pend on ρ and Bz. One can see this by comparing the critical
heights in the initial (laminar) and time-averaged (turbulent)
states measured in the OH11 simulations (see Tables 1 and
2 of OH11). The difference is the largest for Hideal due to
strong fluctuating magnetic fields at the top of active layers,
and we will discuss this in more detail in Section 4.2. In con-
trast, the difference is much smaller for HΛ, and is negligible
for Hres, because magnetic activity is weak at the boarder of
dead/active regions.
3.2. Random Gravitational Force vs Density Fluctuation
To test Equation (6), we compare the rms values of the
random gravitational force and density fluctuations measured
by GNT12. Table 1 lists the rms amplitudes of the density
fluctuations at the midplane (〈δρ2〉1/2
mid) and azimuthal gravi-
tational force acting on test particles (〈F2φ〉1/2) measured in
the GNT12 simulations. These values are taken from Table 3
of GNT12 where they are given in terms of the relative fluc-
tuation 〈δρ2〉1/2
mid/ρmid and the rms torque 〈Γ2〉1/2 ≡ a〈F2φ〉1/2,
respectively.
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Figure 3(a) shows 〈F2φ〉1/2 versus 〈δρ2〉1/2mid for all the avail-
able data. The dashed and dotted lines in Figure 3 show linear
scalings (see Equation (3))
〈F2φ〉1/2 = A1GH〈δρ2〉1/2mid (22)
with A1 = 1.6 and 0.16, respectively. It is clearly seen that
no linear scaling can explain the whole data. GNT12 pointed
out this using the data for D1 runs (open circles and crosses in
Figure 3). We find that this can be seen more clearly by adding
the data for runs B1 (filled circle) and D2 (filled square), for
which the dead zone is absent and smaller than that in the D1
runs, respectively. This fact strengthens the idea that shearing-
out of density waves causes suppression of the random gravity
forces.
From the analysis in Section 2.1, we expect that the effect of
the shearing-out can be extracted by taking the ratio between
〈F2φ〉1/2 and 〈δρ2〉1/2mid and comparing it with the half width of
the dead zone. As we stated in Section 3.1, we measure
the dead zone half width with the critical height Hres defined
by Equation (20). Specifically, we here use the value in the
laminar state, Hres,0, so that we can calculate it directly from
the initial conditions (as we noted in Section 3.1, the value of
Hres is very insensitive to the presence or absence of turbu-
lence). Figure 4 plots the ratio 〈F2φ〉1/2/〈δρ2〉1/2mid versus Hres,0.
We see a decreasing trend in 〈F2φ〉1/2/〈δρ2〉1/2mid with increasing
Hres,0, which is consistent with the idea that the random force
is weakened as the density waves travel from the active layer
to the midplane (see Section 2.1). Following Equation (6), we
fit the data shown in Figure 4 with a function of the form
〈F2φ〉1/2
〈δρ2〉1/2
mid
=
A1GH
1 +A2Hres,0/H
, (23)
where A1 and A2 are the fitting parameters. In Figure 4,
the dotted, solid, and dashed curves show Equation (23) with
A1 = 1.6 with A2 = 3.0, 4.5, and 7.0, respectively. We find
that the set (A1,A2) = (1.6, 4.5) best reproduces the relation
between 〈F2φ〉1/2 and 〈δρ2〉1/2mid, within an accuracy of factor 2.
Thus, we have found that the relation between 〈F2φ〉1/2 and
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〈δρ2〉1/2
mid can be well represented by
〈F2φ〉1/2 =
1.6GH
1 + 4.5Hres,0/H
〈δρ2〉1/2
mid, (24)
which is also shown in the lower panel of Figure 3.
3.3. Diffusion Coefficients vs Random Force Amplitude
The next step is to verify the linear scaling between the dif-
fusion coefficients and 〈F2φ〉1/2 as predicted by Equations (13)
and (14). GNT12 measured the change in the semimajor axis
and eccentricity of particles without gas friction and with ini-
tial eccentricity e0 = 0. They showed that the ensemble av-
erages of (∆a)2 and e2 grow linearly with time ∆t, indicating
a random walk of the particles’ motion in the phase space.
GNT12 expressed the time evolution of (∆a)2 and e2 in the
forms
〈(∆a)2〉1/2 = Cσ(∆x)H
(
Ω∆t
2pi
)1/2
, (25)
〈e2〉1/2 = Cσ(e) H
a
(
Ω∆t
2pi
)1/2
, (26)
respectively, where Cσ(∆x) and Cσ(e) are dimensionless coef-
ficients that depend on the adopted disk model. These values
are listed in Table 3 of GNT12.
The diffusion coefficients Da and De can be read off from
the values of Cσ(∆x) and Cσ(e). For Da, we have
Da =
(Cσ(∆x))2
4pi
H2Ω, (27)
which directly follows from Equations (7) and (25). For De,
we need to convert 〈e2〉1/2 to the eccentricity displacement
〈(∆e)2〉1/2 for general (nonzero) initial eccentricity. As shown
by Yang et al. (2009), this conversion is given by 〈(∆e)2〉1/2 =√
2/(4 − pi)〈e2〉1/2. Hence, from Equations (8) and (26), we
get
De =
2 (Cσ(e))2
4pi(4 − pi)
H2Ω
a2
. (28)
The values of Da and De for all the available data are listed
in Table 1. The listed values are normalized by H2Ω and
H2Ω/a2, respectively, which are the natural units for these
diffusion coefficients in local simulations.
Now we calibrate Equations (13) and (14) using the avail-
able data. Figure 5 plots Da and De versus the rms azimuthal
gravitational force 〈F2φ〉1/2 measured in the GNT12 simula-
tions. We clearly see the trend Da ∝ De ∝ 〈F2φ〉 as predicted
by Equations (13) and (14). We determine the dimensionless
parametersAa andAe so that the maximum logarithmic error
between the data and predictions from each of the equations is
minimized. We find that the best-fit parameters are Aa = 4.0
and Ae = 1.7. The best-fit relations are shown in Figure 5 by
the solid lines.
To summarize, we have found that the diffusion coefficients
for the semi-major axis and eccentricity of solid bodies scale
with the mean squared amplitude of fluctuating gravity fields
as
Da =
4.0〈F2φ〉
Ω3
, (29)
De =
1.7〈F2φ〉
a2Ω3
. (30)
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Figure 5. Radial diffusion coefficient Da (upper panel) and eccentricity stir-
ring rate De (lower panel) vs. rms azimuthal gravitational force 〈F2φ〉1/2 for
GNT12 simulations. The symbols indicate runs A1 and B1 (filled circle),
D2 (square), D1 and D1.x (open circles), and D1-WF (triangle). The solid
lines in the upper and lower panels show Equation (13) with Aa = 4.0 and
Equation (14) with Ae = 1.7 (or equivalently, Equations (29) and (30)), re-
spectively.
If we eliminate 〈F2φ〉 using Equation (23), these scaling re-
lations can be rewritten as a function of 〈δρ2〉1/2
mid and Hres,0.
These read
Da =
10
(1 + 4.5Hres,0/H)2
(
a2H〈δρ2〉1/2
mid
M∗
)2
a2Ω, (31)
De =
4.4
(1 + 4.5Hres,0/H)2
(
a2H〈δρ2〉1/2
mid
M∗
)2
Ω, (32)
where we have used that Ω =
√
GM∗/a3.
4. PREDICTING DENSITY FLUCTUATION
AMPLITUDES
Equations (31) and (32) tell us how the diffusion coeffi-
cients Da and De are related to the amplitude of the gas den-
sity fluctuations, 〈δρ2〉1/2
mid. To predict the values of Da and
De for given disk parameters, we need to know how 〈δρ2〉1/2mid
depends on these parameters.
OH11 provided a simple analytic formula (called the “sat-
uration predictor”) that predicts 〈δρ2〉1/2
mid as a function of key
disk parameters. In this section, we test whether the formula
accurately predicts the density fluctuation amplitude observed
in the GNT12 simulations.
8 Okuzumi & Ormel
æà
ç
ç
ç
ç
ç
ó
+
+
+
 á á
10-4 10-3
10-4
10-3
OH11 Predictor @X∆Ρ2\mid
12
DOH11 @W
2GD
M
ea
su
re
d
X∆
Ρ
2 \
m
id
1
2
@W
2 
G
D HaL
X∆Ρ
2
\mid
12
= @X∆Ρ
2
\mid
12
DOH11
X∆Ρ
2
\mid
12
= 1.2 @X∆Ρ2\mid
12
DOH11
æà
ç
ç
ç
ç
ç
ó
+
+
+
á
10-4 10-3
10-4
10-3
New Predictor @X∆Ρ2\mid
12
Dnew @W
2GD
M
ea
su
re
d
X∆
Ρ
2 \
m
id
1
2
@W
2 
G
D HbL
X∆Ρ2\mid
12
= @X∆Ρ2\mid
12
Dnew
Figure 6. Panel (a): midplane density fluctuation 〈δρ2〉1/2
mid measured in
GNT12 simulations vs. the OH11 predictor [〈δρ2〉1/2
mid]OH11 (Equation (33)).
The symbols correspond to runs B1 (filled circle), D2 (filled square), D1 and
D1.x (open circles), D1-WF (triangle), D1-NVFa (plus signs), and D1-NVFb
(crosses). The dotted and dashed lines indicate 〈δρ2〉1/2
mid = [〈δρ2〉
1/2
mid]OH11
and 〈δρ2〉1/2
mid = 1.2[〈δρ2〉
1/2
mid]OH11, respectively. The two open squares mark
the runs for which Hideal,∞ falls below Hres,0 . Panel (b): same as panel (a),
but here the measured 〈δρ2〉1/2
mid are compared with the updated saturation pre-
dictor [〈δρ2〉1/2
mid]new. The solid line shows 〈δρ2〉
1/2
mid = [〈δρ2〉
1/2
mid]new.
4.1. The OH11 Predictor versus GNT12 Data
The OH11 saturation predictor reads
[〈δρ2〉1/2
mid]OH11 =
√
0.47αcoreρmid, (33)
where αcore is a dimensionless coefficient that is proportional
to the turbulent accretion stress integrated over height |z| <
Hideal (for details, see OH11). OH11 provided an empirical
formula that relates αcore to key disk parameters such as the
net vertical flux 〈Bz〉 and the vertical distribution of the resis-
tivity η(z). The formula reads
αcore =
510
βz0
exp
(
−0.54Hres,0
H
)
+0.011 exp
(
−3.6HΛ,0
H
)
. (34)
In fact, the numerical prefactor appearing in Equation (33)
weakly depends on the numerical resolution adopted in simu-
lations; below we will refine the prefactor in accordance with
the data of GNT12 simulations that adopted a higher resolu-
tion.
In Figure 6(a), we compare the measured values of 〈δρ2〉1/2
mid
for the GNT12 simulations with the prediction from Equa-
tion (33). We see that the OH11 predictor reasonably repro-
duces most of the observed values, especially for runs D1,
D1.x, D1-WF, and D1-NVFa. However, detailed inspection
shows that these observed values are higher than the predic-
tion by ≈ 20% (see the dotted line in Figure 6(a)). This dis-
crepancy can be attributed to the fact that GNT12 adopted
a higher numerical resolution than OH11. As shown by
both OH11 and GNT12, the density fluctuation amplitude in-
creases slowly with improving the numerical resolution (see
Figure 18 of OH11 and Figure A1 of GNT12). We expect
that the values measured by GNT12 are well converged to the
true values since an even higher resolution does not give any
significant change in the density fluctuation amplitude (see
Appendix A of GNT12).
A more important discrepancy can be found for runs D1-
NVF. In these runs, the net vertical field strength 〈Bz〉 was
gradually increased from 2.7 mG to 86.0 mG. The results
show that 〈δρ2〉1/2
mid initially increases with 〈Bz〉 but gets sup-
pressed at 〈Bz〉 > 10.7 mG. This can be seen in Figure 7
of GNT12, and we also show this in the lower panel of our
Figure 7. The OH11 predictor does not reproduce this sup-
pression (as shown by the gray dashed line in Figure 7) and
consequently overestimates the density fluctuation amplitude
for 〈Bz〉 = 21.5 and 43.0 mG (marked by the open squares in
Figure 6).
4.2. Why are the Density Fluctuations Suppressed at High
〈Bz〉?
GNT12 explained the suppressed 〈δρ2〉1/2
mid at high 〈Bz〉 as
a consequence of narrowed MRI-active layers. In a stratified
disk, an MRI-active layer is bounded from above by a magnet-
ically dominated atmosphere. As the magnetic fields become
stronger, the base of the atmosphere moves down to the mid-
plane, narrowing the active layer beneath. In the limit of high
fields, the atmosphere will erode most of the active layer, and
will in turn suppress the generation of density fluctuations.
To confirm the hypothesis raised by GNT12, we estimate
the vertical extent of the active layer using the critical heights
we introduced in Section 3.1. As explained there, local MRI
modes can exist only at z < Hideal, above which λlocal(≈ λideal)
exceeds the gas scale height H. The region where local MRI
modes exist is also bounded from below by z = Hres, below
which the Ohmic resistivity stabilizes all MRI modes (i.e.,
λlocal ≈ λres > H). Thus, we may measure the vertical width
of an MRI-active layer as ∆zactive = Hideal − Hres, with Hideal
corresponding to the base of the magnetically dominated at-
mosphere while Hres to the the active/dead zone interface.
The active layer width defined above naturally explains the
suppression of the density fluctuation amplitude at high net
fields. In the upper panel of Figure 7, we plot the critical
heights in the laminar state, Hideal,0 and Hres,0, as a func-
tion of 〈Bz〉. We see that the active layer width in the lam-
inar state ∆zactive,0 = Hideal,0 − Hres,0 is already as small as
. H for 〈Bz〉 & 10 mG. Furthermore, ∆zactive,0 vanishes at
〈Bz〉 ≈ 80 mG, indicating that the magnetically dominated at-
mosphere completely suppresses the MRI-active layer for this
value of 〈Bz〉 or larger. This exactly explains what happened
in run D1-NVFb, in which the disk returned to a laminar state
at 〈Bz〉 = 86 mG (see Figure 11 of GNT12).
A more quantitative analysis can be made by noting that
Hideal further decreases as MRI-driven turbulence develops.
Simulations by OH11 show that Hideal measured in the fully
turbulent state is smaller than that in the laminar state
(Hideal,0) by about one scale height (see their Tables 1 and 2).
By contrast, Hres is nearly independent of the turbulence state
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Figure 7. Upper panel: critical heights Hideal,0 (dashed curve), Hres,0 (dashed
curve), and Hideal,∞ (solid curve) as a function of the net vertical field
strength 〈Bz〉 for model D1-NVF. Lower panel: midplane density fluctua-
tion δρmid/ρmid measured in the D1-NVF runs (plus and cross symbols),
compared with the OH11 predictor [〈δρ2〉1/2
mid]OH11 (Equation (33); dashed
curve) and the updated saturation predictor [〈δρ2〉1/2
mid]new (Equation (45);
solid curve). The two open squares mark the runs for which Hideal,∞ < Hres,0.
in the active layer because turbulence is always weak on the
dead/active zone boundary. The definition of Hideal (Equa-
tion (18)) allows us to directly calculate how much Hideal de-
creases as the turbulence develops at the top of the active
layer. If we measure vAz with the rms amplitude of the Bz
fields, 〈B2z 〉1/2, then Equation (18) can be rewritten as
ρidealc
2
s = pi〈B2z〉ideal (35)
where 〈B2z 〉ideal and ρideal are the values of 〈B2z 〉 and ρ at
z = Hideal, respectively. We may approximate ρideal with
the hydrostatic density profile, ρideal ≈ ρmid exp(−H2ideal/2H2),
since the gas pressure dominates over the magnetic pressure at
z ≤ Hideal (see also Figure 4(a) of OH11). Thus, the definition
of Hideal can be further rewritten as
H2ideal =2H
2 ln
(
ρmidc
2
s
pi〈B2z〉ideal
)
=H2ideal,0 − 2H2 ln
(
1 +
〈δB2z 〉ideal
〈Bz〉2
)
, (36)
where Hideal,0 is the value of Hideal in the laminar state (Equa-
tion (21)) and 〈δB2z〉ideal ≡ 〈B2z 〉ideal−〈Bz〉2 is the mean squared
amplitude of the fluctuating (turbulent) Bz-fields at z = Hideal.
Equation (36) demonstrates that Hideal decreases as turbulence
grows.
It is useful to know to what extent Hideal decreases if turbu-
lence is fully developed. The results of the OH11 simulations
show that in the fully turbulent state, 〈δB2z 〉ideal approximately
satisfies the relation (see Appendix A)
〈δB2z 〉ideal ∼ 30〈Bz〉2. (37)
Inserting this relation into Equation (36), we find that Hideal
should decrease to Hideal,∞, where
H2ideal,∞ ≈H2ideal,0 − 7H2. (38)
In the upper panel of Figure 7, the solid curve shows Hideal,∞
versus 〈Bz〉 for model D1-NVF. The values of Hideal,∞ for
all the GNT12 simulations are listed in Table 1. Since Hres
is hardly affected by turbulence, we can estimate the width
of the active layer in the fully turbulent state as ∆zactive,∞ =
Hideal,∞ −Hres,0. As seen in the figure, ∆zactive,∞ becomes neg-
ative for 〈Bz〉 & 10 mG. This suggests that turbulence cannot
be fully developed in run D1-NVFb with 〈Bz〉 = 21.5 and 43.0
mG; if turbulence were fully developed, then the magnetically
dominated atmosphere would completely suppress the active
layer.
The above analysis confirms the hypothesis by GNT12 that
the magnetically dominated atmosphere limits the saturation
level of turbulence in the active layer. We summarize the
mechanisms of this effect in Figure 8. This effect is not taken
into account in the OH11 saturation predictor (Equation (33))
as Hideal,∞ was larger than Hres,0 for all the OH11 simulations.
This explains why the OH11 predictor overestimates the am-
plitude of the density fluctuations at high 〈Bz〉.
4.3. Refining the OH11 Predictor with the “Saturation
Limiter”
Based on the above consideration, we construct a toy model
that accounts for the suppression of the density fluctuation
amplitude at high 〈Bz〉.
The model is based on two assumptions. Firstly, we as-
sume that if Hideal,∞ < Hres,0 then turbulence grows until Hideal
reaches Hres,0. This means that the saturated value of 〈δB2z 〉ideal
is given by Equation (36) with Hideal = Hres,0. Solving the
equation with respect to 〈δB2z 〉ideal, we get
〈δB2z〉ideal =
exp
(H2ideal,0 − H2res,0
2H2
)
− 1
 〈Bz〉2. (39)
Combining this with Equation (37), we obtain the saturation
predictor for 〈δB2z〉ideal for general cases,
〈δB2z 〉ideal = 30L〈Bz〉2, (40)
where L is defined by
L = min
{
1, 130
exp
H
2
ideal,0 − H2res,0
2H2
 − 1

}
. (41)
This expresses that turbulence in the active layer is limited at
a low level (L < 1) when Hideal,∞ < Hres,0 (see also Figure 8).
We will call L the “saturation limiter.”
Secondly, we assume that 〈δρ2〉mid is proportional to
〈δB2z〉ideal; namely, if 〈δB2z〉ideal is suppressed by factor L,
〈δρ2〉mid is suppressed by the same factor. This assumption
can be expressed as
〈δρ2〉mid = L〈δρ2〉mid,∞, (42)
where 〈δρ2〉mid,∞ is the value of 〈δρ2〉mid for fully devel-
oped MRI turbulence (L = 1). We take 〈δρ2〉1/2
mid,∞ =
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Figure 8. Schematic description of the physics behind the saturation limiter L (Equation (41)). The gray regions indicate the MRI-active layer defined by
Hres < z < Hideal. The upward arrows show the magnetic fields, while the downward wavy arrows represent propagation of density waves from the active layer
to the midplane. In the laminar state, the upper boundary of the active layer is located at z = Hideal,0 (Equation (21)). As turbulence develops, Hideal decreases
because of the buildup of fluctuating Bz fields, and reaches Hideal,∞ (Equation (38)) when the turbulence is fully developed. If Hideal,∞ > Hres (case (a)), the active
layer can have a finite thickness even with Hideal = Hideal,∞, and hence a fully turbulent state is realized (L = 1). If Hideal,∞ < Hres (case (b)), the turbulence stops
developing at the point where Hideal reaches Hres, and hence gets saturated at a low level (L < 1).
1.2[〈δρ2〉1/2
mid]OH11 based on the results of the GNT12 simula-
tions for low 〈Bz〉 (see Section 4.1). This second assumption
can be validated with the following argument. OH11 showed
that that the internal energy density of fluctuation, c2s〈δρ2〉/2ρ,
is nearly constant along the vertical direction (see also Fig-
ure 13 of GNT12). This implies that
〈δρ2〉mid
ρmid
∼ 〈δρ
2〉ideal
ρideal
. (43)
It can also be shown that the internal and magnetic energy
densities of fluctuation are nearly equipartitioned at |z| ≈
Hideal, i.e.,
c2s〈δρ2〉ideal
2ρideal
∼ 〈δB
2
z 〉ideal
8pi (44)
(see Appendix A for the supporting data). Equations (43) and
(44) imply that c2s〈δρ2〉mid/2ρmid ∼ 〈δB2z 〉ideal/8pi, and hence
〈δρ2〉mid ∝ 〈δB2z〉ideal.
Substituting 〈δρ2〉1/2
mid,∞ = 1.2[〈δρ2〉
1/2
mid]OH11 and Equa-
tion (33) into Equation (42), we arrive at the new saturation
predictor
[〈δρ2〉1/2
mid]new =
√
0.68Lαcoreρmid, (45)
where the factor
√
0.68 comes from 1.2 ×
√
0.47. We stress
again that the saturation limiter is relevant only when the net
flux is so high as to significantly change Hideal. If the net field
is not so strong and henceL = 1 holds, then the new predictor
differs from the previous OH11 predictor only by factor 1.2.
To see how the saturation limiterL operates at high 〈Bz〉, we
compare in the bottom panel of Figure 7 the midplane density
fluctuation measured in runs D1-NVF with the OH11 predic-
tor [〈δρ2〉1/2
mid]OH11 and updated predictor [〈δρ2〉1/2mid]new. Com-
parison with the whose data are shown in Figure 6(b). As we
see, [〈δρ2〉1/2
mid]OH11 predicts a monotonic increase in the fluc-
tuation amplitude toward high 〈Bz〉, while [〈δρ2〉1/2mid]new pre-
dicts a flat amplitude at 〈Bz〉 & 10 mG because of the sat-
uration limiter. The prediction by [〈δρ2〉1/2
mid]new is remark-
ably consistent with the measurements by GNT12. The
new predictor also naturally explains the fact that the disk
returns to a laminar state (i.e., the density fluctuations van-
ish) at 〈Bz〉 = 86 mG. We stress that the saturation limiter
has been constructed without further calibration with the nu-
merical data of GNT12. It is remarkable that it nevertheless
explains the observed tendency of the density fluctuation am-
plitude at high net vertical fields. However, given the limited
number of the data points, further support from simulations is
desirable to warrant its general validity.
The same refinement should be applicable to the saturation
predictor for the gas velocity fluctuation amplitude 〈δv2〉1/2
since δv ∝ δρ for sound waves. The OH11 predictor for the
midplane velocity fluctuation amplitude is given by
[〈δv2〉1/2
mid]OH11 =
√
0.78αcorecs. (46)
As we did for the density fluctuation amplitude, we multiply
[〈δv2〉1/2
mid]OH11 by 1.2
√L to obtain a new predictor
[〈δv2〉1/2
mid]new =
√
1.1Lαcorecs. (47)
It should be noted, however, that the accretion stress
(or effective viscosity) is not necessarily limited since non-
fluctuating, large-scale magnetic fields can contribute to
it (Turner & Sano 2008; Gressel et al. 2011; Bai & Stone
2013a,b). Indeed, GNT12 observed no suppression in the ac-
cretion stress at high 〈Bz〉 where the density fluctuation am-
plitude already reaches the ceiling (see their Figure 9).
5. DISCUSSION
5.1. The Predictor Functions for the Diffusion Coefficients
In Section 3, we have found how the diffusion coefficients
for the orbital elements of planetesimals, Da and De, are re-
lated to the amplitude of density fluctuations at the midplane,
〈δρ2〉1/2
mid. We have also obtained in Section 4 the saturation
predictor for 〈δρ2〉1/2
mid as a function of the net vertical flux〈Bz〉 and vertical distribution of the Ohmic resistivity η(z).
Here, we combine these relations to provide the predictor
functions for Da and De. Substitution of Equation (45) into
Equations (31) and (32) gives
Da =
1.1Lαcore
(1 + 4.5Hres,0/H)2
(
Σa2
M∗
)2
a2Ω, (48)
De =
0.47Lαcore
(1 + 4.5Hres,0/H)2
(
Σa2
M∗
)2
Ω, (49)
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respectively, where we have used that ρmid = Σ/
√
2piH. The
factorLαcore come from the fact that the diffusion coefficients
are proportional to 〈δρ2〉mid. The factor (1 + 4.5Hres,0/H)−2
accounts for the suppression of the random gravity due to the
shearing-out of the density fluctuations in the presence of a
dead zone. These formulae together with the predictor for
αcore (Equation (34)) allow us to compute the turbulent dif-
fusion coefficients as a function of the net vertical flux and
vertical distribution of Ohmic resistivity.
5.2. Comparison with Previous Recipes Based on Ideal
MHD Simulations
We check the consistency between our stirring recipe and
previous ones proposed by Ida et al. (2008) and Yang et al.
(2009, 2012). The previous recipes assume ideal MHD, so
we will take Hres,0 = HΛ,0 = 0 in the following comparison.
Then, Equations (48) and (49) reduce to
Da ≈ 5.5 × 10−3
(
α
10−2
)(
Σa2
M∗
)2
a2Ω, (50)
De ≈ 2.4 × 10−3
(
α
10−2
)(
Σa2
M∗
)2
Ω, (51)
respectively. Here, we have used that αcore ≈ α/2 in the ab-
sence of a dead zone, where α is the Shakura–Sunyaev viscos-
ity parameter.8 The above forms are useful when comparing
the above equations with previous recipes.
5.2.1. Ida et al. (2008)
Ogihara et al. (2007) and Ida et al. (2008) simulated tur-
bulent stirring of planetesimals using a random gravity field
model that mimics MRI-driven turbulence originally pro-
posed by Laughlin et al. (2004). Based on the results of these
simulations, Ida et al. (2008) proposed a simple formula for
the eccentricity growth,
〈e2〉1/2 ≈ 0.1γ
(
M⊙
M∗
)(
Σ
2400 g cm−2
)(
a
1 AU
)2(
Ω∆t
2pi
)1/2
, (52)
where γ is a dimensionless parameter that characterizes the
amplitude of the modeled random gravity fields (see Equa-
tion (6) of Ogihara et al. 2007). Here, we augmented the
factor M⊙/M∗ to the original formula, since Ida et al. (2008)
fixed M∗ to be M⊙ while the magnitude of the modeled
random gravity actually scales as M−1∗ (see Equation (5) of
Ogihara et al. 2007). Ida et al. (2008) expected γ ∼ 10−2–
10−3 for ideal MRI-turbulent disks from the results of MHD
simulations by Laughlin et al. (2004).
To enable comparison, we rewrite Equation (52) in terms
of the eccentricity diffusion rate defined by Equation (8). If
we use Equation (14) together with the relationship 〈e2〉 ∼
〈(∆e)2〉 (see Section 3.3), the above formula can be rewritten
as
[De]IGM08 ≈ 0.01
(
γ
10−3
)2(
Σa2
M∗
)2
Ω. (53)
Comparison between [De]IGM08 and our De (Equation (51))
allows us to know how the dimensionless parameter γ should
8 By definition, α is the sum of αcore and αatm, where the latter is related
to the accretion stress in the magnetized atmosphere (|z| > Hideal) and has
little effect on density/velocity fluctuations near the midplane. For details,
see Section 5 of OH11.
be related to the strength of turbulence, α. We find
γ ≈ 5 × 10−4
(
α
10−2
)1/2
. (54)
As we will see in Section 5.2.2, Yang et al. (2012) obtained a
consistent result for the case of α ∼ 10−2. Baruteau & Lin
(2010) also obtained a similar conclusion based on hydro-
dynamical simulations with Laughlin et al. (2004)’s random
gravity model. In the absence of a dead zone, α takes a
value of ∼ 10−2 or larger depending on the strength of the
net vertical magnetic flux (Davis et al. 2010; Suzuki et al.
2010). Therefore, our recipe suggests that γ & 10−3 for ideal
MRI-turbulent disks, supporting the expectation by Ida et al.
(2008).
However, we stress again that a simple relationship between
γ and α like Equation (54) does not apply in the presence of
a dead zone. Comparison between Equations (49) and (53)
shows that γ must be interpreted as
γ ≈ 7 × 10
−4L1/2
1 + 4.5Hres,0/H
(
αcore
10−2
)1/2
. (55)
The factor αcore express the level of the accretion stress at
low altitudes and therefore crudely corresponds to α in Equa-
tion (54). A dead zone reduces the value of αcore as expressed
by Equation (34). However, this factor does not capture all the
roles of a dead zone. A dead zone induces the shearing-out of
density waves, and thereby further reduces the planetesimal
stirring rate as expressed by the prefactor (1 + 4.5Hres,0/H)−1
in Equation (55). Suppression of MRI activity at very high
〈Bz〉 also reduces γ through the saturation limiter L.
5.2.2. Yang et al. (2012)
Yang et al. (2009, 2012) studied planetesimal stirring in lo-
cal ideal MHD simulations, with an emphasis on the depen-
dence of the results on the horizontal box size adopted in the
simulations. For stratified disks, Yang et al. (2012) proposed
analytic expressions for 〈(∆a)2〉1/2 and 〈(∆e)2〉1/2,
〈(∆a)2〉1/2 = 6.6 × 10−5
(
Lh√
2H
)1.35
ξ
√
2H
(
Ω∆t
2pi
)1/2
, (56)
〈(∆e)2〉1/2 = 7.2 × 10−5
(
Lh√
2H
)1.08
ξ
√
2H
a
(
Ω∆t
2pi
)1/2
, (57)
where ξ ≡ 4piGρmid(2pi/Ω)2 and Lh is the horizontal box size.
In terms of the diffusion coefficients (Equation (7) and (8)),
these expressions can be written as
[Da]YMM12 ≈ 0.03
(
Lh
20H
)2.16(
Σa2
M∗
)2
a2Ω, (58)
[De]YMM12 ≈ 0.01
(
Lh
20H
)2.7(
Σa2
M∗
)2
Ω. (59)
Comparing the above expressions with Equations (50) and
(51), we find that our stirring recipe is reasonably consistent
with those of Yang et al. (2012) given that GNT12 adopted
the local box of azimuthal extent 12–16H and that α ∼ 10−2
in the simulations of Yang et al. (2012, see their Figure 2, bot-
tom panel).
We here note that the horizontal box size dependence ap-
pearing in Equations (58) and (59) does not affect the validity
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of our recipe at a practical level. Yang et al. (2012) suggest
that the box size of local simulations needs to be as large as
the orbital radius to reproduce the results of global simula-
tions. However, the azimuthal box size of the GNT12 simu-
lations was as large as the orbital radius, since a ∼ 20H in
a typical protoplanetary disk. In fact, Yang et al. (2012) sug-
gested γ ≈ 6 × 10−4 for α ∼ 10−2 under the criterion Lh ≈ a
(see their Section 6.2), which is precisely consistent with our
conclusion (Equation (54)).
Invoking the results of Ida et al. (2008) for γ ∼ 10−3,
Yang et al. (2012) concluded that planetesimals are able to
survive mutual collisional destruction even in fully developed
MRI turbulence. However, this conclusion should be inter-
preted with care since this is only true in inner regions of pro-
toplanetary disks where a ∼ 1 AU (see Figure 4 of Ida et al.
2008). It is also important to note that a high net vertical mag-
netic flux can give a higher α and hence a higher γ. Moreover,
growth of planetesimals to protoplanets is not obvious even
in the inner disk regions, because the condition for gravita-
tional runaway growth is generally severer than that for sur-
viving collisional destruction. In fact, according to the results
of Ida et al. (2008), the growth condition can break down in
the entire part of protoplanetary disks for γ ∼ 10−3 unless the
planetesimal size is larger than 100 km. We will discuss this
issue in more detail in Paper II.
5.3. Implications for the Excitation of Planetesimals in
Protoplanetary Disks
In disks harboring MRI-inactive dead zones, the planetesi-
mal stirring rate De will be reduced considerably with respect
to the ideal MHD limit. Two mechanisms contribute to reduce
De:
1. The effective α, or rather, the amplitude of the density
fluctuations, is smaller when the MRI is not ideal.
2. The shearing-out will distort the geometry of the den-
sity fluctuations, rendering them less effective to stir
planetesimals at the midplane.
The first effect is primarily a function of the net vertical
magnetic flux 〈Bz〉 (see OH11). At low 〈Bz〉, the magnitude
of the density fluctuations becomes low; that is, the disks be-
come less turbulent. However, the density fluctuation ampli-
tude cannot be too large even for very high 〈Bz〉 as the mag-
netically dominated atmosphere will then suppress the active
layer (this is expressed by the saturation limiter L we intro-
duced in Section 4.3). The second effect is also very im-
portant. This will reduce the random torque by up to factor
∼ 10 (see Figure 4) and consequently the stirring rate by up
to ∼ 100 when disk possess dead zones.
In this work we have presented a general machinery to cap-
ture these effects and to quantify the excitation rate De. Un-
fortunately, in contrast to Equation (51), in the presence of
a dead zone the effective excitation rate is no longer a sim-
ple function of the viscosity α. Apart from 〈Bz〉, it also be-
comes a function of the resistivity profile, η(z), which reflects
the ionization fraction of the gas. And to calculate the ioniza-
tion fraction one requires to know the ionization sources, their
rates, and the properties of small dust grains.
Previous studies investigating planetesimal accretion (e.g.,
Morbidelli et al. 2009; Ormel et al. 2010; Weidenschilling
2011; Meschiari 2012) have included a prescription for excita-
tion of planetesimals by density fluctuations. They generally
find (consistent with Ida et al. 2008, Nelson & Gressel 2010,
Gressel et al. 2011, GNT12, and our findings) that under ideal
MRI conditions (high α and γ) planetesimals do not accrete,
but fragment. To investigate positive outcomes these studies
have artificially reduced γ, motivated by a lower α value that
may be applicable in dead zones. However, equations like
(51) no longer apply in this limit.
A physically motivated way to obtain the effective γ would
follow the prescriptions outlined in this work, which are fully
consistent with the detailed MHD calculations performed by
GNT12, but expands it to more general conditions. An ex-
ample of such an application will be presented in Paper II.
In closing, we also want to emphasize that the stirring con-
ditions during the planet formation epoch do not need to be
time-independent. For example, planetesimal erosion or frag-
mentation may inject a large number of small grains, which
potentially enlarges the dead zone. Similarly, the net vertical
magnetic flux 〈Bz〉 may evolve over time due to disk accre-
tion (Rothstein & Lovelace 2008) and/or turbulent magnetic
diffusion (Lubow et al. 1994).
6. SUMMARY
In this study, we have presented a recipe for turbulent stir-
ring of planetesimals in MRI-driven turbulence. From order-
of-magnitude estimates, we have derived scaling relations that
link the turbulent stirring rates to the amplitude of the density
fluctuations and other relevant disk parameters (Section 2).
The scalings do not rely on a specific choice of disk param-
eters, and hence allow to generalize the results of numerical
simulations to wider parameter spaces. Our model also ac-
counts for the effects of the shearing-out of density waves on
the resulting stirring rates in the presence of a dead zone. We
have tested the predicted scalings using the published data of
MHD simulations by GNT12 (Section 3). We have shown that
our scaling relations successfully explain the observed data if
we fix order-of-unity uncertainties within the relations (Equa-
tions (24), (29), and (30)).
We also have updated the saturation predictor for the den-
sity fluctuation amplitude in MRI-driven turbulence proposed
by OH11 (Section 4). We find that the OH11 predictor over-
estimates the amplitude when the MRI-active upper layer is
significantly suppressed from above by the strongly magne-
tized, MRI-stable atmosphere. To account for this effect,
we have constructed a correction function, which we call the
saturation limiter (Equation (41)), on the basis of a layered
MRI-turbulent disk model by OH11. The updated predictor
function (Equation (45)) successfully reproduces the saturated
amplitude of the density fluctuations observed in the GNT12
simulations.
Combinations of the scaling relations and saturation predic-
tor (Equations (48) and (49)) enable us to know how the tur-
bulent stirring rate of planetesimals generally depends on disk
parameters such as the gas column density, distance from the
central star, vertical resistivity distribution, and net vertical
magnetic flux. An example of such application will be pre-
sented in Paper II, where we examine if runaway growth of
planetesimals is possible in turbulent disks. However, given
that the simulations our recipe is based on only cover a lim-
ited range of the parameter space, it is yet to be warranted if
our recipe applies to arbitrary disk conditions. We encourage
further testing of its general validity.
Finally, we comment that our recipe only takes into account
Ohmic diffusion and neglects other non-ideal MHD effects.
Recently, Bai & Stone (2013b) have performed local stratified
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Figure 9. Mean squared amplitude of the Bz fluctuations measured at z =
Hideal, 〈δB2z 〉ideal, vs. the squared net flux strength 〈Bz〉2 for all OH11 simula-
tions. The open circles show the data for runs with Hres,0 > 0 while the cross
symbols are for runs with Hres,0 = 0. The line indicates 〈δB2z 〉 = 30〈Bz〉2ideal(see Equation (37)).
MHD simulations with both Ohmic resistivity and ambipolar
diffusion and concluded that ambipolar diffusion can dramati-
cally suppress the turbulent motion of the disk gas. The effect
of Hall diffusion is yet to be examined with stratified simula-
tions, but Wardle & Salmeron (2012) suggest that Hall diffu-
sion can increase or decrease the vertical extent of the MRI-
active layers by an order of magnitude in mass. Inclusion of
these non-Ohmic effects will be an interesting extension of
this work.
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APPENDIX
VERIFYING AUXILIARY SCALING LAWS
We have derived the new predictor function [〈δρ2〉mid]new
assuming two auxiliary scaling relations, Equations (37) and
(44). In this appendix, we verify these relations with the sim-
ulation data provided by OH11.
Figure 9 shows 〈δB2z〉ideal versus 〈Bz〉2 observed in the OH11
simulations. Each data point corresponds to a run with a dif-
ferent resistivity profile. The open circles show the data for
runs with Hres,0 > 0 while the cross symbols are for runs
with Hres,0 = 0. We see that the data for Hres,0 > 0 are
well explained by Equation (37) with an accuracy of factor
2. This is not the case for Hres,0 = 0, for which the high ac-
tivity of MRI near the midplane influences the activity at high
altitudes. However, this fact does not invalidate the use of
Equation (37) in deriving the saturation limiter L because the
limiter operates only when a large dead zone is present.
Shown in Figure 10 is c2s〈δρ2〉ideal/2ρideal versus
〈δB2z 〉ideal/8pi observed in the OH11 simulations. The
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Figure 10. Internal energy density of the ρ fluctuations at z = Hideal,
c2s 〈δρ2〉ideal/2ρideal, vs. the energy density of the Bz fluctuations at the same
height, 〈δB2z 〉ideal/8pi, for OH11 simulations. The open circles show the data
for runs with Hres,0 > 0 while the cross symbols for runs with Hres,0 = 0. The
line indicates c2s 〈δρ2〉ideal/2ρideal = 2〈δB2z 〉ideal/8pi.
data are well fitted by c2s〈δρ2〉ideal/2ρideal = 2〈δB2z〉ideal/8pi,
which supports Equation (44). A similar scaling is also
observed in local unstratified simulations (Sano et al. 2004).
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