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Survey of Deterministic Networks 
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SENIOR MEMBER, AIIE 
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and Administrative Sciences 
Naval Postgraduate School 
Monterey, California 93940 
Abstract: The state-of-the-art of deterministic networks is surveyed with a discussion of shortest path, 
transportation, assignment, transshipment, maximum flow, minimum spanning tree, Chinese postman, 
Euler path and multicommodity flow models. The computational complexity of network models is 
discussed. The survey concentrates on models and algorithms that can be used to solve large-scale 
problems. 
Network models are widely used in operations research. 
They are used for a large number of diverse applications 
that include transport of goods, design of communications 
and pipeline systems, assignment of people to jobs, routing 
of vehicles, bid evaluation and production planning. Net- 
work models are a building block in many other formula- 
tions such as plant location, manufacturing models and cash 
flow analysis. 
Network models have been widely used because: 
1. They accurately model many applications. 
2. 'Ihey are more readily accepted by nonanalysts than 
perhaps any other operations research model. Since 
network models are often related to a physical net- 
work, they are easy to explain to people with little 
quantitative background. 
3. Algorithms for some network models allow the low 
cost solfition of large scale applications. For example, 
contemporary algorithms for transportation, assign- 
ment and transshipment models are 100 to 300 times 
faster than commercial general purpose linear pro- 
gramming computer codes for the same problem. 
Very efficient algorithms also exist for calculating 
maximum flow, shortest path and minimum spanning 
trees. 
4. Network algorithms can solve problems with signifi- 
cantly more variables and constraints than can be 
solved by any other optimization technique. Several 
examples are cited below. 
In addition, networks are of interest because many large 
scale optimization applications include one or more em- 
bedded network models. IP these applications it is often 
critical to identify and exploit the special properties of the 
network models. 
Since the beginning of the modem work in networks by 
Hitchcock [58] 1941 and Koopmans [77] 1947, networks 
has been a very active research area with well over 1000 
published papers. The emphasis of the research in the 1950's 
and early 1960's was on new models and new algorithms. 
Since then the emphasis has shifted to the extension, com- 
puter implementation and analysis of previously developed 
models and algorithms. There have been surveys by Fulker- 
son [37] and Elmaghraby [29] ; books with extensive 
discussions of networks are Ford and Fulkerson [34], 
Charnes and Cooper [14], Dantzig [20], Busacher and 
Saaty [12], Hu [60] , Frank and Frisch [35] and White- 
house [107]. A series of expository articles recently appeared 
in Industrial Engineering [8] , [13] , [2 11 , [82] , [9 11 , [ lo l l  
and [106]. 
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Optimal algorithms are emphasized in this survey; the 
literature on heuristic algorithms is not discussed. Optimal 
algorithms terminate with a global optimal solution while 
heuristic algorithms terminate with a solution that may be 
nonoptimal. Heuristics can only be evaluated by solving 
problems and comparing the solutions to the optimal solu- 
tions (if they are known). Since heuristics are usually very 
problem specific, it is difficult to generalize any computa- 
tional results. It is hard to compare optimal algorithms with 
heuristic algorithms because it is necessary to weigh the 
I savings of computing a heuristic solution against the possible 
costs of not having an optimal solution. Computational 
I results and bounds on the number of calculations is empha- 
I sized for the optimal algorithms discussed here; this pro- vides guidance for when heuristics might be used. The 
discussion on computational complexity identifies network 
models for which there may never be efficient optimal 
algorithms; heuristic algorithms are usually preferred for 
these models. 
This survey concentrates on network models for which 
optimal algorithms exist to solve large applications. It is 
clear that the future wiU bring larger and larger problems I and faster computers. The models and algorithms discussed 
here are those most likely to construct solutions at a 
reasonable cost for these larger problems. In the past 
decade, a sharp distinction has developed between algorithms 1 that can use increased computer power to solve vastly 
larger problems and algorithms that apparently can not. For 
example, despite the notable advances in travelingsalesman 
I algorithms, in the 1970's the 50 city problems of the 1950's are still being used as test problems whereas transshipment 
I algorithms are now being tested against vastly larger prob- lems (e.g., 10,000 nodes and 50,000 arcs). As discussed in 
I the computational complexity section, the lack of efficient 
algorithms for some models may be due to the inherent 
difficulty of these models rather than our lack of skill in 
developing algorithms. Whatever the reasons, faster com- 
puters will not help these algorithms; only algorithmic 
breakthroughs will change the situation. The choice of topics 
in this survey reflects the author's belief that research in 
networks should concentrate on models and algorithms that 
have proven successful in solving large problems and less 
effort should be devoted to models that have had limited 
success (llke the traveling salesman problem). 
This survey concentrates on a small number of funda- 
mental models and efficient algorithms. These models and 
algorithms have emerged from thirty years of research as 
the fundamental computational foundation of deterministic 
networks. There is a large important literature on the 
extension of these models and algorithms to handle a wide 
variety of applications. Many of the extensions use the 
models discussed here as building blocks or modify the 
algorithms discussed here to solve a specific problem. Others 
add combinatorial aspects to the models and then solve the 
resulting model by good use of enumeration and raw com- 
puter power. Other extensions allow nonlinear costs. Al- 
though space does not permit a discussion of these exten- 
sions, they are a significant part of the literature. 
Project scheduling using PERT/CPM is a class of models 
that is not discussed here. Project scheduling is well covered 
in the literature, for example, Moder and PhiUips [84] and 
Davis [21] . Project scheduling is not included in this survey 
because the fundamental underlying model (longest path in 
a directed network without cycles) is well known and 
understood. The current research in PERT/CPM is con- 
centrated on resource leveling, resource balancing and cost/ 
time tradeoffs, which are extensions to the fundamental 
model. 
Some models not discussed here may ultimately join the 
basic group. For instance, the network with gains model 
(also called the generalized network problem), see for 
example Jewell [64] and Charnes and Cooper [14], is an 
extension of the transportation and transshipment model 
with many applications and improved algorithms; in the 
near future it could come to be regarded as a "fundamental" 
model. 
Definitions 
An undirected graph ('N, A )  is a set of points N together 
with a set of unordered pairs of points A. The points are 
called nodes, the pairs of points (i, j) are called arcs. A 
directed graph is N.together with ordered pairs of points 
where (i, j) means from i to j. A subgraph of (N, A) is a 
graph having all its nodes in N and all its arcs in A. A 
spanning subgraph is a subgraph containing all the nodes in 
N. A walk is an alternating sequence of nodes and arcs 
beginning and ending with nodes. For a walk in a directed 
graph, arc (i, j) must be traversed from i to j. A walkwith 
the same beginning and ending nodes is called a cycle. A 
walk with all nodes different is called a path. A graph is 
connected if every pair of nodes is joined by a path. A tree 
is a connected graph with no cycles. A spanning tree is a 
tree subgraph with all the nodes in N. A network is a graph 
with one or more numbers assigned to each arc. The defini- 
tions are from Harary [54] ;Ore [87] is a good introduction 
to graph theory. 
Computational Complexity 
There have been several algorithms proposed for each of the 
network problems discussed below. Much work has been 
done analyzing the algorithms to (1) determine which 
algorithm is best, (2) calculate bounds on the amount of 
computation and (3) determine the inherent computational 
difficulty of some problems. Computer scientists call the 
study of classes of algorithms computational complexity. 
Researchers working on network algorithms have been 
active in (1) and (2) (although many are unaware of the 
term computational complexity). Some recent results in(3) 
are of interest because they shed some light on the inherent 
difficulty of some network problems. 
Much of the work on determining which network algo- 
rithm is best consists of computer testing. This kind of 
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comparison is important because it gives direct measurement 
of what it d l  cost to solve a problem and it is often the 
only way to compare complex algorithms. There are, how- 
ever, pitfalls: 
(1) Computer technology changes; even minor changes in 
hardware or programming languages can have major impact 
on an algorithm. 
(2) The choice of test problems is critical, often a single 
algorithm is not optimal over a wide range of problems. 
Since special structure is very common in applications, 
random test problems can give misleading results. 
(3) New techniques in related areas can have major 
effects, e.g. improved sorting methods have had an impact 
on minimum spanning tree algorithms. 
(4) There can be large variance in the efficiency of an 
algorithm that is implemented by different computer 
programmers. 
(5) Timing is very unreliable on many contemporary 
computers; this situation is likely to get worse since times 
on timeshare computers can vary with the loading of the 
system. Comparisons of times from different locations is 
particularly difficult since even the same computer can 
have different options that affect speed. 
For some algorithms it is possible to calculate upper 
bounds on the number of operations, multiplications or 
some other measure of efficiency. This can be an inexpen- 
sive way to compare algorithms. The usual form is to 
express the number of operations as a function of some 
natural measure, k ,  of the problem; for networks this is 
usually the number of nodes and/or the number of arcs. 
Two terms are widely used: an algorithm is said to run in 
polynomial time if the upper bound is a polynomial in k ;  
an algorithm is said to run in exponential time if the upper 
bound is 2p(k) where p( ) is a polynomial. For all but the 
most simple algorithms it is not practical to compute the 
polynomial exactly; it is common to determine the highest 
power of k in the polynomial which is called the order. 
With only the order of algorithms known, an algorithm of 
order k2'7 is said to be superior to one of order k 3 ;  this is 
of course an asymptotic conclusion (one "superior" ma- 
trix algorithm is known to be best only for matrices with 
more than 10,000 rows). Upper bounds should be used 
with caution since they predict performance for worst 
cases rather than for the normal range of problems. It is 
usually necessary to computer test algorithms of similar 
order to determine which is better. 
Network algorithms have been a major focus of the 
research to determine the inherent difficulty of models. 
Karp [70] established a set of results of the following form: 
There exists an algorithm for solving the traveling salesman 
problem in polynomial time if and only if there exists an 
algorithm for solving the 3-dimensional assignment prob- 
lem in polynomial time. His main theorem states that 
polynomial time algorithms exist for all or none of a list 
of problems. In addition to the above problems the list 
includes determining the existence of a Hamilton circuit in 
a directed or in an undirected graph, constructing a Steiner 
tree and finding a max cut (the max cut problem is to 
determine the subset of nodes such that the sum of the 
capacities of the arcs with exactly one end in the subset is 
maximized). Sahni [94] extended the list to include mini- 
mum integer flow for a network with integer gains, integer 
multicommodity flows, minimum integer flow for the trans- 
portation problem with the condition that certain paired 
arcs must have identical flow, and minimum integer flow 
for the transportation problem where the capacity of 
certain sets of arcs is limited (the sets may overlap). The 
proofs of these results involve constructions (often quite 
complex) that show how to solve one problem if you can 
solve the other problem. Karp then posed the question: Do 
polynomial time algorithms exist for all the problems or 
none of the problems? Although he was unable to resolve 
this question, he provided evidence that suggests that no 
such polynomial time algorithms exist. The resolution of 
this question appears to be a mathematically deep problem. 
The question is surely ambitious in that it seeks to make a 
definitive statement about algorithms known and about 
algorithms that are as yet undiscovered. 
There is considerable controversy about the importance 
of this work to researchers who are developing algorithms. 
Some argue that such a tempting open question will divert 
work away from developing better algorithms and that, 
whatever the answer, it won't help people to solve prob- 
lems any better. Others feel that negative results, e.g. the 
traveling salesman problem is probably intractable, are 
valuable since they indicate which problems not to work 
on and encourage researchers to develop heuristics rather 
than working for optimal algorithms. Given our focus on 
problems for which efficient optimal algorithms exist, it is 
comforting to know which other problems are as difficult 
as the traveling salesman problem. However, thus far this 
work has shed no light on the question of why the simplex 
algorithm works so well despite the absence of a good 
upper bound. 
Minimum Spanning Tree 
Minimum spanning trees are useful in a wide variety of 
applications. A common use is the minimum cost con- 
struction of a network over a set of nodes that must 
be connected. A wide range of apparently dissimilar prob- 
lems have been cleverly modeled as spanning tree problems 
in order to use the very efficient algorithms. Given a 
connected undirected network with weights assigned to the 
arcs, the problem is to select the spanning tree with mini- 
mum total weight. The weights need not be nonnegative, 
but since each spanning tree has the same number of arcs, 
adding a fuced number to each weight to make all the 
weights nonnegative does not change the optimal solution(s). 
With nonnegative weights an equivalent problem is to find the 
connected spanning subgraph with minimum total weight (it 
will always be a tree). All the results for minimum spanning 
trees immediately carry over to maximum spanning trees. 
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Examples of network design problems are television 
cable linking all stations in a network, see Dei Rossi, Heiser 
and King [22], leased-line telephone network, Saltman, 
Bolotsky and Ruthberg [96] , piping in a flow network and 
links in a transport network. Hu [61] showed that the walk 
connecting two given nodes such that the minimum weight 
on the walk is maximum is the walk between the two nodes 
in the maximum spanning tree. He noted that this solved 
the maximum capacity routebroblem proposed by Pollack 
[92]. Kdaba [68] used the same idea to find the walk 
that minimized the maximum weight for a network reli- 
ability problem where the weights were stress. Minimum 
spanning trees and minimum spanning forests (i.e., sub- 
networks without cycles that are not necessarily connected) 
have been used in cluster analysis see Zahn [I151 and 
Gower and Ross [SO] (the paper by Zahn contains a large 
number of interesting examples). 
Another group of applications has resulted from Prim's 
observation [93] that a minimum spanning tree also mini- 
mizes objective functions more general than the sum of 
weights. He showed that any function of the weights that is 
an increasing function and whose value is unchanged by 
interchanging weights is minimized by a minimum spanning 
tree. For example, with nonnegative weights the product of 
weights as well as the square root of the sum of squares is 
minimized. One application is in network reliability where 
the weights are the probability of breakdown of each arc; 
the minimum spanning tree is such that the probability 
that the tree will fail at one or more arcs is minimized. 
The applications of Hu and Kalaba mentioned above are 
also examples of Prim's idea. 
Minimum spanning tree calculations are also used as sub- 
problems in other optimization models, e.g. Gomory and 
Hu [48] for solving multiterminal flow problems and Held 
and Karp [56] [57] for solving traveling salesman prob- 
lems. 
There are two main algorithmic approaches to the span- 
ning tree problem. Kruskal's algorithm [78] chooses the 
arcs for the minimum spanning tree one at a time by choos- 
ing the arc of least weight that when added to the previously 
chosen arcs does not form a cycle. The algorithm builds 
minimum spanning forests into a minimum spanning tree. 
The algorithm has a worst case bound (for dense networks) 
of order n3 .  The Prim [93] -Dijkstra [23] algorithm builds 
a subtree (i.e., a tree with fewer than n nodes) by choosing 
the arc of least weight that connects a node in the subtree 
to a node not in the subtree. The algorithm builds rnini- 
mum subtree into a minimum spanning tree. The algorithm 
has a worse case bound of order n2 .  These algorithms have 
been called "greedy" by Jack Edmonds because they choose 
only arcs that will be in a minimum spanning tree (this is in 
contrast to transportation algorithms where a particular 
incoming arc may or may not be in the optimal solution). 
Both algorithms are efficient and easy to program for a 
computer. The choice of algorithm and the computer 
implementation of the algorithm is still critical if the 
problem is very large or if it must be solved many times 
(e.g., if used as a subproblem). For direct computer 
implementation the Prim-Dijkstra algorithm is better unless 
the network is relatively sparse. The situation is quite 
different if more sophisticated computer implementations 
are considered. Kershenbaum and Van Slyke [72] have 
tested improved implementations of both algorithms that 
use new sorting techniques. They show that the improved 
Kruskal algorithm gives good results for dense and sparse 
networks. They report times of 200 milliseconds on the 
CDC6600 for random networks with 200 nodes and 600 
arcs. They point out that computer time is not the sole 
criterion for picking which algorithm to use; form of input, 
computer storage requirements and the requirements of a 
a particular application all influence the choice. 
Existing algorithms are so efficient that there does not 
seem to be much payoff in working onimproved algorithms 
for the general problem. It is not possible to find an 
algorithm with lower order than the n 2  of the Prim-Dijkstra 
algorithm because each arc must be examined at least once 
and for totally dense networks there are n(n-1)/2 arcs. 
For particular applications where solution time is critical 
because of large size or repeated solution it might be worth- 
while to develop special techniques or variants of the 
algorithms. Because the algorithms are so fast, major con- 
tributions are more likely to come from developing new 
applications or from using the algorithms to solve sub- 
problems within a larger algorithm. 
Chinese Postman Problem 
One of the most important contributions of IE/OR to the 
management of municipal government has been improved 
routing of vehicles for garbage collection, street cleaning, 
meter reading and- snow removal. One valuable model is the 
Chinese postman problem, so called because it was intro- 
duced by the Chinese mathematician Kwan [80] who 
applied it to the routing of postmen. Given a network with 
nonnegative distances assigned to the arcs, the problem is 
to specify a minimum distance walk that walks each arc at 
least once and returns to the starting node. Results and 
algorithms for this problem are different for undirected 
networks, directed networks (one way streets), and net- 
works with both directed and undirected arcs. 
The model has been applied to garbage collection, snow 
removal and street cleaning, see Wyskida and Gupta [I101 , 
Wilhelm [lo81 , Marks and Stricker [83] and Beltrami and 
Bodin 171. The model presumes a single vehicle; all the 
applications involve multiple vehicles. Thus, a necessary 
part of each application is a procedure to divide the net- 
work into components so that the postman model applies 
to each or a procedure to divide the solution to the whole 
network into several components. Orloff [89] presents 
rerults on the latter approach. 
In the first paper on graph theory, Euler in 1736 [30] 
showed that for an undirected network it is possible to 
walk each arc exactly once and return to the starting node 
if and only if the degree of each node is even (the degree is 
the number of arcs incident to a node). He gave an efficient 
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algorithm for constructing this "Euler walk" that examines 
each arc exactly once. If the degree of each node is even, 
the Euler walk is the optimal postman solution. The usual 
case is that some arcs must be walked more than once. The 
following facts about optimal solutions for the postman 
problem with all arcs undirected are the basis of the 
algorithms for the postman problem: 
1. No arc is walked more than twice. 
2. Duplicating the arcs that are walked twice yields a 
network with even degree at each node. 
3. Minimizing the sum of the distances of the duplicated 
arcs is equivalent to the original problem. 
4 .  Every network has an even number of nodes with 
odd degree. 
5. For a network with 2k odd nodes, the duplicated 
nodes form k walks, each joining two of the odd 
degree nodes. Each walk is the shortest path between 
the two odd degree nodes. 
6 .  For each cycle in the original network, the sum of 
the distances of the duplicated arcs is not greater 
than the sum of the distances of the other arcs. 
The algorithms that have been proposed for this problem 
use these facts. Kwan [80] uses 6 directly. All but the 
smallest networks have too many cycles to make this a 
practical optimal algorithm, however 6 has been used 
effectively in heuristic algorithms, for example see Marks 
and Stricker [ 8 3 ] .  If the network has exactly two nodes of 
odd degree, 5 shows that a single shortest path calculation 
will yield the optimal solution. For networks with four 
nodes of odd degree, six shortest path problems with a 
comparison of the three possibilities will yield the optimal 
solution. Edmonds [26] generalized this to solve for the 
shortest paths between all nodes of odd degree and then to 
solve a 1-matching problem over the odd nodes. Since the 
shortest path algorithms and Edmonds' matching algorithm 
run in polynomial time, this algorithm does also. Edmonds 
and Johnson [27] have developed a special variant of the 
matching algorithm for the postman problem. Glover [42] 
has developed an algorithm that utilizes pseudo edges. Paul 
[90] has developed and tested a heuristic algorithm. Addi- 
tional facts on the postman problem are given in Goodman 
and Hedetniemi [ 4 9 ] .  
For networks with all directed arcs, there is an Euler 
walk if and only if the number of inpointing arcs is equal to 
the number of outpointing arcs at each node. When this 
condition is not met, the postman problem can be solved 
by finding the shortest path from each node with too few 
outpointing arcs to every node with too few inpointing arcs 
and then solve a transportation problem over the nodes 
where the condition is not met, see Orloff [ 8 8 ] .  The case 
with some directed and some undirected arcs is more 
complex, see Johnson [ 6 6 ] ,  Edmonds and Johnson [27] 
and Orloff [88] 
As far as the author knows, optimal algorithms have 
never been used in any application. There has been no 
large scale testing of optimal vs. heuristic algorithms, but 
the experienced people in this area are convinced that none 
of the optimal algorithms thus far suggested can effectively 
solve the large problems encountered in practice. Also, 
users favor heuristic algorithms because they can more easily 
handle additional constraints like more than one vehicle, 
traffic conditions and union regulations. A major limita- 
tion on algorithms for use by municipalities is that there is 
often a severe constraint on the money that can be spent 
and limitations on the computer resources available. Often 
heuristics are developed for small computer or hand calcu- 
lation. It should be recognized that the cost and accuracy 
of data is often a more pressing issue than computing the 
optimal solution. Of course, the absence of an effective 
optimal algorithm contributes to an unwillingness to pay 
for more accurate data. Paul [90] has developed a set of 
test problems to help evaluate new optimal and heuristic 
algorithms. 
Despite these very real objections to  optimal algorithms, 
the author feels that the development of an efficient 
optimal postman algorithm that will solve problems with 
hundreds of nodes and thousands of arcs is an important 
open problem in deterministic networks. Given such an 
algorithm, users would quickly develop a variety of clever 
modeling techniques to handle some additional constraints. 
Using the history of other network models as a guide, an 
efficient algorithm would soon be used to model applica- 
tions other than routing. Even if the algorithm needed 
major computer resources, an effective optimal algorithm 
could be used to evaluate heuristic algorithms. 
How likely is it that an effective optimal algorithm exists 
and that if it exists someone will discover it? The known 
results show that there are algorithms with low order poly- 
nomial bounds; thus, the prospects are good. Recent 
improvements in the matching algorithm by Gabow [38] 
support this view. Even if it is not possible to discover an 
algorithm with a dramatically smaller bound, it may be 
possible to achieve a computational breakthrough using 
improved data structures. Recent success with shortest 
path, minimum spanning tree and transportation problems 
suggest that the probability of this kind of success is high. 
A breakthrough on this problem would be of particular 
interest to IE's since scheduling and routing have been 
traditional areas of their interest. 
Shortest Path 
The shortest path model has many applications; see Benning- 
ton [8]  and Fulkerson [37] for a discussion. Given a 
directed network with distances assigned to the arcs, the 
problem is to find the walk (path) from one node to 
another that minimizes the sum of the distances on the 
arcs walked. There are three basic problems: 1. find the 
shortest path from one node to another node; 2 .  find the 
shortest paths from one node to all other nodes; and 3. find 
shortest paths between all pairs of nodes. Most algorithms 
to solve 1 also solve 2 (or begin to solve 2). Dreyfus [25] 
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is a comprehensive survey and history of shortest path 
algorithms up to 1969. Here we will emphasize work done 
since that survey. 
The work prior to 1969 concentrated on comparing the 
algorithms by means of worst case bounds on the number 
of additions and comparisons rather than looking at average 
case performance with a range of problem density. Also 
the algorithms are often described and compared without 
l a clear description of how they would be implemented on a computer. This approach has continued but there has 
been some work on average case performance, data struc- 
tures for computer implementation and computer testing. 
There is a major distinction between algorithms for the 
problem with nonnegative distances and for the "general" 
problem with some negative arcs (but no cycles of negative 
length). For the nonnegative distance dense problem Yen 
[I131 reduces the bound for the Dijkstra algorithm in [25] 
for the one to all problem by improving the way that label 
nodes are identified (Williams and White [I091 correct an 
error in Yen's paper). When this improved algorithm is 
repeated for each node to solve the all to all problem it has 
a bound better than the Floyd algorithm given in [25]. For 
the general one to all problem, Yen [I121 presents an 
algorithm that takes (1 /2)m(n-l)(n-2) operations where 
1 < m < n-1 and n is the number of nodes. This is a better 
bound than for the algorithms discussed in [25] . 
For the sparse general problem, Hu and Torres [63] 
improve the algorithm of Hu [62] for the all to all prob- 
I lem; Yen [ I l l ]  gives a further modification to improve 
I that algorithm. The improvements are justified by counting operations, no computer tests are reported. 
I For the dense general all to all problems Hoffman and Winograd [59] develop an algorithm that takes 2n5I2 
additions and n3 comparisons. No computer tests are re- 
ported. 
Spira [97] gives an algorithm for the all to a l l  problem 
with nonnegative distances. The algorithm sorts the arcs of 
the problem before beginning a Dijkstra type calculation. 
The worst case bound is of order n310g n; however, Spira 
shows that the average number of operations is of order nZ 
log n if the distances are independent identically distributed 
random variables from any distribution. The standard 
deviation of the number of operations is of order n2 log n. 
There is no calculation of the coefficient of n2 log n nor 
any computer testing reported. 
For the general one to all problem, Nemhauser [861 
shows that if there is a number h(i) associated with each 
node, then the original problem is equivalent to the prob- 
lem with distances dij - h(i) + hG). If the new distances are 
nonnegative, then an n2 algorithm can be used instead of 
an n3 algorithm. Nemhauser shows that a function such 
that the new distances are nonnegative exists if and only if 
the network has no negative cycles. Noting that the function 
is a dual feasible solution, Bazaraa and Langley [5] give an 
algorithm for constructing the function; this algorithm 
when used with a nonnegative distance algorithm is of 
order n3.  Although their worst case bound is larger than 
Yen's [112], they argue that for the average case the 
bound won't be achieved. 
Gilsinn and Witzgall [4 11 give performance comparisons 
of labeling algorithms for the one to all problem. They are 
concerned with the choice of computer implementations 
for the algorithms, especially data structures for manipu- 
lating the networks. They describe computer tests on net- 
works with up to 3000 nodes and 10,000 arcs. One of the 
improved versions of the Ejkstra algorithm performed best 
on most test problems. They discuss the relationship of 
density and problem structure to the performance of the 
algorithms. 
The nonnegative distance algorithms have reached a point 
where no improvement in the order of the worst case 
bound is possible. The question of which post-1969 algo- 
rithm is better has not been tested computationally ( nor 
has anyone defined what an average problem is). Shortest 
path applications are not generating demand for a new 
algorithm to solve bigger problems faster. Thus, major 
contributions are likely to be made to application areas or 
in the use of shortest path subproblems within large 
algorithms rather than in new algorithms specifically de- 
signed for the shortest path problem. 
The transportation models are the most widely used of the 
models considered in this paper. They are popular because 
they model a great variety of important applications and 
there exist algorithms that are very efficient and that can 
solve very large problems. The transportation model was 
proposed by Hitchcock [58] 1941 and Koopmans [77] 
1947; the first effective algorithm wasgiven by Dantzig [19] 
1949. Recently, this has been an active research area; major 
computational breakthroughs have greatly lowered the cost 
of solving problems and have made it possible to solve 
larger problems. There have been recent new applications 
that have been made computationally feasible by the im- 
proved algorithms. 
The transportation and transshipment models are network 
flow problems; the objective is to determine how much (or 
what rate) of a good will flow through the arcs of the net- 
works. The most general of the models is the minimum cost 
capacitated transshipment problem. Given a directed net- 
work with unit shipping cost and maximum flow capacity 
assigned to each arc, supplies of a good at certain nodes 
(supply nodes) and demand for the good at other nodes 
(demand nodes), the problem is to specify flows that will 
satisfy the demands from the supplies at minimum cost. 
Nodes with no supply or demand are called transshipment 
nodes. Let N be the set of nodes, A the set of directed arcs 
(i, j) [from i t o  j] , cij and uij the lnit cost and capacity for 
arcs (i, j) and xij the flow in arc (i, j). 
Minimize 2 C U X B  
( i ,  i)eA 
Subject to xij - xii = bi for all iaV 
i  St. ( i ,  j)€A j sat. ( j ,  i)€A 
0 < xij < uii for each (i, j) EA 
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where bi = supply if i is a supply node 
-demand if i is a demand node 
0 if i is a transshipment node. 
Figure 1 is a capacitated transshipment problem. The 
numbers on the arcs are (cij, uij), supplies are indicated by 
arrows pointing to nodes 1 and 2 and demands are indicated 
by arrows pointing from nodes 5 and 6. There is a conserva- 
tion of flow equality constraint for each node. 
Fig. 1. Capacitated transshipment problem. 
The transportation problem is the special case of no 
capacities, no transshipment nodes and all arcs going 
directly from supply nodes to demand nodes. The assign- 
ment problem is the further special case of an equal number 
of supply and demand nodes and all supplies and demands 
equal to one. In a typical application of the assignment 
model, the supply nodes are men, the demand nodes are 
jobs and cij is the cost of putting man i on job j. The object 
is to determine the minimum cost assignment of men to 
jobs. The models may be solved as linear programming 
problems but they have special structure that makes it 
possible to develop algorithms that are much more efficient 
than a general linear programming algorithm. 
If an application has undirected arcs with nonnegative 
costs, each undirected arc (i, j) can be replaced by two 
directed arcs (i, j )  and G, i) each with the same cost and 
capacity as the original arc. In an optimal solution only one 
arc will have a positive flow. Piecewise linear costs that are 
nondecreasing can also be included in the model. For 
example, if arc (i, j) has unit cost c$ for 0 < xij< fij and cost 
c; for fii S xij < gij with c i  < c:, then arc (i, j) can be 
replaced with two arcs from i to j one with cost cij and 
capacity fij  and the other with cost c$ and capacity gij - fij. 
This may be extended to any number of linear pieces but 
the costs must be nondecreasing. It is also possible to 
approximate convex nonlinear costs with piecewise linear 
nondecreasing costs. Decreasing costs, discontinuous costs, 
or setup costs require extensions of the algorithms dis- 
cussed here. 
There are a variety of applications of this model, see 
for example Fulkerson [37], Charnes and Cooper [14], 
Elmaghraby [29] , Bennington [8] and Glover and Kling- 
man [46]. Since the model is well known and has been 
widely used for 20 years, many recent applications have 
not been reported in the literature. Representative applica- 
tions include models to determine the optimal distribution 
of goods and bid evaluation models to optimally select bids, 
see Stanley, Honig and Gaines [loo] . One bid evaluation 
application is the annual purchase of five billion gallons of 
aviation fuel for the Defense Department by the Defense 
Fuel Supply Center, see Waggener and Suzuki [I051 and 
Austin and Hogan [I] [problem size: 600 nodes, 3500 arcs] . 
The Waggener and Suzuki paper contains some outstanding 
examples of modeling techniques to allow additional con- 
straints to be put into the transportation model. Production 
scheduling problems have been modeled as networks, see 
Dorsey, Hodgson and Ratliff [24] and Zangwill [I161 . 
Glover and Klingman [46] describe three recent large ap- 
plications: 1. Production planning and distribution of 
automobiles [I200 nodes, 4000 arcs1 2. Allocation and 
transportation of cotton to cotton gins [3400 nodes, 61,000 
arcs] and 3.  Merging of statisticai data base files [A 5,000 
nodes, 625,000 arcs prototype has been solved in prepara- 
tion for a 50,000 nodes, 62.5 million arcs problem]. This last 
application involves an algorithm tailored to the particular 
problem (this is common in very large applications). 
The algorithms that have been proposed for these prob- 
lems can be classified into several groups. 1 .  primal, Dantzig 
[I 9 J , network version of the primal simplex algorithm, 
for exposition see Dantzig [20], Charnes and Cooper [14] 
and other linear programming texts; 2. out-of-kilter, Ford 
and Fulkerson [34] and Fulkerson [36] , for exposition see 
Phillips and Jensen [91] ; 3. dual, Balas and Hammer [2,3], 
related to the dual simplex algorithm, see Charnes and 
Kirby [IS] ; 4. path, Busacher and Gowen [I 11, extended 
by Edmonds and Karp [28] and Tomizawa [lo31 ; 5. nega- 
tive cycle, Klein [73], extended by Bennington [9] and 
6. scaling, Edmonds and Karp [28]. The above list does not 
trace the history or give credit for extensions; for a history 
of the development see Dantzig [20], Charnes and Cooper 
[14], Charnes, Glover, Karney, Klingman and Stutz [16] 
and Glover and Klingman [43] .In addition, there have been 
special algorithms for the assignment problem, for example 
Kuhn [79] . 
There are no known polynomial bounds for the trans- 
portation and transshipment algorithms; Zadeh [I141 con- 
structs a capacitated transportation problem with n nodes 
that with a specified starting solution and specified incoming 
arc rule requires 2" + 2"-2 + 2, iterations of theprimal, 
out-of-kilter, path and negative cycle algorithms. This shows 
the weakness of worst case bounds; none of the algorithms 
have taken more iterations than a small integer times n on a 
wide variety of applications and random problems. The 
Edmonds and Karp [28] algorithm has a bound, see Zadeh 
11 141, that is n3 times the cost of the most expensive walk 
in the network. For real and random problems this is a 
much better bound than the bound for other algorithms, 
however, it is not very satisfactory to have a bound that is a 
function of the arc costs in the network. Although some 
preliminary testing has been done, the algorithm is too new 
to yet have an evaluation of its performance. There is an n3 
bound for the assignment problem, see Edmonds and Karp 
[281. 
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Since the transportation and transshipment algorithms are 
usually compared by computer testing, the implementation 
of the algorithm on a computer is critical. It is the algo- 
rithm in conjunction with the choice of representation, 
storage and manipulation techniques that is being tested. 
The network programs are quite small (the main part of a 
transportation program can be less than 200 FORTRAN 
statements) and are very carefully written. Any conclusion 
based on computational testing must be qualified with 
statements like "in FORTRAN, on this computer, written 
by this programmer, on these test problems," Despite this 
qualification, the testing of network algorithms has been 
more thorough and comprehensive than testing in any other 
area of OR. For example, Glover, Karney, and Klingman 
[44] tested the primal, dual and out-of-kilter algorithm 
with the same computer, same programming skills and same 
test problems; they have also tested the programs of other 
researchers on the same computer and same test problems. 
The computational studies in the last five years have 
provided some surprises. Glover, Karney, Klingrnan, Napier 
and Barr [4], [44] , 1453 report that their primal program 
was from 30% (for transshipment) to 40% (for transporta- 
tion) faster than their out-of-kilter program.Thisis contrary 
to tests in the 1950's and early 1960's and contrary to the 
"folklore" that out-of-kilter is better, especially on trans- 
shipment problems. In the tests, the primal program was 
150 times faster than the general linear programming pro; 
gram OPHELIE. This contradicts claims (still heard) that 
general LP programs are "nearly" as fast as special network 
programs. The efficiency of the primal programs has been 
independently verified by the work of Srinivssan and 
Thompson [981, Graves and McBride [52] , Graves [5 11 , 
Mulvey [85] and Bradley, Brown and Graves [ lo]  . 
Contemporary transportation-assignment-transshipment 
computer programs represent a major breakthrough in the 
computer times and in the size of problems that can be 
solved. The current (spring 1975) state-of-the-art in com- 
puter times is the primal program of Bradley, Brown and 
Graves [lo] ; for example, the NETGEN [75 1 problem #38 
with 3000 nodes, 35,000 arcs and uncapacitated takes 97 
seconds on the IBM 360167; for #39 with 5,000 nodes, 
15,000 arcs and lightly capacitated, 113 seconds. Com- 
petitive programs are the proprietary programs of Mulvey 
[85] and Glover, Klingman et al. [43], [44], [45], [47], 
[69], 1741. The state-of-the-art in problem size are the 
primal programs of Mulvey [85] and Karney and Klingman 
[69] that have been used to solve problems with over 
20,000 nodes and problems with over 450,000 arcs. 
Computation speed is not the sole measure of perfor- 
mance. The amount of storage needed is a major considera- 
tion for large problems as is the amount of storage that must 
be in quick access memory (e.g., the basis in primal algo- 
rithms must be in quick access memory while nonbasic arcs 
need not be). In both speed and storage requirements the 
current impjementations of the primal algorithms are 
significantly better than the current implementations of the 
out-of-kilter algorithms. 
Degeneracy is a major concern for assignment problems 
and for many transshipment problems. For primal algorithms, 
many problems have a majority of pivots that produce no 
change in the objective function. Current research is experi- 
menting with methods to improve this situation. If success- 
ful, primal algorithms could come to dominate assignment 
algorithms and extend theremarkable success of the simplex 
approach. 
All competitive primal codes known to the author 
represent the basis as a spanning tree or some equivalent 
matrix representation. The tree is stored as a rooted 
arborescence; this makes it possible to identify the arc that 
leaves the basis without the trial-and-error of the usual 
textbook description of the "stepping stone method." In 
addition, there is a list that chains the nodes of the tree in 
"preorder" sequence, see Knuth [76] (called the augmented 
threaded index in [47] ). This list is used to update the dual 
prices. The programs differ in what, if any, additional lists 
are kept. For details and further discussion see Dantzig [20], 
Johnson [65], Glover, Klingman and Stutz [47], Srinivasan 
and Thompson [99], Graves and McBride [52] , Mulvey 
[85] , Langley, Kennington, and Shetty [81] and Bradley, 
Brown and Graves [lo] . 
The choice of test problems is critical because researchers 
explicitly or implicitly optimize their programs for a set of 
problems they feel are important. Although all researchers 
agree that most applications have some kind of special 
structure, a set of random problems generated by the 
computer program of Klingman, Napier and Stutz [75] is 
being used to benchmark network codes. The NETGEN 
con~puter program is a very compact way to  transport and 
store large test problems. A particular set of forty assign- 
ment transportation and transshipment problems with from 
200 to 8,000 nodes and from 1,300 to 35,000 arcs have 
been widely used to compare programs. 
Extensive testing of start procedures and basis change . riteria is reported in Srinivasan and Thompson [98] and in 
Glover, Karney, Klingman and Napier [44] [45] . Solution 
time as a function of problem dimension is studied in 
Klingman, Napier and Ross [74] . Tests by Srinivasan and 
Thompson [98] show that the solution times of transporta- 
tion test problems are a function of the range of the cost 
coefficients; the wider the range the longer the times. The 
work in computational complexity and the scaling algorithm 
of Edmonds and Karp [28] also suggest that the number of 
significant digits and the range of the cost, capacity, supply 
and demand coefficients is critical to the number of itera- 
tions. 
For integer supplies, demands and capacities, there is 
always an integer optimal solution to the transshipment 
model. As one of the few classes of integer programs with 
very efficient solution methods, network models are an 
attractive alternative to other integer programming models. 
Since the growth of solution times with problem dimension 
is relatively modest, it is often worth the effort to develop 
a network model even if it has many more variables than 
an alternate model. 
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In the last five years, the improved primal algorithms and 
computer programs have produced a several-fold reduction 
in the cost to solve transportation and transshipment 
problems. The size of problems that can be solved has 
increased dramatically and will continue to increase. Even 
though the time for the actual pivoting operation is ap- 
proaching some limit, the author believes that improvements 
in initial solutions, pivot arc choices, reconfigurations of 
the basis tree and the virtually untouched area of recon- 
figuring the network before solution will produce at least a 
single order of magnitude reduction in costs (this refers to 
total costs, and includes the probable five-fold savings in 
computer time achievable by use of assembly language 
programs). 
As important as algorithmic improvements are, the major 
contributions in the near future are more likely to be made 
in applications because the impact of the recent major 
algorithmic improvements is just beginning to be felt. The 
capability to solve much larger problems will create new 
applications (and a demand to solve still larger problems). 
Also, there will be advances made in models closely related 
to the transportation and transshipment models, such as 
networks with gains and network problems with one or 
several generallinear constraints. There will also be advances 
in methods that use transportation algorithms to solve 
subproblems like plant location, multicommodity flows, 
nonlinear production planning problems and fixed charges 
on networks. 
Maximum Flow 
One of the first network models to be studied was the 
maximum flow problem. Given a directed network with 
capacities assigned to each arc, the problem is to determine 
the maximum flow from a node called the source to a node 
called the sink. Ford and Fulkerson [34] develop a very 
efficient flow-augmenting algorithm for this problem. 
For networks with real valued capacities there is no 
bound on the number of iterations, in fact in Ford and 
Fulkerson [34, page 211 there is an example with irrational 
capacities that converges to a wrong solution. For integer 
capacities the algorithm is finite since the flow is increased 
by at least one at each iteration, thus the magnitude of the 
maximum flow is a bound on the number of iterations. As 
noted for the transportation algorithm, bounds that involve 
the magnitude of the coefficients are not very satisfying. 
Edmonds and Karp [28] modify the Ford and Fulkerson 
algorithm so that there is a bound that is independent of the 
integrality and magnitude of the capacities. They show that 
if the flow augmentation is done along an augmenting walk 
with the fewest arcs, then the number of iterations is 
bounded by (n3-n)/4 (where n is the number of nodes). For 
the problem with integer capacities they show that if the 
maximum possible a~~menta t ion ' i s  done at each iteration, 
the magnitude of the maximum flow bound can be reduced. 
Multicommodity Network Flows 
The transportation-transshipment model discussed above 
assumes that there is a single commodity to be shipped 
from supply nodes to demand nodes. For many applications 
there are several commodities to be shipped simultaneously 
and it is necessary to maintain the identity of the various 
commodities so that the correct amount of each commodity 
is shipped to the demand nodes. The arc capacity limits the 
total of all commodities shipped through the arc. The vari- 
ables of the model are xijk where k is the commodity. The 
constraints of the model are the transshipment constraints 
repeated for each commodity plus a capacity constraint for 
each arc, Xkxijk< u i j .  An undirected arc can have different 
commodities shipped in different directions through the arc; 
thus if the undirected arc is replaced by two directed arcs 
(as discussed above) the capacity constraint is Zkxijk + 
Xkxjik < U i j .  
Applications of multicommodity models include ware- 
house location, Geoffrion and Graves [40], urban traffic 
studies, Jorgensen [67] and routing of vehicles, Bellmore, 
Bennington and Lubore [6] and Swoveland [I021 
For the multicommodity transportation problem, Evans, 
Jarvis and Duke [31] have shown how to transform a prob- 
lem with either two supply nodes or two demand nodes 
into a single commodity flow problem. Also they show that 
if there are more than two supply nodes and more than two 
demand nodes, then the optimal solution may be non- 
integer even if the supplies, demands and capacities are 
integer (this shows that it is impossible to transform the 
general multicommodity problem to an equivalent single 
commodity network problem). Many applications require 
integer shipments because it is not possible to divide the 
commodity into less than integer amounts. As noted in the 
section on computational complexity, the multicommodity 
model with the shipments integer is an inherently difficult 
problem. 
The algorithms for multicommodity flows are generally 
classified as large scale linear programming algorithms rather 
than as network algorithms, because the approach is to 
solve a linear programming formulation of the problem 
while exploiting the special network structure. The large 
scale mathematical programming survey by Geoffrion [39] 
discusses multicommodity algorithms from this viewpoint. 
The algorithms use linear programming theory and tech- 
niques but the algorithms shift as much of the computational 
burden as possible onto network subproblems. The Ford- 
Fulkerson [32] decomposition algorithm for multicommod- 
ity flows was the first decomposition algorithm and pre- 
ceded the more general Dantzig-Wolfe decomposition by 
several years. Other decomposition approaches are Tomlin 
[I 041 , Chen and DeWald [I 71 , Cremeans, Smith andTyndal1 
[18] and Swoveland [I021 . Another major algorithmic 
approach has been to solve the linear program directly using 
the simplex algorithm and to partition or factor the basis 
into network parts and a general linear programming part. 
The network parts are manipulated using network methods. 
This approach is used in Saigal [95], Hartman and Lasdon 
[55] , Grigoriadis and White [53], Graves and McBride [52] 
and Kennington [7 1 ] 
The work of Graves and McBride [52] and Kennington 
[7 11 incorporates the improved primal network algorithms 
- 
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for the transshipment model in their multicommodity 
algorithms. The partition and factorization approaches 
appear to be the best way to extend the breakthrough in 
primal transshipment algorithms to multicommodity algo- 
rithms. The author expects dramatic improvements of solu- 
tion times and the economic solution of much larger 
multicommodity problems in the near future. 
Comments 
Deterministic networks is an active and exciting research 
field. Recently there has been real progress in all the models 
discussed here and significant breakthroughs for minimum 
cost network flow models (transportation-assignment-trans- 
shipment). The greatly increased speed of primal minimum 
cost network flow algorithms has greatly widened the gap 
between general linear programming computer programs 
and network programs; this has had an impact on the 
solution of optimization problems. This shift in the relative 
efficiency of linear programming and network models will 
have an increasing impact on solution techniques and 
modeling decisions in the future. 
Recent research has also made possible the solution of 
much larger network problems. The ability to economically 
solve larger problems has made possible new applications; 
this will continue as more people become aware of 'the 
increased power of network algorithms. 
However, not all the advances will come from replacing 
linear programming models with network models. Since 
many large scale optimization problems have large embedded 
network models, it is the author's opinion that major 
improvements will come in solving large scale linear and 
nonlinear optimization problems with most of the compu- 
tational burden shifted to network subproblems. The net- 
work advances of the last several years will be the base for 
a major advance in large scale optimization. 
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