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Abstract
The study of weak solutions for systems of nonlinear partial differential equations of elliptic type with
inclusions leads to a multivalued operator of superposition type in Sobolev spaces. We show that, under
natural assumptions, this operator has the properties which allow to apply degree theory (fixed point index)
for multivalued maps. More precisely, this operator is upper semicontinuous and compact with nonempty
convex compact values. For the particular case of systems involving p-Laplacians, we show that there is a
homeomorphism transforming the whole system to a situation for which a fixed point index is available.
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Consider a finite system of elliptic equations, possibly with inclusions, of the form (n =
1, . . . ,N)
−ϕnun(x)− gn
(
λ,x,u1(x), . . . , uN(x),∇u1(x), . . . ,∇uN(x)
)
{∈ fn(λ, x,u1(x), . . . , uN(x),∇u1(x), . . . ,∇uN(x)) on Ω0,
= 0 on Ω \Ω0, (1.1)
with the boundary conditions, also possibly with inclusions,
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
un = 0 on Γ0,n,
∂un
∂n
(x) ∈ bn(λ, x,u(x)) on Γn,
∂un
∂n
(x) = 0 on ∂Ω \ (Γ0,n ∪ Γn).
(1.2)
Here, Ω ⊆ Rd is some domain (later, we will assume that Ω is bounded with Lipschitz bound-
ary), Ω0 ⊆ Ω is measurable (possibly empty), and Γ0,n,Γn ⊆ ∂Ω are measurable (possibly
empty) with respect to the (d − 1)-dimensional Hausdorff measure. Moreover, the parameter
λ is from some metric space Λ, and
ϕnun(x) := div
(
ϕn
(
x,un(x),∇un(x)
))
,
where ϕn :Ω ×R×Rd →Rd . We are mainly interested in the cases
ϕn(x,u, v1, . . . , vd) := an(x)
∥∥(v1, . . . , vd)∥∥pn−2(v1, . . . , vd) (1.3)
or
ϕn(x,u, v1, . . . , vd) :=
(
an,1(x)|v1|pn−2v1, . . . , an,d(x)|vd |pn−2vd
)
, (1.4)
where 1 < pn < ∞. In these cases, ϕn becomes a (weighted form of the) pn-Laplace operator
or of the pseudo-pn-Laplace operator, respectively. However, even for the Laplace operators
(pn = 2, an ≡ 1) our main result is new.
We are only interested in weak solutions of (1.1)/(1.2). In the above special cases, this means
that we start by considering the space
W0 :=
{
(u1, . . . , uN): un ∈ W 1,pn(Ω,R), un|Γ0,n = 0
}
. (1.5)
Here and in the following, we understand boundary values in the sense of traces (we assume that
Ω has a sufficiently good boundary such that the trace operators are defined). Then we define
weak solutions of (1.1)/(1.2) as solutions u = (u1, . . . , un) ∈ W0 of the operator inclusion
J (u)−G(λ,u) ∈ M(λ,u), (1.6)
M. Väth / J. Differential Equations 245 (2008) 1137–1166 1139where J :W0 →W∗0, G :Λ×W0 →W∗0, and M :Λ×W0 → 2W
∗
0 are defined by
〈
J (u), v
〉 := ∫
Ω
〈
ϕ
(
x,u(x),∇u(x)),∇v(x)〉dx, (1.7)
where ϕ(x, ·) := ϕ1(x, ·)⊗ · · · ⊗ ϕn(x, ·),
〈
G(λ,u), v
〉 := ∫
Ω
〈
g
(
λ,x,u(x),∇u(x)), v(x)〉dx, (1.8)
and
M(λ,u) :=
⋂
v∈K
{
z ∈ W∗0: 〈z, v〉 ∈
∫
Ω0
〈
f
(
x,u(x),∇u(x)), v(x)〉dx
+
∫
Γ
〈
b
(
λ,x,u(x)
)
, v(x)
〉
dx
}
,
respectively. Here, g := (g1, . . . , gN), f := (f1, . . . , fN), and b = (b1, . . . , bN), where the func-
tions bn are extended trivially to Γ := Γ1 ∪· · ·∪ΓN . Moreover, the integrals over the multivalued
functions are defined in the Aumann sense (precise definitions will be given later). Finally,
K := {(v1, . . . , vN) ∈ W0: v|Ω0  0 and vn|Γn  0}.
We will not discuss this here any further, but standard considerations show that the above defini-
tion of weak solutions is reasonable, at least if the closures of Ω0 and Γ are disjoint.
For more general functions ϕn, one could proceed similarly, only replacing W0 by other func-
tion spaces. For instance, when we have a certain generalization of the weighted pn-Laplacian
ϕn(x, v) := an(x)ψn
(‖v‖)v
or of the pseudo-pn-Laplacian
ϕn
(
x, (v1, . . . , vd)
) := (an,1(x)ψn(|v1|)v1, . . . , an,d(x)ψn(|vd |)vd),
where ψn(·) are continuous, nondecreasing and nonnegative, then a canonical definition of weak
solutions is to consider the space
W0 :=
{
u = (u1, . . . , uN) ∈ W: un|Γ0,n = 0
}
,
where W denotes the space of all functions u = (u1, . . . , uN) such that the distributional deriva-
tive of un belongs to the Orlicz space LΦn(Ω) generated by the Young function
Φn(t) :=
t∫
ψn(s) ds.0
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space which in general is not generated by a radial Young function, i.e. by one that depends only
on ‖u‖. This is even true in case of the pn-Laplacian (or pseudo-pn-Laplacian) φn(t) := tpn−2
when the pn are different. Therefore, it will be important for us to include general vector-valued
Orlicz spaces in our theory which causes some technical difficulties.
The aim of this paper is to show that under natural hypotheses a fixed point index (i.e. a degree
theory) is available for the problem (1.6).
To do this, we will show first that under natural hypotheses the operator M is upper semi-
continuous and compact with nonempty compact convex values. Since G is a special case of
M (with a single-valued function, Ω0 := Ω , Γ := ∅, and K := W0), we obtain the same result
for G. Actually, our result will also imply that J is continuous and bounded (though typically
not compact) under reasonable assumptions on ϕn. After some preliminaries, we formulate this
general abstract continuity and compactness result in Section 4, and the most important special
cases (including J , G, and M in classical Sobolev spaces) in Sections 5 and 6.
For the scalar (N = 1) and pure Dirichlet case (Γ0,n = ∂Ω), the operator J is known to be a
homeomorphism with a bounded inverse, see e.g. [10, Lemma 3.3]. In Section 7, we will obtain
a similar result in the general case considered above, and we will use this property together with
the above properties of J , G, and M to establish the existence of a corresponding degree theory
for (1.6).
Some notes on our main result: The continuity and compactness of the superposition operator
G for classical Sobolev spaces is of course mathematical folklore and can be found in many
text-books; however, it is hard to find results where the parameter-dependent case is considered:
In fact, in contrast to the continuity of G(λ,u) with respect to u, the continuity with respect to
(λ,u) does in general not follow alone from growth (and Carathéodory type) conditions for g.
However, the main novelty of this paper is the multivalued case, which was apparently never
studied at all. Only in the scalar case (N = 1) and for the classical Laplacian (p1 = 2), a special
case of our main result (under more restrictive growth conditions and only for a more special
operator) was obtained in [12]. Moreover, the idea of the compactness proof of [12] can only be
used in Hilbert spaces. We will therefore prove in Appendix A a compactness theorem which is
of independent interest and which generalizes Schauder’s theorem on the compactness of adjoint
operators to the multivalued setting.
As mentioned earlier, also the case of systems (N > 1) will introduce some difficulties. In
particular, spaces like Lp1(Ω0,U1) × Lp2(Ω0,U2) are no ideal spaces, in general, and we are
therefore forced to work with a more general class of spaces. For this reason, some of the main
tools of this paper are the results from [26] where the continuity of multivalued superposition
operators was studied in generalized ideal spaces.
However, the system case (N > 1) is important for applications. For instance, the degree
theory established in this paper will be employed for systems in the forthcoming paper [13].
2. Preliminaries from the theory of ideal spaces
Since we want to obtain a result which includes vector-valued Orlicz spaces, the most natural
setting is to work within the framework of so-called ideal spaces. Moreover, since for reasons
sketched in the introduction, we also want to include vector-valued Orlicz spaces generated
by non-radial Young functions, it seems even necessary to consider generalized ideal spaces
(see [25,26] for more details). Although it would be possible to treat a slightly more general
setting, we will restrict our attention to the complete Hausdorff case and to functions with val-
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generalized ideal spaces which are not necessarily normed.
Definition 2.1. Let S be a σ -finite measure space, (U, | · |) a Banach space, and let X be a space
of (equivalence classes) of (strongly Bochner) measurable functions u :S → U , complete with
respect to the quasi-pseudometric d(u, v) := ‖u−v‖ where ‖·‖ :X → [0,∞] is a function which
has the following properties with some finite constant cX:
(1) ‖u‖ = 0 if and only if u = 0 almost everywhere.
(2) ‖−u‖ = ‖u‖.
(3) ‖u+ v‖ cX(‖u‖ + ‖v‖).
(4) ‖PDu‖ ‖u‖ for each measurable D ⊆ S where
PDu(s) :=
{
u(s) if s ∈ D,
0 otherwise.
Then X is a (quasi-pseudometric) generalized ideal space, if for each sequence un ∈ X ∩
L∞(S,U) which converges uniformly to 0 the following holds: Each set E ⊆ S of positive
measure contains a subset D of positive measure such that
lim
n→∞‖PDun‖ = 0.
We will also need the following notions:
Definition 2.2. Let X be a (quasi-pseudometric) generalized ideal space with S and U as above.
(1) X is embeddable if for each sequence un ∈ X ∩ L∞(S,U) which converges uniformly to
some u and which converges in X (to a possibly different function) the following holds.
Each set E of positive measure contains some set D of positive measure such that PDu ∈ X.
(2) A subset A ⊆ X has equicontinuous norm if for each sequence Dn ⊆ S of measurable sets
Dn↓∅ ⇒ lim
n→∞ supu∈A
‖PDnu‖ = 0. (2.1)
(3) The regular part of X consists of all those u ∈ X for which {u} has equicontinuous norm. If
the regular part is X, then X is called regular.
The above definitions may appear rather artificial. However, the technical property in the
definition of a generalized ideal space X is even a necessary condition for reasonable continuity
properties of superposition operators with values in X [25].
The main point for us is that the following classes of spaces are covered by these definitions
(see [26]).
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(1) Each ideal space is an embeddable generalized ideal space. Recall that a Banach space X of
measurable functions is an ideal space if, for each u ∈ X, each measurable function v which
is dominated by u satisfies v ∈ X and ‖v‖ ‖u‖.
(2) For U := U1 × · · · × Un, and p1, . . . , pn ∈ (0,∞], the space X := Lp1(S,U1) × · · · ×
Lpn(S,Un) becomes for the two canonical choices of ‖ · ‖ a (quasinormed or metric, re-
spectively) embeddable generalized ideal space. X is regular if p1, . . . , pn ∈ (0,∞). Note
that, in nondegenerate cases, X is only an ideal space if all pk are equal (and belong to
[1,∞]).
(3) Similarly, the vector-valued Orlicz space X := LΦ1(S,U1)×· · ·×LΦn(S,Un) is a (normed)
embeddable generalized ideal space for each (convex) Young function Φk :R → [0,∞]. If
all Φk are finite and S has finite measure then the regular part of X consists of the closure
of simple functions (which is a nontrivial proper subspace, in general); X is regular if all Φk
satisfy a so-called 2-condition.
(4) If X1, . . . ,Xn are embeddable generalized ideal spaces, then so is X1 × · · · × Xn. (The
analogous statement for ideal spaces is false.)
(5) If dimU < ∞, then each quasi-pseudometric complete space X of measurable functions
u :S → U is a generalized ideal space if it has the property that for each u ∈ X and each
bounded measurable scalar function λ the product λ · u belongs to X and satisfies ‖λ · x‖
‖λ‖L∞‖x‖ (in the terminology of [26], X is an ideal∗ space).
In particular, each vector-valued Orlicz space generated by a convex Young function
Φ :U → [0,∞] (in contrast to the previous example, Φ need not necessarily be a radial
function) is a generalized ideal space if dimU < ∞.
Although these examples seem important for our application, especially the statement in the
last example is not easy to see; we point out in this connection, that an ideal∗ space needs not be
a generalized ideal space without the restriction dimU < ∞. Proofs for all these claims can be
found in [26].
If X is a generalized ideal space as above, we define the associate space as the space X′ of all
measurable functions v :S → U∗ (where U∗ is the dual space of U ) such that
‖v‖X′ := sup
‖u‖1
∫
S
∣∣〈u(x), v(x)〉∣∣dx
is finite. Here, 〈·,·〉 is the canonical pairing of U and U∗. It may happen that X′ = {0}, e.g. when
X = Lp with p ∈ (0,1). For p  1, the relation Lp(S,U)′ = Lp′(S,U∗) holds with 1p + 1p′ = 1,
even if p = ∞.
3. Preliminaries from the theory of multifunctions
If m :X → 2Y is a multivalued map, we write m :X Y ; for A ⊆ X, we use the customary
notation m(A) :=⋃{m(x): x ∈ A}. For B ⊆ Y , the small counterimage is defined by
m−(B) := {x ∈ X: m(x) ⊆ B}.
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Recall that a multivalued map m :X Y between topological spaces is upper semicontinuous
at x0 if for each neighborhood V ⊆ Y of m(x0) the set m−(V ) is a neighborhood of x0. If Y is
even a pseudometric space, then m is called upper semicontinuous in the ε-sense if for each ε > 0
the set m−({y: dist(y,m(x0)) < ε}) is a neighborhood of x0. Each upper semicontinuous map is
upper semicontinuous in the ε-sense, and the converse holds if m(x0) is compact. The map m is
upper semicontinuous (at each point) if and only if m−(O) is open for each open set O ⊆ Y .
Let S be a σ -finite measure space, and U be a Banach space.
Definition 3.1. A multivalued map m :SU is called essentially separably valued if there is a
null set N ⊆ S such that m(S \N) is separable. If m assumes only nonempty closed values, then
m is called measurable if one of the following equivalent properties holds:
(1) m is essentially separably valued and m−(O) belongs to the Lebesgue completion of the
measure space for each open set O ⊆ U .
(2) m is essentially separably valued and m−(A) belongs to the Lebesgue completion of the
measure space for each closed set A ⊆ U .
(3) There is a sequence mn of (Bochner) measurable selections such that m(x) =
{m1(x),m2(x), . . .} for each x ∈ S.
In particular, each measurable function has a measurable selection.
Note that if one would drop the assumption that m is essentially separably valued, the above
three properties are not equivalent. This is in contrast to the claim in [4] where the authors
apparently confused Bochner measurability of mn with the fact that m−1n (O) is measurable (for
a complete measure space) for each open set O ⊆ U . But even if one would define Bochner
measurability in this way (and drops the hypothesis that m is essentially separably valued), the
above three properties are not equivalent. In fact, it is known that in this case not even the first
two properties are equivalent.
Proposition 3.2. The three properties above are indeed equivalent. Let m :SU be measurable
and such that all measurable selections of m are integrable. Then the Aumann integral
∫
S
m(x)dx :=
{∫
S
m0(x) dx: m0 is a measurable selection of m
}
defines a nonempty set. If in addition either all values of m are convex or if S has no atoms and
dimU < ∞, then this set is convex. Moreover, if in addition U = R, this set is a closed interval.
Remark 3.3. There are several similar results for more general spaces U . However, all results
we know in this direction require at least that the selections of m have equicontinuous norm in
L1 which would be too restrictive for our application. In contrast, the above case U = R (which
we only need) is rather trivial.
Proof of Proposition 3.2. Recall that each (Bochner) measurable function mn is essentially sep-
arably valued, and in this case mn is measurable if and only if m−1(O) belongs to the Lebesguen
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cases there is a separable set which contains m0(s) for almost all s. Let U0 be the closed linear
hull of such a set. None of the three properties changes if we replace U by U0. Thus, without
loss of generality, we may assume that U is separable. In this case, the equivalence of the three
properties is [8, Theorem III.30].
To see the convexity of
∫
S
m(x)dx, let m1,m2 be two measurable selections of m and
t ∈ (0,1). We are to show that
v := t
∫
S
m1(x) dx + (1 − t)
∫
S
m2(x) dx ∈
∫
S
m(x)dx.
If the values of m are convex, this is trivial, since then tm1 + (1 − t)m2 is a measurable selection
of m with integral v. If S has no atoms, then also the vector measure
μ(E) :=
∫
E
(
m1(x)−m2(x)
)
dx
has no atoms; hence (if U = Rn), Lyapunov’s convexity theorem implies that there is some
measurable set E such that
μ(E) = tμ(S)+ (1 − t)μ(∅) = t
∫
S
(
m1(x)−m2(x)
)
dx.
Then we can define a measurable selection of m by
m0(x) :=
{
m1(x) if x ∈ E,
m2(x) if x ∈ S \E,
and calculate∫
S
m0(x) dx =
∫
E
(
m1(x)−m2(x)
)
dx +
∫
S
m2(x) dx = μ(E)+
∫
S
m2(x) dx = v.
Thus,
∫
S
m(x)dx is convex, i.e. in case U = R, it is an interval I . To see that this interval is
closed, we are to show that sup I and inf I are either infinite or contained in I . Assume first
that sup I is finite. By definition of I , there is a sequence of measurable selections mn of m
with
∫
S
mn(x) dx → sup I . Replacing mn by max{m1, . . . ,mn} if necessary, we may assume
that the sequence mn is monotonically increasing to some (not necessarily finite) measurable
limit function m0. The monotone convergence theorem implies
∫
S
mn(x) dx →
∫
S
m0(x) dx,
hence ∫
S
m0(x) dx = sup I. (3.1)
In particular, m0 is integrable and thus almost everywhere finite. Since m assumes closed values,
we conclude that m0(x) ∈ m(x) for almost all x. Modifying mn on a null set, we may thus assume
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∫
S
m(x)dx = I , as required.
If inf I is finite, we find, applying what we have just shown for the multivalued map −m, that
− inf I = sup(−I ) ∈ (−I ). Hence inf I ∈ I , as required. 
4. The continuity and compactness result—the general case
We consider a situation which is more general than the one mentioned in the introduction. In
fact, we will assume only that W0 is some normed space which has sufficiently nice “restric-
tion” and “trace” operators for certain generalized ideal spaces. However, we will assume a more
special structure concerning the dependence on λ, because almost nothing is known about contin-
uous dependence of multivalued superposition operators with respect to a parameter. Therefore,
we assume that the dependence of the functions on λ enters only in a “single-valued” manner.
In detail, we consider the following situation: Let Si (i = 0,1, . . . , i0) be finitely many σ -
finite measure spaces (with nonnegative measures), and let Uk,i (k = 1,2), Vi , and Wi be Banach
spaces (Wi even a real Banach spaces). Let Λ be a metric space. It will be important for our proof
that the parameters λ ∈ Λ do not enter in the multivalued maps
mi :Si ×U1,i Vi,
but only in the single-valued maps
ci :Λ× Si ×U2,i × Vi → Wi.
We will have to consider fixed function spaces:
Let Xk,i (k = 1,2), Yi , and Z0,i ⊆ Zi be generalized ideal spaces of measurable func-
tions u :Si → Uk,i , u :Si → Vi , and u :Si → Wi , respectively. Let D be a metric space, and
W0 be a real normed space (not necessarily consisting of functions). We will consider fixed
maps Ek,i :D → X1,i (k = 1,2) and Ti :W0 → Z′i (the associate space of Zi ). We fix a subset
K ⊆ W0, and consider the operator
M :Λ×DW∗0
defined by
M(λ,u) :=
⋂
v∈K
{
z ∈ W∗0: 〈z, v〉 ∈
i0∑
i=0
∫
Si
〈
ci
(
λ,x,E2,iu(x),mi
(
x,E1,iu(x)
))
, Tiv(x)
〉
dx
}
.
Our hypotheses below will ensure that the integrals above indeed make sense.
Example 4.1. In the situation of the introduction, one should choose i0 = 1, S0 = Ω0, and S1 = Γ
(with the Lebesgue measure and the (d − 1)-dimensional Hausdorff measure, respectively). For
some appropriate linear subspace W0 of W 1,p1(Ω) × · · · × W 1,pN (Ω), let T1 and T2 be the
canonical restriction and trace operators, respectively, and for D ⊆ W0, let Ek,i be defined by
Ek,0u(x) :=
(
u(x),∇u(x)) (x ∈ Ω0),
Ek,1u(x) := u(x) (x ∈ Γ ),
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in Section 6.
Example 4.2. The map G of the introduction is the special case of the previous example when mi
is single-valued (and e.g. constant), Ω0 = Ω , Γ = ∅, and K = W0. Here we identify of course
tacitly the map G with the “multivalued” map x → {G(x)}.
In contrast to the multivalued case, we have here by construction no restriction on the depen-
dence of λ.
Example 4.3. The map J of the introduction is obtained in the setting as in the previous example,
if we choose the different operator
T1u(x) := ∇u(x) (x ∈ Ω0).
This case will be discussed in more detail in Section 5.
Example 4.4. Instead of choosing local operators Ek,i as in the previous examples, one could also
choose nonlocal operators, e.g. (by increasing the dimensions of Uk,i and Vi correspondingly):
Ek,0u(x) :=
(
u(x),∇u(x),u(ϕk,1(x)),∇u(ψk,1(x)), . . . , u(ϕk,m(x)),∇u(ψk,m(x)))
(x ∈ Ω0),
Ek,1u(x) :=
(
u(x
)
, u
(
ξ1(x)
)
, . . . , u
(
ξm(x)
))
(x ∈ Γ ),
for certain functions ϕk,,ψk, :Ω0 → Ω and ξ :Γ → ∂Ω . Similarly, one might consider oper-
ators involving integrals over certain parts of Ω0 or Γ . Hence, our setting is also applicable to
generalizations of (1.1)/(1.2) with certain nonlocal operators.
We will impose the following hypotheses which will in particular imply that the above def-
inition of M makes sense. We will be interested in the upper semicontinuity of M at a point
(λ∗, u∗) ∈ Λ × D (which we fix in the following) and in the compactness of M(Λ×D). Typi-
cally, the following hypotheses will only be satisfied if D ⊆ W0 is bounded and also Λ is not too
large (e.g. of bounded diameter, etc.); so one should be prepared to replace D or Λ by appropriate
subsets before one applies the result.
(1) The generalized ideal spaces X1,i , X2,i , and Yi are embeddable.
(2) The embeddings Z0,i ⊆ Zi are bounded; hence, we also have bounded embeddings
Z′i ⊆ Z′0,i .
(3) The map Ti :W0 → Z′i is linear and bounded.
(4) There is a finite constant CK such that the family of all linear combinations of the form
v =∑nk=1 λkvk with n ∈ N, λk ∈ R, vk ∈ K , and
max
i
n∑
k=1
|λk|‖Tivk‖Z′0,i  CK
i0∑
i=0
‖Tiv‖Z′0,i , (4.1)
is dense in W0. (This will be discussed in Section 6.)
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in the ε-sense.
(6) The multivalued maps Mu,i :Si Vi , defined for u ∈ D by
Mu,i(x) := mi
(
x,E1,iu(x)
)
,
are measurable with nonempty closed values; at least for u = u∗ the values are even com-
pact. (Hence mi(x, ·) is actually even upper semicontinuous at E1,iu∗(x).)
(7) There are bounded sets DMi ⊆ X1,i with E1,i (D) ⊆ DMi such that E1,iu∗ is an interior
point of DMi and such that the multivalued superposition operator
Mi(u) :=
{
y: y is a measurable selection of x → mi
(
x,u(x)
)}
sends DMi into a subset of the regular part of Yi and has nonempty values on DMi . (By the
previous hypothesis, Mi certainly has nonempty values on E1,i (D).)
(8) The map ci(λ∗, ·, ·, ·) is Carathéodory. The latter means that for almost all x ∈ Si the map
ci(λ
∗, x, ·, ·) is continuous and that for all (u, v) ∈ U2,i × Vi the map ci(λ∗, ·, u, v) is mea-
surable.
(9) There is a subset DCi ⊆ X2,i × Yi with E2,i (D)×Mi(DMi ) ⊆ DCi such that the family of
superposition operators
Ci(λ,u, v)(x) := ci
(
λ,x,u(x), v(x)
)
sends Λ × DCi into a bounded subset of Z0,i which in addition is contained in the regular
part of Zi . This includes the requirement that Ci(λ,u, v) is measurable for all (u, v) ∈ DCi
and λ ∈ Λ.
(Recall that at least at λ = λ∗ we required the Carathéodory property which ensures that
Ci(λ
∗, u, v) is measurable for measurable functions u,v: Indeed, this is clear if u,v are
simple functions, and general measurable functions u,v can be approximated almost ev-
erywhere by simple functions; hence the measurability of Ci(λ∗, u, v) follows from the
continuity of ci(λ∗, x, ·, ·).)
(10) For each i = 0, . . . , i0 at least one of the following is true:
(a) mi is single-valued, and the (one-point) set {E2,iu∗}×Mu∗,i is contained in the interior
of DCi .
(b) Ci({λ∗}×DCi ) has equicontinuous norm in Zi , DCi is bounded, and for almost all x ∈
Si the function ci(λ∗, x, ·, ·) is uniformly continuous on bounded subsets of U2,i × Vi .
(c) Ci({λ∗} × DCi ) has equicontinuous norm in Zi , and for almost all x ∈ Si the function
ci(λ
∗, x, ·, ·) is uniformly continuous on U2,i × Vi .
(11) If λ∗ is not isolated in Λ, we require in addition
lim
λ→λ∗ sup(u,v)∈DCi
∥∥Ci(λ,u, v)−Ci(λ∗, u, v)∥∥Zi = 0.
(12) For each i = 0, . . . , i0 at least one of the following is true:
(a) Si has no atoms.
(b) For each λ ∈ Λ, x ∈ Si , u ∈ D, and v ∈ K , the set〈
ci
(
λ,x,E2,iu,mi(x,E1,iu)
)
, Tiv(x)
〉
is an interval.
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M(λ,u) is well defined, nonempty, closed and convex, and can be calculated without Aumann
integrals by the formula
M(λ,u) =
⋂
v∈K
{
z ∈ W∗0: there are yi ∈ Mi(E1,iu) such that
〈z, v〉 =
i0∑
i=0
∫
Si
〈
Ci(λ,E2,iu, yi)(x), Tiv(x)
〉
dx
}
. (4.2)
Moreover, M :Λ×DW∗0 has the following properties:
(1) M is upper semicontinuous at (λ∗, u∗) in the ε-sense, and M(Λ×D) is bounded.
(2) If in addition all of the maps Ti :W0 → Z′0,i are compact, then M is upper semicontinuous
at (λ∗, u∗), and M(Λ×D) is compact.
We postpone the proof to Section 8. It should be noted that (4.2) is not so obvious as one
might think at a first glance, because the functions yi in this formula have to be measurable. In
fact, we will have to invoke a variant of Filippov’s implicit function theorem [14] in the proof to
see this formula.
Remark 4.6. If one drops hypothesis (4), an inspection of our proof shows that all statements
of Theorem 4.5 hold true with the following exceptions: M(Λ×D) may fail to be bounded or
compact, and M is only upper semicontinuous at (λ∗, u∗) in the ε-sense (not necessarily upper
semicontinuous).
Remark 4.7. If the maps Ti :W0 → Z′0,i fail to be compact, an inspection of our proof gives the
estimate
χ
(
M(Λ×D)) 2(i0 + 1)CKC
(
i0∑
i=0
χ(Ti(W0),‖·‖Z′0,i )
(
Ti(B)
))
,
where χ denotes the inner Hausdorff of noncompactness (cf. Appendix A), χ(Ti(W0),‖·‖Z′0,i ) the
Hausdorff measure in the space Ti(W0) with the norm of Z′0,i , B is the unit ball in W0, and C
an upper bound for the set Ci(Λ×DCi ) in the space Z0,i for all i = 0, . . . , i0.
We can obtain also similar other estimates from our proof, if we choose in our proof other
norms in Z′0,0 × · · · ×Z′0,i0 or if we modify (4.1) by choosing different norms than the max and
sum-norm (with respect to i) on the two sides (this hypothesis, as formulated, is convenient to
verify, but it gives a “bad” constant in the above estimate of χ(M(Λ×D))).
5. The special case of Lp spaces
For easier reference, we formulate Theorem 4.5 for the special case when we consider M as
a map acting from W 1,p1(Ω,U1)× · · · ×W 1,pN (Ω,UN) into W∗0 where W0 is a normed linear
space such that we have bounded linear maps
Tn,0 :W0 → Lqn
(
Ω0,W
∗ ) (n = 1, . . . , n0)n,0
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Tn,1 :W0 → Lrn
(
Γ,W ∗n,1
)
(n = 1, . . . , n1).
Here, U1, . . . ,UN , Wn,0, . . . ,Wn0,0, and Wn,1, . . . ,Wn1,1 are Banach spaces, Ω ⊆ Rd is a
bounded Lipschitz domain, and Ω0 ⊆ Ω and Γ ⊆ ∂Ω are measurable (with respect to the
Lebesgue measure or the (d − 1)-dimensional Hausdorff measure, respectively).
A typical example considered here is when W0 is a subspace of some Sobolev space and if
Tn,i are restriction or trace operators, or, alternatively, also Tn,0 = ∇|Ω0 .
For a fixed nonempty subset K ⊆ W0, we consider the operator
M(λ,u) :=
⋂
v∈K
{
z ∈ W∗0: 〈z, v〉 ∈
∫
Ω0
〈
f
(
λ,x,u(x),∇u(x),m0
(
x,u(x),∇u(x))), T0v(x)〉dx
+
∫
Γ
〈
b
(
λ,x,u(x),m1
(
x,u(x)
))
, T1v(x)
〉
dx
}
, (5.1)
where only mn,k are allowed to be multivalued. More precisely, we assume that there are Banach
spaces V1,i , . . . , Vki ,i (i = 0,1) such that
m0 :Λ×Ω0 ×U1 × · · · ×UN ×
(
U∗1
)d × · · · × (U∗N )d  V1,0 × · · · × Vk0,0,
m1 :Λ× Γ ×U1 × · · · ×UN  V1,1 × · · · × Vk1,1,
and that f = (f1, . . . , fn0), b = (b1, . . . , bn1) with
fn :Λ×Ω0 ×U1 × · · · ×UN ×
(
U∗1
)d × · · · × (U∗N )d × V1,0 × · · · × Vk0,0 → Wn,0,
bn :Λ× Γ ×U1 × · · · ×UN × V1,1 × · · · × Vk1,1 → Wn,1.
K is a fixed subset of W0 which satisfies a density hypothesis described later.
For the following, we fix exponents α1,i , . . . , αki ,i (i = 0,1) and three further pairs of families
of exponents p1,i , . . . , pN,i , q∗1,i , . . . , q∗ni ,i , and q1,i , . . . , qni ,i (i = 0,1). We assume that the
exponents introduced so far are subject to the following restrictions:
p1, . . . , pN ∈ [1,∞),
q1, . . . , qn0, r1, . . . , rn1 ∈ (1,∞],
α1,0, . . . , αk0,0, α1,1, . . . , αk1,1 ∈ (0,∞),
for n = 1, . . . ,N :
⎧⎨
⎩
pn,0,pn,1 ∈ [1,∞) if d  pn and pn > 1,
pn,0 ∈ [1, dpnd−pn ],pn,1 ∈ [1,
dpn−pn
d−pn ] if d > pn,
pn,0 ∈ [1,∞), pn,1 = 1 if d = pn = 1,
for n = 1, . . . , n0: q∗n,0 ∈
[
qn
qn − 1 ,∞
)
, qn,0 ∈
[
q∗n,0,∞
)
,
for n = 1, . . . , n1: q∗n,1 ∈
[
rn
,∞
)
, qn,1 ∈
[
q∗n,1,∞
)
.rn − 1
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plains why we did not restrict ourselves to normed generalized ideal spaces in the formulation of
Theorem 4.5.
We suppose the following hypotheses.
(1) There is a finite constant CK such that the family of all linear combinations of the form
v =∑nk=1 λkvk with n ∈ N, λk ∈ R, vk ∈ K , and
max
{
n∑
k=1
|λk|‖vk|Ω0‖Lq1,0 (Ω0,RN1 )×···×Lqn0,0 (Ω0,RNn0 ),
n∑
k=1
|λk|‖vk|Γ ‖Lq1,1 (Γ,RN1 )×···×Lqn0,1 (Γ,RNn0 )
}
 CK ·
(‖v|Ω0‖Lq1,0 (Ω0,RN1 )×···×Lqn0,0 (Ω0,RNn0 ) + ‖v|Γ ‖Lq1,1 (Γ,RN1 )×···×Lqn0,1 (Γ,RNn0 )
)
(5.2)
is dense in W0.
(2) For almost all x the multivalued maps mi(x, ·) assume only nonempty compact values and
are upper semicontinuous (for i = 0,1 in the respective spaces).
(3) For all measurable functions u the multivalued maps Mu,i(x) := mi(x,u(x)) are measurable
(for i = 0,1 in the respective spaces).
(4) The maps m0 and m1 are subject to the growth conditions
sup
{‖zn‖Vn : (z1, . . . , zk0) ∈ m0(x,u1, . . . , uN , v1, . . . , vN)}
An,0(x)+Bn,0 ·
(‖u1‖p1,0U1 + · · · + ‖uN‖pN,0UN + ‖v1‖p1(U∗1 )d + · · · + ‖vN‖pN(U∗N)d
)1/αn,0
for n = 0, . . . , k0, and
sup
{‖zn‖Vn : (z1, . . . , zk1) ∈ m1(x,u1, . . . , uN)}
An,1(x)+Bn,1 ·
(‖u1‖p1,1U1 + · · · + ‖uN‖p1,1UN )1/αn,1
for n = 1, . . . , k1, respectively, where An,0 ∈ Lαn,0(Ω0), An,1 ∈ Lαn,1(Γ ), and Bn,0,Bn,1 ∈[0,∞).
(5) For each λ ∈ Λ and each n = 1, . . . , n0 the maps fn(λ, ·) and bn(λ, ·) are Carathéodory, i.e.
in the x-variable measurable on Ω0 or Γ , respectively, and for almost all x continuous in the
totality of the other variables.
(6) For n = 1, . . . , n0, the maps fn and bn are subject to the growth conditions
∥∥fn(λ, x,u1, . . . , uN , v1, . . . , vN ,w1, . . . ,wk0)∥∥RNn
Aλ,n,0(x)+Bλ,n,0 ·
(‖u1‖p1,0U1 + · · · + ‖uN‖pN,0UN
+ ‖v1‖p1 ∗ d + · · · + ‖vN‖pN∗ d + ‖w1‖α1,0V + · · · + ‖wk0‖
αm0,0
V
)1/qn,0
(U1 ) (UN ) 1,0 k0,0
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∥∥bn(λ, x,u1, . . . , uN ,w1, . . . ,wm1)∥∥RNn
Aλ,n,1(x)+Bλ,n,1 ·
(‖u1‖p1,1U1 + · · · + ‖uN‖pN,1UN + ‖w1‖α1,1V1,1 + · · · + ‖wk1‖αm1,1Vk1,1 )1/qn,1,
where the numbers ‖Aλ,n,0‖Lqn,0 (Ω0),‖Aλ,n,1‖Lqn,1 (Γ ),Bλ,n,0,Bλ,n,1 ∈ [0,∞) remain
bounded with respect to λ ∈ Λ.
(7) If m0 is not single-valued, we require in addition that for all λ ∈ Λ the following is true: For
almost all x ∈ Ω0 the maps fn(λ, x, ·) are uniformly continuous on bounded subsets, and
qn,0 > q∗n,0 (for all n).
Similarly, if m1 is not single-valued, we require that almost all λ ∈ Λ are such that for almost
all x ∈ Γ the maps bn(λ, x, ·) are uniformly continuous on bounded subsets, and qn,1 > q∗n,1
(for all n).
In view of the Carathéodory condition, the uniform continuity is automatically satisfied if
the spaces Un and Vn,i (for i = 0 or i = 1, respectively) have finite dimension.
(8) For all non-isolated points λ∗ ∈ Λ and all n = 1, . . . , n0, the maps fn and bn satisfy
∥∥fn(λ, x,u1, . . . , uN , v1, . . . , vN ,w1, . . . ,wk0)
− fn(λ∗, x,u1, . . . , uN , v1, . . . , vN ,w1, . . . ,wk0)
∥∥
RNn
 Bn,λ,λ∗,0 ·
(
An,λ,λ∗,0(x)+
(‖u1‖p1,0U1 + · · · + ‖uN‖pN,0UN
+ ‖v1‖p1(U∗1 )d + · · · + ‖vN‖
pN
(U∗N)d
+ ‖w1‖α1,0V1,0 + · · · + ‖wk0‖
αk0,0
Vk0,0
)1/q∗n,0)
and
∥∥bn(λ, x,u1, . . . , uN ,w1, . . . ,wk1)− bn(λ, x,u1, . . . , uN ,w1, . . . ,wk1)∥∥RNn
 Bn,λ,λ∗,0 ·
(
An,λ,λ∗,1(x)+
(‖u1‖p1,1U1 + · · · + ‖uN‖pN,1UN
+ ‖w1‖α1,1V1,1 + · · · + ‖wk1‖
αk1,1
Vk1,1
)1/q∗n,0),
where ‖An,λ,λ∗,0‖L1/q∗
n,0
(Ω0)  1, ‖An,λ,λ∗,1‖L1/q∗
n,1
(Γ )  1, and Bn,λ,λ∗,0,Bn,λ,λ∗,1 ∈ [0,∞)
satisfy
lim
λ→λ∗ Bn,λ,λ
∗,i = 0 (i = 0,1).
(9) If d = 1 and Γ = ∅ (hence Γ has atoms), we assume in addition that the sets
bn(λ, x,u,m1(x,u)) are convex for all (λ, x,u) ∈ Λ× Γ ×U1 × · · · ×UN .
We point out that for the continuity condition with respect to λ (hypothesis (8) above), we used
the number q∗n,i which is in general a weaker requirement than if we would use the numbers qn,i
(which are required in the growth conditions for fn and bn).
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defined, and
M :W 1,p1(Ω,U1)× · · · ×W 1,pN (Ω,UN)W∗0
is upper semicontinuous in the ε-sense and bounded in the sense that M(Λ×D) is bounded for
each bounded set D. The values M(λ,u) are nonempty, closed and convex, and
M(λ,u) =
⋂
v∈K
{
z ∈ W∗0: there are measurable y0, y1 with
y0(x) ∈ m0
(
x,u(x),∇u(x)) a.e., y1(x) ∈ m1(x,u(x)) a.e., and
〈z, v〉 =
∫
Ω0
〈
f
(
λ,x,u(x),∇u(x), y0(x)
)
, T0v(x)
〉
dx
+
∫
Γ
〈
b
(
λ,x,u(x), y1(x)
)
, T1v(x)
〉
dx
}
. (5.3)
If, in addition, all of the linear maps
Tn,0 :W0 → Lq ′n,0(Ω0,U∗)
(⊇ Lqn(Ω0,U∗)),
Tn,1 :W0 → Lq ′n,1(Γ,U∗)
(⊇ Lrn(Γ,U∗))
(into the larger space with exponent determined by the formula 1
q ′n,i
+ 1
qn,i
= 1) are compact,
then M is upper semicontinuous and compact in the sense that M(Λ×D) is compact for each
bounded set D.
Remark 5.2. If we drop hypothesis (1), the first part of Theorem 5.1 holds true with the exception
that M(Λ×D) might also be unbounded.
Proof of Theorem 5.1. This is an application of Theorem 4.5 with the spaces S0 := Ω0, S1 := Γ ,
Xk,0 := Lp1,0(Ω0,U1)× · · · ×LpN,0(Ω0,UN)
×Lp1
(
Ω0,
(
U∗1
)d)× · · · ×LpN (Ω0, (U∗N )d),
Xk,1 := Lp1,1(Γ,U1)× · · · ×LpN,1(Γ,UN),
Yi := Lα1,i (Si,V1)× · · · ×Lαki ,i (Si,Vki ,i ),
Zi := Lq∗1,i
(
Si,R
N1
)× · · · ×Lq∗n0,i (Si,RNn0 ),
Z0,i := Lq1,i
(
Si,R
N1
)× · · · ×Lqn0,i (Si,RNn0 ),
and with the operators Ek,i as in Example 4.1 (whose continuity follows from the various known
embedding theorems under our hypotheses on the exponents). For a bounded subset D ⊆ W0, it
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operators Ci and Mi with bounded sets DCi and DMi . Moreover, since Si have finite measure,
a straightforward application of Hölder’s inequality for the function 1 · u implies in the case
qn,i > q
∗
n,i  1 that the bounded subset Ci(Λ × DCi ) ⊆ Z0,i has automatically equicontinuous
norm in Zi . 
6. The special case of W 1,p spaces
We consider now the operator M as in the previous section in the special case that W0 is a
linear subspace of
W := W 1,q1(Ω,W1)× · · · ×W 1,qn0 (Ω,Wn0)
with the inherited norm and when T0 and T1 are the canonical restriction and trace operators,
respectively. (In the notation of the previous section, we assume now of course n1 = n0 and
Wn,i = Wn.)
We assume that all hypotheses of the previous section are satisfied, only with the difference
that we change the hypotheses concerning the exponents qn and qn,i . We require instead:
q1, . . . , qn0 ∈ (1,∞),
for n = 1, . . . , n0:
{
q∗n,0, q∗n,1 ∈ [1,∞) if d  qn,
q∗n,0 ∈ [ dqndqn−d+qn ,∞), q∗n,1 ∈ [
dqn−qn
dqn−d ,∞) if d > qn.
Theorem 6.1. In the above situation the operator (5.1) is well defined, and
M :W 1,p1(Ω,U1)× · · · ×W 1,pN (Ω,UN)W∗0
is upper semicontinuous in the ε-sense and bounded in the sense that M(Λ×D) is bounded for
each bounded set D. The values M(λ,u) are nonempty, closed and convex, and can be calculated
by the formula (5.3).
If in addition dimWn < ∞ and qn,i > q∗n,i for all n and i, then M is upper semicontinuous
and compact in the sense that M(Λ×D) is compact for each bounded set D.
Remark 6.2. If we drop hypothesis (1), the first part of Theorem 6.1 holds true with the exception
that M(Λ×D) might also be unbounded.
Proof of Theorem 6.1. This is a special case of Theorem 5.1 when we replace in that result qn
and rn by q ′n,0 and q ′n,1, respectively, where
1
q ′n,i
+ 1
qn,i
= 1. The continuity respectively com-
pactness of the corresponding maps Ti,n follows under our hypotheses on the exponents from the
various known embedding theorems. 
At a first glance, the density hypothesis (1) of the previous section might appear rather restric-
tive for K in this setting. However, in most practical cases, this hypothesis is satisfied (unless K
is extremely degenerate). As an example, we show that K is admissible in the situation of the
introduction.
1154 M. Väth / J. Differential Equations 245 (2008) 1137–1166Recall that in the case Wn = RNn the space
W := W 1,q1(Ω,RN1)× · · · ×W 1,qn0 (Ω,RNn0 ) (6.1)
considered above is a lattice with respect to the canonical pointwise order, i.e. it has the property
that for each function u ∈ W also the (coordinatewise) positive part u+ belongs to W. Recall
also that a linear subspace W0 ⊆ W is a sublattice of W if it has the property that even u+ ∈ W0
for each u ∈ W0. (This is in particular the case for the subspaces considered in the introduction.)
Proposition 6.3. Suppose that W0 is a sublattice of (6.1). If K ⊆ W0 contains at least all func-
tions of W0 with nonnegative coordinates, then hypothesis (1) is satisfied with CK = 1.
Proof. Each v ∈ W0 may be written as a linear combination of two elements of K , namely
v = v+ − v− where v− := v+ − v. Since all coordinates of v±(x) are bounded by the absolute
value of the corresponding coordinate of v(x), we have ‖v±‖ ‖v‖ in the spaces Z0,i (i = 0,1)
of the previous proof. Hence, (5.2) holds for the linear combination v = v+ − v− with CK := 2.
It thus even suffices in hypothesis (1) to consider the family of all these particular linear combi-
nations (which is already all of W0). 
7. Degree theory for the p-Laplacian
In this section, we will consider the inclusion (1.6) in the space (1.5) where the operator J
is defined by (1.7) where ϕn,k has either the form (1.3) or (1.4) (the choice may depend on n),
i.e. we consider a system containing (weighted) p-Laplacians and pseudo-p-Laplacians. We will
assume throughout this section that:
(1) pn ∈ (1,∞) for all n = 1, . . . ,N .
(2) Ω ⊆ Rd is a bounded domain with a Lipschitz boundary.
(3) The functions an respectively an,1, . . . , an,d are measurable, and there are constants 0 < a 
a < ∞ such that these functions all assume their values in the interval [a, a].
The following observation follows from our main result. (Of course, this property is well known
at least in case N = 1 and could have been shown much easier.)
Proposition 7.1. Under the above hypothesis, J is continuous and bounded.
Proof. This is a special case of Theorem 5.1 with Ω0 := Ω , Γ := ∅, K := W0, single-valued
constant m0, fn := ϕn, and T0 := ∇v. 
We define the operator A :W0 → W∗0 by the formula
〈
A(u), v
〉 := ∫
Ω
〈
a
(
u(x)
)
, v(x)
〉
dx,
where
a
(
(u1, . . . , uN)
) := (|u1|p1−2u1, . . . , |uN |pN−2uN ).
The operator A is a special case of the operator (1.8). Hence, our main result also implies:
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Proof. This is a special case of Theorem 6.1. 
The crucial observation is now the following extension of [10, Lemma 3.3].
Theorem 7.3. For each α > 0 the operator Jα := J + αA is a homeomorphism with a bounded
inverse. If all of the sets Γ0,n have positive measure, then the same holds with α = 0.
For the proof, we need a simple estimate:
Lemma 7.4. Let u,v ∈ X := Lp(S,U) (1 <p < ∞) with a real inner product space U . Then
∫
S
〈∥∥u(x)∥∥p−2
U
u(x)− ∥∥v(x)∥∥p−2
U
v(x),u(x)− v(x)〉dx

(‖u‖p−1X − ‖v‖p−1X )(‖u‖X − ‖v‖X). (7.1)
Moreover, the integrand on the left-hand side is strictly positive for all x with u(x) = v(x).
Proof. We have pointwise
〈‖u‖p−2U u− ‖v‖p−2U v,u− v〉= ‖u‖pU − ‖u‖p−2U 〈u,v〉 + ‖v‖p−2U 〈u,v〉 + ‖v‖pU .
Now apply the Cauchy–Schwarz inequality for the middle terms, integrate, and apply Hölder’s
inequality for the middle terms to obtain (7.1). For the second claim, we apply (7.1) with
the measure space S := {x}. The right-hand side is nonnegative and can vanish at most when
‖u(x)‖ = ‖u(v)‖; but in this case, the left-hand side is nonzero if u(x) = v(x). 
Proof of Theorem 7.3. Let N1 and N2 be the (disjoint) sets of those indices n = 1, . . . ,N for
which ϕn has the form (1.3) or (1.4), respectively. Denoting the kth partial derivative by Dk , we
obtain for all u = (u1, . . . , uN), v = (v1, . . . , vN) ∈ W0 by (7.1)
〈
Jα(u)− Jα(v),u− v
〉
= α
N∑
n=1
∫
Ω
(∣∣un(x)∣∣pn−2un(x)− ∣∣vn(x)∣∣pn−2vn(x))(un(x)− vn(x))dx
+
∑
n∈N1
∫
Ω
〈∥∥∇un(x)∥∥pn−2∇un(x)− ∥∥∇vn(x)∥∥pn−2∇vn(x),∇un(x)− ∇vn(x)〉an(x) dx
+
∑
n∈N2
d∑
k=1
∫
Ω
(∣∣Dkun(x)∣∣pn−2Dkun(x)− ∣∣Dkvn(x)∣∣pn−2Dkvn(x))
× (Dkun(x)−Dkvn(x))an,k(x) dx
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N∑
n=1
(‖un‖pn−1Lpn − ‖vn‖pn−1Lpn )(‖un‖Lpn − ‖vn‖Lpn )
+
∑
n∈N1
(‖∇un‖pn−1Xn − ‖∇vn‖pn−1Xn )(‖∇un‖Xn − ‖∇vn‖Xn)
×
∑
n∈N2
d∑
k=1
(‖Dkun‖pn−1Xn,k − ‖Dkvn‖pn−1Xn,k )(‖Dkun‖Xn,k − ‖Dkvn‖Xn,k ),
where Xn := Lp(Sn,Rd), Xn,k := Lp(Sn,k,R), and Sn and Sn,k denote the measure space Ω
equipped with the Lebesgue measure weighted by an or an,k , respectively. Moreover, in view of
Lemma 7.4, the left-hand side is strictly positive if either αu = αv or ∇un = ∇vn for some n.
Note that in view of our boundedness hypothesis on an, the norm in W0 is equivalent to the norm
‖u‖∗ :=
∑
n∈N1
‖∇un‖Xn +
∑
n∈N2
d∑
k=1
‖Dkun,k‖Xn,k + α
N∑
n=1
‖∇un‖Lpn
(for the case that α = 0 and all Γ0,n have positive measure, this follows from [27, Theo-
rem 4.8.1]). In particular, if u = v, then un = vn for some n and, if α = 0 and all Γ0,n have
positive measure, also ∇un = ∇vn for some n. Hence, under our hypotheses, at least one of the
integrals on the left-hand side is strictly positive for u = v. Thus, Jα is strictly monotone (and
thus in particular one-to-one). Applying the above formula with v = 0, and using the equivalence
of the norms, we see that Jα is coercive. Thus, Browder–Minty’s theorem implies that Jα is onto.
The coercitivity implies in particular that J−1α is bounded. The continuity of J−1α follows from
the above formula, from the reflexivity of W0, and from the uniform convexity of ‖ · ‖∗ as in [10,
Lemma 3.3]. 
Considering now the problem (1.1)/(1.2), we define the operators G and M as in the intro-
duction and are interested in the corresponding weak problem (1.6). Under the hypotheses of the
previous sections, the operator M is upper semicontinuous and compact with nonempty compact
convex values. Since G is a special case of M (with a single-valued function, Ω0 := Ω , Γ := ∅,
and K := W0), we obtain, under analogous hypotheses, that also G is continuous and compact.
We thus have (for fixed λ) a coincidence problem of the type
J (u) ∈ Φ(u), (7.2)
where the map Φ is upper semicontinuous with nonempty convex compact values. We fix in
the following a number α  0 (which we will never change in the following). The choice α = 0
is only admissible if all of the sets Γ0,n have positive measure. In view of Theorem 7.3, the
substitution u˜ := Jα(u) allows us to rewrite (7.2) in the form
u˜ = αA(u)+Φ(u),
i.e. (1.6) is transformed into the equivalent equation
u˜ ∈ ΦJ,α(u˜) := αA
(
J−1α (u˜)
)+Φ(J−1α (u˜)). (7.3)
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Hence, ΦJ,α defines an upper semicontinuous and compact multivalued map ΦJ,α with
nonempty convex compact values. Note that ΦJ,α is by construction a map from (a subset of)
W
∗
0 into W
∗
0 and that its fixed points u˜ correspond to solutions u = J−1α (u˜) of (7.2). By the
above properties of ΦJ,α , a standard fixed point index (i.e. a degree for the map I − ΦJ,α) for
multivalued maps (see e.g. [19] or [2,5–7,15] for surveys on such theories) is available. More-
over, since the operator assumes convex values, all fixed point indices satisfying the usual axioms
coincide in this case, see e.g. [18]. Hence, in this sense, we have the result that there is a unique
fixed point index for ΦJ,α . We shall now only use the property that this index transforms by the
homeomorphism Jα into an index for (7.2).
More precisely, let T denote the family of all triples (Φ,O,R) where R ⊆ W0 is an ANR
(i.e. homeomorphic to a neighborhood retract of a normed space or, equivalently, homeomorphic
to a neighborhood retract of a convex subset of a locally convex space), O ⊆ R is open in R
and bounded, Φ :O ∩ RW∗0 is upper semicontinuous and compact with nonempty compact
convex values,
(Φ + αA)(O ∩R) ⊆ (J + αA)(R), (7.4)
and such that (7.2) has no solution on the relative boundary ∂RO := R ∩ O \ O . The hypothe-
sis (7.4) is automatically satisfied in the following two most important cases:
(1) R = W0.
(2) R ⊆ W0 is closed and Φ(O ∩R) ⊆ J (R).
Indeed, since Jα is a homeomorphism, the right-hand side of (7.4) is closed if R is closed, and
equal to W∗0 if R = W0.
For each (Φ,O,R) ∈ T , we can define an index for (7.2) by
indR(J,Φ,O) := indJα(R)
(
ΦJ,α, Jα(O)
)
, (7.5)
where the right-hand side is the fixed point index mentioned earlier. Note that, since Jα :W0 →
W
∗
0 is a bounded homeomorphism, the set Jα(R) ⊆ W∗0 is an ANR, and Jα(O) is open in Jα(R)
and bounded, and the closure Jα(O) in Jα(R) is the image of the closure of O in R, i.e. Jα(O)∩
Jα(R) = Jα(O ∩ R). Hence, ΦJ,α has no fixed points on the relative boundary ∂Jα(R)Jα(O).
Summarizing, the above definition indeed makes sense.
Theorem 7.5. Let (Φ,O,R) ∈ T . Then the solution set of (7.3) is a compact subset of O , and
the following holds:
(1) Existence: If indR(J,Φ,O) = 0, then (7.2) has a solution.
(2) Normalization: If Φ(u) ≡ {c}, then
indR(J,Φ,O) =
{
1 if c ∈ J (O),
0 if c /∈ J (O ∩R).
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and such that Φt := H(t, ·) satisfies (Φt ,O,R) ∈ T for all t ∈ [0,1] and
⋃
t∈[0,1]
(
(Φt + αA)(O ∩R)
)⊆ (J + αA)(R), (7.6)
then
indR(J,Φ0,O) = indR(J,Φ1,O).
The condition (7.6) is automatically satisfied if
(a) R = W0, or
(b) R is closed and H([0,1] × (O ∩R)) ⊆ J (R).
(4) Additivity and excision: If O1,O2 ⊆ O are open (in R) and disjoint and contain all solutions
u ∈ O of (7.2), then
indR(J,Φ,O) = indR(J,Φ,O1)+ indR(J,Φ,O2).
(5) Retraction: If R0 ⊆ R is an ANR such that (7.4) holds with R0 in place of R (which is the
case if R0 is closed in R and Φ(O ∩R) ⊆ J (R0)), then
indR(J,Φ,O) = indR0(J,Φ,O ∩R0).
(6) Borsuk property: If R = W0, O is symmetric (i.e. 0 ∈ O = −O), and Φ is single-valued and
odd, then
indW0(J,Φ,O) is odd.
Proof. Reformulate the above properties equivalently in terms of the corresponding fixed point
index on the right-hand side of (7.5), and use the well-known properties of that fixed point index.
For the Borsuk property, observe in addition that the maps J , A, and thus also J−1α are odd. 
The reason why we considered the parameter-dependent case for the map M (and G) in our
main result is of course that we are now able to verify the hypothesis for the homotopy invariance
with t = λ.
If R = W0, we call the number indW0(J,Φ,O) the degree of the pair (J,Φ) on O .
We point out that, in the single-valued case, our above definition of the fixed point index
is much simpler than the usual approaches. Indeed, in the single-valued case, we only have to
consider the fixed point index respectively degree of a continuous compact map W∗0 → W∗0. In
particular, our argument shows that the (relatively simple) Leray–Schauder degree theory usually
suffices in the above situation (in the single-valued case), and there is no need to apply e.g. the
sophisticated Skrypnik–Browder degree theory [21] for maps of monotone type which is the
usual approach for problems involving the p-Laplacian (see e.g. [10]).
Although this is only a simplification of the standard (Skrypnik–Browder) approach in the
single-valued case, this observation is crucial in the multivalued case: While there exist multi-
valued versions of many degree theories (in particular for the Leray–Schauder degree which we
used above), it is unknown whether a multivalued version of the Skrypnik–Browder degree exists.
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this argument is of course that Theorem 7.3 allows the reduction to the Leray–Schauder degree.
Since Theorem 7.3 is rather specific to the “p-Laplacian” J , it might be useful for more general
differential operators to have a multivalued version of the Skrypnik–Browder degree anyway.
We point out that our above approach to the degree for (7.2) is not the only one. One could
have avoided the substitution u˜ := Jα(u) for (7.3) and could have rewritten (7.2) instead as the
equivalent fixed point problem
u ∈ J−1α
(
αA(u)+Φ(u)). (7.7)
The multivalued map on the right-hand side of (7.7) is compact and upper semicontinuous, but its
values may be nonconvex. In this case, one may apply fixed point index theories for compositions
of acyclic maps (see e.g. [11,20]), Górniewicz’ index theory for admissible pairs (see e.g. [15]),
or the fixed point index theory of Bader, Kryszewski and Górniewicz (see e.g. [1,3,15,16]) which
all fit to superpositions of set-valued maps with Rδ (hence acyclic) values and continuous single-
valued maps. In particular, these theories apply immediately to the map in (7.7), i.e. without
requiring any further transformation by means of the homeomorphism Jα .
8. Proof of Theorem 4.5
In this section, we assume that all hypotheses of Theorem 4.5 are satisfied, and we use the
corresponding notation of Section 4.
Lemma 8.1. Let (λ,u) ∈ Λ × D, v ∈ K , and i ∈ {0, . . . , i0} be fixed. For each measurable
selection s of the multivalued map
I (x) := 〈ci(λ,x,E2,iu(x),mi(x,E1,iu(x))), Tiv(x)〉
there is some y ∈ Mi(E1,iu) such that
s(x) = 〈Ci(λ,E2,iu, y)(x), Tiv(x)〉
for almost all x ∈ Si .
Proof. Define a Carathéodory function f :Si × Vi →R by
f (x, z) := 〈ci(λ,x,E2,iu(x), z), Tiv(x)〉.
Defining Γ := Mu,i with Mu,i as in Section 4, we have s(x) ∈ f (x,Γ (x)) almost everywhere.
Since Γ is measurable (by hypothesis) we may assume as in the proof of Proposition 3.2 without
loss of generality that Vi is separable. Since f is Carathéodory and Γ is measurable with closed
values, the Filippov implicit function theorem (see e.g. [17] or [9, Corollary 1]) implies that there
is a measurable selection y of Γ (hence y ∈ Mi(E1,iu)) such that s(x) = f (x, y(x)) for almost
all x. 
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Si
〈
Ci(λ,E2,iu, y)(x), Tiv(x)
〉
: y ∈ Mi(E1,iu)
}
=
∫
Si
〈
ci
(
λ,x,E2,iu(x),mi
(
x,E1,iu(x)
))
, Tiv(x)
〉
dx, (8.1)
where the Lebesgue integrals on the left-hand side exist and the right-hand side exists in the
Aumann sense. Moreover, the above sets are nonempty compact intervals which are bounded by
a constant of the form C‖Tiv‖Z0,i where C ∈ [0,∞) is independent of λ,u, v, and i.
Proof. Note that for all (λ,u) ∈ Λ × D, v ∈ K , i and all y ∈ Mi(E1,iu), we have (E2,iu, y) ∈
DCi , and so hypothesis (9) implies that there is a constant C ∈ [0,∞), independent of λ,u, v,
and i, such that ‖Ci(λ,E2,iu, y)‖Z0,i C. The definition of the associate space Z′0,i implies∫
Si
∣∣〈Ci(λ,E2,iu, y)(x), Tiv(x)〉∣∣dx  C‖Tiv‖Z′0,i ,
and so the integrals on the left-hand side in (8.1) are finite and actually bounded by C‖Tiv‖Z′0,i .
Now (8.1) (and the existence of the integrals in the Aumann sense) follows from Lemma 8.1. In
view of hypothesis (12), Proposition 3.2 implies that the right-hand side of (8.1) is a nonempty
closed interval. 
Corollary 8.3. The integrals in the definition of M(λ,u) make sense, and the formula (4.2) holds.
Lemma 8.4. For each (λ,u) ∈ D and each z ∈ M(λ,u) the estimate
∣∣〈z, v〉∣∣ (i0 + 1)CKC i0∑
i=0
‖Tiv‖Z′0,i (8.2)
holds for all v ∈ W0, where C is as in Corollary 8.2.
Proof. Since both sides of (8.2) depend continuously on v, it suffices to prove (8.2) for all v
in a dense subset of W0. We show (8.2) for the dense subset of all linear combinations of the
form v =∑nk=1 λkvk with λk ∈ R, vk ∈ K and (4.1). Indeed, Corollary 8.2 implies in view of
z ∈ M(λ,u) that
∣∣〈z, vk〉∣∣ C i0∑
i=0
‖Tivk‖Z′0,i ,
and so
∣∣〈z, v〉∣∣ n∑
k=1
|λk|
∣∣〈z, vk〉∣∣ n∑
k=1
|λk|(i0 + 1)C max
i
‖Tivk‖,
which implies (8.2) in view of (4.1). 
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Ti :W0 → Z′0,i is compact.
Proof. The formula (8.2) implies that M(Λ × D) is bounded by (i0 + 1)CKC. If each of the
maps Ti :W0 → Z′0,i is compact, then also the map T :W0 → Z′0,1 ×· · ·×Z′0,i0 defined by T v :=
(T1v, . . . , Ti0v) is linear and compact. Note that (8.2) implies (when we equip Z′0,1 × · · · ×Z′0,i0
with the sum-norm)
M(Λ×D) ⊆
⋂
v∈W0
{
z ∈ W∗0:
∣∣〈z, v〉∣∣ (i0 + 1)CKC‖T v‖}.
Lemma A.1 thus implies that M(Λ×D) is precompact. Since W∗0 is a Banach space, M(Λ×D)
must be compact. 
Lemma 8.6. For each (λ,u) ∈ Λ×D, the image M(λ,u) is nonempty, closed, and convex.
Proof. For i = 0, . . . , i0 choose vi ∈ M(E1,iu), and define a linear functional  on W0 by the
formula
(v) :=
i0∑
i=0
∫
Si
〈
Ci(λ,E2,iu, y)(x), Tiv(x)
〉
dx (v ∈ W0).
Corollary 8.2 implies that the above integrals indeed exist, and
∣∣(v)∣∣ C i0∑
i=0
‖Ti‖W0→Z′0,i‖v‖W0 (v ∈ W0).
Hence,  is a bounded functional on W0, and (4.2) implies  ∈ M(λ,u); in particular
M(λ,u) = ∅.
For each v ∈ K the sets
{
z ∈ W∗0: 〈z, v〉 ∈
i0∑
i=0
∫
Si
〈
ci
(
λ,x,E2,iu(x),mi
(
x,E1,iu(x)
))
, Tiv(x)
〉
dx
}
are closed and convex, because each of the Aumann integrals in these sets is a compact interval
by Corollary 8.2. Since M(λ,u) is an intersection of such sets, it follows that M(λ,u) is closed
and convex. 
Lemma 8.7. Ci(λ∗, ·, ·) :DCi → Zi is continuous at all points of {E2,iu∗} × Mu∗,i . If mi is
multivalued, Ci(λ∗, ·, ·) is even uniformly continuous on DCi .
Proof. By [26], the space Xi := X2,i × Yi is an embeddable generalized ideal space. Moreover,
by [26], since Ci(λ∗, ·) is a superposition operator generated by a Carathéodory function and acts
from the subset DC of the embeddable generalized ideal space Xi into the regular part of thei
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holds if we are in hypothesis (10) in case (10a).
If we are instead in case (10b) or (10c) of this hypothesis, then Ci(λ∗, ·) is even uniformly
continuous on DCi . To see this, let un, vn ∈ DCi satisfy ‖un − vn‖ → 0 (in the norm of the
generalized ideal space X). Since Si is a σ -finite measure space, there is a finite measure on Si
with the same null sets, see e.g. [24, Theorem 1.2]. Fix such a finite measure mes on Si ; we
will only use this measure in the following. By [26], the embeddable generalized ideal space X
is continuously embedded into the space of measurable functions (endowed with the usual met-
ric stemming from mes). In particular, the sequence (un − vn)n converges to zero in measure.
Moreover, if DCi is bounded in X, then (un)n and (vn)n are bounded in measure, see e.g. [23,
Proposition 9.5 and Corollary 9.6]. Hence, if we are in case (10b) of hypothesis (10), we con-
clude from [22, Lemma 5.2.3] that the sequence wn := Ci(λ∗, un) − Ci(λ∗, vn) converges to 0
in measure.
In case (10c), we get the same conclusion: Indeed, assume by contradiction that (wn)n does
not converge to 0 in measure. Passing to a subsequence, we may assume that the distance of wn
to 0 in the space of measurable functions is bounded from below; in particular, we may assume
that no subsequence of wn converges to 0 in measure. However, (un − vn)n converges to 0 in
measure, we find by Riesz’ theorem (see e.g. [24, Theorem 1.7]) that there is a subsequence with
unk (x) − vnk (x) → 0 for almost all x ∈ Si . By the uniform continuity of ci(λ∗, ·), we conclude
that wnk (x) → 0 for almost all x ∈ Si . Hence, Egorov’s theorem implies the contradiction that
(wnk )k converges to 0 in measure, see e.g. [24, Theorem 1.8].
We thus have seen in both cases (10b) and (10c) of hypothesis (10) that (wn)n converges to 0
in measure. Moreover, in both cases, the hypothesis implies that {w1,w2, . . .} has equicontinuous
norm in Zi . Hence, Vitali’s convergence theorem for generalized ideal spaces (see [26]) implies
‖wn‖Zi → 0, i.e. Ci(λ∗, ·) is uniformly continuous, as claimed. 
Corollary 8.8. Let λn ∈ Λ, un ∈ X2,i , vn ∈ Mu∗,i , and wn ∈ Yi be such that (un,wn) ∈ DCi ,
λn → λ∗, ‖un −E2,iu∗‖X2,i → 0, and ‖vn −wn‖Yi → 0. Then (E2,iu∗, vn) ∈ DCi , and∥∥Ci(λn,un,wn)−Ci(λ∗,E2,iu∗, vn)∥∥Zi → 0.
Proof. We have
∥∥Ci(λn,un,wn)−Ci(λ∗,E2,iu∗, vn)∥∥Zi
 cZi
(∥∥Ci(λn,un,wn)−Ci(λ∗, un,wn)∥∥Zi
+ ∥∥Ci(λ∗, un,wn)−Ci(λ∗,E2,iu∗, vn)∥∥Zi ). (8.3)
Hypothesis (11) implies that the first summand tends to 0. We claim that also the second sum-
mand tends to 0. This is clear if Ci(λ∗, ·, ·) is uniformly continuous on DCi . If this is not the case,
then Lemma 8.7 implies that Mu∗,i consists of a single element vn = v0, and that Ci(λ∗, ·, ·) is
continuous at (E2,i , v0); hence, also in this case the second summand of (8.3) tends to 0. 
Lemma 8.9. Mi :DMi  Yi is upper semicontinuous in the ε-sense at E1,iu∗.
Proof. Since Mu∗,i is measurable with nonempty compact values and since m(x, ·) is upper
semicontinuous in the ε-sense at E1,iu∗(x), we conclude from [26] that the corresponding mul-
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Since the superposition operator Mi acts from the subset DMi of the embeddable generalized
ideal space Xi into the regular part of the ideal space Yi , and since E1,iu∗ is in the interior of
DMi , the claim follows now from [26]. 
Lemma 8.10. M :Λ×DW∗0 is upper semicontinuous in the ε-sense at (λ∗, u∗).
Proof. We show that for all sequences (λn,un) ∈ Λ × D converging to (λ∗, u∗) and all zn ∈
M(λn,un) the distance of zn to M(λ∗, u∗) tends to 0.
By (4.2), we find wn,i ∈ Mi(E1,iun) with
〈zn, v〉 =
i0∑
i=0
∫
Si
〈
Ci(λn,E2,iun,wn,i)(x), Tiv(x)
〉
dx (v ∈ K).
Note that (E2,iun,wn) ∈ E2,i (D) × Mi(DMi ) ⊆ DCi . Since E1,iun → E1,iu∗, Lemma 8.9 im-
plies that there are vn,i ∈ Mi(E1,iu∗) = Mu∗,i such that ‖wn,i −vn,i‖Yi → 0, and so Corollary 8.8
implies (E2,iu∗, vn) ∈ DCi , and∥∥Ci(λn,un,wn)−Ci(λ∗,E2,iu∗, vn)∥∥Zi → 0. (8.4)
We define now linear functionals n on W0 by
n(v) :=
i0∑
i=0
∫
Si
〈
Ci(λ
∗,E2,iu∗, vn,i)(x), Tiv(x)
〉
dx (v ∈ W0).
Since (E2,iu∗, vn,i) ∈ DCi , we have Ci(λ∗,E2,iun, vn,i) ∈ Zi , and so it is clear that the integrals
in the above definition exist and can be estimated:
∣∣n(v)∣∣ i0∑
i=0
∥∥Ci(λ∗,E2,iu∗, vn,i)∥∥Zi‖Tiv‖Z′i (v ∈ W0).
In view of ‖Tiv‖Z′i  ‖Ti‖W0→Z′i‖v‖W0 , we conclude that n is a bounded functional on W0.
Since vn,i ∈ Mi(E1,iu∗), the definition of n thus implies by (4.2) that n ∈ M(λ∗, u∗). Since
〈n − zn, v〉 =
i0∑
i=0
∫
Si
〈(
Ci(λn,E2,iun,wn)−Ci(λ∗,E2,iu∗, vn)
)
(x), Tiv(x)
〉
dx (v ∈ W0),
we have
∣∣〈n − zn, v〉∣∣ i0∑∥∥Ci(λn,E2,iun,wn)−Ci(λ∗,E2,iu∗, vn)∥∥Zi‖Tiv‖Z′i (v ∈ W0),
i=0
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‖n − zn‖W∗0 
i0∑
i=0
∥∥Ci(λn,E2,iun,wn)−Ci(λ∗,E2,iu∗, vn)∥∥Zi‖Ti‖.
In view of (8.4), we conclude ‖n − zn‖W∗0 → 0, i.e. dist(zn,M(λ∗, u∗)) → 0, as claimed. 
Corollary 8.11. M :Λ×DW∗0 is upper semicontinuous at (λ∗, u∗).
Proof. Since M(λ∗, u∗) is compact, this follows from the fact that M is upper semicontinuous
in the ε-sense at (λ∗, u∗). 
Appendix A. A generalization of the Schauder theorem for sets
In this section, we prove a compactness result which is of independent interest; a special case
is needed for the proof of Theorem 4.5.
Recall that for a subset N of a metric space M the Hausdorff measure of noncompactness is
defined as
χM(N) := inf{ε > 0: N admits a finite ε-net in M},
and the inner Hausdorff measure of noncompactness is defined by
χ(N) := χN(N) = inf{ε > 0: N admits a finite ε-net in N}.
The following result implies in particular Schauder’s result that for a compact linear operator F
also the adjoint F ∗ is compact, but it seems that even for compact F the following lemma does
not follow from the compactness of F ∗ alone.
Lemma A.1. Let T :X → Y be a bounded linear map in normed spaces X and Y . Then for each
C ∈ [0,∞) the set
MC :=
⋂
x∈X
{
f ∈ X∗: ∣∣f (x)∣∣ C‖T x‖}
satisfies χ(MC)  2CχT (X)(T (B)) where B denotes the closed unit ball of X. In particular, if
T is compact then MC is precompact for each C ∈ [0,∞).
Proof. Let ε > χT (X)(T (B)) and δ > 0 be arbitrary. By definition of χ , there is a finite set
N0 = {x1, . . . , xn} ⊆ X such that T (N0) is an ε-net for T (B). Note that MC is bounded by
C‖T ‖. Hence, the map h(f ) := (f (x1), . . . , f (xn)) sends MC into a bounded subset h(MC) of
an n-dimensional space which we endow with the max-norm. In particular, h(MC) is precompact
which implies χ(h(MC)) = 0. We thus find a finite set N ⊆ MC such that h(N) is a finite δ-net
for h(MC). We show that N is a (2Cε + δ)-net for MC which implies the claim. Indeed, for f ∈
MC , we find by definition of N some f0 ∈ N such that |f (xk)− f0(xk)| δ for all k = 1, . . . , n.
For each x ∈ B , we find some k with ‖T (x)− T (xk)‖ ε, and so, since f,−f0 ∈ MC ,
M. Väth / J. Differential Equations 245 (2008) 1137–1166 1165∣∣(f − f0)(x)∣∣ ∣∣f (x − xk)∣∣+ ∣∣−f0(x − xk)∣∣+ ∣∣f (xk)− f0(xk)∣∣
 2C
∥∥T (x − xk)∥∥+ δ = 2a∥∥T (x)− T (xk)∥∥+ δ  2Cε + δ.
Since x ∈ B was arbitrary, we conclude ‖f − f0‖ 2Cε + δ, as required. 
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