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Abstract
Cold and ultracold molecules are highly desirable for a diverse range of applications such
as precision measurements, tests of fundamental physics, quantum simulation and infor-
mation processing, controlled chemistry, and the physics of strongly correlated quantum
matter. Although laser cooling has been enormously successful in cooling atomic species
to extremely low temperatures, this technique has long been thought to be infeasible in
molecules because their complex structure makes it difficult to find a closed cycling transi-
tion. Recently, however, several diatomic molecules, one of which is CaF, have been shown
to possess a convenient electronic structure and highly diagonal Franck-Condon matrix and
thus be amenable to laser cooling.
This thesis describes experiments on laser cooling of CaF radicals produced in a super-
sonic source. We first investigate the increased fluorescence when multi-frequency resonant
light excites the molecules from the four hyperfine levels of the ground X2Σ+(N = 1, v = 0)
state to the first excited A2Π1/2(J
′ = 1/2, v′ = 0) state. The number of photons scattered
per molecule increases significantly from one or two in the single frequency case to more
than 50 before the molecules get pumped into the X2Σ+(N = 1, v = 1) state.
We demonstrate laser cooling and slowing of CaF using counter-propagating laser light
which causes the molecules to scatter more than a thousand photons on the X(N = 1, v =
0, 1) ↔ A(J ′ = 1/2, v′ = 0) transition. The effect of the laser cooling is to slow a group
of molecules from 600 m s−1 to about 580 m s−1 and to narrow their velocity distribution
from an initial temperature of 3 K down to 300 mK. In addition, chirping the frequency of
the cooling light to keep it on resonance with the decelerating molecules doubles the decel-
eration and further compresses the velocity distribution. The effect of the laser cooling is
limited by the optical pumping of molecules in the X(N = 1, v = 2) state.
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Chapter 1
Introduction
There has been a growing interest in the study of dilute cold molecular gases for a variety
of applications including precision measurements, tests of fundamental physics, quantum
information (QI), astrophysics, many-body physics and cold chemistry [1]. Laser cooling
is an efficient and well established technique for atoms in the gaseous phase, but is not
traditionally used to cool molecules because their complex structure makes it difficult to
find a closed cycling transition. However, recently several diatomic molecules have been
shown to possess the highly diagonal Franck-Condon (FC) matrix and convenient electronic
structure needed for laser cooling [2, 3].
Calcium fluoride is one of the viable candidates for laser cooling. This thesis describes
work on laser slowing and cooling of CaF radicals produced in a supersonic source. In
the experiment, the laser light resonant with a closed rotational and almost closed vibra-
tional transition is counter-propagating to the molecular beam. The molecules that have
interacted with the laser light are decelerated and have their velocity spread bunched. In
addition to that, we chirp the frequency of the cooling beams so that they stay on reso-
nance with the slowing molecules. The laser cooled molecules have been decelerated from
a starting speed of 600 m s−1 to a final one of approximately 560 m s−1, while the final
temperature is approximately 300 mK.
The results presented in this thesis in a way parallel the first laser cooling experiments on
neutral sodium atoms from a thermal beam from the 1980s. Thus, a good place to begin
this chapter is by a brief summary of the history of laser cooling. The reader is referred to
the review article [4] and to [5] for more details.
1.1 Laser cooling atoms
Laser cooling of atoms has played a central role in the development of physics in the second
half of the 20th century. The ability to slow atoms down with near-resonant light and
confine them in space presents an intriguing possibility for exploring quantum phenomena
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and offering a test ground for theory. Laser cooling thus holds a paramount place in
metrology and has dramatically improved the precision of atomic clocks. Laser cooling
has also been essential in the realization of trapped ions as the first scalable quantum
computation architecture fulfilling many of the DiVinzenco criteria [6] and has made it
possible to reach the regime of quantum degeneracy [7].
1.1.1 The principle of laser cooling
Using resonant laser light is a very effective way of controlling an atom’s motion. The under-
lying principle is very simple. When an atom of mass m absorbs a photon from a light field
resonant with an atomic transition, it receives a momentum kick in the direction of propa-
gation of the laser beam (or the ~k-vector of the light). Upon absorption, the atom’s velocity
is reduced by the recoil velocity vr = ~k/m. The atom must decay from its excited state
before it can absorb a photon again. Spontaneous emission, however, is a spatially isotropic
process and has no net effect on the atom’s motion. After many absorption-spontaneous
emission cycles the atom is slowed down preferentially in the direction of laser propagation.
The force exerted by the laser field on the atomic motion is what we will refer to as the
spontaneous or scattering force. Usually, the laser frequency is tuned slightly below the
atomic transition frequency. Then, in order to absorb a photon, the atom must be moving
towards the laser beam at some velocity v which will Doppler-shift it into resonance with
the laser light. This results in a net force opposing the atomic motion proportional to its
velocity and is what is referred to as ‘Doppler cooling’. This viscous force can be applied
in all six spatial dimensions to capture the atoms in a so-called ‘optical molasses’.
1.1.2 A brief history of laser cooling
The interaction between atoms and light has long been studied both theoretically and
experimentally. The history of slowing down atoms by radiation pressure dates back to
1933 when Frisch demonstrated that a sharply collimated beam of atomic sodium can be
deflected by resonant radiation from a lamp [8]. The theoretical interest in using the me-
chanical properties of light to control the atomic motion preceded some of the experiments.
In 1962 Askar’yan proposed the idea that intensity gradients can exert substantial forces
on atoms due to the induced dipole moment [9]. A few years later, in 1968, Letokhov
suggested that the dipole force can be used to trap atoms at the nodes or antinodes of a
standing wave light field red-detuned from an atomic resonance [10]. The first suggestion
to use laser light tuned close to an atomic resonance to velocity-analyze or slow down and
subsequently trap a beam of sodium atoms came in the 1970 paper by Ashkin who was
the first to realize that the interaction between the laser light and atoms falls into two
categories - the spontaneous force due to the absorption and emission of photons and the
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dipole force proposed by Askar’yan [11].
In the 1970s, the advance of the tunable lasers stimulated new experiments to test the
suggested theories. The first observation of deflection of a beam of neutral sodium atoms
by resonant laser light, similar to the earlier experiment by Frisch, was demonstrated in
1972 [12]. The idea of laser cooling of atomic vapor was later proposed in 1975 by Ha¨nsh
and Schawlow [13]. In the same year Wineland and Dehmelt had a similar idea but in
the context of trapped ions [14]. Both proposals were based on the Doppler effect - this is
where the term Doppler cooling originates. In 1978 Wineland et al. demonstrated the first
radiation pressure cooling of Mg2+ ions in a Penning trap [15].
It is unsurprising that laser cooling was first demonstrated on trapped ions as they are
localized in space. Extending laser cooling to neutral particles proved significantly more
difficult as the thermal atomic beam sources (usually from an oven) used at the time pro-
duced atoms of velocities as high as 1000 m s−1 [16]. The first experiments demonstrating
the effect of laser cooling in neutral atoms were aimed at slowing the atomic beam with
the laser light counter-propagating to the atomic motion. The popular choice of atom at
the time was sodium - it has a convenient structure with one unpaired electron in 32S1/2
ground state and transitions to the excited 32P3/2 state (the so-called D2 line) at 588.9 nm
which are accessible by dye lasers. The ground state has two hyperfine components (F = 1
and F = 2), both of which need to be connected to the excited state to avoid off-resonant
optical pumping [17]. In the first experiments the velocity distribution of the atomic beam
following the action of the laser light was determined by fluorescence from weak probe
laser intersecting the atomic beam at an angle 6=90◦ (the resulting Doppler shift is a direct
measure of the velocity). Here it is important to note that the counter-propagating laser
beams not only slow the atoms but also reduce the spread of the atomic velocity distri-
bution and thus the translational temperature. The reason for this is the following. The
atoms traveling at a velocity v0, with respect to which the cooling beams are tuned, are
scattering first at a fast rate and then more slowly as they decelerate and are shifted out
of resonance with the cooling beams. Those atoms initially traveling faster than v0 will
start scattering slowly, then more rapidly as they come into resonance and finally slowly
again, while atoms with too low initial velocities will decelerate little. Thus, atoms from
a range of velocities around v0 are pushed into a narrower bunch around a lower velocity.
This laser cooling process was theoretically studied by Minogin in 1980 [18].
The first convincing demonstration of laser cooling of a thermal beam of sodium atoms by
counter-propagating laser light was demonstrated by Andreev and co-workers in 1980 at
the Academy of Sciences of the USSR in Moscow [19]. The group at Moscow published
several papers on theory and experiments in laser cooling [18, 20]. However, these first
laser cooling experiments on sodium atoms were limited by the following effect: as an atom
slows down, it becomes shifted out of resonance with the frequency of the cooling/slowing
laser light and eventually ceases to scatter photons. This limits the range of velocities on
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which the cooling acts and also the amount by which the atoms can be decelerated.
There are two ways to address this problem - either to introduce a spatially-varying mag-
netic field along the beam line which Zeeman-shifts the slowed atoms back into resonance or
to chirp the laser light so that it follows the decelerating atoms. The fist experiment demon-
strating a considerable velocity reduction of a Na beam (40% of the starting velocity) was
reported by Phillips and Metcalf in 1982 at the National Bureau of Standards or NBS (today
NIST) in Washington, USA [16]. In this pioneering experiment, the authors used a spa-
tially varying magnetic field to adiabatically follow the changing Doppler shift of the slowing
atoms. In addition, the circular polarization of the of the cooling light ensured that the
scattering took place on the ‘stretched’ 32S1/2(F = 2,mF = 2) → 32P3/2(F = 3,mF = 3)
transition in order to avoid optical pumping. The work of Phillips and Metcalf is also of
particular importance because the authors investigated in detail the issue of optical pump-
ing which was not previously considered by the group in Moscow [20]. By extending the
spatially varying magnetic field and doubling the field change the group at NBS was able
to achieve even further deceleration to 4% of the initial velocity and significant velocity
bunching corresponding to an effective temperature of 70 mK [21].
The method of frequency chirping the laser light to stay on resonance with the decelerating
atoms was first suggested by Lethokhov in 1976 [22]. Phillips was entirely aware of this
technique and proposed a method to apply the frequency chirp directly to the laser [23] but
decided to first try the Zeeman cooler ‘because it would be most fun’ [17]. Nevertheless,
Prodan et al. demonstrated the effect of chirping the laser light in 1984 [24].
Both the Zeeman slower and the frequency chirp techniques proved to be equally good1 at
slowing and cooling the atomic beams. In fact, the two papers demonstrating the stopping
of atoms and even the reversal of their velocity using either the Zeeman slower [25] or the
frequency chirp technique [26] appeared in the same issue of Physical Review Letters in
1985, one printed after the other.
The field of laser cooling continued to make big strides in the 1980s. However efficient laser
cooling had proven to be in slowing the atoms from their initial thermal velocities, it would
have been of little use if one could not capture and ideally trap the slowed atoms. The
next step in the development of laser cooling was to apply laser beams red-detuned from
the atomic transition in all three dimensions and to thus introduce a velocity-dependent
restoring force for the atomic cloud in a so-called ‘optical molasses’. In 1985 Chu et al.
at Bell Laboratories demonstrated the first optical molasses in which atoms were confined
in space by the viscous laser cooling force reaching a temperature of 240 µK, densities of
∼106 cm−3 in a volume of 0.2 cm3 with a decay constant of 0.1 s [27]. The optical molasses
proved to be an invaluable tool for understanding sub-Doppler cooling effects which can
reduce the temperature well below the Doppler limit [28].
1In [24] the authors suggest that the laser-chirping method might have a slight advantage over the Zeeman
slower.
Chapter 1. Introduction 17
Further, an inhomogeneous magnetic field together with the appropriately chosen circular
polarization of the laser light can be used to create a position-dependent trapping force in
addition to the velocity-dependent cooling force. This is the principle behind the magneto-
optic trap (MOT). In 1987 the first MOT was realized at the Bell Laboratories [29] in
which more than 107 Na atoms at densities greater than 1011 cm−3 were held in the trap
for 2 min. In 1997 Steven Chu, Claude Cohen-Tannoudji and William Phillips received
the Nobel prize in Physics ‘for development of methods to cool and trap atoms with laser
light’.
Since the late 1980s the MOT has played a major role in the development of physics and
paved the way to the first realization of a Bose-Einstein condensate (BEC) in an atomic
gas by Eric Cornell and Carl Wieman in 1995 [7]. This was possible as once trapped mag-
netically the atoms can be subjected to evaporative cooling to reach temperature as low as
170 nK and density of 2.5×1012 cm−3 [30]. Today the majority of laser cooling experiments
rely on the MOT as a starting point.
1.2 Why are cold molecules important
Because of their complex structure in terms of energy states, molecules offer exciting pos-
sibilities for exploring novel physics. The field of cold and ultracold molecules is so rich
that it brings together research from a variety of traditionally disjoint fields including
particle physics, astrophysics, quantum chemistry, quantum information and simulations,
condensed matter physics and nuclear physics to name a few [31]. The field has rapidly
grown from a few research groups in the 1990s to include hundreds of researchers nowa-
days.
The main applications of cold and ultracold molecules can be grouped in the following
categories.
1.2.1 Many-body interactions
Even the simplest heteronuclear diatomic molecules have an important advantage over any
atom because they interact very strongly with external electric fields and are easy to polar-
ize. For some measurements, where the polarization of the system is important, molecules
can offer much higher sensitivity than atoms.
Polar molecules interact strongly with one another via the long range dipole-dipole inter-
actions which are fundamentally different from the short-range Van Der Waals interaction
(∝ r−6) between atoms. Ultracold (with temperatures in the the sub-mK range) molecular
gases thus have unique properties that might pave the way to fundamental quantum physics
discoveries.
A Bose-Einstein condensate (BEC) of polar molecules, for example, would exhibit the
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properties of a quantum fluid of strongly and anisotropically interacting particles. Such a
molecular BEC would also have fundamentally different properties than its atomic coun-
terpart and could be used to study the link between BECs in dilute gases and in dense
liquids.
The study of ultracold fermionic molecules is also of great interest. In such a system it is
possible to create a Bose-Einsten condensate from a system of fermions rather than bosons.
A molecular BEC of fermionic dimers has been experimentally demonstrated by sweeping
the magnetic field across a Feshbach resonance in a ultracold gas of 40K atoms [32] and
by three-body recombination near a Feshbach resonance in a spin mixture of 6Li atoms
[33]. These experiments highlight the difference between weakly bound dimers composed
of fermionic and bosonic atoms. While bosonic dimers decay quickly through inelastic
atom-atom or atom-molecule collisions, dimers of fermions are remarkably stable with long
lifetimes of the order of hundreds of ms [32] - much longer than the timescales for elastic
collisions and thermalization. In such a system it is possible to examine the cross over
between Bardeen-Cooper-Schrieffer (BCS) state of weakly correlated pairs of fermions to
the BEC of diatomic molecules [34–36]. At low temperatures such a Fermi gas with attrac-
tive interactions is predicted to undergo a phase-transition into a superfluid BCS state in
which two fermions form a Cooper pair. It is also possible to tune the molecular superfluid
continuously between two limits - a BCS type of superfluidity characterized by correlated
atom pairs in momentum space and a Bose-Einstein condensate in which spatially localized
pairs of atoms are bound together. There has been a longstanding theoretical interest in
the BEC-BCS crossover [37, 38] as this feature of attractively interacting Fermi gases can
occur in a range of systems varying from high-temperature superconductors to neutron
stars and QCD.
It has been predicted that a dipolar gas coupled to an optical lattice would exhibit a variety
of exotic many-body states like supersolid, checkerboard and collapse phases [39, 40], in
addition to the superfluid and Mott insulator phases already present in atoms. In order
to explore these phenomena, cold polar molecules in the sub-µK temperature range are
required.
1.2.2 Precision measurements and tests of fundamental physics
One of the most exciting applications of cold molecules is in tests of fundamental physics
as this area extends beyond the traditional scope of reach of experimental atomic and
molecular physics.
1.2.2.1 Time variation of fundamental constants
A fundamental physical constant of a theory can be defined as any constant that the theory
cannot explain and is thus entirely determined by measurement [41]. The Standard Model,
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for example, is characterized by 22 free parameters that cannot be determined from the
theory and are therefore constants. However, in some extensions to the Standard Model
some of the constants may change. Some of the high-dimensional modern theories aiming
at the unification of gravity with the other three forces for example suggest that some of
the fundamental constants may vary with time or space [42].
In the late 1990s astronomical observation from type Ia supernovae added to mounting ev-
idence of the accelerated expansion of the universe. It is hypothesized that this expansion
is driven by an unknown ‘dark’ energy which constitutes more than 68% of the mass of the
universe. This unsettling discovery spurred the birth of many theories trying to explain the
mechanism of action behind this phenomenon. In addition to the cosmological constant,
which is a homogeneous constant energy density term, scalar fields which potentially vary
in space and time were needed to explain the accelerating expansion of the universe. Some
of the theories [43] suggest that the accelerated expansion of the universe can be explained
by a so-called ‘chameleon’ scalar field which acquires effective mass depending on the local
density of matter. These models also suggest a non-zero coupling strength to the fundamen-
tal forces that could lead to a variation of the fundamental constants with time, position
or the local density of matter. The transitions in atoms and molecules provide a sensitive
probe for the proposed variations of two of these constants: the electron-to-proton mass
ratio (µ = me/mp) and the fine structure constant α. The different electronic energy scales
(e.g. gross, fine and hyperfine structure) in an atom or molecule depend in different ways
on α and µ [1]. In addition to that, molecules have rotational and vibrational transitions
which depend in yet another way on these two constants making them a sensitive probe
for these variations. So far the only way to look for variations in α and µ has been to
study absorption and emission spectra of the same transition from different interstellar gas
clouds in the line of sight of distant quasars. Astronomical data offers surprisingly good
accuracy permitting measurements of ∆α/α and ∆µ/µ with precision of one part in 105
over time intervals of the order of 10 Gyr. However, different analysis of the astronomical
data have led to contradictory results with some finding variations [44, 45] while others do
not [46, 47].
Comparing laboratory-based and astronomical measurements of specific spectroscopic tran-
sitions can also place limits on ∆α/α and ∆µ/µ. For example, measurements of two tran-
sition frequencies in the CH molecule to a precision of a few Hz has been used to place
stringent limits to the variation of the two constants with the local density of matter in the
Milky way: ∆α/α = (0.3±1.1)×10−7 and ∆µ/µ = (−0.7±2.2)×10−7 [48]. The inversion
splitting in ammonia is also very sensitive to µ and a molecular fountain is being built to
measure it [49].
Chapter 1. Introduction 20
1.2.3 Tests of fundamental symmetries
The Standard Model of physics has embedded in it three types of discrete symmetries:
charge conjugation (or the replacement of particles with their anti-particles) (C), parity
reversal (P) and time symmetry (T). The laws of physics are expected to be invariant under
these symmetries. The first experimental evidence that one of these symmetries is violated
came in 1956 when Wu et al. demonstrated that the direction of emitted electrons in the
decay of 60Co was asymmetric in space [50]. This suggested that weak interactions violate
parity. A few years later, it was also found that kaon decays exhibit a slight asymmetry
under the combined CP operation. The accepted symmetry of nature under which the laws
of physics are Lorentz invariant has thus come to be the combined CPT symmetry.
1.2.3.1 Search for the electron EDM
The existence of a permanent electric dipole moment (EDM) in atoms, molecules or el-
ementary particles (e.g. the electron, neutron or proton) would imply a violation of the
parity (P) and time-reversal (T) symmetries. Since CP can be violated, assuming that
nature is CPT invariant, is it is expected that the T symmetry can also be violated. Be-
cause the Standard Model incorporates a mechanism for breaking the CP symmetry, it also
predicts a mechanism for the breaking of T-symmetry, but due to a fortuitous cancellation,
it predicts exceedingly small values of the EDMs [1]. The Standard Model predicts a value
of the electron EDM (eEDM), for example, of less than 10−36 e·cm which is too small to
be detectable in any present experiment. However, some of the supersymmetric theories
predict higher values of the eEDM that could in principle be measured. Finding a precise
value for the electron EDM is a way to probe physics beyond the Standard Model [51].
The permanent EDM of an elementary particle de,n,p (where the subscript refers to elec-
tron, neutron and proton) is aligned along the direction of the spin of the particle ~σ. The
electric dipole moment of an electron, for example, is thus ~d=de~σ. The existence of de
would imply that the electron energy in an applied external electric field - ~E · ~d depends on
whether the electron spin is aligned parallel or anti-parallel to the electric field ~E. However,
because it is a charged particle, the electron cannot be simply placed inside an electric field.
Instead, one can use an atom or molecule with a valence electron and look for the energy
difference between two states differing in their spin orientation. Measuring ~d essentially in-
volves polarizing the atom or molecule with an external electric field ~E and looking for the
interaction energy η~d · ~E where η is the polarizability of the system. According to Schiff’s
theorem [52] for a system of point particles in which only electrostatic forces are acting,
the parameter η is zero. Intuitively, this means that the bound electron will not ‘see’ the
applied electric field because it will be shielded by the other charged particles surrounding
it. However, there are two limitations to this theorem: first, the charged particles inside
the atom/molecule are not point-like and second, the theorem does not include relativistic
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effects. It turns out that for a suitably chosen atom/molecule η 6= 0. The parameter η
can be particularly large for heavy atoms and molecules because of relativistic effects. For
example, the Tl atom is very sensitive to the eEDM with η ∼ −585. Molecules offer even
higher sensitivity. The polarization is usually small in atoms in laboratory-based fields
because it involves mixing of electronic levels which are of the order of 1015 Hz apart. How-
ever, heavy polar molecules can amplify the applied laboratory field to a very high degree
because it mixes different rotational levels typically of the order of tens of GHz apart.
So far the measurement of the value of de to the highest precision has been achieved in
experiments with beams of polar molecules - in a supersonic beam of YbF molecules [53]
(with result |de| < 1.06 × 10−27 e·cm) and in a cryogenic buffer gas source of ThO [54]
(|de| < 8.7× 10−29 e·cm). These experiments have sensitivity which depends on the inter-
action time with the molecules. There has been a proposal and an experiment is currently
underway at Imperial College to apply laser cooling to YbF and make a molecular fountain
to increase considerably the interaction time for the experiment [55].
1.2.3.2 Parity violations
In the Standard Model parity violation is well understood in the context of the weak
interactions. In β-decay it is mediated by the weak charged currents W+/−. Parity violation
has also been observed in atoms [56] where it is mediated by the weak neutral currents.
Parity violation has never been observed in molecules.
Chilarity2 plays a central role in nature. One might expect that isomers which are mirror
images of one another (or enantiomers) are equally common, but this is not the case. For
example, all naturally occurring amino acids and therefore peptides, enzymes, proteins,
etc. are left-handed. Often enantiomers have crucially different chemical properties3. It is
thought that the weak force affects left-handed and right-handed molecules in a different
way resulting in a small difference in the energy spectrum of enantiomers of chiral molecules.
It is still debatable exactly what role parity violation of weak interactions has played in
establishing the chilarity in biomolecules [57]. It is of interest to investigate this question
experimentally. So far the most studied species are CH-XYZ where X, Y and Z are three
different halogens. However, in these species the largest predicted energy shift is 50 mHz [58]
while the current experiments have a precision of about 50 Hz [59]. Recently, much bigger
energy shifts have been predicted in larger molecules that can be created in supersonic
beams [60].
Parity violation also has a role in nuclear effects. One possibility is that spin-dependent
parity-violating weak interactions in the nucleus can induce an anapole moment [61]. An
2A chiral molecule (or a molecule which has a handedness) is a molecule whose mirror image cannot be
superimposed on itself.
3For example, S-limonene smells of citrus fruit, while R-limonene smells of turpentine. There is also the
infamous case of the drug Thalidomide marketed in the 1960s. The drug was used to treat morning sickness
but was later associated with a high rate of incidence of birth defects.
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experiment to measure the anapole moment in the 137Ba nucleus in a supersonic beam
of BaF molecules is currently underway at Yale University [60]. Promising candidates to
study molecular parity violation effects are laser-cooled RaF [62] and SrF. There has been
some work on combining traveling-wave Stark deceleration and laser cooling in SrF in order
to increase the interaction time for the measurement [63].
1.2.4 Quantum information processing
Molecules are a promising candidate for a quantum computation architecture as they bring
together the advantages of both atoms (scalability to a large number of bits) and trapped
ions (strong interactions). Polar molecules also offer the advantage that they interact via
the long range dipole-dipole interactions.
Several proposals have been made for quantum information processing schemes with cold
molecules. In one proposal [64], the qubits are the electric dipole moments of polar molecules
aligned parallel or anti-parallel to an external electric field. The molecules are held in a
1D trap array with the electric field gradient providing the possibility of addressing each
particular molecule individually. The bits are coupled via dipole-dipole interactions which
provide entanglement. In this configuration one can have of the order of 104 qubits that
can perform 105 CNOT gates in about 5 s.
Another proposal suggests using the strong dipole-dipole force between cold molecules to
couple them to superconducting microwave strip line resonators [65].
1.2.5 Controlled quantum chemistry
Finally, an area that has attracted considerable interest is the study of collisions and chem-
ical reactions in cold molecules. In the 1-100 mK temperature regime molecules are in their
ground rotational state and can be easily trapped. This creates the possibility to measure
collision and reaction cross-sections [66].
When molecules interact the centrifugal barrier due to the rotational motion of the com-
plex may suppress the collisions. The total scattering wave function can be decomposed
into contributions from the different angular momenta of the rotation complex called par-
tial waves. Contributions from several partial waves are undesirable because they might
give rise to multiple scattering resonances and partial wave interference phenomena. In
the ultracold temperatures regime (<1mK), however, the collisions are entirely dominated
by single partial wave scattering: s−wave scattering for bosons or distinct particles and
p−wave scattering for fermions.
In addition to this, the long deBroglie wavelength of ultracold molecules fundamentally
changes the nature of the reaction dynamics and collisions of even large molecules exhibit
significant quantum effects. In this regime many-body interactions become dominant and
the outcome of the reaction may depend entirely on the spatial confinement of the molecules
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making it possible to manipulate the collisions and study controlled chemistry. Chemical
reactions in the cold and ultracold regimes are generally very efficient [67, 68] and tunneling
becomes the dominant pathway.
1.2.6 Temperature requirements
Molecules offer exciting possibilities to explore novel physics. In order to explore these
possibilities it is essential that the samples are cold and preferably trapped to prolong the
interaction time as much as possible. Different applications of cold molecules have different
temperature requirements that we have summarized in table (1.1).
Application Temperature Phase-space density Number density
(~3) (cm−3)
Tests of fundamental physics ∼1K 10−17-10−14 106-109
Electric dipole interactions ∼1K 10−14 >109
Cold controlled chemistry <1K 10−13-10−10 >1010
Quantum computation ∼1K - -
Ultracold chemistry < µK 10−5 >109
Quantum degeneracy with molecules 100 nK 1 >1013
Optical lattices of molecules 100 nK 1 >1013
Novel quantum phase-transitions <100 nK 10 1014
Table 1.1: The temperature requirements for different applications of cold
molecules. The table is adapted from [1].
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1.3 Methods for making cold and slow molecules
Several methods have been developed to achieve dense samples of cold polar molecules.
Because of their complex structure, molecules are much harder to manipulate than atoms.
The methods for producing cold and/or slow molecules can be divided into two categories: i)
direct methods in which stable molecules are directly manipulated, and ii) indirect methods
that rely on the assembly of the molecules from ultracold atomic species.
Here we will briefly describe a few of the routinely applied techniques. The list is not
exhaustive and the reader is referred to [69], [31] and [1] for a more detailed discussion.
1.3.1 Direct methods
1.3.1.1 Buffer gas cooling
In buffer gas cooling a cryogenically cooled noble gas (usually 3He, 4He or Ne) acts as a
refrigerant for an atomic or molecular sample. The hot atoms/molecules of interest are
allowed to thermalize with the buffer gas through elastic collisions. The thermalization
takes place inside a cryogenic cell kept at the same temperature as the buffer gas. Usually
the buffer gas and cryogenic cell are kept at a few K but it is possible to reach temperatures
as low as 300 mK with a dilution fridge and with the appropriate amount of 3He. In the
case of molecules the buffer gas also cools the rotational temperature. This technique is
very efficient because of the high elastic scattering cross-section of helium with any atom
or molecule (of the order of 10−14 cm2) and the considerable vapor pressure of helium at
temperatures down to 200 mK.
The buffer gas cooling technique was first demonstrated by Doyle et al. [70] and can be
applied to a wide range of atoms and molecules regardless of their internal state. There
are many techniques for loading the species of interest inside the buffer gas cell e.g. laser
ablation [71], beam injection, by an oven, gas discharge etc.
The molecules cooled by the buffer gas can be further trapped in a magnetic trap [72] or
a microwave trap [73]. In the former case it is possible to reach temperatures down to 300
mK [74]. One can also form a molecular/atomic beam by a hole in the side of the buffer
gas cell. The forward velocity of the beam can be tuned within a narrow range by changing
the flux of helium (e.g. 150-250 m s−1 for YbF [75]). The molecules can also be guided out
of the buffer gas region by a magnetic guide as demonstrated by Patterson et al. [76].
An improved deign for the buffer gas cell was suggested by Liu et al. in 2011 [77] in which
a second stage is added to the buffer gas cell and the slow molecules are hydrodynamically
extracted. In this method it is possible to achieve very low velocities of the molecular beam
in the effusive regime (∼ 40 m s−1 for CaH) and high fluxes of molecules (∼109 molecules
per pulse).
Buffer gas cooling is an efficient technique for producing a high flux (> 108 molecules/sr) of
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cold (of the order of a few K) molecules with low speeds (∼ 100 m s−1). Buffer gas cooling
has been applied to a number of diatomic molecules e.g. CaH [78], ThO [79], YbF [80],
PbO [70] and CaF [81] and some rare-earth atoms [82, 83].
1.3.1.2 Sympathetic cooling
Sympathetic cooling is a technique in which molecules thermalize with laser-cooled atoms.
The molecules are trapped in a microwave, electrostatic or ac trap and elastic collisions with
the ultracold atoms reduce the thermal energy of the molecular species making it possible
to achieve temperatures in the µK regime. There have been proposals for sympathetic
cooling of LiH [84] and NH [85], and recently sympathetic vibrational cooling of trapped
BaCl+ molecular ions has been demonstrated [86].
1.3.1.3 Manipulation of the molecular motion with external fields
The motion of atoms and molecules can be manipulated with a sequence of inhomogeneous
optical, electric or magnetic fields with the interaction being quantum-state dependent.
Historically, Stern and Gerlach were the first to demonstrate in 1922 that one can use an
inhomogeneous magnetic field to sort the atomic quantum states through space quantiza-
tion. Since then the idea to control the motion of atoms and molecules state-selectively has
been developed and used extensively.
A polar molecule possesses a permanent dipole moment µe which for a diatomic molecule is
oriented along the internuclear axis. This dipole moment can be acted upon with external
electric fields to affect the molecular motion in a similar fashion to the way charged particles
can be accelerated or decelerated, albeit with a smaller interaction energy.
The energy levels of an atom or molecule can be found by diagonalizing the Hamiltonian
describing it. In an interaction with an external electric or magnetic field the field-free
energy levels are shifted and split into new states which can be found by considering the
new Hamiltonian with the perturbation terms HStark or HZeeman. The evolution of the
field-free energy states depends on the specific characteristics of the atom or molecule in
question. Here we will consider how electric fields can be used to manipulate certain polar
molecules. A similar principle holds for magnetic fields and paramagnetic molecules (see
[87] for a detailed discussion).
In the presence of an external electric or magnetic field the total angular momentum ~J
of a molecule can only have discrete orientations in space and magnitude ~
√
J(J + 1)
while the projection of ~J along the axis defined by the external field is given by ~M with
M = −J,−J + 1 . . . J . The vector ~J precesses around the direction of the external field,
while the states with different M have different energies.
The presence of an electric field ~E shifts the energy of a certain quantum state by an amount
-µE · ~E the projection of the molecule’s dipole moment µe onto ~E. In some states µE is
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aligned parallel with the external field. These states are lowered in energy in the presence
of ~E and are thus called ‘high-field seeking’ states. Other states, in which µE is anti-aligned
with ~E, have their energy raised and are thus called ‘weak-field-seeking’. One can use the
induced energy shift to cause the molecule in the relevant state to climb a potential hill and
lose kinetic energy. The motivation for such a manipulation is to slow down fast traveling
molecules (e.g. from supersonic velocities ∼ 600 m s−1) to low velocities so that they can
be trapped.
In a Stark decelerator a high electric field is applied to a long array of electrodes creating an
inhomogeneous pattern. The switching of the electrodes from positive to negative voltage
is timed so that molecules in a low-field-seeking state are constantly climbing a potential
hill which reduces their kinetic energy. The typical energy shifts induced in the external
electric fields are rather modest - for example, the energy shift in a 200 kV/cm field for a
CO molecule in the right state is 1.71 cm−1 [87]. As a consequence, many stages are needed
to decelerate the molecular beam appreciably. In addition to that, the Stark decelerator
acts on molecules with a narrow range of velocities and does not change the phase-space
density of the sample.
Stark deceleration is a very efficient technique of removing kinetic energy from the molecu-
lar beam in which it is even possible to bring the molecules to rest. The only disadvantage
is that it is relatively technically demanding. Stark deceleration was first demonstrated in
1999 on a beam of CO molecules whose velocity was reduced from 225 m s−1 to 98 m s−1
[88]. A wide range of molecules has now been decelerated, for example, ND3 and NH3 [89],
OH [90], SrF [63], YbF [91, 92] and CaF [93]. In the current experiments it is possible
to decelerate polar molecules to a mean speed adjustable in the 10-100 m s−1 range while
the longitudinal velocity spread corresponds to a translational temperature in the 10-100
mK range. Recently, a traveling wave decelerator [94] has been demonstrated in which a
traveling 3D trap is used to both focus and decelerate the molecules.
The Zeeman [95, 96] and optical [97] decelerators act in a way analogous to the Stark de-
celerator but rely on the force exerted by magnetic and optical fields respectively. These
decelerators are useful for atoms and molecules which are not amenable to Stark decelera-
tion.
In addition to reducing the forward velocity of the molecular beam, one can use external
fields to confine the transverse motion of the molecules and thus focus or guide them. To
create a ‘lens’ for the molecular beam, the exerted force should be harmonic. For polar
molecules in a low-field seeking state which experience a quadratic (linear) Stark shift, one
has to create an electric field which has a value of zero on the beam axis and increases lin-
early (quadratically) with increasing distance from the center. One can use quadrupole or
hexapole fields created by applying voltage to four or six cylindrical electrodes with their
axis of symmetry parallel to the forward motion of the molecules. This type of electric
field can focus diatomic and symmetric top molecules in a low-field-seeking state [98–100].
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Longer hexapole and quadrupole configurations in which the molecules undergo several os-
cillations are usually referred to as 2D traps or guides. A curved guide, for example, can be
used to transport only molecules below a certain threshold velocity as faster molecules are
not able to follow the curved trajectory. This type of guide has been used to create a slow
beam of ND3, H2CO [101], CH3I and C6H5CN [102]. It has even been demonstrated that
a storage ring can be used to keep ND3 molecules together while they travel a distance of
over one mile [103].
So far we have only considered the manipulation of low-field seeking states. High-field-
seeking states present a problem. In order to confine these states one has to create an
electric field maximum. Unfortunately, this is forbidden by Maxwell’s equations. There is,
however, a strong demand to develop methods to manipulate molecules in high-field seek-
ing states as all ground state molecules and heavy polar molecules in low lying states are
high-field seeking. Ground state molecules are of particular interest as inelastic collisions
are suppressed in samples of ground state molecules.
It is possible to create a field configuration which has a saddle point on the molecular
beam axis so that the high-field-seeking molecules are focused along one direction and de-
focused along the orthogonal one. By alternating the field configurations it is possible to
achieve a stable trajectory and guide the high-field seeking states. This scheme is called
an alternating-gradient (AG) focussing and is extensively used to stabilize the motion of
charged particles in an accelerator. It is thus possible to focus and guide polar molecules
in high-field seeking states. AG guiding and/or deceleration has been demonstrated in CO
molecules by Bethlem et al. [104], ND3 molecules in both a high- and low- seeking state by
Junglen and coworkers [105] and in CaF in a high-field seeking state by Wall et al. [93, 106].
1.3.1.4 Molecular traps
A sample of a large number of molecules at low temperatures and moving at sufficiently
low velocities must be stored in a trap to allow for a longer interaction time and open the
possibility for further cooling in order to explore the regime of quantum degeneracy.
Several methods have been developed to trap the molecules from a buffer gas source or
after they have been decelerated from a supersonic beam. It is more straightforward to
trap states which are attracted to low-field regions in either a magnetic of electric field
because it is easy to create a magnetic or electric field minimum in space. Electrostatic
and magnetic traps act on molecules in weak-field seeking states. These types of traps are
relatively easy to implement, have a trap depth of 0.5 - 1 K and can be loaded from a buffer
gas source or a decelerator. For example, in 2005 van de Meerakker et al. demonstrated
deceleration of a beam of OH radicals and subsequent trapping of the molecules in an
electrostatic quadrupole trap [107]. In this experiment approximately 105 molecules in the
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(X2Π3/2, J = 3/2) state were trapped at densities of around 10
7 cm−3 and temperatures in
the 50-100 mK range. Deuterated ammonia has also been trapped in an electrostatic trap
at similar densities and temperature of 25 mK [89]. Magnetic trapping of CaH molecules
at temperatures of 300 mK has been been demonstrated by Weinstein et al. [78].
Electrostatic and magnetic traps only work for weak-field seeking states. As mentioned
above, the ground state of any molecule is high-field seeking. Trapping molecules in their
ground state is desirable as in that state there are no inelastic collisions which can lead
to trap losses and it is thus possible to use evaporative cooling or sympathetic cooling to
further cool the sample. We note that evaporative cooling has recently been demonstrated
in excited state OH molecules in a magnetic trap [108] but this has only been possible
because OH is a special molecule in that it has a very favorable ratio of elastic to inelastic
scattering cross-section.
It is possible to come up with a configuration of switching electric field potentials to trap
molecules in a high-field seeking state as mentioned before. This is the principle behind the
ac trap which is very similar to the Paul trap for ions. Different ac trap geometries have
been investigated and realized [87]. For example, ND3 molecules have been trapped in a
cylindrical ac trap [109]. The problem with ac traps, however, is that they are very shallow
compared to static traps (of the order of a few mK) and have a very small trapping volume
(∼mm3 [109]).
It is also possible to trap molecules in optical dipole traps which are routinely used in
atomic physics experiments [110] and rely on the interaction between the induced dipole
moment and the intensity gradient of an off-resonant laser field. For example, cold Cs2
molecules have been trapped in an optical trap [111]. However, optical traps are very shal-
low (trap depth ∼ 1 mK) and are characterized by a small trapping volume (∼10−5 cm3)
which makes them non-ideal for molecules.
A very promising trap, especially for polar diatomic molecules including CaF, is the mi-
crowave trap suggested by DeMille et al. in 2004 [73]. This trap is the microwave analogue
of the optical dipole trap and can be used to confine polar molecules in their absolute
ground state. This is of particular interest as polarization of molecules in strong-field seek-
ing states is expected to lead to exceptionally large elastic collisions cross section due to
the long range dipole-dipole interactions. The microwave trap exploits the ac Stark shift
associated with low-lying rotational transitions, inversion doublets or Λ/Ω doublets in polar
molecules. The long wavelength of the microwaves makes it possible to achieve large trap-
ping volumes of the order of 1 cm3 while the trap depth can be ∼ 1 K. In order to achieve
the ac Stark shift needed for this trap depth, a very intense electric field is needed (∼ 3
MV/m [112]). DeMille and colleagues proposed that this field strength can be achieved in
a standing wave configuration in a Fabry-Pe´rot type of resonator formed by two spherical
copper mirrors. The only disadvantage is that still very high input power is needed (∼
2 kW [112]). The open geometry suggested by DeMille et al. makes loading of the trap
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very easy and opens up possibilities for overlapping the trapped molecular sample with
ultracold atoms and collisional cooling. Possible designs for the microwave trap have been
investigated by D. Glenn [113] at Yale University and S. Truppe in our lab at Imperial
College [112]. The microwave trap has not been tested with molecules yet but the progress
made is very promising (see [112]).
1.3.1.5 Other direct methods
Other direct methods for producing slow and cold molecules include the counter-rotating
nozzle technique [114, 115], crossed collisions [116] and cavity-assisted laser cooling [117]. A
promising technique to cool polyatomic molecules to temperatures in the mK range is the
optoelectric cooling demonstrated by Zeppenfeld et al. [118] in which suitably engineered
electric trapping fields are used to remove the energy of polar molecules in a Sisyphus-type
cooling cycle.
1.3.2 Indirect methods
The most efficient way to produce cold molecules in the sub mK regime is through direct
assembly from atoms which are already ultracold. This approach benefits from the already
existing methods for laser cooling and evaporative cooling to reach very low temperatures
[30]. The two most commonly used techniques are through photoassiciation and Feshbach
resonance.
1.3.2.1 Photoassociation
Photoassociation (PA) is historically the first technique used to create ultracold molecules
from laser cooled atoms. It can be described as a three-body scattering process in which
two colliding ultracold atoms interact with a photon from a resonant laser field to reach
an excited and short-lived bound molecular state [119]. The efficiency of the conversion
rate for the process free atoms→bound molecule depends on the Franck-Condon factor Ffv′
between the wavefunctions of the free atoms and the final bound state, the temperature
and the phase-space density of the sample. The value of Ffv′ is suppressed by several
mechanisms mostly due to the low density of the atoms and is particularly unfavorable for
heteronuclear species. Because of this, the first experiments in PA were concerned with
homonuclear molecules e.g. Na2 [120], Rb2 [121], Cs2[122] and K2 [123]. The technique
was later extended to heteronuclear species e.g. KRb [124], NaCs [125] and RbCs [126].
Although it is possible to induce the binding of atoms into molecules without introducing
translational heating of the sample, the newly formed molecules in PA are usually in a
highly excited vibrational state. This is undesirable because collisions between vibrationally
excited molecules can lead to heating. Some techniques have been developed to transfer
the molecular population to a deeply bound ground state. For example, it is possible to
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excite the molecule to an intermediate state which has a favorable overlap with the ground
vibrational state [127, 128].
1.3.2.2 Feshbach resonance
Using a Feshbach resonance, a tunable external magnetic field is used to modify the poten-
tial energy of two colliding cold atoms in such a way that they reach a bound molecular
state. The first demonstration of Feshbach molecules was observed in a BEC cloud of 85Rb
[129] and soon after in BECs of 133Cs [130], 87Rb [131] and 23Na [132] and in degener-
ate or near-degenerate Fermi gases of 40K [133] and 6Li [134]. The first emergence of a
molecular BEC from an atomic Fermi gas was demonstrated in 2003 [32, 33, 135]. A few
years later Feshbach molecules were observed in Bose-Bose mixtures of 85Rb-87Rb [136] and
Bose-Fermi mixtures of 87Rb-40K [137].
Similarly to PA, in the Feshbach resonance method the molecules are created in a highly
excited vibrational state but can be transferred to the ground vibrational state by the
STIRAP (stimulated Raman adiabatic passage) technique [138]. Recently, KRb Fescbach
molecules in a 3D optical lattice have been used to study dipolar spin-exchange interactions
[139].
The two indirect cooling methods have been very successful at creating ultracold molecules
at densities of 1013 cm−3 and translational temperatures as low as 350 nK [138]. However,
both techniques present several limitations. The first obvious disadvantage of these tech-
niques is that they can only be used to produce molecules whose atomic constituents can be
laser cooled and trapped. Most of the experiments in the field nowadays are concerned with
bialkali molecules although some have attempted to extend the techniques to the alkaline
earth metals [140].
The magnitude of the permanent electric dipole moment of the assembled molecules (D)
depends on the difference in atomic number of the constituents. If the molecule is homonu-
clear D = 0. Nevertheless, it is possible to produce considerably polar molecules with these
two indirect cooling methods with the highest polarity for LiCs of D ∼ 5.5 Debye [141].
Perhaps the most significant disadvantage of the indirect cooling methods is their exper-
imental complexity, poor conversion efficiency and the relatively low number of molecules
(∼104) [138].
Recently, KRb Feshbach molecules in a 3D optical lattice have been used to study dipolar
spin-exchange interactions [139].
Table (1.2) summarizes the temperatures and densities achievable with the existing methods
for making cold molecules.
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Method Example molecule Temperature Number of molecules or Reference
(dipole moment/Debye) trap density
Direct methods
• Buffer gas cooling SrF (3.46) ∼1 K 1011 molecules/sr/pulse [142]
• Buffer gas cooling CaH (2.94) 800 mK 5×1012 cm−3 [74]
and magnetic trapping NH (1.39) 550 mK 108 cm−3 [143]
• Deceleration OH (1.67) 50-500 mK 107 cm−3 [107]
and trapping (electrostatic trap)
ND3 (1.5) 5 mK 270 mm
3(m s−1)3 [104]
(ac trap) (phase-space density)
• Evaporative cooling OH (1.67) 5 mK 5×1010 cm−3 [108]
Indirect methods
• Photo-association RbCs (1.3) 100 µK 104 molecules [144]
• Feshbach resonance KRb (0.566) 350 nK 1012 cm−3 [138]
Table 1.2: Temperatures, number of molecules and density demonstrated so far
in the state of the art cold molecules experiments.
1.4 Laser cooling molecules
Laser cooling of atomic species has proven to be an elegant and efficient technique to reduce
the temperature of atoms from hundreds of K to the µK regime in a matter of milliseconds.
Because there has been an increasing demand for ultracold polar molecules, over the past
10 years researchers in the field have re-examined the idea of laser cooling molecules.
The momentum of a photon in the visible part of the spectrum is of the order of pph ≈ 10−28
kg m s−1, while the momentum of an atom of mass 85 u (such as rubidium) moving at a
velocity of 200 m s−1 is patom ≈ 10−23 kg m s−1. In order to reduce its velocity appreciably
an atom needs to scatter of the order of 105 photons. It is thus essential that the atom
always decays to a state addressed by laser light. In atoms it is usually easy to come up
with such a closed cycling transition by making use of the angular momentum selection
rules and choosing the correct laser polarization.
The electronic transitions in molecules are very similar to the ones in atoms and in principle
one can use laser cooling on a molecular sample. There is, however, a problem: molecules
have rotational and vibrational transitions in addition to the electronic ones already present
in atoms. When a molecule changes electronic state, it is likely that it will also change its
rotational and vibrational state. Traditionally, laser cooling has been believed to be im-
plausible in molecules precisely because of the multitude of their energy levels. Usually,
after scattering only a few photons the molecule ends up in a different state than the orig-
inal one. The number of laser frequencies needed to address all possible molecular decay
channels is thus impractical.
The vibrational transitions in a molecule are particularly problematic. While selection rules
can be used to predict the change of rotational state in an electronic transition, there is
no selection rule on the change of vibrational state. Rather, the probability of change of
vibrational state in an electronic transition is determined by the square of the overlap inte-
gral of the respective vibrational wavefunctions in the relevant electronic manifolds. This
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overlap integral squared is what is called the Franck-Condon factor. Usually, even in the
absence of rotational branching, the molecule ends up in an vibrational state different than
the initial one after scattering only a few photons and can thus no longer see the resonant
light. The number of vibrational repump lasers needed to ensure a closed transition even
for a simple diatomic molecule soon becomes daunting.
However, in certain diatomic molecules the internuclear potential and the equilibrium sep-
aration in the different electronic manifolds is very similar. This means that the vibrational
state is not very likely to change in an electronic transition. The fact that such molecules
exist and may be amenable to laser cooling has been realized only in the recent years.
In 1994 Bahns and colleagues suggested using laser light to cool molecules simultaneously
rotationally, vibrationally and translationally [145]. The technique suggested by Bahns et
al., while applicable to a wide range of molecular species, was rather experimentally de-
manding. In 2004 DiRosa published a paper in which he suggested to trade the generality
of the technique proposed by Bahns et al. for a much simpler one at the expense of the
diversity of the molecules to which it is applicable. DiRosa pointed out that laser cooling
as conventionally applied in atomic experiments can be extended to a narrow range of di-
atomic molecules which possess convenient electronic structure [2]. The author identified
three spectroscopic criteria that a diatomic molecule must fulfill in order to be amenable
to Doppler cooling: i) a strong one-photon dipole transition that ensures high photon scat-
tering rate, ii) a highly diagonal Franck-Condon matrix to suppress vibrational branching
and iii) no intervening electronic states to which the excited state can decay.
DiRosa pointed out that the molecules which possess a highly diagonal Franck-Condon (FC)
matrix have spontaneous emission rates heavily weighted towards the ground vibrational
state. To illustrate this point, consider a molecule excited from the ground vibrational state
(v′′ = 0) of the ground electronic manifold (X) to the ground vibrational state (v′ = 0)
in first excited electronic state (A). The probability of decay from the A(v′ = 0) state
to the different vibrational states in the X electronic manifold (i.e. to X(v = 0, 1, 2 . . .))
is determined by the spontaneous emission rates which we can designate as Av′v. In di-
atomic molecules which have a diagonal FC matrix the band spontaneous emission rates
have the property that A00  A01  A02  A03 . . .. This means that when excited on the
X(v′′ = 0)→ A(v′ = 0) transition, a molecule can scatter many photons before it populates
excited vibrational states in the ground electronic manifold. By choosing a molecule with
a favorable FC matrix and addressing some of the possible decays to excited vibrational
states in the ground electronic state, one can ensure that a given molecule will scatter a
high number of photons. The molecule will undergo a series of absorption-spontaneous
emission cycles described by the Bernoulli sequence. If the molecule has a probability of
decaying to a state not addressed by laser light p, then it has a probability P of going
through N absorption-spontaneous emission cycles given by P = (1 − p)N . When consid-
ering an ensemble of molecules, P is the fraction of molecules remaining after scattering
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N photons, while (1 − P ) is the fraction of molecules lost from the cycle. The particular
choice of molecule and application determine what values of P and N are acceptable and
how many repump lasers are needed to realize those values.
Laser cooling in molecules can never be as efficient as it is in the traditionally used atoms
(such as Na or Rb) because decays to dark states are inevitable. Nevertheless, a perfectly
closed cooling cycle is not essential to get all the benefits of laser cooling such as its poten-
tial to increase the phase-space density of the sample by a factor of 106 [146].
In his paper DiRosa identifies about a dozen diatomic molecules as possible candidates
for laser cooling, while also hinting that laser cooling would most likely not be possible in
tri- and poly-atomic molecules. Those proposed by DiRosa are some monohydrides (BeH,
MgH, CaH, SrH, BaH, NH and AlH) and some halides (AlF, AlCl, PbCl, CaCl).
The idea of laser cooling diatomic molecules was taken one step further in the 2008 mile-
stone paper by Stuhl et al. [3]. In this paper the authors point out that in addition to
the criteria listed by DiRosa, laser cooling can only be successful if the transition is closed
rotationally. Consider a molecule which gets excited from a state with total angular mo-
mentum J ′′ to an excited state with total angular momentum J ′, ignoring for the moment
hyperfine structure. The angular momentum selection rules dictate that the change of
angular momentum in an electronic transition is ∆J = 0,±1. Thus, upon spontaneous
emission from the excited state, even with a perfect Franck-Condon factor of unity, three
rotational branches can be populated. Stuhl and colleagues suggested that two of the three
decay channels in this rotational branching can be avoided by driving a J ′′ → J ′ = J ′′ − 1
transition. When this is the case, the molecule has to return to the original J ′′ state upon
spontaneous emission and the transition is rotationally closed. Stuhl et al. identify a chem-
ically diverse set of diatomic molecules which satisfy all of the above criteria and are very
attractive candidates for laser cooling. The authors suggest the molecules TiO and TiS in
their ground state, FeC, ZrO, HfO, ThO and SeO in a metastable state and anticipate that
other metal oxides, sulfides and carbides and metal hydrides and halides at the expense
of hyperfine structure could also be suitable. Other species which have been identified as
suitable for laser cooling are TlF [147], YbF [148], RaF [62, 149], BeF [150], some carbides
[151], AlH and AlF [152], and BH [153].
In addition to the criteria listed above, when choosing a molecule for laser cooling one must
also take into account the following practical considerations: i) is the molecule straightfor-
ward to produce in the gaseous phase, ii) does it have electronic transitions accessible by
commercially available laser systems and iii) is there enough spectroscopic data available
in the literature.
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1.4.1 Current experiments
Since the 2004 paper by DiRosa the new field of laser cooling molecules has made enormous
strides. In the past five years laser cooling has been demonstrated with very encouraging
results on three species of diatomic molecules - SrF [154], YO [155] and CaF [156]. All
three molecules satisfy the above criteria for laser cooling but none of them was amongst
the originally proposed candidates in the papers by Stuhl et al. [3]4 and DiRosa [2].
In the current experiments the choice of molecule has been dictated partially by the avail-
able sources - cryogenic buffer gas sources in the case of SrF and YO and supersonic source
in the case of CaF. These three molecules share some properties - they all have one un-
paired electron localized on the heavier atom and 2Σ+ character in the ground state. As
this electron participates little in the chemical bond, the internuclear potential does not
change much in the different electronic manifolds. The choice of such molecules for laser
cooling has also been determined by the special interest in polar molecules with an unpaired
electron for a variety of applications [65, 158–160].
The effect of laser radiation pressure in a diatomic molecule was first demonstrated in 2009
when Shuman et al. showed deflection of a SrF beam from a buffer gas source from optical
cycling on the X2Σ+ ↔ A2Π1/2 transition [161]. Although the observed deflection was
approximately 1 mm corresponding to a modest number of scattered photon (Nph ≈140),
this was an important proof-of-principle experiment which paved the way for many exciting
results in the years to come. The same group demonstrated in 2010 1D transverse cooling
of the SrF beam from a starting temperature of 50 mK to a temperature of 15 mK [154]
and in 2012 longitudinal slowing [162].
The prospect of creating a molecular magneto-optical trap (MOT) is particularly intriguing.
The idea behind the magneto-optical trap is to use a magnetic field gradient and the ap-
propriate laser beam polarization to introduce a position-dependent frequency-shift. This
makes the atom or molecule more likely to absorb a photon from the counter-propagating
beam and thus be subjected to a restoring force. The requirement to create a MOT is that
the ground and excited states have differential Zeeman shifts.
A traditional MOT (the so-called type-I MOT), which is used in the majority of atomic
systems, works on a J ′′ → J ′ = J ′′+ 1 cycling transition. In a type-I MOT, the local mag-
netic field lifts the degeneracy from the ground state levels and for any laser polarization
all ground state magnetic sublevels can get excited. This type of MOT is not applicable to
molecules because a J ′′ → J ′ = J ′′ + 1 transition is not rotationally closed.
The less common type-II MOT works on a J ′′ → J ′ = J ′′ or J ′′ → J ′ = J ′′ − 1 cycling
transition. This type of MOT is the only choice for molecules. The type-II MOT is intrinsi-
cally less efficient than the type-I MOT but has been demonstrated in some atomic species
4Stuhl and colleagues shifted their attention from TiO to YO as the latter molecule has a shorter excited
state lifetime and can thus scatter at a faster rate, more favorable Franck-Condon factors [157] and larger
dipole moment of 4.5 D.
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[163–166]. The damping and restoring force in such a MOT are smaller as it is possible for
an atom or molecule to absorb a photon from the co-propagating laser beam instead of the
counter-propagating one. In addition to that, in a J ′′ → J ′ = J ′′ or a J ′′ → J ′ = J ′′ − 1
transition 2/3 and 1/3 of the ground states levels respectively remain dark for any given
laser polarization. One thus needs a mechanism to continuously remix those dark states
into bright ones so that all atoms/molecules spend a fraction of their time in a bright state
and the scattering rate does not go down to zero. In the simplest case - laser cooling in 1D
and no trapping, one can apply a constant magnetic field at an angle to the laser polariza-
tion so that the dark states precess into bright ones [161, 167]. In the context of a MOT,
however, a more complicated scheme is needed - the bright-dark states mixing can be done
by applying a sudden electric field orthogonal to the local direction of the magnetic field
[3] or by rapidly switching the laser polarization [155, 167].
In 2013 Hummon et al. demonstrated the first 2D MOT of YO molecules from a cryogenic
buffer gas [155]. In that experiment the trapping was realized by rapidly switching the laser
polarization between left and right circularly polarized together with changing the sign of
the magnetic field. Hummon and colleagues were able to change the transverse temperature
of the molecular beam by altering the relative phase φ between the switching of the laser
polarization and the switching of the magnetic field sign. The lowest temperature they
observed was 2 mK for φ = 0 from a starting temperature of 25 mK - still well above the
Doppler temperature of YO of 116 µK.
Very recently the first 3D molecular type-II MOT of SrF molecules has been realized by
Barry et al. [168]. The authors were able to trap about 400 molecules at temperatures close
to 2.5 mK with a trap lifetime of around 40 ms. This first demonstration of a 3D MOT
was an important milestone in the field of cold molecules, but also raised a lot of questions
for future experiments - such as the weaker than expected confining force and short trap
lifetime.
Table (1.3) summarizes the three current experiments on laser cooling molecules, including
the experiment described in this thesis. Laser cooling has proven to be very successful
when applied to a limited range of diatomic molecules. This is a promising method to slow
down molecular beams and can be particularly effective in buffer gas sources which provide
a high flux of cold and already slow molecules. The laser cooled and slowed molecules can
then be captured for example in a magneto-optic trap, a magnetic trap (if the molecule is
paramagnetic) or a microwave trap. It might be even possible to reach temperatures in the
sub-mK regime and perhaps quantum degeneracy if some more advanced techniques such
as evaporative cooling are used on the laser cooled and trapped sample.
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Molecule Source Calculated FC Ref. Number of vibrational Starting Final
factors qv′,v′′ repump lasers temperature temperature
SrF cryogenic buffer gas [142] q0,0 ≈ 0.9814 [169] 2 a few K 2.5 mK (3D MOT [168])
q0,1 ≈ 0.0181
q0,2 ≈ 4.3×10−4
YO cryogenic buffer gas [70] q0,0 ≈ 0.9944 [157] 2 25 mK 2 mK (2D MOT [155])
q0,1 ≈ 0.0038
CaF supersonic source [170] q0,0 ≈ 0.978 [171] 1 3 K 300 mK [156]
q0,1 ≈ 0.021
q0,2 ≈ 7×10−4
Table 1.3: Current published results from laser cooling of molecules experiments.
In all three molecules listed the laser cooling takes place on the A2Σ+ → X2Π1/2
transition.
Chapter 2
Introduction to molecular physics
In a molecule, the presence of at least two nuclei introduces rotational and vibrational
degrees of freedom in addition to the electronic ones already present in atoms. The ex-
tra degrees of freedom give rise to a much more complex energy level structure, but also
present exciting opportunities for exploring new physics. The complexity of the molecular
structure can be daunting but it is important to understand some basic principles in order
to appreciate the excitement surrounding the rapidly growing field of cold and ultracold
molecules.
Solving the time-independent Schro¨dinger equation for a multi-electron and a multi-nucleus
molecule is a very complicated task. However, the problem can be simplified by noting that
the mass of the electron is much smaller than the mass of the nucleus (melectron/Mnucleus '
10−3−10−5), while the Coulomb forces acting on the electrons and nuclei are of comparable
magnitude. Thus, the motion of the nuclei is much slower than the motion of the electrons
- from the point of view of the electron, the motion of the nuclei is ‘frozen’. The Born-
Oppenheimer approximation essentially consists of separating the molecular wavefunction
as a product of an electronic and nuclear part. The treatment can be further simplified as
one can only concentrate on the outer shell electrons, similarly to the atomic case - X-ray
diffraction studies suggest that the inner shell electrons in a molecule tend to be localized
on their respective nuclei while the outer electrons are distributed throughout the whole
molecule [172].
In this chapter, I will introduce the basics of molecular quantum theory the reader
needs in order to follow the notations and understand the quantum states involved in the
laser cooling transitions. The treatment is based on Herzberg [173], Atkins and Friedman
[174], and Bransden and Joachain [172]. The reader is refereed to [31] for a short overview
of the subject.
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2.1 The Born-Oppenheimer approximation
The Born-Oppenheimer approximation allows one to solve approximately the time-independent
Schro¨dinger equation (TISE) for a molecule. The derivations presented here are based on
[172].
We will restrict our treatment to a system with only two nuclei, A and B, and N electrons.
In the center-of-mass coordinates and relative coordinates, where RCM =
MARA+MBRB
MA+MB
,
R = RA−RB and the electronic coordinates are ri, the Hamiltonian of the system can be
written as:
H = −
n∑
i=1
~2
2me
∇2i︸ ︷︷ ︸
Te
− ~
2
2µ
∇2R︸ ︷︷ ︸
TN
+V (2.1)
Here Te is the electronic kinetic energy, TN is the nuclear kinetic energy (excluding the
center of mass motion), µ is the reduced mass of the two nuclei and V is the Coulomb
potential energy between the electrons and the nuclei. The TISE describing the system is:
(TN + Te + V )Ψ(R, ri) = EΨ(R, ri) (2.2)
The Born-Oppenheimer approximation consists of neglecting the nuclear kinetic energy
term TN in (2.2) as me  µ. The next step is to fix the internuclear separation R so that it
is a parameter rather than a variable. One can then solve the TISE for N electrons moving
in the effective Coulomb potential created by the two nuclei for each discrete value of R.
The electronic part of the TISE then becomes:
Heψq(R; ri) = (Te + V )ψq(R; ri) = Eq(R)ψq(R; ri) (2.3)
Equation (2.3) can be solved using numerical methods to obtain the electronic eigenfunc-
tions ψq(R; ri) and eigenvalues Eq(R) for each fixed value of R and for a certain electronic
state q. The eigenenergies depend only on the magnitude R of the internuclear separation
R. The wave functions ψq, on the other hand, depend both on R and the orientation of R
in space - i.e. on the angles Θ and Φ in spherical polar coordinates.
For each fixed value of R, the electronic wave functions ψq(R; ri) form a complete set:
〈ψp|ψq〉 = δpq. Thus, the complete molecular wavefunction can be expanded on the basis
of the electronic eigenfunctions:
Ψ(R, ri) =
∑
q
χq(R)ψq(R; ri) (2.4)
where the expansion coefficients χq(R) are the wavefunctions representing the nuclear mo-
tion (vibration and rotation). One can then substitute (2.4) in equation (2.2). Multiplying
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both sides by ψn, integrating over the electronic coordinates and making use of the or-
thonormality condition 〈ψn|ψm〉 = δnm, allows us to arrive at an infinite set of coupled
differential equations:
(En(R)− E)χn +
∑
q
∫
dri{ψ∗nTNψqχq} = 0 (2.5)
Since both ψ(R; ri) and χ(R) depend on R, the Laplacian operator ∇2R in TN acts on the
product ψqχq. It is now time to make the adiabatic approximation - the nuclear motion
is very slow compared to the electronic motion, and thus the electronic wavefunctions
will adapt very quickly to a change in R. In effect, ∇Rψq  ∇Rχq and the following
approximation can be made:
TN (ψqχq) = − ~
2
2µ
∇2R(ψqχq) (2.6)
= − ~
2
2µ
(
ψq(∇2Rχq) +
((((
((((
((((
(((
χq(∇2Rψq) + 2(∇Rψq) · (∇Rχq)
)
(2.7)
Equation (2.5) can then be reduced to a much simpler equation involving only the nuclear
wavefunctions:
(− ~
2
2µ
∇2R + En(R)− E)χn(R) = 0 (2.8)
This is the effective Schro¨dinger equation for a particle of mass µ moving in the electronic
potential En(R). It is useful to express the Laplacian in spherical polar coordinates:
− ~
2
2µ
∇2R = −
~2
2µ
[ 1
R2
∂
∂R
(
R2
∂
∂R
)
︸ ︷︷ ︸
vibration
− N
2
~2R2︸ ︷︷ ︸
rotation
]
(2.9)
where
N2 = −~2
[
1
sin Θ
∂
∂Θ
(
sin Θ
∂
∂Θ
)
+
1
sin2 Θ
∂2
∂Φ2
]
is the total angular momentum operator. Equation (2.8) can be solved by inserting a trial
solution of the form χ(R,Θ,Φ) = R−1f(R)g(Θ,Φ):
[
− ~
2
2µ
1
R2
∂
∂R
(
R2
∂
∂R
)
+
N2
2µR2
+ En(R)− E
]
R−1f(R)g(Θ,Φ) = 0 (2.10)
Equation (2.10) can be divided by R2 and re-written in a form in which it becomes apparent
that a part only depends on Θ and Φ (angular part) and a part only depends on the
internuclear separation R (the radial part):
− ~
2
2µ
R
f(R)
d
dR
[
R2
d
dR
(R−1f(R))
]
+R2En(R)−R2E + 1
g(Θ,Φ)
N2
2µ
g(Θ,Φ) = 0 (2.11)
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The angular part has a standard solution - the spherical harmonics: g(Θ,Φ) = YNM (Θ,Φ)
where N2YNM (Θ,Φ) = N(N + 1)YNM (Θ,Φ).
2.1.1 The radial equation
The radial equation to be solved has the form:[
− ~
2
2µ
d2
dR2
+
N(N + 1)
2µR2
+ En(R)− E
]
f(R) = 0 (2.12)
The first step to solving equation (2.12) is to recognize that the nuclear wavefunctions are
well-localized around the equilibrium point Re and the electronic energy En(R) can be
Taylor expanded around the equilibrium internuclear separation Re:
En(R) ' En(Re) +


*0
(
dEn
dR
)
Re
(R−Re) + 1
2
(
d2En
dR2
)
Re
(R−Re)2 + . . .
⇒ En(R) ' En(Re) + 1
2
k(R−Re)2 + . . . (2.13)
where k =
(d2En
dR2
)
Re
The total energy E can be defined as:
E = En(Re) + Ev + Er (2.14)
where Er =
N(N + 1)
2µR2e
(2.15)
It then becomes evident that to second order equation (2.12) is the quantum harmonic
oscillator equation: [
− ~
2
2µ
d2
dR2
+
1
2
k(R−Re)2 − Ev
]
f˜(R) = 0 (2.16)
where the tilde signifies the fact that the solution is only valid for the strictly harmonic ap-
proximated potential (2.13). Equation (2.16) has the familiar analytical solutions involving
the Hermite polynomials. The eigenstates of the exact harmonic oscillator can be written
as f˜v(R) where v labels the vibrational state.
Finally, the total molecular wavefunction is the product of the electronic, rotational and
vibrational parts:
Ψn,v,N,M (R, ri) = ψn(R; ri)R
−1f˜v(R)YNM (Θ,Φ) (2.17)
The most important result from the Born-Oppenheimer approximation is that the total
molecular wavefunction can be factored out in an electronic, vibrational and rotational
part. Note that in this treatment we have ignored some higher order corrections. One
example is the centrifugal distortion term - when the two nuclei are rotating fast around
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each other the internuclear separation increases. This stretching increases the moment
of inertia which reduces the rotational frequency. Other effects we have ignored are the
spin-orbit and spin-rotation interactions, Λ-doubling and hyperfine interactions.
2.1.2 The anharmonic quantum oscillator
Equation (2.16) has exact analytical solutions - the quantum harmonic oscillator eigenfunc-
tions. However, as the internuclear separation R deviates from Re, the effective electronic
potential seen by the nuclei is no longer purely harmonic. This anharmonicity becomes
important as higher vibrational states v are excited as this is when the effective particle
of mass µ has a higher probability of being found far away from Re. To approximate this
anharmonicity, an extra term can be added to equation (2.13):
En(R) ' En(Re) + 1
2
(
k(R−Re)2 − g(R−Re)3 + . . .
)
(2.18)
where g(R−Re) k. The energy levels of an anharmonic oscillator are given by:
Ev = hcωe(v +
1
2
)− hcωexe(v + 1
2
)2 + hcωeye(v +
1
2
)3 + . . . (2.19)
where ωeye  ωexe  ωe. Note that equation (2.19) suggests that the energy levels are
not equally spaced. Rather, the separation between them decreases as v increases.
The exact form of the electronic potential as a function of the internuclear separation R
can be obtained numerically by solving the TISE. It turns out that this potential can often
be very well approximated by the Morse potential:
En(R) ≈ De(1− e−β(R−Re))2 (2.20)
where De =
ω2e
4ωexe
is the depth of the potential well, β =
(
piµcω2e
~De
)1/2
is related to its width,
and Re =
(
~
4picµBe
)1/2
(where Be is the rotational constant) is the equilibrium separation.
This type of potential accounts for that facts that in the limit as R → ∞ the energy
approaches that of the free atoms, while as R → 0 En(R) is dominated by the Coulomb
repulsion between the two nuclei.
2.1.3 Energy scales in molecular transitions
The highest energy scale in a molecule is the energy associated with the transition between
different electronic states Eel which is proportional to e
2/a0 where a0 is the Bohr radius
[31]. Typical values of Eel are a few eV. The typical spacing between the vibrational energy
levels deeply bound in the potential Eq(R) is of the order Evib ∼ ~ω ∼ 10−2Eel where
ω =
√
k/µ for the effective spring constant k of the vibrational motion. The smallest
energy scale in a molecule is that associated with a change of rotational state. In the rigid
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rotor approximation, the rotational energy in a state N is Erot = ~2N(N+1)2I ≡ BN(N + 1)
where I is the moment of inertia I = µ〈R〉2 and 〈R〉 is the mean internuclear separation
(〈R〉 ∼ Re). Typically, Erot ∼ 10−4Eel (e.g. in CaF B=10.1 GHz or 4.2×10−5 eV).
2.2 Spectroscopic notations
In a molecule, keeping track of the the ways the various electronic and nuclear angular
momenta couple to each other can become a formidable task. Fortunately, the matter is
not too complicated for a simple diatomic molecule.
2.2.1 Electronic angular momenta
In an atom, the motion of the electrons takes place in a spherically symmetric field of force
but this is no longer the case in molecules. In a diatomic molecule the addition of a second
atom breaks the symmetry and the new axis of symmetry is the internuclear axis z. The
electronic orbital and spin angular momenta are still labeled by Lˆ and Sˆ respectively, but
now they no longer commute with the electronic Hamiltonian He. Instead, the Hamilto-
nian commutes with the projections of Lˆ and Sˆ on the internuclear axis, designated as Lz
and Sz respectively, and labeled by the quantum numbers Λ and Σ: Lz|Λ〉 = ~Λ|Λ〉 and
Sz|S,Σ〉 = ~Σ|S,Σ〉.
In analogy with the atomic spectroscopic notation where the electronic state is labeled
according to the magnitude of the electronic orbital angular momentum as s, p, d . . . for
L = 0, 1, 2, . . ., the molecular state is labeled by the value of Λ:
Λ value: 0 1 2. . .
label: Σ Π ∆ . . .
Here, Σ is the label of the quantum state and not to be confused with the projection of Sˆ
onto the internuclear axis.
The electronic Hamiltonian is invariant under reflections in any plane containing the in-
ternuclear axis. If Ay is an operator that performs a reflection in the molecule-fixed (x,z)
plane then [Ay, He] = 0 and AyLz = −LzAy. The action of Ay on an eigenfunction of
Lz with a corresponding eigenvalue Λ~ is to convert it to the same eigenfunction with the
eigenvalue −Λ~. Since both functions have the same energy, the electronic energy terms
that have Λ 6= 0 are doubly degenerate with each value of the energy corresponding to two
states that differ by the direction of the projection of Lˆ on the internuclear axis. This
twofold degeneracy is only approximate and interactions between the rotational motion
and the electronic states lead to a small splitting of the two states of opposite parity which
is known as Λ-doubling. On the other hand, the Σ states corresponding to Λ = 0 are
not degenerate as reflection through a plane containing the internuclear axis multiplies the
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eigenfunction by a constant λ. As A2y = 1, λ = ±1. One can distinguish two Σ states - Σ+
which is left unchanged upon reflection in a plane containing the internuclear axis, and a
Σ− which changes sign under such a reflection.
The projection of the total electronic angular momentum on the internuclear axis is labeled
by Ω = |Λ + Σ|. The molecular state is labeled in analogy to the atomic case as: 2S+1ΛΩ.
Finally, a unique letter designating the electronic state (e.g. X,A,B,C . . .) precedes the
2S+1ΛΩ term.
The nuclear spin angular momentum is labeled as Iˆ as usual, while the angular momentum
associated with the rotation of the nuclei is designated as Rˆ. The coupling of the different
angular momenta in a diatomic molecule is labeled by the following convention:
Nˆ = Lˆ + Rˆ
Jˆ = Lˆ + Rˆ + Sˆ = Nˆ + Sˆ
Fˆ = Jˆ + Iˆ
The following spectroscopic notation is also worth mentioning. A transition associated a
change of J (where J labels the total angular momentum state excluding the nuclear spin),
∆J = Jfinal state − Jinitial state, is labeled as R for ∆ J = 1, Q for ∆ J = 0 and P for
∆ J = −1. In addition to whether the transition is P , Q or R one can also specify in
parenthesis the initial J state.
2.2.2 Hund’s cases
The different modes of couplings of the angular momenta in diatomic molecules are known
as Hund’s cases a), b), c), d) and e). Here, we will only consider the Hund’s case relevant
for the laser cooling transition in CaF X2Σ+ → A2Π1/2: the X and A states are best
described in Hund’s cases b) and a) respectively.
2.2.2.1 Hund’s case a) coupling
In Hund’s case a) the interaction between the nuclear rotation Rˆ and the electronic motion
is very weak. The electronic orbital and spin angular momenta are very strongly coupled
to each other and to the internuclear axis. Both Lˆ and Sˆ precess around the internuclear
axis and Λ, Σ and Ω are well-defined. The good quantum numbers are Λ, S, Σ, J and Ω
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defined by:
Lz|Λ〉 = ~Λ|Λ〉
Sˆ2|S,Σ〉 = ~2S(S + 1)|S,Σ〉
Sz|S,Σ〉 = ~Σ|S,Σ〉
Jˆ2|J,Ω〉 = ~2J(J + 1)|J,Ω〉
Jz|J,Ω〉 = ~Ω|J,Ω〉
The Hund’s case a) coupling scheme is shown schematically in figure (2.1).
L S
RJ
Λ Σ
Ω
z
^ ^
^^
Figure 2.1: Hund’s case a) coupling of molecular angular momenta.
2.2.2.2 Hund’s case b) coupling
In Hund’s case b) the rotational energy is much larger than the spin-orbit coupling and
Ω is not well-defined. The electronic orbital angular momentum Lˆ precesses around the
internuclear axis. The rotational angular momentum Rˆ first couples to Lˆ to form a resultant
Nˆ which then couples to Sˆ to form the total angular momentum Jˆ. The good quantum
numbers are Λ, N , S and J defined by:
Lz|Λ〉 = ~Λ|Λ〉
Nˆ2|(N,S)J〉 = ~2N(N + 1)|(N,S)J〉
Sˆ2|(N,S)J〉 = ~2S(S + 1)|(N,S)J〉
Jˆ2|(N,S)J〉 = ~2J(J + 1)|(N,S)J〉
The Hund’s case b) coupling scheme is shown schematically in figure (2.2).
Chapter 2. Introduction to molecular physics 45
L
S
R
J
Λ
z
N^
^
^
^
^
Figure 2.2: Hund’s case b) coupling of molecular angular momenta.
Chapter 3
Laser cooling of CaF
In the experiments described in this thesis, the laser cooling of CaF takes place on the
X2Σ+(N = 1, v = 0, 1) ↔ A2Π1/2(J ′ = 1/2, v′ = 0) transition, where v designates the
vibrational state. Calcium fluoride has a favorable Frank-Condon (FC) matrix and the
photon scattering takes place predominantly on the A − X(0 − 0) transition. If qv′,v is
A−X(v′−v) FC factor, we can estimate from the overlap of the vibrational wavefunctions
in the approximate Morse potential in the two electronic manifolds that q0,0 = 0.978 and
q0,1 = 0.021 (see section 3.2.3 for more details). To ensure enough scattering events, we
close the vibrational leak to the X(v = 1) state. In the current experiment, due to the
experimental complexity arising from the hyperfine structure of CaF, we do not close the
vibrational leaks to the X(v ≥ 2) states and once a molecule decays to the X(v = 2) state
it is lost from the cooling cycle. The laser scheme is depicted in figure (3.1).
Calcium fluoride is a viable candidate for laser cooling for several reasons. It has been
A2Π1/23J7=1/2,v7=0×8
3N7=0×
v=0
v=1
Main8cooling8
36068nm×
Vibrational8repum
p
36288nm
×
X2Σ4
3N=1×
v=2
τ=198ns
q00=0.978
q01=0.021
q02=7.13×10-4
Figure 3.1: The laser cooling scheme. Solid lines represent laser light while
dashed lines represent the possible decay channels. The rotational, fine and hyper-
fine structure is not shown.
extensively studied both theoretically and experimentally since the 1930s [175, 176]. Fur-
ther spectroscopic studies [177–180] followed quickly after the invention of the dye laser
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which made it possible to access various the electronic and rovibrational transitions. This
comprehensive study means that the spectroscopy of this molecule is known to a very high
accuracy, which is essential for laser cooling. Importantly, calcium fluoride has a short
excited state lifetime of 19 ns [181] and no intervening electronic states to which the A
state can decay, which ensures a fast scattering rate. The character of this molecule in
the ground and first excited electronic state makes it possible to come up with a closed
rotational transition: the choice of N ′′ = 1 → N ′ = 0 type of transition ensures that the
transition is rotationally closed - this is an essential requirement for laser cooling as pointed
out in [3] and is discussed in more detail below.
In addition to this, the highly diagonal FC matrix of this molecule means that the vibra-
tional state tends to not change in an electronic transition. In our scheme, we employ a
vibrational repump laser acting on the A − X(0 − 1) transition to ensure a vibrationally
quasi-closed cooling transition. As the A−X(0−0) and A−X(0−1) Franck-Condon factors
are expected to be approximately 0.978 and 0.021, it is reasonable to expect that each CaF
molecule can scatter at least a thousand photons before it decays to the X(v = 2) state.
This is expected to be a sufficiently high number of scattered photons in order to demon-
strate cooling and reduction of the velocity of the supersonic beam. In particular, CaF is
a relatively light molecule (with a molecular mass of m = 59.076 u) and each absorption
of a photon from the laser field will result in a change of velocity of vr = h/(λm) = 0.011
m s−1. Even though the mean velocity of the supersonic beam is as high as 600 m s−1 (see
chapter 4), the high recoil velocity, scattering rate and long interaction time mean that a
significant slowing and cooling can be demonstrated.
Calcium fluoride is an interesting molecule as it has a reasonably large permanent electric
dipole moment of 3.07 D [182] making it easy to manipulate with external electric fields
and a good candidate for exploring the long range dipole-dipole interactions in molecules.
There has been some work on Stark deceleration of CaF in our group [93, 106, 183, 184]
and longitudinal laser cooling can be used to increase number of molecules accepted by the
Stark decelerator [93].
3.1 Details of the X and A states of CaF
3.1.1 The |X2Σ+〉 state
In the ground electronic state of CaF the projection of the electronic orbital angular mo-
mentum on the internuclear axis is zero, i.e. Λ = 0. The state is best described in Hund’s
case b) basis. The electronic spin Sˆ couples to the angular momentum of the rotating nuclei
Nˆ to form the total electronic angular momentum Jˆ = Sˆ+Nˆ. Each rotational level (except
for N = 0) is split by the spin-rotation interaction into two components with J = N ± 1/2.
In the first excited rotational state N = 1, this gives rise to two J states: J = 1/2
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and J = 3/2. Each of these two J states couples to the nuclear spin from the fluorine
atom I = 1/2 to form four states labeled by F , the quantum number of the total angular
momentum: Fˆ = Jˆ+ Iˆ. The four hyperfine states in the N = 1 state are F=2,1−,0 and 1+1.
3.1.2 The |A2Π1/2〉 state
The lowest-lying excited state in CaF A2Π1/2 is best described in Hund’s case a) basis.
The projection of the electron orbital angular momentum on the internuclear axis is 1
(Λ = 1 and the state has a Π-character). The electron spin Sˆ couples to the orbital angular
momentum Lˆ to form two well-separated states where the projection of the total angular
momentum on the internuclear axis is Ω = 1/2 and Ω = 3/2. The separation between
these two states is determined by the spin-orbit coupling constant A which is 2200 GHz
in CaF [185]. The two states are described approximately by pure Hund’s case a) basis
states: |Λ〉|SΣ〉|Ω, J, F 〉. However, since the spin-orbit interaction Hamiltonian is diagonal
in this basis but the molecular rotation is not, the two states are best described by a linear
superposition:
A1 = c1|A2Π1/2〉+ c2|A2Π3/2〉 (3.1)
A2 = c
′
1|A2Π1/2〉+ c′2|A2Π3/2〉 (3.2)
with the amplitudes depending on the relative strength of the spin-orbit interactions and the
rotational energies. In this case, the coefficient matrix is mostly diagonal, i.e. the A1 state
is predominantly |A2Π1/2〉 and the A2 state - predominantly |A2Π3/2〉. In addition, a third
excited electronic state needs to be included to completely describe the state: the complete
basis set is {|A2Π1/2〉, |A2Π3/2〉, |B2Σ+〉} [171]. The degeneracy between the symmetric and
antisymmetric superposition of the Λ = 1 state is lifted by interactions with the |B2Σ+〉
state. The frequency separation ∆EΛ between the Λ-doublet states of opposite parity in
the respective J state is given by ∆EΛ = ∆νfe(J + 1/2) [185] and is approximately 1.35
GHz in the J = 1/2 state.
Finally, the nuclear spin Iˆ couples to Jˆ to give rise to two hyperfine states with F = 1 and
F = 0 whose separation of 4.8 MHz [181] is too small to be resolved in the experiment. Note
that the hyperfine splitting in the excited Π state is smaller than the one in the Σ ground
state as an electronic wavefunction of Σ-character penetrates deeper into the nucleus and
the coupling with the nuclear spin is stronger. It is also worth pointing out that even
though the A2Π1/2 state is best described in Hund’s case a) basis, a more detailed analysis
reveals that N is still a good quantum number in that state and is effectively N = 0.
1There are two states with F = 1; we will use + and − signs to distinguish them.
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3.1.3 The ground state Hamiltonian
Upon de-excitation from the A state, each of four hyperfine levels in the ground state can
be populated. Therefore, the first step to laser cooling is to calculate the exact energy
of each of the four ground state hyperfine levels. The complete molecular Hamiltonian in
the ground electronic state can be written in a form in which the contributions from the
vibrational, rotational and hyperfine parts are separated (as discussed in chapter 2):
H = Hvib +Hrot +Hhfs (3.3)
The vibrational energy Tv is common to all the levels of interest and can be ignored for the
moment. However, both Hrot and Hhfs depend on the internal (orbital, spin and nuclear)
and the external (rotational) angular momentum of the molecule. In the X2Σ+ state there
is no electronic orbital angular momentum and so the state is best described in Hund’s
case b) basis states: |(N,S)J, F 〉. The hyperfine level splitting can be found by using the
effective Hamiltonian as given by [186]:
Hrot = BvNN
2 + γvNS ·N
Hhfs = bvNI · S + cvN Iz Sz + CI I ·N (3.4)
where γ is the electron spin-rotation coupling constant, b and c are the isotropic and
anisotropic spin-spin couplings, CI is the nuclear spin-rotation coupling constant and z is
taken to be along the molecular axis. Note that although the constants in equation (3.4)
depend on the particular rotational and vibrational state, the dependence is very small
[186] and we can ignore it for now2.
The Hamiltonian (3.4) can be diagonalized analytically to obtain the energy levels EN,J,F
[187]:
EN,N+1/2,N+1 =
(γ + CI)
2
N +
b
4
+
c
4(2N + 3)
(3.5)
EN,N−1/2,N−1 = −
(γ + CI)
2
(N + 1) +
b
4
− c
4(2N − 1) (3.6)
EN,N±1/2,N = −
1
4
(γ + b+ CI)
± 1
4
√
(γ − CI)2(2N + 1)2 + (2b+ c− 2CI)(2b+ c− 2γ) (3.7)
The values of the γ, b, c and CI coefficient are taken from [186]: γ = 39.6587 MHz,
b = 109.1839 MHz, c = 40.119 MHz and CI = 28.76 kHz (note that spin-rotation coupling
2The corrections for the v = 1, 2 states is of the order of a few MHz and we can assume that the hyperfine
energy splitting in the v = 0, 1, 2 manifolds are identical.
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constant CI is much smaller than the other constants). The energy levels with respect to
the lowest hyperfine state E1,1/2,1+ are: E1,1/2,0 = 76.25 MHz, E1,3/2,1− = 122.92 MHz and
E1,3/2,2 = 147.82 MHz. In the first stages of the experiment, we measured the frequency
spacing of the hyperfine levels and fount it to be in very good agreement with the calculated
values.
3.2 The laser cooling scheme
3.2.1 Closing the transition rotationally
We can ensure that the laser cooling transition is rotationally closed by making use of the
selection rules governing an electronic dipole transition.
There are two selection rules relevant for the laser cooling transitions regardless of the
Hund’s case coupling scheme. The first rule is that the parity must change in an electronic
transition. The second selection rule concerns the conservation of the total angular mo-
mentum and dictates that the final angular momentum quantum number F must change
by ∆F = ±1, 0 while transitions of the type F = 0→ F ′ = 0 are forbidden.
The laser cooling of CaF is based on the |X2Σ+, N = 1, J = 1/2, 3/2〉 ↔ |A2Π1/2, J ′ =
N=1
N=0
X2Σ+ 20 GHz
J
3/2
1/2
F
2
1-
0
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A2Π1/2
J=1/2, F=0,1  
494 430 GHz
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Figure 3.2: The main laser cooling transition in CaF on the A −X(0 − 0) line.
An excited molecule can decay to any of the four ground state hyperfine levels.
The numbers indicate the branching ratios to the corresponding state.
1/2〉 transition. The parity of the ground state is completely determined by the rotational
Chapter 3. Laser cooling of CaF 51
angular momentum and is negative, while the excited state consists of the Λ-doublet states
which are of opposite parity. By exciting the odd-parity |X2Σ+, N = 1〉 state to the even-
parity component of the |A2Π1/2, J = 1/2〉 state, it is guaranteed that the molecules will
return to the original rotational level. This is due to the fact that the N = 2 ground state is
even-parity and decays to the N = 3 states are inhibited due to the angular momentum se-
lection rule and the fact that when N = 3, J = 5/2 or 7/2. We note that in principle hyper-
fine state mixing in the ground electronic state between the |X2Σ+, N = 1, J = 3/2, F = 2〉
and |X2Σ+, N = 3, J = 5/2, F = 2〉 states could lead to decays outside the laser cooling
transition. However, the mixing is expected to be of the order
( |Hhfs|
10B
)2 ≈ 10−6 where
B = 10.1 GHz is the ground state rotational constant.
3.2.2 Remixing of the dark states
After being excited to the |A2Π1/2, J = 1/2〉 state a molecule can decay back to any of the
four hyperfine levels in the ground state. As the addressing laser light is linearly polarized,
the mF = ±2 magnetic sublevels in the ground state do not couple to the excited state.
Because there is a decay channel to the mF = ±2 states but no way out of them, the
molecules will quickly become optically pumped into those dark states and the scattering
process will slow down significantly. To remix the dark states, we apply a magnetic field
of a few Gauss orthogonal to the molecular beam and at a 45◦ angle to the polarization of
the laser light. This magnetic field continuously mixes the bright and dark states into each
other at a rate comparable to the optical pumping rate [161, 167].
In more detail, the static magnetic field causes a remixing of the dark states in the following
way. A magnetic field B along a direction (say y) causes a state vector |α〉 to evolve during
time t from |α〉 to Dy(ωBt)|α〉 where Dy(φ) is the rotation operator for rotation through
an angle φ about the y-axis. The Larmor precession frequency ωB is given by ωB =
gµBB
~
where µB is the Bohr magneton and g is the Lande´-g factor of the state. It is expected that
a precession frequency ωB of the order of the scattering rate would be most efficient for
remixing of the dark states. The typical scattering rate in the experiment is of the order
of 2pi × 1 MHz (see chapter 6). The Lande´-g factor of the |N = 1, J = 3/2, F = 2〉 state
is 1/2 and thus a magnetic field of a few Gauss should be optimal. Note that a magnetic
field that is too small will cause a precession of the state that is too slow while a magnetic
field whose value is too big will Zeeman shift the magnetic sublevels out of resonance.
3.2.3 Closing the transition vibrationally
The branching ratio for the decay from the upper state vibrational state v′ to the lower
vibrational state v is given by the square of the overlap integral between the vibrational
wavefunctions in the two electronic states and is what is called the Franck-Condon factor
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(FCF):
qv′,v =
(∫ ∞
0
f∗v′fvdR
)2
(3.8)
Calcium fluoride is a suitable candidate for laser cooling because of its highly diagonal
Franck-Condon matrix. The FCFs can be calculated by using the two-step symplectic in-
tegrator method or a more sophisticated technique such as the one described by Pelegrini
et al. in [188]. Here we show the FCFs in CaF calculated using a Mathematica notebook
developed by Dan Farkas (Yale University) and Daniel Comparat [189]. The program con-
structs a Morse potential from the input molecular parameters and numerically integrates
the Schro¨dinger equation to get the eigenfunctions. A two-step symplectic integrator is
used for the numerical integration. The Franck-Condon matrix for CaF was calculated by
using the molecular constants from [171] and the results are presented in table (3.1).
Figure (3.3) shows the electronic potential energy curves in the X and A states.
A(v′ = 0) A(v′ = 1) A(v′ = 2) A(v′ = 3) A(v′ = 4)
X(v = 0) 0.977644 0.0223381 1.71899×10−5 4.26674×10−7 8.52043×10−10
X(v = 1) 0.0216142 0.93480 0.0435343 4.51499×10−5 1.72553×10−6
X(v = 2) 7.13437×10−4 0.0407297 0.894827 0.0636474 7.82888×10−5
X(v = 3) 2.68897×10−5 0.00201999 0.0575528 0.857548 0.0827322
X(v = 4) 1.12588×10−6 1.01753×10−4 0.00381199 0.0722747 0.822814
Table 3.1: The Franck-Condon factors for the first five vibrational states of the
A−X(v′ − v) transition in CaF.
Assuming that the transition is closed rotationally and there are no leaks to dark states,
when excited to the A(v′ = 0) state the majority of molecules (approximately 97.8%) will
decay back to the ground vibrational state. However, a small fraction of the molecular
population (∼2.16%) will end up in the X(v = 1) state and will be lost from the cooling
cycle. If the leak to the X(v = 1) state is not closed, evetually all the molecules will be
pumped in that state. The A−X(0−0) and A−X(0−1) transition frequencies correspond
to wavelengths of 606 nm and 628 nm respectively. This means that we need a separate
laser to act as a vibrational repump on the A−X(0− 1) transition.
Note that with one repump laser the laser cooling cycle is not completely closed vibra-
tionally as the molecules will eventually get pumped into the X(v = 2) state. However,
for reasons explained in the following section, we argue that providing the A − X(0 − 1)
transition frequency in addition to the main cooling light is enough to ensure that each
molecule will scatter a sufficient number of photons for measurable slowing and cooling.
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Figure 3.3: The Morse potential of CaF in the X and A states constructed using
the constants in [171]. The separation between the A and X states is not to scale.
The inset shows the first five vibrational wavefunctions (scaled by an arbitrary
factor) in the ground electronic state.
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3.3 Number of photons scattered
In the experiment we have a system with one excited state and many ground states to
which a molecule can decay. Some of the levels to which an excited molecule can decay are
coupled to the excited state by a resonant laser frequency and are ‘bright’, while some of
them are not and are ‘dark’. One can estimate how many photons on average a molecule
will scatter before it decays to a dark state from probabilistic arguments.
The system can be effectively modeled like a three-level system. The molecule is continu-
ously excited on transition |1〉 → |2〉 where the |1〉 state includes all ‘bright’ levels and the
|2〉 is the excited state. Once in the excited state |2〉, the molecule can decay back to any
‘bright’ state |1〉 from where it can get excited again. Alternatively, the molecule can decay
to some ‘dark’ state |3〉 at which point the scattering cycle stops. Let the probability that
the molecule returns to its initial state |1〉 be p. The average number of photons Nph that
the molecule will scatter before it decays to a dark state is given by the geometric series:
Nph =
∞∑
i=1
(i photons)
× (probability of returning to state |1〉 (i− 1) times)
× (probability of ending up in state |3〉 on the last decay)
=
∞∑
i=1
ip(i−1)(1− p)
=
1
1− p (3.9)
If only the A−X(0−0) transition is addressed, p ≈ 0.978 and Nph ≈ 45. If, however, both
the A − X(0 − 0) and A − X(0 − 1) transitions are addressed and the FCFs are exactly
as calculated in table (3.1), p ≈ 0.9776 + 0.02161 and the number of scattered photons
increases dramatically to Nph ≈ 1250. We need to note that while equation (3.9) is correct,
the FCFs are not known well enough and small corrections to q0,0 and q0,1 lead to a big
difference in Nph.
The FCFs cannot be calculated to an arbitrary precision as the Schro¨dinger equation is
always solved in an approximate potential of the internuclear separation. On the other
hand, there are several experimental techniques to measure the FCFs - for example, by
studying the saturation of laser-induced fluorescence [181] or by directly measuring the
fluorescence on the corresponding band [148, 153], but inevitably there is always some
uncertainty associated. In the case CaF only the A−X(0−0) FC factor has been measured.
Its value was found to be 0.987+0.013−0.019 [181] and the calculated value in (3.1) is within the
experimental uncertainty of this measurement. Nevertheless, in out laser cooling scheme, it
should be possible for each molecule to scatter thousands of photons even for a conservative
estimate of the FCFs.
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3.4 The scattering force
3.4.1 The scattering force in a two-level atom
When an atom at rest is illuminated with near-resonant light, it will experience a momentum
kick upon absorbing a photon from the light field in the direction of the ~k vector of the
light. The scattering rate is given by Γρee where Γ is the spontaneous decay rate of the
excited state and ρee is the probability of the atom being in the excited state. Therefore,
the average force the atom will experience as a result from the absorption followed by
spontaneous emission is given by:
Fsp = ~kΓρee (3.10)
A value for ρee can be obtained by solving the optical Bloch equations and the form of the
scattering force can be expressed as:
Fsp = ~k
Γ
2
s0
1 + s0 + (2δ/Γ)2
(3.11)
where s0 is the saturation parameter, s0 = 2|Ω|2/Γ2 = I/Isat where Isat = pihcΓ/(3λ3) is
the saturation intensity for a two-level system and Ω is the Rabi frequency, and δ is the
detuning from the atomic resonance. The force saturates in the limit of s0 → ∞ to a
maximum value of ~kΓ/2 as the maximum value of ρee is 1/2. Note that increasing the
intensity actually only increases the force up to a limit as for intensities that are too high,
the stimulated emission rate increases and stimulated emission causes momentum kicks in
the the same direction as absorption. The force in equation (3.11) is known as the light (or
radiation) pressure force, scattering force or dissipative force. It is a dissipative force and
can be used to cool as spontaneous emission is an irreversible process. The scattering force
is limited by the spontaneous emission rate Γ.
3.4.2 Laser cooling in a two-level system
In order to achieve any cooling on an atomic sample, a velocity-dependent force is needed.
We can include the atomic Doppler shift in equation (3.11) by replacing δ with δ + ~k · ~v.
We can then do a Taylor expansion around v = 0 and arrive at an expression for the force
exerted on the atomic sample by the laser field consisting of a velocity-independent term
and a velocity-dependent term:
F = Fsp − βv
where
β = −~k2 4s0(δ/Γ)(
1 + s0 + (2δ/Γ)2
)2 (3.12)
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Note that such a force compresses the velocity distribution of the atomic sample for δ < 0,
i.e. for red-detuned light. Since the temperature of a dilute gas is defined by the Maxwell-
Boltzmann distribution, the laser radiation pressure force, which has a linear dependence
on velocity, can be used to bunch the velocity distribution and cool the sample.
3.4.3 Scattering rate in a multi-level system
In the discussion so far, we have only considered the two-level case. In reality, the excited
atom or molecule often can decay to a different ground state than the original one. In order
to come up with a closed cycling transition, one needs to connect all accessible ground state
levels to the excited state.
When a two-level system is driven at an intensity much higher than the saturation intensity
of the transition, the steady state distribution of the atomic/molecular population is such
that 1/2 is in the excited state and 1/2 is in the ground state. In a system with one ground
and one excited state the scattering rate is given by:
Rsc =
Γ
2
I/Isat
(1 + I/Isat + 4(δ/Γ)2)
(3.13)
The situation changes, however, if there are more than one ground or excited states in
the system. In this case, the atom/molecule will spend less time on average in any given
level. For example, when there are Nground ground states coupled to Nexcited excited states,
the highest scattering rate occurs when the occupancy of each level is Nexcited/(Nexcited +
Nground) (see appendix A for more details).
In the CaF laser cooling experiment, there are 4 excited state and 24 ground state levels
(including the magnetic sublevels). Solving the rate equations for the 28-level system
reveals that the scattering rate can be well-approximated for a wide range of detuning and
intensities by:
Rsc =
Γ
7.5
I/(5Isat)
(1 + I/(5Isat) + 4(δ/Γ)2)
(3.14)
The scattering rate is reduced compared to the two-level case due to the many levels in-
volved. For high intensities, one expects that the molecular population will be equally
distributed among the 28 levels and approximately 1/7 of the molecules will occupy the ex-
cited state rather than the 1/2 characteristic of the 2−level case. The numerical simulation
suggests a slightly lower than expected effective scattering rate of Γeff2 =
Γ
7.5 probably due
to the fact the scattering is slowed down because of the precession of the dark ground state
magnetic sublevels into bright ones. The rate model also suggests that the new effective
saturation intensity for the multi-level transition is Isat,eff = 5Isat where Isat is the satu-
ration intensity for the 2−level system (Isat ≈ 4.9 mW/cm2 on the transitions of interest)
and the new saturation intensity parameter is seff = I/Isat,eff .
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In the experiment typically seff ≈ 3 for each transition corresponding to the scattering rate
for zero-laser detuning of Rsc ≈ 5.2× 106 photons/s.
3.5 Saturation intensity in a multi-level system
3.5.1 Saturation mechanisms
Consider an atom or molecule interacting with laser light near an electronic resonance.
The spontaneously emitted photons following excitation are gathered by a detector. The
number of photons scattered increases with the increasing intensity of the light driving the
transition but will eventually saturate. If the excitation rate R greatly exceeds the excited
state spontaneous decay rate Γ, then increasing the intensity of the resonant light does not
result in a higher yield of photons. We will call this saturation mechanism ‘saturation of
the first kind’ as it is often the dominant saturation mechanism in atomic systems.
A different type of saturation of the laser-induced fluorescence, which we will call ‘saturation
of the second kind’, occurs when the excited state can decay to a non-resonant ground state.
This is usually the dominant saturation mechanism in molecular experiments that use cw
lasers as molecules usually have more than one ground states to which the excited state can
decay. If the transit time of the molecule through the laser beam is T and the probability
of decay to the resonant ground state is p, saturation of the second type occurs when
RT  11−p .
3.5.2 Saturation intensity
The scattering rate and thus the laser cooling is critically dependent on the saturation in-
tensity of the transition. It is important to consider several details regarding the saturation
intensity of a multi-level system. This discussion is based on [181].
Consider a multi-level system in which the index i denotes any of the ground state levels
and the index j denotes the excited state levels. For the case of the main laser cooling
transition in CaF, i runs over the four hyperfine states F = 2, 1+, 0, 1− in the |X,N = 1〉
manifold, and j runs over the two hyperfine states, F ′ = 0, 1, in the excited |A, J ′ = 1/2〉
state. Let the resonant angular frequency and the laser angular frequencies be labeled as
ωij and ωL respectively. The laser polarization is taken as the quantization axis (say z).
The saturation intensity (characteristic of the saturation of the first kind) is defined by the
equation IIsat =
2Ω2
Γ2
where Ω is the Rabi frequency of the transition. If zij = 〈i|dˆ · zˆ|j〉 is
the matrix element coupling the states i and j by the electric dipole operator dˆ (zˆ is a unit
vector along the z-axis), the Rabi frequency for a given transition is Ω = E0zij/~ where
the electric field driving the transition is E = E0zˆ cos(ωLt). The spontaneous decay rate
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for a state |j〉 to all possible ground states |k〉 is given by:
Γ =
1
pi~c3
∑
k
ω3jkz
2
jk (3.15)
Note that equation (3.15) is valid as the spontaneously emitted radiation is isotropic. That
this is true in the case of interest can be verified from the branching ratios matrix (B.1) in
appendix B - the molecule in any magnetic sublevel of an excited state j has non-vanishing
branching ratios to ground state magnetic sublevels such that ∆mF = 0,±1.
We can arrive at an expression for the saturation intensity by using the relation I = 120cE
2
0
and equation (3.15):
Isat =
pihcΓ
λ3
∑
k z
2
jk
z2ij
(3.16)
In the derivation of (3.16) all the angular frequencies ωjk have been approximated by a
constant angular frequency ω = 2pic/λ since, for our case, they vary only by one part in
104. It is useful to define the branching ratio rji for decays from an excited state j to
ground states i by: rji = z
2
ji/
∑
k z
2
jk where k runs over all possible ground states to which
the excited state can decay. The expression for the saturation intensity then becomes:
Isat =
pihcΓ
λ3
1
rji
(3.17)
Inspection of (B.1) reveals that the branching ratios from the excited state to the (J, F ) =
(3/2, 2), (3/2, 1), (1/2, 0) and (1/2, 1) ground states are 0.208, 0.288, 0.167 and 0.337 corre-
sponding to saturation intensities of 70.2, 50.7, 87.4 and 43.3 mW/cm2.
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Making and detecting CaF
molecules
The CaF molecules are created in a supersonic source by ablation of a solid Ca target in
a mixture of a noble carrier gas and SF6. Far away from the source the molecules are
detected by laser-induced fluorescence (LIF). A schematic of the vacuum chamber which
hosts the experiment is shown in figure (4.1).
In this chapter I outline the details of the molecular source and the detection. The theory
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Figure 4.1: Lay-out of the experimental vacuum chamber.
of supersonic is given in reference [190] and is briefly described here.
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4.1 The molecular source
4.1.1 Supersonic expansion
Many experiments in molecular physics rely on a source providing a large number of
molecules in a desired quantum state. Pulsed sources of cold molecules with a narrow
distribution in both initial position and initial velocity offer many advantages. Supersonic
sources fulfill these criteria and provide a high flux of translationally, rotationally and vi-
brationally cold molecules in an interaction-free environment without imposing a big load
on the vacuum system.
Supersonic expansion is historically a well-established method as the same type of expan-
sion is used in converging-diverging supersonic rocket nozzles [190]. The basic principle
of supersonic expansion is as follows. A high pressure gas with no net flow is held inside
a container at a pressure p0 and temperature T0. The mean velocity of the gas particles
is negligibly small and this stage is called the ‘stagnation stage’. The gas is then allowed
to expand into an environment where the pressure, p, is far smaller than p0 (e.g. a vac-
uum chamber). The expansion takes place through a short converging nozzle for which
an accelerated flow can be approximated as isentropic [190]. It is important to note that
the dimensions of the nozzle must be larger than the mean free path of the gas particles
(otherwise the produced beam will be effusive). This allows for collisions to occur among
the gas particles as they exit the high-pressure gas region and creates a force toward the low
pressure region. In particular, the particles nearest to the low pressure region are greatly
accelerated resulting in a mean velocity of the gas exceeding the local speed of sound (hence
the term ‘supersonic’), provided that the pressure difference is great enough. The high for-
ward velocity is acquired as a consequence of the inter-particle collisions at the nozzle.
The spread of the molecular velocities after the transit through the nozzle is narrowed -
i.e. the translational temperature is greatly reduced. An ideal gas thermodynamic analysis
can be applied to the supersonic expansion process to arrive at an expression for the final
velocity of the gas. In this treatment we ignore heat conduction and viscous effects - these
approximations are valid as the flow time through the nozzle is short enough compared to
the diffusion times.
The first law of thermodynamics states that the change of internal energy of a system (∆U)
is equal to the heat added minus the work done by the system, i.e. ∆U = ∆Q −∆W . In
the case of adiabatic expansion, ∆Q = 0 and ∆W = pV − p0V0. Equating the total energy
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of the gas before and after the expansion we arrive at the equation:
U0 +


>
0
1
2
mv¯0
2 + p0V0 = U +
1
2
mv¯2 + pV
H0 = H +
1
2
mv¯2
⇒ h+ 1
2
v¯2 = h0 (4.1)
where m is the total mass of the gas, v¯ is center of mass velocity, H is the enthalpy of
the system (defined as H = U + pV ), and h is the enthalpy per unit mass. Note that the
important quantity in the expansion is enthalpy rather than the internal energy as the flow
is driven by the pressure gradient [190]. As the gas expands its enthalpy and temperature
decrease at the expense of its forward center of mass velocity v¯.
Recall that the heat capacity at constant pressure is defined as:
Cp =
(
∂Q
∂T
)
p
=
(
∂H
∂T
)
p
(4.2)
Combining equations (4.1) and (4.2), we arrive at the expression:
v¯2 = 2(h0 − h) = 2
∫ T0
T
cpdT = 2cp(T0 − T ) (4.3)
where cp is the specific heat capacity (assumed to be constant over the expansion region).
Finally, to relate the velocity to the mass of a gas particle, rather than the total mass of
the gas, recall the ideal gas law : pV = NkBT , where N is the number of particles. Thus
one can arrive at a new expression for Cp:
Cp =
(
∂H
∂T
)
p
=
∂
∂T
(U + pV )p
=
(
∂U
∂T
)
p
+NkB
=
(
∂U
∂T
)
V
+NkB
= CV +NkB =
Cp
γ
+NkB
⇒ Cp = NkBγ
1− γ (4.4)
where γ = Cp/CV = 5/3 for an ideal monoatomic gas [1]. We have also used the fact that for
an ideal gas the internal energy is a function of temperature only1 and thus
(
∂U
∂T
)
p
=
(
∂U
∂T
)
V
.
If each particle in the gas has a mass mp, dividing both sides of equation (4.4) by the total
mass of the gas Nmp will give an expression for the specific heat cp =
kBγ
mp(γ−1) that can
1This is true because there is no interaction between the gas particles.
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be substituted in equation (4.3). Thus, the mean velocity of the gas after the supersonic
expansion is:
v¯ =
√
2kBγ(T0 − T )
mp(γ − 1) (4.5)
where T0 is the initial temperature of the gas. The gas cools to a low temperature as it
expands. Once T  T0 the gas reaches its terminal speed: vt =
√
2kBγT0
mp(γ−1) .
4.1.2 The CaF source
So far we have considered the supersonic expansion of a monoatomic ideal gas. In many
experiments, the expanding gas is seeded with a small amount of the molecular/atomic
species of interest. In our source the seeding is done by ablating a solid target into the
expanding supersonic beam. The supersonically expanding gas is referred to as the ‘carrier
gas’ and is a noble gas such as helium, argon, krypton, xenon etc.
Figure (4.2) shows our CaF source. The CaF beam is created by ablating a solid calcium
target in a carrier gas consisting of 98% argon (Ar) and 2% sulphur hexafluoride (SF6).
The carrier gas is contained in a line held at a pressure of 4 bar. The gas line is attached
to the vacuum chamber through a solenoid valve. A spring-loaded teflon poppet seals the
opening of the valve. A high voltage (about 250 V) applied to the valve causes it to open.
The calium target is positioned inside the vacuum chamber a few millimetres away from
the valve opening. The target consists of a 2 mm-thick strip of calcium glued to the rim
of a steel disk. When the density of the gas pulse inside the vacuum chamber is optimal, a
pulse of light from a Q-switched Nd:YAG laser, with a duration of 10 ns and a wavelength
of 1064 nm, ablates the calcium target. The hot Ca atoms intersect the expanding gas.
A chemical reaction takes place between the SF6 and the Ca atoms forming CaF radicals
among other products. The CaF radicals are entrained in the supersonically expanding jet.
A skimmer with a 2 mm diameter hole, placed 70 mm downstream from the valve opening,
selects the center portion of the molecular beam and limits transverse velocities to ± 5
ms−1. The experiment is run at a repetition rate of 10 Hz.
4.1.3 Vacuum chamber assembly
A photograph of the vacuum chamber used in the laser cooling experiment is shown in figure
(4.3). This vacuum chamber was inherited from T. Wall and used to host an experiment
on Stark deceleration of CaF [183]. It consists of cylindrical segments with a cross section
of diameter 20 cm and length along the axis of symmetry of 35 cm. The vacuum chamber
assembly consists of two sections referred to as the ‘source’ and ‘main’ chambers. The
separation between these two sections is defined by the steel wall in the middle of which is
the skimmer. The source chamber is ≈ 40 cm long, while the length of the main chamber
has varied from 1.63 m to 2.04 m throughout the course of the experiment (it is easy to
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Figure 4.2: The CaF source.
remove and add segments). The extension of the vacuum chamber was necessary to ensure
long enough interaction time between the molecules and counter-propagating laser beam.
The detection region can be positioned either 1.2 m or 1.63 m away from the source (there
are two sets of detection optics inside the vacuum chamber), depending on the experiment.
Each of the main and source vacuum chamber assemblies is pumped by a 300 ls−1 tur-
bomolecular pump. The base pressure in both sections of the vacuum chamber is about
2×10−7 mbar. When the valve is pulsed at 10 Hz and the backing pressure in the gas line
is 4 bar, the typical time-averaged pressures in the source and main chambers rise to 10−4
mbar and 6×10−7 mbar respectively. This pressure can be varied by changing the amount
by which the poppet is pulled back - either by changing the voltage sent to the solenoid
valve or by adjusting the tension of the poppet spring.
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Figure 4.3: Picture of the vacuum chamber assembly for the laser cooling experi-
ments presented in this thesis. The main vacuum chamber is extended to allow for
a long interaction time with the molecules counter-propagating the laser beams.
4.1.4 Optimizing the CaF signal
There are several experimental parameters that can be varied to optimize the tempera-
ture, flux and center speed of the molecular beam. For our purposes, it is essential to
have a source that delivers a high flux of rotationally, vibrationally and translationally
cold molecules. In addition to this, it is important to have day-to-day stability over the
longitudinal temperature and the center velocity of the beam as some of the experiments
presented in this thesis are averaged over the course of a day or two.
The details of the supersonic sources are outlined in [170] - the CaF source is very similar
to the YbF source described in that paper. Three main variables affect the longitudinal
temperature of the beam : i) the separation between the valve opening and the target, ii)
the power of the ablating laser and iii) the delay between the firing of the ablation laser and
the opening of the solenoid valve. These variables can be controlled in the following way to
guarantee a stable and optimal CaF beam. The separation in the x-direction between the
valve opening and the calcium target can be carefully adjusted without the need to break
the vacuum using a linear translation feedthrough. The Nd:YAG laser normally produces
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a pulse of 10 ns duration and energy in the range of 35-50 mJ. The energy can be con-
trolled by adjusting a variable filter at the output aperture or by varying the ‘flash-to-Q’
parameter (which defines the time over which the population inversion in the Nd ions builds
up) from the computer. We varied the ‘flash-to-Q’ parameter in the 100-200 µs range and
found the optimal value to be 160 µs. The delay between the opening of the valve and the
firing of the ablating laser (‘valve-to-Q’ variable) is also computer-controlled. Note that
it is necessary to have this delay because the valve responds with a delay to an external
trigger. Changing the ‘valve-to-Q’ parameter affects the signal as it defines where the CaF
molecules are seeded in the carrier gas pulse. We found that a ‘valve-to-Q’ delay of 450 µs2
between the trigger for the valve and firing of the YAG laser maximized the CaF signal.
The plume that is created when the target is ablated is visible to the eye and its brightness
and shape are a good indicator of the quality of the CaF signal. Prolonged ablation of
a spot on the target leads to degradation of the surface and possibly deposits unwanted
products on the surface, which reduces the signal. Because of this the target wheel needs
to be rotated to a fresh spot after approximately 1000 shots. In addition, after all spots
on the target have degraded, the target wheel is taken out of the chamber and cleaned by
scraping the top layer off with a file. Usually, right after moving the target to a new spot,
the LIF signal increases greatly, and after several shots it reaches a stable value possibly
due to heating processes. The CaF signal can also be optimized by slightly changing the
spot where the YAG laser hits the target and by varying the distance between the valve
opening and the rim of the target wheel in the z-direction.
The flux of CaF molecules created is of the order of 109 molecules/sr/pulse [183].
4.2 Detection
The CaF molecules are detected by laser-induced fluorescence in the main vacuum chamber
as shown in figure (4.4). A probe laser beam whose frequency is scanned around the X2Σ+−
A2Π1/2 P (1) transition intersects the molecular beam perpendicularly. The photons emitted
at λ = 606 nm by the CaF molecules following laser excitation are gathered by collection
optics inside the vacuum chamber and projected onto the face of a photomultiplier tube
(Hamamatsu R374 PMT). The laser-induced fluorescence is reflected by a spherical mirror
positioned one radius of curvature below the molecular beam and collected by two aspheric
lenses located above the line of the molecular beam. The first aspheric lens is positioned
one focal length above the molecular beam and collimates the collected fluorescence. The
second lens projects the image onto the photocathode of the PMT with a magnification of
2. One of the two sets of PMT collection optics was installed in the vacuum chamber by R.
Darnley, the reader is referred to [191] and [183] for more details. The overall efficiency of
2Including a valve response time of approximately 150 µs.
Chapter 4. Making and detecting CaF molecules 66
molecular
beam
PMT(
50(mm
39(mm
43(mm
80(mm
spherical
mirror
Comar
39AF50
Comar
80PQ50
probe
beam
input(window
(at(Brewster's(angle) baffles
output(window
(at(Brewster's(angle)
Figure 4.4: Schematic of the CaF beam machine and light-collection optics. The
figure shows a cross-section of the vacuum chamber perpendicular to the forward
motion of the molecules (coming out of the plane of the figure).
the detection (including the quantum efficiency of the PMT at 606 nm and the transmission
losses from the optical surfaces) is estimated to be 1% [191]. The probe beam entrance and
exit viewports are equipped with windows at the appropriate Brewster angle for a given
probe beam polarization in order to minimize background scatter seen by the PMT. A
mask under the PMT limits the imaged area from the interaction region. The dimensions
of the mask are 10×20 mm and 20×20 mm3 when the PMT is 1.2 m and 1.63 m away
from the source respectively. The mask limits the Doppler contribution from the transverse
velocities of the molecules to less than 6 MHz.
4.2.1 PMT electronics
When a photon hits the photocathode of the PMT, it can trigger an avalanche of electrons
and a current pulse is given out by the PMT. This electron avalanche is caused by an ap-
plied bias voltage (typically in the of 1-1.5 kV range) between the PMT anode and cathode.
Depending on the flux of photons, the PMT can be used in either ‘photon counting mode’
(with low flux of photons) or in ‘current mode’ (when the flux of photons is high enough).
In all the experiments described in this thesis the PMT is in current mode. The current
from the PMT is converted to a voltage and then amplified, as shown in figure (4.5). The
first part of the amplifier acts as an integrator with a time-constant of 2 µs and a voltage-
to-current conversion factor of 1.1×105 V/A. The voltage at the end of the integrator is
passed on to an amplifier with a variable gain that is user-selected. The final voltage is
then sent to the computer DAQ card.
3The long side is along the direction of the molecular beam.
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Note that the photomultiplier tube is an extremely sensitive instrument. To avoid satura-
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Figure 4.5: PMT pre-amplifier circuit diagram.
tion, care must be taken so the photocathode is well shielded from room lights. In addition
to this, baﬄes inside the vacuum chamber are positioned so that no scattered rays from
the probe or cooling laser beams make it to the PMT cathode.
4.2.2 The time-of-flight profile
The probe beam used to detect the molecules has a Gaussian intensity profile with a
FWHM of 4 mm along the forward motion of the molecules. The transit time through the
probe beam of a molecule traveling at at 600 ms−1 is approximately 6 µs. This transit
time is long compared to the natural lifetime of the excited state of 19.2 ns [181]. For a
molecule excited with a single frequency, there are many possible decay channels to different
ground electronic state and hyperfine levels. Usually after scattering only a few photons
the molecule decays to a dark state where it can no longer see the laser light. This limits
the number of photons scattered by each molecule.
The idea of a time-of-flight measurement is simple - a molecule traveling at a velocity v
will arrive at the detector positioned at a distance L in time t. Provided that the temporal
resolution of the detector can be neglected, the obtained time-dependent signal can be
used to deduce the velocity distribution of the molecular packet. A molecular packet with
a Maxwellian distribution of velocities centered at v0 produces a time-dependent signal h
at a detector positioned at a distance L away from the source given by [1]:
h(t, ts, s) =
A(L− s)4
(t− ts)5 exp
[−mv20
2kBT
(t0 − s/v0 − t+ ts)2
(t− ts)2
]
(4.6)
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Figure 4.6: Time-of-flight (ToF) profile detected 1.63 m away from the source.
The signal (blue dots) is fitted to equation (4.7) (red solid line). The fit gives a
longitudinal temperature of 2.5 K.
where t0 = L/v0, s is the initial position of the molecule in the source, ts is the time at
which a molecule is born, and m is the atomic mass of the carrier gas. We can ignore s and
ts since usually the detector is far away from the source and L s and t0  ts. Moreover,
the range of arrival times is much smaller than the central arrival time and we can set t ≈ t0
in the denominator of the first factor in equation (4.6). Making these approximations we
arrive at the expression for the molecular signal as a function of time:
h(t) =
AL4
t50
exp
[ −mL2
2kBTt40
(t− t0)2
]
. (4.7)
By fitting equation (4.7) to the time-of-flight measurement of the molecular beam shows
one can extract the translational temperature and central velocity of the molecular beam.
An example CaF time-of-flight profile detected with the PMT positioned 1.63 m away from
the source is shown in figure (4.6). Note that the central arrival time of 2711 µs corresponds
to a center velocity of 602 ms−1, while the velocity predicted by equation (4.5) is 557 ms−1.
Previous work by T. Wall on the same beam machine has revealed that the measured center
speed exceeds the theoretical value by 10%, regardless of the carrier gas [183] (Ar, Kr and
Xe were used as the carrier gas). There are three possible reasons for the excess speed of the
supersonic beam. Perhaps the dominant mechanism is heating of the soleniod valve which
causes the initial temperature of the gas to be higher than room temperature as suggested
by Tarbutt et al. in [170]. A small increase in the centre of mass velocity can be due to the
fact that the expanding gas contains a small amount of SF6. Sulfur hexafluoride has more
degrees of freedom than a simple monoatomic gas and thus can transfer longitudinal kinetic
energy to the expanding jet (in SF6 γ = 1.0984 [192]). However, this effect only leads to
an increase of the velocity of 0.2% as there is only 2% of SF6 in the misxture. Finally, the
increased velocity can be attributed to possible cluster formation in the noble gas in the
process of expansion as the energy of formation is released as kinetic energy.
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4.2.3 Building up the molecular spectra
In addition to the ToF profile for a single-frequency probe, we can obtain the molecular
spectrum by scanning the frequency of probe laser and integrating the ToF profile ob-
tained at each frequency. For example, the main laser cooling transition takes place on
the X2Σ+(N = 1, v = 0) → A2Π1/2(J ′ = 1/2, v′ = 0) transition at 494430 GHz. The
hyperfine structure in the excited state is unresolved, so when the probe laser frequency
is scanned over approximately 150 MHz around the transition frequency, the four ground
state hyperfine levels can be resolved (figure (4.7)). Consider first the width of each hyper-
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Figure 4.7: The CaF spectrum over the four hyperfine levels of the laser cooling
transition (points) built up of 350 shots. The laser frequency is stepped by 0.7
MHz in between shots. The solid red line is a fit to the sum of four Lorentzian
functions. The probe beam of power 0.3 mW has a Gaussian intensity profile with
a FWHM of 3 mm.
fine transition. The mask under the PMT limits the transverse velocities of the molecules
that get detected to vT ± 2 m s−1 which corresponds to a Doppler shift at full width of 6.6
MHz. The excited state spontaneous decay rate is Γ/(2pi) = 8.3 MHz [181], and thus there
is no Doppler contribution to the width of each line. The FWHM of the lines in figure (4.7)
is approximately 20 MHz which is due to power-broadening. In the experiments presented
in this thesis the probe beam has a Gaussian intensity profile with a FWHM of about 3
mm. The probe beam power is usually around 0.3 mW.
The height of each of the hyperfine components in figure (4.7) is determined by the statisti-
cal population of the state and also by the mean number of photons scattered by a molecule
in that state. We need to note that source variations can lead to different relative heights
of the hyperfine peaks. In order to accurately determine the amplitude of each peak, we
measured the spectrum several dozen times with a stable source and fitted it to a sum of
four Lorentzian functions. The peak heights normalized to the first peak height were found
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to be 1, 1.21± 0.13, 0.39± 0.07 and 0.98±0.10. Finally, we note that in figure (4.7) we have
subtracted the background (of approximately 100 units on the scale shown) which is ‘seen’
by the PMT due to the off-resonant probe laser light in the vacuum chamber.
Chapter 5
The laser system
In this chapter, I describe the laser systems used for cooling and detecting the CaF
molecules.
5.1 Overview of the laser system
A total of six lasers are necessary to carry out the experiments presented in this thesis.
Two dye lasers are used for the laser cooling and one for the detection of CaF molecules;
two other lasers act as pumps for the dye lasers. A temperature-stabilized He-Ne laser is
used as a frequency reference as there are no convenient atomic lines in the vicinity of the
transitions of interest.
All dye lasers used in this project are cw and with a ring type cavity. The main cooling laser
(which we will refer to as v00) and the vibrational repump laser (v10) are both Coherent
699-21 operated with Rhodamine 6G and DCM dye respectively. The probe laser used to
detect the molecules on the A−X(0−0), A−X(1−1) or A−X(2−2) transition is a Spectra
Physics 380D laser run with Rhodamine 6G dye. A Spectra Physics BeamLok 2080-15-SA
argon ion laser with a maximum output of up to 30 W in the range 445-515 nm is used
to pump the v00 and probe lasers with 6 and 4 W respectively. The v10 repump laser is
pumped with 5 W of light at 532 nm provided by a Coherent Verdi V5 (frequency-doubled
Nd:VnO4 laser). The maximum powers available at the output of the three dye lasers with
a fresh batch of dye and optimized intracavity elements are 300 mW (v00), 150 mW (v10)
and 70 mW (probe laser). A lay-out of the optics table is shown in figure (5.1).
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Figure 5.1: Lay out of the optics table - top view. The beam combining optics
and the hyperfine states sidebands optics are omitted for clarity.
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5.2 Laser cooling with dye lasers
Dye lasers offer a convenient way to access the transitions in CaF at 606 nm and 628 nm,
even though the day-to-day maintenance of three dye lasers presents a technical challenge.
Dye lasers offer certain advantages over other laser sources. They are tunable around a very
broad range in the visible and near infrared spectrum for any given dye (e.g Rhodamine
6G can lase in the 570-650 nm range when pumped by Ar ion laser light). This wide range
tunability of dye lasers is unparalleled by any other laser system and is particularly useful
for molecular physics experiments as diatomic molecules have a multitude of rovibrational
transitions spaced over tens of GHz. Dye lasers also provide very narrow linewidth of the
laser light - of the order of 100 kHz and good TEM00 mode of the output beam.
There are, however, some disadvantages the dye laser user must get used to. In particular,
mechanical and acoustical vibrations can cause frequency jitter of the laser light. In addi-
tion, the daily adjusting of the controls of the cavity-forming mirrors in order to optimize
the power may cause movement of the output beam, while focusing of some mirrors (e.g.
M5 and M2 in figure (5.2)) may change the size and mode of the output beam. In general,
there are many movable parts inside the laser cavity and this causes many issues. Having
a fluid lasing medium is by itself a source of numerous problems. The dyes are prepared
according to standard recipes as given in the laser manuals and contain Rhodamine 6G dye
dissolved in ethylene glycol (for the v00 and probe lasers) or DCM dye dissolved in benzyl
alcohol (for the v10 laser). The dye solvents are moderately toxic and the DCM dye is
known to be mutagenic and carcinogenic which raises health and safety concerns. The dye
solutions are circulated at relatively high pressures - 20-30 psi for the Coherent 699 models
and 90 psi for the Spectra Physics model. Faulty connectors or tubing with holes in it can
have catastrophic consequences (as we have found on several occasions). The fact that the
dye gets gradually used up means that the maximum output laser power decreases from
day to day.
5.3 The ring cavity dye laser
The dye lasers used are traveling wave ring cavity dye lasers. Here we will briefly outline the
theory of operation of bow-tie ring cavity dye lasers. The pump laser beam hits a carefully
formed laminar flow of the dye solution causing a population inversion in the large organic
molecules in the dye. The lasing mode is then defined by four mirrors. Figure (5.2) shows
the schematic of the bow-type cavity. The figure is based on the Coherent 699-21 design,
but the Spectra Physics dye laser used for the probe is very similar - the main difference is
that the Coherent laser has the dye jet in the horizontal plane while in the Spectra Physics
laser the plane is vertical.
Unidirectional laser operation is achieved by an optical diode. A three-plate birefringent
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filter reduces the linewidth to 2 GHz. Single longitudinal mode operation is enforced by
a thin etalon with a free spectral range of 200 GHz. The use of thick etalon permits the
longitudinal mode to be scanned. The overall effective linewidth resulting from these three
optical components is 20 MHz. Note that although the instantaneous linewidth of a single
longitudinal mode is a fraction of a hertz, mechanical and acoustic disturbances cause jitter
and broaden the mode. Thus, active stabilization is needed to achieve a narrower linewidth.
To implement this, a portion of the output beam is sent to the laser’s own temperature-
stabilized Fabry-Pe´rot reference cavity. As the effective length of the laser cavity is scanned
with the vertex-mounted Brewster plate, the output of the reference cavity is monitored by
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Figure 5.2: Schematic of the bow type cavity dye laser (Coherent 699-21 model).
a photodiode (photodiode B in figure (5.2)). A change of the laser frequency causes a change
in the transmission through the reference cavity. In order to differentiate between intensity
fluctuations and frequency change, a part of the output beam is sent to a normalizing
photodiode A. The signals from photodiodes A and B are sent to the laser control box
where they are subtracted to generate an error signal. The amplified error signal is used
in a servo-loop to generate a lock point. The dye laser cavity is locked by adjusting the
laser cavity by driving a high-frequency (∼100 kHz) piezoelectric mounted mirror (‘tweeter’
mirror M2 in figure (5.2)). Once the laser is in lock mode, its frequency can be scanned in
the range 100 MHz-30 GHz by sending a voltage1 to a galvo-driven Brewster plate inside
the temperature-stabilized reference cavity.
1This voltage is in the −5 to +5 V range for the Coherent 699 lasers and in the 0 − 1 V range for the
Spectra laser.
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5.3.1 Frequency stability
The frequency stability of the dye lasers is critical, in particular for the longitudinal laser
cooling experiments. Nominally, the frequency jitter on the laser when in locked mode
should be less than 1 MHz.
The spectral characteristics of the two Coherent 699 lasers were analyzed with a confocal
scanning cavity (Thorlabs Fabry-Pe´rot interferometer SA200-5B). The Fabry-Pe´rot (FP)
cavity acts as a very narrow band-pass filter whose length can be carefully tuned by using
piezoelectric transducers. As the cavity length is scanned, the transmission of the laser
light through the cavity is monitored on a photodiode as shown in figure (5.3).
In order to estimate the laser frequency jitter, we lock the dye laser to its reference cavity
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Figure 5.3: The v00 laser transmission peaks through an external Fabry-Pe´rot
(FP) cavity with a free spectral range (FSR) of 1.5 GHz. The dye laser is locked
to its reference cavity while the FP cavity length is scanned with a voltage ramp.
and fix the FP cavity length so that the transmission is about half the maximum value. The
changes in transmission are recorded by a photodiode. Figure (5.4) shows the frequency
variation over one second. The fluctuating voltage detected by the photodiode is mostly
caused by changes of laser frequency as cavity length changes due to thermal fluctuations
are unimportant on such a short timescale. The running difference of the voltage ∆V
(∆V = Vk−Vk−1 where Vk is the detected voltage at the kth sample point) is an indication
of the short-term laser frequency jitter (the data points are taken every 0.5 ms). The mean
of the short term frequency jitter is zero, while the standard deviation is 0.8 V which can be
related to a frequency change of 0.33 MHz. The maximum change in frequency on this very
short timescale is approximately 0.4 MHz - too small to be of any importance. However, it
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Figure 5.4: The frequency jitter of the laser beam is manifested as a change of
detected voltage when the external cavity is not scanned (green trace). The cavity
length is fixed so that the mean of the photodiode signal corresponds to the half
maximum as compared to figure (5.3). The difference in photodiode voltage from
point to point (blue trace) is indicative of the short-term frequency jitter.
is obvious from figure (5.4) that some much more striking changes happen on a time scale of
approximately 50 ms corresponding to a frequency hops of approximately 4.5 MHz. These
frequency hops are more significant as they are comparable to the spontaneous decay rate
of the cooling transition: Γ/(2pi) = 8.3 MHz. For the purposes of laser cooling a better
frequency stability is desirable. To achieve that, we lock both the v00 and v10 lasers to a
temperature-stabilized He-Ne laser with the Transfer Cavity Lock.
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5.4 The transfer cavity lock
The long term frequency stability of the Coherent 699 lasers is quoted in the manual to
be less than 200 MHz/hour. By referencing to a molecular transition we found that the
frequency of each laser, when locked to its own reference cavity, drifts by several MHz/hour.
Since it is desirable to achieve stability of the order of several MHz/10 hours, a better
frequency reference is needed. We use a temperature-stabilized He-Ne laser as the both
long (several hours) and short (∼ 50 ms) timescale frequency reference.
5.4.1 The stabilized He-Ne laser
A He-Ne laser tube (JDS Uniphase model 1001) in a home-made thermal feedback lock is
used as the frequency reference in this experiment. The He-Ne frequency is stabilized in the
following way. The output He-Ne laser beam at 633 nm consists of several longitudinal laser
cavity modes which are linearly polarized and orthogonal to each other in an alternating
way. The modes are spaced by c/2L, where L is the length of the laser cavity and c is the
speed of light. The gain curve of the He-Ne laser has a Gaussian shape with a full-width
at half-maximum of ∆ω =1500 MHz. For the cavity length of the He-Ne tube used in this
experiment, the separation between the modes of orthogonal polarization is 620 MHz and
only two modes are supported by the cavity. The relative intensity of each mode depends
on their position on the gain curve. The polarization of each mode is linear and randomly
oriented but orthogonal to the other mode. The two modes are separated by a polarizing
beam cube and monitored by photodiodes. The photodiode signals are used in a home-
made proportional and integral (PI) controller to stabilize the laser cavity length so that
the relative intensity of the two modes is kept constant. In the current experiment, care
was taken to orient the tube so that only one mode is present after the beam splitter once
the He-Ne laser is in lock mode. The temperature-stabilized He-Ne laser drifts by ≈2 MHz
on a ≈10 hour timescale.
5.4.2 The transfer cavity lock
The frequencies of the v00 and v10 cooling lasers are locked with respect to the He-Ne laser
with the use of a transfer cavity lock (TCL) similar to the one described in [193]. The
reference He-Ne beam and pick-off beams from the output of the two cooling lasers are
coupled into a Fabry-Pe´rot interferometer (Thorlabs SA200-5B, with free spectral range
of 1.5 GHz) as shown in figure (5.5). The cavity length is scanned by a TG 120 20 MHz
function generator with a saw-tooth voltage ramp at a rate of 40 Hz. The signals of the
three photodiodes monitoring the beams transmitted through the scanning cavity are sent
to the data acquisition device together with the scan voltage. Each peak is fitted to a
Lorentzian function and the position of the peak in terms of voltage sent to the cavity is
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Figure 5.5: Transfer cavity lock optics set-up.
recorded by the software2. At the end of each iteration loop of the code, the positions of the
He-Ne peak and the dye lasers peaks are compared and the voltage sent to the dye lasers is
adjusted to keep the relative separation at a constant value as specified by the lock point.
In order to account for the long term drifts of the transfer cavity length due to thermal
fluctuations, the scanning voltage corresponding to the He-Ne peak is set to be the same
for every iteration loop. This is done in the following way : if V Ref0 is the voltage where the
user wants to lock the He-Ne, then the difference at the kth loop ∆Vk=V
Ref
k −V Refk+1 is added
with a summing amplifier to the saw-tooth scanning voltage sent to the cavity. Thus, the
stability of the Transfer Cavity Lock is limited by the stability of the temperature-stabilized
He-Ne laser.
Figure (5.6) shows a schematic of the transfer cavity lock hardware. The difference between
a dye laser peak set voltage and the actual voltage is displayed as an error signal. The
voltage spread of the error signal corresponds to a frequency change of approximately 4.28
MHz/10 mV as determined by the voltage ramp and the FSR of the transfer cavity. The
Transfer cavity lock was found to be stable to 0.1 GHz over several hours as verified by the
molecular ToF signal and the wavemeter (Angstrom High-Finess wavemeter).
2The transfer cavity lock software was written in C# by Sean Tokunaga.
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Chapter 6
Optical cycling in a multi-level
system
The efficiency of laser cooling is dependent on each CaF molecule scattering as many pho-
tons as possible in a quasi-closed cycling transition. In chapter 3, I discussed the laser
cooling scheme on the P (1) line with one vibrational repump in which the molecules cycle
on the X(N = 1, v = 0, 1)↔ A(J ′ = 1/2, v′ = 0) transition. The laser cooling light consists
of a total of eight frequencies (four for the hyperfine levels in the v = 0 and v = 1 ground
state vibrational manifolds respectively) connected to one excited state.
The first step to laser cooling is to address the four hyperfine levels in the X(N = 1, v = 0)
vibrational manifold. When this is done, the number of photons scattered by a single
molecule increases dramatically even though the transition is only rotationally closed. Sim-
ply addressing the four hyperfine levels in the X(v = 0) manifold of the laser cooling
transition is not enough to demonstrate significant laser cooling as a molecule will scatter
fewer than a hundred photons before getting pumped into the X(N = 1, v = 1) state.
Nevertheless, the enhanced fluorescence exhibited in this system is an important milestone
in the road to laser cooling and can be used to verify the theoretical prediction for the
scattering rate in a multi-level system.
In this chapter, I will explain in more detail how the number of photons scattered per
molecule increases as the four hyperfine frequencies of the v = 0 laser cooling transition are
added. Note that the data in this chapter is only preliminary to laser cooling - the reader
can skip to chapter 7 without loss of coherence.
When a molecule is exposed to single-frequency resonant light, it will scatter
photons until it decays to an off-resonant state. Consider a molecule in one of the four
hyperfine levels of the X(N = 1, v = 0) state. Following the probabilistic arguments from
chapter 3, we can estimate that a molecule in a given hyperfine state will scatter on average
Nph = 1/(1 − r × q0,0) photons, where r is the branching ratio to that state and q0,0 is
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the A − X(0 − 0) Franck-Condon factor. Using the branching ratios from the A2Π1/2 to
the ground (J = 3/2, F = 2), (J = 3/2, F = 1), (J = 1/2, F = 0) and (J = 1/2, F = 1)
state from appendix A, we can estimate that molecules in each hyperfine state will scatter
on average 1.25, 1.39, 1.18 and 1.49 photons before decaying to an off-resonant dark state
(here we have taken q0,0 = 0.978). If, however, all four hyperfine transitions are addressed,
the number of photons scattered per molecule in the N = 1 state will be much greater
than the above values as Nph increases as 1/(1− p) where p is the probability of decay to
a bright state. This effect is what we will call ‘optical cycling’ or enhanced fluorescence.
It is useful to define a measure of the optical cycling which we refer to as the ‘enhancement
factor’ E:
E =
Nph(
∑4
i (fi))∑4
i Nph(fi)
(6.1)
where fi is the frequency of the light addressing state i, Nph(fi) is the mean number of
photons scattered when only transition i is driven and Nph(
∑4
i (fi))) is the mean number
of photons scattered when all four transitions are driven.
6.1 The rate equation model
The problem of a multi-level molecule scattering photons when exposed to multiple resonant
frequencies is more complicated than the simple probabilistic argument presented above.
For example, the number of scattered photons per molecule in a N = 1 rotational state
depends on the intensity with which each transition is driven and the interaction time
between the laser and the molecule. We can model the evolution of the molecular population
in a given state in terms of the coupled rate equations. The model was developed by M.
Tarbutt and the main results will be presented here.
The molecules scattering on the (X,N = 1, F ) ↔ (A, J ′ = 1/2, F ′) transition can be
modeled by the rate equations in which i ground states are connected to j upper states
by resonant laser frequencies. The evolution of the molecular population in each state is
governed by the following set of equations:
dNi
dt
=
∑
j
Rij(−Ni +Nj) +
∑
j
ΓrijNj
dNj
dt
= −ΓNj +
∑
i
Rij(Ni −Nj) (6.2)
where Ni and Nj are the populations in the respective state, Γ is the excited state spon-
taneous decay rate and rij is the branching ratio from state i to state j. From the optical
Bloch equations taken in the limit where the coherences have reached a steady state one
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can find that the excitation rate for transition i→ j is given by:
Rij =
Γ
2
rijs
1 + 4δ2/Γ2
(6.3)
where δ is the laser detuning from resonance, s = I/Isat is the saturation intensity param-
eter and Isat is the two-level saturation intensity (see chapter 15 from [1]).
The model assumes that initially all 12 ground state levels (including the degenerate mag-
netic sublevels) in the X(N = 1, v = 0) manifold are equally populated and then excited
by linearly polarized light to the 4 excited excited state levels. In the model each transition
is driven with the same intensity. The driving intensity can be varied and is usually cho-
sen to reflect the typical experimental values. The model also assumes that each molecule
interacts with a laser beam of a top-hat intensity profile and the interaction takes place
for a variable time. For the results presented in this section, there is no detuning from
resonance for each transition. The model also takes into account the branching ratios for
the transitions from the excited to the ground states (appendix A).
The solution to the rate equations shows the evolution of the population of each state as
a function of interaction time with the laser beam. The excited states population Nj(t)
for a given driving intensity can be obtained by solving the rate equations (6.2) and since
Γ is known, one can calculate how many photons on average will be scattered per N = 1
molecule for a given interaction time. The time evolution of the ground state populations,
on the other hand, can tell us if there is a particular state that empties out more slowly
than the others and is thus more sensitive to the driving intensity.
6.1.1 Closing the four hyperfine leaks in the v = 0 manifold
Consider first the laser cooling transition in which the 12 states in the X(N = 1, v = 0)
manifold are connected to the four levels in the A state. The leak to the X(N = 1, v = 1)
manifold is included as a 13th state that is not addressed by a laser frequency. For the
moment, we will concentrate on the case in which there is no detuning δ, the addressing
laser is linearly polarized, and there is no magnetic field to remix the dark states.
Consider first the case when only one hyperfine transition X(J, F ) → A(J ′, F ′) is driven.
In this case the molecules will quickly be pumped out in one of the other three hyperfine
states after scattering only a few photons. The results of the model for the average number
of photons scattered per molecule in the N = 1 state when a single transition is driven at
s = 1 for an interaction time of 10 µs are shown in table (6.1). Increasing either the driving
ground state (J, F ) (3/2,2) (3/2,1) (1/2,0) (1/2,1)
Nph 0.299 0.278 0.107 0.4278
Table 6.1: The average number of photons scattered per N = 1 molecule when
a single transition is driven at s = 1 and for an interaction time of 10 µs.
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intensity I or the interaction time does not increase Nph significantly as the molecules
get pumped into an off-resonant state after scattering only a few photons. Nevertheless,
something useful can be learned - the small X(J = 3/2, F = 1,mF = 0)→ A(F ′ = 0,m′F =
0) coupling causes the X(J = 3/2, F = 1,mF = 0) state to empty out more slowly than
the other ones and acts as a bottleneck. The (J = 3/2, F = 1) state is thus more sensitive
that the other three to the driving intensity. When the transition from that state is driven
at s = 5 the number of photons scattered increases to 0.33.
Consider next what happens when two of the hyperfine transitions are addressed - say
(J = 3/2, F = 2) and (J = 1/2, F = 1). We would expect that now a N = 1 molecule
will scatter a slightly higher number of photons as compared to the single-frequency case
above as there are two bright states instead of one. The solution to the rate equations
suggests that when both transitions are driven, the mean number of photons scattered per
N = 1 molecule increases to 0.839. This number of scattered photons corresponds to an
enhancement factor of 1.15. Again, increasing the driving intensity or interaction time does
not increase the enhancement factor significantly.
When all four transitions are driven, however, the enhancement factor depends strongly on
the driving intensity. For linearly polarized light the mF = ±2 ground state levels remain
dark. The number of scattered photons will increase with increasing driving intensity
or interaction time until the molecule gets pumped into these dark states. Figure (6.1)
shows the predicted enhancement factor as a function of the driving saturation intensity
parameter s per hyperfine transition when all four transitions are driven. The enhancement
factor saturates with increasing driving intensity because the molecules soon get pumped
the dark ground state magnetic sublevels in the X(N = 1, v = 0) manifold. The model
predicts that when the dark states are not destabilized the maximum number of photons
scattered per N = 1 molecule is 8.13.
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Figure 6.1: The enhancement factor predicted by the model when all four hy-
perfine transitions are driven. The interaction time is 10 µs. The enhancement
factor saturates with increasing intensity because the molecules get pumped into
the dark magnetic states.
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6.1.2 The effect of the magnetic field
The results in subsection (6.1.1) do not take into account the effect of the magnetic field
which remixes the dark ground states. The model can be modified to include the remixing
of the dark states by assuming that the effect of the magnetic field is to damp out the
population difference between the different magnetic sublevels. This means that if the
population piles up in one state, the magnetic field will re-distribute it at a rate proportional
to the Larmor precession of the spin in that state. The model investigates the effect of
adding different components of the magnetic field and how that increases the number of
scattered photons.
Figure (6.2 a) shows how the number of photons scattered per transition increases as a
function of the driving intensity in the absence of an external magnetic field. When a
magnetic field along the y-direction is added the number of photons scattered when each
transition is driven separately increases slightly (figure (6.2 b)). The model suggests that
the total number of photons scattered is maximized when Bz = By = 2 Gauss (figure
6.3). For this value of the magnetic field and when the driving intensity is high enough the
number of photons scattered per N = 1 molecules increases to approximately 48.
Note that there is an optimal value for the magnetic field strength. If the magnetic field is
too small, the precession rate of the dark state into bright ones is too low and is limiting the
scattering rate while if the magnetic field is too high, the hyperfine levels will be Zeeman-
shifted out of resonance with the addressing laser light.
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Figure 6.2: a) Number of photons scattered per N = 1 molecule when individual
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field and for an interaction time of 10 µs. b) The number of photons scattered per
transition increases as a function of By. Note that the (J = 1/2, F = 0) state is
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magnetic sublevel.
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6.2 Optical cycling in the low intensity regime
The first step to laser cooling is to build an experiment in which each of the four levels in
the (X,N = 1, v = 0) manifold is addressed with a separate frequency. The separations
between the hyperfine states are in the radio frequency range (20-150 MHz) and one can
use only one laser with inscribed frequency sidebands to address all of them. Ideally, the
best approach is to use an electro-optic modulator (EOM), similarly to the laser cooling
of SrF experiment [154]. Strontium fluoride has a very similar electronic structure to CaF,
and has been transversely cooled on the P (1) transition. However, the frequency spacing
of the hyperfine levels in CaF is different than the ones in SrF - the choice of hyperfine
frequency generating scheme is dictated by the exact frequency spacing and the commercial
availability of EOMs/AOMs which are only made for a limited range of resonant frequen-
cies.
There are two optical set-ups that were built in the laser cooling experiment. The first
one consisted of three AOMs and the second one of one EOM and one AOM. The optical
set-up with the three AOMs involved the use of many polarizing beam cubes, beam split-
ters, and half and quarter waveplates to recombine the laser beams and as a consequence
approximately 70% of the laser power was lost due to the many optical reflections1. Even-
tually, the EOM-AOM frequency-generating scheme was adopted as it delivered more laser
cooling power to the experiment. Nevertheless, the initial three-AOMs set-up had several
advantages. For example, this set-up allowed us to optimize the molecular fluorescence by
separately controlling the detuning and intensity of each hyperfine frequency.
In this chapter, I will outline how the laser cooling set-up was built chronologically. In the
three-AOM set-up we investigated the resonant fluorescence in the low-intensity regime,
while the higher laser power available in the AOM-EOM set-up allowed for investigating
the saturation of the molecular fluorescence as a function of the intensity and pumping the
molecules from the X(N = 1, v = 0) to the X(N = 1, v = 1) manifold.
6.2.1 The three-AOMs set-up
The scheme for addressing the hyperfine levels in the three-AOMs set-up is shown in figure
(6.4) - it consists of one unmodulated laser beam and three frequency-shifted components
each generated by an acousto-optic modulator.
1This loss was despite the fact that all optical elements were custom anti-reflection coated for light at
606 nm.
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Figure 6.4: Addressing the four hyperfine levels of the X(N = 1) state with three
AOMs. When the unmodulated laser beam is resonant with the (J = 1/2, F = 1)
state, all hyperfine transitions are addressed. The four beams are labeled as f0,
f−76, f−123 and f−148 to designate the frequency shift of each one of them with
respect to the (J = 1/2, F = 1) state.
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6.2.1.1 The AOM in a double-pass configuration
The acousto-optic modulator works in the following way. A transducer is driven by a time-
varying electric field and creates traveling sound waves inside a solid medium (e.g. glass or
crystal). The sound waves cause a local change of the refractive index of the material and
act as a diffraction grating for the laser light beam.
The principle of operation of an AOM can be envisioned as a Bragg scattering process [194].
The scattering is between a phonon from the acoustic wave and a photon from the light
field. The photon has momentum ~kphoton =
Ω
vL
, where Ω is the light frequency and vL is
the velocity of the light inside the crystal, and the phonon has momentum ~κphonon =
ω
vs
,
where ω is the modulation rf frequency and vs is the speed of the acoustic wave inside the
crystal (~kphoton ⊥ ~κphonon). The first order energy and momentum scattering processes are:
Ωd = Ωi ± ω (6.4)
kd = ki ± κ (6.5)
where the subscripts d and i refer to the diffracted and incident frequency and momentum
of the photon and +/− refers to absorbed/emitted phonon respectively. Note that higher
diffracted orders than the ±1st are also possible.
Changing the modulation frequency ω leads to a change in angle of the diffracted orders.
This limitation can be avoided in the double-pass configuration [194]. In this set-up, one of
the diffracted orders is retroreflected back to the AOM where it is modulated a second time
resulting in a total frequency shift of 2ω. From momentum conservation considerations,
one can show that the wave vector of the incident beam and the wave vector of the double-
diffracted beam are anti-parallel and perfectly overlapped spatially. Thus, even if the
modulation frequency of the AOM is changed, the spatial orientation of the diffracted
beam after the second AOM pass does not change. The use of a quarter wave-plate and
a polarizing beam cube makes it easy to separate the incoming beam from the doubly-
diffracted one (figure (6.5)).
A schematic of the optics table for combining the four laser-cooling frequencies is shown in
figure (6.6). The output v00 laser beam is split into four parts three of which are frequency-
shifted using a double-pass AOM arrangement. The four beams are then recombined on
beam splitters. This arrangement is inherently lossy as each beam splitter discards about
half the light. The final beam consisting of the four frequencies is shaped to have an
Gaussian intensity profile with a 1/e2-radius of 1.5 mm. It enters the vacuum chamber
perpendicularly to the molecular beam.
The rf frequencies for the AOMs are generated by VCOs and amplified by rf-amplifiers.
The technical details of the AOMs are presented in table (6.2).
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Figure 6.5: AOM double-pass configuration set-up.
AOM RF source RF frequency Material RF power Efficiency
(W) Power(diffracted beam)Power(incoming beam)
IntraAction AOM-40 Mini-Circuits VCO 38 MHz glass 2.3 W 70%
AF series POS50 (25-50 MHz)
Crystal Technology Mini-Circuits VCO 61.2 MHz TeO2 0.5 W 80%
3080-120 POS100 (50-100 MHz)
Crystal Technology Mini-Circuits VCO 76 MHz TeO2 0.5 W 80%
3080-120 POS100 (50-100 MHz)
Table 6.2: AOM parameters and technical details. The efficiency quoted is in
single pass.
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6.2.2 Enhanced fluorescence in a multi-level system
The objective of the experiment is to make the CaF radicals scatter as many photons as
possible. The first step to increase the fluorescence is to address each of the hyperfine levels
in the X(N = 1, v = 0) ground state. Thus, a molecule spends more time in a state where
it can ‘see’ a laser frequency and cycles in the multi-level system before it is pumped into
a dark state.
6.2.2.1 Example spectrum
The hyperfine structure of the X2Σ+(N = 1, v = 0)→ A2Π1/2(J ′ = 1/2, v′ = 0) transition
can be resolved by scanning the laser around 494430 GHz. An example spectrum taken in
the low intensity regime is shown in figure (6.7). The four hyperfine peaks in figure (6.7)
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Figure 6.7: The four hyperfine levels of the X(N = 1, v = 0)→ A(J ′ = 1/2, v′ =
0) transition. The spectral features are fitted to the sum of four Lorentzian func-
tions. The spectrum is taken with a probe beam of power 0.145 mW, the quoted
saturation intensity parameter is the at the center of the beam.
are fitted to a sum of four Lorentzian functions:
L(x) = A+
4∑
i=1
Bi(Di/2)
2(
Di
2
)2
+ (x− Ci)2
(6.6)
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where A is the background level, Bi is the height of each line, Ci the center frequency of
the transition and Di characterizes the width of the line. Note that the vertical scale in
figure (6.7) is arbitrary because of the variable gain of the PMT pre-amp amplifier.
The spectrum shown in figure (6.7) is taken with an unmodulated probe beam from the v00
laser which intersects the molecular beam perpendicularly. The laser beam is collimated
and shaped to have a Gaussian intensity distribution2. We define the Gaussian intensity
profile as:
I(r, z) =
P
2piw(z)2
exp(−r2/2w(z)2) (6.7)
where r is the radial distance from the center of the laser beam, z is the direction of
propagation of the laser beam, P is the power and w(z) is the 1/e2-radius at position z (for
the data in this section w = 1.5 mm and does not change with z). Thus, we get the power
when we integrate the intensity: P =
∫∫
I(r)rdrdθ. The intensity is highest in the center
of the beam. Whenever appropriate, instead of the intensity we will state the intensity
saturation parameter s = I/Isat where Isat = 4.88 mW/cm
2 for the transition of interest.
The peak value of s and I on the laser beam axis will be quoted as sp and Ip respectively,
while the average values will be simply designated as s and I (s = sp/2 and I = Ip/2).
6.2.2.2 Evidence of cycling
In the three-AOM set-up each frequency-shifted beam is resonant with its target state when
the unmodulated laser beam in resonant with the (J = 1/2, F = 1) state. The height of
that line is expected to increase as more and more resonant frequencies are added and this
can be used to estimate the optical cycling. We can estimate the measured enhancement
factor E (as defined in equation 6.8) by the height of the (J = 1/2, F = 1) peak when all
resonant frequencies are added to the laser light as:
E =
Bres(
∑4
i fi)∑4
i Bi(fi)
(6.8)
where Bi(fi) is the amplitude of the relevant peak height when a single frequency fi
matches a hyperfine transition from the X2Σ+(N = 1) to the A2Π1/2(J
′ = 1/2) state
and Bres(
∑4
i fi) is the height of the resonant spectral feature when more than one transi-
tion - matching frequencies are present.3
2Unless otherwise stated, all data presented in this thesis is taken with laser beams of Gaussian intensity
profile.
3For example, in the three AOM set-up, the frequency f0 addresses the (J = 1/2, F = 1)→ (A, J ′ = 1/2)
transition, the frequency f−76 - the (J = 1/2, F = 0) → (A, J ′ = 1/2) transition etc. This means that in
order to estimate the enhancement factor when all frequencies are present, one has to consider the height
of peak B1 of the spectrum taken with frequency f−148, the height of peak B2 of the spectrum taken with
frequency f−123 and so on and compare the sum of those heights to the height of the resonant feature when
all the frequencies are present. Note that in principle, if all transitions are driven with exactly the same
intensity, there is no need to distinguish between the height of the different peaks taken with the different
frequency components. Instead, one can sum up the heights of the four peaks Bi taken with one frequency
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For illustrative purposes, consider first the case when only two of the hyperfine frequencies
are present - say the f0 and f−148 beams. It is instructive to consider this case as the
spectrum gets more complicated when more frequency components are added. Figure (6.8)
a) shows the CaF spectrum taken with the unmodulated laser beam f0 in the low intensity
regime with sp = 0.21. When the f−148 beam is scanned around the same transitions, one
obtains an identical spectrum but shifted by -148 MHz with respect to the one taken with
the f0 beam (figure (6.8 b)). The two spectra in figure (6.8) a) and b) are not absolutely
identical due to source fluctuations. Figure (6.8) c) shows the same transition but this
time both frequencies are present. At the point in frequency at which both the f0 and
0 100 200 300 400 500 600
0
200
400
600
800
PM
TR
si
gn
al
R=a
.u
.2
0 100 200 300 400
0
100
200
300
400
LaserRfrequencyRoffsetR=MHz2 LaserRfrequencyRoffsetR=MHz2
f0
f-148
f0RandRf-148
f0
f-148
f0RandRf-148
ResonanceRpoint
d2
b2
a2
c2
e2
f2
ResonantRstate
PowerRperRbeam:R0.145RmW
R=sp=0.212
PowerRperRbeam:R1.25RmW
R=sp=1.812
Figure 6.8: Scans over the four hyperfine states of the (X,N = 1, v = 0) →
(A, J ′ = 1/2, v′ = 0) transition taken in the low (left)and higher (right) intensity
regime. The spectra are taken with f0 beam only (a) and (d), the f−148 beam
only (b) and (e) and both beams (c) and (f). The data is fitted to the sum of
four (in the single frequency case) or seven (when the two frequencies are present)
Lorentzian functions. The beams driving each transition are of similar intensity.
Note the different vertical scales between the low and high intensity cases.
f−148 beams are resonant with their respective transition the detected fluorescence is en-
hanced. Figure (6.8) d), e) and f) shows the same spectra but taken with higher intensity
(sp = 1.81). The spectral features are power-broadened and it is difficult to resolve the
component. However, in the experiment, often the total laser power is not distributed equally in the four
beams and this is why we need to distinguish between the heights of the peaks taken with different frequency
component.
Chapter 6. Optical cycling in a multi-level system 96
(J = 3/2, F = 2) and (J = 3/2, F = 1) states. When the two transitions are well satu-
rated, we expect a molecule to scatter the maximum number of photons on each of the two
transitions before falling out of the semi-closed cycling. However, the enhancement in the
two-frequency case is too small to be detected in the experiment.
When all four frequencies are present in the laser cooling light we can observe optical cy-
cling. Figure (6.9) shows the CaF spectrum taken with the four frequencies labeled f0,
f−76, f−123 and f−148. The optical cycling is signified by i) the increase of the height of the
resonance peak and ii) the effect of the magnetic field on the observed fluorescence. The
spectral features of the scan in figure (6.9) b) look much more complex compared to (6.8)
c) and f) because the presence of the four frequencies means that at various points during
the scan the CaF molecules are excited on different combinations of transitions. Because
of the richness of the spectrum, it is not possible to fit the data to a sum of Lorentzian
functions. Despite this complexity, we are only interested in the point at which all four
frequencies are resonant.
The interaction length between the molecules and the laser light lint can be taken to be
defined by the full width of the Gaussian beam, i.e. lint = 6 mm. This interaction length
corresponds to an interaction time of 10 µs for the molecules traveling at 600 ms−1 with
a correction of only ±1 µs for the slowest/fastest molecules in the packet. The scattering
rate is limited by the slowest transition (in this case sp = 0.79). When we take the average
value for s of 0.395, we find the model predicts that the number of photons scattered per
molecule in N = 1 state when the four transitions are driven is 8.6 (see figure (6.3)).
From the height of the resonance peak in the presence of the magnetic field in figure (6.9)
and the Lorentzian fits to the individual hyperfine levels we measure an enhancement fac-
tor as defined in equation (6.8) of 3.5±0.3 (the error bar is from the average of several
scans). The model predicts that when a single transition is driven the number of photons
scattered per molecule in the (J, F ) state is 0.5, 0.39, 0.11 and 0.8 for the (3/2, 2), (3/2, 1),
(1/2, 0) and (1/2, 1) states (see figure (6.2) b)). Using these numbers and the measured
enhancement factor we find that in the experiment approximately 6.3±0.54 photons were
scattered per molecule. This is slightly lower that the theoretical value given above. The
lower experimentally observed value is expected as the four frequency components are not
perfectly overlapped and have a non-perfect Gaussian intensity distribution.
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Figure 6.9: The spectrum over the X2Σ+(N = 1, v = 0) → A2Π1/2(J ′ =
1/2, v′ = 0) transition taken with the four individual beams (a) and when all
frequencies are present (b). The spectra are taken in the relatively low intensity
regime (sp ∼ 1) and the spectral features are still resolvable. The vertical scale is
the same in (a) and (b). The addition of the magnetic field increases the fluores-
cence by a factor of 2.3.
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6.2.2.3 The effect of the magnetic field
The magnetic field in the interaction region is generated by two coils in the Helmholtz
configuration. The fluorescence was maximized by finding the optimal current in the coils.
The optimal value was found to be ≈ 5 Gauss at a 45◦ angle to the laser polarization. The
precise angle was found to be unimportant as long as it was in the 40◦-50◦ range.
The addition of the magnetic field of 5 Gauss increases the resonant peak height in figure
(6.9) b) by a factor of 2.3±0.2. This implies that without the field the molecules have
scattered enough photons to be pumped into the dark magnetic sublevels of the ground
state. The model predicts an increase in the fluorescence by a factor of 2.52 (figure (6.3))
when each of the four transitions is driven at s = 0.395. However, this comparison is
between zero field and Bx = By = 2 Gauss, whereas the Earth’s magnetic field, which is
in the 0.1-0.25 Gauss range, was not canceled in the experiment. The model predicts a
fluorescence increase compared to zero field of a factor of 2.4 and 2.5 for Bx = By = 0.1
Gauss and Bx = By = 0.25 Gauss respectively. In fact, at such modest driving intensities,
a very small magnetic field is enough to do the remixing of the dark states and increasing
it further does not increase the fluorescence significantly.
6.2.2.4 Increasing fluorescence with increasing intensity and interaction length
The height of the resonant peak in figure (6.9) is expected to first increase linearly with in-
creasing intensity and interaction time and eventually saturate. This saturation is governed
by two different mechanisms in the two cases. The saturation with increasing intensity sim-
ply reflects the dependence of the scattering rate Rsc on the driving intensity I. The height
of the resonance peak with increasing interaction time for a fixed laser intensity, on the
other hand, will initially increase linearly until at some point the molecules have scattered a
significant number of photons to be pumped into the X(N = 1, v = 1) state - the saturation
in this case will be due to this pumping.
Figure (6.10) shows the resonance peak height versus intensity for an interaction time of
10 µs. Two cylindrical lenses were used to shape the combined four frequencies as a rect-
angular beam of dimensions 10 mm × 2 mm, with the longer side parallel to the molecular
beam. The red curve is the predicted by the simple scattering rate for a system with 12
ground states and 4 excited states: Rsc =
Γ
4
I/Isat
1+I/Isat
, where Isat is the 2-level saturation in-
tensity. The blue curve is the number of photons scattered predicted by the rate equations
model for the experimental value of the magnetic field. The experiment and two models are
normalized to the results obtained at 5 mW/cm2. There is a very good agreement between
the data points and the simple scattering model. The peak height increases linearly with
the driving intensity and barely begins to saturate. This suggests that in this optical set-up
we are mostly in the linear regime of the scattering rate as a function of intensity as there
is not much laser power available.
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Consider now the increase of the resonant peak height with increasing interaction time.
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Figure 6.10: The normalized resonance peak height versus the driving intensity:
blue points - data, red and blue curves - prediction of the simple scattering rate
model and the rate equations model.
The interaction time between the laser light and the molecules is determined by the length
of the long side of the rectangular beam and can be decreased by simply covering a part of
the beam along its length. Example scans over the laser cooling transition with laser light
containing all four frequency components for a variable interaction time are shown in figure
(6.11). The height of the resonance peak increases with increasing interaction length while
the spectral features away from the resonance peak are almost identical. This fact suggests
that the increasing height of the resonance peak is indeed due to the optical cycling.
Figure (6.12) shows that the resonance peak height increases linearly with interaction time.
This implies that the maximum available intensity and interaction length are not sufficient
for enough scattering events to start pumping molecules into the X(N = 1, v = 1) mani-
fold. The figure also shows the prediction of the simple scattering model for the number
of photons scattered as a function of the interaction time. Both the data points and the
model are normalized to the values obtained at the maximum interaction length.
So far we have shown that the increase of the maximum fluorescence as a function of both
the driving laser intensity and the interaction time agrees very well with the scattering rate
model. The increase of the resonance peak height in the investigated cases is not in the
saturation regime as not enough power is available in this optical set-up. In principle, long
enough interaction time can compensate for modest intensities in terms of the net number
of photons scattered. However, it is not very practical to rely on an interaction time that
is too long. The goal of the experiment is to demonstrate longitudinal cooling in which
the laser cooling beams are counter-propagating to the molecular beam. Since the mean
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Figure 6.11: The effect of increasing the interaction time on the height of the
resonance peak. Each transition is driven at sp ∼ 1. The vertical scale is different
than the one in figure (6.9) b).
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Figure 6.12: The height of the resonance peak for increasing interaction time.
Points - data. Red line - prediction of the simple scattering rate model. Both
experiment and model are normalized to the results at 15 µs.
velocity of the molecular beam is 600 m s−1, it is desirable that the scattering rate is high
enough to ensure enough scattering events within a reasonable interaction length. One way
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to achieve a higher scattering rate would be to reduce the size of the cooling beams and
thus increase the intensity. However, the laser cooling effect is maximized and easiest to
detect when there is a good overlap between the cooling beams and with the diverging
molecular packet4 and this constrains the size to which the laser beams can be focused.
The logical step was to come up with an alternative optical set-up for generating the hy-
perfine frequencies. This is why the three-AOM set-up was replaced with the EOM-AOM
one in which much more laser power is available for laser cooling.
4For example, the transverse extent of the molecular packet 1.5 m from the source is ≈ 1 cm.
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6.3 Enhanced fluorescence in the high intensity regime
As described in chapter 3, the scattering rate in a multi-level system is significantly reduced
compared to the 2-level case and it is important to drive each transition at intensities
significantly higher that the saturation intensity. The EOM-AOM set-up was used to
maximize the laser power available for cooling.
6.3.1 The EOM-AOM set-up
The scheme for addressing the four hyperfine states of the laser cooling transitions is shown
in figure (6.13). In this set-up, when the main laser beam is resonant with the (J = 1/2, F =
0) state, the AOM and EOM frequency-shifted sidebands address their respective levels. A
schematic of the optics table is shown in (6.14).
J=3/2
F=2
J=3/2
F=1
J=1/2
F=0
J=1/2
F=1
EOMusidebandsAOMusideband 48uMHz
74uMHz 74uMHz
centreulaserufrequency
Figure 6.13: Scheme for generating the laser cooling hyperfine frequencies in the
EOM-AOM set-up.
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Figure 6.14: Optics set-up for combining the frequencies in the EOM-AOM set-
up.
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6.3.1.1 The electro-optic modulator
In an electro-optic modulator a sinusoidally time-varying electric field is applied across a
non-linear crystal causing a change of its refractive index n. This electrically induced bire-
fringence can be used to modulate the phase or amplitude of the laser light propagating
through the crystal in a direction perpendicular to the applied electric field [195–197]. The
relative polarization of the laser light with respect to the optical axis of the crystal deter-
mines whether the light is phase or amplitude modulated. In order to inscribe frequency
sidebands, the EOM must be used as a phase-modulator and in this case the incoming laser
beam polarization must be aligned with the optic axis of the crystal.
For a crystal driven at frequency ω, the phase shift produces sidebands on the laser of
frequency Ω given by:
E(t) = E0
∞∑
m=−∞
Jm(M) exp(it(Ω +mω)) (6.9)
where Jm are the Bessel functions. The reader is referred to [198] for derivation of equation
(6.9). The index of modulation M is defined by:
M =
piln3rx
2dλ
V (6.10)
where l and d are respectively the length and thickness of the crystal, λ is the wavelength
of the laser, rx is the electro-optic coefficient for the specific orientation of the crystal, n
is the unperturbed refractive index of the material and V is the applied voltage across the
crystal. Typically, a modulation index of M < 1 generates a carrier and two main frequency
sidebands Ω± ω.
The voltage required to produce a phase shift of the output electric field of the laser light of
pi, Vpi or the half-wave voltage, is an important parameter for a given crystal. For example,
for a LiTaO3 crystal of dimensions 3 mm × 3 mm × 40 mm and laser light with λ = 600
nm, Vpi ≈ 150 V. To supply directly such a high voltage at the frequency in the tens of MHz
would be a technical challenge. Instead, a resonant RLC circuit can be built in which the
resonant frequency fres=1/(2pi
√
LC) matches the required modulation. Here L, C and R
are the effective inductance, intrinsic capacitance and resistance of the crystal at the given
frequency (see appendix C for more details).
6.3.1.2 Generating the EOM sidebands
The EOM used in this experiment is Thorlabs EO-AM-NR-C1, anti-reflection coated for
600-900 nm. The EOM crystal (MgO-doped LiNbO3 ) is in a resonant circuit with a res-
onant frequency fres = 74 MHz and operating bandwidth of several MHz. The rf voltage
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is generated by a voltage-controlled oscillator (Mini-Circuits VCO POS100) whose out-
put is amplified by a 35 dB amplifier (Motorola CA 2832). The laser beam with inscribed
frequency sidebands can be monitored on a scanning Fabry-Pe´rot interferometer (e.g. Thor-
labs SA200 5B). As the amplitude of the VCO voltage is increased, higher orders appear
at Ω± nω and the zeroth and lower orders are suppressed.
To address the hyperfine transitions in CaF we set the VCO voltage amplitude so that laser
power is equally distributed between the carrier laser frequency and the ±1 orders. Figure
(6.15) shows a typical scope trace of the laser beam with inscribed sidebands.
In the EOM-AOM set-up significantly more power is available for laser cooling (a maxi-
carrier frequency
 Ω
sidebands
(±1st order)
sidebands
(±2nd order)
74 MHzω
Figure 6.15: The laser beam with sidebands inscribed by the EOM - the beam
power is distributed among the carrier frequency (Ω) and the first-order sidebands
at Ω± ω. The sidebands at Ω± 2ω are also visible.
mum of 75 mW compared to approximately 17 mW in the three AOM set-up).
6.3.2 Resonant fluorescence in the EOM-AOM set-up
Figure (6.16) shows an example scan over the four hyperfine levels of the laser cooling
transition taken with a total power of 65 mW distributed roughly equally between the four
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frequencies5. Similarly to the three AOMs set-up, the two laser beams have a Gaussian
intensity profile with a FWHM of approximately 4 mm. When the spectrum is taken with
only one frequency component (yellow trace in figure (6.16)) the spectral features are no
longer resolvable because of the large power broadening at this high power. The natural
linewidth of the transition is Γ/(2pi) = 8.3 MHz. A saturation intensity parameter of
s = 24 power-broadens the linewidth of the transition to ∆fPB = 8.3
√
1 + 24 = 41.5 MHz.
The three frequency spacings between the four hyperfine states are 25, 47 and 76 MHz
respectively and it is practically impossible to distinguish between the different hyperfine
components. Because of this power-broadening, it is no longer possible to fit the single-
frequency scan to a sum of four Lorentzian functions and thus estimate the enhancement
factor in the usual way.
After a scan with all the frequencies one can see the resonance peak as before. The
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Figure 6.16: Scan over the laser cooling A − X(0 − 0) transitions with all four
hyperfine frequencies in the EOM-AOM set-up. The high power in the beam power-
broadens the transition and it is not possible to distinguish individual hyperfine
lines in the single-frequency scan (yellow). The vertical scale is different than the
one in figure (6.9).
spectral features of the scan with all frequencies are more pronounced compared to the
lower intensity regime (figure (6.9) b)). This is because the off-resonant excitations are
more likely to happen with higher intensity.
The addition of the magnetic field increases the height of the resonance peak by a factor
5In the experiment we vary a λ/2 waveplate so that 1/4 of the total power is in the AOM beam and 3/4
is in the EOM beam. However, there are some unsuppressed ±2 order sidebands inscribed by the EOM and
some of the laser power in the EOM beam is lost and the four transitions are not exactly driven with the
same intensities.
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of 2.2±0.2. When each transition is driven at s = 12, the model predicts an increase of
the number of photons scattered by a factor of 2.09 between Bz = By = 0.1 Gauss and
Bz = By =2 Gauss and an increase of 1.47 between Bz = By = 0.25 Gauss and Bz = By = 2
Gauss. At higher driving intensities the precise value of the Earth’s magnetic field is more
important. In is thus likely that the Earth’s magnetic field at the interaction region is ∼ 0.1
Gauss.
6.3.3 Saturation of the resonance peak height
Figure (6.17) shows the normalized peak height as a function of the laser intensity per,
similar to figure (6.10) but now taken to higher power. We see that the peak height starts
to saturate at intensities of about 50 mW/cm2 as suggested by the rate equation model
(figure (6.3)). The red curve in figure (6.17) is the scattering rate as predicted by the model
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Figure 6.17: The height of the resonance peak normalized to the peak height at
the full intensity available in the AOM-EOM set-up (blue points) and the three-
AOMs set-up (green points). Red curve - number of scattered photons predicted
by the rate equations model for an interaction time of 10 µs. Both experiment and
model are normalized to the values at 50 mW/cm2. The model suggests that 45
photons are scattered at the highest intensity in the figure. The inset shows the
point for the example calculated enhancement factor of 3.5±0.3 calculated for the
results in figure (6.9)).
for the given multi-level system. The data and the model are normalized to the results at
50 mW/cm2.
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Figure (6.17) also shows the data taken with the three-AOMs set-up from figure (6.10)
(green points). The data points follow the model within good agreement, especially at
lower intensities, and the two data sets are within good agreement. At higher intensities
the experimental points lie slightly above the model curve. The reason for this is that at
high intensities there is contribution to the fluorescence peak height from molecules which
have not necessarily cycled over the four hyperfine levels but have been excited on sin-
gle nearby transitions which are power-broadened into resonance. The experimental peak
height seems to saturate at higher intensities than predicted by the model. A possible
explanation for this is the Gaussian intensity profile of the laser beams which is not taken
into account in the model. The Gaussian laser beams make a big difference to the point at
which the resonance peak height saturates as the wings need very high intensities.
The rate equations model predicts that when each transition is driven at intensities ∼ 50
mW/cm2 each molecule scatters approximately 45 photons. Using the calculated number of
photons scattered (through the estimated enhancement factor) in the low intensity regime
(section (6.2.2.2)) of 6.3±0.54 we can estimate that in the high intensity regime approx-
imately 45 photons have been scattered. This, however, is an upper limit to the actual
number of photons scattered due to the contributed fluorescence of molecules which have
not undergone optical cycling.
6.3.4 Pumping the molecules out of (X,N = 1, v = 0) and into the (X,N =
1, v = 1) state
With the higher laser power available in the EOM-AOM set-up it is easier to pump the
molecules out of the X(N = 1, v = 0) state and into the X(N = 1, v = 1) one. To do this,
we do the following pump-probe experiment. The pump, containing all four frequencies,
is locked on resonance and intersects the molecular beam. To ensure that the molecules
interact with the pump beam long enough to be pumped into the X(N = 1, v = 1) state,
the vacuum chamber was equipped with two long anti-reflection coated glass windows as
shown in figure (6.18). The pump beam was then retroreflected many times with the use
of two long mirrors (figure (6.19)). The molecules are probed 1.2 m away from the source
by an independent laser.
Figure (6.20) shows data where the probe laser is scanned over the A−X(0−0) transition
at 494431 GHz and around the A − X(1 − 1) transition at 494599 GHz. The pump
beam has average intensity of 24 mW/cm2 per hyperfine component (corresponding to a
saturation intensity parameter s = 4.9). This intensity corresponds to a scattering rate
of Rsc =
Γ
4
s
s+1 = 1.1 × 107 photons per second. The beam is retroreflected once to allow
for an interaction time of approximately 10 µs, long enough for the molecules to scatter
more than 100 photons. When the pump beam is locked on resonance and the probe is
scanned around the A−X(0− 0) transition, the population in the X(N = 1, v = 0) is only
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Figure 6.18: Pump-probe set up. The pump beam is retroreflected many times.
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Figure 6.19: A photograph of the vacuum chamber section with long windows and
mirrors. The pump beam is retroreflected many times to increase the interaction
time. The number of depicted retroreflections is for illustrative purposes only and
varies in the experiments.
(35±5)% of the original one (figure (6.20) a)). Recall that if p is the probability of decay
to a dark state, the fraction P of molecules remaining after scattering N photons is given
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by P = (1− p)N . Asssuming that the scattering rate is as expected, the measured fraction
of remaining molecules in the pump-probe experiments corresponds to a A − X(0 − 0)
Franck-Condon factor of 0.989.
Figure (6.20) b) shows a scan over the A − X(1 − 1) transition. Note that this scan
was taken on a different day than the one in figure (6.20) a) and for a slightly different
experimental parameters. The pump beam has an average intensity of 25 mW/cm2 per
hyperfine component and the interaction time is 10 µs which should be enough for each
molecule to scatter approximately ≈100 photons. There is some initial population in the
X(v = 1) state (blue points), which is approximately only 10% of the population in the
X(v = 0) state6. When the pump beam is on resonance, the population in the X(v = 1)
state increases by a factor of 2.3. The expected increase following the agruments above
is approximately 3.5-fold. The lower than expected detected population in the X(v = 1)
state is most likely due to bad signal.
Once we know that the molecules get pumped into the X(v = 1) state, we can interrogate
the A−X(0− 1) transition near 476958 GHz, accessible by the v10 repump laser. This is
useful because the precise frequency of the transition is needed for the vibrational repump
laser. Because of the off-diagonal A−X(0− 1) Franck-Condon factor, the strength of the
transition is much weaker than either of the A−X(0− 0) or A−X(1− 1) transitions. To
get a strong signal, the transition must be probed with higher intensity than usual. The
average intensity of the probe is 212 mW/cm2 (probe power of 60 mW in a Gaussian beam
with w = 1.5 mm).
Figure (6.21) shows the four hyperfine ground state levels of the X(v = 1) manifold as
the probe laser (the v10 laser in that case) is scanned over the A −X(0 − 1) transition at
476957.9 GHz. The pump beam is has an average intensity of 50 mW/cm2 per hyperfine
component and is retroreflected many times to allow an interaction time of over 100 µs.
A filter under the PMT blocks the probe light at 628 nm as the molecules excited on the
X(v = 1) → A(v′ = 0) transition mostly emit light at 606 nm (the wavelength of the
A−X(0− 0) transition). The yellow points in figure (6.21) show the initial population in
the X(v = 1) state. When the pump beam is on resonance the initial population in the
X(v = 1) state increases by a factor of 3.7 (purple points in figure (6.21), fitted to a sum
of four Lorentzian functions). This increase is present even in the absence of the magnetic
field to remix the dark states. The rate equation model suggests that for the given driving
intensities and in the presence of a small magnetic field with components By = Bz = 0.1
Gauss (similar to the Earth’s magnetic field in the interaction region), the interaction time
should be enough to allow for each molecule to scatter ∼ 46 photons corresponding an
increase of the population in the X(v = 1) by a factor or 4. The measured increase is
smaller than this calculated value due to target variation.
6The signal from the A−X(1− 1) transition without a pump beam is too small to be fitted to a sum of
four Lorentzian functions as usual.
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The addition of the magnetic field of magnitude 5 Gauss further increases the signal
(blue points in figure (6.21), fitted to the sum of four Lorentzian functions) as now the
dark magnetic sublevels of the ground states are more effectively remixed. In this case
the population in the X(v = 1) state has increased by a factor of 4.6 compared to the
original population in the state. The simple scattering model suggests that the number of
scattered photons for the given driving intensity and interaction time is over 300 (assuming
perfect remixing of the dark states). If this many photons have been scattered, there
should be only 2% of the original population left in the X(v = 0) state corresponding to
an increase of the population in the X(v = 1) state of a factor of 9.8. It is possible that
some experimental imperfections are causing the lower population detected in that state -
for example, target variation, pump and probe beams interacting with a different part of
the molecular beam and lower scattering rate due to the laser power losses caused by the
multiple retroreflections through the windows.
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Figure 6.20: The pump laser (v00) is locked on resonance. a) The probe laser
(Spectra Physics) is scanned around A − X(0 − 0) when the pump beam is off
(blue) and on (purple) resonance. The four hyperfine peaks are fitted to a sum
of four Lorentzian functions. When the pump beam is on resonance, only 35%
of the original population is detecetd in the X(v = 0) state. b) The probe laser
is scanned around the A − X(1 − 1) transition when the pump is off (blue) and
on (purple) resonance. With the pump beam on resonance, the population in the
X(N = 1, v = 1) manifold increases by a factor of 2.3. The signal with the probe
on resonance is fitted to a sum of four Lorentzian functions. The blue signal shows
the original population in the X(v = 1) state which is approximately 10% of the
original population in the X(v = 0) state. Note that the data sets in a) and b)
were taken on different days.
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Figure 6.21: The pump laser is resonant with all hyperfine components of the
A − X(0 − 0) transition. The probe laser is scanned around the A − X(0 − 1)
transition. The magnetic field is approximately 5 Gauss. The signal with the
pump on resonance is fitted to a sum of four Lorentzian functions.
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6.4 Summary of the chapter
In this chapter, I presented results describing the increased fluorescence as the four hy-
perfine levels of the X(N = 1, v = 0) ↔ A(J = 1/2, v′ = 0) transition are addressed.
When a molecule is illuminated by laser light resonant with more than one transition, it
will scatter a higher number of photons than when it is excited on a single transition. This
increase of fluorescence is what we refer to as ‘optical cycling’ and is an important stepping
stone to laser cooling. We estimate that without a vibrational repump, in the experiment
we can directly observe resonance fluorescence corresponding to each molecule scattering
∼ 45 photons. The experimental results are within good agreement with the rate equation
model describing the evolution of all states involved in the multilevel system for a range of
intensities and interaction times.
We saw that when the four transitions are driven with enough intensity and for long enough
interaction time, the molecules get pumped into the X(N = 1, v = 1) state at which point
the scattering cycle ceases. The number of photons a molecule will scatter before it gets
pumped to the X(N = 1, v = 1) state is determined by the A −X(0 − 0) Franck-Condon
factor (q0,0). For q0,0 in the range 0.978− 0.987 a molecule will scatter only 45-77 photons
before decaying to a dark state which not sufficient to achieve significant cooling without
a vibrational repump.
Chapter 7
Longitudinal laser cooling and
slowing
7.1 Introduction
In this chapter I will present the laser cooling data which is central to this thesis. In the
experiments described here the v00 and v10 cooling lasers are counter-propagating to the
molecular beam. When the vibrational leak to the X(v = 1) state is closed, a sufficiently
high number of photons can be scattered (more than 1500) to produce a measurable laser
cooling and slowing effect. The effect of the laser light is signified by the later arrival time
of the on-resonant molecules. In addition to that, the slowed molecules are bunched which
is suggestive of a laser cooling effect.
This chapter is organized as follows. I will first describe the set-up for the experiments
presented. In subsection (7.5), I will present results in which the v00 light only is turned
on for a short time and optically pumps the molecules into the X(v′′ = 1) manifold. This
pumping-out experiment is important in order to determine which molecular velocity class
interacts with the lasers and also to confirm the scattering rate predicted by the model.
In section (7.6), I present the longitudinal laser cooling data in which the cooling pulse is
applied for a variable duration τ . Finally, the effect of applying a frequency chirp to the
laser light to enhance the cooling is presented in section (7.7).
7.2 Experimental set-up details
7.2.1 Generating and combining the laser cooling frequencies
The frequency sidebands required to address the hyperfine levels in the X(N = 1, v = 0)
and the X(N = 1, v = 1) manifolds are generated by a combination of an AOM and
EOM as described in chapter 6. The schematic of the optics table is shown in figure (7.1).
Since the frequency spacing between the hyperfine states in the two vibrational manifolds
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Chapter 7. Longitudinal laser cooling and slowing 116
is essentially the same [186], we use the same AOM and EOM crystals to inscribe the
frequency sidebands on the two lasers. Each of the v00 and v10 laser output beams is split
in two paths by a polarizing beam cube and a half-wave plate. The v00 and v10 vertically
polarized beams are first combined on a dichroic mirror (Thorlabs DMLP605) and then go
through the EOM crystal. The horizontally polarized beams are separately modulated by
the AOM and then combined on a dichroic mirror. The AOM and EOM beams are then
combined on a polarizing beam cube. The power in each beam is distributed among the
sidebands with a half-wave plate so that each hyperfine transition is driven with the same
intensity. Pick-off beams from the output of the v00 and v10 lasers are sent to the Transfer
Cavity lock.
An AOM (Crystal technology 3080-120, with a center frequency of 80 MHz), labeled as
‘switching AOM’ in figure (7.1), acts as a fast switch to turn the v00 beam on and off for a
variable duration. The switching AOM is aligned so that when it is on, most of the outgoing
light is in the first diffracted order while when it is off, the v00 light beam is blocked. The
schematic of the switching AOM control is shown in figure (7.2). The v00 pulse is controlled
by a TTL pulse sent by the computer to the AOM VCO through an RF switch. The RF
switch ensures that no light is sent to the chamber when the TTL pulse is off. The switching
AOM rise time was measured with a fast photodiode to be approximately 3 µs which is fast
enough for the purposes of the experiment. A technical detail worth pointing out is that
the AOM requires some warm-up time to reach its maximum efficiency and thus after it is
pulsed on for the duration of interest, it is turned on again after the molecules are detected
and turned off ≈ 10 µs before ablation.
While the v00 light is pulsed, the v10 light is applied continuously for the entire duration
of the experiment. In that way the repump laser acts a clean-up beam for the molecules in
the X(N ′′ = 1, v′′ = 1) state. A filter prevents the scattered red repump laser light from
reaching the PMT. The final AOM in figure (7.1) is used for the frequency chirp of the
cooling light (see section (7.7.1) for details).
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Figure 7.1: Schematic of the optics table for the longitudinal laser cooling ex-
periments.
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Figure 7.2: Control of the v00 light pulse. The switching AOM is turned on and
off by a TTL pulse.
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7.2.2 Detection
After interacting with the laser cooling light, the molecules are detected by a probe laser
(Spectra Physics 380D) which intersects the molecular beam orthogonally. The probe laser
is scanned over the four hyperfine components of the P (1) branch of the A2Π1/2(v) −
X2Σ+(v) transition with v = 0, 1, 2. We will refer to this transition as A −X(v − v). We
note that in this chapter, we will use the double prime notation to refer to the state in
which the molecules have ended up at the end of the cycling/laser cooling and we will use
no primes to designate the original molecular state.
A mechanical shutter blocks the v00 light on alternate shots of the experiment in order to
minimize the effect of the long term drifts of the Ca target. For every probe laser frequency
two shots are taken - one with and one without the v00 light and two interleaved spectra
are obtained.
7.3 Laser intensity
After all the laser cooling frequencies are combined, they are expanded in a 2:5 telescope
and focused by a 2500 mm focal length lens so that they reach a focus near the skimmer
as shown schematically in figure (7.3). The focusing of the laser cooling beams serves two
purposes - i) it matches the divergence of the molecular beam and ii) it prevents laser light
scattered off the skimmer from saturating the PMT.
We check that the four laser cooling beams are well overlapped along the molecular beam
CaF 
beam Skimmer
Ablating
laser
PMT 
Carrier 
gas in
probe
beam 
solenoid 
valve
Ca
target
Cooling
beams
Figure 7.3: Schematic of the experiment. The laser cooling beams are counter-
propagating to the molecular beam. A probe laser intersects the molecular beam
orthogonally after they have interacted with the cooling beams.
line with a CCD camera (Thorlabs DCC1645C). All beams are shaped to have a Gaussian
intensity profile. The beam intensity of each individual beam was measured at four positions
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along the beam line and at each position the mean 1/e2 radius of the four beams determined.
We then fit a linear function to the mean 1/e2 radii versus distance from the source. For the
laser cooling experiments, we made sure that the size of the cooling beams is comparable
to the spatial extent of the molecular pulse as shown in figure (7.4).
Typically, the available power in the cooling beams at the entrance of the vacuum chamber
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Figure 7.4: Overlap between the laser cooling beams and the molecules. Blue
line - fit to the mean 1/e2 radii of the laser beams. Purple - the extent of the
molecular pulse throughout the time of flight.
is approximately 22 mW and 20 mW for the v00 and v10 light respectively. These powers
correspond to roughly 5 mW per hyperfine transition and an effective saturation intensity
parameter seff as shown in figure (7.5). Although the intensity falls off with increasing
distance from the source, the molecules are exposed to seff ≥ 0.5 for the entire laser cooling
pulse.
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Figure 7.5: The effective saturation parameter versus distance from the source
for three values of the radial distance from the beam line r. The power is 5 mW
per hyperfine frequency.
7.4 Locking of the cooling lasers
The CaF source produces a molecular packet with a Gaussian distribution of forward ve-
locities centered at approximately 600 m s−1 and with a FWHM of 45 m s−1. In order to
interact with the greatest number of molecules, we lock the v00 and v10 lasers on resonance
with the central velocity class. The locking is done with the Transfer Cavity Lock software
as described in chapter 2.
The procedure for locking the v00 and v10 lasers is essentially the same. We first lock the
v00 laser to maximize the molecular fluorescence. For each experimental shot, the v00 laser
light with all hyperfine frequency sidebands is turned on when the molecules traveling at
600 m s−1 are arriving at the detection region. For example, when the detector is 1.63 m
away from the source we turn the v00 light on at 2700 µs. The laser is then scanned within
approximately 1 GHz over the A−X(0− 0) transition at 494430 GHz (taking into account
the Doppler shift between the molecules and the counter-propagating laser). As the v00
laser is scanned, we see the usual multi-peak structure of the CaF spectrum as shown in
figure (7.6 b). At the point of the laser scan when each hyperfine frequency is addressing
its respective state there is a pronounced resonance peak. The ToF profile obtained with
the v00 frequency at the resonance peak is shown in figure (7.6 a). We see half of the usual
time of flight profile as the light is turned on at 2700 µs. The spectrum in figure (7.6 b)
is the one obtained when the ToF profile is gated from 2700-2710 µs. The laser voltage
corresponding to the resonance peak for that particular ToF profile gate is then chosen as
the set point for locking the v00 laser with the Transfer Cavity lock.
After the v00 laser is locked, we add the v10 light and scan it over approximately 1 GHz
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Figure 7.6: Locking of the v00 laser. a) The on-resonant longitudinal ToF profile
with the v00 light pulsed on at the time when the molecules reach the PMT. b)
The resonance features from the v00 scan corresponding to a ToF profile gate of
2700-2720 µs (blue rectangle in a)). The laser frequency is shown in MHz with
respect to the resonance peak.
around the A − X(0 − 1) transition at 476958 GHz. For each experimental shot, the v00
light pulse (recall that the v10 light is applied continuously) is turned on at 2450 µs to allow
enough interaction time for the molecules to be pumped into the X(N ′′ = 1, v′′ = 1) state.
An example scan of the v10 laser is shown in figure (7.7 b). As the v10 laser is scanned
across the transition, the familiar multi-peak structure similar to the one in figure (7.6 b)
can be resolved. This spectrum is obtained by gating the ToF profile between 2700 µs and
2750 µs. Figure (7.7 a) shows the ToF profiles obtained when the v10 laser is on resonance
(blue) and off resonance (purple). The ToF profile sits on top of a large pedestal which is
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Figure 7.7: a) Longitudinal ToF profile as the v10 laser is scanned across reso-
nance. When the v10 laser is off-resonance (purple) the ToF profile is pumped out
by the resonant v00 light with the dip corresponding to the velocity class with re-
spect to which the v00 laser is locked. When the repump light is on resonance (blue),
the ToF profile is visible as the molecules are pumped out of the X(N = 1, v′′ = 1)
state. b) Resonance features of the v10 scan. The ToF profile gate is 2700-2750 µs
(blue rectangle in a)). The usual multi-peak structure is resolvable.
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due to the scattered v00 laser light.
When the v10 laser is far from resonance, we can see that the detected ToF profile is de-
pleted (purple line in figure (7.7 a)) as the molecules have been pumped out by the resonant
v00 light. The dip in the middle of the ToF profile corresponds to the velocity class that is
Doppler shifted into resonance with the v00 laser. When the v10 light is on resonance, how-
ever, a well-pronounced ToF profile can be seen as the molecules that have been pumped
into the X(N ′′ = 1, v′′ = 1) state are brought back to the scattering cycle. The v10 laser
voltage corresponding to the resonance peak in (7.7 b) for the given ToF profile gate is used
as the set point to lock the v10 laser with the Transfer cavity lock.
We note that the most crucial step in the locking of the lasers is selecting the right ToF pro-
file gate so that both the v00 and v10 lasers interact with the same (central) velocity class.
The scan voltage corresponding to the resonance peak is very sensitive to the selected ToF
gate, because different arrival times correspond to different velocities which have different
Doppler shifts.
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7.5 Before laser cooling - pumping-out experiments
The spread of molecular velocities corresponds to a distribution of Doppler shifts with a
FWHM of 72 MHz. The laser cannot interact with all of these molecules. Recall that
the excitation rate can be expressed as R = Γ2
seff
1+4δ2/Γ2
. When δ = ±2pi × 36 MHz, the
excitation rate is only 1.3% of its value on resonance.
To determine exactly which portion of the molecular pulse the lasers interact with, we did
the following pump-out experiment. The v00 laser, locked with the molecules traveling at
600 m s−1, is pulsed on for a short time. After interacting with the laser light the molecules
are detected by the probe laser which is scanned around the A−X(0− 0) transition.
An example scan of the probe laser over the four hyperfine levels of the A−X(0− 0) tran-
sition after a v00 pump pulse of 20 µs is shown in figure (7.8). The relative peak heights
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Figure 7.8: Probe laser scan over the A −X(0 − 0) transition after a v00 pump
pulse of 20 µs (blue) and without pump beam (red).
of the states have changed after the pump pulse as the interaction with the v00 light has
re-distributed the molecular population among the hyperfine levels. The molecules have
been pumped out of the (J = 3/2, F = 2) and (J = 3/2, F = 1) states and into the
(J = 1/2, F = 1) state. The tendency of the molecules to pile up in the latter state also
holds for the longer v00 pulses and is indeed evident in the laser cooling experiments de-
scribed later. This optical pumping is most likely due to the higher branching ratio from
the excited state to that hyperfine level compared to the other three.
The exposure to the resonant v00 light causes the molecules to cycle around the four hy-
perfine states of the X(N = 1, v = 0) manifold until they eventually get pumped into
the X(N ′′ = 1, v′′ = 1) state. The ToF profiles averaged over the four hyperfine levels in
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the X(v = 0) state after a v00 pump pulse of duration 20, 50, 100 and 300 µs are shown
in figure (7.9). The v00 pulse is turned on at 1200 µs and the molecules are detected at
2000 µs. As the pump pulse is applied, the molecules from the central part of the ToF
profile are pumped out as they have interacted with the resonant light. The hole in the
central part of the ToF profiles corresponding to the molecules that have been pumped in
the X(v′′ = 1) state becomes wider and deeper with increasing pump pulse length. The
measured ToF profiles agree very well with the simulated ones. This is a good indication
that the scattering rate in the experiment is exactly as expected.
In this experiment the power in the v00 laser is 10 mW corresponding to a scattering
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Figure 7.9: Top row - the ToF profiles gated over the four hyperfine states before
(red) and after (blue) a pump pulse of v00 light of duration 20, 50, 100 and 300
µs. Solid lines - simulation results. Points - data. Bottom row - the velocity
distribution predicted by the model.
rate of approximately 2 MHz. As it takes fewer than 100 scattered photons to pump the
molecules into the X(N ′′ = 1, v′′ = 1) state, a v00 pulse ≥100 µs should be long enough
to entirely pump out the target velocity class of the molecules. Nevertheless, the hole in
the ToF profile in figure (7.9) does not go down to zero. The reason for this is that the
source has a finite spatial extent. To illustrate this point, consider the following scenario -
two molecules at the source are separated by 10 mm with the front one traveling 5 m s−1
slower than the one at the back. The velocity difference of 5 m s−1 corresponds to a change
of the Doppler shifts of about one natural linewidth Γ. If one of the molecules is exactly
on resonance with the counter-propagating beam, the other one will be detuned by one
natural width and will scatter photons at a slower rate. The two molecules arrive at the
detector at the same time. However, one of them is much more likely to have been optically
pumped than the other. The effect is that the hole in the ToF profile does not reach zero
even though a particular velocity class might be completely pumped out. This result is
independent of where the pumping takes place with respect to the detector. The velocity
profiles predicted by the simulation (figure (7.9)) indeed suggest that the target velocity
class has been completely pumped out after a pulse of duration 100 µs or longer. In the
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model the FWHM of the molecular beam in the z direction at the source has been taken to
be 20 mm as this value best matches the depth of the hole in the experimentally measured
ToF profiles.
Figure (7.10) shows the experimental and simulated ToF profiles for each hyperfine state
and several different v00 pulse durations. Once again, the simulations agree well with the
experiments, showing that the molecular dynamics are very well understood. Because of
the many frequencies present in the pump beam it is difficult to anticipate what the ToF
profiles gated on a given hyperfine state would look like in advance, but the model takes
into account all laser frequency components present.
The (J = 3/2, F = 2) state has most of the slower molecules pumped out due to the light
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Figure 7.10: The ToF profiles gated over individual hyperfine states before (red)
and after (blue) a v00 pump pulse. Solid lines - simulation results. Points - data.
The bottom row shows the velocity profiles predicted by the simulation for the 300
µs pump pulse.
addressing the (J = 3/2, F = 1) state which is blue-detuned by 25 MHz. In that state
the simulation predicts a slightly higher optical pumping for the pump pulse of 20 µs - the
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peak at about 1.96 ms is approximately 16% higher than we observe in the experiment but
this discrepancy disappears with increasing pulse duration. The shape of the predicted and
measured ToF profiles in that state agree very well.
The ToF profile gated on the (J = 3/2, F = 1) state exhibits a double-dip feature particu-
larly prominent after the 20 µs long pulse. The frequency separation between the two dips
is approximately 70 MHz and is most likely due to the frequency sidebands in the v00 light
separated by 72 MHz addressing the nearby (J = 3/2, F = 2) and (J = 1/2, F = 0) states.
As the duration of the v00 pulse is increased, the molecules are very efficiently pumped out
of the (J = 3/2, F = 1) state.
The ToF profile gated on the (J = 1/2, F = 0) state has a hole exactly in the middle. The
ToF profile in that state does not have additional features as the frequency components
addressing the two neighboring hyperfine states at -48 MHz and +72 MHz have a larger
frequency span than the Doppler extent of the molecules within each pulse. The depth of
the hole increases with increasing pulse duration.
Finally, the (J = 1/2, F = 1) state shows a hole which is in the center of the ToF profile.
The depth of the hole increases with increasing pulse duration. For the 20 µs pulse we
observe a higher degree of optical pumping than predicted by the model - the peak at
approximately 2.075 ms is 40% higher in the experiment, but the difference between the
experiment and the model disappears with increasing pump pulse duration.
The bottom row of figure (7.10) shows the velocity profiles predicted by the simulation
in the different hyperfine states after a pump pulse of 300 µs. We can see that slightly
different velocity classes have been pumped out of each state as is evident from the ToF
profiles. Nevertheless, when all states are averaged together we see a hole in the middle of
both the ToF and velocity profiles that becomes deeper with increasing pulse duration as
shown in figure (7.9).
The results in this section are important because we have demonstrated that we can pump-
out a portion of the ToF profile exactly as predicted by the model. This means that the
scattering rate in the model is reproduced in the experiment. In addition to this, the data
shows that the v00 laser is stable enough to interact with a given velocity class of the
molecules. When the repump beam is added, the central velocity class of the molecules is
expected to be slowed and cooled down.
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7.6 Longitudinal laser cooling
When exposed to resonant v00 light, the molecules get pumped into the X(N
′′ = 1, v′′ = 1)
state and the number of molecules detected in the X(N ′′ = 1, v′′ = 0) state decreases with
increasing v00 pulse duration. When the v10 repump light is added, the number of molecules
detected on the A−X(0− 0) transition is conserved even for long pump pulses.
Figure (7.11) shows the fraction of molecules detected in the X(v′′ = 0) state after a pump
pulse containing either the v00 or the v00 and v10 light. Each data point is the integral of the
ToF profile with the v00 pump pulse applied, divided by the integral of the ToF profile with-
out the pump. In the absence of a vibrational repump, the number of detected molecules
decreases exponentially with pump pulse duration. When the v10 laser is added however,
the decrease of detected molecules is more gradual, if present at all, as the molecules are
slowly optically pumped into the X(N ′′ = 1, v′′ = 2) state.
When the cooling lasers are tuned to interact with the central velocity class of the
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Figure 7.11: The normalized integral of the ToF profile gated over the four
hyperfine states of the X(v′′ = 0) manifold detected after a pump pulse of v00 light
only (blue) and a laser cooling pulse of both v00 and v10 (blue).
molecules, we expect the central part of the ToF profile to be shifted to a later arrival
time. We have demonstrated the expected laser cooling effect in three experimental set-
ups: a) with short vacuum chamber (PMT 1.2 m away from the source) and relatively small
laser cooling beams (mean 1/e2 radii at the skimmer and detector of 0.27 mm and 1.71
mm respectively), b) with an extended vacuum chamber allowing for a longer interaction
time (PMT 1.63 m away from the source) and small laser cooling beams and c) with a long
vacuum chamber and expanded laser cooling beams (mean 1/e2 radii at the skimmer and
detector of 0.78 mm and 3.81 mm respectively). The laser cooling effect was demonstrated
in all three set-ups but was most significant in set-up c) and the results presented in this
thesis are taken in that set-up.
In the laser cooling experiments presented here the v00 light is turned on at t =200 µs and
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stays on for a duration τ varying from 0.1 ms to 1.8 ms. The v10 light remains on to ensure
that molecules in X(v = 1) are optically pumped to X(v = 0) prior to detection. The
duration τ is limited by the total flight time and the interaction time needed for this final
optical pumping step. The cooling lasers are locked to interact with the central velocity
class of the molecules. On the axis of the beamline, the laser powers available for cooling
correspond to an effective saturation intensity per hyperfine transition of seff ≈ 4.5 at the
beginning and seff ≈ 0.5 at the end of the 1.8 ms laser cooling pulse. For each laser cooling
pulse duration τ the probe laser is scanned around the four hyperfine levels of either the
A−X(0− 0), A−X(1− 1) or the A−X(2− 2) transitions at 494431 GHz, 494599 GHz
and 494757 GHz to detect the molecular population in the X(v′′ = 0), X(v′′ = 1) and
X(v′′ = 2) states following the laser cooling. The probe beam has a Gaussian intensity
profile with 1/e2 radius of 1.5 mm and the probe power is approximately 0.3 mW.
7.6.1 Laser cooling - example data
An example probe scan over the A −X(0 − 0) transition after a laser cooling pulse of 1.8
ms is shown in figure (7.12 a). The overall population over the spectrum has decreased by
24% after the laser cooling pulse as the molecules have been pumped into the X(v′′ = 2)
state. The greatest fraction of molecules missing is from the first two states.
The ToF profiles gated on the individual hyperfine states are shown in figure (7.12 b).
After the laser cooling pulse the ToF profiles in each hyperfine state exhibit a peak at
approximately 2786 µs corresponding to the slowed molecules. The peak is particularly
pronounced in the fourth state.
Since the molecules have been re-distributed among the hyperfine levels after the cooling,
we need to account for the different photon yields when detecting molecules in each of these
states. To do that, we measure the spectrum without laser cooling and find the weighting
factors that the each peak needs to be multiplied by so that it reflects the degeneracy of
the state. The weighting factors for the four hyperfine levels were found to be (1.26, 0.705,
0.891, 1.17). These calculated factors were then applied to both the on and off shots of the
ToF profile gated on the respective state. This procedure ensures that the experimental ToF
profiles are not further complicated by the effects of velocity-selective hyperfine pumping.
Figure (7.12 c) shows the ToF profile averaged over the four states with the appropriate
weighting factors applied. The peak corresponding to the decelerated molecules is still
visible and protrudes slightly above the uncooled ToF profile - this is an indication that
new slower molecules have been created. If we use the simple v = L/t relationship, where L
is the distance traveled from the source, the position of the decelerated peak would suggest
a velocity reduction of 10 m s−1 for the molecules traveling at 600 m s−1. This suggests
that on average 1500 photons have been scattered. This is just a rough estimate but will
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be later confirmed by the predicted and inferred velocity distribution of the molecules.
Scanning the probe laser over the A−X(2−2) transition reveals that the missing molecules
have appeared in the X(v′′ = 2) state (figure (7.13 a)). The initial population in that
state has increased by a factor of 2.7 with all hyperfine levels equally populated after
the laser cooling pulse. The ToF profiles gated on each hyperfine state have a peak at
approximately 2750 µs (figure (7.13 b)) - the molecules pumped into the X(v′′ = 2) state
are less decelerated than the ones that have remained in the cooling cycle. Figure (7.13
c) shows the ToF profile averaged over the four hyperfine states weighted by the same
weighing factors as the ToF profiles detected in the X(v′′ = 0) state.
We also scanned the probe laser around the A − X(1 − 1) transition but no molecules
were detected in the X(N ′′ = 1, v′′ = 1) state as the v10 has acted efficiently as a clean-up
beam.
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Figure 7.12: a) Probe scan over the four hyperfine levels of the A−X(0−0) laser
cooling transition before (red) and after (blue) a 1.8 ms laser cooling pulse. The
data is fitted to a sum of four Lorentzian functions. Fewer molecules are detected
after the laser cooling as some molecules have been pumped into the X(v′′ = 2)
state. b) The ToF profiles for molecules in each hyperfine level - the peak at 2786
µs in all states indicates that the molecules from the central part of the packet have
been slowed. The effect is most prominent in the 4th state. c) The ToF profile
averaged over the four hyperfine states.
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Figure 7.13: a) The A−X(2− 2) spectrum of the laser cooling transition before
(red) and after (blue) a 1.8 ms laser cooling pulse. The data is fitted to a sum of
four Lorentzian functions. After the laser cooling the population in this state has
increased by a factor of 2.7. b) The ToF profiles for molecules in each hyperfine
level - the molecules pumped into the v′′ = 2 state have been slowed and have a
mean arrival time approximately 50 µs later than the uncooled ToF . c) The ToF
profile averaged over the four hyperfine states similarly shows the same peak at
about 2750 µs which indicates that slower molecules have been created.
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7.6.2 Effect of laser cooling on the ToF profiles - experiment and model
In this section, we will investigate how the molecular dynamics in the various states evolve
as the laser cooling pulse duration τ is increased from 0.1 to 1.8 ms. We can compare
the measured and modeled ToF profiles in any hyperfine state and the three vibrational
manifolds involved.
7.6.2.1 The rate equation model
In the experiment we measure a time-of-flight profile instead of a velocity distribution. The
rate equation model, on the other hand, gives the velocity distribution of the molecules in
the different levels after the laser cooling. Because it is straightforward to generate a time-
of-flight profile from the predicted by the rate equation model velocity distribution after
the action of the laser cooling, we can predict what the ToF profile is expected to look like
for the given experimental conditions. A comparison between the measured and simulated
time-of-flight profiles thus can reveal if the cooling and slowing effect in the experiment is
as expected.
Several parameters characterizing the molecular pulse are needed as input for the rate equa-
tion model. The shape of the modeled ToF profile depends most critically on two of them
- the distribution of forward velocities of the molecules and the spatial extent of the molec-
ular packet at the source in the forward direction. Consider first the velocity distribution.
The measured ToF profile without laser cooling in the experiment is a direct estimate of
the initial velocity distribution of the molecules in the forward direction as the detector is
sufficiently far away from the source and there are no interactions between the molecules.
In the model, we choose a center forward velocity and spread of velocities for the molecules
so that the simulated ToF profile without laser cooling best matches the experimentally
measured one. The source is thus taken to emit a Gaussian distribution of forward speeds
centered at 600 m s−1 and with a temperature of 3.1 K (with FWHM of forward velocities
of approximately 45 m s−1).
Consider now the spatial extent of the molecular pulse at the source along the z direction.
In order to estimate this parameter, we use the results of the the pump-out experiment
described in section (7.5). The best match between the measured and simulated hole in the
ToF profile after the pump-out v00 pulse was found to be when in the model the source is
taken to have an distribution of positions along z which is Gaussian with a FWHM of 20
mm. We use this estimate for the spatial extent of the molecular pulse in the z direction
at the source. Finally, in the model we take the initial radial positions and speeds of the
molecules to have FWHM of 1.2 mm and 25 m s−1 respectively but only molecules with
small radial positions and speeds are detected so the simulation is insensitive to these val-
ues. The range of radial speeds which get detected in the model is chosen to be the same as
in the experiment and is determined from geometry considerations (the distance between
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the PMT and the source, the size of the detection region etc.).
The laser beams in the rate equation model are intended to reflect the experimental condi-
tions as closely as possible. In the model we assume that the four laser beams are perfectly
overlapped and focused to converge toward the source, similarly to the experimental design.
Each laser beam in the model is taken to have a Gaussian intensity distribution with pa-
rameters as measured in the experiment. The frequency separation between the hyperfine
components in the model is also taken to be as it is in the experiment and is determined
by the driving rf frequencies of the AOM and EOM. In the experiment we measure the
power in the v00 and v10 beams before they enter the vacuum chamber. In the model we
assume that the laser power is equally distributed among the four frequency components
in each vibrational manifold. Thus, in the rate equation model the driving intensities are
taken to best match the experimentally measured values (recall that the scattering rate is
completely determined by the intensity of the laser cooling light). Finally, in the model
the cooling beams are assumed to be tuned to interact with the molecules traveling at 600
m s−1.
The choice of Franck-Condon factors in the rate equation model has a significant effect
on the modeled ToF profile of the molecules in the different vibrational manifolds after
the laser cooling. In the model the Franck-Condon factors qv′,v′′ (where v
′ and v′′ are the
vibrational states in the ground and excited electronic manifolds respectively) are set to
be q0,0 = 0.972 and q1,0 = 1 − q0,0 as these values produce the ToF profiles after the laser
cooling that best match the experimentally measured ones. For each molecule the simu-
lation continues until the molecule decays to the X(N ′′ = 1, v′′ = 2) state which happens
after scattering n photons. In the model, for each molecule, n is chosen at random from
the probability distribution q2,0(1− q2,0)2 where q2,0 = 7.84× 10−4. The value of q2,0 was
chosen to best match the experimentally measured fraction of molecules pumped into the
X(v′′ = 2) state.
7.6.2.2 The ToF profiles in the v′′ = 0 state
Figure (7.14) shows the experimental and simulated ToF profiles of the molecules detected
in the v′′ = 0 state after a laser cooling pulse of duration τ . The modeled ToF profiles
are simply summed over all the hyperfine levels while the experimental ones are averaged
with the appropriate weighting factors applied as described in section (7.6.1). The shape
of the experimentally measured ToF profiles is very well matched by the simulation. As
the laser cooling pulse duration is increased, the molecules from the center of the ToF
profile become more and more depleted as they have interacted with the cooling beams and
been decelerated to later times. The central part of the ToF profile is almost completely
pumped out after the 1.8 ms cooling time. At the same time, the ToF profiles exhibit a
peak corresponding to the molecules that have been decelerated to a later time, marked
Chapter 7. Longitudinal laser cooling and slowing 135
2.4 2.5 2.6 2.7 2.8 2.9 3.0 3.1
0
1
2
3
4
5
Time HmsL
S
ig
na
l
2.4 2.5 2.6 2.7 2.8 2.9 3.0 3.1
0
200
400
600
800
1000
Time HmsL
S
ig
na
l
540 560 580 600 620 640 660
0
200
400
600
800
1000
1200
Speed HmsL
S
ig
na
l
aL bL cL
Τ
1.8 ms
1.4 ms
1.0 ms
0.5 ms
0.1 ms
Figure 7.14: The experimental (a) and simulated (b) ToF profiles of the laser
cooled molecules in the v′′ = 0 states after a laser cooling pulse of duration τ . The
arrow indicates the peak shifted to later times with increasing τ corresponding to
the decelerated molecules. c) The velocity profiles from the simulation.
by an arrow in figure (7.14 a). In the experiment the position of the peak is shifted with
increasing τ - from 2.741 ms for τ = 0.1 ms to 2.780 ms for τ = 1.8 ms (figure (7.15 a)).
The velocity profiles predicted by the simulation (figure (7.14 c)) show that the central
velocity class of the molecular packet has been decelerated and compressed. The molecules
in that vibrational manifold have been decelerated from an initial velocity of vi=600 m s
−1
to a final velocity of vf = 592 m s
−1 for τ = 0.1 and vf = 583 m s−1 for τ = 1.8 ms. This
suggests that more than 1500 photons have been scattered.
The model predicts that the pumped-out hole in the middle of the ToF profile is more
pronounced than we observe in the experiment, particularly for the short cooling times.
This is most likely due to experimental imperfections which cause the scattering rate to
be lower - for example, misalignment of the laser and molecular beams, imperfect overlap
between the different frequency components, imperfect setting of the sideband frequencies,
additional sidebands due to the EOM, non-optimal magnetic field, laser frequency jitter
etc.
Figure (7.15 a) shows the position of the peak corresponding to the decelerated molecules
as measured in the experiment and predicted by the simulation. The agreement between
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Figure 7.15: a) The position of the peak corresponding to the decelerated
molecules and b) the fraction of molecules detected in the v′′ = 0 state compared to
the uncooled ToF profile for the five laser cooling durations τ . Blue - experiment,
red - simulation.
experiment and model is good, particularly for the smaller values of τ . The deceleration
measured in the experiment for τ = 1.4 and τ = 1.8 ms is a few µs higher than predicted in
the model. This is most likely because the laser cooling beams in the experiment interact
with a broader class of molecules because of frequency jitter and molecules which were
slower to begin with are also decelerated.
Figure (7.15 b) shows the fractional decrease of the total number of molecules detected in
the v′′ = 0 state with increasing τ as the molecules are optically pumped into the v′′ = 2
state as predicted by the model and measured in the experiment. In the experiment the
fraction of remaining molecules detected in the v′′ = 0 state falls from 0.94 for τ = 0.1 ms
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to 0.48 for τ = 1.8 ms (figure (7.15 b)). The model predicts that a slightly higher fraction
of molecules is pumped into the v′′ = 2 state than experimentally measured. This is also
due to the slower scattering rate in the experiment.
The overall shape of the ToF profiles, however, is very well reproduced by the model. The
agreement is also evident when we compare the ToF profiles in the individual hyperfine
states as shown in figure (7.16). The depth of the hole of in the middle of the ToF profiles
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Figure 7.16: The measured (points) and simulated (solid lines) ToF profiles for
each of the hyperfine states after a laser cooling pulse of duration 0.1, 0.5, 1, 1.4
and 1.8 ms. Bottom row - the velocity profiles predicted by the simulation after a
laser cooling time of 1.8 ms.
in all states is slightly deeper in the simulation than it is in the experiment but this difference
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is less significant for the longest laser cooling pulse. The majority of the molecules have been
pumped out of the (J = 3/2, F = 2) state and the molecules that have been cooled/slowed
to the greatest extent end up in the (J = 1/2, F = 1) state. The pumping out of the
(J = 3/2, F = 2) state and into the (J = 1/2, F = 1) state is not as pronounced in
the experiment, particularly for the cooling times shorter than 1.4 ms but the agreement
between the data and model for the laser cooling of 1.8 ms is very good. The bottom row
of figure (7.16) shows the velocity profiles of the molecules in the different hyperfine states
after a laser cooling pulse of 1.8 ms.
7.6.2.3 The ToF profiles in the v′′ = 2 state
Figure (7.17) shows the experimental and simulated ToF profiles of the molecules detected
in the v′′ = 2 state after the laser cooling pulse. In the experiment the original population
in the v′′ = 2 state, which is approximately 10% of the population in the v′′ = 0 state as
determined by the integral of the ToF profiles, has been subtracted. Both in the experiment
and simulation the population in that state increases linearly with laser cooling time τ . All
ToF profiles exhibit a peak which is slightly shifted with respect to the central arrival time
of the uncooled molecules. The shape of the experimental ToF profiles is well reproduced
by the simulation. The modeled velocity profiles show that the molecules pumped into the
v′′ = 2 state are slower on average and that there is no significant velocity bunching. The
reason for this is that the molecules detected in the v′′ = 2 state have fallen out of the
cooling cycle at a random time.
Figure (7.18) shows the height and the center arrival time of the ToF profiles of the
molecules detected in the v′′ = 2 state after the laser cooling, relative to the height and
center arrival time of the ToF profile of the uncooled molecules in the v = 0 state. The
amplitude of the peak in the v′′ = 2 ToF profiles increases with increasing laser cooling
duration τ as the molecules have a higher probability of falling out of the cooling cycle
the longer they have been exposed to the cooling light. The simulation predicts a higher
value for that peak amplitude, especially for the shorter laser cooling times. The reason
for the lower peak height in the experimental ToF profiles is the slower scattering rate in
the experiment, as discussed in section (7.6.2.2). The molecules detected in the v′′ = 2
state have on average later arrival time than the uncooled molecules. In addition to that,
the position of the peak height of the ToF profiles is shifted to later times with increasing
τ as the molecules scatter more photons before being optically pumped into the v′′ = 2
state. The predicted by the model position of the peak of the ToF profiles of the molecules
detected in v′′ = 2 agrees with the experimental values, especially for the longer laser
cooling times.
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Figure 7.17: The experimental (a) and simulated (b) ToF profiles of molecules
detected in the v′′ = 2 state after a laser cooling pulse of duration τ (blue) compared
to the uncooled ToF profile in the v = 0 state (red). c) The velocity profiles of the
molecules in the v′′ = 2 state (blue) and the uncooled molecules in the v = 0 state
(red) predicted by the simulation.
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Figure 7.18: a) The position of the peak in the v′′ = 2 ToF profiles with respect
to the central arrival of the uncooled molecules in the v = 0 state for several laser
cooling durations τ . b) The height of the ToF profile of the molecules detected in
the v′′ = 2 state after the laser cooling. Each point is normalized to the height of
the uncooled ToF profile of the molecules in the v = 0 state. b) Blue - experiment,
red - simulation.
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In the experiment the fraction of molecules pumped into the v′′ = 2 state increases
linearly with increasing laser cooling pulse: from 4% for τ = 0.1 ms to 36% when τ = 1.8
ms. However, the model predicts that a slightly higher fraction of molecules has been
pumped into that state, particularly for the shorter values of the laser cooling pulse. This
is consistent with the results in section (7.6.2.2).
Table (7.1) shows the fraction of molecules detected in the v′′ = 0, 1, 2 states after the laser
cooling pulse. Each entry is the integral of the ToF profile of the molecules detected in the
respective vibrational state divided by the integral of the uncooled ToF profile in the v = 0
state. The molecules in the experiment are pumped out of the v = 0 state at a slower rate
than in the model due to the lower scattering rate. Also, there is no detectable population
in the v′′ = 1 state in the experiment. We note that the apparent loss of molecules in the
experiment is most likely due to systematic long term drifts of the Ca target between the
measurements in the three vibrational manifolds.
When the ToF profiles of the molecules detected in the two vibrational manifolds are
Cooling time (ms): 0.1 0.5 1.0 1.4 1.8
Model
v”=0 0.904 0.721 0.605 0.537 0.459
v”=1 0.0021 0.01 0.0255 0.0489 0.0981
v”=2 0.088 0.263 0.363 0.408 0.437
Total: 1 1 1 1 1
Experiment
v”=0 0.9425 0.8052 0.6599 0.6557 0.4895
v”=1 0 0 0 0 0
v”=2 0.039 0.114 0.192 0.28 0.364
Total: 0.962 0.908 0.845 0.86 0.836
Table 7.1: The fraction of molecules detected in the v′′ = 0, 1, 2 vibrational
manifolds after a laser cooling pulse of duration τ .
displayed on the same axis as shown in figure (7.19), we can see that the molecules detected
both in the v′′ = 0 and v′′ = 2 states have been decelerated with respect to the central
arrival time of the uncooled molecules. In addition to that, the peak in the v′′ = 2 ToF
profiles is at a slightly earlier time than the corresponding peak in the v′′ = 0 state for
all values of τ as the molecules detected in the latter state have been exposed to the laser
cooling for longer. The position of the peak corresponding to the decelerated molecules
in both vibrational states is observed at the place predicted by the model with the best
agreement for τ =1.8 ms.
We also note that the ToF profile of the molecules in the v′′ = 2 state is slightly asymmetric
and weighted towards later times. The reason for this asymmetry is that the longer the
laser cooling pulse is the more photons the molecules have scattered before being optically
pumped into the v′′ = 2 state. This asymmetry increases with τ and becomes even more
Chapter 7. Longitudinal laser cooling and slowing 142
pronounced when the laser cooling light is chirped as will be discussed in section (7.7).
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Figure 7.19: The ToF profiles of the molecules detected in the v′′ = 0 state
(purple) and v′′ = 2 state (orange) after a laser cooling pulse of duration τ . Points
- experiment, solid lines - model. The dashed lines indicate the central arrival time
for the uncooled molecules.
7.6.2.4 The sum of the ToF profiles in the v”=0 and v”=2 states
When we add the ToF profiles of the molecules detected in the three vibrational states
involved we see the expected laser cooling effect most clearly (figure (7.20)). The molecules
removed from the original distribution are slowed and cooled and produce a peak that is
both later and narrower. The peak’s amplitude increases with increasing τ as more and
more molecules pile up at the lower velocity. In addition, the peak corresponding to the
laser cooled bunch is shifted to lower velocities with increasing laser cooling time. The mod-
eled velocity distribution suggests that after a laser cooling pulse of 1.8 ms the molecules
that have interacted with the cooling light have been decelerated from 600 m s−1 to 583
m s−1 while their temperature has been reduced from 2.97 K to 86 mK.
We note that for the laser cooling times of 0.1 and 0.5 ms, the simulation predicts a
sharper and larger decelerated peak than we observe in the experiment. In particular, the
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Figure 7.20: The sum of the ToF profiles of the molecules detected in all vi-
brational states before (red) and after (blue) a laser cooing pulse. a) Data. b)
Simulation. c) The velocity profiles predicted by the simulation.
slowed/cooled bunch of molecules that is clearly present in the simulated ToF profile for
the 0.1 ms cooling time has no corresponding feature in the experimental data, while the
overall shift of the measured ToF profile for that laser cooling time is not reproduced in
the calculated data. This discrepancy between experiment and simulation is also due to
the slower scattering rate in the experiment than in the simulation, as we have seen before.
The agreement between the experiment and model is better for the two longest laser cooling
durations. It is interesting to note that for the 1.8 ms laser cooling the experimental ToF
peak is approximately 30±5 µs later than the simulated one. The reason for this could
be that in the experiment the cooling lasers have a wider range of capture velocities com-
pared to the prediction of the simulation. We will come back to that point in section (7.6.3).
7.6.3 Extracting the velocity distribution from the measured ToF profiles
The experimental and simulated ToF profiles agree reasonably well but the agreement is
not perfect. Since the measured ToF profiles suggest that the scattering rate in the exper-
iment is slightly lower than expected, the modeled velocity profiles can only serve to give
a lower limit to the temperature. A direct measurement of the velocity distribution would
be ideal but is outside of the scope of the current work.
In this section, we present a method for inferring the velocity distribution from the mea-
sured ToF profiles without relying on the rate equations model.
The simplest way to estimate the velocity distribution from the measured ToF profiles is to
use the relation v = L/t where L is the distance traveled from the source to the detector.
This approach is not entirely accurate, because it overlooks the fact that the molecules
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undergo deceleration for part of the time. Nevertheless, it gives an upper limit to the tem-
perature which is 450 mK for the 1.8 ms cooling time.
We can also extract the velocity distribution in a more accurate way. As the source is
spatially compact, the measured ToF profile without laser cooling is a direct measure of
the velocity distribution produced by the source. We can guess what kind of a force acted
on the initial velocity distribution to convert it into one that produces the measured ToF
profile after the laser cooling pulse. We assume a simple velocity-dependent form of the
light force which has a characteristic symmetric shape with respect to a central velocity. We
approximate the light force as a Gaussian function of the form: F exp
(−(v−v0∆ )2), where F
characterizes the maximum value of the force, v0 the central velocity and ∆ the width. The
cooling force is determined by the free parameters F , v0 and ∆ which are to be deduced
from the measured ToF profile after each laser cooling pulse. Once the force function is
specified, the arrival time at the detector corresponds to a unique value for both the initial
and final velocity - so a measured ToF profile can be transformed into an initial velocity
distribution and a final velocity distribution. We can vary the three parameters that de-
fine the force function to find the values that give the best fit between the generated and
measured initial velocity distributions. A single choice of the fitting parameters reproduces
well all the measured ToF profiles. We note that the exact form of the force function was
found to be insignificant and a Lorentzian function produced similar results.
The ToF and velocity profiles obtained by this fitting procedure are shown in figures (7.21
a) and (7.21 b). The best fit parameters were found to have values v0 = 599 ± 3 m/s,
F = (0.012± 0.003)hΓ/λ, and ∆ = 21+10−4 m/s, all of which are reasonable. The value of v0
is as expected as the lasers are locked to the central molecular velocity class. The value for
∆=21 m/s corresponds to a FWHM of the captured velocities of approximately 40 m/s.
The intensity needed to power-broaden the linewidth of the transition in order to match this
inferred capture velocity range is approximately seff ≈ 12 which is higher than the intensity
in the experiment. It is likely that the larger than expected velocity capture range is partly
due to the frequency jitter on the cooling lasers but more importantly a consequence of the
optical pumping of molecules into the v′′ = 2 state which causes an effective broadening of
the transition associated with the saturation of the number of scattered photons.
Consider now the F parameter. The maximum value of the force F is expected to be Pex
hΓ
λ
where Pex is the probability of a molecule being in the excited state. Using the formula for
excitation in a multi-level system from [55], taking an average value for the laser intensity
and accounting for the small detunings of some frequencies from their ideal values, we find
a value of Pex = 0.04. However, for any duration of the laser cooling pulse, a fraction of
the molecules are pumped into the v′′ = 2 state, at which point the cooling/slowing stops.
This is responsible for the lower average force that we infer.
The velocity profiles determined by the simple model can be fitted to a sum of two Gaus-
sian functions to determine the final speed and temperature of the laser cooled molecules.
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Figure 7.21: a) Solid lines - the experimentally measured ToF profiles before
(red) and after (blue) a laser cooling pulse. Dashed lines - the best-fit ToF profiles
predicted by a known initial velocity distribution and the simple model. b) Velocity
profiles inferred from the measured ToF profiles in a) and the same simple model,
with cooling off (solid red) and on (dashed purple).
Increasing the interaction time leads to slowing and narrowing of the velocity distribution
of the molecules that have interacted with the laser light, as predicted by the numerical
simulation. With increasing laser cooling time τ more molecules are piled at the lower
velocity and the amplitude of the decelerated peak increases (figure 7.22) while its width
gets narrower corresponding to lower temperatures (figure 7.23). After the longest laser
cooling pulse, the forward velocity and temperature of the laser cooled molecules have been
reduced to 583±2 m/s and 330±70 mK respectively.
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(blue) and the bunched peak (purple) after a laser cooling pulse of duration τ . b)
The center velocity of the broad velocity distribution corresponding to the uncooled
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Figure 7.23: The temperature of the broader velocity distribution (a) and the
laser cooled peak (b) after the laser cooling pulse.
7.6.4 Possible issues
We have demonstrated that the ToF profiles show a clear peak with molecules arriving
in a narrower bunch and at a later time when the cooling is applied and that the peak
is becoming more prominent when the cooling light is applied for a longer period. Our
claim is that the observed effect on the measured ToF profiles is due to the laser cooling
force. In principle, however, it is conceivable that a position rather than velocity dependent
force focuses the molecules at the detector. Here we examine the possibility that either
a non-laser-cooling force is at work or that some imperfection due to the design of the
experiment leads to the observed effect on the measured ToF profiles. We reject both of
these possibilities and conclude that the observed results are due to the expected laser
cooling force.
7.6.4.1 Non-laser-cooling forces
The possibility of a position-dependent force was rejected on theoretical and experimental
grounds. We have simulated the possible ToF profiles that would be generated by various
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kinds of position-dependent forces but none of them was found to reproduce the bunching
observed in the experiment. The only restriction we imposed on the conceivable forces that
could be at action was that the maximum value of the force is determined by the maximum
scattering rate. For example, a force which has the same form as the expected laser cooling
force but is position dependent rather than velocity dependent was found to simply shift
the whole ToF profile. In this case, the decelerated distribution is actually broader than
the original one.
We also examined a variety of conspiratorial forces which turn on at different positions
throughout the time of flight of the molecules. The only case in which a small bunching
was observed was in the case where the force is zero throughout most of the time of flight
and is turned on for a 2 cm region at zend where it is very strongly peaked up to its maxi-
mum possible value (here zend is the position of the molecules at the end of the laser cooling
pulse). This worst case scenario does produce a small narrowing of the ToF profile, but it
is far smaller than the narrowing we observe in the experiments.
The position-dependent force can also be rejected on experimental grounds. In the pre-
liminary experiments described in section (7.5), the depth and the width of the hole due
to the optical pumping of molecules into v′′ = 1 agrees very well with the model and is a
direct verification of the velocity-dependent scattering force. In addition to this, we have
tried varying the position at which the v00 pulse is turned on to examine if there is some
dependence of the scattering force on the position along the beam line. We found that
there was none.
7.6.4.2 Possible focusing due to the experimental design and imperfections
We have also investigated the possibility that the convergence of the laser cooling beams
focuses the molecular beam longitudinally by applying a force which is stronger at the
back of the molecular pulse. This possibility was also rejected for the following reasons.
The size of the molecular packet, for example in the middle of the vacuum chamber, is
approximately 10 cm. The intensity at the back of the molecular pulse is approximately
20% highrer than the one at the front of the pusle. Thus, the molecules at the back of the
pulse always experience a slightly higher scattering force. However, the change in arrival
time corresponding to that force gradient for a laser cooling pulse of duration 1 ms and
seff = 1 is only 6 µs so this effect is not enough to explain the bunching of the ToF profile.
We also explored the possibility that some misalignment of the laser cooling beams (e.g.
not perfectly overlapped hyperfine frequency components or misalignment between the laser
beams and the molecular beam) causes the molecules at the front of the molecular pulse to
experience a higher force than the molecules at the back of the pulse. Because all molecules
travel through the light pulse, the only difference in the force experienced by the molecules
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is due to the spatial extent of the molecular packet at the beginning and at the end of the
light pulse. Suppose that the force varies across the molecular packet linearly with position
with a gradient of dFdz , and that the molecular packet has a length of l1 and l2 respectively at
the beginning and the end of the laser cooling pulse. Suppose next that the light is turned
on when the center of the molecular pulse is at z = 0. The molecules at the head/back
of the pulse experience a force F0 ± dFdz l12 at the beginning and F0 + dFdz (Lon ± l22 ) at the
end, where F0 is the force at z = 0 and Lon is the distance traveled during the time the
pulse is on. The average force that acts is F0 +
dF
dz
Lon
2 ± dFdz (l1+l2)2 while the difference in
the average applied force is dFdz
(l1+l2)
2 . We can place an upper limit to the value of the force
gradient: dFdz ≤ FmaxD where Fmax = hλ Γ7 is the maximum possible scattering force in the
multi-level system and D is the distance traveled during the longest duration of the laser
cooling pulse. The length of the pulse is never more than 10% of the distance from the
source, so (l1 + l2)/2 < D/20 which puts an upper limit to the mean difference in applied
force of ∆F < Fmax/20. If this difference is applied for the entire duration, the upper limit
to the mean change in speed between the front and back of the pulse is 7 m s−1. If we take
this to occur in the middle of the machine, so that the beam has a further 0.8 m to travel
at a mean speed of 600 m s−1, then we get an upper limit to the reduction in the spread of
arrival times which is 16 µs. This is a very small change and cannot be responsible for the
observed peaks in the ToF profiles.
7.6.5 The phase-space distribution
For many application of cold molecules the phase-space density of the sample is important.
In figure (7.24 a) we show the phase-space distribution of the molecules after laser cooling
of 1.8 ms. We consider the scattering force expected from the rate equation model and the
force inferred from the measured ToF profiles as described in section (7.6.3). In the latter
case we have made the assumption that the force has acted throughout the entire duration
of the laser cooling pulse.
The ideal scattering force predicted by the rate equation model produces a significant
bunching in the phase-space density as expected. The force inferred by the simple model
characterized by F = 0.012hΓλ compresses the phase-space distribution only modestly. How-
ever, the molecules detected in the v′′ = 0 state have most likely been exposed to a slightly
stronger force characterized by the parameter F = 0.04hΓλ which leads to a more significant
compression of the phase-space density.
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Figure 7.24: a) The longitudinal phase-space density of the molecular packet
after laser cooling of 1.8 ms. Blue - the unperturbed molecular packet, purple -
light force inferred from the the simple model with F = 0.012hΓλ , yellow - light
force with F = 0.04hΓλ and green - effective scattering force as determined by the
rate equations model. b) The acceleration due to the three forces in a).
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7.7 The frequency chirp
As a molecule scatters more and more photons, its velocity is reduced and it eventually
gets shifted out of resonance with the cooling beams. This causes the scattering rate to
decrease. For example, if seff = 0.5 a reduction of the velocity of 10 m/s leads to a 20%
drop of the scattering rate. To ensure that the laser cooling/slowing is maximally efficient
for the entire duration of the cooling pulse, we can chirp the frequency of the cooling lasers
to higher values synchronously with the deceleration of the molecules to compensate for
the change of Doppler shifts.
The Doppler shift between a molecule traveling at velocity v and the counter-propagating
laser light is fD = − vλ . The change in Doppler shift per unit time can be expressed as:
dfD
dt
=
hRsc
λ2m
(7.1)
where Rsc is the scattering rate and we have used the fact that the change of velocity
per unit time is hRscλm . The chirp that keeps the laser on resonance with the decelerating
molecules is thus entirely determined by the scattering rate. The maximum scattering rate
can be estimated as Rsc = PexΓ where Pex is the probability of being in the excited state
and Γ is the excited state spontaneous decay rate. For Pex = 0.04 the estimated chirp rate
is dfDdt = 38 MHz/ms.
7.7.1 Frequency chirp - technical details
The frequency of the cooling lasers must be chirped by more than 50 MHz on a time scale
of 1.8 ms. To implement this chirp, we use a broad-band AOM (AA Opto-Electronic MT
250-A0 1001, 5-VIS) with a center frequency of 250 MHz and a bandwidth of 100 MHz.
All laser cooling beams are combined and double-passed through the AOM in the so-called
‘cat-eye’ configuration. The schematic of the set-up is shown in figure (7.25). The AOM is
positioned at the focal point of two 200 mm lenses. The incoming beam hits the first lens
slightly above its center and is deflected downward as it passes through the AOM. The first
diffracted order goes through the second lens and is retroreflected by a right-angle prism.
The retroreflected beam is then modulated again through the AOM. The use of the two
lenses and prism guarantees that the doubly-diffracted beam is anti-parallel to the incoming
beam but vertically separated so that it can be picked off and sent to the experiment. When
the AOM is driven at a frequency ω the total frequency shift in the double pass is +2ω.
The advantage of this set-up is that changing the AOM driving frequency ω does not cause
spatial variation of the doubly-modulated beam.
The hardware control of the frequency chirp is shown in figure (7.26). A VCO, whose
output is amplified and sent to the frequency chirp AOM, generates a frequency which is
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Figure 7.25: The top and side view of the optics for the frequency-chirp AOM
in the cat-eye configuration.
linearly proportional to a given control voltage. The control voltage waveform is generated
by TTi TG1010 Programmable 10 MHz function generator. The control voltage sent to the
VCO is essentially a voltage ramp which is latched to its final value at the end of the cooling
pulse. This latching ensures that the v10 repump is on resonance with the molecules that
have been slowed down the most during the laser cooling pulse. The function generator
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Figure 7.26: The hardware control of the frequency-chirping AOM.
pattern is triggered by the same TTL pulse which triggers the ablating YAG laser.
In the experiment we vary the chirp rate from 0 to 30 MHz/ms to see the effect on the
detected ToF profiles. The chirp rate is selected by manually changing the slope of the
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voltage ramp from the function generator box. Figure (7.27) shows the frequency-chirp
pattern for the example case of chirp rate of 20 MHz/ms.
The chirping AOM efficiency is optimized for a driving frequency of 225 MHz. The AOM
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Figure 7.27: The frequency-chirp pattern for 20 MHz/ms chirp rate. The black
line shows the control voltage sent to the VCO. The v00 light (yellow) is applied
for 1.8 ms, while v10 repump (red) stays on for the whole duration of the experi-
ment. The right-hand axis is the frequency shift corresponding to the given control
voltage.
efficiency for this frequency in single and double pass is 80% and 64% respectively. When
the AOM rf frequency is chirped this efficiency drops slightly as shown in figure (7.28).
However, the corresponding change in intensity is small enough to not be a problem.
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Figure 7.28: The drop of the frequency-chirp AOM efficiency with driving rf
frequency.
Chapter 7. Longitudinal laser cooling and slowing 153
7.7.2 Effect of the frequency chirp on the ToF profiles
In the frequency chirp experiments we fix the cooling pulse duration to τ = 1.8 ms and
apply the chirp rate β varying from 0 to 30 MHz/ms. For each value of β, we probe the
molecules in the v′′ = 0, 1, 2 states.
We note that chirping the lasers at a rate higher than dfDdt will cause a drop of the scattering
rate. The problem is that first, we do not know exactly what the scattering rate is and
second, the scattering rate drops with the intensity of the divergent cooling beams. It is
thus useful to get both an upper and a lower limit for the scattering rate and make sure
that the chirping rates we apply in the experiment do enhance the cooling. As an upper
limit we can take the scattering rate given by the rate equations model for the variable
intensity in the experiment. As a lower limit we can use the scattering rate as suggested
by the simple model in section (7.6.3). We find that the experimental chirp rates increase
the scattering in both cases. The reader is referred to appendix D for more details.
7.7.2.1 The ToF profiles in the v′′ = 0 state
Figure (7.29 a) shows the experimentally measured and simulated ToF profiles of the
molecules detected in the v′′ = 0 state after laser cooling of duration τ = 1.8 ms and
applied chirp rates of β = 0, 10, 20, 30 MHz/ms. As the chirping rate is increased in the
experiment, the peak corresponding to the decelerated molecules is shifted to later times:
from 2788 µs for β = 0 to 2835 µs for β = 30 MHz/ms. This suggests that the number
of scattered photons has increased from approximately 1500 for β = 0 to 2500 for β = 30
MHz/ms.
There are some features of the experimental ToF profiles that are worth examining in
detail. First, the amplitude of the decelerated peak decreases with increasing β and for
β = 30 MHz/ms it is reduced by 56% of its value for β = 0. This decrease is expected as
only a small fraction of the molecules are scattering at the fastest rate. Second, the hole
in the middle of the ToF profiles, which corresponds to the depleted molecules that have
interacted with the laser light, gets broader with increasing β: the FWHM of the hole is
approximately 67, 78, 93 and 99 µs for β = 0, 10, 20, 30 MHz/ms. In addition, the position
of the centre of the hole shifts by approximately 10±3 µs per increase of β of 10 MHz/ms.
The reason for this is that the chirped laser light interacts with a broader range of molecules
compared to the fixed-frequency case. Third, consider the shoulder to the left of the hole in
the ToF profiles. This shoulder corresponds to the molecules that are slightly faster than
the central velocity class and scatter at a slower rate. The height of the shoulder increases
with β and for β = 30 MHz/ms it has increased by 15% of its value for β = 0. The reason
for this increase is that the chirped lasers shift even further out of resonance with these
faster molecules which are less likely to be optically pumped.
The overall shape of the measured ToF profiles is very well reproduced in the model for all
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Figure 7.29: a) The measured ToF profiles of the molecules detected in the v′′ = 0
state after 1.8 ms of laser cooling and a chirp rate of β =0, 10, 20 and 30 MHz/ms.
The arrow indicates the peak corresponding to the slowed molecules decelerated
to later times with increasing β. b) The simulated ToF profiles. c) The velocity
profiles as predicted by the simulation.
values of β as shown in figure (7.29 b). The depth of the hole is deeper in the simulation
but this is expected in light of the results in section (7.6.2) - this is most likely due to
the lower scattering rate in the experiment. The position of the decelerated peak in the
model agrees with the experimental results to within a few µs. Both the decrease of the
decelerated peak height and the increase of the shoulder height is reproduced by the model,
although to a greater extent than we observe in the experiment - the predicted decrease
and increase are by -45% and 62% respectively. This again suggests that the scattering
rate in the experiment is lower.
Figure (7.29 c) shows the simulated velocity profiles of the molecules detected in the v′′ = 0
state. The frequency chirp has a dramatic effect - the molecules that have interacted with
the lasers have been decelerated from 583 m/s for β = 0 to 562 m/s for β = 30 MHz/ms.
In addition, the velocity spread of the slowed molecules has been considerably compressed.
Figure (7.30) shows the experimental and simulated ToF profiles of the molecules in the
individual hyperfine states of the v′′ = 0 manifold. The agreement is very good with the
only significant difference that the molecules in the experiment are less efficiently pumped
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out of the (J = 3/2, F = 1) state. The experimental ToF profile for that state shows a
peak at approximately 2670 µs which is higher than predicted by the simulation by a factor
of 2, 1.9 and 1.7 for β = 10, 20 and 30 MHz/ms respectively. This peak corresponds to the
fast molecules that fall out of the cooling cycle as the cooling light is chirped. A possible
explanation for the higher peak in the experiment is that since the (J = 3/2, F = 1) fre-
quency is addressed by a separate laser beam, some misalignment with the other frequency
components when the light is chirped might cause the molecules in that state to scatter at
a lower rate.
The simulation also suggests a more pronounced peak corresponding to the slowed/laser
cooled molecules in the (J = 1/2, 1) state than we observe in the experiment.
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Figure 7.30: The ToF profiles of the molecules in the different hyperfine levels
of the v′′ = 0 state after laser cooling with applied chirp rate β=0, 10, 20 and 30
MHz/ms. Points - experiment, solid lines - simulation. The bottom row shows the
predicted by the simulation velocity profiles for β =30 MHz/ms.
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7.7.2.2 The ToF profiles in the v′′ = 2 state
Figure (7.31 a) and (7.31 b) shows the experimentally measured and simulated ToF profiles
of the molecules in the v′′ = 2 state after a laser cooling with applied chirp β. As the
chirping rate β is increased, the ToF profiles of the molecules detected in the v′′ = 2 state
become more asymmetric with the peak corresponding to the slowed molecules shifted from
2740±5 µs for β = 0 to 2788±5 µs for β = 30 MHz/ms, as shown in figure (7.31). The
reason for this is that the chirping enhances the cooling and when molecules fall out of the
X(v = 0, 1) ↔ A(v′ = 0) cooling cycle, their velocity is further reduced compared to the
non-chirping case.
The simulated ToF profiles match the shape of the experimentally measured ones very
well. The position of the peak in the modeled ToF profiles agrees with the experimental
observation to within 10 µs. There is, however, one significant difference. In the model the
number of molecules pumped into the v′′ = 2 state increases gradually with chirp rate and
for β =30 MHz/ms the increase reaches 17%. This effect is expected as with higher chirp
rates applied the molecules scatter more and more photons and have a higher probability
of decaying to the v′′ = 2 state. In the experiment, on the other hand, we observe a gradual
loss of molecules with increasing chirp rate and for β = 30 MHz/ms the observed loss is
32%. Currently, we do not know what is the cause of the loss of the molecules from that
state in the experiment.
Figure (7.31 c) shows the modeled velocity profiles in the molecules in the v′′ = 2 state.
Chirping the laser light does not lead to cooling in that state but it does create slower
molecules.
It is useful to show the v′′ = 0 and v′′ = 2 ToF profiles on the same scale to highlight
the agreement between the data and the model (figure (7.32)). Despite the apparent loss
of slowed molecules from the v′′ = 2 state in the experiment, the overall features of the
measured ToF profiles in the two vibrational manifolds agree very well with the modeled
ones. It is clear that the deceleration of the molecules detected in both the v′′ = 0 and
v′′ = 2 states with respect to the central arrival of the uncooled ToF profile (dashed line in
figure (7.32)) increases with chirp rate.
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Figure 7.31: The measured (a) and simulated (b) ToF profiles of the molecules
detected in the v′′ = 2 state after a laser cooling pulse of 1.8 ms and chirp rate β
(blue) compared to the uncooled ToF profile in the v = 0 state (red). The arrow
indicates the peak corresponding to the slowed molecules which is shifted to later
times with increasing β. c) The velocity profiles predicted by the simulation.
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Figure 7.32: The ToF profiles of the molecules detected in the v′′ = 0 state
(purple) and v′′ = 2 state (orange) after a laser cooling pulse chirped at a rate
β. Points - experiment, solid lines - model. The dashed line indicates the central
arrival time for the uncooled molecules.
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7.7.2.3 Molecular population in the v′′ = 1 state
When the chirp is applied, both the v00 and v10 lasers follow a particular class of decelerat-
ing molecules. Without the frequency chirp there is no population in the X(N = 1, v = 1)
state both on the ‘on’ and ‘off’ shots of the experiment. However, when the chirp is applied,
some residual population is left behind in that state. This is because the un-decelerated
molecules are further from resonance with the v10 light when it is chirped, and so the final
stage of optical pumping is less effective.
Figure (7.33 a) shows an example spectrum over the A −X(1 − 1) transition for the four
chirp rates β. When the chirp is applied the first two hyperfine states in that vibrational
manifold are populated. The population in that state does not seem to increase significantly
with chirp rate. However, we note that there is no population in the X(v = 1) state on the
‘off’ shots and the signal cannot be normalized to eliminate the fluctuations of the source.
The molecules detected in the v′′ = 1 state in the experiment have central arrival time of
approximately 2660±20 µs (figure (7.33 b)) - slightly earlier than the central arrival time
of the uncooled molecules. This is expected as the chirped laser frequencies interact with
the slower molecules.
Figure (7.34) shows the experimental and simulated ToF profiles of the molecules de-
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Figure 7.33: Scan over the A−X(1−1) transition (a) and the corresponding ToF
profiles (b) of the molecules detected in the v′′ = 1 state after a laser cooling pulse
with chirp rate β of 0 (blue), 10 (purple), 20 (green) and 30 (yellow) MHz/ms.
tected in the v′′ = 0, 1, 2 vibrational manifolds for chirp rates of 10 and 30 MHz/ms. The
simulation suggests that the molecules in the v′′ = 1 state have a mean arrival time of
approximately 2.6 ms - slightly earlier than in the experiment. In addition to that, in the
experiment a higher fraction of molecules is pumped into the v′′ = 1 state than predicted
by the model.
Chapter 7. Longitudinal laser cooling and slowing 159
2.4 2.6 2.8 3.0
0.0
0.2
0.4
0.6
0.8
1.0
Time of flight HmsL
P
M
T
si
gn
al
HV
L
2.4 2.6 2.8 3.0
0.0
0.2
0.4
0.6
0.8
1.0
Time of flight HmsL
P
M
T
si
gn
al
HV
L
2.4 2.5 2.6 2.7 2.8 2.9 3.0 3.1
0
50
100
150
200
250
Time of flight HmsL
C
ou
nt
s
2.4 2.5 2.6 2.7 2.8 2.9 3.0 3.1
0
50
100
150
200
250
Time of flight HmsL
C
ou
nt
s
10 MHzms 30 MHzms
aL
bL
Figure 7.34: The ToF profiles of the uncooled molecules in the v = 0 state
(dashed red line) and the laser-cooled molecules detected in the v′′ = 0 state
(purple), v′′ = 2 state (orange) and v′′ = 1 state (green) after the laser cooling
pulse and frequency chirp of 10 and 30 MHz/ms. a) Experiment. b) Simulation.
Chapter 7. Longitudinal laser cooling and slowing 160
Table (7.2) shows the fraction of molecules detected in the v′′ = 0, 1, 2 states after the
laser cooling pulse. The fraction of molecules detected in the v′′ = 0 state with increasing
β is slightly higher in the model, but this is consistent with the results so far. In the
experiment a larger fraction of molecules are left in the v′′ = 1 state, which can be only
partially explained by the drop of v10 light intensity with increasing β. In addition, in the
experiment we observe a loss of molecules from the v′′ = 2 state which cannot be explained
only by variations in the source flux.
Chirp rate β (MHz/ms): 0 10 20 30
Model
v”=0 0.459 0.452 0.428 0.398
v”=1 0.0981 0.0974 0.0941 0.0829
v”=2 0.437 0.444 0.471 0.512
Total: 1 1 1 1
Experiment
v”=0 0.4895 0.4773 0.4341 0.4156
v”=1 0 0.149 0.151 0.124
v”=2 0.364 0.311 0.33 0.31
Total: 0.836 0.877 0.864 0.818
Table 7.2: The fraction of molecules detected in the v′′ = 0, 1, 2 vibrational
manifolds after a 1.8 ms laser cooling pulse and chirp β.
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7.7.2.4 The ToF profiles summed over all vibrational states
Finally, in figure (7.35) we present the sum of the ToF profiles in all vibrational manifolds
after the laser cooling with applied chirp β. The deceleration predicted by the model (in-
dicated by the dashed line) is matched in the experiment. The model predicts that the
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Figure 7.35: The sum of the ToF profiles of the molecules detected in the v′′ =
0, 1, 2 vibrational manifolds before (red) and after (blue) a laser cooling with chirp
β. The dashed line indicates the decelerated peak a) Experiment. b) Simulation.
c) Velocity profiles taken from the simulation.
laser cooled molecules have been decelerated from 582 m/s for β = 0 to 562 m/s for β =30
MHz/ms. In addition, the final temperature for the highest chirp rate has been reduced to
7 mK.
Chirping the cooling frequency has a significant effect on the detected ToF profiles, with
the deceleration exactly as predicted by the simulation. The only problem is the loss of
molecules in the experiment with increasing chirp rate, particularly from the v′′ = 2 state.
Because of this loss, fitting the sum of the measured ToF profiles in the three vibrational
states to infer the velocity distribution as described in section (7.6.3) does not give mean-
ingful results.
Currently, we do not know what causes the observed loss of molecules with increasing chirp.
Applying chirp rates higher than 30 MHz/ms in the experiments (the highest chirp rate
that we tried was 40 MHz/ms) led to further loss of molecules but not appreciable further
deceleration.
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7.7.2.5 The phase-space density
The molecules that have been detected in the v′′ = 0 states have experienced the maximum
laser cooling force as they have stayed in the cooling cycle throughout the whole laser
cooling pulse. We can include an extra time-dependent term in the expression for the
scattering force to account for the frequency chirp. The phase-space distribution of the
molecules for the three chirp rates β following the action of the force predicted by the rate
equations is shown in figure (7.36 a). Increasing the chirp rate significantly compresses the
longitudinal velocity spread of the molecules. This velocity bunching can be beneficial for
loading a Stark decelerator as suggested in [93].
The phase-space compression in (7.36 a) is the maximum compression that can be achieved.
The actual laser cooling force acting in the experiment is most likely weaker as the scattering
rate is lower. Figure (7.36 b) shows the phase-space distribution for the force inferred from
the measured ToF profiles with F = 0.04hΓ/λ. Although this force leads to a further
deceleration reaching a final mean forward speed of approximately 560 m/s for β = 30
MHz/ms, there is no significant increase in the phase-space density with increasing β.
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Figure 7.36: The phase-space density at the end of the laser cooling pulse for
β =0 (blue), 10 (purple), 20 (yellow) and 30 (green) MHz/ms. a) Force as predicted
by the rate equations model. b) Force inferred from the measured ToF profiles
characterized by F = 0.04hΓ/λ.
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7.7.3 Effect of the spontaneous emission
After each emission of a photon, the molecule makes a random walk in momentum space of
size ~k. This random walk introduces heating to the sample proportional to the square of
the number of photons scattered. According to the random-walk theory, after the emission
of N photons, the mean square momentum along a given dimension is 〈p2x〉 = ~2k2N [199]
with a corresponding spread of velocity of 〈vx〉 =
√
N ~km .
In the longitudinal laser cooling experiment heating of the molecular beam in the trans-
verse direction can cause the beam to diverge and because of that fewer molecules will be
detected. This heating was found to be the dominant mechanism for loss of molecules in the
longitudinal radiation pressure slowing of SrF [200] because of the high number of photons
scattered (&104) and low starting velocities (∼140 m/s). However, in the laser cooling of
CaF experiment described in this thesis this heating is not significant and cannot explain
the observed loss of molecules in the frequency-chirp experiments. If we assume that the
number of photons scattered in the experiment is N = 2000, then 〈vx〉 ≈0.5 m/s. Since
the mean time of flight of the molecules is ∼2.7 ms, the increase of the spread of transverse
positions at the detector is only ≈1 mm.
7.8 Conclusion
We have demonstrated longitudinal slowing and cooling of a supersonic beam of CaF rad-
icals using the quasi-closed vibrational and closed rotational X(N = 1, v = 0, 1)↔ A(J =
1/2, v′ = 0) cycling transition. The molecules that have interacted with the lasers are de-
celerated by approximately 20 m/s and cooled to 330 mK from an initial temperature of
≈ 3.5 K when the cooling light of fixed frequency is applied for 1.8 ms. With chirping the
deceleration was roughly doubled. Comparison with the detailed numerical model shows
that the deceleration is well understood, as is the optical pumping into the v′′ = 2 state
state, while the cooling is not quite as strong in the experiment as predicted.
We compared the measured ToF profiles of molecules to the ones predicted by the nu-
merical simulation and in all cases the agreement is very good. However in the chirping
experiments there is a loss of the slowed molecules with increasing chirp rate, particularly
in the molecules detected in the v′′ = 2 state. This loss needs to be investigated in future
experiments.
Chapter 8
Conclusions and future directions
In this thesis I presented work on longitudinal laser cooling and slowing of a supersonic
beam of CaF molecules. The observed enhancement of the molecular fluorescence when the
transition is closed only rotationally was found to be in good agreement with the predic-
tion of a rate equations model describing the evolution of the molecular population in the
multi-level system. When the vibrational repump is added so that the molecules are scat-
tering photons on the X(N = 1, v = 0, 1) ↔ A(J ′ = 1/2, v′ = 0) transition, each molecule
can scatter more than a thousand photons which is enough to demonstrate a measurable
laser cooling and slowing effect. We demonstrated longitudinal laser cooling in which the
resonant class of molecules is slowed from an initial speed of 600 m s−1 to a final speed
of 580 m s−1, and the spread of forward velocities was reduced from a temperature of 3 K
down to 300 mK. By applying a frequency chirp to keep the lasers on resonance with the
decelerating molecules, we were able to double the deceleration. The effectiveness of the
laser cooling was limited by the optical pumping of the molecules into the X(v′′ = 2) state.
The results are very encouraging in light of the fact that we have only used one vibrational
repump laser and given the high starting velocity of the molecular beam.
Calcium fluoride may prove to be an attractive candidate to investigate the properties of
polar diatomic molecules such as the long-range dipole-dipole interactions. Laser cooling
of CaF has proven to be a fruitful project which has demonstrated good results and also
opened up many possibilities for future work.
8.1 The future of laser cooling CaF
8.1.1 Solid state laser system
The first improvement that needs to be done to the experiment is to replace the existing dye
laser system with a solid state one. Due to recent advances in solid state frequency-doubled
fiber lasers it is now possible to buy a laser that gives out more than 1 W of laser light at
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606 nm (the wavelength of the main cooling transition). The vibrational repump dye laser
at 628 nm, on the other hand, can be replaced by a home made diode system as described
in [201].
8.1.2 Measurement of the velocity distribution
It would be beneficial to have a direct measurement of the velocity distribution of the
molecules after the laser cooling. This would provide unequivocal information about the
effect of the laser cooling and slowing that is demonstrated experimentally, without relying
on any model to interpret the measured ToF profiles.
There are several ways to do such a velocity measurement. Perhaps the most straightfor-
ward way to analyze the velocity distribution of the molecules after the laser cooling is to
scan the probe laser around the four hyperfine levels of the laser cooling transition while it
is intersecting the molecular beam at an angle. In this way, the velocity distribution of the
beam can be determined from the measured Doppler shift. This technique was used in the
first experiments on laser cooling of atoms [16, 21]. In the laser cooling of CaF experiment,
one can arrange the probe beam so that it is almost counter-propagating to the molecular
beam so that the maximum Doppler shift is achieved. In such a geometry the difference in
Doppler shifts of the molecules traveling at a velocity of 580 m s−1 and 600 m s−1 is of the
order of 30 MHz which is enough to measure unambiguously. If the probe laser is scanned
over the four hyperfine states of the laser cooling transition in the respective vibrational
manifold, the newly produced slowed molecules will be removed from the original distri-
bution and will exhibit a peak in the spectrum shifted to higher frequencies by about 30
MHz, similarly to the experiment described in [16]. Such a measurement would be relatively
straightforward to do in the current experimental set-up, with only minor modifications to
the existing apparatus.
Alternatively, it is possible to measure the velocity distribution of the molecules by detect-
ing them with an ICCD camera [169] or by using two probe beams from the same probe
laser which intersect the molecular beam perpendicularly at two PMT detection regions
at different positions after the laser cooling is applied, as described in [202]. However,
the latter method will most likely involve some complications due to the re-distribution
of molecules among the four hyperfine levels following the interaction with the first probe
beam.
8.1.3 Towards a CaF MOT
In order to ensure enough scattered photons for a significant reduction of the speed and
temperature, the leak to the X(v′′ = 2) state must be eliminated. This can be done with
a vibrational repump laser acting on the X(v = 2) → A(v′ = 1) transition at 626.6 nm
accessible by the same type of diode laser as the v10 repump laser. The second repump
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laser will dramatically increase the number of photons scattered per molecule. If we use
the Franck-Condon factors from section (3.2.3), plugging the leak to the X(v′′ = 2) state
should increase the number of photons scattered to more than 3×105. However, the starting
velocities of the supersonic source are too high to realize the scattering of this number of
photons within a reasonable distance. Replacing the supersonic source with a buffer gas
one would mean a much lower starting velocity of ∼140 m s−1 [71] allowing for a longer
interaction time of 5 ms in only 1 m. With this interaction time even modest driving
intensities of seff ≈ 1 per hyperfine transition would ensure enough scattering events to
bring the molecules to rest. The molecular beam can be also simultaneously cooled in
the transverse direction. The next step would be to capture the slowed molecules in a
magneto-optical trap (MOT) in a scheme similar to the one described in Ref. [168].
8.1.4 Magnetic Sisyphus slowing
A particularly intriguing prospect is to apply Sisyphus type of slowing to CaF in a scheme
similar to the one suggested by Comparat in [203]. The idea described in [203] is the
following - the kinetic energy of a molecule can be modified by using external electric or
magnetic fields. A so-called ‘one-way’ or irreversible step has to be included to avoid the
reverse process which would otherwise heat the sample. For the scheme to work, two states
which experience a different gain in potential energy in an external field must be coupled
to each other, for example through an excited state.
In this Sisyphus cooling scheme the scattering of a single photon can remove a substantial
amount of the molecular kinetic energy. Unlike the traditional laser cooling, based on
photon momentum transfer in which a single scattering event reduces the temperature by
a few µK, in the Sisyphus cooling an absorption-spontaneous emission step can reduce the
temperature by a few mK. The technique promises to allow for a 1000-fold reduction in
the temperature and, in some cases, a compression of the phase-space density by a factor
of 107.
Comparat discusses Sisyphus cooling in the context of molecules in a magnetic or electric
trap. However, the idea can be extended to more complex trapping potentials and can
be applied during deceleration stages, similarly to the suggestion by Hudson in [204] but
including a spontaneous emission step.
In the case of CaF, it is conceivable to use the counter-propagating laser cooling light
together with a field pattern with alternating regions of high and low magnetic field to pump
the molecules into a state which is always climbing a potential hill and thus considerably
slow them down. If both the high and low magnetic field regions are high enough, the
hyperfine structure in the ground X2Σ+(N = 1, J = 1/2, 3/2) state becomes irrelevant as
all magnetic sublevels evolve into one of two states whose projection onto the axis defined
by the magnetic field is MS = ±1/2. Each of these two states can be selectively coupled to
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the excited A2Π1/2(J
′ = 1/2) (which is insensitive to magnetic fields) by laser light which is
resonant with each state for a different value of the magnetic field. For example, consider a
sinusoidally varying magnetic field with a lowest value of 0.1 T and a highest value of 1 T.
If the MS = −1/2 state is shifted into resonance with the excited state for B = 0.1 T, the
molecules will be pumped into the MS = 1/2 state which experiences a gain of potential
energy in the increasing magnetic field leading to a loss of kinetic energy. Near the top of
the potential hill, the molecules in the MS = 1/2 state are shifted into resonance with the
excited state and pumped into the MS = −1/2 state which experiences a potential hill as
the value of the magnetic field decreases. The process can be repeated many times. The
change of kinetic energy experienced per one cycle is ∆E = µB∆B where µB is the Bohr
magneton and ∆B is the difference in magnetic field at which the two states are resonant
with the exited state. For ∆B = 0.9 T, the change in energy experienced per Sisyphus
slowing cycle is ∆E = 13 GHz. If a buffer gas source is used the starting forward velocity
of the CaF radicals is ∼ 140 m s−1 and the molecules can be brought to rest after scattering
only ∼ 100 photons.
This Sisyphus slowing scheme is particularly well suited to CaF due to its short excited
state lifetime and highly diagonal Franck-Condon matrix. Although some details need
to be further investigated - such as the exact magnetic field profile needed and a way to
transversely confine the molecules as they slow down, this magnetic Sisyphus slower is quite
promising. It should be relatively easy to realize the needed field pattern with permanent
magnets. Due to the high amount of kinetic energy removed per photon scattered, not
too many deceleration stages are needed. Once sufficiently slowed, the molecules can be
captured in a MOT or a microwave trap as described below.
8.1.5 Different repump scheme
Recall that the scattering rate in a multi-level system is reduced compared to the two-level
case due to the presence of many ground state levels connected to the same excited state. It
might be beneficial to employ an alternative repump scheme so that the main cooling and
repump lasers are not connected to the same excited state and thus improve the scattering
rate. Instead of repumping the molecules on the X(v = 1) → A(v′ = 0) transition, one
can use a repump laser on the the X(v = 1)→ B(v′ = 0) transition at 531 nm [171]. This
would increase the scattering rate from Γ/7 to Γ/4. When excited to the B(v′ = 0) state, a
molecule can decay to either of the X or A states but decays to the A state are suppressed
by approximately a factor of
(
ωBX
ωBA
)3(
dBX
dBA
)2 ∼ 104 where ωij is the angular frequency of
the transition and dij is the transition dipole moment (here we have used the calculated
dipole moments from [205]). The FCFs for the B−X transitions are particularly favorable
with the B − X(0 − 0) Franck-Condon factor of 0.9980. The FCFs for the three bands
A−X, B −X and A−B calculated using the symplectic integrator [189] are presented in
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tables (8.1), (8.2) and (8.3).
A−X band
A(v′ = 0) A(v′ = 1) A(v′ = 2) A(v′ = 3)
X(v = 0) 0.9776 0.02234 1.719×10−5 4.2667×10−7
X(v = 1) 0.02161 0.9348 0.04353 4.515×10−5
X(v = 2) 7.134×10−4 0.04073 0.8948 0.06365
X(v = 3) 2.689×10−5 0.002019 0.05755 0.8575
Table 8.1: The A−X(v′ − v) Franck-Condon matrix for v = 0, 1, 2, 3.
B −X band
B(v′ = 0) B(v′ = 1) B(v′ = 2) B(v′ = 3)
X(v = 0) 0.9980 0.001954 1.654×10−5 1.158×10−6
X(v = 1) 0.001921 0.9935 0.004567 4.103×10−5
X(v = 2) 5.024×10−5 0.004424 0.9875 0.007925
X(v = 3) 2.969×10−8 1.566×10−4 0.007568 0.9801
Table 8.2: The B −X(v′ − v) Franck-Condon matrix for v = 0, 1, 2, 3.
B −A band
B(v′ = 0) B(v′ = 1) B(v′ = 2) B(v′ = 3)
A(v = 0) 0.9634 0.03554 0.001025 2.91229×10−5
A(v = 1) 0.03619 0.8916 0.06905 0.003069
A(v = 2) 4.014×10−4 0.07165 0.8211 0.1004
A(v = 3) 1.573×10−6 0.001237 0.1062 0.7524
Table 8.3: The B −A(v′ − v) Franck-Condon matrix for v = 0, 1, 2, 3.
8.1.6 Trapping laser-cooled CaF in a microwave trap
The Doppler temperature of CaF TD =
~Γ
2kB
=200 µK is still too high to explore some of
the most exciting properties of polar molecules such as the long range anisotropic dipole-
dipole interactions. Even if the molecules are captured in a MOT and sub-Doppler cooling
mechanisms such as polarization gradient cooling are at work, the temperature can only be
further decreased by a factor of 10 in the best case scenario. In fact, it is likely that it will
prove challenging to reach even the Doppler temperature in a type-II MOT [168].
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In order to reach temperatures in the sub-mK regime, techniques other than laser cooling
must be employed. One possibility to achieve such ultralow temperatures is through evap-
orative or sympathetic cooling with ultracold atoms in a trap.
It is possible to trap the laser cooled and slowed CaF molecules in a microwave trap as
described in [112]. The X(N = 1) state is normally a low-field seeking state in a red-
detuned microwave trap and cannot be trapped. Thus, the molecules must be transferred
to the absolute ground state via optical pumping or resonant microwaves. Ordinarily, par-
ity selection rules forbid transferring molecules through the excited state to the X(N = 0)
ground state. However, this selection rule is broken in the presence of microwaves which
presents a convenient way to accumulate the cooled molecules in the trap over time. As an
added bonus, the fact that the molecules are already cold relaxes the requirements on the
trapping fields meaning that the input power to the cavity can be lowered to a few watts
[112]. Once trapped in the microwave cavity, it is possible to achieve high enough densities
and low enough temperatures to apply evaporative cooling and eventually reach quantum
degeneracy.
Alternatively, once in the trap, it is possible to sympathetically cool the molecules fur-
ther with an ultracold atomic sample. The microwave trap confines the molecules in their
absolute ground state which means that detrimental inelastic atom-molecule or molecule-
molecule collisions are suppressed.
Appendix A
Excitation in a multi-level system
This appendix is based on [55] and explains the population dynamics of a multi-level system.
Consider a molecule in which N ground states (labeled as gj) are connected to one
excited state e by laser beams. The probability of occupying a ground or excited state are
nj or ne respectively and satisfy the normalization condition:
ne +
N∑
j=1
nj = 1 (A.1)
One can write a set of rate equations:
∂nj
∂t
= Ajne +Rj(ne − nj) (A.2)
where Aj is the partial spontaneous decay rate from e to gj and Rj is the excitation rate
for that transition. In the steady state limit
∂nj
∂t = 0. Solving equations (6.2) and using
(A.1) we obtain:
ne =
1
(N + 1) +
∑N
j=1Aj/Rj
(A.3)
The ratio Aj/Rj can be expressed as 2Isat,j/Ij where Isat,j = pihcΓ/(3λ
3
j ) is the saturation
intensity for the jth transition and Ij is the intensity of the light driving that transition.
Equation 6.2 can then be written as:
ne ' 1
(N + 1) + 2
∑N
j=1 Isat,j/Ij
(A.4)
We note that the wavelengths of the laser cooling transitions in the two vibrational man-
ifolds are sufficiently similar to each other so that the saturation intensities Isat,j can be
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approximated by one constant Isat and equation (A.4) reduces to:
ne ' 1
(N + 1) + 2Isat
∑N
j=1 1/Ij
(A.5)
In order to maximize the scattering rate, one has to make ne as high as possible. If the total
given intensity is Itot, then ne and thus the cooling rate is maximized by equally spreading
Itot among all transitions so that Ij = Itot/N . The excited state probability of occupation
is then:
ne ' 1
(N + 1) + 2N2Isat/Itot
(A.6)
and each of the ground state occupancy probabilities is equal to nj = (1− ne)/N .
There are two limits to consider to obtain an expression for ne. In the low
intensity limit Itot  2N2Isat(N+1) and:
ne ' Itot/(N + 1)
Itot + 2N2Isat/(N + 1)
' Itot
2N2Isat
(A.7)
On the other hand, in the high-intensity limit when Itot  2N2Isat(N+1) , the molecular population
is shared equally among all levels: ne = nj ≈ 1N+1 .
In the more complicated case where there are Ne excited state and Ng ground
state levels, the laser cooling is similarly most efficient if all transitions are driven with the
same intensity. The total excited state probability is given by:
ne ' Ne
(Ng +Ne) + 2N2g Isat/Itot
(A.8)
Appendix B
Branching ratios
The matrix below gives the branching ratio between the X2Σ+(N = 1) and A2Π1/2(J
′ =
1/2) states of CaF (calculated by M. Tarbutt). Each row corresponds to a ground electronic
state level labeled by (N, J, F,mF ) and each column corresponds to an excited state level
labeled by (F,mF ).

(NX ,JX ,FX ,mX)/(FA,mA) (1,1) (1,0) (1,-1) (0,0)
(1,3/2,2,2) 0.166667 0 0 0
(1,3/2,2,1) 0.083333 0.083333 0 0
(1,3/2,2,0) 0.027778 0.11111 0.027778 0
(1,3/2,2,-1) 0 0.083333 0.083333 0
(1,3/2,2,-2) 0 0 0.166667 0
(1,3/2,1,1) 0.189917 0.189917 0 0.003532
(1,3/2,1,0) 0.189917 0 0.189917 0.00353183
(1,3/2,1,-1) 0 0.189917 0.189917 0.00353183
(1,1/2,1,1) 0.0600833 0.0600833 0 0.329802
(1,1/2,1,0) 0.0600833 0 0.0600833 0.329802
(1,1/2,1,-1) 0 0.0600833 0.0600833 0.329802
(1,1/2,0,0) 0.222222 0.222222 0.222222 0

Table B.1: Branching ratios for the X(N = 1)→ A(J ′ = 1/2) transition.
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Appendix C
Building an EOM in-house
It is easy to construct a home-built EOM. Crystals are available for purchase from Leysop
Ltd. The voltage is applied to the two sides which are gold-plated for electrical contact.
The capacitance of the crystal of area A and thickness d is given by C = Ar0d , where r is
the RF dielectric constant. The only difficult aspect of making a home-made EOM circuit
is finding the right inductor - a teflon rod with copper wire windings is a good place to
start. It is important to realize that at such a high frequency, the inductor and capacitor
have equivalent reactances of XL = ωL and Xc = 1/(ωC) respectively [206]. Thus, it is
essential that the behavior of the circuit is characterized with an RF network analyzer for rf
frequencies around the designed resonant frequency. It is also important to find the Q-value
of the circuit (Q = fres/∆f) as on resonance the voltage across the crystal is increased by
a factor of Q with respect to the voltage applied to the circuit. To step the voltage down,
a transformer is usually used (e.g. 16:1 transformer XFA-0101-16UH). Finally, the circuit
has to be impedance-matched to eliminate reflections from the rf-source. The reader is
referred to [113] and [196] for more details regarding making a home-built EOM.
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Appendix D
Scattering rate for different chirp
rates
Figure (D.1) shows the scattering rate of the molecules traveling at 600 m s−1 for several
values of the chirp rate β as predicted by the rate equation model. The scattering rate
drops for all values of β because of the divergence of the laser cooling beams. For chirp
rates up to 40 MHz/ms the scattering rate increases. Chirping the laser frequencies at 60
MHz/ms reduces the scattering.
Figure (D.2) shows the scattering rate as estimated by the simple model in chapter (7),
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Figure D.1: The scattering rate for molecules traveling at 600 m s−1 for chirp
rates of β =0 (blue), 20 (purple), 40 (green) and 60 (yellow) MHz/ms on the beam
line (dashed lines) and at a distance r = 1 mm (solid lines).
section (7.6.3). Chirping the cooling lasers at rates higher than β =40 MHz/ms reduces
the scattering rate.
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Figure D.2: The scattering rate for chirp rates of β =0 (blue), 20 (purple), 40
(yellow) and 60 (green) MHz/ms.
Appendix E
Photographs of the experiment
Here are some pictures of the laser cooling of CaF experiment.
EOM
(frequency sideband)
AOM
(frequency sideband)
He-Ne reference
laser
Ar-ion
pump laser
Figure E.1: Frequency reference He-Ne laser and some of the optics for generating
the frequency sidebands. The orange light is from the v00 main cooling laser, while
the red light is from the vibrational repump v10.
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Frequency chirp
AOM
Figure E.2: The frequency-chirp AOM. All laser cooling frequencies from the v00
and v10 lasers are combined and double-passed through a broad-band AOM with
starting frequency of 225 MHz.
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Figure E.3: The Spectra Physics laser used as a probe.
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Input port for laser cooling
beams
Figure E.4: The vacuum chamber and the input port for the laser cooling beams.
Figure E.5: Inside the Coherent 699 v00 laser - the bow type of cavity. Image
courtesy of the BBC.
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