Let k be a field of characteristic zero, n any positive integer and let δn be the derivation
Introduction
Throughout n is a positive integer, k is an algebraically closed field (unless it is used as an index as in T k or T jk in which case it stands for a positive integer).
From a geometric point of view, a locally nilpotent derivation d on the polynomial ring k[X] := k[X 1 , . . . , X n ] determines an algebraic action of the additive group (k, +) (viewed as an algebraic group called G a ) on the affine space A n k over k. Moreover, the ring of invariants of this action is ker d.
The study of locally nilpotent derivations and their kernels has a profound roots in other branches of mathematics like Lie theory, invariant theory, and differential equations. In particular, the question of finite generation of kernels of derivations on k[X] is closely related to the famous fourteenth problem of Hilbert that can be stated as follows: (*) If L is a subfield of k(X) (the field of fractions of k[X]) containing k, is L ∩ k[X] a finitely generated k-algebra?
More precisely, if d is a k-derivation on k[X] such that A = ker d is not a finitely generated k-algebra, then the field of fractions of A, Frac(A), is a counterexample to (*) since Frac(A) ∩ k[X] = A. In fact, most counterexamples of (*) found recently are constructed this way (see for example (2) , (3)). Another example that illustrates the importance of finding generators of the kernel is in the proof (see (7) ) of the fact that the hypersurface x + x 2 y + z 2 + t 3 = 0 is not isomorphic to C 3 in C 4 .
It is well known (see (9) ) that if d is a linear k-derivation of k[X] (see the terminology below), then ker d is finitely generated as a k-algebra. All the known proofs of this fact are not constructive in the sense that they don't give a complete description of the kernel. The derivation we consider in this paper is D = The main result of this paper gives a complete description of ker D for arbitrary n in terms of its generators over k. This solves a more general form of a Conjecture of Nowicki (Conjecture 6.9.10 in (8)).
Terminology
Let R be a UFD containing Q, B be an R-algebra and d : B → B a derivation of B.
The following terminologies will be used throughout this paper.
• If B is a polynomial ring in m variables over R, we write B ∼ = R [m] .
• If d(R) = 0, then we say that d is an R-derivation of B.
• d is called locally nilpotent if for all b ∈ B, there exists n ∈ N such that d n (b) = 0.
• If B = R [m] , then an R-derivation d : B → B is called R-elementary (or simply elementary) if there exists a coordinate system (Y 1 , . . . , Y m ) of B over R such that dY i ∈ R for all i. In this case we have:
(where a i ∈ R).
Note that if d is elementary, then it is in particular locally nilpotent.
• A locally nilpotent derivation d of B is called fixed-point-free if the ideal of B generated by the image of d is equal to B.
The following is the main result of this paper:
The special case where all the t i 's are equal to 1 was considered by Nowicki in (8). Since, in that case, D is k[X]-linear, it is known (see (9) ) that ker D is a finitely generated k[X]-algebra, but no set of generators is known for arbitrary n. Nowicki conjectured Theorem 1 in that case (t i = 1 for all i), basing his conjecture on his consideration of the cases n = 2, 3, 4. On the other hand, it was argued in (6) that Theorem 1 holds in the case where t i = t (i = 1, . . . , n) for some t ≥ 3. However, we show that the proof presented in (6) has a gap. Note that in the case where t i ≥ 2 for some i (i.e, D is not linear), it is no longer evident that ker D is finitely generated as a k-algebra. In Section 2, we show that we can restrict ourselves to the linear case.
Restriction to the linear case
With the notations of Theorem 1, if t i = 0 for some i then D is in particular fixedpoint-free and hence standard by Theorem 6.1 in (5). Thus, we may assume that t i > 0 for all i. Next, we show that it is enough to treat the linear case.
Proposition 2. Let R be a ring, R a subring of R such that R is a free R -module. Then every polynomial ring
Proof. Clearly, it is enough to assume that t = 1.
. Since each a j can be written uniquely as α i b i with α i ∈ R and b i ∈ B, then f can be written uniquely as a finite sum
With assumptions and notations as in Proposition 2, let
We have the following. Lemma 3. If B is a basis of R over R , then ker D is a free ker D -module with basis B.
. Then R is a free Rmodule with basis B = {X s1 1 · · · X sn n ; 0 ≤ s i < t i , i = 1 . . . n}, and R ∼ = k [n] . Now let 
Theorem 4 can be easily verified if n = 1, 2. The case n = 3 was treated in (8) . This case follows also from the main result in (4). Hence we may (and will) assume in what follows that n is an integer greater than or equal to 4. Let k[X, Y, T ] denote the following polynomial ring in
variables over k:
, we identify P with a vector α P ∈ Z n(n+5) 2
≥0
and we define the total degree |P | of P as being the total degree of α P .
Let < grevlex denote the graded reversed lexicographic ordering on k[X, Y, T ] with
for all i, j with 1 ≤ i < j ≤ n and
Let < denote the 2n-elimination monomial ordering on k[X, Y, T ]. This is the monomial ordering on k[X, Y, T ] defined as follows: for any monomials
With respect to this monomial ordering, any monomial involving any of the X i 's or the Y i 's is greater than any monomial in k[T ].
Next, consider the ideal I of k[X, Y, T ] generated by the elements
Proposition 5. With respect to the monomial ordering < on k[X, Y, T ] defined above, a Groebner basis for the ideal I is given by the union of the following seven families of elements of k[X, Y, T ] (the underlined elements are the leading monomials):
Proof of Proposition 5
First we prove that the ideal I can be generated by
Lemma 6. With the above notations, I is generated (as an ideal of
For 2 ≤ i ≤ n, we have
For 2 ≤ i < j ≤ n, we have
This can be shown using the following identities:
Next we show that G is indeed a Groebner basis for I with respect to the monomial ordering < considered above. We will proceed as follows: given i, j ∈ {1, . . . , 7} (i and j not necessarily distinct), we consider two elements f i ∈ F i and f j ∈ F j and we prove that their S-polynomial
Here, LT(f ), LM(f ) denote the leading term and the leading monomial of f respectively (with respect to the above monomial ordering) for each f ∈ [X, Y, T ], and if f, g ∈ k[X, Y, T ] are such that LT(f ) ≤ LT(g) we simply write f ≤ g. This process will be denoted by case "(F i , F j )". To show that G is a Groebner basis of I, it is enough to verify that S(f i , f j ) is in standard form relative to
As it turns out, case (F 5 , F 5 ) will play a crucial role in simplifying many of the cases (F i , F j ). So we start with this case.
In all what follows, T ij should be treated as 0 when i = j. Lemma 7. F 5 is a Groebner basis for the ideal it generates in k[T ij ; 1 ≤ i < j ≤ n] with respect to the above monomial order. Moreover, if f, g ∈ F 5 then S(f, g) has a standard representation with respect to F 5 of the form S(f, g) = T ij ρ ij with (1) ρ ij ∈ F 5 and T ij ρ ij ≤ S(f, g); (2) S(f, g) and each T ij ρ ij are homogeneous and have the same total degree in terms of the T 1k 's.
be two distinct elements of F 5 . Since LT(f ) = T ad T bc and LT(g) = T il T jk , it is enough (by Buchberger's first criterion and the relation S(f, g) = −S(g, f )) to consider the following cases
, one can restrict to the following subcases:
In all the above subcases, LT(S(f, g)) = −T ac T bd T jk . On the other hand, we have the following expressions of S(f, g) in standard forms relative to F 5 in each of the three subcases:
In case (1.1) :
In case (1.2) :
In case (1.3) :
In case (2), we have the only possibility:
The following shows a standard form of S(f, g) relative to F 5 :
To check that S(f, g) is in standard form relative to F 5 in case (3), we can clearly restrict ourselves to the following two cases:
In both cases,
This shows that S(f, g) is in standard form relative to F 5 in case (3).
The last conclusion of the Lemma is clear from the above calculations. 2
Cases
We exploit the properties of the Groebner basis for the family F 5 described in Lemma 7 above to avoid many unnecessary computations of S-polynomials.
Let (J, <) be a finite totally ordered set (with at least four elements), let m = min J and M = max J. Let k[X, Y, T ](J) be the polynomial ring Now, let J = {1, 2, . . . , n}, J = {0, 1, . . . , n} and consider the homomorphisms of k-algebras:
• φ 2 is the identity on k[X, Y, T kl ; 1 ≤ k < l ≤ n] and φ 2 (T i ) = T 0i .
•
and
Consider the monomial orderings on 
(
As a Corollary, we have Lemma 9. Let f, g ∈ F 5 (J) ∪ F 6 (J) ∪ F 7 (J) then for i = 1, 2:
Proof. This is a direct consequence of the definition of S(f, g), of the homogeneousness of elements of the families F 6 (J), F 7 (J) and the above Lemma. 2 Using the properties of φ i and ψ i and the results of Lemma 7, one no longer needs to carry out the computations of S(f, g) in the cases (F 5 , F 6 ), (F 5 , F 7 ), (F 6 , F 6 ) and (F 7 , F 7 ). Here is why:
Let f ∈ F 5 (J) ∪ F 6 (J), g ∈ F 6 (J). We want to show that S(f, g) is in standard form relative to G. Since φ 1 (f ), φ 1 (g) ∈ F 5 (J ), then Lemma 7 above shows that
where 0 ≤ i < j ≤ n, ρ ij ∈ F 5 (J ) and
with T ij ρ ij and S(φ 1 (f ), φ 1 (g)) are homogeneous and have the same totaldegree in terms of the T 0k 's. Applying ψ 1 to relation (1), we get (by Lemmas 8 and 9):
with
. Moreover, Lemma 8 applied to relation (2) gives that
Now relations (3) and (4) show that S(f, g) is in standard form relative to G.
The same arguments applied to f ∈ F 5 (J) ∪ F 7 (J), g ∈ F 7 (J) with φ 1 , ψ 1 replaced by φ 2 , ψ 2 respectively shows that S(f, g) is in standard form relative to G in this case as well.
The other cases
In this subsection, we investigate the other cases (F i , F j ) necessary to complete the proof of Proposition 5. As mentioned above, we only need to consider cases where Buchberger's first criterion does not apply.
be two distinct elements of F 2 . By Buchberger's first criterion, it is enough to consider the following cases
In case (1), it is enough to consider the case 2 ≤ i < a < j = b ≤ n, for which we get
In case (2), we may restrict to 2 ≤ i = a < j < b ≤ n and one can verify that
In both cases, S(f, g) is in standard form relative to G.
The leading monomials of f and g are relatively prime except when a = j. In this case,
The only case where the leading monomials of f and g are not relatively prime is when a = 1 and i = d. In this case
Only the case a = 1, i = b needs to be considered. Two subcases arise:
In both cases, S(f, g)
In case (1.1), the leading term of S(f, g) is −Y c T b T 1j and
In case (1.2), the leading term of
This shows that S(f, g) is in standard form relative to G.
The leading monomials of f and g are relatively prime except when j = c in which case we have the three possibilities:
In all the above three cases,
In case (2),
In case (3),
These are expressions of S(f, g) in standard form relative to G in each of the above three cases.
be two distinct elements of F 3 . We can clearly assume that 2 ≤ a < i ≤ n in which case S(f, g) = T a T 1i − T i T 1a ∈ F 2 . In particular, S(f, g) is in standard form relative to G.
The only case where the leading monomials of f and g are not relatively prime is when i = a. In this case
be two distinct elements of F 4 . The leading monomials of f and g are relatively prime except in either one of the following two cases:
In case (1), we may assume
and one can easily verify that
In case (2), we may assume
The leading monomials of f and g are relatively prime except in the case where j = c. Three subcases are possible:
In all these cases S(f,
This proves that S(f, g) is in standard form relative to G in this case.
The leading monomials of f and g are relatively prime except in the case where i = c. This leaves us with one possibility:
Moreover, the following is a representation of S(f, g) in standard form relative to G.
Since LT(f ) = Y c T ab and LT(g) = T k T ij , it is enough to consider the following case
On the other hand, the following shows that S(f, g) is in standard form relative to G:
This finishes the proof of Proposition 5.
The proof of Theorem 4
In (4), the following tool for finite generation of the kernel of a locally nilpotent derivation was given. We include the proof for the reader's benefit. Proposition 10. (Lemma 2.2, (4) ) Let E ⊆ A 0 ⊆ A ⊆ C be integral domains, where E is a UFD. Suppose that some element d of E\{0} satisfies:
Proof. The assumption pC ∩ A 0 = pA 0 implies (by an easy induction argument) that if q is a finite product of prime factors of d, then qC
With the notations of Proposition 10, E plays the role of k[X], A plays the role of ker D, A 0 is a subalgebra of ker D (which is a candidate for ker D) and C plays the role
This means that Φ is in the kernel of the homomorphism
where π is the canonical epimorphism and sends T i to X i , i = 1, . . . , n and T jk to L jk , 1 ≤ j < k ≤ n. Also, consider the homomorphism
where σ is the homomorphism sending X i , T i to X i , Y i to Y i (i = 1, . . . , n) and T ij to L ij . It is clear that θ is the restriction of κ to k[T ] and hence
We claim that ker κ is the ideal I (considered above) of k[X, Y, T ] generated by the elements
, and let Γ = (γ 1 , . . . , γ N ) be the N -tuple
] be the homomorphism of k-algebras defined by the following commutative diagram
This means that ker λ = ker κ = γ 1 , γ 2n+1 , γ 2n+2 , . . . , γ N = I, and the claim is proved.
F i is a Groebner basis for the ideal I, the elimination theory together with (5) implies in particular that the set
generates ker θ as an ideal of k[T ] and hence
On the other hand, one can easily verify the following identities:
This means that x = Φ(X, L) ∈ X 1 A 0 , and the theorem is proved.
On the proof of (6)
We start with a sufficient condition for the G a -invariant subring to be finitely generated over k given by H. Kojima and M. Miyanishi in (6) . First some notation. Let C be a noetherian domain, A = n≥0 A n a finitely generated graded C-algebra which is an integral domain. Let δ : A → A be a locally nilpotent C-derivation of A which is homogeneous of degree −1; that is δ(A n+1 ) ⊆ A n for each n > 0. Let A 0 and A 1 be the subrings δ Theorem 11. (Theorem 1.1, (6)) With the above notations and assumptions, we assume further that:
• (1) A 0 is finitely generated over C;
• (2) depth ℘ R ≥ 2 and depth ℘ R ≥ 2 for every ℘ ∈ Spec C with ℘ ⊇ δ(A 1 ) ∩ C. Then R = R 0 . Hence R 0 is finitely generated over C.
This tool for finite generation of R 0 is then used to prove the following
∂/∂Y i be a locally nilpotent k-derivation of A, where t ≥ 2. Then the invariant subring A 0 := ∆ −1 (0) is given as
Here, in the second presentation of the ring A 0 , we adjoin variables U ij to the polynomial ring k[X 1 , . . . , X m ] for all possible pairs (i, j) with 1 ≤ i < j ≤ m and consider the residue ring modulo the ideal generated by the elements
In what follows we show that the proof of the above theorem, as it is given in (6), fails at one stage. We begin by describing roughly the proof of the theorem propsed in (6) . In our argument we use m = 4 for simplicity. . In (6), the authors used an induction hypothesis to assume that the kernel D 0 of δ has the form described in the theorem. Since we are using a specific value for m, we can use a result from (4) to assume
follows easily. Write
For the passage from m = 3 to m = 4, the authors used Theorem 11 to show that A 0 is isomorphic to
. To achieve this, the authors needed to know that the following quotient ring:
. Clearly φ is onto, and to show that it is injective, the authors argued first that B is an integral domain and then use the relation height(ker φ) + dim(B/ ker φ) = dim B together with the fact that dim A = dim B to deduce that ker φ = 0. So, the only detail that remains to be checked is the fact that B is indeed a domain. To do this, the authors argued that the image x 4 of X 4 in B is a nonzero divisor of B and that the quotient ring B/x 4 B is a domain. In the following subsection, we prove that B is not a domain. 
Proof of the fact that B is not a domain
for i = 2, 3, we know that the transcendence degree of
over k is seven. Here, the transcendence degree of a k-domain R is defined to be the transcendence degree of the field of fractions of R over k. Clearly, φ (S) is isomorphic to S/(S ∩ ker φ ). It follows that
4 L i,j = 0 for 1 ≤ i < j ≤ 3, so P is contained in the prime ideal S ∩ ker φ . Hence, X 1 is not in P since φ (X 1 ) = 0. Thus, the image x 1 of X 1 in B is not zero. Now suppose to the contrary that B is a domain, then in particular P is a prime ideal of S. Moreover
where P is the ideal of S[X −1 1 ] generated by
for i = 2, 3. From this, we know that the transcendence degree of B is seven. Consequently, we must have P = S ∩ ker φ , since the transcendence degree of S/(S ∩ ker φ ) is also seven. A direct computation shows that
Hence, f ∈ S ∩ ker φ . We show that f does not belong to P by contradiction. Note that the monomial Y 1 X This implies that the monomial Y 1 appears in f 1 . However, it follows from the definition of S that the monomial Y 1 does not appear in any element of S, a contradiction. Thus, f does not belong to P , and so we get that P = S ∩ ker φ . This is a contradiction.
This proves that B is not a domain.
