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Abstract. In addition to the prescriptive method used in design, the fire resistance of 
reinforced concrete structures under various fire scenarios needs to be assessed by 
combined heat transfer and structural analysis. The available numerical simulations of heat 
transfer analysis are complicated techniques and require an expert user. To predict 
temperature within rectangular sections of normal concrete subjected to fire loads in two 
directions, the energy based method is proposed as an alternative method. The method is 
based on a pre-determined power function as the temperature profile, and conservation of 
energy: it can be implemented in a spreadsheet.  The analysis of two dimensional heat 
transfer is approximated by superposition of one-dimensional solutions. Benchmarking 
against FEM analysis of various sections shows that an exponent 2.6 performs well to 
predict the temperature. By comparing the temperature prediction with the previous 
experimental and FEM results, the method is validated. The method is suitable for various 
monotonically increasing fire curves and various convection and radiation heat transfers. 
However, the method has its limitations; in particular the lowest temperature in the 
sections needs to remain less than 0.2 times the highest, or the energy estimated becomes 
inaccurate. Generally, the method can be used to approximately predict the temperature 
profile as well as the temperature at the reinforcing location: knowledge of these is 
necessary for fire safety design. 
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1. Introduction 
 
Under fire exposure, structural members including reinforced concrete (RC) members lose both strength 
and stiffness. A high temperature significantly degrades the mechanical properties of concrete and steel [1, 
2]. To ensure fire safety, RC members are to be designed against fire load. In the prescriptive design 
method, fire resistance is pursued with prescribed minimum cross-section dimensions and minimum clear 
cover to the reinforcing bars, as in BS EN 1992-1-2 [1] and ACI 216.1 [3]. These provisions are based on 
prior analysis under a specific fire curve, and do not match general fire scenarios and conditions.  
The fire resistance or behaviour of RC structures under different fire scenarios must be investigated 
through both heat transfer analysis and structural analysis. A detailed structural analysis is normally done 
with the finite element method (FEM), or other numerical packages. However, for simplified calculations 
such as the 500°C isotherm method [1], and a sectional analysis method, no expensive software is needed as 
a regular spreadsheet program suffices.  
For the heat transfer analysis, various formulations of transient conduction in sections have been 
proposed by a number of researchers [4-7]. The formulations are more complicated when the thermal 
properties vary and fire curves are involved. As a result, there are sophisticated numerical codes for solving 
the transient heat conduction problems of concrete section exposed to fire, including the use of finite 
difference method, FDM, [8] and finite element method, FEM, implemented in packages such as SAFIR [9] 
and ANSYS [10]. However, these methods are rather complicated for normal design, especially the FEM. 
Usually the FDM is considered simpler to adopt in researches [8, 11-13]. In the FDM, a nodal network 
replaces the continuum of points, and a set of algebraic equations replaces the differential equations. To 
compute the temperature in sections, a large matrix of the temperatures of all nodal points at each time step 
is required. There are also stability conditions, relating the time step to the spatial grid. To manipulate these 
problems, El-Fitiany and Youssef [13] implemented the FDM as C++ code to predict temperature profiles. 
Due to the complexity of the FDM and the FEM, requiring an expert user, a simplified method to 
predict the temperature is useful for practice. However, the availability of simplified methods is poor. 
Wickstrom [14] proposed an empirical hand calculation method to predict the temperature in a concrete 
slab and a rectangular concrete cross section. The method is derived from one dimensional heat transfer 
analysis and a pre-determined temperature variation. However, the method scope determines only concrete 
sections under the specific fire load, such as the standard fire curves or parametric fire curves which having 
their curve pattern similar to the standard fire curves [14]. Furthermore, the method is not suitable for fires 
cases with various convection and radiation heat transfers. Therefore Wickstrom’s method cannot be 
applied to various fire loads such as the external fire curve and the hydrocarbon curve of BS EN1992-1-2 
[1], etc. Accuracy of the method for rectangular concrete cross sections is also limited [15]. As an alternative 
method, the energy based method (EBM) was firstly developed to simply predict temperature in concrete 
slabs under various thermal loads [16]. The EBM is a modified FDM by using a pre-determined shape 
function for the temperature profile and conservation of energy.  
To predict temperature within rectangular concrete cross sections as in the case of rectangular beams 
and columns under various fire loads, this study adopts the EBM. A suitable pre-determined shape function 
for rectangular concrete sections is investigated by comparing with the temperature profiles from the FEM 
for various sections of normal concrete. The predicted temperature is validated by comparing with previous 
experimental results. The method can be implemented in a regular spreadsheet program and computed as a 
step by step method. Note that concepts of a step by step method are accepted by BS EN 1993-1-2 and still 
be used to predict temperature within steel sections.  
 
2. One-dimensional Heat Transfer Analysis 
 
A simplified two-dimensional heat transfer analysis shall be developed, based on the one-dimensional 
energy based method, EBM, which is related to the finite difference method, FDM. The main concepts of 
both methods are described in this section.  
Consider a section with thickness b  in x-direction, exposed to fire on one side as shown in Fig. 1. The 
surface not exposed to fire could also be a line of symmetry in the x direction, or an insulated surface. For 
isotropic and homogeneous media, the heat conduction equation is derived from Fourier's law of heat 
conduction. A one dimensional unsteady conduction problem with constant thermal properties and without 
heat generation is governed by Eq. (1). This equation is solved computationally for internal temperature 
profiles as functions of time t . In the case of fire, convection and radiation boundary conditions at x b  
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determine the surface heat flux q  in the x  direction as in Eq. (2). 
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Here, k  and ps  are the thermal conductivity and the specific heat; T , fT  and sT   are the temperature, the 
fire temperature and the fire-exposed surface temperature ( o K );   is the material density; h  is the 
coefficient of heat transfer by convection; and   and   are  the emissivity and Stefan Boltzmann constant 
that determine radiative heat transfer rates. 
 
 
Fig. 1. Node indexing scheme for the one dimensional problem of a section exposed to a fire on one 
side. 
 
2.1. The Finite Difference Method 
 
The finite difference method is a numerical technique which can be applied to solve partial differential 
equations. The finite difference approximations of derivatives convert differential equations to algebraic 
equations. The approximations use uniform grids for each coordinate, including time, as illustrated in Fig. 
1. As a convenient shorthand notation, 
n
iT  represents the temperature at location x i x   at t n t  : so i  
is the index for location whereas n  is  the index for time. If the forward-difference approximation is used 
in Eq. (1), the finite-difference equation is represented as 
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The finite difference form of the boundary condition at i s , Eq. (2), can be expressed as 
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However, due to the intervals of x  in the FDM, the effect of the heat capacity of the system next to the 
boundary must be included in Eq. (4) [17] as 
 
1
1/2 1
2
n n n n
n s s s s
p
T T T Tx
q k s
x t


   
 
 (5) 
Note that to achieve symmetry in Eq. (5),  
nq  in Eq. (4) is replaced by 
1/2nq   of Eq. (6). Eq. (5) is 
rearranged in Eq. (7). Therefore,  
1n
sT

 can be solved based on temperature of the previous step. 
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To avoid violating the second law of thermodynamics in Eq. (3), the stability condition 
   
2
/ / 0.5pk s t x     has to be satisfied: for finer spatial resolution also smaller time steps are 
necessary, and the computational cost increases rapidly with spatial resolution. Furthermore, for increasing 
functions 
fT , the value of 
1n
sT
  must be larger than the value of  nsT .  As a result, another stability 
condition has to be satisfied: 
  1/2 1 0
n n
n s sT Tq k
x
  

 (8) 
To compute the temperature profiles, a matrix of the temperatures of all nodal points is computed at 
each time step. x  and t  must be manipulated to satisfy the stability conditions during the numerical 
solution.  
 
2.2. Energy Based Temperature Profile Method, EBM 
 
To simplify the FDM of the 1D analysis, the energy conservation principle and a pre-determined shape 
function of the temperature profile was adopted by Panedpojaman [16]. The amount of energy transfer to a 
section under fire exposure, 1
n
TQ , can be approximated as in Eq. (9) [18]. By using the equation, effects of 
various convection and radiation heat transfers are included in the computation. The amount of heat energy 
in that section, 1
n
IQ , is computed taking into account the heat capacity of the system, and the temperature 
profile as shown in Fig. 2. 1
n
IQ  can be approximated as in Eq. (10). Based on the energy conservation 
principle, the cumulative energy transfer 1
n
TQ  equals the accumulated heat energy 1
n
IQ  as in Eq. (11) 
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where rT  is the room temperature; A  is the surface area; and ( )
nT x  is the temperature profile within the 
cross section. Assuming uniform temperature of the fire-exposed surface, the surface area can be replaced 
with unit area (i.e., 1A ). Furthermore, to improve accuracy of 1
n
TQ , 
nq  is derived in this study based on 
an average temperature between n  and 1n   steps since the temperature is not constant. 
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Fig. 2. Heat energy in the section: (a) Low energy case; (b) High energy case. 
 
Through the energy conservation principle, 1nsT
  in Eq. (7) and the temperature in the section can be 
solved when the shape function of ( )nT x  is pre-determined. This study also postulates the shape function 
to be a power function as in Eq. (13). This is suitable for monotonically increasing fire curves. The 
temperature is always maximum at the fire exposed surface and decreases inwards within the section.  
 0( )
n n nT x C x T   (13) 
where 
    0 /n n n nsC T T b

   (14) 
  is the power of the function; nb   is the effective depth in which the temperature is higher than the room 
temperature as described in Fig. 2; and 0
nT  is the temperature at nb  .  
Two cases of temperature profile are shown in Fig. 2:  the low energy case in which 0
n
rT T  and 
nb b  . nb   can be computed through the energy conservation Eq. (11). 
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the high energy case in which 0
n
rT T  and 
nb b  . 0
nT  can also be computed through the energy 
conservation Eq. (11). 
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By substituting the term  1 /n ns sT T x    with the derivative from Eq. (13) at / 2nx b x   , 1nsT   in 
Eq. (7) and the stability condition (8) can be rewritten as (17) and (18): 
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The difference between nfT  and 
n
sT  depends on the time, it is not constant. When the difference is small, 
the value of  
1/2nq   in Eq. (5) may not satisfy Eq. (18). This condition could occur at any time step in both 
typical FDM and the proposed method. Once the dissatisfaction occurs, 
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the FDM, t  and x  must be re-sized to satisfy the stability condition. However, to simplify the 
calculation, this study assumes 1n ns sT T
   at a dissatisfied step 1n  . Note that, as an increasing function, 
the pre-determined shape function cannot violate the second law of thermodynamics within the sections 
exposed to a monotonically increasing function of fire curves. The stability condition 
  
2
/ / 0.5k c t x     is redundant and is omitted in the EBM.  
When the value of   is pre-determined, the temperature profiles of sections exposed to a fire can be 
solved. By using the EBM, the large matrix system of regular FDM can be avoided. The procedure to 
predict the temperature profile is summarized in Fig. 3.  
 
 
Fig. 3. Procedure to predict the one-dimensional temperature profiles in a section at step n . 
 
3. Simplified 2D Heat Transfer Analysis 
 
Consider a cross section with dimension of 2 2d c  exposed to a uniform fire on its four sides. Due to 
symmetry of the cross section, the analysis involves only a quarter of the section exposed to a fire in two 
directions as shown in Fig. 4. The decomposition shown in Fig. 4 is applied to approximate the two 
dimensional problem as a superposition of two one-dimensional problems. The temperature profile and the 
effective depth, nb  , in each direction are computed by using the 1D procedure in Fig. 3. The subscripts V  
and H represent the vertical and horizontal direction, respectively.  
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Fig. 4. Quarter of a section exposed to fire in two directions and its decomposition model. 
 
 
 
Fig. 5. Temperature profiles: (a) overall temperature profile and (b) temperature profile in Zone D. 
 
The overall temperature profile is divided into four zones as shown in Fig. 5(a), labeled with A, B, C 
and D. Zone A is out of the effective area of the heat transfer analysis for both horizontal and vertical 
analysis. The temperature in this zone, the inner temperature 
n
iT , is a constant. 
n
iT  is the minimum 
temperature of the section. Zone B is only in the effective area of the horizontal analysis. The temperature 
profile in this zone, ( ')
n
HT x , varies directly with 'x , independent of 'y . Conversely, Zone C is in the 
effective area of the vertical analysis. The temperature profile in Zone C, ( ')
n
VT y , varies directly with 'y  
but is independent of 'x . 
In Zone D, both horizontal and vertical heat transfer affects. The temperature profile in this zone 
varies with both 'x  and 'y . Non-homogeneous boundary conditions are given by ( ')
n
HT x , ( ')
n
VT y , 
( ')nCHT x  and ( ')
n
CVT y , as shown in Fig. 5(a) and Fig. 5(b). The ( ')
n
CHT x  and ( ')
n
CVT y  are the surface 
temperatures in the horizontal and vertical direction of the corner. Note that all functions are based on the 
trial function in Eq. (13). The continuity conditions are ( ) ( )
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Based on the overall character of Zone A to Zone C in Fig. 5(a) and the temperature profile in Zone D 
as shown in Fig. 5(b), the temperature function in the overall section is approximated by 
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The overall temperature profile in Eq. (23) is controlled by six key variables, i.e. nVb
 , nHb
 , ,
n
s VT , ,
n
s HT , 
n
CT  
and niT . Through the horizontal and vertical analysis of the 1D procedure in Fig. 3, the values of 
n
Vb
 , nHb
 , 
,
n
s VT  and ,
n
s HT  can be computed.  
Consider a diagonally symmetric temperature in the corner section, as shown in Fig. 6. The EBM can 
also be applied to such symmetric cases. The 
n
CT  is computed by using Eq. (17) in which the analyzed 
thickness, b , is assumed to be a small value, that is b x  . 
 
 
Fig. 6. Diagonally symmetric temperature. 
 
Based on the decomposition model in Fig. 4, the 2D heat transfer energy of the quarter section with a 
unit length, 2
n
TQ , is approximated in Eq. (26) and Eq. (27). To evaluate the heat energy in the section 
exposed to a fire in two directions, 2
n
IQ , Eq. (10) can be rewritten to correspond with the 2D temperature 
profile in Eq. (28). As a result, 
n
iT  can be derived, as done in Eq. (29), from the energy conservation 
principle,  
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( , )
d c
n n
I p rQ s T x y T dxdy    (28) 
 n
fT
b
Diagonal 
symmetry 
n
fT
n
cT ,
n
s VT
n
Vb

( ')nVT y
( ')nHT x
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 
 
2 , , 1 , 2 , 3
1 2 3
/n n n n n nT p r C s H s V s H s Vn
i
Q s T cd T T T T T
T
cd
   
  
     

  
 (29) 
where 
  
2
1 / 1
n n
H Vb b     (30) 
  2 / 1
n
Hb d    (31) 
  2 / 1
n
Vb c    (32) 
Note that, for the low energy case in which nHb c
   and nVb d
  , n nH Vb b
   and , ,
n n
s H s VT T , the 
temperature profile does not depend on the section dimension. The procedure to predict the 2D 
temperature profile is summarized as illustrated in Fig. 7. The EBM is considered as a spreadsheet 
calculation procedure.  
 
 
Fig. 7. Procedure to predict the 2D temperature profile. 
 
4. Investigation of Suitable Exponent for the Temperature Profile 
 
Rectangular sections with normal concrete properties are considered in the study. To investigate suitable 
values of the exponent  , the temperature profiles in concrete sections computed by FEM, using ANSYS 
software, are compared with the proposed method using different exponents. The concrete sections in the 
comparison are exposed to the nominal temperature-time curves of BSEB 1992-1-2:2004 [1] on their four 
sides. All the nominal temperature-time curves are monotonically increasing.  Due to symmetry, only one 
quarter of the section exposed to fire on two sides needs to be solved as shown in Fig. 4. The nominal 
temperature-time curves include the standard temperature-time curve (ST), the external fire curve (EX) and 
the hydrocarbon curve (HY), shown in Fig. 8. The curve can represent various fire loads which may occur. 
This study investigates 6 different sizes in this study: 300 mm   300 mm ( 2 2c d ), 300mm   600 mm, 
400mm   400 mm, 500mm   800 mm, 600mm   600 mm, and 800mm   800 mm. The temperatures for 
8 different fire durations, which are 30, 60, 90, 120, 150, 180, 210 and 240 minutes, are scoped in the 
comparison. The maximum fire resistance in codes is normally 240 minutes. As a result, there are 144 
(3x6x8) data sets in the comparison. 
 
 2D-EBM 
Process 
 
n
CT  
 
 
Input:  
Temperature: 
n
fT , rT  Properties:      ps , k , h ,   
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Time: t  Shape function:    
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Fig. 8. Nominal temperature-time curves of BSEB 1992-1-2:2004 [1]. 
 
The thermal properties of concrete in accordance with BS EN 1991-1-2 (2002) [19] and BS EN 1992-
1-2 (2004) [1] are specified in the computation. The variations of the thermal conductivity k  and the 
product of the density and the specific heat  ps  with temperature are described in Fig. 9.  
 21.36 0.136( / 100) 0.0057( / 100)k T T      oW/m K  (33) 
The specific heat capacity with moisture content of 1.5% is applied in the FEM analysis. The thermal 
conductivity used is a lower bound for concrete, which gives realistic temperatures for concrete structures 
[1]. The FEM analysis is conducted with variation of the thermal properties with temperatures. To simplify 
the computation of the EBM, the value of ps  is assumed to be constant at 2,300
3 3o10 J/m K , about the 
average value of ps  in Fig. 9. However, the thermal conductivity k  given in Eq. (33) is still used in the 
EBM. The coefficient of heat transfer-convection h  is of 25 W/m2°K for the standard temperature-time 
and external fire curves and 50 W/m2°K for the hydrocarbon curve. Stefan Boltzmann constant and the 
resultant emissivity related to the concrete surface are 5.67 x 10-8 W/m2°K4 and 0.7, respectively. 
To analyze the temperature profile in the section by ANSYS [10], the sections are modeled with three-
dimensional solid elements, Solid70, having eight nodes with a single degree of freedom (i.e., temperature) 
at each node. The surface element, Surf152, is used to account for heat convection and radiation of the fire 
temperature. The element size of / 20 / 20c d  is specified for the FEM model whereas x  of 10 mm is 
specified for the EBM analysis. The time increment t  of 60 s is used in both methods.  
 
 
Fig. 9. Thermal properties of concrete. 
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Fig. 10. Nodal points for the error investigation. 
 
The temperatures obtained from the FEM and the EBM with different   values are recorded for the 
121 nodal points shown in Fig. 10. An error between the nodal temperatures obtained from the EBM, 
,
n
EBM ijT , and the nodal temperatures obtained from the FEM, ,
n
FEM ijT , is characterized by the normalized 
absolute error:  
 
 
, ,
,max
n n
EBM ij FEM ijn
ij n
FEM ij
T T
T


   (34) 
The variation of the average normalized absolute error, av , with   value is described  in Fig. 11. av  is the 
average value of nij  throughout all 144 data sets which is normally 17,424 (121x144) nodal temperatures. 
However, the data sets with av  larger than 0.10 are not included in the averaging, because the EBM is not 
an appropriate approximation in those cases.  The value  = 2.6 minimizes av  and is optimal in this test 
panel, as illustrated in Fig. 11. 
A computational example of the temperature profiles of a 300 mm   600 mm concrete cross section 
by using the EBM spreadsheet calculation under the ST fire curve is shown in Table 1 for the one 
dimensional heat transfer and Table 2 for the two dimensional heat transfer. The input parameters used in 
the table are rT = 20
o C ,   = 2.6, t  = 60 s, x = 10 mm, ps  = 2,300
3 3o10 J/m K , k  based on the 
equation in BS EN 1992-1-2 (2004) [1] given in Eq. (33), h  = 25 W/m2°K,   = 0.7 5.67 x 10-8 
W/m2°K4, c  = 150 mm and d  = 300 mm. The computation process follows Fig. 3 and Fig. 7. The 
temperature profiles from the FEM and the EBM for the section at 90-min fire exposure, is shown in Fig. 
12. The figure also depicts the temperature profile of the section under the EX and HY fires. 
The approximate solutions are comparatively accurate near the fire exposed surface, giving results very 
similar to the FEM, but the accuracy diminishes inwards. Another illustration of the accuracy of the EBM is 
in Fig. 13 and Fig. 14, showing the variation of the temperature distribution along the diagonal line with 
duration of fire exposure.  
Even though the   value of 2.6 provides the minimum av , large values of av  ( 0.05av  ) and 
significantly overestimated heat energy ( 2, 2,/ 1.10
n n
T EBM T FEMQ Q  ) are still typical of the EBM for small size 
sections with long fire durations, as shown in Fig. 13. 2,
n
T EBMQ  is the accumulated heat energy according to 
the EBM, and 2,
n
T FEMQ  is similar according to the FEM. In such cases, the heat transfer energy is high 
compared with the heat capacity of the sections. /
n n
i cT T  can be used to indicate the local variation in heat 
energy of each section. For example, under the same amount of heat transfer energy, 
n
iT  of a small sized 
section is higher than that of larger section, due to lower heat capacity. As a result, under the same amount 
of heat transfer energy, /
n n
i cT T  is higher in smaller size sections.  
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Fig. 11. Variation of the average error with   value. 
 
Table 1. 1D computational example of the temperature profiles. 
n  t  
n
fT  
b c  
1/2nq   nq  1,
n
T HQ  0
nT  nk  ,
n
s HT  
'n
Hb  
 (s) (°C) (W/m2) (W/m2) (J) (°C) 
(W/m°
K) 
(°C) (10-3m) 
0 0 1   0 20 1.33 20  
1 60 349 5.56E+3 5.14E+3 3.08E+5 20 1.29 49 16.6 
2 120 445 5.56E+3 1.52E+4 1.22E+6 20 1.21 116 19.9 
3 180 502 2.03E+4 1.94E+4 2.38E+6 20 1.14 171 24.6 
4 240 544 2.32E+4 2.21E+4 3.71E+6 20 1.08 225 28.3 
5 300 576 2.50E+4 2.38E+4 5.14E+6 20 1.03 277 31.3 
. 
. 
         
30 1800 842 1.68E+4 1.61E+4 3.57E+7 20 0.65 771 74.5 
. 
. 
         
60 3600 945 1.25E+4 1.21E+4 6.04E+7 20 0.60 905 106.9 
. 
. 
         
90 5400 1006 1.06E+4 1.03E+4 8.04E+7 20 0.58 976 131.6 
. 
. 
         
120 7200 1049 9.52E+3 9.28E+3 9.79E+7 26 0.56 1025 150.0 
. 
. 
         
150 9000 1082 9.20E+3 9.01E+3 1.14E+8 79 0.56 1060 150.0 
 
The variations of av  and 2, 2,/
n n
T EBM T FEMQ Q  with /
n n
i cT T  are shown in Fig. 15(a) and 15(b), 
respectively. The figures show that the temperature accuracy of the EBM relates to the accuracy of the 
energy. Large values of av  are found in the cases with significantly overestimated heat energy. The 
assumption that the decomposition to one dimensional models is a good approximation to 2
n
TQ  in Eq. (23), 
no longer holds. Note that underestimated heat energy for low /
n n
i cT T  is shown in Fig 15(b), and they 
normally occur at the early times of fire exposure. The cumulative heat energy is low, and the magnitude of 
error in the energy is small giving also accurate estimates of the temperature. Fig. 15 suggests that the data 
sets with / 0.20
n n
i cT T   (109 data sets) provides accurate cases, with 0.05av  , as summarized in Table 
3. In the case of 0.2
n n
i cT T , the approximate temperatures are significantly overestimated in the inner area 
 

av
0.00
0.01
0.02
0.03
0.04
0.05
1.5 2 2.5 3 3.5
Series10.0213 
 2.6 
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as shown in Fig. 13. However, the approximate temperatures are still close to the FEM analysis near the 
surface exposed to fire.  
For rectangular concrete sections under various fire exposures, the method mostly provides the 
conservative temperature prediction. Generally, the method can be used to approximately predict 
temperature profile, including the 500 o C  isotherm, as well as the temperature of the reinforcing steel 
which locates at the near surface.   
 
Table 2. 2D computational example of the temperature profiles. 
n  t  
b c  b d  b x   
2
n
TQ  
n
iT  
'x  
( x= 
120) 
'y  
( y = 
240) 
nT  
( , )x y
 
1,
n
T HQ  ,
n
s HT  
'n
Hb  1,
n
T VQ  ,
n
s VT  
'n
Vb  
n
CT  
 (s) (J) (°C) (10-3m) (J) (°C) (10-3m) (°C) (J-m) (°C) (10-3m) (10-3m) (°C) 
0 0 0 20  0 20  20 0 20    
1 60 3.08E+5 49 16.6 3.08E+5 49 16.6 49 1.39E+5 20 0.0 0.0 20 
2 120 1.22E+6 116 19.9 1.22E+6 116 19.9 119 5.50E+5 20 0.0 0.0 20 
3 180 2.38E+6 171 24.6 2.38E+6 171 24.6 184 1.07E+6 20 0.0 0.0 20 
4 240 3.71E+6 225 28.3 3.71E+6 225 28.3 252 1.67E+6 20 0.0 0.0 20 
5 300 5.14E+6 277 31.3 5.14E+6 277 31.3 320 2.31E+6 20 1.3 0.0 20 
. 
. 
             
30 1800 3.57E+7 771 74.5 3.57E+7 771 74.5 831 1.61E+7 28 44.5 14.5 231 
. 
. 
             
60 3600 6.04E+7 905 106.9 6.04E+7 905 106.9 942 2.72E+7 43 76.9 46.9 469 
. 
. 
             
90 5400 8.04E+7 976 131.6 8.04E+7 976 131.6 1004 3.62E+7 61 101.6 71.6 623 
. 
. 
             
120  9.79E+7 1025 150.0 9.79E+7 1025 152.4 1048 4.40E+7 89 120.0 92.4 729 
. 
. 
             
150  1.14E+8 1060 150.0 1.14E+8 1062 170.8 1081 5.13E+7 162 120.0 110.8 797 
 
 
Fig. 12. Temperature profiles in the 300 mm   600 mm cross section at 90-min fire exposure. 
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Fig. 13. Variation of the temperature distribution with fire exposure duration along the diagonals of small 
size sections. 
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Fig. 14. Variation of the temperature distribution with fire exposure duration along the diagonals of large 
size sections. 
 
 
Fig. 15. Variation of av  and 2, 2,/
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T EBM T FEMQ Q  with /
n n
i cT T . 
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Table 3. Accurate cases for the EBM analysis. 
Section 
(mm) 
Fire duration (min) for accurate 
temperature prediction  ( 0.2n ni cT T ) 
ST EX HY 
300 300 <150 <90 <120 
300 600 <180 <120 <150 
400 400 <240 <150 <180 
500 800 0 to 240 
600 600 0 to 240 
800 800 0 to 240 
 
5. Comparing with Experimental Temperature 
 
The EBM is validated by comparing the predicted temperature with the data of experiments and the FEM 
analysis. The experimental temperatures of RC sections under fire exposure from Lie et al. [20] reported in 
[13], Jau and Huang [21], Abbasi and Hogg [22], and Dwaikat and Kodur [23] are used in the comparison. 
Details of the dimensions, the fire load (ASTM E119 [24], BS 476 [25] and ISO 834 [26]) and the location 
of temperature measurement are described in Fig. 16. The thermal properties are assumed to be in 
accordance with BS EN 1991-1-2 [19] and BS EN 1992-1-2 [1]. The effects of reinforcing steel in RC 
sections on the heat transfer analysis are neglected, due to its relatively small area [8]. Points D and E are at 
the reinforcing locations.  
The comparisons of the experimental temperature–fire duration relationship at the measured points 
and the temperature profiles with those of the EBM and the FEM are shown in Fig. 17 and Fig. 18, 
respectively. Note that, to limit the influence zone of unexpected fire [21], the temperature profile in Fig. 18 
is described in the dimension of 250mm   300 mm. As shown in Fig. 17, the EBM temperatures are 
slightly low at early times, compared with both experimental results and FEM analysis. Latterly, the EBM 
temperatures move closely to the other methods. A good agreement between the EBM and the other 
methods is observed. Even though the FEM analysis includes non-constant thermal properties, the 
simplified EBM approximation still delivers closely similar results.  
 
 
Fig. 16. Details of the experiments and the locations of temperature measurement: (a) Lie et al. [20], (b) 
Jau and Huang [21], (c) Abbasi and Hogg [22], and  Dwaikat and Kodur [23]. 
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Fig. 17. Comparison of experimental temperature–fire duration relationship at the measured points with 
the EBM and the FEM: (a) the experiment of Lie et al. [20], (b) the experiment of Abbasi and 
Hogg [22], and (c) the experiment of Dwaikat and Kodur [23].  
 
 
Fig. 18. Comparison of experimental temperature profiles from Jau and Huang [21] with the EBM and the 
FEM. 
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6. Conclusion 
 
In this study, an energy based method is firstly developed to predict temperature profiles in rectangular 
concrete section. An energy based method for heat transfer analysis is developed based on the energy 
conservation principle and a pre-determined power function for temperature profiles in concrete sections 
with the simplified normal properties. The power function is suitable for monotonically increasing fire 
curves. According to the energy conservation principle, the cumulative heat energy transferred from the 
boundary equals the heat energy accumulated within a fire-exposed section.  The heat energy within the 
section is computed based on the heat capacity and the temperature profile. As a result, the temperature 
function in the section can be computed.  
The heat transfer energy of a rectangular section exposed to fire from two directions is evaluated based 
on decomposition to superposed one dimensional models, in which the energy can be computed by one-
dimensional heat transfer analysis. Through the energy conservation principle, the temperature function in 
the overall section is evaluated. The temperature profile of a rectangular section is controlled by six key 
variables that are the horizontal and vertical surface temperature, the horizontal and vertical effective depth, 
the corner temperature, and the inner temperature.  
On comparing the EBM approximation with the FEM computations for various concrete sections and 
fire loads, the exponent = 2.6 minimizes the average error. However, the EBM approximation significantly 
overestimates the energy if the predicted minimum temperature exceeds 0.2 times the predicted maximum 
temperature. In such cases, the decomposition to one dimensional problems is a poor approximation. This 
characterizes the limitation of the EBM approximation in some cases. However, for normal use, the EBM 
is validated by comparing the predicted temperature with the experimental and FEM results. Even though 
the FEM analysis includes non-constant thermal properties, the simplified EBM approximation still delivers 
closely similar results. 
 
7. Discussion 
 
The proposed method can be used to predict the temperature profile in rectangular section, such as beams 
and columns, with normal concrete properties. The method suitable for the section under various fire loads 
in two directions and can be implemented as a spreadsheet calculation. Design engineers can apply the 
EBM approximation as an alternative method to evaluate the temperature profile in a regular spreadsheet 
program. The proposed method facilitates analysis of heat transfer, necessary to ensure fire resistance of 
concrete structures under various fire scenarios. By using the EBM approximation, the complications of 
using FEM or FDM can be avoided. However, the proposed method is limited to rectangular concrete 
section under monotonically increasing fire curves and the predicted minimum temperature less than 0.2 
times the predicted maximum temperature. For cases exceeding the limitations, using FEM or FDM is 
required. Further developments on the EBM approximation may overcome such limitations. 
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