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Abstract: SOIS (Simulated and Integrated Operating System) tool was 
designed to allow the performance evaluation of computing systems and to 
facilitate the teaching of courses on computer architectures, Operating Systems 
and Compilers. SOIS contains 5 modules: processor, I/O system, operating 
system, compiler and graphical interface. The environment works in a 
integrated way, allowing users to develop, to compile, to execute and to 
monitor real applications under different configurations on the whole. This 
paper shows the implemented parts of the tool, focusing the new version of the 
processor simulator. Experiments prove its efficiency and importance.   
 
Resumo: A ferramenta SOIS (Sistema Operacional Integrado Simulado) foi 
projetada para permitir a avaliação de desempenho de sistemas 
computacionais e facilitar o ensino de arquiteturas de computadores, Sistema 
Operacionais e Compiladores. SOIS contém 5 módulos: processador, E/S, 
sistema operacional, compilador e interface gráfica. O ambiente funciona de 
forma integrada, permitindo aos usuários desenvolver, compilar, executar e 
monitorar aplicativos reais, sob diferentes configurações parametrizadas do 
sistema como um todo. Este artigo apresenta os componentes já 
implementados da ferramenta, focando a nova versão do simulador de 
processador. Os experimentos comprovam a sua eficiência e importância.  
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1. Introdução 
Software de simulação computacional é objeto de estudo, tanto do meio empresarial 
quanto acadêmico. Com a simulação é possível obter informações em tempo de 
execução que normalmente são difíceis, senão impossíveis, de serem obtidas em um 
ambiente reais de execução, ainda de forma rápida e segura. As informações coletadas 
na simulação possibilitam prever o comportamento em situações reais que o ambiente 
simulado representa, podendo ser utilizados em projetos de sistemas computacionais 
mais eficientes, poupando tempo e dinheiro, bem como no ensino acadêmico, 
promovendo a capacitação e o avanço das tecnologias de informação. 
 Diversos simuladores encontram-se à disposição na literatura, entretanto, a grande 
maioria simula arquiteturas simples baseadas fortemente nos modelos de Von Newman, 
RISC e até pipelines, abstraem muitos dos detalhes reais e não interagem com 
dispositivos de E/S e nem tão pouco com Sistema Operacional. Outra grande deficiência 
desses simuladores é a dificuldade de monitoração e visualização interna do estado dos 
componentes, tornando difícil o uso do simulador seja para análise de desempenho ou 
como ferramenta de ensino. A ferramenta SOIS (Sistema Operacional Integrado 
Simulado) enquadra-se no contexto apresentado, sendo uma ferramenta de simulação 
completa e integrada, envolvendo a simulação parametrizada de compilador, sistema 
operacional, processador e sistema de E/S, possibilitando a escrita, execução e 
depuração de programas reais em um ambiente simulado. Por meio de uma interface 
gráfica com o usuário é possível visualizar o comportamento funcional e o estado dos 
componentes durante a execução dos programas, assim como a obtenção de dados 
estatísticos e quantitativos importantes para a avaliação de desempenho sobre diferentes 
configurações. 
Nas primeiras versões da ferramenta SOIS [Gonçalves, Mulati, Silva e Gonçalves 
2004] [Gonçalves, Martini e Gonçalves 2006] [Cruz, Silva e Gonçalves 2006], o simulador de 
processador executava um conjunto bem reduzido de instruções e não simulava 
pipeline.  Em sua nova versão, o simulador de processador foi remodelado para simular 
uma arquitetura superescalar completa. Este novo modelo de processador implementa 
um pipeline de 6 estágios e realiza execução fora-de-ordem e especulativa, com 
previsão de desvios e escalonamento dinâmico de instruções baseado no algoritmo de 
Tomasulo. A arquitetura alvo do processador simulado é baseada na IA-32 desenvolvida 
pela Intel, a qual tem sido usada na maioria dos microprocessadores existente hoje no 
mercado, tais como o Pentium da Intel e Athlon da AMD. O conjunto de instruções 
suportado é um subconjunto do padrão da IA-32, contendo as principais instruções de 
lógica, aritmética, desvio, memória e E/S. O simulador interage com um sistema de E/S 
também simulado, incluindo teclado, disco rígido, barramento, interrupção e clock. O 
simulador é totalmente parametrizado, configurável e possui contadores de acessos, o 
que permite simular diferentes cenários de execução e avaliar o desempenho dos 
mesmos. Um conjunto de aplicações está disponível para testes. 
Sua interface gráfica é amigável e possui recursos além daqueles encontrados nos 
muitos simuladores existentes, tais como visualização das dependências entre as 
instruções, o estado de execução das unidades funcionais e o conteúdo da memória 
cache, tornando-se numa poderosa ferramenta de ensino, aprendizagem e avaliação de 
desempenho de arquiteturas superescalares. O objetivo do presente artigo é apresentar o 
simulador de processador do Projeto SOIS, mostrando o uso de suas facilidades para o 
ensino e avaliação de desempenho de arquiteturas superescalares.  O presente artigo está 
organizado da seguinte forma. A próxima seção contextualiza a área foco do presente 
trabalho. A seção 3 mostra os componentes já implementados da ferramenta, focando no 
novo módulo do processador. A seção 4 descreve os experimentos realizados e os 
resultados obtidos. Finalmente, as conclusões e agradecimentos aparecem nas últimas 
seções. 
2. Trabalhos relacionados 
A simulação de sistemas vem despertando a atenção da comunidade científica por focar 
no desenvolvimento de ferramentas que permitem o entendimento dos mesmos, sendo 
 aplicada em diferentes áreas de conhecimento. Na área de computação, a simulação 
permite analisar e estimar o comportamento e o desempenho de sistemas antes da sua 
real implementação. Várias pesquisas têm desenvolvido ferramentas com esta 
finalidade. Trabalhos mais recentes têm introduzido também facilidades de simulação 
que permitam o acompanhamento e visualização do funcionamento dos sistemas com o 
intuito de ensino e aprendizagem 
A empresa suíça Virtutech desenvolveu o simulador Simics [Magnusson et al. 
2002], o qual é capaz de simular as principais arquiteturas existentes no mercado: x86 e 
IA-64 da Intel, x86-64 da AMD, Sparc da SUN e PowerPC da IBM, entre outras. O 
Simics também é capaz de simular uma rede de computadores e máquinas paralelas. Seu 
ambiente possibilita configurar, para cada máquina simulada, o número de 
processadores, freqüência do clock (em MHz), tamanho da memória (em MB), acesso à 
rede e dispositivo de boot, além de poder escolher se o processador será de 32 ou 64 
bits. Em outro trabalho [HASE 2008], a ferramenta HASE (Hierarchical computer 
Architecture design and Simulation Environment) foi desenvolvida, com o objetivo de 
permitir entender o comportamento do computador durante a execução de um programa. 
Esta ferramenta faz uma análise pós-execução de determinado programa contendo 
informações sobre fluxo de dados, valores de parâmetros, entre outros valores de 
depuração relativos à arquitetura. Além disso, permite em múltiplos níveis de abstração 
um desenvolvimento rápido de arquiteturas que englobe tanto hardware e software. 
De acordo com Martin e outros [Martin et al 2005], uma simulação computacional 
completa deve prover funcionalidades suficientes para executar um sistema operacional 
real, instruções hierárquicas e os principais modelos de dispositivos de Entrada e Saída. 
Além disso, pode implementar um modelo detalhado de simulação microarquitetural 
baseada em ciclos de execução. Os simuladores que apresentam todas estas 
características são conhecidos como “full-system simulators”. Neste escopo, um dos 
primeiros trabalhos desenvolvido para a simulação de arquiteturas mais complexas foi o 
SimpleScalar [Austin, Larson e Ernst 2002]. Uma característica importante deste 
simulador é que ele possibilita a simulação de instruções fora de ordem e especulativas, 
além de suportar a modelagem de outras arquiteturas, desde um simples processador até 
detalhadas microarquiteturas escalonadas dinamicamente com múltiplos níveis de 
hierarquia de memória. 
Procurando aumentar a eficiência dos simuladores baseados em traços de 
execução (trace-driven), MASE [Larson, Chatterjee e Austin 2001] foi desenvolvido. O 
MASE implementa um modelo de performance micro-funcional que combina simulação 
funcional e detalhada ciclo-a-ciclo em um único núcleo. Ainda em [Martin et al 2005], o 
simulador GEMS foi desenvolvido sobre a plataforma Simics para agregar eficiência e 
robustez em um único simulador completo, por meio da adição de facilidades de 
execução detalhada. Buscando uma maior fidelidade a realidade dos simuladores 
integrados, o TFsim [Mauer, Hill e Wood 2002] também foi projetado para integrar 
detalhamento e funcionalidade em um único simulador capaz de executar e tratar 
instruções especulativas. A ferramenta SOIS também está inserido neste contexto, e a 
nova versão do componente simulador do processador é aqui apresentado.  
3. Projeto e implementação 
Em seu estado atual, a ferramenta SOIS conta com os seguinte componentes já 
 implementados: um sistema operacional, um montador assembly e a nova versão do 
simulador de processador, conforme descritos nas próximas seções. 
3.1. Módulo de sistema operacional 
O módulo do SOIS responsável pela simulação de um sistema operacional foi escrito na 
linguagem C++ sob a plataforma GNU/Linux, e utiliza o paradigma de Orientação a 
Objetos, devendo ser executado sobre o processador simulado e gerenciar os 
componentes de hardware existentes, tais como memória, disco e teclado. O sistema 
operacional simulado é estruturado de forma que seus principais componentes 
funcionais, tais como escalonador de processos, tratador de interrupções, gerenciador de 
memória e gerenciador de teclado, se relacionam da forma mais real possível. Este 
relacionamento é baseado nas interrupções geradas pelo processador e nas principais 
estruturas de dados que representam o estado do sistema, como por exemplo, o descritor 
de processos, fila de prontos, buffer do sistema. Os componentes foram desenvolvidos 
de forma que podem ser expandidos por meio da adição de outros algoritmos para a 
execução das diversas funções do SO.  
O descritor de processos possibilita a criação de processos, virtuais e reais. Os 
processos virtuais são funções implementadas no próprio ambiente SOIS, na linguagem 
C++, enquanto que os processos reais são arquivos binários que o usuário executa no 
processador através do sistema operacional. Em nível de descritor de processos é 
possível que o usuário modifique a prioridade de processos e o estado dos processos. É 
interessante ressaltar que os processos virtuais e reais são escalonados com a mesma 
política, sendo para o sistema operacional um processo qualquer. O sistema operacional 
contém um tratador de interrupções que trata interrupções de hardware, tais como 
teclado e de relógio, e interrupções de software. As interrupções de software, atualmente 
em conjunto com a de hardware, são utilizadas para acionar o escalonador do sistema 
operacional objetivando troca de contexto de processos, ou o gerenciador de teclado. 
O sistema operacional contém um gerenciador básico da memória que particiona a 
mesma dinamicamente entre os processos. Este gerenciador utiliza uma política de 
escalonamento Not Recently Used, podendo ser facilmente expansível para outras 
políticas. Também contém um gerenciador de teclado, o qual é responsável pela 
gerência do buffer do sistema, cabendo a ele tratar as interrupções do teclado. O 
gerenciador utiliza um buffer que armazena as teclas digitadas e quando a tecla 
“ENTER” é pressionada, ele a interpreta o comando executa uma ação. A ação 
executada pode ser de criação de processos, listagens dos processos na pasta do sistema 
ou sair do SOIS. Existe uma tela de visualização do buffer controlado pelo sistema 
gerenciador do teclado e outra tela para visualização da saída do sistema. Além disso, o 
simulador de SO possui facilidades de depuração e visualização, sendo possível 
escolher o nível de detalhe da execução do sistema operacional, variando desde os 
métodos que estão sendo executados, até os valores das variáveis relativas à aquele 
método. 
3.2. Módulo montador assembly 
O módulo montador de linguagem assembly foi desenvolvido como etapa intermediária 
no desenvolvimento de compilador. O mesmo foi escrito por completo em C++, 
utilizando a abordagem orientada a objetos para a manipulação da tabela de símbolos e 
do vetor de instruções. Sua sintaxe é compatível com o padrão da Intel, que é 
 responsável pela geração de código-objeto para processadores da arquitetura IA-32, a 
arquitetura-alvo de simulação do Projeto SOIS. O montador é capaz de reconhecer e 
montar todos os 33 mnemônicos implementados no SOIS, assim como a implementação 
de facilidades como constantes, saltos simbólicos, cálculo de deslocamento misto 
(envolvendo símbolos e valores imediatos) e inicialização de regiões de memória com 
valores pré-determinados. 
O montador toma como entrada um programa escrito em linguagem de montagem 
e gera um arquivo com código objeto da arquitetura IA-32 em formato hexadecimal. 
Opcionalmente, ao lado de cada instrução hexadecimal, pode ser colocado o código de 
montagem responsável por aquela instrução. Além disso, utilizando a opção correta 
mediante a execução do montador, o programa pode ser passado diretamente para 
formato binário. Durante o processo de montagem, o montador recolhe algumas 
informações sobre o código sendo gerado, tais como: quantidade de cada tipo de 
instrução a ser traduzida (ULA, pilha, desvio, entrada e saída, transferência de dados, 
outros), o tamanho, em bytes, do código e dos dados e depois gera algumas estatísticas 
úteis para avaliar o perfil do código de montagem e do código de máquina gerado pelo 
montador. Três níveis de depuração foram implementados, detalhando, dependendo do 
nível sendo considerado, todo o processo de montagem e mostrando a interação entre 
todos os componentes do montador. 
Os principais componentes do projeto são: o vetor de instruções, a tabela de 
símbolos, o analisador léxico e o codificador. Basicamente, a montagem é feita em duas 
passagens: na primeira, o arquivo-fonte é percorrido por completo, e todos os símbolos 
(rótulos, constantes, variáveis) são reconhecidos e seus endereços são calculados e 
colocados na tabela de símbolos. Na segunda etapa, é feita a análise das instruções e 
seus operandos e caso haja sucesso, o código de máquina correspondente à instrução 
sendo analisada é gerado e colocado no arquivo de saída. 
O vetor de instruções é responsável por manter ponteiros para funções do 
codificador que verificam o tamanho e que geram o código de máquina correspondente 
para um mnemônico específico. Cada registro no vetor de instruções contém uma string 
que representa o mnemônico e os ponteiros para as funções citadas acima. O vetor de 
instruções é implementado como um objeto de uma classe que provê métodos para 
inserir e procurar instruções já inseridas. A tabela de símbolos, por sua vez, é 
responsável pelo armazenamento dos símbolos reconhecidos no código-fonte, assim 
como seu endereço de máquina e seu tipo (registrador ou definido pelo usuário). A 
tabela de símbolos é implementada como um objeto de uma classe que provê métodos 
para inserir, procurar e listar os símbolos que já foram inseridos. O acesso aos registros 
é feito utilizando um esquema de cálculo de endereços, “hashing”, com um vetor de 
listas indexado pela letra inicial do símbolo. 
O analisador léxico é responsável por ler as instruções do arquivo-fonte, 
normalizar, e separar seus componentes básicos: rótulo, mnemônico, modificadores, 
operandos, listas de inicialização e comentários. Ele também efetua a classificação dos 
operandos como sendo registrador, imediato ou expressão de memória. As expressões 
de memória são analisadas por completo, permitindo deslocamento e utilização de 
registradores de propósito-geral como base de endereçamento. O resultado da análise 
léxica é guardado em um registro que posteriormente é analisado pelo codificador para 
determinar o tamanho da instrução e seu código-objeto. Esse registro é organizado de tal 
 maneira que é possível utilizar operações lógicas simples (AND, OR) para determinar o 
formato da instrução sendo manipulada. 
O núcleo do montador é o codificador, que é responsável pela determinação do 
tamanho do código objeto a ser gerado a partir de uma determinada instrução e de seu 
código de máquina correspondente. O codificador pode ser visto como um conjunto de 
funções, duas para cada mnemônico, que é responsável pela geração do código de 
máquina. O codificador é invocado pelo programa principal exatamente duas vezes para 
cada instrução no arquivo-fonte: uma para determinar o tamanho da instrução (durante a 
primeira passagem) e outra para gerar o código-objeto (durante a segunda passagem). 
Estas funções são invocadas a partir do endereço que consta no vetor de instruções para 
a instrução sendo codificada em um dado momento. A entrada para o codificador é o 
registro da instrução criado pelo analisador léxico, que contém todas as informações 
necessárias para a montagem da instrução em questão. 
O montador facilita a escrita dos programas a serem executados pelo simulador. 
Além disso, ele pode ser utilizado como uma ferramenta educacional na disciplina de 
Arquitetura de Computadores. O modo de depuração permite que o aluno visualize, 
passo-a-passo, todo o processo de montagem: desde a análise léxica até a fase de 
codificação. A exibição do código de montagem ao lado do código de máquina 
hexadecimal no arquivo de saída ajuda na compreensão da linguagem de máquina 
utilizada pelo IA-32, evidenciando as características e peculiaridades de código de 
máquina em arquiteturas CISC. Além disso, o montador também gera algumas 
estatísticas que podem ser utilizadas como medidas de desempenho tanto do montador, 
quanto da execução resultante do código gerado pelo montador. 
3.3. Módulo processador 
O simulador de processador foi escrito na linguagem C++ sobre a plataforma 
GNU/Linux, sendo parametrizado em diversos aspectos, tais como a largura de busca, 
largura de decodificação, largura de finalização, tamanho das filas de busca e estação de 
reserva, dentre outros. Ele suporta gerenciamento de memória através de segmentação. 
Toda leitura e escrita são realizadas na memória cache, sendo esta de topologia 
configurável, podendo conter quantos níveis forem desejados. Também é possível a 
utilização de caches unificadas entre dados e instruções. A memória cache 
implementada é de mapeamento direto associativa por grupos com um tamanho de 
bloco de 4 bytes. A política de escrita adotada é o write-back, isto é, os dados só são 
atualizados na memória no momento de sua substituição. Os parâmetros do tamanho da 
cache e da associatividade são opcionais, sendo que futuramente o tamanho do bloco e 
as políticas de escrita e remoção também serão. 
Na decodificação, as instruções complexas são divididas em várias instruções 
simples, aumentando o paralelismo. As filas de estações de reserva possuem topologia e 
tamanho configurável, sendo que existem 2 filas especiais, uma para instruções de 
memória e outra para instruções de E/S, já que a política de escalonamento para 
execução é diferente das demais instruções. Este fato ocorre porque as instruções de E/S 
e escrita em memória não são executadas especulativamente devido à complexidade de 
se restaurar o estado da arquitetura no caso de erro na previsão de desvio.  As seguintes 
categorias de unidades funcionais foram especificadas: ULA de instruções lógica e 
aritméticas simples, ULA de multiplicação, ULA de divisão, ULA completa que realiza 
o trabalho das 3 citadas, unidade de execução de instruções de movimentar dados, de 
 desvio, de memória e E/S. Os ciclos necessários para executar as instruções variam de 
acordo com o peso que lhes for atribuído. O processador aplica o algoritmo de 
Tomasulo para possibilitar a execução paralela de instruções. 
O vetor de interrupções contém um ponteiro para alguma função interna do 
simulador, ao invés do endereço alvo da rotina de tratamento. Sempre que uma 
interrupção é processada, as instruções no pipeline são descartadas. Interrupções de 
software são tratadas como instruções de desvio, com a diferença que o endereço alvo é 
o especificado no vetor de interrupções. Interrupções de hardware são tratadas na 
ocorrência, exceto quando uma operação de E/S ou escrita em memória estejam sendo 
processadas, fazendo com que o processador termine sua execução antes de desviar para 
a rotina de interrupção. 
3.4. Interface gráfica do módulo processador 
O módulo processador conta com uma interface gráfica que exibe as principais 
informações sobre o estado dos componentes internos, bem como opções de controle da 
simulação. A seção “Navegação” contém opções referentes ao controle da simulação. O 
botão “Pausar/Continuar” para a simulação caso esteja simulando, ou continua a 
simulação caso esteja pausado. O botão “Passo a Passo” automaticamente pausa a 
simulação a cada ciclo de simulação. A caixa “Habilitar Delay”, quando marcada, faz 
com que a simulação fique em estado de espera a cada ciclo por um tempo determinado 
em milisegundos na opção abaixo, chamada “Delay”. O botão “Ir para Ciclo” faz com 
que o simulador execute até o ciclo especificado, momento no qual a simulação é 
automaticamente pausada. O botão “Rodar Ciclos” faz com que simule um determinado 
número de ciclos e depois o simulador é automaticamente pausado. 
A aba “Geral” contém informações sobre o conteúdo dos registradores de 
propósito geral e sobre o eflags, dando ênfase às principais flags representadas por este, 
conforme mostra a Figura 1. A aba “Super-escalar” é a interface mais importante do 
simulador. Através dela é possível visualizar o estado do buffer de reordenação, das filas 
de estação de reserva e das unidades funcionais. Quando a simulação está pausada, ao 
clicar sobre alguma estação na fila de estações de reserva, suas dependências e seus 
dependentes são coloridos, conforme mostra a Figura 1. Nesta figura, foi clicado na 
instrução de ID 202 que está marcada com a cor alaranjada; a instrução de ID 199 
marcada com a cor bege é uma dependência, e a instrução de ID 205 é um dependente. 
No buffer de reordenação, as instruções prontas são rotuladas com a cor verde.  
A aba “Memória” possibilita a visualização do conteúdo da memória física do 
sistema. Como o simulador simula também memória caches, podem existir posições de 
memória que ainda não foram atualizados na memória cache. Para contornar o trabalho 
de ter que acessar o conteúdo da cache para saber o que efetivamente está em 
determinada posição de memória o simulador possibilita, na aba “Memória com 
Cache”, visualizar o conteúdo da memória já com as atualizações sofridas na cache. 
Estas funcionalidades podem ser vistas na Figura 2. A aba “Memória Cache” mostra o 
conteúdo de todas as caches configuradas. Também é possível visualizar, para cada 
elemento, a ocupação, o índice, o tag, o endereço de memória, o conteúdo e se precisa 
atualizar o elemento antes de removê-lo da cache. A aba “Dados” contém valores 
quantitativos e estatísticos sobre o comportamento do simulador. A Figura 3 mostra 
estas 2 últimas abas comentadas. 
      
Figura 1. Interface gráfica: a) abas “Geral” e b) “Super-escalar”. 
     
Figura 2. Interface gráfica: abas a) “Memória” e b) “Memória com cache”. 
     
Figura 3. Interface gráfica: abas a) “Memória cache” e b) “Dados”. 
4. Experimentação e avaliação 
Para validação dos resultados gerados pelo simulador de processador, um conjunto de 5 
 programas com resultados conhecidos foram simulados e os resultados obtidos 
comparados. Os programas foram escritos na linguagem assembly e montados usando o 
montador da ferramenta. São eles: 1) cálculo da sequência de Fibonacci, 2) cálculo de 
fatorial, 3) algoritmo de Dijkstra, 4) multiplicação de matrizes e 5) ordenação 
bubblesort. A simulação de todos os programas geraram resultados corretos e validaram 
a corretude da ferramenta. Ainda com base nos dados estatísticos gerados pela 
ferramenta, foi possível analisar o desempenho da execução em muitos aspectos, sendo 
apenas alguns deles mostrados a seguir.  
A Figura 4a mostra a variação dos ciclos de execução em relação à largura de 
busca de instruções na cache (em bytes) e a Figura 4b a variação dos ciclos de execução 
em relação ao número de unidades funcionais utilizadas (foi variado uniformemente 
para cada tipo). Percebe-se que a taxa de melhora de desempenho cai rapidamente em 
relação ao número de bytes buscados por ciclo nos programas testados, sendo que a 
partir de 4 bytes não há ganho expressivo no desempenho. Isso se deve à natureza dos 
programas testados, os quais são constituídos de diversos laços com blocos pequenos, 
fazendo que poucos bytes buscados sejam aproveitados. 
   
Figura 4. a) Ciclos x largura de busca e b) ciclos x número de UFs 
Ainda nas figuras 4a e 4b, percebe-se que quanto maior a quantidade, maior é o 
fluxo de instruções, já que as instruções são remetidas mais rapidamente para a 
execução. Programas como fatorial e fibonacci não se beneficiam com o aumento da 
quantidade de unidades de execução por possuírem pouca capacidade de paralelismo a 
nível de instrução, já as operações dependem diretamente dos resultados anteriores. 
Conforme a complexidade do programa aumenta, o nível de paralelismo aumenta 
devido ao uso de mais registradores, o que pode ser observado através dos programas 
Dijkstra e Multiplicação de matrizes. 
5. Conclusões 
Este trabalho apresentou o novo simulador de processador da ferramenta SOIS, que 
permite aos usuários desenvolver aplicações reais em linguagem de alto nível para 
solucionar problemas também reais, podendo executá-las em um processador simulado 
e coletar os resultados. O simulador representa uma arquitetura superescalar completa e 
detalhada, permitindo a coleta de informações quantitativas e estatísticas sobre o 
desempenho das aplicações executadas e das arquiteturas simuladas, se mostrando como 
 uma importante ferramenta de avaliação de desempenho de sistemas computacionais. 
Nos testes realizados na execução de aplicações conhecidas, ele demonstrou atender às 
expectativas do projeto SOIS.  
A ferramenta permite avaliar tanto as aplicações quanto as arquiteturas 
configuradas, permitindo que programadores desenvolvam algoritmos mais eficientes 
para determinados de arquiteturas e permitindo que projetistas de processadores 
desenvolvam arquiteturas mais adequadas as suas necessidades de aplicações. Neste 
sentido, o simulador aqui apresentado pode ser uma importante ferramenta para 
avaliação de arquiteturas de aplicações específicas. Diferentemente dos diversos 
simuladores existentes, nosso processador simulado interage com um simulador de 
Sistema Operacional simulado, que escalona aplicações. Além disso, ele interage 
também com dispositivos de E/S também simulados. O simulador também possui 
muitos recursos gráficos que o habilita como ferramenta de ensino de graduação. 
Entretanto, estas facilidades não foram aqui abordadas por não ser o foco do trabalho. 
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