Disjoint cycles and spanning graphs of hypercubes  by Kobeissi, Mohamed & Mollard, Michel
Discrete Mathematics 288 (2004) 73–87
www.elsevier.com/locate/disc
Disjoint cycles and spanning graphs of hypercubes
Mohamed Kobeissia,∗, Michel Mollardb
aUniversité Joseph Fourier, Laboratoire Leibniz-IMAG, 46 av. Félix Viallet, 38031 Grenoble Cedex, France
bCNRS, Laboratoire Leibniz-IMAG, 46 av. Félix Viallet, 38031 Grenoble Cedex, France
Received 22 March 2002; received in revised form 25 August 2004; accepted 26 August 2004
Available online 14 October 2004
Abstract
The aim of this paper is to prove that double starlike trees are embedable into hypercubes, which answers an open question
posed by Ivan Havel ( ˇCasopis Peˇst. Mat. 109 (1984) 135). For this, a theorem about partitioning the hypercubes into vertex-
disjoint cycles of even length is ﬁrst proved. This theorem is then used to prove that a new family of graphs, theMD-graphs, are
embedable into hypercubes. Finally, we prove that the double starlike trees are themselves embedable into the MD-graphs, so
are in the hypercubes.
© 2004 Published by Elsevier B.V.
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1. Introduction
The hypercube Qn is the graph whose 2n vertices are the Boolean vectors of length n, with an edge joining two vertices if
they differ in exactly one coordinate. Qn can also be recursively deﬁned using the cartesian product [1] as follows: Q1 = K2
and Qn+1 =QnK2. Qn can be decomposed into two copies of Qn−1 (denoted by Q′n−1,Q′′n−1) whose vertices are joined
by 2n−1 edges of a perfect matching C. These edges are called parallel or of the same direction. We call this decomposition
canonical. For u ∈ Q′n−1 (resp. Q′′n−1), we denote by u′ the only vertex of Q′′n−1 (resp. Q′n−1) such that uu′ ∈ C. For uv an
edge ofQ′n−1 (resp.Q′′n−1), we denote by u′v′ the edge ofQ′′n−1 (resp.Q′n−1) such that u′ and v′ are deﬁned as above.
For two graphs G and H, G spans H if there exists a one to one map  of V (G) into V (H) such that if (u, v) ∈ E(G) then
((u),(v)) ∈ E(H). The graphQn is a connected bipartite graph with each part containing half of the vertices.We call such a
graph balanced or equitable. IfG spansH,G is connected andH balanced, thenG is also balanced. Thus, if a connected graphG
spansQn, then |V (G)|=2n,G is balanced and the maximum degree of the vertices ofG satisﬁes (G)n. All these conditions
together are necessary but not sufﬁcient for a graph G to spanQn.
T16 (Fig. 1) is not a spanning graph of Q4 because all vertices in T are at distance at most 3 from the vertex v, while in Qn,
for a given vertex v, there exists a unique vertex u such that d(u, v)= n (Qn is antipodal).
A vertex in a tree is called end vertex if its of degree 1. A star is a tree with only one vertex of degree greater than 1, such a
vertex is called central vertex, and all other vertices are end vertices. A starlike tree or quasistar is a subdivision of the edges of
a star into paths, the number of vertices on each edge is the length of the path. Clearly, a starlike tree is equitable if and only if
it has exactly one path of odd length. We write S(a1, . . . , ak) for the starlike tree with central vertex u such that deg u= k and
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Fig. 1. An equitable tree on 16 vertices which does not spanQ4.
paths of length a1, . . . , ak . Such a graph is called a k-equitable starlike tree.A double starlike tree is formed by two starlike trees
in which the two central vertices are joined by an edge. A double starlike tree is a subdivision of a double star in which the edge
joining the two central vertices is not subdivided. We write S(a1, . . . , ak; b1, . . . , bs) for the double starlike tree with central
vertices u and v, k paths incident to u of length a1, . . . , ak and s paths incident to v of length b1, . . . , bs . A double starlike tree
is equitable if and only if the number of paths of odd order adjacent to u is equal to the number of paths of odd order adjacent
to v. If ks, we called such a graph a k-equitable double starlike tree.
Havel [3] proved that 3-equitable starlike trees on 2n vertices span Qn, Nebeský [6] extended this result to 4-equitable and
5-equitable starlike trees. Limaye [5] proved this result for k = 6, Nebeský [7] stated the following theorem:
Theorem 1. Every k-equitable starlike tree on 2n vertices with 3kn, spansQn.
Harary and Lewinter [2] proved that equitable double starlike trees with maximum degree 3 on 2n vertices spanQn. Kobeissi
andMollard [4] proved that both equitable starlike trees and equitable double starlike trees with maximum degree 6 are spanning
graphs of the hypercube.
2. Some properties of cycles in hypercubes
We give three lemmas about cycles in hypercubes that will be needed to prove our main theorem in Section 3. In the whole
paper, an edge is considered as a cycle of length 2 in the hypercube. Claim 2 can easily be shown:
Claim 2. Let xy and uv be two parallel edges which belong to a cycle of length 4 inQn. There exists a Hamilton cycle C inQn
which contains xy and uv with none of the 2n−1 − 2 other edges of the same direction as uv.
Lemma 3. For n3, let:
(1) uv be an edge ofQn,
(2) W ⊂ E(Qn) a set of parallel edges of the same direction as uv and different from uv, such that |W | n− 2.
There exists a Hamilton cycle C inQn which contains uv, such that E(C) ∩W = ∅.
Proof. |W | n − 2, hence, there exists an edge xy ∈ Qn\W such that uvxy form a cycle of length 4. The cycle C with the
required properties can be constructed using Claim 2. 
Lemma 4. For n4, let:
(1) u1v1, u2v2 be two parallel edges ofQn,
(2) W ⊂ E(Qn) a set of parallel edges of the same direction as u1v1 and different from u1v1 and u2v2, such that |W | n− 3.
There exists a Hamilton cycle C inQn − u2 − v2, which contains u1v1, such that E(C) ∩W = ∅.
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Fig. 2. Case 1—d(u1v1, u2v2)= 1.
Fig. 3. Case 2—d(u1v1, u2v2)= 3.
Fig. 4. Case 3—d(u1v1, u2v2)= 2.
Proof. The proof is by induction. For n=4, the construction of cycles is given in Figs. 2–4.We distinguish three cases depending
on the distance from u1v1 to u2v2. Note that |W | 1 (W is empty or contains one edge).
Case 1: u1v1 and u2v2 are at distance 1 inQ4.
Case 2: u1v1 and u2v2 are at distance 3 inQ4.
Case 3: u1v1 and u2v2 are at distance 2 inQ4.
In all the three cases, at least one of the constructed cycles have the required property.
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Now suppose the lemma is true up to n− 1 and considerQn. There exists a canonical decomposition {Q′n−1,Q′′n−1} ofQn
such that∣∣∣W ∩ E(Q′n−1)
∣∣∣ n− 4,∣∣∣W ∩ E(Q′′n−1)
∣∣∣ n− 4.
This decomposition can be justiﬁed as follows: if |W |<n− 3, then any canonical decomposition not using the direction of uv
can be used. If |W | = n − 3, then there are at least two parallel edges ab and cd inW, and we can ﬁnd a decomposition which
separates a and c, thus such that ab is inQ′n−1 and cd inQ′′n−1.
Now suppose, without loss of generality, that u2v2 belongs to E(Q′′n−1).
DenoteW1 =W ∩ E(Q′n−1) andW2 =W ∩ E(Q′′n−1).
Case 1: u1v1 ∈ E(Q′n−1).
Let W ′1 =
{
W1 ∪ {u′2v′2} if u1v1 = u′2v′2,
W1 if u1v1 = u′2v′2.
Since |W ′1|n−2, hence, by Lemma 3, there exists a Hamilton cycleC′ inQ′n−1 which contains u1v1, such thatE(C′)∩W ′1=∅.
Let xy be an edge of C′ of the same direction as u1v1 (we can see that x′y′ = u2v2), by the induction hypothesis, there exists a
Hamilton cycleC′′ inQ′′n−1−u2−v2 which containsx′y′ such thatE(C′′)∩W2=∅.The cycleC=C′∪C′′∪{xx′∪yy′}\{xy∪x′y′}
is the required cycle.
Case 2: u1v1 ∈ E(Q′′n−1).
By the induction hypothesis, there exists aHamilton cycleC′′ inQ′′n−1−u2−v2 which containsu1v1, such thatE(C′′)∩W2=∅.
Let xy be an edge of C′′ of the same direction as u1v1, by Lemma 3, there exists a Hamilton cycle C′ in Q′n−1 which contains
x′y′, such that E(C′)∩W1 =∅ (or E(C′)∩W1 = x′y′ if x′y′ ∈ W1). The cycle C =C′ ∪C′′ ∪ {xx′ ∪ yy′}\{xy ∪ x′y′} is the
required cycle. 
Lemma 5. For n3, let:
(1) uv be an edge ofQn,
(2) C4 a cycle of length 4 which contains two parallel edges u1v1 and u2v2, of the same direction as uv, and different from uv,
(3) W ⊂ E(Qn) a set of parallel edges of the same direction as uv such that |W |n− 3, and different from uv, u1v1 and u2v2.
There exists a Hamilton cycle C inQn\V (C4) which contains uv such that E(C) ∩W = ∅.
Proof. Immediate veriﬁcation for n= 3 (only one case!). Now suppose the lemma is true for n− 1 and considerQn.
Case 1: There exists a canonical decomposition {Q′n−1,Q′′n−1} ofQn such that the cycle C4 and uv ∈ Q′n−1.
PutW ′ =W ∩ E(Q′n−1),W ′′ =W ∩ E(Q′′n−1). If
∣∣W ′∣∣= n− 3, let ab be an edge ofW ′ (W ′ is not empty because n> 3).
DenoteW ′1 =
{
W ′ if
∣∣W ′∣∣ n− 4,
W ′\ab if ∣∣W ′∣∣= n− 3.
Obviously,
∣∣W ′1∣∣ n− 4. Hence, by the induction hypothesis, there exists a Hamilton cycle C′ inQ′n−1\C4 which contains
uv such that E(C′) ∩W ′1 = ∅.
If
∣∣W ′∣∣ = n − 3 and ab ∈ C′. Let C′′ be a Hamilton cycle Q′′n−1 which contains a′b′. The cycle C = C′ ∪ C′′ ∪ {aa′ ∪
bb′}\{ab ∪ a′b′} is the required cycle.
If
∣∣W ′∣∣<n− 3 or (∣∣W ′∣∣=n− 3 and ab /∈C′), let xy be an edge of C′ of the same direction as uv. We have ∣∣W ′′∣∣ n− 3, and
by Lemma 3, there exists a Hamilton cycleC′′ ∈ Q′′n−1 which contains x′y′ such thatE(C′′)∩W ′′ =∅ (orE(C′′)∩W ′′ ={x′y′}
if x′y′ ∈ W ′′). The cycle C = C′ ∪ C′′ ∪ {xx′ ∪ yy′}\{xy ∪ x′y′} is the required cycle.
Case 2: Such a decomposition does not exist.
Assume that u, u1 and u2 have the same value on a coordinate, then a decomposition using this direction is such that uv, u1v1
and u2v2 are in the sameQn−1. Therefore we are not in this case and, because u1 and u2 are adjacent, u is at maximal distance
of say u1. If W is not empty, we can ﬁnd a decomposition not using the direction of the edge u1u2 such that uv and an edge
of W are in E(Q′′n−1). Notice that u1v1, and thus u2v2 will be in E(Q′n−1) and that
∣∣W ′∣∣<n − 3. If W is empty, then any
decomposition not using the direction of uv and u1u2 will have the same property.
Let xy be an edge of the same direction as uv inQ′′n−1 which forms a cycle of length 4 with uv, such that x′y′ does not belong
to the C4.
By Claim 2, there exists a Hamilton cycle C′′ in Q′′n−1 which contains xy and uv, and no other edges in the same direction,
therefore no other edges ofW. By the induction hypothesis, there exists a Hamilton cycle C′ in Q′n−1\C4 which contains x′y′
M. Kobeissi, M. Mollard /Discrete Mathematics 288 (2004) 73–87 77
such that E(C′) ∩W ′ = ∅ (or E(C′) ∩W ′ = {x′y′} if x′y′ ∈ W ′). The cycle C = C′ ∪ C′′ ∪ {xx′ ∪ yy′}\{xy ∪ x′y′} is the
required cycle inQn. 
3. Disjoint cycles of hypercubes
We prove that the hypercube can be partitioned into vertex-disjoint cycles. The proof of this theorem need the following
lemma, which is in fact the ﬁrst step of the induction.
Lemma 6. For n4 and kn− 2, let:
(1) u1v1, u2v2, . . . , ukvk be k parallel edges ofQn,
(2) a1, a2, . . . , ak even positive integers such that a1 + a2 + · · · + ak = 2n,
(3) W1,W2, . . . ,Wk a set of parallel edges in Qn of the same direction as u1v1, and different from the edges uivi , with
|W1| n− (k + 1), . . . , |Wk | n− (k + 1).
There exist k vertex-disjoint cycles C1, C2, . . . , Ck in Qn, which contain u1v1, u2v2, . . . , ukvk , of order a1, a2, . . . , ak ,
respectively, such thatWi ∩ E(Ci)= ∅ (i = 1, . . . , k).
Proof. The result is true for k = 1 by using Lemma 3. We only have to check the result for n= 4 and k = 2.
Let u1v1 and u2v2 be two parallel edges ofQ4, a1 and a2 be two positive integers such that a1 + a2 = 16. We can suppose,
without loss of generality, that a1a2. We distinguish four cases depending on a1 and a2.
Case 1: a1 = 14 and a2 = 2. Apply Lemma 4.
Case 2: a1 = 12 and a2 = 4. LetW ′2 = {u1v1} ∪W2. Since
∣∣W ′2∣∣ 2, there exists an edge xy inQn\W ′2, such that xy forms a
cycle of length 4 with u2v2. The cycle C1 can be constructed by using Lemma 5.
Case 3: a1 = 10 and a2 = 6. The construction of cycles will be given in Figs. 5–7. Note that |W1| 1 and |W2| 1. At least
one of following constructed pairs of cycles has the required property.
Case 3.1: u1v1 and u2v2 are at distance 1 inQ4.
Case 3.2: u1v1 and u2v2 are at distance 2 inQ4.
Case 3.3: u1v1 and u2v2 are at distance 3 inQ4.
Case 4: a1=8 and a2=8. Let {Q′3,Q′′3} be a canonical decomposition ofQ4, such that u1v1 belongs toQ′3 and u2v2 belongs
toQ′′3. Cycles with the required property can easily be constructed. 
Fig. 5. Case 3.1—d(u1v1, u2v2)= 1: (a)W1 = cd,W2 = ab; (b)W1 = cd ,W2 = ab; (c)W1 = cd ,W2 = ab; (d)W1 = cd ,W2 = ab.
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Fig. 6. Case 3.2—d(u1v1, u2v2)= 2: (a)W1 = cd,W2 = ab; (b)W1 = cd ,W2 = ab; (c)W1 = cd ,W2 = ab; (d)W1 = cd ,W2 = ab.
Fig. 7. Case 3.3—d(u1v1, u2v2)= 3: (a)W1 = cd,W2 = ab; (b)W1 = cd ,W2 = ab; (c)W1 = cd ,W2 = ab; (d)W1 = cd ,W2 = ab.
Theorem 7. For n3 and kn− 2, let:
(1) u1v1, u2v2, . . . , ukvk be k parallel edges ofQn,
(2) a1, a2, . . . , ak even positive integers such that a1 + a2 + · · · + ak = 2n,
(3) W1,W2, . . . ,Wk a set of parallel edges in Qn of the same direction as u1v1, and different from the edges uivi , with
|W1| n− (k + 1), . . . , |Wk | n− (k + 1).
There exist k vertex-disjoint cycles C1, C2, . . . , Ck in Qn, which contain u1v1, u2v2, . . . , ukvk , of order a1, a2, . . . , ak ,
respectively, such that E(Wi) ∩ Ci = ∅ (i = 1, . . . , k).
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Proof. By Lemma 6, the theorem is true for (n, k) when n4. Now assume that n5 and the theorem is true for (n − 1, k′)
with k′<n− 2, and considerQn.
For any canonical partition {G′,G′′} ofQn and for i = 1, . . . , k we deﬁne
I (G′)= {i; uivi ∈ E(G′)},
I (G′′)= {i; uivi ∈ E(G′′)},
U(G′)= {uivi; i ∈ I (G′)},
U(G′′)= {uivi; i ∈ I (G′′)},
k(G′)= |I (G′)|,
k(G′′)= |I (G′′)|,
A(G′)= ∑
i∈I (G′)
ai , A(G
′′)= ∑
i∈I (G′′)
ai .
Case 1: There exists a canonical decomposition {Q′n−1,Q′′n−1} ofQn such that A(Q′n−1)= A(Q′′n−1).
Let I ′ = I (Q′n−1), I ′′ = I (Q′′n−1), k′ =
∣∣I ′∣∣ and k′′ = ∣∣I ′′∣∣.
Obviously, k′k − 1(n− 1)− 2 and k′′(n− 1)− 2.
It is clear that
∣∣W ′
i
∣∣ (n−1)−(k′ +1) and∑i∈I ′ai=2n−1. Hence, by the induction hypothesis, there exist k′ vertex-disjoint
cycles {C′
i
; i ∈ I ′}, where for i ∈ I ′, C′
i
is of order a′
i
, contains uivi , and E(C′i ) ∩W ′i = ∅.
It is clear that
∣∣W ′′
i
∣∣ (n − 1) − (k′′ + 1) and that ∑i∈I ′′ai = 2n−1. Hence, by the induction hypothesis, there exist k′′
vertex-disjoint cycles {C′′
i
; i ∈ I ′′}, where for i ∈ I ′′, C′′
i
is of order a′′
i
, contains uivi , and E(C′′i ) ∩W ′′i = ∅.
The set {C′
i
∈ I ′} ∪ {C′′
i
∈ I ′′} contains the required cycles inQn.
Case 2: A(Q′n−1) = A(Q′′n−1) for any canonical decompositionQn.
Case 2.1: k = 1. Lemma 3.
Case 2.2: k = 2. Suppose, without loss of generality, that a1>a2.
Case 2.2.1: a2 = 2. Lemma 4.
Case 2.2.2: a2 = 4. LetW ′2 =W2 ∪ {u1v1}. Since
∣∣W ′2∣∣ n− 2, hence, there exists an edge xy ∈ Qn\W ′2 such that u2v2xy
form a cycle of length 4 (say C4) inQn. By Lemma 5, there exists a Hamilton cycle C inQn\C4 which contains u1v1 such that
C1 ∩ E(W1)= ∅. The two cycles C and C4 are the required cycles.
Case 2.2.3: a26. Let {Q′n−1,Q′′n−1} be a canonical decomposition of Qn such that
∣∣∣W1 ∩ E(Q′′n−1)
∣∣∣ n − 4 and∣∣∣W1 ∩ E(Q′n−1)
∣∣∣ n− 4. Suppose, without loss of generality, that u1v1 belongs to E(Q′n−1).
Denote


W ′1 =W1 ∩ E(Q′n−1),
W ′′1 =W1 ∩ E(Q′′n−1),
W ′2 =W2 ∩ E(Q′n−1), and
W ′′2 =W2 ∩ E(Q′′n−1).
Case 2.2.3.1: u2v2 ∈ E(Q′n−1) and W ′2 = ∅. Let a′2 = a2 and a′1 = a1 − 2n−1. By the induction hypothesis, there exist
two vertex-disjoint cycles C′1 and C2 in Q′n−1, which contain u1v1 and u2v2, of order a′1 and a′2, respectively, such that
E(C′1) ∩W ′1 = ∅.
If a1> 2n−1 + 2, we choose an edge ab on the cycle C′1 of the same direction as u1v1. By Lemma 3, there exists a Hamilton
cycle C′′1 in Q′′n−1 which contains a′b′, such that E(C′′1 ) ∩ W ′′1 = ∅ (or E(C′′1 ) ∩ W ′′1 = {a′b′} if a′b′ ∈ W ′′1 ). The 2 cycles
C1 = C′1 ∪ C′′1 ∪ {aa′ ∪ bb′}\{ab ∪ a′b′} and C2 are the required cycles.
If a1=2n−1+2, we take the edge u1v1 instead of ab. The cycleC1=u1v1∪C′′1 ∪{u1u′1∪v1v′1}\{u′1v′1},C2 still unchanged.
Case 2.2.3.2: u2v2 ∈ E(Q′n−1) and W ′2 = ∅. Let a′2 = 4 and a′1 = 2n−1 − 4. By the induction hypothesis, there exist
two vertex-disjoint cycles C′1 and C′2 in Q′n−1, which contain u1v1 and u2v2, of order a′1 and a′2, respectively, such that
E(C′1) ∩W ′1 = ∅.
Let ab be an edge on the cycle C′1 of the same direction as u1v1, and let xy be the other edge on the cycle C′2 of the same
direction as u2v2. By the induction hypothesis, there exist two vertex-disjoint cycles C′′1 and C′′2 in Q′′n−1, which contain a′b′
and x′y′, of order 2n−1 − a2 + 4 and a2 − 4, respectively, such that E(C′′1 )∩W ′′1 =∅ (or E(C′′1 )∩W ′′1 = {a′b′} if a′b′ ∈ W ′′1 )
and E(C′′2 ) ∩W ′′2 = ∅ (or E(C′′2 ) ∩W ′′2 = {x′y′} if x′y′ ∈ W ′′2 ).
The two cycles C1 = C′1 ∪ C′′1 ∪ {aa′ ∪ bb′}\{ab ∪ a′b′} and C2 = C′2 ∪ C′′2 ∪ {xx′ ∪ yy′}\{xy ∪ x′y′} are the required
cycles inQn.
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Case 2.2.3.3: u2v2 ∈ E(Q′′n−1) andW ′′2 = ∅.
LetW ′11 =
{
W ′1 ∪ {u′2v′2} if u′2v′2 = u1v1,
W ′1 if u′2v′2 = u1v1.
It is clear that
∣∣W ′11∣∣ n − 3. By Lemma 3, there exists a Hamilton cycle C′1 in Q′n−1, which contains u1v1, such that
E(C′1) ∩W ′11 = ∅.
Let ab be an edge of the cycle C′1 of the same direction as u1v1 (we can see that a′b′ = u2v2).
By the induction hypothesis, there exist two vertex-disjoint cycles C′′1 and C2 inQ′′n−1, which contain a′b′ and u2v2, of order
a1 − 2n−1 and a2, respectively, such that E(C′′1 ) ∩W ′′1 = ∅ (or E(C′′1 ) ∩W ′′1 = {a′b′} if a′b′ ∈ W ′′1 ).
The two cycles C1 = C′1 ∪ C′′1 ∪ {aa′ ∪ bb′}\{ab ∪ a′b′} and C2 are the required cycles.
Case 2.2.3.4: u2v2 ∈ E(Q′′n−1) andW ′′2 = ∅. Since
∣∣W ′1 ∪ {u1v1}∣∣ n− 3, there exists an edge xy inQ′′n−1, which forms a
cycle C′′2 of length 4 with u2v2, such that x′y′ does not belong toW ′1 ∪ {u1v1}.
Let
W ′11 =
{
W ′1 if (u′2v′2 = u1v1) or (u′2v′2 = u1v1 and u′2v′2 ∈ W ′1),
W ′1 ∪ {u′2v′2}\{ab} if u′2v′2 = u1v1 and W ′1 = ∅ where ab is an edge in W ′1.
Obviously
∣∣W ′11∣∣ n−4. By the induction hypothesis, there exist two vertex-disjoint cycles C′1 and C′2 inQ′n−1, which contain
u1v1 and x′y′, of order a1 − 2n−1 + 4 and a2 − 4, respectively, such that E(C′1) ∩ W ′11 = ∅ and E(C′2) ∩ W ′2 = ∅ (or
E(C′2) ∩W ′2 = {x′y′} if x′y′ ∈ W ′2).
If we are in the case where we have chosen an edge ab ∈ W ′1 and if ab ∈ C′1, then by Lemma 5, there exists a Hamilton cycle
C′′1 in Q′′n−1\C′′2 , which contains a′b′, such that E(C′′1 ) ∩W ′′1 = ∅ (or E(C′′1 ) ∩W ′′1 = {a′b′} if a′b′ ∈ W ′′1 ). The two cycles
C1 = C′1 ∪ C′′1 ∪ {aa′ ∪ bb′}\{ab ∪ a′b′} and C2 = C′2 ∪ C′′2 ∪ {xx′ ∪ yy′}\{xy ∪ x′y′} are the required cycles.
If we are not in the case where we have chosen an edge ab ∈ W ′1 or ab /∈C′1, then we can choose an edge cd on the cycle
C′1 of the same direction as u1v1. By Lemma 5, there exists a Hamilton cycle C′′1 in Q′′n−1\C′′2 , which contains c′d ′, such that
E(C′′1 ) ∩ W ′′1 = ∅ (or E(C′′1 ) ∩ W ′′1 = {c′d ′} if c′d ′ ∈ W ′′1 ). The two cycles C1 = C′1 ∪ C′′1 ∪ {cc′ ∪ dd ′}\{cd ∪ c′d ′} and
C2 = C′2 ∪ C′′2 ∪ {xx′ ∪ yy′}\{xy ∪ x′y′} are the required cycles.
Case 2.3: k3. We ﬁrst prove that there exists a canonical partition {G1,G2} ofQn such that
A(G1)>A(G2) and 1k(G2)k − 2. (1)
To the contrary, let us assume that for any canonical partition {G∗,G∗∗} of Qn, if A(G∗)>A(G∗∗) and 1k(G∗∗), then
k(G∗∗)= k − 1.
Since k3, there exists a canonical partition {G11,G12} of Qn such that A(G11)>A(G12) and k(G12)1. According to
the assumption above, k(G12)=k−1, and therefore k(G11)=1. Obviously, there exists i; 1 ik, such thatU(G11)={uivi}.
Since A(G11)>A(G12), ai > 2n−1.
Since k(G12)= k − 12, there exists a canonical partition {G21,G22} ofQn such that
U(G12) ∩ V (G21) = ∅ = U(G12) ∩ V (G22).
Without loss of generality, we assume that A(G21)>A(G22). Since U(G12) ∩ V (G22) = ∅, k(G22)1. According to (1),
k(G22) = k − 1, and therefore k(G21) = 1. There exists j ; 1jk, such that U(G21) = {uj vj }. Since A(G21)>A(G22),
aj > 2n−1. SinceU(G12)∩V (G21) = ∅ andU(G21)={uj vj }, we can see that uj vj ∈ V (G12). Hence i = j , and ai+aj > 2n,
which is a contradiction, thus, we have proved (1).
Case 2.3.1: k=3. Let {Q′n−1,Q′′n−1} be a canonical decomposition ofQ′n such thatA(Q′n−1)>A(Q′′n−1) and k(Q′′n−1)=1.
Assume, without loss of generality, that u1v1, u2v2 belong toQ′n−1 and a1a2.
LetW ′1 =W1 ∩ E(Q′n−1),W ′2 =W2 ∩ E(Q′n−1), and let ab be an edge inW ′1(if W ′1 = ∅).
Case 2.3.1.1: 2a22n−1 − 4.
LetW ′11 =


W ′1 if (u′3v′3 = u1v1) or (u′3v′3 = u1v1 and u′3v′3 ∈ W ′1)
W ′1 ∪ {u′3v′3}\ab if u′3v′3 = u1v1 and W ′1 = ∅
u′3v′3 if u′3v′3 = u1v1 and W ′1 = ∅.
It is clear that
∣∣W ′11∣∣ n− 4.
Put a′2 = a2 and a′1 = 2n−1 − a2. By the induction hypothesis, there exist two vertex-disjoint cycles C′1 and C2 in Q′n−1,
which contain u1v1 and u2v2, of order a′1 and a′2, respectively, such that C′1 ∩ E(W ′11)= ∅ and C2 ∩ E(W ′2)= ∅.
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If ab ∈ C′1 (a′b′ = u3v3). By the induction hypothesis, there exist two vertex disjoint-cycles C′′1 and C3 in Q′′n−1, which
contain a′b′ and u3v3, of order 2n−1−a3 and a3, respectively, such thatE(C′′1 )∩W ′′1 =∅ (orE(C′′1 )∩W ′′1 ={a′b′} if a′b′ ∈ W ′′1 )
and E(C3) ∩W ′′3 = ∅. The cycles C1 = C′1 ∪ C′′1 ∪ {aa′ ∪ bb′}\{ab ∪ a′b′}, C2 and C3 are the required cycles.
If ab /∈C′1 or W ′1 is empty, choose an edge xy of the cycle C′1 of the same direction as u1v1 (we can see that x′y′ = u3v3).
By the induction hypothesis, there exist two vertex-disjoint cycles C′′1 and C3 inQ′′n−1, of order 2n−1− a3 and a3, respectively,
which contain x′y′ and u3v3, such that E(C′′1 ) ∩W ′′1 = ∅ (or E(C′′1 ) ∩W ′′1 = {x′y′} if x′y′ ∈ W ′′1 ) and E(C3) ∩W ′′3 = ∅. The
cycles C1 = C′1 ∪ C′′1 ∪ {xx′ ∪ yy′}\{xy ∪ x′y′},C2 and C3 are the required cycles.
Case 2.3.1.2: a2 = 2n−1 − 2. If u′3v′3 = u1v1, the same construction as in case 2.3.1.1 works, taking as cycle C1 = {u1v1} ∪
C′′1 ∪ {u1u′1 ∪ v1v′1}\{u′1v′1}.
If u′3v′3 = u1v1, take a canonical decomposition {Q′n−1,Q′′n−1} of Qn such that u1v1 and u3v3 belong to Q′n−1, and u2v2
toQ′′n−1. The same construction as in case 2.3.1.1 works (interchanging a2, u2v2 and a3, u3v3).
Case 2.3.2: k=4. By relation (1), there exists a canonical decomposition {Q′n−1,Q′′n−1} ofQn such thatA(Q′n−1)>A(Q′′n−1)
and 1k(Q′′n−1)2.
Put k′′ = k(Q′′n−1).
Case 2.3.2.1: k′′ = 1. Suppose, without loss of generality, that u1v1, u2v2 and u3v3 are in Q′n−1, and that a1a2a3. We
can easily see that
a32n−1 − 8. (2)
LetW ′1 =W1 ∩ E(Q′n−1), W ′2 =W2 ∩ E(Q′n−1), W ′3 =W3 ∩ E(Q′n−1).
By relation (2), we can deduce that there exist two positive even integers a′1 and a′2, such that a′1 + a′2 + a3 = 2n−1.
For i = 1, 2, ifW ′
i
= ∅, let aibi be an edge inW ′i , and let
W ′1i =


W ′
i
if (u′4v′4 = uivi) or (u′4v′4 ∈ W ′i ),
W ′
i
∪ {u′4v′4}\aibi if (u′4v′4 = uivi) and W ′i = ∅,
u′4v′4 if W ′i = ∅.
It is clear that
∣∣W ′1i ∣∣ n − 5. By the induction hypothesis, there exist three vertex disjoint-cycles C′1, C′2, and C3 in Q′n−1,
which contain u1v1, u2v2, and u3v3, of order a′1, a′2, and a3, respectively, such that E(C′1) ∩W ′11 = ∅, E(C′2) ∩W ′12 = ∅ and
E(C3) ∩W ′3 = ∅.
For i = 1, 2, let xiyi = a′ib′i if aibi ∈ Ci , and if not xiyi is an edge on the cycle Ci of the same direction as uivi . By the
construction of the setsW ′1i , we can see that xiyi = u4v4.
By the induction hypothesis, there exist three vertex-disjoint cycles C′′1 , C′′2 , and C4 inQ′′n−1, which contain x′1y′1, x′2y′2 and
u4v4, of order a1 − a′1, a2 − a′2 and a4, respectively, such that E(C′′1 ) ∩W ′′1 = ∅ (or E(C′′1 ) ∩W ′′1 = {x′1y′1} if x′1y′1 ∈ W ′′1 ),
E(C′′2 ) ∩W ′′2 = ∅ (or E(C′′2 ) ∩W ′′2 = {x′2y′2} if x′2y′2 ∈ W ′′2 ) and E(C4) ∩W ′′4 = ∅.
Combining the cycles C′1 and C′′1 , C′′1 and C′′2 with the two cycles C3 and C4, we have the four required cycles inQn.
Case 2.3.2.2: k′′ = 2. Suppose, without loss of generality, that u1v1 and u2v2 are inQ′n−1, and that a1a2.
LetW ′1 =W1 ∩ E(Q′n−1) andW ′2 =W2 ∩ E(Q′n−1), and let a1b1 be an edge ofW ′1 ifW ′1 = ∅.
We distinguish two cases depending on a2:
Case 2.3.2.2.1: a22n−1 − 4.
Put a′2 = a2 and a′1 = 2n−1 − a2.
Let
W ′11 =
{
W ′1 ∪ {u′3v′3} ∪ {u′4v′4}\a1b1 if W ′1 = ∅, a1b1 = u′3v′3 and a1b1 = u′4v′4,
u′3v′3 ∪ u′4v′4 if W ′1 = ∅.
It is clear that
∣∣W ′11∣∣ n− 4. By the induction hypothesis, there exist two vertex-disjoint cycles C′1 and C′2 inQ′n−1, which
contain u1v1 and u2v2, of order a′1 and a′2, respectively, such that E(C′1) ∩W ′11 = ∅ and E(C′2) ∩W ′2 = ∅.
If a1b1 ∈ C′1, let xy=a1b1, if xy is not an edge on the cycleC′1 of the same direction as u1v1, we can see that x′y′ = u′3v′3 and
x′y′ = u′4v′4. By the induction hypothesis, there exist three vertex-disjoint cycles C′′1 , C3 and C4 inQ′′n−1, which contain x′y′,
u3v3 and u4v4, of order a1 − a′1, a3 and a4, respectively, such that E(C′′1 )∩W ′′1 =∅ (or E(C′′1 )∩W ′′1 = {x′y′} if x′y′ ∈ W ′′1 ),
E(C3) ∩W ′′3 = ∅ and E(C4) ∩W ′′4 = ∅.
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Combining the cycles C′1 and C′′1 , with the three cycles C2, C3 and C4, we have the four required cycles inQn.
Case 2.3.2.2.2: a2 = 2n−1 − 2. In this case, we have necessarily a1 = 2n−1 − 2. Put a′2 = a2 and a′1 = 2.
If u′3v′3 = u1v1 and u′4v′4 = u1v1, then the same construction as the previous case works, taking for C1 the cycle {u1v1} ∪
C′′1 ∪ {u1u′1 ∪ v1v′1}\{u′1v′1}, the cycles C2, C3 and C4 still unchanged.
If u′3v′3 = u1v1 or u′4v′4 = u1v1 (suppose here, without loss of generality, that u′3v′3 = u1v1). It is possible to ﬁnd a new
canonical decomposition of Qn which satisﬁes relation (1), such that the edges u1v1 and u3v3 belong to Q′n−1. Apply case
2.3.2.1 to this decomposition.
Case2.3.3: k5.Let {Q′n−1,Q′′n−1}be a canonical decompositionofQn such thatA(Q′n−1)>A(Q′′n−1) and1I (Q′′n−1)
k − 2.
Denote I ′ = I (Q′n−1), k′ =
∣∣I ′∣∣, k′′ = ∣∣I ′′∣∣ and let a =mini∈I ′ai .
We ﬁrst prove that
a2n−1 − 4(k′ − 1). (3)
To the contrary, suppose that a > 2n−1 − 4(k′ − 1). Since a is even, then
a2n−1 − 4(k′ − 1)+ 2. (4)
As k′′1, then
a 2
n − 2k′′
k′ . (5)
If k′ = 2, then—combining (4) and (5)—since k′n− 3 we have, 2n−1 − 22n−1 − k′′, contradiction (k′′3).
If k′3, then—combining (4) and (5)—we have
2n−1 − 4(n− 4)+ 22n−1 − 4(k′ − 1)+ 2 2
n − 2k′′
k′ 
2n − 2k′′
3
.
Then 2n−26n− 28, which is a contradiction for n5. We then proved relation (3).
We deduce that there exist disjoint nonempty sets I#, Ib, and even positive integers a′
i
, such that
I ′ = I# ∪ Ib,
a′
i
= ai if i ∈ I#,
4a′
i
< ai if i ∈ Ib,∑
i∈I ′
a′
i
= 2n−1.
Put U ′ = {uivi; i ∈ I ′}, U ′′ = {uivi; i ∈ I ′′} and kb =
∣∣∣Ib∣∣∣.
For i ∈ I ′′, letW ′ = {u′
i
v′
i
, i ∈ I ′′; u′
i
v′
i
/∈U ′}.
For i ∈ I ′, letW ′
i
=Wi ∩ E(Q′n−1), and let aibi be an edge ofW ′i (W ′i = ∅).
Denote
W ′i1 =


W ′
i
if i ∈ I#,
W ′
i
∪W ′\{aibi} if i ∈ Ib and (W ′i = ∅ or aibi ∈ Wi),
W ′ if i ∈ Ib and W ′
i
= ∅.
AsW ′
i
n− (k + 1) and ∣∣W ′∣∣  ∣∣I ′′∣∣= k − k′, it is clear that ∣∣W ′
i1
∣∣ (n− 1)− (k′ + 1).
By the induction hypothesis, there exist k′ vertex-disjoint cycles C′1, C′2, . . . , C′k′ in Q′n−1, which contain uivi , of order a′i ,
respectively, such that E(C′
i
) ∩W ′
i1 = ∅.
Let I1 = {i ∈ Ib; aibi ∈ C′i} and I2 = {i ∈ Ib; aibi /∈C′i}.
For i ∈ I2, let xiyi be an edge of the cycle C′i of the same direction as uivi .
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Fig. 8. TheMD(2, 4, 8) graph.
Denote
k′′2 = k′′ + kb,
W ′′
i
=Wi ∩ E(Q′′n−1) for i1k,
u′′
i
v′′
i
=
{
uivi if i ∈ I ′′,
a′
i
b′
i
if i ∈ I1,
x′
i
y′
i
if i ∈ I2,
a′′i =
{
ai if i ∈ I ′′,
ai − a′i if i ∈ Ib.
It is clear that k′′2 k′′ + k′ − 1= k − 1, and that a′′i are even positive integers which satisfy
∑
i∈I ′′∪Ibai = 2n−1.
As k′′2 k−1, then
∣∣W ′′
i
∣∣ n− (k+1)(n−1)− (k′′ +1). By the induction hypothesis, there exist k′′2 vertex-disjoint cycles
C′′1 , . . . , C′′j , . . . , C′′k′′2 inQ
′′
n−1, which contain the edges u′′i(j)v
′′
i(j)
, of order a′′
i(j)
, respectively, such that E(C′′
j
) ∩W ′′
i(j)
= ∅.
For i = 1, . . . , k, we deﬁne cycles Ci by
Ci =


C′
i
if i ∈ I#,
C′
i
∪ C′′
i
∪ {aia′i ∪ bib′i}\{aibi ∪ a′ib′i} if i ∈ I1 and ai − a′i4,
C′
i
∪ C′′
i
∪ {aia′i ∪ bib′i}\{aibi} if i ∈ I1 and ai − a′i = 2,
C′
i
∪ C′′
i
∪ {xix′i ∪ yiy′i}\{xiyi ∪ x′iy′i} if i ∈ I2 and ai − a′i4,
C′
i
∪ C′′
i
∪ {xix′i ∪ yiy′i}\{xiyi} if i ∈ I2 and ai − a′i = 2,
C′′
i
if i ∈ I ′′.
The cycles C1, . . . , Ck are the required cycles inQn. 
Note that condition “kn− 2” is optimal in Theorem 7.
4. MD(a1, . . . , ak) graphs
Deﬁnition 1. Let uv be a given edge. We denote byMD(a1, . . . , ak)1 the graph formed by the edge uv and from k paths of
order a1, . . . , ak which are joining between them the two vertices u and v, such that a1 + · · · + ak = 2n − 2.
It is clear thatMD(a1, . . . , ak) is bipartite if and only if ai is even for all i.We easily see that a bipartiteMD graph is equitable.
Such a graph is called a k-equitable MD graph (Fig. 8).
The two following claims [4] can easily be proved:
Claim 8. Every k-equitable starlike tree is a spanning graph of some (k − 1)-equitable MD graph.
1 The MD-graph has been introduced in [4].
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Fig. 9. Embedding of the 4 MD-graphs on 16 vertices in Q4: (a) embedding of MD(2,2,10); (b) embedding of MD(2,4,8); (c) embedding of
MD(2,6,6); (d) embedding of MD(4,4,6).
Claim 9. Every k-equitable double starlike tree is a spanning graph of some k-equitable MD graph.
5. Spanning graphs
In this section, we give an embedding of MD-graphs into Qn. We deduce, independently of the Nebesky` [7] result, that
starlike trees are spanning graphs ofQn. We also deduce that equitable double-starlike trees on 2n vertices are spanning graphs
of hypercubes , which answers an open question posed by Ivan Havel in 1984.
Theorem 10. Every equitableMD(a1, . . . , ak) graph on 2n vertices, with kn− 1 spansQn.
As a consequence of Claim 9, we have the following corollary:
Corollary 11. Every k-equitable double starlike tree on 2n vertices, with kn− 1 spansQn.
Proof of Theorem 10. Consider an equitable MD(a1, . . . , ak) on 2n vertices. Assume, without loss of generality, that
a1a2 · · · ak.
Case 1 : k = 2. Let a′1 = a1/2, a′2 = a2/2, B1 and B2 be the paths adjacent to u of order a′1 and a′2, respectively and let u1,
v1 be the end vertices, other than u, of these paths. Let B ′1 and B ′2 be the paths adjacent to v of order a′1 and a′2 respectively and
let u′1, v′1 be the end vertices, other than v, of these paths. Let P1 be the path of order 2n−1 formed by B1 ∪B2 ∪ {u} and P2 be
the path of order 2n−1 formed by B ′1 ∪ B ′2 ∪ {v}. Now take a canonical decomposition of Qn into Q′n−1 and Q′′n−1. Consider
an embedding A of the path P1 inQ′n−1 such that x =(u1), y =(v1) and z=(u). Take the same pathA′ inQ′′n−1 such that
x′ = (u′1), y′ = (v′1) and z′ = (v). The graph formed by A ∪ A′ ∪ {xx′} ∪ {yy′} ∪ {zz′} is isomorphic toMD(a1, a2).
Case 2: k3. Suppose that equitable MD(a1, . . . , ak∗) on 2n−1 vertices spans Qn−1 for k ∗ n − 2. Consider now an
MD(a1, . . . , ak) on 2n vertices (kn− 1).
Case 2.1: k= 3. For n= 4, the embedding of theMD(2, 2, 10),MD(2, 4, 8),MD(2, 6, 6) andMD(4, 4, 6) inQ4 is shown
in Fig. 9.
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Fig. 10. An embedding ofMD(6, 8, 8, 8) intoQ5.
For n5, put a′3=2n−1−2−a1> 0 (a′3<a3). By the induction hypothesis,MD(a1, a′3), equitable on 2n−1 vertices, spans
Q′n−1. Thus, there exists an embeddingMD′ ofMD(a1, a′3) intoQ′n−1 such that x =(u) and y =(v). Let u1v1 be an edge
of the same direction as xy on the path of order a′3. In Q′′n−1, by Lemma 4, there exist two vertex-disjoint cycles C1 and C2,
which contain u′1v′1 and x′y′, of order a3− a′3 and a2, respectively. The graph formed byMD′ ∪C1 ∪C2 ∪{xx′ ∪ yy′ ∪u1u′1 ∪
v1v′1}\{u1v1 ∪ u′1v′1 ∪ x′y′} is isomorphic toMD(a1, a2, a3).
Case 2.2: k = 4. Denote a′4 = 2n−1 − 2− a1 − a2. (a′4<a4), we distinguish two cases.
Case 2.2.1: a′4> 0. By the induction hypothesis,MD(a1, a2, a′4), equitable on 2n−1 vertices, spansQ′n−1. Thus, there exists
an embeddingMD′ ofMD(a1, a2, a′4) intoQ′n−1 such that x=(u) and y=(v). Let u1v1 be an edge of the same direction as
xy on the path of order a′4. InQ′′n−1, by Lemma 4, there exist two vertex-disjoint cycles C1 and C2 which contain u′1v′1 and x′y′,
of order a4− a′4 and a3, respectively. The graph formed byMD′ ∪C1 ∪C2 ∪ {xx′ ∪ yy′ ∪ u1u′1 ∪ v1v′1}\{u1v1 ∪ u′1v′1 ∪ x′y′}
is isomorphic toMD(a1, a2, a3, a4).
Case 2.2.2: a′4 = 0. We then have anMD(2n−2 − 2, 2n−2, 2n−2, 2n−2).
For n= 5, an embedding of theMD(6, 8, 8, 8) intoQ5 is shown in Fig. 10.
For n6, put a′2 = 2 and a′4 = 2n−2 − 2. MD(a1, a′2, a′4), equitable on 2n−1 vertices, spans Q′n−1. Thus, there exists an
embedding MD′ of MD(a1, a′2, a′4) into Q′n−1 such that x = (u) and y = (v). Let x1y1 and x2y2 be two edges of the
same direction as xy, on the paths of length a′2 and a′4, respectively. In Q′′n−1, by Theorem 7, there exist vertex-disjoint cycles
C1, C2 and C3, which contain x′1y′1, x′2y′2 and x′y′, of order a2 − a′2, a4 − a′4 and a3, respectively. The graph formed by
MD′ ∪ C1 ∪ C2 ∪ C3 ∪ {xx′ ∪ yy′ ∪ x1x′1 ∪ y1y′1 ∪ x2x′2 ∪ y2y′2}\{x′y′ ∪ x′1y′1} is isomorphic toMD(a1, a2, a3, a4).
Case 2.3: k5. We ﬁrst prove that
a32n−1 − 4(k − 3). (6)
To the contrary, suppose that a3> 2n−1 − 4(k − 3). As a3 is even,
a32n−1 − 4(k − 3)+ 2. (7)
Since the ai are even positive integers for all i,
a3
2n − 6
k − 2 . (8)
Note that kn− 1, thus—combining (7) and (8)—we have
2n−1 − 4(n− 4)+ 22n−1 − 4(k − 3)+ 2 2
n − 6
k − 2 
2n − 6
3
or 2n−33n− 15, which is a contradiction for n6.
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Obviously, a3 + a4 + · · · + ak2n−1 + 2, we deduce by (6) that there exist disjoint non-empty sets I1 and I2 of {4, . . . , k},
and even positive integers a′
i
such that
I1 ∪ I2 = {4, . . . , k},
a′
i
= ai if i ∈ I1,
a′
i
ai − 4 if i ∈ I2,
a1 + a2 +
k∑
i=4
a′
i
= 2n−1 − 2.
By the induction hypothesis, MD(a1, a2, a′4, a′5, . . . , a′k) is equitable on 2n−1 vertices and spans Q′n−1. Thus, there exists an
embeddingMD′ ofMD(a1, a2, a′4, a′5, . . . , a′k) intoQ′n−1, such that x = (u) and y = (v).
For i ∈ I2, let xiyi be an edge of the same direction as xy on the path of order a′i .
Put k2 = |I2|. It is clear that k2 + 1k − 2(n− 1)− 2. By Theorem 7, there exist k2 + 1 vertex-disjoint cycles C′3, C′i in
Q′′n−1, which contain x′y′, x′iy′i (i ∈ I2), of order a3 and a′i (i ∈ I2), respectively.
Let C3 = C′3 ∪ {xx′ ∪ yy′}\{x′y′} and Ci = C′i ∪ {xix′i ∪ yiy′i}\{xiyi ∪ x′iy′i}.
The graph formed byMD′ ∪ C3
⋃
i∈I2Ci is isomorphic toMD(a1, . . . , ak).
6. Unsolved problems
One can pose the following question: Are the equitable MD-graphs still embedable in Qn if the edge joining u to v is
subdivided?
Deﬁnition 2. The subdivided MD graph, notedMD(a0; a1, . . . , ak) (Fig. 11), is anMD(a1, . . . , ak) graph in which the edge
uv is subdivided in an even number a0, such that a0 + a1 + · · · + ak = 2n − 2.
Fig. 11. The MD(2;2,4,6) graph.
Fig. 12. The excluded graph.
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We can see that an equitableMD(a0; a1, . . . , ak) on 2n vertices spans Qn if kn− 2. Just add an edge between u and v and
we obtain an MD graph on 2n vertices. The only case to be treated is k = n− 1.
It is very easy to see thatMD(2; 2, 2) spansQ3, and thatMD(2; 2, 2, 8),MD(2; 2, 4, 6) andMD(2; 4, 4, 4) spansQ4.
General case: n5. The problem has not been solved but we have the following conjecture:
Conjecture 12. An equitable MD(a0; a1, . . . , an−1) graph on 2n vertices spans Qn if and only if, it does not contains the
graph of Fig. 12 as an induced sub-graph.
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