Abstract. System setup problems in flexible manufacturing systems deal with short-term planning problems such as part type selection, machine grouping, operation assignment, tooling, fixture and pallet allocation, and routing. In this article, we consider three of the subproblems: part type selection, machine grouping, and loading. We suggest a heuristic approach to solve the subproblems consistently with the objective of maximizing the expected production rate. The proposed procedure includes routines to generate all possible machine grouping alternatives for a given set of machines, to obtain optimal target workloads for each grouping alternative, and to allocate operations and tools to machine groups. These routines are executed iteratively until a good solution to the system setup problem is obtained. Computational experience is reported.
Introduction
A flexible manufacturing system (FMS) is an automated manufacturing system consisting of numerically controlled machines capable of performing multiple functions, linked together by a material handling system, all controlled by a computer system. The aim of an FMS is to achieve the efficiency of automated high-volume mass production while retaining the flexibility of low-volume job shop production.
In order to achieve this efficiency, a variety of decisions must be made. Such decisions include designing the system, planning production for the upcoming production period, logically and physically configuring the system to support the production plan, scheduling operations in detail, and controlling and monitoring the system to ensure that the system is running as planned. (See Stecke 1985 and Kiran and Tansel 1986 for classification and description of the various decisions.) Once the system is designed and the production plan for the upcoming period is established, the remaining decision problems can be treated as a large scheduling problem with various resource constraints. However, such a problem is extremely difficult to solve. As an alternative, the large scheduling problem can be divided into two parts: one that uses aggregate information and deals with decisions that are difficult to change in real time, and another that uses detailed information to make real-time decisions. The former, which is called the system setup problem, has the goal of logically and physically configuring the system so the real-time scheduling problem is easier to solve, by ensuring that resources and requirements are consistent with one another.
The system setup problem consists of several subproblems, which Stecke (1983) defines as follows:
1. Part type selection problem: From a set of part types for which production requirements (or production orders) are specified, choose a subset of part types for immediate and simultaneous manufacture. Due dates may be considered. (This problem must be solved when all the parts cannot be manufactured with a single tool setup because of limited tool magazine capacities.) 2. Machine grouping problem: Partition the machines of each type into groups, where the machines in each group are identically tooled. (Pooling machines improves most system performance measures.) 3. Loading problem: Allocate the operations and cutting tools with the selected part types to the machines or machine groups.
Production ratio problem:
Determine the relative production ratios in which the set of selected part types should be processed.
Resource aUocationproblem:
Allocate the limited number of pallets and fixtures among the selected part types.
There is strong interdependence among these problems. The second through fifth problems cannot be solved until a set of part types has been selected. On the other hand, the solution to the part type selection problem may make the other problems infeasible. Therefore, the part type selection problem should be solved in such a way that the other problems are feasible to solve.
A considerable amount of research has been done on the system setup problem. Some approaches try to solve the subproblems simultaneously to find a global optimum, while others try to solve them separately, sometimes in a sequential fashion, to reduce computational complexity. First, we will review papers that use the former approach. Chakravarty and Shtub (1987) present a nonlinear integer programming formulation for tool grouping and loading. In this formulation, they consider various constraints and parameters, such as machining time capacity, pallet availability, tool magazine capacity, inventory costs, and tool magazine setup costs. To avoid excessive computation, they develop a heuristic procedure based on the formulation and give an example. Rajagopalan (1986) formulates the part type selection, loading, and production ratio problems as a mixed-integer linear program under the assumption that each part type either has only one operation on a machine type or has all its operations on a machine type assigned to the same machine. Linearity is achieved by redefining certain variables. He also presents heuristic algorithms and computational results. O'Grady and Menon (1984, 1985, 1987 ) present goal-programming approaches to the system setup problem. In their mixed-integer programming formulation, they consider various goals including some related to tool magazine capacity, machine time capacity, due dates, alternative process routes, and expediting of certain orders. They give an example problem and solve it without pursuing a global optimum to avoid computational limitations of the formulation. The program was stopped when an "acceptable" integer solution was obtained.
As noted in the above papers, treating the system setup problem as a whole is computationally intractable. As an alternative, sequential decision methods, such as the one proposed in concept (but not implemented) by Stecke (1983) , can be used. In the following, we will review the literature on the individual subproblems: the part type selection problem, the grouping problem, and the loading problem.
There are several approaches to the part type selection problem: the group technology approach, the sequential decision approach, and the constraint-directed approach. The group technology approach uses the concept of group technology in grouping parts; that is, parts with similar characteristics are grouped together. Kusiak (1984) , Kumar et al. (1986) , Chakravarty and Shtub (1984) use this type of approach. In the sequential decision approach, parts are included sequentially to maximize the probability of a desirable outcome or to maximize dollar savings. This approach is discussed in Whitney and Gaul (1984) and Whitney and Suri (1984) . The constraint-directed approach, which is the most recent, considers due dates, processing capacities of the machine tools, and tool magazine capacities (Hwang 1986 ). The approaches of Kiran and Tansel (1986) , Rajagopalan (1986) , O'Grady and Menon (1984 , 1985 , 1987 , and Chakravarty and Shtub (1987) can also be classified as constraintdirected, even though the part type selection problem is considered along with other subproblems in a single formulation or solution procedure. Using the last type of approach, Stecke and Kim (1986) suggest a method called aflexible approach, which considers dynamic events such as changes in the part mix and machine breakdowns. This approach is compared with the approaches of Whitney and Gaul (1984) , Hwang (1986) , and Rajagopalan (1986) in Stecke and Kim (1988) . Grouping machines increases system performance by decreasing the probability that a part wilt be blocked (i.e., that no machine will be available for the next operation). Having more than one machine in a group is one way to allow multiple routes for some parts. Using a closed queueing network model, Stecke and Solberg (1985) prove that fewer groups are better when the goal is to maximize the expected production rate. An approach to grouping is discussed in Stecke (1983) .
The loading problem is studied initially by Stecke and Solberg (1981) . They explore loading and scheduling strategies for a particular FMS. Later, Stecke (1983) formulates the FMS loading problem as a nonlinear mixed-integer program and solves it through linearization techniques. A branch-and-bound algorithm is developed by Berrada and Stecke (1986) for this formulation with the objective of balancing the workloads. This algorithm is modified to accommodate the objective of finding the best (unbalanced) workloads for machines groups of unequal sizes in Kim and Yano (1987) . A branch-and-bound algorithm is presented by Kim and Yano (1989) for both of the objectives. Several heuristic algorithms are described by Stecke and Talbot (1985) , but are not tested. Kim and Yano (1990) present a heuristic approach using multipass algorithms for multidimensional bin-packing problems and report computational results. Different formulations and heuristic procedures are suggested by Ammons et al. (1985) , Lashkari et al. (1987) , and Shanker and Tzen (1985) . Also, the loading problem is studied in conjunction with other FMS-related problems in other research (Greene and Sadowski 1986; Rajagopalan 1986) . A hierarchical approach for the grouping and loading problem is suggested by Stecke (1986) .
The main contribution of this article is the systematic integration of a set of efficient procedures to solve the order (or part type) selection, grouping, and loading problems simultaneously. Because of space considerations, the details of the procedures appear elsewhere (Kim 1988; Kim and Yano 1987 , 1990 . These procedures were designed with the intent of integrating them, and the purpose of this article is to explain how the integration was accomplished. Thus, it is not necessary for the reader to understand the technical details of each procedure. It is only necessary to understand what each procedure does, and its inputs and outputs. To this end, we briefly describe each of the procedures as the article progresses.
Since the procedures were designed with integration in mind, they can be linked and used in a variety of different ways, depending upon the circumstances and goals of the particular manufacturing system. We concentrate on a particular implementation to illustrate the main features of the procedures and the links among them, but later describe what other possible implementations would entail.
Our approach to this problem differs from earlier approaches in that the procedures themselves are modular. Thus, large monolithic formulations are not essential. For the same reason, the approach is flexible, since different objectives can be considered. The modularity also contributes to the speed of computation and the quality of the solutions, because each module deals with a computationally tractable piece of the overall problem, and as a result, it is possible to solve each piece extremely well.
Our approach also differs from proposed solution approaches in which the individual subproblems are solved in sequence, with earlier subproblems providing constraints to later subproblems. We often go beyond finding the "optimal" solution to a subproblem; we typically generate a list of the best, and in some cases, all feasible alternatives. In this way, we try to avoid imposing constraints on the solution until the "downstream" impact can be evaluated. Most existing solution approaches involve solving optimization subproblems that provide only one solution. Thus, if a downstream subproblem is found to be infeasible, an upstream optimization problem must be modified, but the appropriate types or extent of changes are not always clear. We discuss this point in more detail later. In our approach, the upstream feedback is very specific.
Thus, our contribution is not the introduction of new problems, nor are we the first to suggest that the various subproblems should be solved in an integrated fashion, or that iterating among the subproblems to achieve a consistent solution might be worthwhile. Rather, our contributions are 1) a strategy for integrated solution in which iteration is performed in a well-defined and systematic manner, and 2) a demonstration that this strategy is computationally feasible and performs well. It is important to point out that, to our knowledge, this is the first completely automated implementation of a procedure to simultaneously solve the part type selection, machine grouping, and loading paroblems.
Despite the generality of the overall approach, there are some limitations of our procedure. First, it is designed principally for systems in which tool changes are done in a tool setup period, during which all of the equipment is shut down and relevant tools are changed. In the past several years, some companies have moved toward changing tools on a more dynamic basis. However, even recently, one of the authors has become aware of three highly automated "flexible" systems in Fortune 50 companies in which the entire system is shut down when tool changeovers are done. The companies cite various reasons, including the time required for calibrating equipment in very high precision applications, and increases in human error in setting up the tools and equipment when only a portion of the tools is changed. Thus, the use of tool setup periods appears to be a common mode of operation. We should note, however, that it should be possible to imlement our general approach even when tool changes are done dynamically, but it may be more difficult to do so. Second, the procedures are designed with the assumption that tool magazine capacities represent constraints that must be considered. In each of the three cases cited above, tooling considerations are clearly a constraint; otherwise there would be no need for changeovers. Moreover, our procedures can be implemented even if tool magazine capacities are relatively large.
Third, we assume that there are multiple types of machines, and that each processing operation is preassigned to a machine type. In practice, most process plans specify a single preferred routing, and our assumption reflects this practice. However, alternate process plans, or mixes of various process plans for a particular part, can be accommodated by our procedure through modifications of the input data. The case of one machine type is a simplified version of the problem, and can be handled by our procedure.
Fourth, we assume that maximization of throughput (expected production rate) is one of the explicit goals of the system, or that maximizing throughput (for some selected mix of parts) over the short term can help to accomplish other goals, such as meeting due dates or reducing operating costs. A throughput maximization objective may be advantageous even in a system with low overall utilization. Indirect labor costs can be reduced by compressing the work into two shifts instead of three, or one shift instead of two. In a highly utilized system, the advantages of throughput maximization are self-evident.
Each order is defined by the part type, the order quantity, and a unique priority, which we explain in more detail later. Multiple orders for the same part type can be distinguished by their priorities. In our procedure, we do not select part types for processing; instead, we select orders for processing, and we may select multiple orders of the same part type simultaneously. Each order is treated as an indivisible entity in our approach. This means that once the processing of an order starts, that order must remain in the set of selected orders until the processing of that order is completed.
We consider a static problem with a given set of orders. For the time horizon required to complete these orders, the overall efficiency of the system is affected by the number of tool setups as well as the production rate during production periods. If no interruptions occur, we can partition the various orders into subsets, each with its own tool setup and production period, and operate the system as planned. However, in reality, machine breakdowns, arrivals of urgent orders, and other interruptions occur. Because of this, the focus of our research is on the development of a procedure to plan the immediate production period. The procedure would be repeated whenever the current mix of part types must be changed in response to completion of an order, the introduction of an urgent order, or a machine breakdown. In essence, we are solving an aggregate planning problem, but with more careful attention to resources, and with a shorter time frame than in the traditional production planning literature. Our procedure would generate updated solutions in much the same way that aggregate production plans are modified on a rolling horizon basis.
It is important to remember that we are not solving the detailed scheduling problem here. Moreover, with the exception of general studies of dispatching rules (e.g., Panwalkar and Iskander 1977; Blackstone et al. 1982; Elvers and Taube 1983; Russel et al. 1987; Vepsalainen and Morton 1987; Kim 1987) , there is little research on the problem of scheduling multiple orders on multiple machines when each order has multiple parts (which can be processed independently of one another), but with a common due date for the parts within an order. Further research is needed on scheduling problems of this type. As a consequence of this lack of good scheduling procedures, it is difficult to determine exactly when each order will be completed for any given "aggregate" plan. Thus, for practical purposes, it is necessary to specify priorities of the various orders a priori. This might be done using an earliest due date (EDD) or slack-based rule when due dates are critical, or some other appropriate procedure. We might choose to deviate from this priority sequencing to consolidate orders for the same part type or to group orders with greater commonality of tool requirements (both of which would tend to reduce the number of tool changeovers), or to group orders with complementary machine usage (which would tend to decrease the makespan for a given set of orders). Our procedure is efficient enough so that many different modifications of an initial priority scheme can be evaluated. Throughout the remainder of this article, for ease of exposition, we will assume that the priority of each order is given and is inviolable. That is, a higher-priority order must be started before orders with lower priorities. In this situation, because each order has a unique priority, the problem reduces to one of determining how many orders to include in the first production period, and how to group the machines and assign operations to them.
In the next section, a formulation of the system setup problem is given. In section 3, an iterative approach is suggested, and a corresponding solution procedure is described. Results of computational experiments are reported in section 4. Section 5 concludes the article with a summary and comments on future research directions.
A formulation of the problem
Although we do not use the following formulation directly in solving the problem, it provides a formal statement of the problem addressed in this article. First, we present notation. 
there is an ith tool setup (and therefore an ith production period) = 1, if order j is included in the ith setup = 1, if operation q is assigned to machine group w of type v in the ith setup (production period) = 1, if tool t is assigned to machine group w of type v in the ith setup
Now, we present a nonlinear integer programming formulation of the problem. The objective is to minimize the time needed to complete all orders.
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T/is the throughput for the ith production period (i.e., ith setup) obtained from the CQN using Xvwi, kvw i
Constraint set (1) ensures that orders are included in the ith tool setup only when the ith tool setup exists• Constraints (2) and (3) relate to part type selection: each order can be included in one and only one tool setup, and orders with higher priorities must be selected no later than those with lower priorities. Constraints needed to generate all possible configurations for a given number of machines for each machine type can be written as equation (4) along with the integrality constraints (12).
The sets of constraints (5) through (7) pertain to the loading problems, where tool magazine capacities of machine tools must be considered. These constraints consider the impact of tool commonality (i.e., reduction of total tool slot requirements when operations requiring common tools are assigned to the same machine group)• For any solution to a loading problem, we use equations (8) and (9) to calculate the system throughput given in definition (10). Since the throughput cannot be expressed in closed form, we have not stated definition (10) in mathematical form. The system throughput can be calculated by a numerical method given by Stecke and Solberg (1985) for a product-form closed queueing network (CQN) model• 3. The iterative procedure
Since the system setup problem in its general form 1s computatlonally intractable, one may choose to solve portions of the problem sequentially. In a sequential approach, the individual subproblems are solved one at a time, with one subproblem using the solution of the previous subproblems as inputs, usually as constraints. If, however, constraints generated at one step make it infeasible to solve any of the remaining subproblems, human intervention may be required to resolve the difficulty. For existing sequential approaches, a different solution procedure or a different set of parameters would need to be used to modify the problematic decisions. We are not aware of any attempts to formalize or automate this feedback process within these sequential approaches.
As an alternative, we suggest a formally iterative approach to the system setup problem. In this approach, the subproblems are solved in such a way that the final solution is feasible for all three subproblems. The nature of the iteration is such that if the solution to a loading problem is not feasible, the next machine grouping alternative in a well-defined list is considered. Similarly, if for any machine type, there is no machine grouping that produces a feasible solution for the associated loading problem, a smaller number of part types is considered. Consequently, the procedure solves a loading problem for different machine groupings and for different sets of part types until we obtain a solution that satisfies the tool magazine capacity constraints. Therefore, we can obtain solutions for the three subproblems at the same time.
While the iterative approach is better than sequential approaches in the sense that it will provide a feasible solution without human intervention, it requires more computation time. Because of this computational burden, in some parts of the procedure we will use heuristic methods rather than optimal solution methods. (There is no known polynomially bounded algorithm even for some individual subproblems.) This intractability stems from the fact that each machine is quite versatile and capable of performing many different operations, the system can machine several part types simultaneously, and each part may have alternate routes through the system.
Before giving a detailed description, we give an overview of the iterative procedure. The first portion of the procedure has the goal of preparing a ranked list of expected production rates (system throughput values) for the given set of machines. In order to determine the maximum system throughputs, it is necessary to find the optimal (continuous) workload allocation for each machine grouping alternative. The maximum possible throughputs and their associated workload allocations serve two roles. First, the maximum possible throughputs are used to rank the machine grouping alternatives. Second, the optimal continuous workload allocations serve as targets in the loading problem, as we explain later. It is important to point out that this list is generated only once for a given set of machines, and there is no need to create another one unless the set of machines changes, or if one or more is expected to be down for a long time. Indeed, if machine failures are an important factor, it would be possible to prepare ranked lists for commonly occurring states of the system, where a state is defined by the number of operating machines of each type.
The next major portion of the procedure is to determine priorities. As mentioned earlier, in this article, we assume that the priorities are given and that the priorities imply strict precedence in terms of the starting times of the orders. Although we assume that the priorities are given, we actually use a method developed by Kim (1988) in which a very aggregated version of the scheduling problem is used as the basis for setting priorities.
What remains to be decided is the number of orders in the first production period. This constitutes the third major portion of the procedure. We later present two possible search methods for doing this. For each candidate number of orders, we solve the loading problem for a number of machine grouping alternatives in order to identify the machine grouping (and corresponding loading plan) with the highest system throughput. Therefore, by the time the decision has been made regarding the number of orders, the related grouping and loading plans have already been developed.
We present two methods for deciding the number of orders in the imminent production period. One (method 1) has the goal of maximizing the number of orders in the first production period. This goal might be useful when tool changeovers are time-consuming, since this approach tends to increase the time between changeovers. Figure 1 depicts method 1. The other method (method 2) has the goal of maximizing system throughput during the first production period. In method 2, successively larger sets of orders are considered, and their system throughput values are compared. These comparisons are continued until orders no longer can be added without violating capacity constraints. This method would be more advantageous when tool changeovers are short in comparison to production periods. Method 2 is depicted in figure 2. Method 2 explicitly pursues the maximum throughput by comparing all alternative numbers of orders in the first production period. On the other hand, method 1 tries to achieve the goal with a surrogate objective, maximizing the number of orders included in a single production period. This surrogate objective is used in Hwang (1986) . Note that a bisection search method can be used to save computation time in method 1, while we have to consider all possible alternatives in method 2.
Observe that this procedure differs from sequential approaches. In sequential approaches, when an upstream decision is made (for example, part-type selection is an upstream decision for the grouping and loading problems), it is fixed for downstream problems. If the decision leads to a constraint set that is infeasible or unsatisfactory for downstream problems, the initial decision must be modified. In a sequential procedure, there is no formal mechanism for providing this feedback, nor is there a systematic means of modifying the decision. In this iterative procedure, the feedback loop is always specific, as is the means of modifying the problematic decision(s). Note the feedback loops in step 6 of both methods 1 and 2. With this method, infeasibility can be resolved automatically without the intervention of the user if a feasible solution exists.
In the remainder of this section, each step of the procedure is discussed in more detail, although technical descriptions of the algorithms used in each step are not given. We will start with method 1. Recall that the goal is to maximize the number of orders selected.
Step 1 (Generating possible machine group configurations). If there are two or more machines of the same type in an FMS, they can be partitioned into groups. The following problem (P/) must be solved for each machine type to generate all possible configurations for a given number of machines, M, where (kl, k2, • •., kin) denotes a configuration with ki machines in the ith group for i = 1, . .., m. The subscripts for machine types and setups used in section 2 are dropped for simplicity. Here, we must take into account that some partitions are effectively identical (for example, the configurations (1, 1, 2) and (1, 2, 1) are the same). This is accomplished by imposing the first constraint set in the formulation on page 195. : trial value for the number of orders to be included in a production period
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The number of possible configurations increases very quickly as the number of machines increases. For example, for 10, 20, 30, and 40 machines, the total numbers of possible configurations are 42,627, 5604, and 37,338, respectively. However, most real FMSs have a small number of machines of the same type, so the number of configurations will be limited. See Kim (1988) for an efficient procedure to generate all configurations. The total number of system configurations is the product of the numbers of machine group configurations.
Step 2 (Finding the ideal workloads allocation). When a configuration is balanced, i.e., when there is an equal number of machines in each group, balancing workloads can minimize in-process inventories (Shanthikumar and Stecke 1986) as well as maximize the system throughput (Stecke and Morin 1985) . For an unbalanced configuration, however, the system throughput can be maximized by a particular assignment in which the workload per machine is unbalanced across groups (Stecke and Solberg 1985; Stecke and Kim 1989) . We refer to the continuous workload allocation that maximizes system throughput as the "ideal workloads."
In this step, we need to solve the following problem for all v and i, given kvwi:
T/is the throughput obtained from the CQN using X/vwi, kvwi where/Xvw i denotes the ideal workload of machine group w. Here, the ideal workload is expressed as a relative value normalized in such a way that the sum of the values is equal to the number of machines.
In our approach, we use the throughput expression for a closed queueing network (CQN) given by Stecke and Solberg (1985) . We use a numerical steepest ascent (NSA) method to find the workload allocation that maximizes system throughput. This method is similar to the steepest ascent method (Zangwill 1969; Avriel 1976) , except that it uses discrete gradients (differences) and uses a numerical method to estimate these.
The NSA method is especially useful for our problem, since there are no closed-form expressions for the gradients, and even the system throughput for a given workload vector must be calculated by a numerical method such as that developed by Buzen (1973) . Thus, the only feasible approach is to estimate gradients numerically. Detailed description of the method and the result of computational tests appear in Kim (1988) .
Step 3 (Ranking system configurations). After the ideal workloads for each configuration and the corresponding system throughputs (considering all machine types) are calculated, the configuration alternatives are arranged in decreasing order of system throughput and are stored in a list in that order. The result is an ordered list of configurations, their ideal workloads, and corresponding maximum throughput values that can be used in every system setup phase. The lists can be stored in auxiliary computer memory space and retrieved whenever needed.
Step 4 (Setting order priorities). Since we assume that priorities are given, techniques to set priorities are beyond the scope of this article. However, it is useful to discuss why it is so difficult to optimize the priorities at this stage. Recall that the grouping and loading problems have not been solved at this point. Thus, the possible routings for each part cannot be determined. As a result, it is impossible even to evaluate a priority ranking with respect to any objective function, much less to determine an optimal priority ranking. Recall, however, that we use a procedure that uses due date information to specify a unique, inviolable priority for each customer order.
Step 5 (Initialization of lower and upper bounds on n). In this step, we give initial values for a lower bound (nt) and an upper bound (nu) on the number of orders that can be included in a single production period. These bounds can be specified easily by considering the space required by the tools, the number of tool slots needed for each order, and the tool magazine capacities of the machines.
To compute the initial lower bound, we assume there is only one group for each machine type. Therefore, the number of tool slots available for a machine type is the tool magazine capacity of a single machine of the type. The lower bound is obtained by including orders one by one until the number of tool slots required (the sum of the slots needed for these orders) first exceeds the number available in any type. Note that the tool savings that would result from orders sharing common tools are not considered here.
On the other hand, the upper bound can be calculated by assuming the maximum possible sharing of common tools. Here, the number of tool slots required for a set of orders is determined by finding the minimal set of tools needed for the orders and summing their space requirements. Additionally, the number of tool slots available for each machine type is calculated by assuming that there are as many groups as there are machines of that type (i.e., there is one machine in each group). Therefore, the number of tool slots is the product of the tool magazine capacity of the machine and the number of machines of that type. The upper bound is then determined by a method similar to that described above.
Step 6 (Solving loading problems). In this step, we need to solve the machine grouping and loading problem for a given setup i and selected orders j such that zji = 1: (P3) Maximize T/ subject to constraints (4), (5), (6), (7), (8), (10), (11), and (12).
Before explaining how we solve the problem for the system as a whole, we first briefly describe our approach to the loading problem for a given machine grouping. It is well known that the throughput function for a CQN is a unimodal function of the workload allocation vector. Thus, it is desirable to assign workloads to servers (or, in our problem, operations to machine groups) so as to match the ideal workloads as closely as possible. (Recall that the binary assignment of operations results in discrete workload allocations, but the ideal workloads are determined in the continuous domain.) We use a particular metric for "closeness" that performed the best among 12 metrics that we tested (see Kim and Yano 1987) . With this metric, the loading problem can be viewed as a variation of a two-dimensional bin-packing problem in which the dimensions represent tool slots and processing times, respectively. In the two-dimensional bin-packing problem, bins (machines or machine groups) and items (operations) are represented as rectangles. The width of a rectangle corresponds to the number of tool slots, and the height corresponds to the processing time. The problem, then, is to allocate the items to the bins in such a way that the width capacities of the bins are not exceeded and the sums of the heights of the assigned items are as close as possible to the ideal heights (ideal workloads of groups).
Since operations may share the same tools, we need to consider tool savings that are achieved when these operations are assigned to the same group. In the algorithm, the tool savings are considered explicitly by a labeling method. In our method, each operation is labeled with the number of additional tool slots needed on each machine group. Also, each machine group is labeled with the set of tools and the set of operations assigned to it. These labels change as operations are assigned to machine groups.
We devised various heuristics in which longest processing time (LPT) and MULTIFIT procedures (commonly used for bin-packing) are adapted to our problem. The adaptations were needed for two reasons. First, we needed to deal with the sharing of tools by operations, as described above. Second, while the tool magazine capacity (one dimension of a bin) represents a hard constraint, the ideal workload (the other dimension of a bin) represents a target. Thus, in order to apply bin-packing approaches that require hard constraints in both dimensions, we had to construct a systematic search procedure to position the hard constraints for the workload dimension (one for each machine group). It is important to point out that since the ideal workloads differ across groups, the problem involves nonidentical bins.
From these individual heuristics, which are very fast computationally, we constructed a composite algorithm in which several algorithms are executed sequentially. Computational results reported in Kim and Yano (1990) indicate that this composite algorithm provides better solutions than the e-optimal algorithm developed in Berrada and Stecke (1986) , in some test problems in a fraction of the computation time (refer to these papers for additional details).
We now consider the grouping and loading problems for the system as a whole, given that n orders with the highest priority are tentatively selected. Recall that the system has multiple machine types. Thus, to find the best loading for the system as a whole, it is necessary to identify the machine grouping alternative and an associated feasible loading of operations for each machine type that collectively give the best overall throughput. We attack this problem using the heuristic bin-packing approaches mentioned earlier, one machine type at a time.
Recall that for each machine type, the machine group configurations are already ranked in decreasing order of their maximum possible throughput values. We start with the configuration at the top of the list and solve the loading problem. If the problem is feasible, the resulting throughput (for the actual loading) eliminates from consideration all configurations with a maximum throughput lower than this value. On the other hand, if the loading problem is infeasible, we proceed to the next configuration on this list. We implicitly enumerate all configurations, solving loading problems and eliminating dominated configurations. For the n selected orders, we can calculate a lower bound on the number of machine groups by considering the number of tool slots needed for the n orders and the tool magazine capacity. Therefore, we can eliminate configurations for which the number of machine groups is less than the lower bound even before applying the loading algorithm.
If there is a feasible loading for at least one machine configuration for the first machine type, we repeat the process for the next machine type. This procedure is repeated until a good feasible loading has been identified or no feasible loading is found.
The entire procedure is repeated for each value of n considered in the bisection search. This search is initiated using the upper and lower bounds on n identified in step 5.
When the procedure terminates, the current number nt is the number of orders that will be selected for the first production period, and the n t orders with the highest priorities will be selected. Therefore, the order-selection problem will have been solved. Also, we have a configuration for which there is a feasible loading plan. This configuration is the solution to the grouping problem, and the corresponding loading plan is the solution to the loading problem.
Method 2 is identical to method 1 except for some parts of steps 5 and 6. In method 2, the bisection search procedure of method 1 is not used to find the number n. Instead, we apply the grouping/loading routine (step 6 of method 1) for all values of n that give feasible solutions, and select the one that maximizes the system throughput. Since we consider only the immediate production period, this is a greedy method.
Computational experiments
Test problems
Since flexible manufacturing systems differ widely, a solution procedure that performs well on one system is not guaranteed to perform well on other systems. Moreover, even for a particular systems, the demand characteristics can affect the performance of a solution procedure. Since our approach to the system setup problem is designed to be general rather than to be system specific, it is desirable to test the procedure on a wide range of problems.
Unfortunately, we were unable to obtain actual data for a wide variety of systems, partly because of the proprietary nature of such data. However, the test problems were generated in such a way that the resulting data represent characteristics of real systems relatively well. (The parameters for the problems came from one author's experience at a manufacturing company. The resulting data are reflective of FMSs within that company.)
The 40 test problems are defmed by the number of machine tools in the system, the number of machine types, and the number of orders to be processed in the upcoming planning horizon. Table 1 shows the selected combinations of these parameters. Here, the number of machines reflects the total for all machine types. The upper number in each cell is the number of test problems, and the number of orders considered in those test problems appear in parentheses.
The input data are generated independently for each problem. For each problem, the other required data are generated as follows:
1. For each machine type, the tool magazine capacity ranges from 40 to 100, which is a selected parameter for each problem. 2. The order quantity of each order is generated randomly using a discrete uniform distribution between 5 and 20. 3. The number of operations needed for each part type is generated by the same method as in point 2, with a minimum of 7 and a maximum of 15. 4. The processing time for each operation also is generated by the same method (minimum = 4, maximum = 30). 5. The index of the machine type that can process an operation is generated randomly using a geometric distribution that results in a value between 1 and the number of machine types. (15, 20, 20, 25, 25) 3 (20, 20, 25) Notes: The numbers in each cell denote the munber of test problems for the corresponding combination of number of machines and machine types. The numbers in parentheses denote the number of part types considered in the problems.
6. The total number of tool types considered in the test is generated by multiplying the total number of operations by a uniform random number between 2 and 3. 7. The number of tools needed for each operation is generated randomly, but it is generated in such a way that an operation with a longer processing time has a tendency to have more tools than an operation with shorter processing time. The number of tools needed for an operation is calculated by multiplying a random number (generated from a uniform distribution between 6 and 8) by the ratio of its processing time to the maximum processing time among all operations. 8. The number of tool slots needed for each tool ranges from 1 to 5. The probabilities for the values are 0.65, 0.05. 0.20, 0.05, and 0.05, respectively, and the number of tool slots is chosen randomly using this probability mass function. 9. Tools are assigned to operations as follows. The number of operations requiring each tool is generated from a discrete uniform distribution between 1 and 4. For each tool, the indices of the operations sharing it are randomly selected from among those operations for which the appropriate number of tools from step 7 has not yet been assigned. When there is a conflict between the results of step 7 and the number of operations requiring specific tools (which occurs because of interdependency of these two sets of data), the number of tools per operation has priority. That is, the number of operations requiring the tools is modified as long as it does not exceed a maximum of 4. 10. Tools that are used solely by a single operation are treated as a single tool for simplicity.
The number of tools slots needed for the single artificial tool is the sum of the tool slots required by the individual tools. 11. Other tools are shared by 2 to 4 operations. The operations that share each of these tools are randomly selected. 12. The number of machines of a machine type is determined so that the number is proportional to the sum of processing times of the operations to be processed on the machine type. That is, the greater the processing time requirements on a machine type, the larger the number of machines is. 13. Tool setup time for a machine is generated by multiplying the number of tool slots in the tool magazine of the machine by a random number between 0.5 and 2.0. (This random number reflects that the time needed to change a tool is between 0.5 and 2.0 minutes in many real systems.) 14. Due dates are generated with the method presented in Potts and Van Wassenhove (1982) using the given tardiness factors (T) and relative ranges of due dates (R). In this method, due dates are generated from a uniform distribution [P(1 -T -R/2), P(1 -T + R/2)], where P is the sum of processing times of all operations divided by the number of machines. The tardiness factors range from 0.3 to 0.6, and the relative ranges of due dates range from 0.4 to 1.4.
Computational results
In this section, we report results of the 40 test problems. The program was coded in FOR-TRAN and run with an optimizing compiler on an IBM 3090-600E system. Subroutines for priority determination based on due dates and for the loading problem are adapted from computer codes used in Kim (1988) and Kim and Yano (1990) . For each problem, the list of machine configurations, ideal workloads, and corresponding system throughputs are obtained from the algorithm presented in Kim (1988) . This list is used as an input to the iterative procedure. Before presenting the results of the test problems, we give an example of outputs of the procedure for a small problem (see figure 3) . In this problem, there are 3 machine types, a total of 10 machines, and 15 orders. The orders are indexed according to their priorities. The output shows (a) the selected orders for each production period, (b) the number of loading problems solved, (c) throughputs during the production periods only, and (d) (overall) throughputs during production and setup periods. Tool setup times were considered when calculating the overall throughputs. Since throughputs from the CQN model used in this research (that of Stecke and Solberg 1985) are relative values, we use relative values for the overall throughputs. These are also normalized so that the maximum possible throughput is 1. The time needed to complete the orders, also known as the makespan, is calculated for the orders in each production period by assuming that the steady-state throughput is achieved during each production period. The makespans for the production periods are summed, and setup times between production periods are added to give a makespan for the entire set of orders. The relative overall throughput can be computed as the reciprocal of the makespan because the total number of parts is given and constant for each problem. The maximum possible throughput of 1 can be achieved only when there is maximum pooling and no setups. The maximum pooling effect can be achieved when there is only one machine type and only one machine group in the system, and therefore, all machines can process all operations.
As can be seen in figure 3 , including more orders in a single production period tends to increase the throughput. Although producing orders 1 and 2 gives the highest throughput (0.748) during the production period for the first batch, too-frequent tool setups reduce the overall throughput to 0.685, which is lower than those for other alternatives. However, maximizing the number of orders included in a single production period does not always give the best result. For example, including order 7 in the first set of orders gives a lower throughput than excluding it, even after considering tool setup time. This is because the set of operations neexted for six orders led to a loading problem for which a higher throughput could be obtained than for the corresponding problem with seven orders.
The number of loading problems solved for each alternative grouping of orders ranges from 3 to 7. Since there are three machine types in the system, at least three loading problems must be solved for each alternative. The fact that no more than seven loading problems had to be solved shows that configurations near the top of the list were feasible for the loading problem in this example. However, it may be necessary to solve more loading problems in other cases.
The results of the 40 test problems are shown in table 2. The CPU times in the table indicate the time needed to determine priorities of parts, to decide the number of orders in the immediate production period, and to find a grouping/loading plan for the selected orders. Note that the CPU time increases only moderately with the number of machines, number of machine types, and number of part types. This occurs because good feasible solutions are found after enumerating only a few machine configurations, and consequently, only a few loading problems need to be solved. Beyond the anticipated CPU time growth due to the combinatorial aspects of the problem, we did not observe any particular sensitivity of the solution procedure to problem data.
The table also shows the number of orders selected in each production period, the system throughput from each method, and an upper bound on the system throughput. While the CPU time indicates the time needed for the immediate production period, the system throughput in the table indicates the overall system throughput for all the orders in the problem. The overall throughput is calculated by applying the iterative procedure repetitively until all the orders are completed over several production periods. The upper bounds on the overall system throughputs were obtained as follows: Notes: NSO denotes the numbers of selected orders for a series of production periods. CPU times are for an IBM 3090-600E computer.
1. When computing the throughput during production periods, all machines of the same type are assumed to be pooled completely. This gives the maximum pooling, which is known to maximize the throughput. In addition, the ideal workloads (those that maximize throughput for the given configuration) are allocated to the machine types.
2. The number of tool setups is computed as if there were one machine in each group. Thus the number of tool slots available for a machine type is equal to the maximum possible value.
A proof of the validity of this upper bound is given in the appendix. Although the bounds are valid, they are very loose, since it is unlikely that a feasible solution to the original problem satisfies both relaxations. Note that we have relaxed the integrality constraints on operation allocation as well as the technical constraints that limit the machines that can process each operation. The above relaxations are used, however, since it is very difficult to obtain a sharper bound because of the complexity of the problem.
The CPU time for method 1 is shorter than that for method 2 because method 1 uses a bisection search procedure while the other cannot use it. Nevertheless, even the CPU times for method 2 are short enough to be implemented in practice. This indicates that most system setup problems can be solved with our iterative approach. The CPU time decreases as the number of machine types increases, with the number of machines in the system and the number of orders held constant. This is because the number of machines of the same type decreases, which results in fewer configuration alternatives for a given machine type, and therefore fewer loading problems need to be solved.
The speed of the procedure was achieved by using fast heuristic algorithms for the loading problems. To select a set of orders for the first tool setup, more than 10 loading problems had to be solved within the iterative procedure in most cases, and some of the test problems required the solution of almost 140 loading problems. Therefore, if an existing optimal algorithm for loading problems were used in our iterative approach, the resulting computation time would be prohibitive even on fast mainframe computers. This is what necessitates the use of heuristics for this problem.
Overall, method 2 is better in maximizing system throughput than method 1. In some of the test problems, method 2 gave a system throughput almost 10% higher than method 1. Method 2 gave better solutions than method 1 in all the test problems except three (problems 2, 10, and 28). In these three problems, the results appear to be the consequence of end-of-horizon effects. In method 2, there were only a few orders in the last production period, and therefore only a few operations to be allocated. Thus, the resulting operation assignments gave actual workloads that were far from the ideal workloads. In real systems, we would be able to avoid these end-of-horizon effects by combining these few orders with the orders for the upcoming planning horizon.
We use the loading algorithm of Kim and Yano (1990) in our procedure. They report computational results that indicate that the difference between the expected system throughput for the solutions from their procedure (as computed by the CQN model of Stecke and Solberg 1985) and the expected system throughput for the optimal continuous workload allocation is less than 1.0% in most cases, and the maximum difference among 60 test problems is 1.8 %. Since the loading algorithm affects the performance of our procedure most significantly, it is unlikely that significantly higher throughputs could be achieved, even with complete enumeration.
Although method 2 appears to be more attractive than method 1 for the objective of maximizing system throughput, it may not always be the best for other objectives. Observe that method 2 chooses a smaller number of orders than method 1. Therefore, the nature of the resulting scheduling problems differs. We explain this with an example. Suppose there are six orders to be scheduled and all can be included in one production period. Also suppose that method 2 chooses to have two setups, each with three orders. Under method 1, all six orders are scheduled simultaneously. All other things being equal, there would be many more alternative schedules than under method 2. However, because of tool magazine capacity constraints, each machine type is likely to be partitioned into more groups, and consequently, the number of machines in each group will be smaller than under method 2. Thus, the number of alternative routings for each part will be more limited as well. It is not obvious how these factors interact to influence the quality of the schedule, and the differences between the methods may be situation specific.
In practice, other methods to select orders may be needed, depending upon the longand short-term goals of the manufacturing operation. The grouping and loading procedures presented here can be used with any part type selection procedure, both in real-time operation and as a decision support tool to analyze various part type selection procedures.
In conclusion, our iterative approach provides solutions for the part type selection problem, the grouping problem, and the loading problem altogether in a reasonable amount of computing time, and provides very good solutions as well.
Summary and concluding remarks
In this article, we have described a formally iterative (closed-loop) procedure for simultaneously solving the problems of selecting orders for immediate processing, partitioning machines of each type into groups (where machines in a group are tooled identically), and assigning operations required by the selected orders to these machine groups. The procedure consists of an integrated collection of enumeration, optimization, and heuristic algorithms that were designed to facilitate feedback. Because of the combinatorial nature of the order selection problem and its dependence on the particular application, we assume that strict priorities are already given, but that the number of orders can be decided.
This iterative approach was designed to cope with problems inherent in sequential approaches. In a sequential approach, each subproblem is solved in sequence using the solutions of upstream subproblems, but without specific feedback on how to modify upstream decisions when downstream subproblems are infeasible. In our iterative approach, on the other hand, the subproblems may be solved many times with specific upstream feedback until a good solution for the system setup problem is found. Since even the individual subproblems cannot be solved optimally in a reasonable amount of time, heuristic approaches were employed for some portions of the problem.
To demonstrate the viability of such a procedure, we describe and test two variations on a particular implementation in which the objective is to maximize the throughput of the system. The overall iterative procedure performed well in 40 test problems. It not only was very fast computationally but also provided solutions with relatively high system throughputs. It also provides a feasible solution (if one exists), while sequential approaches may fail to do so.
More broadly, the results show that part type selection, machine grouping, and machine loading can be accomplished simultaneously with good results if fast, near-optimal heuristics can be developed for the subproblems. Earlier in the article (step 1), we briefly described an efficient procedure to generate all machine grouping alternatives. This algorithm could be used in the context of solving any problem involving machine grouping. To deal with the part type selection and machine loading aspects of the problem for objectives other than throughput maximization will require the development of optimal or good heuristic procedures that address those objectives. As mentioned earlier, it is impossible to anticipate the impact of a part type selection procedure on any performance measure without having solved the loading and grouping problems. Thus, this problem will remain a difficult one. On the other hand, it is possible that good heuristics could be developed for the loading problem with a variety of objective functions. Almost all of the work to date has focused on throughput maximization and related measures. Further research is needed to develop a better understanding of how to model the various subproblems when there are different objectives.
Our approach to the system setup problem can be extended in various ways. For each step of the iterative procedure, more efficient algorithms can be developed. Much of the computational burden in our procedure is attributable to determining the workload allocation that maximizes throughput for a given configuration. Faster algorithms for this problem will permit problems to be solved on mini-and microcomputers. Also, the concept of the flexible approach of Stecke and Kim (1986) can be implemented in the context of our iterative approach to cope with dynamic events, such as part mix changes and machine breakdowns. The iterative procedure, then, will be reexecuted whenever a part type is completed, urgent orders or part types arrive, or machines break down. Finally, off-line scheduling of an FMS can be done in conjunction with the system setup. Coordination of these two is important to our research as well, since it is useful to assess how system setup decisions affect the quality of detailed schedules.
Since the system setup problem can be solved quickly, we can use the procedure when testing various product mix alternatives. In other words, we can evaluate different production plans for the upcoming planning horizon and choose the best one. This will help to improve the quality of production plans as well. Thus, our iterative approach can be used not only as a decision-making tool but also as a decision support tool in real systems.
Appendix. Proof of the validity of the upper bounds in table 2.
Let THo and TH u be the overall system throughput of an optimal solution and the upper bound obtained with the above relaxations, respectively. Then,
where L ° is the total workload of the part types included in the ith tool setup, T/° is the system throughput for the ith production period, and r is the number of tool setups, in the optimal solution. Additionally, S is tool setup time for each tool setup and G is the normalization constant that makes the maximum possible throughput equal to 1. where T u is the system throughput obtained with the first relaxation described above, L~ is the total workload of all part types, i.e.,
Lr = ~ L °,
and R is the number of tool setups obtained with the second relaxation.
We first show that T/° < T u for any i. Since operations to be processed on machines of one type cannot be processed on machines of other types, we cannot group machines of different types together. Under this restriction on machine grouping, the maximum possible throughput is the one obtained from the relaxation, since the grouping in the relaxation is the best under this restriction. Moreover, the ideal workloads are used to calculate the throughput for the grouping. (The ideal workloads are defined as the workloads of machines that result in the maximum throughput.)
Next, we show that R < r. Since for each machine type, the machines within the same group are identically tooled, the total number of tool slots available is equal to the toolmagazine capacity (tool slots) multiplied by the number of groups. By assuming there is one machine in each group, we maximize the number of groups. This gives the maximum number of tool slots for each machine type, and therefore permits the largest number of different tools to be installed in a single tool setup. This minimizes the number of tool setups needed for all part types (R _< r).
Since
we have
Lr/T u + R'S <_~L°/T ° + r'S,
which results in THo <-THu.
