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Abstract
We analyze batch-scheduling problems that arise in connection with certain industrial applications. The models concern processing
on a single max-batch machine with the additional feature that the tasks of the same batch have to be compatible. Compatibility is a
symmetric binary relation—the compatible pairs are described with an undirected “compatibility graph”, which is often an interval
graph according to some natural practical conditions that we present. We consider several models with varying batch capacities,
processing times or compatibility graphs. We summarize known results, and present a min–max formula and polynomial time
algorithms.
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1. Introduction
A batch machinerefers to a machine that can process several tasks simultaneously. We consider here the so-called
max-batch or parallel-batch (sometimes abbreviated p-batch) machine, where the processing time of a group of tasks,
called a batch, is the longest processing time of the tasks it contains. The initial motivation for this branch of scheduling
theory was the scheduling of semiconductor burn-in operations [23]. Intensive research has subsequently been developed
on this subject for various scheduling objectives and additional constraints, see for instance the surveys [9,29].
In this paper we focus on minimizing the makespan Cmax. In addition, we assume that the tasks in the same batch
have to be compatible, for instance they must share similar physical properties (form, weight, etc.). The problem that
we want to analyze may be formulated as follows. There are n independent tasks Tj (j = 1, . . . , n) to be scheduled
on a single max-batch machine. The batch machine has capacity b, which means that at most b tasks can be processed
simultaneously (b may be ﬁnite or inﬁnite). Each task Tj has a (minimal) processing time pj . A batch B has processing
time p(B) = max{pj : Tj ∈ B} and all tasks in the same batch start and ﬁnish at the same time. Preemption is not
allowed. Tasks in the same batch have to be pairwise compatible. This relation is represented by a compatibility graph
G = (V ,E), where V is the set of tasks and a pair of tasks is an element of the edge set E if and only if they are
compatible. By deﬁnition, a batch forms a clique (a complete subgraph, not necessarily maximal) in the compatibility
graph G. Since all tasks have to be executed, the problem is to ﬁnd a decomposition of G into cliques B1, B2, . . . , Bl ,
where l is not known in advance, such that the schedule length Cmax =∑ip(Bi) is minimized. These batches may then
be scheduled in any order, without any idle time.
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The concept of scheduling with task compatibilities has been treated in [3–7] for general graphs and also for
some special graphs. This theory is related to chromatic scheduling [11] where the complementary graph (graph of
incompatibilities) is considered, leading to a graph coloring problem. For chromatic scheduling, there are usually no
capacity constraints.
We describe in Section 2 two speciﬁc industrial applications. They illustrate that interval graphs occur quite naturally
as compatibility graphs in batch processing. Recall [19,20] that an interval graph G = (I, E) is a graph for which
the node set I= {I1, . . . , In} can be identiﬁed with a set of intervals on the real line, such that two nodes I1, I2 ∈ I
are adjacent in G if and only if the intervals intersect (that is, I1 ∩ I2 = ∅). In Section 3, the batch-scheduling models
are formulated, whereas the necessary terminology from graph theory can be found in Section 4. Solution methods are
presented in Section 5. In the ﬁnal Section 6, the inclusion of release dates is discussed and some ﬁnal remarks are
presented.
2. Industrial applications
Application I : In [26] a rolling-mill is described where the metal goes through repeated cycles of rolling and heating
to produce the ﬁnal steel plates. In the heating phase, the metal in form of coils is piled up on a base and then heated
together in a bell furnace. Each coil Tj has to be heated for at least pj time units. A loading of the furnace represents
a max-batch. The material heated together has to be compatible, which means in this case that the coils have to have
similar heights. One may express these compatibilities by means of a tolerance height  and assign to a coil of height
H the tolerance interval [H −/2, H +/2]. Two metal coils are compatible if their tolerance intervals intersect. For
a given set of metal coils (tasks), one obtains an interval graph for the task compatibilities, and a clique in this graph
deﬁnes an admissible batch for the furnace. The batch size is limited by a given ﬁnite capacity b. The objective is to
minimize the total heating time Cmax.
Application II : This industrial application has been studied in [8,17,18]. A manufacturer is developing ﬂow-lines
for the production of metallic ofﬁce equipment. In a ﬁrst phase, a large number of holes of various shapes and sizes are
to be punched into a metal sheet which is then bent in a second operation. The essential features of the hole-punching
facility are displayed in Fig. 1. Several heads are arranged in two parallel lines, each one equipped with a tool magazine,
and the metal sheet is moving unidirectionally through the system. The heads can move perpendicular to the direction
of the metal sheet and also have a small lateral movement of size . Each hole-punching operation (of one or several
holes) requires a stopover and positioning of the metal sheet in the system. During the repositioning of the metal
sheet, each active head is moved to its hole-punching position and the tool magazine rotates to place the required
tool into its working position. There is, therefore, no additional tool changing time. During a stopover, all the holes
that can be reached by the various heads (equipped with the appropriate tool) are grouped together in a work phase
h
Δ
P
H
Fig. 1. A manufacturing system with six hole-punching heads.
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(forming a batch) and punched simultaneously. The batches are again max-batches since the longest hole-punching
operation deﬁnes the duration of the work phase.
In this application, the task compatibilities are deﬁned by the geometry of the system. We may deﬁne the compatibility
graph G = (V ,E) as follows. A node of V is a pair (h,H), where h is a hole and H is a head whose tool magazine
contains the suitable tool for h and is situated on the appropriate side of the two-line system. It is assumed that for
each hole h, exactly one head H has been pre-assigned. With each node (h,H) we associate the topmost position P
of the metal sheet for which h is in front of the central position of H . Then hole h can be made by head H for all
positions of the metal sheet in interval I (h,H) = [P − /2, P + /2]. If two such intervals I (h,H) and I (h′, H ′)
intersect, then the two corresponding holes h = h′ can be punched in one work phase, provided that H = H ′. Because
of these restrictions (H = H ′), the compatibility graph is only “almost” an interval graph. Additional features of this
application are described in the next section. The objective is to minimize the total hole-punching time Cmax. For the
solution approach in [8,17,18], the missing edges for obtaining an interval graph are taken care of and the problem is
solved approximately for all possible assignments of heads to holes. In the following, we will simplify the study and
will mostly assume that G is an interval graph but we generalize the model with respect to the other parameters.
3. Batch-scheduling models
We consider batch-scheduling problems on a single max-batch machine with task compatibilities.We use the notations
of [10]:
1/p-batch,G = 1, 2/Cmax,
where the compatibility graph is speciﬁed by the parameter 1; we use 1 = INT for an interval graph and 1 = (V ,E)
for a general graph. The parameter 2 speciﬁes the batch capacity b as follows: “b=k” for a ﬁxed capacity; “b<n” for
variable ﬁnite capacity b which is part of the input; or 2 is void for inﬁnite capacity. There may be other parameters
i representing additional restrictions, for instance structured processing times, release dates, etc.
Referring toApplication II, one may as a ﬁrst approximation consider the processing times as being constant (pj =1).
The size of the maximal cliques in the compatibility graph G= INT cannot exceed the number of hole-punching heads,
so that there is no limitation of the batch capacity. This leads to the problem
(P1) 1/p-batch,G = INT, pj = 1/Cmax.
Problem (P1) has been solved approximately in [8,17,18] for graphs that are slightly more general than interval graphs.
A more careful analysis of the model yields the following. For each positioning of the metal sheet in the system, a
certain number of heads will be active (punching holes). For the process to work properly, at least one head on each
side should be inactive since they are required to hold the metal sheet in position. Therefore, the more precise model
would be
(P2) 1/p-batch,G = INT, b <n, pj = 1/Cmax.
In Application II, b is the total number of heads minus two.
On the other hand, the hole-punching durations may vary. In fact, holes with large diameters have to be cut in
several successive operations along the contours of the circle (or ellipsoid). This gives two more models with arbitrary
processing times:
(P3) 1/p-batch,G = INT/Cmax,
(P4) 1/p-batch,G = INT, b <n/Cmax.
4. Deﬁnitions and notations from graph theory
Problems (P1)–(P4) can be described in the language of graph theory. For U ⊆ V , let G(U) := (U,E(U)) be
the subgraph induced by U and G − U := G(V \U) be the graph induced by vertices not in U. A clique in a graph
G = (V ,E) is a set of nodes U ⊆ V inducing a complete subgraph. The clique number (G) of a graph G is the
maximum number of vertices inducing a clique in G. The complementary graph G= (V ,E) of G= (V ,E) is deﬁned
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by (a, b) ∈ E(G) if and only if (a, b) /∈E(G). A stable set in a graph G is clique in G and (G)=(G). The minimum
number of stable sets needed to partition V is the chromatic number (G) of G. We denote the minimum number of
cliques needed to partition V by (G). One has (G) = (G). A matching in a graph is a collection of disjoint edges.
An edge cover is a collection of edges covering all the vertices. A vertex is lonely if it is has no neighbor.
(P1)–(P4) ask for a partition of the node set of G into cliques B1, . . . , B (whose number  is not speciﬁed in
advance). These cliques need not be maximal and if one allows an overlapping of the cliques, then its contribution
to the objective would increase. Therefore, the problems are also equivalent to ﬁnd the minimum number of cliques
that cover the node set (that is to ﬁnd a family of possibly overlapping cliques whose union is V ). The objective is to
minimize the number of cliques in problems (P1) and (P2), and the total processing time ∑ip(Bi) of all cliques in
problems (P3) and (P4). In addition, problems (P2) and (P4) constrain the size |Bi | of each clique not to exceed b.
We assume that an interval graph G = (V ,E) is given by corresponding intervals V = I = {I1, . . . , In} where
Ii = [ai, bi] (i = 1, . . . , n), sorted in a nondecreasing order of the terminal endpoints bi . The other endpoint ai
is the initial endpoint of Ii . (Practice provides the intervals themselves, and interval graphs can be recognized and
reconstructed in linear time O(|V | + |E|) [19]). From now on we identify V andI and interchangeably use the words
task, interval and node. A simplicial vertex of a graph is a vertex whose neighbors form a clique. v1, . . . , vn is a
simplicial order if vi is a simplicial vertex in Gi := G(vi, . . . , vn). Any nondecreasing order of terminal endpoints in
an interval graph is a simplicial order. Chordal graphs are those that have a simplicial order (an equivalent deﬁnition
[19] is that chordal graphs do not have chordless circuits of length greater or equal to 4). G is a split graph if its vertex
set can be partitioned into two sets, one inducing a clique and the other inducing a stable set. G is a split graph if and
only if both G and G are chordal [19]. A graph is circular arc if it is the intersection graph of a family of intervals
drawn on a circle. A Helly-clique in a circular-arc graph is a set of arcs which share a common point on the circle.
Helly-cliques are cliques of the intersection graph, but not vice-versa. A graph is P4-free if it has no induced path on
four vertices.
5. Solution methods
5.1. Problem (P1)
This problem is equivalent to covering the nodes of the compatibility graph with the smallest number of cliques. The
problem is solved in polynomial time for interval graphs and the more general class of “perfect graphs”, as well as for
other graph classes (for instance circular-arc graphs), whereas it isNP-hard for general graphs, see [19,20,30].
For illustration, we solve problem (P1) for the interval graph in Fig. 2. The solution is found in a greedy fashion: the
ﬁrst batch B1 is the largest batch containing the ﬁrst interval I1 =[a1, b1], that is, B1 consists of all intervals containing
b1. This greedy principle is then recursively applied to the remaining intervals. Starting with the ﬁrst interval I1, one
gets the largest possible clique B1 = {I1, I2, I3, I4, I5, I7} containing I1. Continuing with the next remaining interval,
I1
I2
I3
I4
I5
I6
I7
I8
I9
I10
I11
B 1 = {I1,I 2,I 3,I 4,I 5,I 7}
B 2 = {I6,I 8,I 11}
B 3 = {I9}
B 4 = {I10}i
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Fig. 2. A list of intervals given by nondecreasing ﬁnishing time, with the optimal solution to (P1) from the greedy algorithm.
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I6, yields the second clique B2 ={I6, I8, I11}, then comes B3 ={I9} and ﬁnally B4 ={I10}. Hence an optimal schedule
is of length Cmax = 4.
5.2. Problem (P2)
In problem (P2) we want to minimize the number of cliques in the cover, subject to the restriction that every clique
must have no more than b nodes. For b=2 this problem is solvable in polynomial time for general compatibility graphs
[7], since it reduces to ﬁnding a maximum cardinality matching in G. (P2) isNP-hard in P4-free graphs, as well as in
complementary of bipartite graphs [1]. For any ﬁxed b4, (P2) isNP-hard in complementary of interval graphs [1]
and for any ﬁxed b6, it isNP-hard in permutation graphs [24]. In contrast, we provide a simple greedy algorithm to
solve (P2) in interval graphs. We realized after submission that a solution has already been published in [1] using earlier
results [27]. Our original algorithm is kept for pedagogical reasons since we improve on earlier results by providing
a min–max relation for (P2). This relation holds for interval graphs and in several other interesting cases. (P2) is also
polynomial in split graphs [1,3,16] and even in chordal graphs [25]. In [21,1], the so-called bounded coloring problem
(equivalent to (P2) by taking the complementary graph) is studied and solved for some other classes of graphs (see [16]
for a survey).
A b-clique in a graph G is a clique Q of G with size |Q|b. A b-clique cover of the graph G = (V ,E) is a family
B of b-cliques that cover V . Its size is |B|. Letting B(G, b) denote the set of all b-clique covers of G, the optimum
objective value of problem (P2) is
(P2) b(G) := min
B∈B(G,b)
|B|.
Note that b(G) is a monotonous function of G, that is, b(G)b(G − v) for all v ∈ V (G).
For U ⊆ V , let C1(U), C2(U), . . . , Ct (U) be the node sets of the connected components of G(U) and
b(G,U) :=
t∑
i=1
⌈ |Ci(U)|
b
⌉
, (1)
where x	 denotes the (real) number x rounded up to the nearest integer. Let
b(G) := max
U⊆V b(G,U). (2)
Min–max relation and algorithms for b = 2 or (G)3 or (G)b: If we are covering with cliques of small size
or of unrestricted size, then (P2) is linked with some well-known problems.
The case b = 2 is equivalent to ﬁnd a minimum edge cover of G:
Theorem 1. For every graph G, one has 2(G) = 2(G), or equivalently:
min
B∈B(G,2)
|B| = max
U⊆V 2(G,U). (3)
Moreover 2(G) can be computed in polynomial time.
Proof. If v ∈ V is a lonely vertex of G, then 2(G − v) = (G) − 1 and 2(G − v) = 2(G) − 1. If G has no
lonely vertices, a partition by cliques of size at most 2 is equivalent to an edge cover. The minimum in (3) is therefore
equivalent to a minimum edge cover of G. (3) is therefore equivalent to [30, (27.3), p. 461]. Finding a minimum edge
cover can be done in polynomial time by a matching technique [30]. 
Since it is NP-complete to decide whether a graph can be vertex-partitioned into triangles [15], which is equivalent
to 3(G)= n/3, we cannot expect a polynomial algorithm and formula to be valid for b = 3. Moreover, if the capacity
is not bounded, we have to deal with the ordinary coloring problem in the complementary graph which is also NP-hard
[15]. We therefore restrict ourselves to graphs for which the clique partitioning problem is tractable: the graphs we will
handle are perfect graphs. For b=3, (P2) can be solved for perfect graphs with clique number at most 3 [21]. We prove
that the min–max formula also holds:
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Fig. 3. Graph G such that 3 = minB∈B(G,3)|B|> maxU⊆V 3(G,U) = 2.
Theorem 2. For every perfect graph G with (G)3 and any positive integer b, one has b(G) = b(G), or equiva-
lently:
min
B∈B(G,b)
|B| = max
U⊆V b(G,U). (4)
Proof. Case (1): b2. The assertion follows from Theorem 1.
Case (2): b(G). In this case, every clique ofG is also a b-clique, so b(G)=(G). SinceG is perfect, (G)=(G).
Noting that for any stable set S one has b(G, S) = |S|, and choosing S∗ to be a maximum stable set we get:
b(G) = (G) = (G) = |S∗| = b(G, S∗)b(G).
Equality holds throughout using weak duality (see (5) below). 
In case (2) above, optimal solutions can be computed in polynomial time in the framework of perfect graphs [20,30].
In the case of unrestricted capacities, we also have b(G) = (G)(G) = b(G), and hence equality in the case of
perfect graphs:
Theorem 3. Eq. (4) holds for any perfect graph G and any integer b such that (G)b.
Proof. See case (2) in the proof of Theorem 2 above. 
If (G)4 and b<(G), the min–max formula does not necessarily hold even if the graph is perfect and even if
it is co-bipartite, as shown in Fig. 3. Notice that this graph arises by replication [30] (from a “house” graph G′ = P5
for which 3(G′) = 3(G′) = 2). Hence, unlike for perfect graphs, replication does not preserve the validity of the
min–max equality. Minimal graphs for which the min–max equality does not hold are studied in [25].
In the following, we prove the min–max equality for interval graphs. Let us ﬁrst discuss the formula in general:
The Min–max formula in general: The weak duality (the “easy part” of the min–max equality) holds for arbitrary
graphs:
Weak Duality. For every graph G and every positive integer b,
min
B∈B(G,b)
|B| max
U⊆V b(G,U). (5)
Proof. For any U ⊆ V , a b-clique cover of G trivially induces a b-clique cover of G(U) with no more cliques:
min
B∈B(G,b)
|B| = b(G)b(G(U)) =
∑
i
b(G(Ci(U)))

∑
i
⌈ |Ci(U)|
b
⌉
= b(G,U).
This completes the proof of (5). 
The equality does not always hold and not even for perfect graphs as shown in Fig. 3. However, the graph in Fig. 3
contains a circuit without chord. The validity of the min–max formula and the existence of a polynomial algorithm for
solving (P2) were recently proved for chordal graphs [25].
562 G. Finke et al. / Discrete Applied Mathematics 156 (2008) 556–568
I1
I2
I3
I4
I5
I6
I7
I8
I9
I10
I11
B1 = {I1, I 2, I 3}
B2 = {I4, I 5, I 7}
B3 = {I6, I 8, I 11}
B4 = {I9}
B5 = {I10}in
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Fig. 4. Optimal solution from GAC for problem (P2) with b = 3.
Greedyalgorithmand formula for interval graphs:The following algorithm—that we will call GAC (greedy algorithm
with compatibility)—constructs a b-clique cover for an interval graph, where the graph is given with an interval
representation and a positive integer b is given. In this algorithm, batches (cliques) are successively created in the order
B1, . . . , B, ( is a positive integer). At any step of the algorithm, a batch Bi is called unsaturated if it contains fewer
than b intervals, that is, if 1 |Bi |<b; else |Bi | = b and batch Bi is saturated.
Consider the tasks in nondecreasing order I1, . . . , In of their terminal endpoints bi , breaking ties arbitrarily. The
terms “ﬁrst”, “last”, “before”, “after” will refer to this order. Note, however, that interval J may be after interval I and
yet be placed before I because of incompatibility of I. The following algorithm ﬁnishes each batch before starting
another:
The Algorithm GAC. Construct one batch per iteration until all intervals are placed into batches. In iteration i
(i = 1, . . . , l) open a new batch Bi and label it with the ﬁrst interval Ij = [aj , bj ] that has not yet been placed in a
batch. Starting with Ij place into Bi the ﬁrst b not yet affected intervals containing bj (or all of them if they are fewer
than b).
The terminal endpoints of the labels are clearly nondecreasing.
It is easy to see that the following algorithm provides the same result—and shows that GAC can be viewed as a
version of the classical “ﬁrst-ﬁt” algorithm for bin packing (see e.g. [22]), modiﬁed to take into account the compatibility
constraints: start with no batch and insert interval Ij (j = 1, . . . , n) in the unsaturated batch Bi which has lowest index
i and is compatible with Ij ; if there is no such (unsaturated and compatible) batch then a new batch is created and
interval Ij is put into it.
GAC is illustrated in Fig. 4.
Theorem 4. For every interval graph G and every positive integer b, GAC solves problem (P2).
The reformulated version of the algorithm (ﬁrst-ﬁt with compatibility) stops after O(n log n) time.
Proof. We proceed by induction of the number of intervals. Let B1, B2, . . . , Bl be a batch sequence constructed
by algorithm GAC. Since for the graph G − B1 the sequence B2, . . . , Bl is selected by GAC (compare with
the deﬁnition of the algorithm), it is sufﬁcient to show that there exists B ∈ B(G, b) minimizing |B| such that
B1 ∈ B.
Let the label (the ﬁrst interval) of B1 be I1 = [a1, b1] (b1 is the ﬁrst endpoint among all). Recall that I1 is a
simplicial vertex. Let D1 be the batch containing I1 in an optimal batch sequence D, and suppose |D1 ∩ B1| is
maximum among all possible choices of D. We show D1 = B1. Note that I1 ∈ D1 implies that all intervals in D1
contain b1. (They start no later than b1 by compatibility, and cannot end before b1, since b1 is the ﬁrst terminal
endpoint.)
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If |B1|<b, then B1 consists of all neighbors of I1. Since D1 is a clique containing I1, D1 ⊆ B1. We have then by
monotonicity
|B| − 1 = b(G − B1) ≤ b(G − D1) = |D| − 1,
proving the optimality of B.
Otherwise |B1| = b. Suppose for a contradiction that Ij ∈ B1\D1. Then—since again, D1 ⊆ B1 can be excluded
by monotonicity—there exists Ik = [ak, bk] ∈ D1\B1. Recall that B1 consists of the ﬁrst b intervals, so j < k, bj bk;
that b1 ∈ Ik , as Ik ∈ D1. Deﬁne then D′1 := (D1\{Ik}) ∪ {Ij } and redeﬁne the batch D ∈ D containing Ij as
D′ := (D\Ij ) ∪ Ik . The redeﬁned batches satisfy the compatibility constraint: D′1 does, since b1 ∈ Ij , and b1 is
contained in all intervals of D1 as well; D′ does, since Ik meets all intervals met by Ij (bj bk , b1 ∈ Ik , and all terminal
endpoints are greater than or equal to b1).
On the other hand, |D′1 ∩ B1|> |D1 ∩ B1| contradicting the choice of D, and ﬁnishing the proof. 
Theorem 5. For every interval graph G and every positive integer b the following min–max relation holds:
min
B∈B(G,b)
|B| = max
U⊆V b(G,U). (6)
Proof. By weak duality (5), we know that b(G)b(G). We prove the reverse inequality by induction on n:
It is obvious for n = 1. Suppose it has been proved for graphs with fewer vertices than G. We can suppose that G is
connected, otherwise we proceed by components. First note that in case there exists v ∈ V (G) with b(G−v)=b(G)
we are done, since then by the induction hypothesis we have
b(G) = b(G − v) = min
B∈B(G−v,b)
|B| = min
U⊆V \{v} b(G,U) minU⊆V b(G,U).
We can therefore suppose that b(G − v)< b(G) for all v ∈ V (G). Under this assumption, we show that the batches
found by GAC partition V (G) into cliques of size b and a single batch B with |B| = 1. Indeed, the algorithm outputs at
least one unsaturated batch since otherwise b(G − v) = b(G) for any v ∈ V (G). Let B ∈ B be the ﬁrst unsaturated
batch. If |B|2 then let L be the last placed interval of B, and let I be the label of B (that is, the ﬁrst placed interval).
Since all intervals placed after L are disjoint from I, the algorithm determines the same batches on G−L as on G (except
that B will have one fewer interval), and by Theorem 4 it determines an optimal solution. Therefore b(G−L)=b(G),
a contradiction.
So |B| = 1. Let t be the terminal endpoint of the unique interval I ∈ B. First, note that the intervals placed after I
have their terminal endpoints greater than t ; since they do not contain t (otherwise they would be placed in B) their
starting point is also greater than t .
We show that the terminal endpoints of intervals placed before I are at most t , implying that such intervals are
disjoint from those placed after I. Indeed, if not, let J be the last interval placed before I that contains t . Then b(G −
J ) = b(G), because none of the intervals placed into the batches strictly after the batch of J until I (including I)
can be placed in the batch of J: if any of them would, then they would have been placed there by GAC, not J. The
contradiction b(G−J )=b(G) leads to the conclusion that the intervals placed before I are disjoint from those placed
after.
Therefore the intervals placed before I form a component of G, and since G is connected this is all G. Then G is
clearly of the claimed form and the theorem is proved. 
The proof is algorithmic after extracting the following observations: intervals in unsaturated batches which are not
labels of their batch, can be deleted without changing b; furthermore, any interval that contains the terminal endpoint
of the label of an unsaturated batch can be deleted even if it is in another (possibly saturated) batch. To summarize, we
can say that all nonlabel intervals that contain the terminal endpoint of the label of any unsaturated batch can be deleted
without decreasing b. (The proof actually establishes and uses only the nonexistence of such intervals [containing the
label of an unsaturated batch, and not equal to this label] in a minimal counterexample, instead of making use of the
stronger statement b(G − v)< b(G).) In the course of the deletion process some batches that were saturated can
become unsaturated.
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It follows that the following algorithm ﬁnds an optimal U for the right-hand side of Theorem 5: browse through
intervals in the reverse order {In, . . . , I1} and delete those that contain the terminal endpoints of the label of an
unsaturated batch. Some new batches may become unsaturated in this way, and with the exception of the label, all
intervals in such batches will in turn be deleted. According to the proof, what remains is an optimal U, more precisely
U ⊆ V (G) with the property that all the components of G(U) are partitioned into cliques of size b and a batch of size
1, and in addition b(G(U)) = b(G).
Let us show how this algorithm determines the maximum in Theorem 5 on the example of Fig. 4: I11 is deleted
since it intersects the unsaturated batch B5, I10 and I9 are kept since they are labels; I8 is deleted since it contains the
terminal point of the label of the now unsaturated batch {I6, I8}. Finally, the maximum (=5) on the right-hand side in
Theorem 5 is attained with U = {I1, I2, I3, I4, I6, I9, I10}.
(P2) is solvable in polynomial time in split graphs [1,3,16], and can in fact be shown to have the same complexity
as bipartite matching [16]. Since split graphs are chordal one cannot expect to extend a greedy type algorithm to
chordal graphs for (P2), (unless one ﬁnds a greedy algorithm for matching problems). In fact polynomiality of (P2)
and Theorem 5 can be proved in chordal graphs using a canonical simplicial decomposition associated with a matching
technique [25].
5.3. Problem (P3)
This problem has been posed at the MAPSP 2003 conference and also to visitors in Grenoble. In addition to the
authors, two other groups have come up independently in November 2003 with the same polynomial time dynamic
programming approach [2,12]. See [22] for references on dynamic programming. (P3) is solvable by a greedy algorithm
in P4-free graphs [11]. On the other hand, (P3) is strongly NP-hard in split graphs and in the complementary of
bipartite graphs [11]. Although NP-hard, (P3) is 4-approximable in perfect graphs [28] and within better ratios in
some subclasses of perfect graphs, as surveyed in [14]. (P3) is usually studied in its coloring version (equivalent by
considering the complementary graph) which is often called max-coloring.
Theorem 6. We can use dynamic programming to solve problem (P3) in interval graphs in O(n3) time.
Proof. Let {Ii = [ai, bi]}i=1,...,n be a set of intervals on the real line representing graph G. We consider the set X of
endpoints of the intervals.
X = {ai}i=1,...,n ∪ {bi}i=1,...,n ∪ {−∞} ∪ {+∞}
= {x1, . . . , xq} with x1 <x2 < · · ·<xq .
For every pair of values xi < xj ∈ X, let F(xi, xj ) denote the optimum value of the objective function of (P3) for
the restricted instance I(xi, xj ) (or subproblem) consisting of all intervals completely contained in the open interval
]xi, xj [, with F(xi, xj )= 0 ifI(xi, xj )=∅. Our dynamic programming approach is based on Lemma 1 below, which
implies that we can separate the problem restricted to I(xi, xj ) in two subproblems, using an interval of maximum
weight. For this, let
(i, j) ∈ argmax{pa : Ia ∈ I(xi, xj )}. (7)
Recall that a maximal clique is maximal for inclusion, not necessarily for cardinality.
Lemma 1. There is an optimal schedule for I(xi, xj ) in which the batch containing I(i,j) is a maximal clique of
G(I(xi, xj )).
Proof. Let S ={B1, B2, . . . , Bl} be a feasible schedule. W.l.o.g, let I(i,j) ∈ B1. Let K be a maximal clique containing
B1. Then the schedule S′ = {K,B2\K, . . . , Bl\K} is feasible and no worse than S. This is because every batch
except the ﬁrst one has been decreased; batches B1 and K have the same processing time p(i,j) because of the choice
of (i, j). 
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In light of Lemma 1 one has,
Lemma 2. For arbitrary ﬁxed xi < xj in X, let (i, j) be deﬁned as in (7) and Y =X ∩ I(i,j). The following recursion
holds:
F(xi, xj ) = p(i,j) + min
z∈Y (F (xi, z) + F(z, xj )). (8)
Proof. By Lemma 1, it is optimal to include the interval I(i,j) into some maximal clique B∗. The cost of B∗ is p(i,j).
Since B∗ is maximal, there is a point z∗ in the intersection of all intervals Ik ∈ B∗ such that B∗ is the set of all intervals
Ik = [ak, bk] ∈ I(xi, xj ) satisfying akz∗bk . Thus we may choose z∗ in X, and therefore in Y. Given such point
z∗, the graph G(I(xi, xj )\B∗) decomposes into two disconnected subgraphs G(I(xi, z∗) and G(I(z∗, xj )) since
every interval inI(xi, z∗) has its terminal endpoint before the initial endpoint of every interval inI(z∗, xj ). One can
therefore solve the problems on these two subgraphs independently. (See the illustration in Figs. 5–7.) 
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Fig. 5. DP recursion (8) for an instance of (P3). The dashed lines indicate values of z deﬁning the two maximal cliques containing I6 = I(−∞,+∞),
that is, Y = {9, 11}. Figs. 6 and 7 show the subproblems to be solved for each such maximal clique. The optimum values of the corresponding
subproblems are obtained at earlier stages of the DP algorithm.
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Fig. 6. The two subproblemsI(1, 9) andI(9, 20) if we choose z = 9 (in which case we had B1 = {I6, I7, I3, I5, I4}).
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Fig. 7. The two subproblemsI(1, 11) andI(11, 20) if we choose z = 11 (in which case we had B1 = {I6, I7, I8, I5}).
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Our dynamic programming algorithm starts from the initial conditions
F(xi, xi+1) = 0 for all i = 1, . . . , q − 1.
Applying the recursion (8) with increasing subproblem width xj − xi , it computes an optimal schedule
S(xi, xj ) =
{∅ if I(xi, xj ) = ∅,
S(xi, z
∗) ∪ B∗ ∪ S(z∗, xj ) otherwise.
The optimum value isCmax=F(x1, xq), andS(x1, xq) is an optimal solution. Since there are O(q2)=O(n2) subproblems
and O(q) = O(n) candidate values for z in each subproblem, the resulting dynamic programming algorithm solves
problem (P3) in O(n3) time. This completes the proof of Theorem 6. 
This approach extends to optimal partition of circular-arc graphs into Helly-cliques.1 The following algorithm
provides an optimal partition into Helly-cliques in time O(n3). Extend the deﬁnition of F(xi, xj ) to any pair (xi, xj ) of
distinct endpoints, by considering that xi is before xj in clockwise order on the circle. Since the resulting subproblem
I(xi, xj ) reduces to that on an (ordinary) interval graph, recursion (8) still applies and yields all O(n2) values F(xi, xj )
in O(n3) time. Now, there is an optimal partition into Helly-cliques in which the batch containing I(xi, xj ) (deﬁned
by Eq. (7)) is a maximal Helly-clique of G. Indeed, the proof of Lemma 1 extends to optimal partitions into edges of a
hereditary hypergraph [25]. Finally, we only need to choose the best of the O(n) values F(xi, xj ) where xj immediately
precedes xi in clockwise order and both endpoints are contained in interval I(i,j). This gives a O(n3 + n) = O(n3)
algorithm for the optimum partition into Helly-cliques of circular-arc graphs.
5.4. Problem (P4)
For general graphs, the problem
1/p-batch,G = (V ,E), b = 2/Cmax
is solvable in polynomial time [7]. Indeed, an optimal solution can be obtained by transforming the problem into a
maximum weight matching problem as follows. Assign the weights min{pi, pj }=pi +pj − max{pi, pj } to the edges
(i, j) ∈ E and solve the maximum weight matching problem in G. Then for each edge of the matching, process the
corresponding two tasks in the same batch. The other tasks are processed as single task batches.
Boudhar [3] shows that problem
1/p-batch,G = (V ,E), b = k/Cmax
is NP-hard for split graphs, for every k3. The complexity status of problem (P4) for interval graphs and k3
remains open.
6. Batching with release dates and other extensions
So far, we have assumed that all tasks are available at the same time. This is appropriate for Application II. However,
in Application I, one typically has several successive cycles of rolling and heating so that there is a ﬂow of the material
to the furnace, resulting in different release dates rj for the tasks Tj . Hence, we deﬁne problems (P′1)–(P′4) by adding
release dates rj to the corresponding problems (P1)–(P4). Application I would then be modelled by problems (P′2)
and (P′4).
Batching with arrival times changes the nature of the problem substantially, as it is no longer sufﬁcient to just
partition the tasks into batches: we must also schedule these batches to take into account the release dates. Deﬁning
the earliest date r(B) = max{rj : Tj ∈ B}, at which a batch B can be started, the batch completion times c(Bi) of a
1 This does not provide a solution for problem (P3) in this class of graphs. However, cyclic scheduling problems have a more natural link with
partitions into Helly-cliques than with partitions into cliques.
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feasible batch schedule must now satisfy the release date constraints c(Bi)r(Bi) + p(Bi). The schedule makespan
is Cmax = maxic(Bi). Boudhar [5] shows that problem (P′2) with unit processing times and capacity b = 2,
1/p-batch,G = (V ,E), b = 2, ri , pi = 1/Cmax
is stronglyNP-hard for split graphs. The complexity status of this problem for interval graphs is unknown.
Further extensions, arising in connection withApplication I, may be deﬁned. On one hand, it may be more appropriate
to replace Cmax with a ﬂow time criterion, since one would like to reduce the storage of the semi-ﬁnished products
on the shop ﬂoor. On the other hand, the compatibility relations may also be extended. Rather than only considering
compatibility with respect to the height of the metal coils, one might also add compatibility for the diameters, weights,
etc. Each characteristic (measurement) has its tolerance limits and therefore deﬁnes an interval graph. This leads to a
compatibility graph which is the intersection of interval graphs. Such a graph may neither be an interval graph, nor
even a perfect graph.
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