Designing reliable decision strategies for autonomous urban driving is challenging. Reinforcement learning (RL) has been used to automatically derive suitable behavior in uncertain environments, but it does not provide any guarantee on the performance of the resulting policy. We propose a generic approach to enforce probabilistic guarantees on an RL agent. An exploration strategy is derived prior to training that constrains the agent to choose among actions that satisfy a desired probabilistic specification expressed with linear temporal logic (LTL). Reducing the search space to policies satisfying the LTL formula helps training and simplifies reward design. This paper outlines a case study of an intersection scenario involving multiple traffic participants. The resulting policy outperforms a rule-based heuristic approach in terms of efficiency while exhibiting strong guarantees on safety.
Introduction
It is often desirable to prove that a decision policy is safe before testing it in the real world. Formal methods provide tools to verify a given policy with high confidence but often rely on very strong modeling assumptions and are not suitable to derive optimal strategies. In contrast, reinforcement learning algorithms address this issue by optimizing decision policies without an explicit model of the environment. An agent interacts with the environment (through simulation, collected data or directly with the real world) and optimizes an expected long term return modeled by a reward function. This function reflects a high level objective by attributing a positive reward or a penalty on the immediate outcome of an action. Al-
Ego Vehicle
Other traffic participants Figure 1 : The ego vehicle must achieve a left turn in an unsignalized intersection involving another vehicle and a pedestrian interacting with each other. though the resulting strategy might achieve a high expected return, no guarantees can be made about its performance. Moreover, in many applications, the reward function might be difficult to design, causing the resulting behavior to be misaligned with the desired objective.
Previous work has investigated combining formal methods and reinforcement learning using a monitoring system enforcing the learning agent to satisfy a safety property (Fulton et al., 2018; Alshiekh et al., 2018) . However, designing such a monitoring system can be challenging. It may involve conservative assumptions about the environment and rely on deterministic models. When uncertainty is very high, imposing hard safety constraints on the learning agent can result in every action resulting in a violation of the constraints. Often in applications such as autonomous driving, it is necessary to accept some level of risk in order to achieve the objectives of the system.
We propose a generic approach to train an agent in an uncertain environment while enforcing a minimum probability of satisfying a specification expressed using Linear Temporal Logic (LTL) (Baier et al., 2008) . Natural language can be converted to LTL formulas (Baier et al., 2008) which makes it an interesting framework to mathematically express specifications derived by regulators, policy makers or governmental agencies. By modeling the environment as a Markov decision process (MDP), we identify at each state, the set of actions satisfying the specification through model checking techniques. We then show how to constrain a reinforcement learning agent to only choose among the acceptable actions. In contrast with previous work (Fulton et al., 2018; Alshiekh et al., 2018; Mukadam et al., 2017) , our framework handles probabilistic specifications that accommodate less conservative policies. At the end of the training, the policy is guaranteed to satisfy the LTL formula with a user-defined confidence level. Finally, we discuss applications to unsignalized intersection scenarios involving a car and a pedestrian as illustrated in Fig. 1 .
Related Work
Previous approaches attempted to generate safe policies for urban driving by tuning a penalty for collision in the reward function (Bouton et al., 2017) . The reward function can be used to balance conflicting objectives such as safety and efficiency by varying the cost associated with collisions. Metrics, such as time to reach the goal and collision rate, are then used to choose a suitable operating point. Given a reward function, the policy is empirically evaluated through simulations. Empirical validation is hard because it requires an enormous number of simulations to cover every possible situation that might cause unsafe behavior.
Tools from formal methods can be used to verify properties of a system with high confidence. A possible approach involves verifying the policy after the planning or learning phase (Katz et al., 2017) but requires restarting the planning if an issue is found. Another method is to derive a policy from a boolean requirement rather than a reward function (Wang et al., 2018) . However, due to tractability issues, they are limited to small discretized problems making them unsuitable for practical use in complex environments.
Many approaches to derive safe policies in a reinforcement learning context consist of constraining the policy space to known safe actions (Fulton et al., 2018; García et al., 2015) . A reinforcement learning algorithm to derive provably safe policies has been demonstrated for hybrid systems in (Fulton et al., 2018) . The authors demonstrate the use of a model monitor that allows for taking exploratory actions when the execution environment is different from the training or planning environment. This approach was successfully applied to a simple autonomous driving scenario, but it is unclear how it would scale to more complex scenarios and it does not handle LTL semantics. Existing approaches involving LTL formulas and monitoring RL agent rely on a deterministic abstraction of the environment (Alshiekh et al., 2018) . Others have been relying on ad-hoc knowledge to design a rule-based system that would prevent an RL agent to take unsafe actions (Mukadam et al., 2017) . Our approach can handle LTL formulas and probabilistic specifications and is not tailored for a specific scenario.
Background
This section introduces the common mathematical framework for formulating and solving decision problems in stochastic environments.
Markov Decision Processes
A Markov decision process (MDP) is defined by the tuple (S , A , T, R), where S is a state space (possibly continuous), A is an action space, T is a state transition function, and R is a reward function (Bellman, 1957; Kochenderfer, 2015) . At time t, an agent chooses action a t ∈ A based on observing state s t ∈ S and receives reward r t = R(s t , a t ). The environment transitions from s t to s t+1 with probability Pr(s t+1 | s t , a t ) = T (s t+1 , s t , a t ). The action selection strategy is called a policy and is defined as a mapping from state to action, π : S → A . Throughout the paper, we focus on problems with a finite number of actions.
When performing model checking, a convenient approach is to label the states of the MDP and express the property we wish to verify in terms of these labels. The labels are atomic proposition that evaluates to true or false at a given state. We define a labelled Markov decision process by the tuple (S , A , T, R, Π, L) where Π is a finite set of atomic propositions, and L a mapping, L : S → 2 Π , giving the set of atomic propositions satisfied at a given state. The other elements of the tuple are the same as in the previous definition.
Reinforcement Learning
In reinforcement learning (RL), the environment is modeled as an MDP with unknown transition and reward models (Kaelbling et al., 1996) . The agent observes the state of the environment and receives a reward at every time step. While gathering experience, the agent updates its policy to maximize its accumulated reward. This paradigm does not require any explicit model of the environment and can optimize decision policies in uncertain environments. However, RL approaches do not provide strong guarantees on the performance of the resulting policy.
This work focuses on model-free reinforcement learning algorithms such as Q-learning (Watkins, 1989) , where the policy is represented by a state action value function (Q function). The optimal Q function, satisfies the Bellman equation:
When the state space is large, we rely on parametric representation of the Q function such as deep neural networks. A loss function is formulated from Eq. (1) and the parameters are updated using gradient descent (Kochenderfer, 2015) .
Although Q-learning is a model-free algorithm, the policy is often trained in a simulation environment that relies on models. The model-free assumption is still useful because it does not require any specific form for the model apart from the ability to generate the next state of the environment given the previous state and an action. When a model is not available, sampled data can be used.
Linear Temporal Logic
To express the probabilistic specification, we use Linear Temporal Logic (LTL). LTL is an extension to propositional logic taking into account temporal modalities. An LTL formula is built of atomic propositions defined over the states of the MDP (using the labels) according to the following grammar:
where a is an atomic proposition, φ , φ 1 , and φ 2 are LTL formulas, ¬ (negation), ∧ (conjunction), and ∨ (disjunction) are logical operators, and G (globally), F (eventually), U (until), and X (next) are temporal operators (Baier et al., 2008) . The satisfaction of an LTL formula is evaluated on an infinite sequence of states in the MDP. Given an MDP and a policy π, Pr π (s |= φ ) denotes the probability that the LTL formula φ will be satisfied by the sequence of states obtained when executing π starting from state s.
Proposed Approach
This section introduces our two-step approach to derive a decision making policy with probabilistic guarantees. Actions or policies that satisfy the desired specification are referred to as acceptable actions or policies. We first describe how to identify the set of acceptable actions. We then demonstrate how to derive acceptable policies in a reinforcement learning framework by constraining the exploration strategy of the agent.
Identifying Acceptable Actions
A model checking approach is used to identify at each state, the set of actions that satisfy a desired specification. The specification is expressed using an LTL formula and a threshold on the probability of satisfaction. For example one could specify the formula G¬collision with a threshold of 0.99, which states that the probability that a collision never occurs should be greater than 0.99. The threshold can be interpreted as an acceptable level of risk.
We address the general problem of identifying which actions can be taken to ensure that the probability of satisfaction of the LTL formula is above a threshold. We compute the probability of satisfying a given LTL property φ at a given state action pair. The satisfaction of φ depends on the policy followed by the agent. As a consequence, we compute the maximum probability of satisfying φ when starting in a state s and taking an action a: Pr max (s, a |= φ ) where the maximum is over the possible policies. Existing model checking algorithms address the problem of computing Pr max (s |= φ ) (Lahijanian et al., 2011; Lahijanian et al., 2010; Baier et al., 2008) . Most of these techniques can be adapted to derive the desired state action quantity using the following relation between the two quantities: Pr max (s |= φ ) = max a Pr max (s, a |= φ ). Our work relies on a value iteration algorithm.
For any LTL formula, computing the maximum probability of satisfaction for every state of an MDP can be reduced to a reachability problem, i.e. computing the maximum probability of reaching a set of states B (Baier et al., 2008) . The set B is often expressed in terms of the states labels. This problem is then solved using value iteration. Algorithm 1 presents an adapted version of the value iteration algorithm to solve reachability problems where line 6 can be interpreted as a Bellman update.
Algorithm 1 Value Iteration algorithm to compute the maximum probability of reaching a set of state 1: input: a labelled MDP, a set of states
For all state action pair s, a:
Once the quantity Pr max (s, a |= φ ) is computed for each state action pair, we can identify acceptable actions that the agent can take without violating the specification. Given the desired threshold λ , the set of acceptable actions is given by:
We can extract the policy that ensures the maximum level of satisfaction: π * (s) = arg max a Pr max (s, a |= φ ). The quantity Pr max (s, a |= φ ) can be interpreted the following way: the maximum probability of satisfying φ when starting in state s and taking action a and then following π * for the next time steps. It is analogous to the state action Q function in reinforcement learning.
The complexity of value iteration is polynomial in the number of states and actions, and it can be parallelized. For specific subclasses of LTL formulas, the mapping to a reachability problem is not necessary, and it can be directly computed using variants of Algorithm 1 that have the same convergence property and the same complexity (Lahijanian et al., 2011) . Algorithm 1 requires a model of the transition distribution of the MDP. For the result of the model checking approach to hold for real world problem, it is important that the model is conservative.
In many problems, the agent interacts with a naturally continuous environment. To address this issue, the state space can be discretized in a grid. Using Algorithm 1, the probability of satisfying the desired property is computed for each state in the grid. Generalizing to other states can be done via multi-linear interpolation, nearest neighbors, or other forms of approximation (Kochenderfer, 2015) . We can still draw strong probability guarantees in the continuous domain by including the error introduced by discretization in the threshold. Model-free problems can also be addressed by the approximation methods via sampling. Scaling the current algorithm to large state spaces and model free setting is left as future work.
Reinforcement Learning with Probabilistic Guarantees
The result of the model checking approach enables distinguishing between acceptable and non acceptable actions with high confidence (governed by the specified threshold). This ability can be used to monitor a reinforcement learning agent such that the probabilistic specification holds during training and during the execution of the resulting policy.
In order to maintain the desired property during training, the exploration process of the reinforcement learning algorithm is modified. The learning agent is constrained to select an action from the set given by Eq. (3). When the set is not empty, it can use any randomization scheme like ε-greedy, the agent selects a random action in the set with a probability ε and selects the action that maximizes the state action Q function otherwise (still among the set). This exploration strategy does not prevent the agent visiting states where no actions are available. In this case, the exploration policy default to π * which is the best possible policy to satisfy the LTL specification. A pseudo-code is provided in Algorithm 2. 
The trained policy is also constrained. The trained agent takes the acceptable actions that maximizes the Q function and following π * if there are no acceptable actions at the current state.
The modified exploration strategy does not affect the convergence of the value function in the states that have a high probability of satisfying the specification. A whole part of the state space is avoided during training and the value function for these states will not be accurate. However, the policy is still reliable since the agent relies on π * when reaching these non acceptable states. This exploration strategy can be applied to any generic reinforcement learning algorithm. Section 5 demonstrates an example using Deep Q learning (Mnih et al., 2015) .
Safe reinforcement learning methods can be categorized into two approaches: modification of the optimality criterion or modification of the exploration process (García et al., 2015; Fulton et al., 2018) . The proposed technique focuses on modifying the exploration strategy. Another approach consists of modifying the reward function by adding a penalty when the agent violates the LTL specification. However designing a reward signal matching the goal expressed by the LTL formula might be very challenging. Moreover, a more complex reward signal is likely to make the training less efficient.
Our approach allows us to decouple some of the objectives of the problem, which can help simplify the reward signal. The reward function used in reinforcement learning might express a different objective than the one specified through the LTL formula. Our strategy can be interpreted as a constrained optimization problem. We first identify the space of policies where a desired LTL specification is satisfied and then find the policy in this space that maximizes the accumulated reward. The constraints (e.g. safety) are encoded in the LTL formulas and handled using the model checking approach. Decoupling the objectives of the problem can help the training significantly as demonstrated in Section 5. For example, if a safety constraint is handled by the model checking approach, then the RL agent will only explore safe states, and will not have to learn how to avoid unsafe regions.
Case Study
This section considers a case study using the model checking approach and the modified reinforcement learning procedure. It provides an empirical comparison of our framework against different baselines methods.
Autonomous Driving at Unsignalized Intersections
To illustrate our approach, we chose to focus on an autonomous driving scenario at an unsignalized intersection involving another car and a pedestrian as illustrated in Fig. 1 . The agent (ego vehicle) must achieve a leftturn in the intersection safely and efficiently. The other traffic participants have uncertain behaviors and interact with each other and with the ego vehicle. The ego vehicle must anticipate their behaviors and maintain safety while trying to reach a goal position as fast as possible. The pedestrian can cross at any of the three crosswalks. The other car comes from the horizontal street, from the left or from the right, and can either turn or go straight. For this scenario, our desired probabilistic specification will be expressing safety. A maximum acceptable level of risk is imposed on the ego vehicle.
This problem can be modeled as a Markov decision process. Previous works propose modeling decision making problems in urban navigation scenario as Markov decision processes or partially observable Markov decision processes (Sunberg et al., 2017; Bouton et al., 2017; Mukadam et al., 2017; Bandyopadhyay et al., 2012 ). An intersection navigation problem is addressed using a tree search method, considering only cars in Bouton et al. (2017) . A lane-changing scenario is addressed using RL in Mukadam et al. (2017) but they use a handcrafted approach to ensure safety. To our knowledge, none of the previous approaches provide probabilistic guarantees on the resulting strategy, the performance is evaluated in simulation and tuned through the reward function. In order to scale these approaches to environments with multiple traffic participants, decomposition methods can be used (Bouton et al., 2018) .
We consider three subproblems of various complexity based on the number of agents to avoid: a scenario with one single pedestrian, one with one single car and a scenario with both a car and a pedestrian. This last scenario allows to capture the interaction between the vehicle and the pedestrian. The action space is a set of strategic maneuvers corresponding to hard braking, moderate braking, constant speed, and acceleration. They correspond to longitudinal accelerations along the given path: {−4 m/s 2 , −2 m/s 2 , 0 m/s 2 , 2 m/s 2 }. • always yield to the pedestrian if it is crossing
• give priority to other vehicles when turning left and rely on the time to collision to decide when to cross
• follow the Intelligent Driver Model otherwise (Treiber et al., 2000) This simple strategy outputs an acceleration, at which is added a random amount drawn uniformly from the set {−1 m/s 2 , 0 m/s 2 , 1 m/s 2 }. When the other car, or the pedestrian, is in the state s absent , there is a probability of 0.7 that it appears at the beginning of a lane, or at a crosswalk, at the next time step. They appear with a random velocity, between 0 m/s and 8 m/s, and with a random route (turn or straight) for the car.
Formulating a joint problem with three agents allows to capture interactions. In this example, the other vehicle is interacting with the pedestrian and with the ego vehicle. It is expected that leveraging this interaction will result in a more efficient policy.
We provided the following specification: φ = ¬collisionUgoal with a threshold of 0.9999, where collision evaluates to true when the ego vehicle collides with another traffic participant and goal is verified when the ego vehicle achieves the left turn and reaches a position 20 m from the intersection. Satisfying this specification means avoiding any collisions.
Computing a safe policy
In order to compute a safe policy that satisfies the specified risk tolerance, we first run Algorithm 1 to compute Pr max (s, a |= φ ). For the simple safety specification provided, the set B corresponds to the set of goal states. Collision states are terminal states and the probability of reaching the goal state from these states is zero.
Before applying Algorithm 1, the continuous state space must be discretized. The position resolution is set to 2 m and the velocity resolution is set to 2 m/s for vehicles and 1 m/s for pedestrians. This discretization leads to 204 physical states for the ego vehicle, 793 for the other car, 145 states for the pedestrian.
When computing Eq. (3) in the continuous space environment, we use multi-linear interpolation to map the continuous state of the traffic participants to a state on the grid (Kochenderfer, 2015) . The value at the continuous state is then approximated by a weighted sum of the value of the interpolants:
where w i is a weight proportional to the distance between the continuous state s and the interpolant s i in the grid. The multi-linear interpolation is carried independently for each traffic participant on a two dimensional grid corresponding to longitudinal position and velocity. The error introduced by this approximation can be compensated by a more conservative threshold.
Train the policy with constrained exploration
The solution from the model checking part is then used to constrain the exploration of the agent in a reinforcement learning algorithm. In this work we used the Deep Q Learning algorithm (Mnih et al., 2015) with prioritized experience replay (Schaul et al., 2016) . In Deep Q Learning the Q function is represented by a neural network enabling the algorithm to handle continuous states. To make the state variable a suitable input for the neural network we converted them to Cartesian coordinates, each vehicle is represented by four dimensions (two for the position, one for the heading, one for the velocity). Each variable is normalized. The four routes are represented by a one hot encoding. For the single pedestrian, the input dimension is eight. For the single car problem, it is a twelve dimensional vector since the possible route of the other vehicle must be considered. We used three fully connected layers of thirty-two nodes for the neural network architecture for all scenarios and the same hyperparameters as those of Bouton et al. (2018) .
Experiments
The results of 10 000 Monte Carlo simulations are reported in Table 1 . We evaluated the policies regarding two metrics: the collision rate and the average number of time steps to reach the goal position. Our approach is compared to different baselines. We adopted the following terminology:
Safe Random: At each state, the agent chooses a random action among the set Act(s). This policy is expected to satisfy the LTL specification while being very inefficient with respect to the reward function. We included these result as an empirical verification of the model checking algorithm.
Rule Based: The ego vehicle follows a handcrafted rulebased policy which is similar to the one followed by other vehicles in the simulation environment. This policy does not result of any optimization procedure but provides an assessment of the difficulty of the environment.
RL:
A policy is trained to maximize an accumulated reward function. In addition to the reward for reaching the goal, the agent is penalized for colliding with other traffic participants. This is a typical RL procedure, the policy is expected to be efficient but will not necessary satisfy the specification. It is optimizing a simple reward function attributing a reward of 1.0 for reaching the goal, a high penalty for colliding with another agent, and a smaller penalty for each action. The collision penalty was varied between −1.0 and −5.0 and the action cost between −0.05 and 0.0. By increasing the collision cost, the policy is more risk averse and more likely to satisfy the specification. In contrast, increasing the action cost makes it reach the goal faster, at the expense of a greater risk.
Safe RL: The policy resulting from training a reinforcement learning agent constrained to acceptable actions. The reward function used for training is similar as the one described above. However, since the agent is constrained to safe action only, it will never receive the penalty associated to collision. It is only optimizing for reaching the goal faster.
For the scenario involving both a car and a pedestrian we approximated the set of acceptable actions as the intersection of the sets given by solving the simpler problems of avoiding one car and one pedestrian individually. This approach is suboptimal since it does not leverage the interaction between the two traffic participants. When the intersection is empty, the ego vehicle default to a hardbraking action which is always safe in the scenario of interest. Another approach would be to identify acceptable actions in the joint problem directly. The state space of this problem is much larger and hence the computation of Pr max (s, a |= φ ) would be more expensive. The training performance of the safe RL and regular RL approaches is reported in Figure 2 . The policies are trained with the same reward function. One million steps in the environment were used to ensure the convergence for both policies.
The problem of interest is a multi-objective optimization problem where the agent must balance two conflicting objective: safety and efficiency. We show the Pareto frontier for the safe RL and RL policies in Fig. 3 . As the reward functions parameters are varied we can generate different operating point in the safety versus efficiency diagram. In Fig. 3 , the region of optimality is in the bottom left corner.
Discussion
In Table 1 we can see that all the policies relying on the model checking technique are safe. When taking random actions inside the set Act(s) the agent can still navigate safely in the environment. This result provides an empirical proof that the safe RL approach will satisfy the specification even at early stage of training. Although no collisions occurred in ten thousand simulations, the probabilistic guarantee only ensures 0.9999 certainty on safety. With more simulations, collisions may occur. We believe that in our evaluation environment, this requirement is strong enough to prevent collisions.
The rule based method is dominated both in safety and efficiency by the safe RL and RL policy. Although the RL policy provides the fastest time to cross, it was not able to achieve the safety objective. Across the different collision penalty that we tried, −1.5 gave the safest policy that did not result in an average time greater than the time achieved by safe random. Setting the collision cost to −5 resulted in the ego vehicle staying at its initial position.
As shown in Fig. 3 , the safe RL approach allows us to reach different operating points that are not accessible by tuning the reward function. The difficulty of trading off the two objectives by varying the weights in the reward function highlights the benefit of our approach. Since the safety objective is handled by the model checking step, the reward design is less challenging. In this problem, only efficiency needs to be encoded in the reward function for the safe RL policy. Figure 2 shows the performance of the policy throughout the training process for the scenario involving a car and a pedestrian. The safe RL policy did not collide during training, as expected from the performance of the safe random policy. Although the action space was constrained, the safe policy is able to accumulate as much reward as the non-safe RL agent.
Conclusion
Reinforcement learning methods can derive policies in uncertain environments. Although the resulting behavior can be very efficient it is often challenging to draw guarantees on its performance. In this work we presented a two-step framework to compute policies satisfying probabilistic specification expressed as LTL formulas. The first step consists of identifying acceptable actions at each state via a model checking approach. The second step applies any RL algorithm to maximize an accumulated reward with a modified exploration strategy. By constraining the agent to only choose acceptable actions, the probabilistic guarantee is transfered to the trained policy. Finally, we focused on applying the proposed approach to an autonomous driving scenario.
We demonstrated that our approach helps training significantly and simplifies the multi-objective optimization problem. Further work will extend the framework to partially observable domains. Such problems are especially relevant to driving scenarios where information about the intentions of other drivers is not directly accessible to the autonomous vehicle (Sunberg et al., 2017) . In addition, we will scale the model checking part of the framework to larger environments through local approximation strategies.
