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RANDOM MATRICES AND COMPLEXITY OF SPIN GLASSES
ANTONIO AUFFINGER, GE´RARD BEN AROUS, AND JIRˇI´ CˇERNY´
Abstract. We give an asymptotic evaluation of the complexity of spherical p-spin spin-
glass models via random matrix theory. This study enables us to obtain detailed infor-
mation about the bottom of the energy landscape, including the absolute minimum (the
ground state), the other local minima, and describe an interesting layered structure of
the low critical values for the Hamiltonians of these models. We also show that our ap-
proach allows us to compute the related TAP-complexity and extend the results known
in the physics literature. As an independent tool, we prove a LDP for the k-th largest
eigenvalue of the GOE, extending the results of [BDG01].
1. Introduction
How many critical values does a typical random Morse function have on a high dimen-
sional manifold? How many of given index, or below a given level? What is the topology
of level sets? Our work addresses the first two questions above for a class of natural ran-
dom Gaussian functions on the N -dimensional sphere, known as p-spin spherical spin glass
models in the physics literature and as isotropic models in the Gaussian process literature.
The third question is covered in the forthcoming paper [AA11].
We study here the complexity of these random functions, i.e the exponential behavior
of the mean number of critical points, and more importantly of the mean number of
critical points of given index in a given level set. We introduce a new identity, based
on the classical Kac-Rice formula, relating random matrix theory and the problem of
counting these critical values. Using this identity and tools from random matrix theory
(mainly large deviation results), we give an asymptotic evaluation of the complexity of
these spherical spin-glass models. Our study includes the important question of counting
the mean number of local minima below a given level, and in particular the question of
finding the ground state energy (the minimal value of the Hamiltonian). We show that
this question is directly related to the study of the edge of the spectrum of the Gaussian
Orthogonal Ensemble (GOE).
The question of computing the complexity of mean-field spin glass models has recently
been thoroughly studied in the physics literature (see for example [CLR03] and the refer-
ences therein), mainly for a different measure of the complexity, i.e. the mean number of
solutions to the Thouless-Anderson-Palmer equations, or TAP-complexity. Our approach
to the complexity enables us to recover known results in the physics literature about
TAP-complexity, to compute the ground state energy (when p is even), and to describe an
interesting layered structure of the low energy levels of the Hamiltonians of these models,
which might prove useful for the study of the metastability of Langevin dynamics for these
models (in longer time scales than those studied in [BDG01]).
The paper is organized as follows In Section 2, we give our main results. In Section 3, we
prove two main formulas (Theorem 2.1 and 2.2), relating random matrix theory (specifi-
cally the GOE) and spherical spin glasses. These formulas are consequences of the classical
Kac-Rice formula (see [AT07] and [AW09] for two excellent recent books giving a very com-
plete account of this formula and its consequences).The version we use here is proved in
section 12.1 of the book [AT07]. For another modern account of the Kac-Rice formula and
similar techniques to those of section 3 see Chapter 6 and section 8.3 of [AW09]). The
Date: November 8, 2011.
1
ar
X
iv
:1
00
3.
11
29
v2
  [
ma
th.
PR
]  
7 N
ov
 20
11
RANDOM MATRICES AND COMPLEXITY OF SPIN GLASSES 2
main ingredient to derive results from the Kac-Rice formula is the fact that, for spheri-
cal spin-glass models, the Hessian of the Hamiltonian at a critical point, conditioned on
the value of the Hamiltonian, is a symmetric Gaussian random matrix with independent
entries (up to symmetry) plus a diagonal matrix. This implies, in particular, that it is
possible to relate statistics of critical points of index k to statistics of the k+1-th smallest
eigenvalue of a matrix sampled from the GOE.
In Section 4, we compute precise logarithmic estimates of the complexity using the
known large deviation principle (LDP) for the empirical spectral measure [BG97] and for
the largest eigenvalue of the GOE [BDG01]. In fact we need a simple extension of the
last LDP, i.e. an LDP for the law of the k-th largest eigenvalue, which is of independent
interest and proven in Appendix A.
In Section 5, we show how these logarithmic results can be used to extract information
about the lowest lying critical values. We first prove that the lowest lying critical points
have an interesting layered structure, Theorem 2.15. We then show how our logarithmic
results imply a lower bound on the ground state energy (the minimal value of the Hamil-
tonian). At this point it would be useful to have a concentration result for the number of
local minima, for instance using a control of its second moment. Unfortunately, we cannot
prove directly such a concentration result. Nevertheless we prove that our lower bound
is tight (for p even), by proving the corresponding upper bound, using the Parisi formula
for the free energy at positive temperature, as established by Talagrand [Tal06]. It is re-
markable that the ground state is indeed correctly predicted by our very naive approach,
i.e. by the vanishing of the “annealed” complexity of the number of local minima. We
expect this to be true for all models where Parisi’s one-step replica symmetry breaking
holds at low temperature. In Section 6, we extend our results to the TAP-complexity and
compare our results to the physics literature [CLR03], [CS95].
In Section 7, we show how one can go further and obtain sharper than logarithmic
asymptotic results for the complexity, using classical tools from orthogonal polynomials
theory, i.e. Plancherel-Rotach asymptotics for Hermite functions. This section is techni-
cally involved, so we restrict it to the study of the global complexity, i.e. the mean number
of critical points below a given level, and we do not push it to include the mean number
of critical points below a given level with a fixed index. However, we remark that at low
energy levels, the total number of critical points coincides with the total number of local
minima.
1.1. Acknowledgments. We would like to thank Ivan Corwin, Percy Deift, Silvio Franz,
Jorge Kurchan, Dimitry Panchenko and Fabio Toninelli for fruitful discussions. We want
to underline our debt to Percy Deift’s friendly help for the results of Section 7. The
second author wants to thank Silvio Franz and Jorge Kurchan for their help during the
long process of sorting out and explaining the relevant physics results. A variant of our
approach has also been used in a prior work by Fyodorov [Fyo04] and Fyodorov and
Williams [FW07]. We want to thank Jean-Philippe Bouchaud for mentioning it, and Yan
Fyodorov for a useful conversation. The first two authors were partially supported by
NSF Grant OISE-0730136 and by NSF Grant DMS 0806180. We thank MSRI and IMPA
who gave the opportunity to give a course on the topic given here. A more pedagogical
account of this subject that includes this work should appear in the MSRI publications
series.
2. Notations and main results
We first introduce the p-spin spherical spin-glass model. We will fix p an integer larger
or equal to 2 (the case p = 2 is rather trivial regarding our complexity questions, it will
be discussed below only in Remark 2.3).
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A configuration σ of the p-spin spherical spin-glass model is a vector of RN satisfying
the spherical constraint
1
N
N∑
i=1
σ2i = 1. (2.1)
Thus the state space of the p-spin spherical spin-glass model is SN−1(
√
N) ⊂ RN , the
Euclidean sphere of radius
√
N .
The Hamiltonian of the model is the random function defined on SN−1(
√
N) by
HN,p(σ) =
1
N (p−1)/2
N∑
i1,...,ip=1
Ji1,...,ipσi1 . . . σip , σ = (σ1, . . . , σN ) ∈ SN−1(
√
N), (2.2)
where Ji1,...,ip are independent centered standard Gaussian random variables.
Equivalently, HN,p is the centered Gaussian process on the sphere S
N−1(
√
N) whose
covariance is given by
E
[
HN,p(σ)HN,p(σ
′)
]
= N1−p
( N∑
i=1
σiσ
′
i
)p
= NR(σ,σ′)p, (2.3)
where the normalized inner product R(σ,σ′) = 1N 〈σ,σ′〉 = 1N
∑N
i=1 σiσ
′
i is usually called
the overlap of the configurations σ and σ′.
We now want to introduce the complexity of spherical spin glasses. For any Borel set
B ⊂ R and integer 0 ≤ k < N , we consider the (random) number CrtN,k(B) of critical
values of the Hamiltonian HN,p in the set NB = {Nx : x ∈ B} with index equal to k,
CrtN,k(B) =
∑
σ:∇HN,p(σ)=0
1{HN,p(σ) ∈ NB}1{i(∇2HN,p(σ)) = k}. (2.4)
Here ∇, ∇2 are the gradient and the Hessian restricted to SN−1(√N), and i(∇2HN,p(σ))
is the index of ∇2HN,p at σ, that is the number of negative eigenvalues of the Hessian
∇2HN,p. We will also consider the (random) total number CrtN (B) of critical values of
the Hamiltonian HN,p in the set NB (whatever their index)
CrtN (B) =
∑
σ:∇HN,p(σ)=0
1{HN,p(σ) ∈ NB}. (2.5)
Our results will give exact formulas and asymptotic estimates for the mean values
E(CrtN,k(B)) and E(CrtN (B)), when N →∞ and B, k and p are fixed. In particular, we
will compute lim 1N logECrtN,k(B) and lim
1
N logECrtN (B) as N tends to infinity.
Before giving the central identity relating the GOE to the complexity of spherical spin-
glass models, we fix our notations for the GOE.
The GOE ensemble is a probability measure on the space of real symmetric matrices.
Namely, it is the probability distribution of the N × N real symmetric random matrix
MN , whose entries (Mij , i ≤ j) are independent centered Gaussian random variables with
variance
EM2ij =
1 + δij
2N
. (2.6)
We will denote by EGOE = ENGOE the expectation under the GOE ensemble of size N ×N .
Let λN0 ≤ λN1 ≤ · · · ≤ λNN−1 be the ordered eigenvalues of MN . We will denote by
LN =
1
N
∑N−1
i=0 δλNi
the (random) spectral measure of MN , and by ρN (x) the density of
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the (non-random) probability measure EGOE(LN ). The function ρN (x) is usually called
the (normalized) one-point correlation function and satisfies∫
R
f(x)ρN (x)dx =
1
N
ENGOE
[N−1∑
i=0
f(λNi )
]
. (2.7)
We now state our main identity
Theorem 2.1. The following identity holds for all N , p ≥ 2, k ∈ {0, . . . , N − 1}, and for
all Borel sets B ⊂ R,
E[CrtN,k(B)] = 2
√
2
p
(p− 1)N2 ENGOE
[
e
−N p−2
2p
(λNk )
2
1
{
λNk ∈
√
p
2(p− 1)B
}]
. (2.8)
Summing the preceding identities for 0 ≤ k ≤ N − 1, we easily find the mean total
number of critical points given a level of energy and relate it to the one-point function.
Theorem 2.2. The following identity holds for all N , p ≥ 2, and for all Borel sets B ⊂ R,
E[CrtN (B)] = 2N
√
2
p
(p− 1)N2
∫
√
p
2(p−1)B
exp
{
− N(p− 2)x
2
2p
}
ρN (x) dx. (2.9)
Remark 2.3. We want to discuss here very briefly the trivial case where p = 2. This case is
easier to understand since there is a simpler connection between the 2-spin spherical model
and the random matrix theory. In fact, if M is a N ×N GOE matrix, the Hamiltonian of
the 2-spin spherical model can be viewed as the quadratic form defined by the symmetric
matrix M restricted to the sphere SN−1(
√
N),
HN,2(x) = (Mx, x). (2.10)
Therefore, if p = 2, the 2N critical points of the Hamiltonian are simply the eigenvectors
of M , while the critical values are the eigenvalues of M . Our formulas (2.8), (2.9) simplify
greatly for p = 2 and are compatible with this obvious observation. Indeed, for p = 2,
these formulas read
E[CrtN,k(B)] = 2PNGOE[λNk ∈ B] (2.11)
and
E[CrtN (B)] = 2NρN (B). (2.12)
We are now in a position to give our main results about the asymptotic complexity
of spherical spin-glass models. We will see that the following number is an important
threshold
E∞ = E∞(p) = 2
√
p− 1
p
. (2.13)
Let I1 : (−∞,−E∞]→ R be given by
I1(u) =
2
E2∞
∫ −E∞
u
(z2−E2∞)1/2dz = −
u
E2∞
√
u2 − E2∞− log
(
−u+
√
u2 − E2∞
)
+logE∞.
(2.14)
Remark 2.4. In [BDG01], it is proved that I1(u) is the rate function of the LDP for the
smallest eigenvalue of the GOE with the proper normalization of the variance of the entries
(more precisely, on its domain I1(u) = I1(−u;E∞/2), see (A.2)).
We now define the following important functions which will describe the asymptotic
complexity of the p-spin spherical spin-glass models.
Θp(u) =

1
2 log(p− 1)− p−24(p−1)u2 − I1(u), if u ≤ −E∞,
1
2 log(p− 1)− p−24(p−1)u2, if − E∞ ≤ u ≤ 0,
1
2 log(p− 1), if 0 ≤ u,
(2.15)
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and, for any integer k ≥ 0,
Θk,p(u) =
{
1
2 log(p− 1)− p−24(p−1)u2 − (k + 1)I1(u), if u ≤ −E∞,
1
2 log(p− 1)− p−2p , if u ≥ −E∞.
(2.16)
We note that Θp(u),Θk,p(u) are non-decreasing, continuous functions on R, with maximal
values 12 log(p− 1), 12 log(p− 1)− p−2p , respectively (see Figure 1).
We now give the logarithmic asymptotics of the complexity of spherical spin glasses. To
simplify the statement, we fix B = (−∞, u), u ∈ R, and we write CrtN,k(u) = CrtN,k(B),
CrtN (u) = CrtN (B).
Theorem 2.5. For all p ≥ 2 and k ≥ 0 fixed,
lim
N→∞
1
N
logECrtN,k(u) = Θk,p(u). (2.17)
-1.66 -1.65 -1.64 -1.63
-0.02
-0.01
0.01
0.02
u−E0 −E1 −E10
−Ec
Figure 1. The functions Θk,p for p = 3 and k = 0 (solid), k = 1 (dashed),
k = 2 (dash-dotted), k = 10, k = 100 (both dotted). All these functions
agree for u ≥ −E∞.
Remark 2.6. It is straightforward to extend the last theorem to general Borel sets B (see
Remark 4.1). Furthermore, by symmetry, Theorem 2.5 also holds as stated for the random
variables CrtN,N−l((u,∞)), with l ≥ 1 fixed, if one replaces Θk,p(u) by Θl−1,p(−u).
Remark 2.7. For the local minima, i.e. when k = 0, the limit formula given by Theo-
rem 2.5 is precisely the formula given by physicists in [CS95], [CLR03]. Arguing via a
TAP approach (to be described below in Section 6), they derive the following asymptotic
complexity of local minima,
g(E) =
1
2
{2− p
p
− log
(pz2
2
)
+
p− 1
2
z2 − 2
p2z2
}
, (2.18)
where z = 1p−1
( − E − (E2 − 2(p−1)p )1/2). In Section 6, we show that, in fact, g(E) =
Θ0,p(2
−1/2E). The factor 2−1/2 comes from the fact that in [CS95] the Hamiltonian H
has a different normalization.
We also provide an exponential asymptotic for the expected total number of critical
values below level Nu.
Theorem 2.8. For all p ≥ 2,
lim
N→∞
1
N
logECrtN (u) = Θp(u). (2.19)
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Remark 2.9. As a simple consequence of Theorems 2.5 and 2.8, one can easily compute
the logarithmic asymptotics of the mean total number of critical points E(CrtN (R)) and
the mean total number of critical points of index k, E(CrtN,k(R)).
lim
N→∞
1
N
logE(CrtN (R)) =
1
2
log(p− 1), (2.20)
lim
N→∞
1
N
logE(CrtN,k(R)) =
1
2
log(p− 1)− p− 2
p
. (2.21)
This agrees with formula (13) of [CS95]. Note the fact that the mean number of critical
points of index k is independent of k (at least in these logarithmic estimates)
Remark 2.10. Theorems 2.5 and 2.8 are simple consequences of large deviation properties
for random matrices, using the results of [BDG01] and of [BG97]. In Appendix A, we
recall the LDP for the empirical spectral measure of the GOE proved in [BG97], and we
prove a LDP for the k-th largest eigenvalue of a GOE matrix, extending the results of
[BDG01].
Remark 2.11. The case p = 2 is particular since the total complexity is then always non
positive. But for any p ≥ 3 the complexity is positive.
Using our results about complexity, we now want to extract some information about
the geometry of the bottom of the energy landscape HN,p. For any integer k ≥ 0, we
introduce Ek = Ek(p) > 0 as the unique solution to (see Figure 1 again).
Θk,p(−Ek(p)) = 0. (2.22)
These numbers will be crucial in the description of the ground state and of the low-lying
critical values of the Hamiltonian HN,p. It is important to note that, for any fixed p ≥ 3,
the sequence (Ek(p))k∈N is strictly decreasing, and converges to E∞(p) as k → ∞. The
first result we want to derive is about the ground state energy, which we define as the
(normalized) minimum of the Hamiltonian HN,p
GSN =
1
N
inf
σ∈SN−1(√N)
HN,p(σ). (2.23)
Theorem 2.12. For every p ≥ 3
lim inf
N→∞
GSN ≥ −E0(p)
Moreover for p ≥ 4 even,
lim
N→∞
GSN = −E0(p) in probability. (2.24)
Remark 2.13. The lower bound on the Ground State follows from our complexity estimates
and holds for all p ≥ 3. To obtain a matching upper bound we use the Parisi formula and
the one step replica symmetry breaking as proved by Talagrand [Tal06]. The Parisi formula
is proven there for every p but the one step replica symmetry breaking is proven only for
even p’s. It might be noteworthy that if we could go beyond our annealed estimates of
the complexity we would be in a position to prove directly the one-step replica symmetry
breaking at zero temperature
By Theorem 2.12, it is improbable to find a critical value below the level −NE0(p). The
next interesting phenomenon is the role of the threshold E∞(p). Namely, it is (even more)
improbable to find, above the threshold −NE∞(p), a critical value of the Hamiltonian of
a fixed index k, when N →∞. Otherwise said, above the threshold −NE∞(p), all critical
values of the Hamiltonian must be of diverging index, with overwhelming probability.
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Theorem 2.14. Let for an integer k ≥ 0 and ε > 0, BN,k(ε) be the event “there is a
critical value of index k of the Hamiltonian HN,p above the level −N(E∞(p)− ε)”, that is
BN,k(ε) = {CrtN,k((−E∞(p) + ε,∞)) > 0}. Then for all k ≥ 0 and ε > 0,
lim sup
N→∞
1
N2
logP(BN,k(ε)) < 0. (2.25)
By the last theorem, all critical values of the Hamiltonian of fixed index (non diverging
with N) must be found in the band (−NE0(p),−NE∞(p)). We now explain the role of
the thresholds Ek(p). Namely, it is improbable to find critical value of index larger or
equal to k below the threshold −NEk(p), for any fixed integer k.
Theorem 2.15. For k ≥ 0 and ε > 0, let AN,k(ε) to be the event “there is a critical value
of the Hamiltonian HN,p below the level −N(Ek(p) + ε) and with index larger or equal to
k”, that is AN,k(ε) = {
∑∞
i=k CrtN,i(−Ek(p)− ε) > 0}. Then for all k ≥ 0 and ε > 0,
lim sup
N→∞
1
N
logP(AN,k(ε)) < 0. (2.26)
Theorem 2.15 describes an interesting layered structure for the lowest critical val-
ues of the Hamiltonian HN,p. It says that the lowest critical values above the ground
state energy (asymptotically −NE0(p)) are (with an overwhelming probability again)
only local minima, this being true up to the value −NE1(p), and that in a layer above,
(−NE1(p),−NE2(p)), one finds only critical values with index 0 (local minima) or saddle
point with index 1, and above this layer one finds only critical values with index 0,1 or 2,
etc. This picture was already predicted by physicists for minima [CS95], [CLR03] and for
critical points of finite indices [KL96]. In particular, this says that the energy barrier to
cross when starting from the ground state in order to reach another local minima diverges
with N , since it is bounded below by the energy difference between an index-one saddle
point and the ground state, i.e. by N(E0(p)− E1(p)).
Remark 2.16. Even though it does not follow immediately from Theorem 2.15 and from
our results on complexity, it is tempting to conjecture that the minimum possible energy
of a critical point of index k, normalized by N , should converge to −Ek(p) (For k = 0 this
is the statement of Theorem 2.12), while likewise the maximum energy of a critical point of
index k, once normalized by N , should converge to −E∞. It is also tempting to conjecture
that the main contribution to the number of critical points of a finite index k is given by
those whose energy is asymptotically −NE∞. That is, the number of critical points of
any finite index with energy strictly below −NE∞ should be negligible with respect to
those with energy near −NE∞ (with probability going to one, as N tends to infinity).
However, near any energy value in E ∈ (−Ek(p),−E∞) there are still an exponentially
many critical values of index k. We cannot reach those statements at this point because
our complexity results concern only the first moment of CrtN,k(u). We would need to
control the concentration of these random variables.
In Section 7, we show that the precision of Theorem 2.8 can be improved and we derive,
using asymptotic properties of orthogonal polynomials, the following sharp asymptotics
of E(CrtN (u)).
Theorem 2.17. For p ≥ 3, the following holds as N →∞:
(a) For u < −E∞
ECrtN (u) =
h(v)
(2ppi)1/2
e
I1(v,
1√
2
)(v)− v
2
I1(v,
1√
2
)′(v)
−φ′(v) + I1(v, 1√2)′(v)
N−1/2eNΘp(u)(1 + o(1)), (2.27)
where v = −u
√
p
2(p−1) and the functions h, φ and I1(v,
1√
2
) are given in (7.1),
(7.10).
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(b) For u = −E∞
ECrtN (−E∞) = 2 Ai(0)
√
2p
3(p− 2) N
−1/3eNΘp(−E∞)(1 + o(1)). (2.28)
(c) For u ∈ (−E∞, 0)
ECrtN (u) =
2
√
2p(E2∞ − u2)
(2− p)piu e
NΘp(u)(1 + o(1)). (2.29)
(d) For u > 0
ECrtN (u) = 2ECrtN (0)(1 + o(1)) =
4
√
2√
pi(p− 2)N
1/2eNΘp(0)(1 + o(1)). (2.30)
Since Θk(u) < Θ0(u) for all k > 0 and u < −E∞, we obtain as an easy consequence of
Theorem 2.5 the following sharp asymptotics for the mean number of minima.
Corollary 2.18. For u < −E∞,
ECrtN,0(u) =
h(v)
(2ppi)1/2
e
I1(v,
1√
2
)(v)− v
2
I1(v,
1√
2
)′(v)
φ′(v) + I1(v, 1√2)
′(v)
N−1/2eNΘp(u)(1 + o(1)), (2.31)
where v = −u
√
p
2(p−1) and the functions h, φ and I1(v,
1√
2
) are given in (7.1), (7.10).
3. Proof of the central identity
In this section we prove Theorems 2.1 and 2.2. For the proofs, we find it more convenient
to work with processes of variance one on the unit sphere SN−1 ⊂ RN rather than to work
with HN,p. Hence, for σ ∈ SN−1 we define,
fN,p(σ) =
1√
N
HN,p(
√
Nσ). (3.1)
We will regularly omit the subscripts N and p to save on notations, f = fN,p. The
function f is again centered Gaussian process whose covariance satisfies
E(f(σ)f(σ′)) =
( N∑
i=1
σiσ
′
i
)p
= R(σ,σ′)p, σ,σ′ ∈ SN−1. (3.2)
To estimate the mean number of critical points in a certain level we will use the Kac-
Rice formula as it appears in the recent book of Adler and Taylor [AT07] which we now
formulate as a lemma. We use 〈x, y〉 to denote the usual Euclidean scalar product, as
well as the scalar product on any tangent space TσS
N−1. Let ∇2f be the covariant
Hessian of f on SN−1 defined, e.g., by ∇2f(X,Y ) = XY f − ∇XY f . Here ∇XY is the
usual Riemann connection and X,Y ∈ TSN−1 are tangent vectors. On SN−1 we fix an
arbitrary orthonormal frame field (Ei)1≤i<N , that is a set of N − 1 vector fields Ei on
SN−1 such that {Ei(σ)} is an orthonormal basis of TσSN−1. We write φσ for the density
of the gradient vector (Eif(σ))1≤i<N and det∇2f(σ) for the determinant of the matrix
(∇2f(Ei, Ej)(σ))1≤i,j<N .
Lemma 3.1. Let f be a centered Gaussian field on SN−1 and let A = (Uα,Ψα)α∈I be a
finite atlas on SN−1. Set fα = f ◦Ψ−1α : Ψα(Uα) ⊂ RN−1 → R and define fαi = ∂fα/∂xi,
fαij = ∂
2fα/∂xi∂xj. Assume that for all α ∈ I and all x, y ∈ Ψα(Uα) the joint distribution
of (fαi (x), f
α
ij(x))1≤i≤j<N is non-degenerate, and
max
i,j
∣∣Var(fαij(x)) + Var(fαij(y))− 2 Cov(fαij(x), fαij(y))∣∣ ≤ Kα| ln |x− y||−1−β (3.3)
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for some β > 0 and Kα > 0. For a Borel set B ⊂ R, let
CrtfN,k(B) =
∑
σ:∇f(σ)=0
1{i(∇2f(σ)) = k, f(σ) ∈ B}. (3.4)
Then, using dσ to denote the usual surface measure on SN−1,
ECrtfN,k(B) =
∫
SN−1
E
[|det∇2f(σ)|1{f(σ) ∈ B, i(∇2f(σ)) = k} ∣∣∇f(σ) = 0]φσ(0)dσ.
(3.5)
Proof. Assumptions of the lemma, which are taken from Corollaries 11.3.2 and 11.3.5 of
[AT07], assure that f is a.s. a Morse function and its gradient and Hessian exist in L2
sense. The lemma can be then proved using the same procedure as Theorem 12.4.1 of
[AT07]. Our formula (3.5) is analogous to the display just following formula (12.4.4) of
[AT07], modulo the term (−1)k which is missing in our settings since we are interested in
the number of critical points of f in B and not in the Euler characteristic of the excursion
set. 
An application of Lemma 3.1 is made possible due to the following lemma which de-
scribes the joint law of Gaussian vector (f(σ),∇f(σ),∇2f(σ))). A similar computation
is also present in section 8.2 of [AW09].
Lemma 3.2. (a) Let (fi(σ))1≤i<N be the gradient and (fij(σ))1≤i,j<N the Hessian matrix
at σ ∈ SN−1, that is fi = Eif(σ), fij = ∇2f(Ei, Ej)(σ). Then, for all 1 ≤ i, j, k < N ,
f(σ), fi(σ), fjk(σ) are centered Gaussian random variables whose joint distribution is
determined by
E[f(σ)2] = 1,
E[f(σ)fij(σ)] = −pδij ,
E[f(σ)fi(σ)] = E[fi(σ)fjk(σ)] = 0,
E[fi(σ)fj(σ)] = pδij ,
(3.6)
and
E[fij(σ)fkl(σ)] = p(p− 1)(δikδjl + δilδjk) + p2δijδkl. (3.7)
(b) Under the conditional distribution P[·|f(σ) = x], x ∈ R, the random variables
fij(σ), 1 ≤ i, j < N , are independent Gaussian variables satisfying
E[fij(σ)] = −xpδij ,
E
[
fij(σ)
2
]
= (1 + δij)p(p− 1).
(3.8)
Alternatively, the random matrix (fij(σ)) has the same distribution as
MN−1
√
2(N − 1)p(p− 1)− xpI, (3.9)
where MN−1 is (N −1)× (N −1) GOE matrix given by (2.6) and I is the identity matrix.
Proof. Without loss of generality we can suppose that σ is the north pole of the sphere n =
(0, . . . , 0, 1). We define the function Ψ : SN−1 → RN−1 by Ψ(x1, . . . , xN ) = (x1, . . . , xN−1).
It is a chart in some neighborhood U of n. We set
f¯ = f ◦Ψ−1, (3.10)
which is a Gaussian process on Ψ(U) with covariance
C(x, y) = Cov(f¯(x), f¯(y)) =
{N−1∑
i=1
xiyi +
√(
1−∑N−1i=1 x2i )(1−∑N−1i=1 y2i )}p. (3.11)
We choose the orthonormal frame field (Ei) such that it satisfies Ei(n) = ∂/∂xi with
respect to the chart Ψ. Then the covariant Hessian (fij(n)) agrees with the usual Hessian
of f¯ at 0, by noting that the Christoffel symbols Γikl(n) ≡ 0. Hence, to check (3.6), (3.7),
we should prove analogous identities for f¯(0), f¯i(0) =
∂
∂xi
f¯(0) and f¯ij(0) =
∂2
∂xi∂xj
f¯(0).
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The covariances of f¯ , f¯i, f¯ij , can be computed using a well-known formula (see e.g. [AT07]
formula (5.5.4)),
Cov
( ∂kf¯(x)
∂xi1 . . . ∂xik
∂`f¯(y)
∂yj1 . . . ∂yj`
)
=
∂k+`C(x, y)
∂xi1 . . . ∂xik∂yj1 . . . ∂yj`
. (3.12)
Straightforward algebra then gives (3.6), (3.7). Moreover, since the derivatives of a cen-
tered Gaussian field have centered Gaussian distribution, relations (3.6) and (3.7) deter-
mine uniquely the joint distribution of f(σ), fi(σ), and fij(σ). This completes the proof
of the claim (a).
The well-known rules how Gaussian distributions transform under conditioning (see,
e.g., [AT07], pages 10–11) then yield the claim (b) of the lemma. 
The next tool in order to prove Theorem 2.1 is the following lemma which is an inde-
pendent fact about the distribution of the eigenvalues of the GOE. It allows us to deal
with the (usually rather unpleasant) absolute value of the determinant of the Hessian that
appears in (3.5).
Lemma 3.3. Let MN−1 be a (N − 1) × (N − 1) GOE matrix and X be an independent
Gaussian random variable with mean m and variance t2. Then, for any Borel set G ⊂ R,
E
[∣∣detMN−1 −XI∣∣1{i(MN−1 −XI) = k,X ∈ G}]
=
Γ(N2 )(N − 1)−
N
2√
pit2
ENGOE
[
exp
{
N(λNk )
2
2
−
({ NN−1} 12λNk −m)2
2t2
}
1
{
λNk ∈ {N−1N }
1
2G
}]
.
(3.13)
Proof. The left-hand side of (3.13) can be written as
1√
2pit2
∫
G
e−
(x−m)2
2t2 EN−1GOE
[∣∣ det(M − xI)∣∣1{i(M − xI) = k}]dx. (3.14)
Observe that the event {i(M − xI) = k} is equal to the event {ANk (x)}, where ANk (x) is
given by {
λN−1 : λN−10 ≤ · · · ≤ λN−1k−1 < x ≤ λN−1k ≤ . . . ≤ λN−1N−2
}
. (3.15)
Recall the explicit formula for the distribution QN of the eigenvalues λ
N
i of the GOE
matrix MN , (see, e.g., [Meh91], p. 519),
QN (dλ
N ) =
1
ZN
N−1∏
i=0
e−
N
2
(λNi )
2
dλNi
∏
0≤i<j<N
|λNi − λNj |1{λN0 ≤ · · · ≤ λNN−1}, (3.16)
where the normalization ZN can be computed from Selberg’s integral (cf. [Meh91], p. 529)
ZN =
1
N !
(2
√
2)NN−N(N+1)/4
N∏
i=1
Γ
(
1 +
i
2
)
. (3.17)
Using this notation,
EN−1GOE
[∣∣det(M − xI)∣∣1{i(M − xI) = k}] = ∫
ANk (x)
N−2∏
i=0
|λN−1i − x|QN−1(dλN−1). (3.18)
and (3.14) becomes
1√
2pit2
∫
G
e−
(x−m)2
2t2
∫
ANk (x)
N−2∏
i=0
|λN−1i − x|QN−1(dλN−1)dx. (3.19)
Comparing the product in the integrand with the van der Monde determinant in (3.16)
suggests considering x as the k+1-th smallest eigenvalue of a N×N GOE matrix. Indeed,
if we substitute λN−1i = { NN−1}1/2λNi , for i ∈ {0, . . . , k − 1}, λN−1i = { NN−1}1/2λNi+1 for
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i ∈ {k, . . . , N − 2} and x = { NN−1}1/2λNk and perform the change of variables, then we
obtain
ZN
ZN−1
√
2pit2
( N
N − 1
) (N+2)(N+1)
4
× ENGOE
[
exp
(
N(λNk )
2
2
− ({
N
N−1}1/2λNk −m)2
2t2
)
1
{
λNk ∈
{
N−1
N
}1/2
G
}]
.
(3.20)
Plugging (3.17) into (3.20) completes the proof of the lemma. 
The three above lemmas yield the proof of Theorem 2.1 as follows.
Proof of Theorem 2.1. We first verify the conditions of Lemma 3.1. We use the same chart
and orthogonal frame as in the proof of Lemma 3.2. From (3.6), (3.7), it is not difficult
to check that the joint distribution of (fi(σ), fij(σ)) is non-degenerate for σ = n. By
the continuity of the covariances, it is then non-degenerate for all σ ∈ U , if U is small
enough. Similarly, using (3.12) we can verify that (3.3) is satisfied on U . Since SN−1 can
be covered by a finite number of copies of U obtained by rotations around the center of
sphere, the conditions of Lemma 3.1 are satisfied.
We can thus apply formula (3.5). First note that, due to the rotational symmetry again,
the integrand does not depend on σ. Hence, recalling that n denotes the north pole and
using (2.5),(3.1),
ECrtN,k(B)
= ωNE
[ ∣∣det∇2f(n)∣∣1{i(∇2fN (σ)) = k}1{f(n) ∈ √NB}∣∣∣∇f(n) = 0]φn(0), (3.21)
where ωN is the volume of the sphere S
N−1,
ωN =
2piN/2
Γ(N/2)
. (3.22)
The density of gradient ∇f(n) is same as the density of (f¯i(0))1≤i<N . Hence, using (3.6),
φn(0) = (2pip)
−(N−1)/2. (3.23)
To compute the expectation in (3.21), we condition on f(n) and use the fact that, by
(3.6), both f and its Hessian are independent of the gradient,
E
[
| det∇2fN (n)|1{i(∇2fN (σ)) = k, f(n) ∈
√
NB}∣∣∇f(n) = 0]
= E
[
E
[| det∇2fN (n)|1{i(∇2fN (σ)) = k, f(n) ∈ √NB}∣∣f(n)]]. (3.24)
By Lemma 3.2, the interior expectation satisfies
E
[| det∇2fN (n)|1{i(∇2fN (σ)) = k, f(n) ∈ √NB}∣∣f(n)]
= (2(N − 1)p(p− 1))N−12 EN−1GOE
[∣∣ det (MN−1 − p1/2(2(N − 1)(p− 1))−1/2f(n)I)∣∣
× 1
{
i(MN−1 − p1/2(2(N − 1)(p− 1))−1/2f(n)I) = k, f(n) ∈
√
NB
}]
.
(3.25)
Inserting (3.25) into (3.24), we can apply Lemma 3.3 with m = 0, t2 = p2(N−1)(p−1) , and
G =
√
Np
2(N−1)(p−1)B. Using (3.22) and (3.23), we get after a little straightforward algebra,
E[CrtN,k(B)] = 2
√
2
p
(p− 1)N2 ENGOE
[
e
−N p−2
2p
(λNk )
2
1
{
λNk ∈
√
p
2(p− 1)B
}]
. (3.26)
This completes the proof of Theorem 2.1. 
RANDOM MATRICES AND COMPLEXITY OF SPIN GLASSES 12
Proof of Theorem 2.2. Theorem 2.2 follows from Theorem 2.1 by summing over k ∈
{0, . . . , N−1}. The additionalN in the prefactor comes from the fact that ρN is normalized
one-point correlation function, cf. (2.7). 
4. Logarithmic asymptotics of the complexity
In this section we apply the LDP for the k-th largest eigenvalue of GOE, Theorem A.1,
to study the logarithmic asymptotics of the complexity of the spherical spin glass, that is
we show Theorems 2.5 and 2.8. Observe, that comparing (2.6) with (A.1), we must use
Theorem A.1 with σ = 2−1/2. Here and later we write λi for λNi .
4.1. Proof of Theorem 2.5. We analyse the exact formula given in Theorem 2.1, or
equivalently in (3.26). By Theorem A.1 and the obvious symmetry between the largest
and the smallest eigenvalues, the (k + 1)-th smallest eigenvalue λNk of M
N satisfies the
LDP with the good rate function Jk(u) = (k + 1)I1(−u; 2−1/2), where I1 is defined in
(A.2). Set t = u
√
p
2(p−1) and φ(x) = −p−22p x2. Then, by Theorem 2.1,
lim
N→∞
1
N
logECrtN,k(u) =
1
2
log(p− 1) + lim
N→∞
1
N
logENGOE
[
eNφ(λ
2
k)1λk≤t
]
. (4.1)
By Varadhan’s Lemma (see e.g. [DZ98], Theorem 4.3.1 and Exercise 4.3.11, observe that
φ is bounded from above, so that condition (4.3.2) of [DZ98] is obviously satisfied)
sup
x∈(−∞,t)
(φ(x)− Jk(x)) ≤ lim inf
N→∞
1
N
logENGOE
[
eNφ(λ
2
k)1λk<t
]
≤ lim sup
N→∞
1
N
logENGOE
[
eNφ(λ
2
k)1λk≤t
] ≤ sup
x∈(−∞,t]
(φ(x)− Jk(x)).
(4.2)
It can be seen easily that for t ≤ −√2 the both suprema in (4.2) equal φ(t) − Jk(t). On
the other hand, if t > −√2, these suprema equal φ(√2). Hence, using the definitions of
φ, t, Jk, E∞, and the scaling relation (A.5),
(4.1) =
{
1
2 log(p− 1)− p−2p , if u > −E∞,
1
2 log(p− 1)− (p−2)u
2
4(p−1) − (k + 1)I1(−u;E∞/2), if u ≤ −E∞.
(4.3)
Using Remark 2.4, this completes the proof of Theorem 2.5.
Remark 4.1. The proof of Theorem 2.5 clearly extends to a Borel set B. In fact, one just
need to apply Varadhan’s Lemma and find the supremum of φ(x)−Jk(x) on a appropriate
domain.
4.2. Proof of Theorem 2.8. Let t and φ as in the previous proof. By Theorem 2.2, we
have to study
lim
N→∞
1
N
log 2N
√
2
p
(p− 1)N2 E
∫ t
−∞
eNφ(x)LN (dx). (4.4)
where LN is the empirical spectral measure of the GOE matrix (see below (2.6)). The
constant in front the integral gives the term 12 log(p − 1) of Θp(u). We need to evaluate
the contribution of the integral. For t ≤ −√2, using 1λ0≤t ≥ 1λi≤t for all i, we write
1
N
E
[
eNφ(λ0)1λ0≤t
] ≤ E∫ t
−∞
eNφ(x)LN (dx) ≤ E
[
eNφ(t)1λ0≤t
]
. (4.5)
Taking the logarithm and dividing by N , the both sides of this inequality converge to
φ(t) − I1(−t; 2−1/2), by the same argument as in the previous proof. Using the values of
t and φ, this proves the theorem for u ≤ −E∞.
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For t ∈ (−√2, 0], we cannot use the smallest eigenvalue λ0 in the lower bound. Therefore
we write, for ε > 0,
1
N
E
[
eNφ(t−ε)1LN ((t−ε,t))>0
] ≤ E∫ t
−∞
eNφ(x)LN (dx) ≤ E
[
eNφ(t)1λ0≤t
]
. (4.6)
By the LDP for λ0, P[λ0 ≥ t]→ 1 as N →∞. Similarly, by the convergence of LN to the
semi-circle distribution, we have P[LN ((t − ε, t)) > 0] → 1 as N → ∞. Therefore, after
taking the logarithm and dividing by N , we find
φ(t− ε) ≤ lim
N→∞
1
N
logE
∫ t
−∞
eNφ(x)LN (dx) ≤ φ(t). (4.7)
Since φ is continuous, the claim of the theorem follows for t ∈ (−√2, 0], or equivalently
for u ∈ (−E∞, 0]. The proof in the case u > 0 is analogous and we left it to the reader.
5. The geometry of the bottom of the energy landscape
In this section, we use our complexity estimates to obtain information about the bottom
of the energy landscape. We first prove Theorems 2.14 and 2.15. We then prove Theorem
2.12, that is we show that the normalized energy of the ground state
GSN = N−1 inf{HN,p(σ) : σ ∈ SN−1(
√
N)} (5.1)
converges to −E0(p) in probability.
5.1. Proof of Theorem 2.14. We want to show that there are no critical points of a
finite index of the Hamiltonian above the level N(−E∞ + ε). Let k and ε be as in the
statement of the theorem. Then, by Markov’s inequality and Theorem 2.1,
P
[
CrtN,k((−E∞ + ε,∞)) > 0
] ≤ E[CrtN,k((−E∞ + ε,∞))]
≤ c(p)(p− 1)N/2E
[
exp
{
− N(p− 2)(λk)
2
2p
}
1{λk ≥ −
√
2 + ε′}
]
≤ c(p)(p− 1)N/2P
[
λk ≥ −
√
2 + ε′
]
,
(5.2)
where ε′ = ε
√
2/E∞. By the LDP for the empirical spectral measure LN (see Theorem
1.1 of [BG97]), we know that for some C(ε′) > 0
P
[
λk ≥ −
√
2 + ε
]
≤ e−CεN2 . (5.3)
Combining this estimate with (5.2) completes the proof of Theorem 2.14.
5.2. Proof of Theorem 2.15. We want to prove that there are no critical values of index
k of the Hamiltonian below −N(Ek + ε). Using Theorem 2.5, we have
E
[
CrtN,k(−Ek − ε)
] ≤ exp{NΘk,p(−Ek − ε) + o(N)}. (5.4)
The function Θk,p is strictly increasing on (−∞,−E∞). The constant Ek > E∞ is defined
by Θk,p(−Ek) = 0. Therefore, Θk,p(−Ek − ε) = c(k, p, ε) < 0. An application of Markov’s
inequality as before completes the proof of Theorem 2.15.
5.3. Proof of Theorem 2.12. Note that, by Theorem 2.15 there are no minima of the
Hamiltonian below −N(E0(p) + ε), with high probability. This implies that for all ε > 0
lim
N→∞
P[GSN ≥ −E0(p)− ε] = 1. (5.5)
To find a matching upper bound on GSN we use known results about the free energy
at positive temperature, more precisely the Parisi formula as proved by Talagrand [Tal06].
Recall that the partition function of the p-spin spin glass is given by
ZN,p(β) =
∫
SN−1(
√
N)
e−βHN,p(σ)ΛN (dσ), (5.6)
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where ΛN is the normalized surface measure on the sphere S
N−1(
√
N). By Theorem 1.1
of [Tal06],
lim
N→∞
1
N
E logZN,p(β) = Fp(β), (5.7)
where Fp(β) is given by the variational principle as in (1.11) of [Tal06]. Furthermore, it
is known that in the case of the spherical p-spin model, the Fp(β) can be computed using
the following simpler variational problem (see (1.16) in [PT07]),
Fp(β) = inf
q,m∈[0,1]
1
2
{
β2
(
1+(m−1)qp)+(1− 1
m
)
log(1−q)+ 1
m
log
(
1−q(1−m))}. (5.8)
We now analyze this variational problem. We replace q = 1 − dβ−1 and m = cβ−1 in
the last equation, and we denote the function inside the infimum by P (β, c, d),
P (β,c, d) =
1
2
{
β2
(
1 + (cβ−1 − 1)(1− dβ−1)p)
+
(
1− c−1β) log (1− (1− dβ−1))+ c−1β log [1− (1− dβ−1)(1− cβ−1)]}. (5.9)
The following lemma shows that this is the right scaling as β tends to infinity.
Lemma 5.1. There exist constants 0 < ε < M <∞, such that, for all β large enough,
Fp(β) = inf
c,d∈[0,β]
P (β, c, d) = inf
c,d∈[ε,M ]
P (β, c, d). (5.10)
Proof. It follows directly from Lemma 3 in [PT07]. 
As β → ∞, the function β−1P (β, c, d) converges uniformly on the compact set c, d ∈
[ε,M ]. Therefore the last lemma implies that
lim
β→∞
β−1Fp(β) = inf
c,d∈[ε,M ]
1
2
{
c+ pd+
1
c
(
log(c+ d)− log d)} =: inf
c,d∈[ε,M ]
P (c, d). (5.11)
Lemma 5.2. We have that
γ ≡ inf
c,d∈[ε,M ]
P (c, d) = E0(p). (5.12)
Proof. The constant E0(p) is the unique solution of the equation Θ0,p(−x) = 0 (see (2.16),
(2.22)). Therefore, to prove the lemma it suffices to show
Θ0,p(−γ) = 0. (5.13)
A critical point of P (c, d) satisfies
p−1 = d(c+ d) (5.14)
c2(c+ d) + c = (c+ d)(log(c+ d)− log(d)). (5.15)
Writing y = c+ d, it follows from (5.14) that d = (py)−1, c = y − d = (py2 − 1)/py. From
(5.14) and d ≥ ε, we further obtain d = 12(−c+
√
c2 + 4p−1). Therefore c, d ≥ ε implies
y = c+ d > p−1/2. (5.16)
Inserting these computations into (5.15), we obtain that y is a solution of(py2 − 1
py
)2
y +
py2 − 1
py
= y log(py2), y > p−1/2. (5.17)
Setting a = py2, this is equivalent to
gp(a) := (a− 1)2 + p(a− 1)− pa log a = 0, a > 1. (5.18)
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The function g satisfies gp(1) = g
′
p(1) = 0, g
′′
p(1) < 0 and g
′′ is increasing on [1,∞).
Therefore, gp has a unique minimum a0 on [1,∞) and is strictly increasing on [a0,∞).
Moreover, since gp(p− 1) < 0, the equation (5.17) has a unique solution satisfying
a = py2 > p− 1 and thus y ≥
√
(p− 1)/p. (5.19)
Using the definition of γ and (5.17)
γ =
1
2
(py2 − 1
py
+
1
y
+
py
py2 − 1 log(py
2)
)
= y +
p− 1
yp
. (5.20)
To compute Θ0,p(−γ) observe that, by (5.20), γ2−E2∞ =
(
y− p−1py
)2
. Hence, (5.19) implies
γ +
√
γ2 − E2∞ = 2y. (5.21)
Inserting these results into definition (2.16) of Θ0,p and using equation (5.17) yields after
a little algebra that Θ0,p(−γ) = 0. This completes the proof of Lemma 5.2 
We can now prove the upper bound on GSN . Note that
1
βN
E logZN =
1
βN
E log
∫
SN (
√
N)
e−βHN,p(σ)ΛN (dσ) ≤ −EGSN . (5.22)
Taking the limits N →∞ and then β →∞, using (5.11) and Lemma 5.2, we obtain
EGSN ≤ −E0(p) + ε for N large enough. (5.23)
By Borell-TIS inequality (see Theorem 2.7 in [AW09]),
P
[∣∣GSN + EGSN ∣∣ > ε] ≤ e−Nε2 . (5.24)
Combining (5.23) and (5.24), we get that for all ε > 0, for N large enough,
P
[
GSN ≤ −E0(p) + 2ε
] ≥ 1− ε. (5.25)
This combined with the lower bound (5.5) completes the proof of Theorem 2.12.
6. The Thouless-Anderson-Palmer complexity
In this section, we study the mean number of solutions of the Thouless-Anderson-
Palmer (TAP) equation (6.4), called the TAP complexity. Using the previous results
of this paper, we give, in Theorem 6.1, a formula for the TAP complexity at any finite
temperature. In physics literature [CS95], the TAP complexity was predicted and used to
derive a formula for the complexity of the spherical p-spin model. In Lemma 6.3, we show
that the formula of [CS95] agrees with our Theorem 2.5. For further physics interpretation
of the TAP solutions, such as connections to metastable states, the reader is invited to
check [KPV93, CS95] and the references therein.
Let B(0,
√
N) ⊂ RN be the open ball of radius √N centered at 0. We define the
TAP functional as Kurchan, Parisi and Virasoro in [KPV93]. For m = (m1, . . . ,mN ) in
B(0,
√
N) and q = 1N
∑
im
2
i ∈ [0, 1), let
FTAP(m) =
1
21/2N (p+1)/2
N∑
i1,...,ip=1
Ji1,...ipmi1 · · ·mip +Bp,β(q), (6.1)
where, as usual, Ji1,...ip are independent standard normal random variables and
B(q) = Bp,β(q) = − 1
2β
log(1− q)− β
4
(
1 + (p− 1)qp − pqp−1). (6.2)
Notice that the TAP functional FTAP can be written in spherical coordinates: Defining
σ = q−1/2m ∈ SN−1(√N) and hN,p(σ) = N−1HN,p(σ),
FTAP(m) = fTAP(q,σ) = 2
−1/2qp/2hN,p(σ) +Bp,β(q). (6.3)
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The TAP equations are equations for critical points of the TAP functional,
∂
∂mi
FTAP(m) = 0. (6.4)
Since q = 0 is not a critical point of FTAP, the equations (6.4) are equivalent with
∂
∂σi
fTAP(q,σ) = 0 ⇐⇒ ∂
∂σi
HN,p(σ) = 0, (6.5)
∂
∂q
fTAP(q,σ) = 2
−3/2pqp/2−1hN,p(σ) +B′(q) = 0. (6.6)
Therefore, a solution of the TAP equation (6.4) must be a critical point of the Hamiltonian
HN,p such that q satisfies (6.6). A critical point (q,σ) of the TAP functional of index k is
thus either a critical point of HN,p of index k satisfying (6.6) and
∂2
∂q2
fTAP(q,σ) > 0, or a
critical point of HN,p of index k − 1 satisfying (6.6) and ∂2∂q2 fTAP(q,σ) < 0.
Let Nk(u, β) represent the number of critical points of index k of the TAP functional
with normalized energy hN,p smaller than u at temperature β
−1,
Nk(u, β) =
∑
(q,σ):∇fTAP(q,σ)=0
1
{
hN,p(σ) ∈ (−∞, u], i(∇2fTAP(q,σ)) = 0
}
. (6.7)
For each u ∈ (−∞,−E∞], p ≥ 3, and β > 0, we further define
β(u) =
p
23/2(p− 1)
( p
p− 2
) p−2
2 (− u−√u2 − E2∞) (6.8)
u?(β) = sup
{
v ∈ (−∞,−E∞] : β(v) < β
}
. (6.9)
Observe that β(·) is an increasing function with limu→−∞ β(u) = 0.
Theorem 6.1. For all β > 0 and p ≥ 3,
(a) If u ≤ −E∞, k = 0
lim
N→∞
1
N
logEN0(u, β) = Θ0,p(u?(β) ∧ u). (6.10)
(b) If u ≤ −E∞, k > 0,
lim
N→∞
1
N
logENk(u, β) = Θk−1,p(u?(β) ∧ u). (6.11)
(c) If β < β(−E(k−1)∨0(p)) or if u < −E(k−1)∨0(p), then Nk(u, β) tends to zero in
probability as N →∞.
Proof. We start by proving parts (a) and (b). Computing B′(q) and multiplying the both
sides of (6.6) by 23/2β(1− q)/p, (6.6) is equivalent to
2−1/2(p− 1)β2((1− q)qp/2−1)2 + hN,p(σ)β(1− q)qp/2−1 + 21/2
p
= 0. (6.12)
Setting
z = z(q) = (1− q)qp/2−1 (6.13)
we obtain
βz =
1
21/2(p− 1)
(
− hN,p(σ)±
√
h2N,p(σ)− E2∞
)
. (6.14)
Thus, a solution (σ, q) to the TAP equation (6.4) is a critical point σ of the Hamiltonian
that satisfies (6.13) and (6.14).
The next lemma counts the number of solutions of equation (6.13).
Lemma 6.2. The function f(q) = (1− q)qp/2−1 − λ, has exactly two, one or no zeros in
q ∈ [0, 1) if 0 < λ < 2p(p−2p )
p−2
2 , λ = 2p(
p−2
p )
p−2
2 and λ > 2p(
p−2
p )
p−2
2 , respectively.
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Proof. If λ = 0, then clearly 0 and 1 are the only zeros. Since f ′(q) = qp/2−2(p−pq−2))/2,
there is a unique critical point of f in (0, 1), a maxima at q = p−2p . Now, varying λ gives
us the result of the lemma. 
Applying the lemma to equations (6.13), (6.14), we see that in order to (σ, q) be a
critical point, hN,p(σ) must satisfy (ignoring the equalities which have zero probability)
0 <
1
21/2β(p− 1)
(
− hN,p(σ)±
√
h2N,p(σ)− E2∞
)
<
2
p
(p− 2
p
) p−2
2
, (6.15)
which is equivalent to (cf. (6.8), (6.9))
hN,p(σ) < u
?(β). (6.16)
Furthermore, if (6.16) is satisfied, the equations (6.13), (6.14) have two solutions q1, q2
such that 0 < q1 < (p− 2)/p < q2 < 1.
At a critical point, using (6.12) to compute hN,p, and (6.13) to simplify the terms
containing qp,
∂2
∂q2
fTAP(q,σ)
=
p
2
(p
2
− 1
)
q
p
2
−2hN,p(σ) +
1
2β(1− q)2 −
βqp−3p(p− 1)
4
((p− 1)q − p+ 2)
=
p(p− 1)
8qβ(1− q)2
(
q − p− 2
p
)(
β2z2 − 2
p(p− 1)
)
.
(6.17)
Since, z(q1) = z(q2), the above expression is positive for one of q1, q2 and negative for the
remaining one. Hence, every critical point σ of index k of the Hamiltonian with hN,p(σ)
as in (6.16) contributes one critical point of fTAP with index k and one of index k + 1.
Therefore, for every k ≥ 0, β > 0 and u < −E∞, P-a.s.,
Nk(u, β)
CrtN,k−1(u ∧ u?(β)) + Crtk(u ∧ u?(β)) ∈ [1, 2], (6.18)
where we defined CrtN,−1(−∞, c) = 0. Claims (a) and (b) then follows directly from
Theorem 2.5, using the observation Θk,p(u) ≥ Θk+1,p(u) for all k ≥ 0 and u ≤ −E∞.
Claim (c) of the theorem then follows from (a), (b) using the Markov inequality. 
6.1. Complexity of the minima: derivation of formula (11) of [CS95]. In this short
section, we verify that the results obtained in Theorem 2.5 for minima, resp. maxima, agree
with the formula proposed by A. Crisanti and H.-J. Sommers in [CS95].
Lemma 6.3. Let z = 1p−1(−u−
√
u2 − 2(p−1)p ) and u ≤ −
√
2(p−1)
p , then
Θ0,p(
√
2u) =
1
2
(2− p
p
− log(pz
2
2
) +
p− 1
2
z2 − 2
p2z2
)
. (6.19)
Proof. First, note that for u = −
√
2(p−1)
p , we have that, by (2.16),
Θ0,p(
√
2u) =
1
2
log(p− 1)− p− 2
p
, (6.20)
which agrees with the left-hand side of (6.19), taking z = −
√
2
p(p−1) .
Second, the derivative with respect to u of the left-hand side of (6.19) is given by
Θ′0,p(
√
2u) = (p− 1)−1{(2− p)u+√p(pu2 − 2p+ 2)}. (6.21)
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On the other hand, the derivative of the right-hand side of (6.19) equals
1
2
(
(4(p− 1)2(−1− u/
√
u2 − (2(p− 1))/p))/(p2(−u−
√
u2 − (2(p− 1))/p)3)
− (2(−1− u/
√
u2 − (2(p− 1))/p))/(−u−
√
u2 − (2(p− 1))/p)
+ ((−1− u/
√
u2 − (2(p− 1))/p)(−u−
√
u2 − (2(p− 1))/p))/(p− 1)
)
.
(6.22)
After a lengthy, but straightforward, simplification, the last expression coincides with
Θ′0,p(
√
2u). This completes the proof. 
7. Sharper estimates of the mean number of critical points
In this section we prove the sharp asymptotic results on the complexity of spherical p-
spin spin glass, that is Theorem 2.17. To this end we analyse the exact formula (2.9) proved
in Theorem 2.2. For u > −E∞, a simple application of Laplace’s method is sufficient.
For u ≤ −E∞, more care is needed. We write the one-point correlation function ρN (x)
appearing in (2.9) as a function of the Hermite polynomials and to use the asymptotics of
these polynomials given by the Plancherel-Rotach formula.
7.1. Sharp asymptotics in the bulk. We start with the case u > −E∞ that is parts
(c), (d) of Theorem 2.17. Setting
CN,p = 2N
√
2
p
(p− 1)N/2, v = −u
√
p
2(p− 1) , φ(x) = −
(p− 2)x2
2p
, (7.1)
we rewrite the expectation of the global complexity (2.9) as
ECrtN (u) = CN,p
∫ −v
−∞
eNφ(x)ρN (x) dx = CN,p
∫ ∞
v
eNφ(x)ρN (x) dx. (7.2)
For the last equality we used the fact that φ and ρN are even functions. The case u > −E∞
corresponds to v <
√
2. Since ρN converges uniformly to the density of the semi-circle
law ρ(x) = pi−1
√
2− x21|x|<√2, by Laplace’s method, the principal contribution to the
integral (7.2) comes from the boundary point x = v. Since F ′(v) = 0 iff v = 0, we have
ECrtN (0) =
1
2
CN,pe
Nφ(0)ρ(0)
√
2pi
NF ′′p (0)
(1 + o(1)),
ECrtN (u) = CN,peNφ(v)ρ(v)
(
NF ′p(v)
)−1
(1 + o(1)), for u ∈ (−E∞, 0).
(7.3)
For u > 0, ECrtN (u) = 2ECrtN (0)(1 + o(1)), obviously. Inserting back the definitions
(7.1) completes the proof of Theorem 2.17(c,d).
7.2. Sharp asymptotics at and beyond the edge. We first rewrite the one-point
correlation function ρN using the Hermite functions φj , j ∈ N, given by
φj(x) = (2
jj!
√
pi)−1/2Hj(x)e−
x2
2 , (7.4)
where Hj , j ∈ N are Hermite polynomials, H0(x) = 1 and Hj(x) = ex2(− ddx)je−x
2
. The
Hermite functions are orthonormal functions in R with respect to Lebesgue measure. From
[Meh91], pp. 128 and 135, it follows that
ρN (x) = N
−1/2(SN (x) + αN (x)), (7.5)
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where
SN (x) =
N−1∑
i=0
φ2i (
√
Nx) +
(N
2
)1/2
φN−1(
√
Nx)
∫ ∞
−∞
ε(
√
Nx− t)φN (t) dt, (7.6)
ε(x) = sign(x)/2, (7.7)
αN (x) =
{
φ2m(
√
Nx)
{ ∫∞
−∞ φ2m(t)dt
}−1
, if N = 2m+ 1,
0, if N is even.
(7.8)
The factor N−1/2 in (7.5) comes from a change of variables and the fact that the one-point
correlation function R1 in [Meh91] is not normalized to be a probability density.
Using the Chistoffel-Darboux formula ([Meh91], p. 420), the first term of (7.6) satisfies
N−1∑
i=0
φ2i (
√
Nx) = Nφ2N (
√
Nx)−
√
N(N + 1)φN−1(
√
Nx)φN+1(
√
Nx), (7.9)
so that ρN (x) depends on φN−1, φN and φN+1 only. We now state the Plancherel-Rotach
asymptotics of the Hermite functions in domains of our interest as a lemma since it will
be our main tool from now on. We use ψ, Ψ and h to denote the functions
ψ(x) = |x2 − 2|1/2, I1(v, 1√
2
)(x) =
∫ x
√
2
ψ(y)dy,
h(x) =
∣∣∣∣x−√2x+√2
∣∣∣∣1/4 + ∣∣∣∣x+√2x−√2
∣∣∣∣1/4.
(7.10)
Lemma 7.1. There exists a δ0 > 0, such that for all 0 < δ < δ0 the following holds
uniformly for x in the given domains.
(a) For
√
2− δ < x < √2 + δ,
φN (
√
Nx) =
1
(2N)1/4
{∣∣∣∣x+√2x−√2
∣∣∣∣1/4|fN (x)|1/4 Ai(fN (x))(1 +O(N−1))
−
∣∣∣∣x−√2x+√2
∣∣∣∣1/4 1|fN (x)|1/4 Ai′(fN (x))(1 +O(N−1))
}
,
(7.11)
where fN (x) = N
2/3
{
3
2I1(v,
1√
2
)(x)
}2/3
, and Ai(x) is the Airy function of first
kind, Ai(x) = 2pi
∫∞
−∞ cos
(
t3
3 + tx
)
dt.
(b) For x >
√
2 + δ,
φN (
√
Nx) =
e
−NI1(v, 1√
2
)(x)
h(x)√
4pi
√
2N
(1 +O(N−1)). (7.12)
Proof. The lemma follows from [DKM+99, DG07]. Formulas closest to our formulation
can be found in [DG07], pp. 20–22. Under their notation, our case has cN =
√
2N ,
hN (x) = 4 and m = 1. For definitions of f see (2.15), (2.16) of [DKM
+99]. For the
original Plancherel-Rotach asymptotics for the Hermite polynomials, the reader can also
check [PR29] or [Sze81]. 
For the rest of this section, we suppose that δ is small enough so that Lemma 7.1
holds. We write aN ∼ bN , if aN = bN (1 + o(1)) as N → ∞. For sequences aN (δ), bN (δ)
which depend on δ, we write aN
δ∼ bN if limδ→0 limN→∞ aN (δ)/bN (δ) = 1. Finally, if
aN ≤ C(δ)bN for some C(δ) <∞, we write aN = Oδ(bN ).
We first analyse the integrals appearing in (7.6) and (7.8). We define
JN (x) :=
∫ ∞
−∞
ε(
√
Nx− t)φN (t) dt = N1/2
∫ ∞
−∞
ε(x− s)φN (s
√
N) ds. (7.13)
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Lemma 7.2. (a) As N →∞∫ ∞
−∞
φN (x) dx = 2
∫ ∞
0
φN (x) dx ∼ 2(2N)−1/4. (7.14)
(b) If x >
√
2 and N →∞ over odd integers, then JN (x) = O(N ce−NI1(v,
1√
2
)(x)
).
(c) If x >
√
2 and N →∞ over even integers, then JN (x) ∼ (2N)−1/4.
(d) Let aN ≥ 0 be such that limN→∞ aNN2/3 = 0. Then
JN (
√
2 + aN ) ∼
{
2
3(2N)
−1/4, as N →∞ over even integers,
−13(2N)−1/4, as N →∞ over odd integers.
(7.15)
Proof. Claim (a) can be derived directly from Proposition 4.3 of [DG07].
The Hermite functions are even (odd) for N even (odd). Therefore,
JN (x) =
{
N1/2 signx
∫ |x|
0 φN (s
√
N) ds, N even,
−N1/2 signx ∫∞|x| φN (s√N) ds, N odd. (7.16)
From Lemma 7.1(b) it follows that for x >
√
2 and some c, C <∞∫ ∞
x
φN (s
√
N) ds ≤ CN c
∫ ∞
x
e
−NI1(v, 1√
2
)(s)
ds = O(N ce
−NI1(v, 1√
2
)(x)
). (7.17)
To prove the last equality we used the fact that I1(v,
1√
2
) is strictly increasing on (
√
2,∞)
and Laplace’s method. Claims (b), (c) are then direct consequences of (7.17) and claim (a).
In view of claim (a), (7.16) and (7.17), to prove (d) it suffices to show∫ √2+δ
√
2+aN
φN (s
√
N)ds
δ∼ 1
3
2−1/4N−3/4. (7.18)
To this end we use Lemma 7.1(a). We first linearise the function fN appearing there. It can
be proved easily from its definition that for all N ≥ 1, uniformly over x ∈ (√2− δ,√2 + δ)
fN (x)
δ∼ 21/2N2/3(x−
√
2),
f ′N (x)
δ∼ 21/2N2/3.
(7.19)
Hence, after substitution fN (x) = z we obtain using Lemma 7.1(a),∫ √2+δ
√
2+aN
φN (s
√
N) ds
δ∼ 1
(2N)1/4
∫ fN (√2+δ)
fN (
√
2+aN )
{
|23/2|1/4(N2/321/2)1/4 Ai(z)
− |23/2|−1/4(N2/321/2)−1/4 Ai′(z)
}
2−1/2N−2/3 dz.
(7.20)
The limits of the integral converge to 0 and∞ respectively. Using the well-known identity∫∞
0 Ai(z) dz =
1
3 , the claim (7.18) follows. This completes the proof of the lemma. 
We can now compute ECrtN (u) for u ≤ −E∞. By (7.2), (7.5), (7.9),
ECrtN (u) = CN,pN−1/2
4∑
i=1
∫ ∞
v
eNφ(x)Ti(x) dx =: CN,pN
−1/2
4∑
i=1
Ii(v), (7.21)
where
T1(x) = αN (x), (7.22)
T2(x) = Nφ
2
N (
√
Nx), (7.23)
T3(x) = −
√
N(N + 1)φN−1(
√
Nx)φN+1(
√
Nx), (7.24)
T4(x) =
(N
2
)1/2
φN−1(
√
Nx)JN (x). (7.25)
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Proof of Theorem 2.17(a). We first estimate the four integrals I1(v), . . . , I4(v) for v >
√
2.
Lemma 7.3. For N even I1(v) = 0. When N →∞ over odd integers, then
I1(v) ∼ h(v)
4pi1/2N
e
I1(v,
1√
2
)(v)− v
2
ψ(v)
−φ′(v) + I1(v, 1√2)′(v)
e
−N(F (v)+I1(v, 1√
2
)(v))
. (7.26)
Proof. The first claim follows directly from the definition (7.8) of αN . To prove the second
claim we fix δ < v −√2 and use Lemmas 7.1(b), 7.2(a). Then,
I1(v) ∼ (2N)
1/4
2
∫ ∞
v
h(x+)e
Nφ(x)−(N−1)I1(v, 1√
2
)(x+)
(4pi)1/2(2(N − 1))1/4 dx, (7.27)
where x+ = x
√
N/(N − 1) ∼ x(1 + 1/(2N)). Expanding I1(v, 1√2)(x+) ∼ I1(v,
1√
2
)(x) +
xI1(v,
1√
2
)′(x)/(2N), we obtain the lemma by Laplace’s method. 
The integrals I2(v), I3(v) are negligible for v >
√
2:
Lemma 7.4. There exists a c < ∞ such that Ii(v) = O(N ce−N(−φ(v)+2I1(v,
1√
2
)(v))
) for
i = 2, 3.
Proof. Observe that T2, T3 contain a product of two Hermite functions. By Lemma 7.1(b),
these behave like O(N ce
−NI1(v, 1√
2
)(x)
) for x >
√
2, which implies the claim. 
Lemma 7.5. (a) If N →∞ over odd integers, then
I4(v) = O(N
ce
−N(−φ(v)+2I1(v, 1√
2
)(v))
)
for some c <∞.
(b) If N →∞ over even integers, then I4(v) behaves like the right-hand side of (7.26).
Proof. Claim (a) follows from Lemma 7.2(b) and the same reasoning as in the previous
proof. For claim (b), we find using Lemma 7.2(c) and Lemma 7.1(b) that I4 is asymptot-
ically equivalent to the right-hand side of (7.27) and the claim follows. 
Theorem 2.17(a) follows directly from the previous three lemmas and definitions (7.1),
(7.10). Observe that the dominant contribution comes from I1 for N odd and from I4 for
N even. 
Proof of Theorem 2.17(b). We need now compute I1(v), . . . , I4(v) for v =
√
2. We split
all these integrals into two parts: over (
√
2,
√
2 + δ) and over (
√
2 + δ,∞). For the second
interval we can use Lemmas 7.3–7.5. We need thus analyse the integrals over the first
interval, Iδi =
∫ √2+δ√
2
Ti(x) dx, i = 1, . . . , 4.
Lemma 7.6. For N even I1(
√
2) = 0. When N →∞ over odd integers, then
I1(
√
2)
δ∼ Iδ1 δ∼
Ai(0)
21/2N5/6F ′p(
√
2)
eNφ(
√
2). (7.28)
Proof. Due to Lemma 7.3 it suffices to prove the second ’
δ∼’ relation only. By Lemma 7.1(a)
and Lemma 7.2(a), setting x+ = x
√
(N − 1)/N ,
Iδ1
δ∼ 1
2
∫ √2+δ
√
2
eNφ(x)
{∣∣∣∣x+ +√2x+ −√2
∣∣∣∣1/4|fN (x+)|1/4 Ai(fN (x+))
+
∣∣∣∣x+ −√2x+ +√2
∣∣∣∣1/4|fN (x+)|−1/4 Ai′(fN (x+))}dx.
(7.29)
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If it were not for the fN (x+) in the argument of the Airy function, this integral could
be analysed trivially by Laplace’s method, the main contribution coming from neighbour-
hoods of size O(N−1) of
√
2. However, due to (7.19), fN (x+) converges to 0 uniformly
over such neighbourhoods. Hence, by a simple extension of Laplace’s method, using (7.19)
several times,
Iδ1
δ∼ Ai(0)
21/2N5/6F ′p(
√
2)
eNφ(
√
2). (7.30)
This completes the proof. 
Lemma 7.7. As N →∞,
I2(
√
2) = O(N−1/6eNφ(
√
2)) and I3(
√
2) = −I2(
√
2)(1 +O(N−1)). (7.31)
Proof. As before, I2(
√
2)
δ∼ Iδ2 . To estimate Iδ2 we use Lemma 7.1(a) again. The same
computation as in the proof of the previous lemma gives
Iδ2
δ∼ Ai
2(0)
√
2
N1/6F ′p(
√
2)
eNφ(
√
2). (7.32)
To prove the second claim, it suffices to observe that on (
√
2,
√
2 + δ), by Lemma 7.1(a),
φ2N (x
√
N)
φN−1(x
√
N)φN+1(x
√
N)
= 1 +O(N−1). (7.33)

Lemma 7.8. (a) When N →∞ over even integers, then
I4(
√
2)
δ∼ Iδ4 δ∼
2
3
GN (p) (7.34)
where GN (p) denotes the right-hand side of (7.28).
(b) When N →∞ over odd integers, then
I4(
√
2)
δ∼ Iδ4 δ∼ −
1
3
GN (p). (7.35)
Proof. The lemma follows by the same computations in Lemma 7.6. Again, the dominant
contribution comes from neighbourhoods of size O(N−1) of
√
2. On such neighbour-
hoods, using Lemma 7.2(d), the integral JN (x) appearing in T4(x) can be approximated
by cN−1/4, where c depends on N being even or odd. 
Theorem 2.17(b) follows now directly from the previous three lemmas and definitions
(7.1), (7.10). Observe that the dominant contribution comes from I1 and I4, since I2 and
I3 mutually cancel. Moreover, the combined contributions of I1 and I4 do not depend on
N being odd or even. 
Proof of Corollary 2.18. By Theorem 2.5, for all ε > 0,
ECrtN (u) ≥ ECrtN,0(u) ≥ ECrtN (u)−NECrtN,1(u)
≥ ECrtN (u)−NeN(Θ1,p(u)+ε).
(7.36)
The corollary then follows from the fact that for u < −E∞, Θ0,p(u) > Θ1,p(u). 
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Appendix A. Large deviations for the largest eigenvalues of the GOE
In this appendix we extend Theorem 6.2 of [BDG01], proving a LDP for the k-th largest
eigenvalue of the Gaussian Orthogonal Ensemble. This results might be of independent
interest. Its proof follows the lines of [BDG01].
Let X = XN be a N × N real symmetric random matrix whose entries Xij are inde-
pendent (up to the symmetry) centered Gaussian random variables with the variance
EX2ij = σ2N−1(1 + δij), (A.1)
and let λ1 ≤ · · · ≤ λN be the ordered eigenvalues of X. Note, that in this appendix we
use the notation that is more usual in the random matrix theory, that is the eigenvalues
are numbered from 1 to N , not from 0 to N − 1 as in the rest of the paper. We show the
following LDP.
Theorem A.1. For each fixed k ≥ 1, the k-th largest eigenvalue λN−k+1 of X satisfies a
LDP with speed N and a good rate function
Ik(x;σ) = kI1(x;σ) =
{
k
∫ x
2σ σ
−1√( z2σ )2 − 1 dz, if x ≥ 2σ,
∞, otherwise. (A.2)
Proof. We first recall some know fact about the distribution of λi’s and introduce some
notation. The joint law of λi, 1 ≤ i ≤ N , is given by
QN (dλ1, . . . ,dλN ) = ZN (σ)
−1 ∏
1≤i<j≤N
|λi − λj |
N∏
i=1
exp
(
− N
4σ2
λ2i
)
dλi1λ1≤···≤λN . (A.3)
The distribution of unordered eigenvalues Q¯N is given by the same formula without the
final indicator function and with ZN (σ) replaced by Z¯N (σ) = N !ZN (σ). By Wigner’s
theorem, the spectral measure LN = N
−1∑N
i=1 δλi of XN converges weakly in probability
to the semi-circle distribution
ρ(dx) = (2piσ2)−1
√
(2σ)2 − x2 1|x|≤2σ dx. (A.4)
For A ⊂ R we denote by P(A) the space of all Borel probability measures on A endowed
with the weak topology and a compatible metric d. By Theorem 1.1 of [BG97], the spectral
measure LN satisfies a LDP on P(R) with the speed N2 and a good rate function whose
unique minimiser is the semi-circle distribution (A.4).
We now start proving Theorem A.1. Ik(x;σ) is obviously good rate function. Since
Ik(x, σ) is scale invariant, that is
Ik(x;σ) = Ik(x/σ; 1), (A.5)
we can assume that σ = 1 as in [BDG01], and omit σ from the notation. Note that this
value differs from the value σ = 2−1/2 used in the rest of the present paper (cf.(2.6)). In
particular, for σ = 1 (cf. (3.17))
Z¯N = Z¯N (1) = (2
√
2)N
(N
2
)−N(N+1)/4 N∏
i=1
Γ
(
1 +
i
2
)
. (A.6)
To show Theorem A.1 it is sufficient to prove
lim sup
N→∞
1
N
logQN
(
λN−k+1 ≤ x
)
= −∞ for all x < 2, (A.7)
and, since Ik(x; 1) is continuous and strictly increasing on [2,∞),
lim sup
N→∞
1
N
logQN
(
λN−k+1 ≥ x
)
= −Ik(x; 1) for all x ≥ 2. (A.8)
We first prove (A.7). Suppose that λN−k+1 ≤ x for some x < 2. Then LN ((x, 2]) ≤
(k − 1)N−1. Since ρ((x, 2]) > 0, for N large enough there exists a closed set A ⊂ P(R)
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such that ρ /∈ A and {λN−k+1 ≤ x} ⊂ A. By the LDP for the spectral measure LN ,
QN (A) ≤ e−cN2 for some c > 0, which concludes the proof of (A.7).
We now prove the upper bound for (A.8). By Lemma 6.3 of [BDG01],
Q¯N
(
N
max
i=1
|λi| ≥M
)
≤ e−NM2/9 for all M large enough and all N . (A.9)
Writing
QN (λN−k+1 ≥ x) ≤ QN
( N
max
i=1
|λi| ≥M
)
+QN
(
λN−k+1 ≥ x, Nmax
i=1
|λi| < M
)
, (A.10)
the upper bound follows easily provided we show that for all M > x > 2
lim sup
N→∞
1
N
logQN
( N
max
i=1
|λi| ≤M,λN−k+1 ≥ x
) ≤ −Ik(x; 1). (A.11)
To show (A.11) we introduce some additional notation. Let Q¯NN−k be a measure on
RN−k given by
Q¯NN−k
(
λ ∈ ·) = Q¯N−k((1− kN−1)1/2λ ∈ ·). (A.12)
We set
CkN =
(
1− k
N
)(N−k)(N−k+1)/4 Z¯N−k
Z¯N
, (A.13)
and for x ∈ R and µ ∈ P(R) we define
Φ(z, µ) =
∫
R
log |z − y|µ(dy)− z
2
4
. (A.14)
It was shown in [BDG01, p. 50] that Φ(z, µ) is upper semi-continuous on [−M,M ] ×
P([−M,M ]) and continuous on [x, y]×P([−M,M ]) for all M,x, y ∈ R such that y > x >
M > 2.
Using (A.3) and this notation, we can write
QN
( N
max
i=1
|λi| ≤M,λN−k+1 ≥ x
)
= Z−1N
∫
[x,M ]k
N∏
i=N−k+1
e−Nλ
2
i /4dλi
∫
[−M,M ]N−k
N−k∏
i=1
e−Nλ
2
i /4dλi
×
∏
1≤i<j≤N
|λi − λj |1λ1≤···≤λN
≤ CkN
N !
(N − k)!
∫
[x,M ]k
∏
N−k<i<j≤N
|λi − λj |dλN−k+1 . . . dλN
×
∫
[−M,M ]N−k
e(N−k)
∑N
i=N−k+1 Φ(λi,LN−k)Q¯NN−k(dλ1, . . . ,dλN−k),
(A.15)
where the factor N !/(N−k)! comes from replacing QN by Q¯N . Let B(ρ, δ) denote the open
ball in P(R) of radius δ > 0 and center ρ. We write BM (ρ, δ) = B(ρ, δ)∩P([−M,M ]). On
the domain of the integration |λi−λj | ≤ 2M and e(N−k)Φ(λi,LN−k) ≤ (2M)N−k. Therefore
by splitting the second integral, (A.15) is bounded from above by
CkN
N !
(N − k)! (2M)
k(k−1)/2
{(∫ M
x
e(N−k) supµ∈BM (ρ,δ) Φ(z,µ) dz
)k
+ (2M)N−kQ¯NN−k(LN−k /∈ B(ρ, δ))
}
.
(A.16)
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To control the measure Q¯NN−k, observe that for all functions h : R → R of Lipschitz
norm at most 1 and N ≥ 2k,∣∣∣(N − k)−1 N−k∑
i=1
{
h
(
(1− kN−1)1/2λi
)− h(λi)}∣∣∣ ≤ cN−1 N−kmax
i=k
|λi| (A.17)
for some c ∈ (0,∞) independent of N and k. It follows from (A.9) that the laws of
LN−k under Q¯N−k and Q¯NN−k are exponentially equivalent as N → ∞. Therefore, by
Theorem 4.2.13 of [DZ98], LN−k under Q¯NN−k satisfies the same LDP as LN−k under
Q¯N−k. Hence, the second term in (A.16) is exponentially negligible for any δ > 0 and
M <∞. This implies that
lim sup
N→∞
1
N
logQN
( N
max
i=1
|λi| ≤M,λN−k+1 ≥ x
)
≤ lim sup
N→∞
1
N
logCkN + k lim
δ↓0
sup
z∈[x,M ],µ∈BM (ρ,δ)
Φ(z, µ).
(A.18)
The same reasoning as on p. 50 of [BDG01] implies that the second term in (A.18) equals
−k(1/2 + I1(x; 1)). From definition (A.13) of CkN and from (A.6), it is easy to obtain
limN→∞N−1 logCkN = k/2. Combining these two claims, we can bound the left-hand side
of (A.11) by −k(1/2 + I1(x; 1)) + k/2 = kI1(x; 1). This completes the proof of (A.11) and
thus of the upper bound for (A.8).
To prove the complementary lower bound we fix y > x > r > 2 and δ > 0. By a similar
computation as in (A.15) we obtain
QN
(
λN−k+1 ≥ x
) ≥ Q¯N(λN ∈ [x, y], . . . , λN−k+1 ∈ [x, y], N−kmax
i=1
|λi| ≤ r
)
= CkN
∫
[x,y]k
N∏
i=N−k+1
e−kλ
2
i /4dλi
∏
N−k<i<j≤N
|λi − λj |
×
∫
[−r,r]N−k
e(N−k)
∑N
i=N−k+1 Φ(λi,LN−k)Q¯NN−k(dλ1, . . . ,dλN−k)
≥ KCkN exp
(
k(N − k) inf
z∈[x,y],µ∈Br(ρ,δ)
Φ(z, µ)
)
Q¯NN−k
(
LN−k ∈ Br(ρ, δ)
)
,
(A.19)
for some K = K(k, x, y) > 0.
Using the LDP for the measure LN−k under Q¯NN−k we see that
Q¯NN−k
(
LN−k /∈ Br(σ, δ)
) N→∞−−−−→ 0. (A.20)
By symmetry of Q¯N (·) and by the upper bound in (A.8),
Q¯NN−k
(
LN−k /∈ P((−r, r))
) ≤ 2Q¯N−k(λN−k ≥ r) N→∞−−−−→ 0. (A.21)
Therefore, using the behavior of CkN again,
lim inf
N→∞
1
N
logQN
(
λN−k+1 ≥ x
) ≥ k
2
+ k inf
z∈[x,y],µ∈Br(ρ,δ)
Φ(z, µ). (A.22)
Letting now δ → 0 and then y ↘ x, using the continuity of Φ(z, µ) in the used range of
the parameters, we obtain the desired lower bound. 
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