Neurophysiological research has found that previously experienced sequences of 2 spatial events are reactivated in the hippocampus of rodents during wakeful rest. 3 This phenomenon has become a cornerstone of modern theories of memory and de-4 cision making. Yet, whether hippocampal sequence reactivation at rest is of general 5 importance also for humans and non-spatial tasks has remained unclear. Here, we 6 investigated sequences of fMRI BOLD activation patterns in humans during wakeful 7 rest following a sequential but non-spatial decision-making task. We found that pattern 8 reactivations within the human hippocampus reflected the order of previous task state 9 sequences, and that the extent of this offline reactivation was related to the on-task 10 representation of task states in the orbitofrontal cortex. Permutation analyses and fMRI 11 signal simulations confirmed that these results reflected underlying neural activity, and 12 showed that our novel statistical analyses are, in principle, sensitive to sequential neural 13 events occurring as fast as one hundred milliseconds apart. Our results support the 14 importance of sequential reactivation in the human hippocampus for decision making, 15 and establish the feasibility of investigating such rapid signals with fMRI, despite its 16 substantial temporal limitations.
On each trial, participants had to judge the age of either a face or a house shown overlaid in a compound stimulus. Trials began with the display of a fixation cross and the response mapping (1200ms), followed by the stimulus. Responses could be made at any time, and the stimulus stayed on screen for an average of 3300 ms. (B): The rule of the task required participants to switch between judging faces and houses whenever the age changed between two trials, see text. (C): The state space of the task. Each node represents one possible task state, and each arrow a possible transition. All transitions out of a state are equally probable, occurring with p = 0.5. Each state of the task is determined by the age and category of the previous and current trial, indicated by the acronyms (see legend). States are colored depending on whether they correspond to trials in which the age and category were repeated (orange), the age changed (green) or the category changed (purple). (D): Average error rates and reaction times across the two sessions. Bars: ± 1 S.E.. Grey dots represent individual subjects. (E): The experiment extended over two sessions, each of which included about 40 minutes task experience flanked by resting state scans. *:The pre-task resting state scan in Session 1 was performed only for a subgroup of our sample (N = 10; group 2). differ in whether the task has been experienced before or not. 92 The main goal of our study was to investigate sequential reactivation, or replay, of Figure 2 : Sequential replay decoding analysis. (A): Illustration of analysis procedure. For simplicity, only two dimensions and three state classes are shown. We first trained a classifier to distinguish between the different task states in the hippocampal fMRI data acquired during the task. The trained classifier was then applied to each volume of fMRI data recorded during resting sessions (grey dots). This resulted in a sequence of predicted classifier labels that was then transformed into a 'transition matrix' T that summarized the frequency of decoding each pair of task states consecutively. The structure of the decoded sequences, as summarized by this matrix, was then compared to the sequential structure of the task (see text). Note that the real analysis involved 16-way classification of >1000 dimensional data, which was compared to the task state space shown in Fig. 1C random noise-although clearly those data do not reflect sequential replay. We therefore 137 conducted a series of carefully controlled assessments of the levels of sequentiality in our 138 data. Indeed, several forms of sequentiality predicted by replay were evident in our data 139 when compared to a series of carefully matched controls. First, we predicted that replay 140 would be reflected in a decreased number of steps that separate two consecutively decoded 141 states, as indicated by the above mentioned simulations. In line with this idea, the number of steps between state transitions decoded in the TASK resting condition was smaller, on 143 average, than the distance between states in the INSTR condition (t 32 = 2.4, p = .01), 144 smaller than the distance found in the PRE condition (t 9 = 2.3, p = 0.02, group 2 only) and
145 smaller compared to a permutation test in which classified states were randomly reordered 146 to control for overall state frequency (PERM condition: t 32 = 4.6, p < .001; Fig. 3B ,C).
147
Second, because replay events are separated by long pauses (21), and sequentiality should be 148 present only following the replay events, we expected the occurrence of short-distance state 149 pairs to be clustered in time. Indeed, short-distance state pairs (less than 3 steps apart) 150 were not only more frequent than expected, but were also more likely to occur in clusters 151 in the TASK rest condition compared to the INSTR (t 32 = 1.7, p = .046), PRE (t 9 = 1.9, 152 p = .044, group 2 only), and PERM controls (t 32 = 4.5, p < .001, Fig. 3D ). Third, we 153 confirmed that neither the high prevalence of one particular step size nor sustained state 154 activation would distort our conclusions regarding sequenceness in the TASK condition.
155
To this end, we tested whether the frequency of decoded state transitions was linearly 156 related to the distance between them in task space while also excluding state repetitions 157 from the analysis. Specifically, we tested whether the empirical frequency of decoding each (see Methods) also showed that temporal contingencies between states in the training data 168 for the classifiers lead to spurious correlations (NOISE condition, r = −.08, p < .001), 169 but these were also significantly smaller than the correlation found in the TASK rest data 170 (∆r = −.08, t 32 = −5.6, p < .001, Fig. 3G ). Importantly, our hypothesis that sequential 171 reactivation of task-state representations during rest was caused by task experience was also as often as the included transitions (t 32 = 0.3, p = 0.73), in line with our conclusion that 181 the transition frequencies observed during rest reflected sequential reactivation above and 182 beyond any sequential structure in the classifier.
183
In order to investigate the effects of task experience on pair-decoding frequency data T Note that the lack of sequenceness 204 before task experience shows that our modelling approach analysis successfully controlled for 205 bias effects due to the temporal contingencies between states in the classifier training data.
206
Analyzing data from all participants (groups 1 & 2) and all TASK resting-state scans with 207 this model showed that the inclusion of a state distance factor led to significantly better 208 model fits even after controlling for the randomness (bias) effect as above (AIC 10789 vs 10780, χ 2 1 = 11.0, p < .001), supporting the conclusion that previously experienced sequences 210 of task states are replayed in the human hippocampus during rest periods. These results 211 were unaffected by the choice of distance metric, see SI. No comparable pattern of results 212 emerged when data from the orbitofrontal cortex, a brain area known to contain task-state 213 information during decision making (16, 22), was analyzed (see SI). 214 We next tested whether the sequenceness found in the TASK condition could be explained To test whether the observed sequenceness in hippocampal fMRI data could have been 236 caused by fast sequences of neural events in principle, we then simulated fMRI signals to index replay activity (29-33), but were not able to directly demonstrate sequential replay 287 in the human hippocampus. Our study represents an important extension of these findings 288 by providing evidence of sequential offline reactivation of non-spatial decision-making states 289 in the human hippocampus.
290
Evidence of sequentiality and localization of replay in the human hippocampus is in direct 291 correspondence with animal studies in which replay has been shown to be sequential and 292 specific to hippocampal place cells (e.g. 34). Importantly, unlike the majority of previous 293 investigations in animals, the here reported sequences of activation patterns signify the 294 replay of non-spatial, abstract task states. Our results therefore add to a growing literature 295 proposing a significant role for 'cognitive maps' in the hippocampus in non-spatial decision 296 making (3, 8, 26, 35).
297
Our findings are in line with the idea that the human hippocampus samples previous task 298 experiences in order to improve the current decision-making policy, a mechanism that has 299 been shown to have unique computational benefits for achieving fast and yet flexible decision 300 making (23-25). Dating back to Tolman (36) , this idea requires a neural mechanism that 301 elaborates on and updates abstract state representations of the current task, regardless of the 302 task modality. Several studies have suggested that the hippocampus and adjacent structures 303 support a broad range of relational cognitive maps (35), as evidenced by hippocampal 304 encoding of not only spatial relations but also temporal (37, 38), social (7), conceptual 305 (6) or general contingency relations (39). Here, we showed that the human hippocampus 306 not only represents these abstract task states, but also performs sequential offline replay of detailed in Schuck et al. (2016) .
maps used for classifier training, the resting-state data were z-scored and smoothed (4mm applied the trained classifier to matched fMRI noise (see below) and used the resulting 438 spurious 'state transitions,' T ( ), as a covariate that would account of the spurious base 439 rate of transitions that is due to the classifier rather than the data. Applying these models 440 to control conditions consistently yielded non-significant effects of sequenceness, showing 441 that this analysis appropriately controls for the above mentioned spurious structure that is 442 observable for instance in the significant correlations between D and T in the noise data 443 (Fig. 3F) . Specifically, our model included the following fixed effects: (1) the distance 444 between states, D, which was the regressor of interest, and as regressors of no interest 445 (2) the transition probabilities obtained in the above mentioned noise simulations, T ( ),
446
(3) an orthogonal quadratic polynomial of T ( ) that was included in order to account 456 Formally, the model followed the general assumption that the number of transitions Y is drawn from a binomial distribution of n draws and probability T :
where n k corresponds to the number of measurements for subject k, and i and j index 457 the outgoing and incoming states of a given transition. The logit transformed probabilities 458 T (shown in Fig. 2D ; logit is the canonical link function for binomial models) were then 459 modeled in a mixed effects regression model with the above mentioned fixed and random 460 effects structure:
In the text, we describe the fixed effect of D, β 1 in the models, as 'sequenceness,' and the 462 fixed effect of T ( ), β 2 , as 'randomness' (Fig. 4B,C) . The subject-specific random effects of state and subject specific random effects are indicated by ζ. Correlations between random 465 effects were estimated. Model comparisons were conducted using likelihood-ratio tests by 466 comparing base models including the noise transitions T ( ) with versus without the fixed 467 effect regressor of distance (sequenceness), or without the condition interaction terms to the 468 full models that included these terms. The random effects structure was kept constant across 469 these comparisons.
470
T-tests pertaining to sequenceness results (number of steps, etc.) are one-tailed, given 471 our a priori expectation of larger sequenceness in the hippocampus compared to the various 472 controls.
473

Alternative Transition Functions
474
Alternative transition functions were computed directly from the true transition functions T .
475
These alternatives were based on the assumption that the hippocampus has access to only 476 partial state information, and hence correspond to transition functions defined over subsets 477 of states. We define the set of all states S: 
