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Abstract
We introduce the class of quantum symmetric pairs with simple generators. It is proved that the
radial part of every element of a quantum symmetric pair with simple generators restricted to the set
of regular points of this element can be computed. These computations are done explicitly for the
Casimir elements of the quantum analogues of (SU(2),U(1)), (SU(2)×SU(2),diag) and (SU(3),U(2))
and give rise to second order q-difference equations for matrix valued spherical functions in general.
1 Introduction
Computing the radial part of Casimir elements of quantum symmetric pairs goes back to by Koornwinder
[20] for the quantum analogue of (SU(2),U(1)). Koornwinder [20] identified the action of the Casimir
element of the quantized universal enveloping algebra of SU(2) with a second order q-difference equation
for the Askey-Wilson polynomials in two parameters. It turns out that the radial part of Casimir
elements of quantum analogues of symmetric pairs, which generate the center of the quantized universal
enveloping algebra, corresponds to q-difference equations for spherical functions. Dijkhuizen, Noumi
and Sugitani [6, 7, 28, 29, 30, 32] continued Koornwinder’s work and found many more examples of q-
difference equations which have spherical functions as solutions. They found many important non-trivial
connections between the representations theory of quantum symmetric pairs and orthogonal polynomials
appearing in the q-Askey scheme [14]. Since the quantized universal enveloping algebra is a Hopf algebra,
which does not contain many Hopf subalgebras, one of the main problems was to find a good analogue
for the symmetric pairs (G,K) for compact Lie groups G. Letzter [22, 23, 24, 25, 26] studied quantum
symmetric pairs of the form (Uq(g),B), where Uq(g) is the quantized universal enveloping algebra of Lie
algebra g and B a right coideal subalgebra of Uq(g), i.e. ∆(B) ⊆ B ⊗ Uq(g). The quantum symmetric
pairs turn out to be good analogues for the symmetric pairs (G,K) of Lie groups.
If A is the quantum torus of Uq(g), computing the scalar valued radial part of Y ∈ Uq(g) boils down
to computing AY modulo the augmentation ideal B+ = {B ∈ B : ǫ(B) = 0} for almost all A ∈ A. Note
that we use the counit ǫ as a one-dimensional representation of the coideal subalgebra B. More recently
Letzer [24, 25] united the computations for the scalar valued radial parts for all quantum symmetric pairs
where the restricted root system is reduced. Letzter showed [25, Theorem 8.2] that the scalar valued
radial part of the Casimir elements for the quantum symmetric pairs where the restricted root system is
reduced gives rise to q-difference equations for Macdonald polynomials.
However restricting the radial part to the scalar valued level, where only the trivial irreducible
representation ǫ is taking into account, throws away information. Therefore the problem remains to
calculate the radial part of elements of the quantized universal enveloping algebra on the level of any
finite dimensional irreducible representation of B in general. For semi-simple Lie algebras this problem
has been studied, e.g. Warner [33, Chapter 8.2] for computations of the radial part of the center and
Casselman and Milicˇic´ [5] for computations of the radial part for any element of U(g). For a symmetric
pair (G,K) of Lie groups we have the Cartan decomposition G = KAK, see [9, Chapter V, Theorem 6.7],
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where A is the torus of G. Unfortunately, there does not exist a Cartan decomposition for the symmetric
pairs (U(g),U(k)) of universal enveloping algebras in general. Therefore Casselman and Milicˇic´ [5] used
the Iwasawa decomposition for (U(g),U(k)). Using the Iwasawa decomposition Casselman and Milicˇic´
[5] proved that there exists a map Π which maps every element of U(g) to a matrix valued differential
equation defined on the regular points of the torus. The map Π is a useful tool for finding matrix valued
differential equations for matrix valued spherical functions, see [5, Theorem 3.1] and [5, Example 3.7].
Using [5, Theorem 3.1] Koelink, van Pruijssen and Roma´n [16, 17] computed the matrix valued
radial part for the two Casimir elements of U(su(2))⊗ U(su(2)) related to the symmetric pair (SU(2)×
SU(2), diag). Koelink, van Pruijssen and Roma´n [16, 17] studied matrix valued spherical functions on
(SU(2) × SU(2), diag). The matrix valued radial part gives rise to a first and second order differential
equation. These two differential equations [17, Theorem 7.14] are essential for completely classifying all
matrix valued orthogonal polynomials related to the spherical functions of (SU(2)×SU(2), diag), see [17,
Theorem 6.3].
In [1] matrix valued spherical functions on the quantum analogue of (SU(2)×SU(2), diag) are studied.
The center of the quantum analogue of SU(2)× SU(2) is generated by two Casimir elements. The radial
part on the level of any finite dimensional irreducible representation of the quantized universal enveloping
algebra is computed, see [1, Proposition 5.10]. The q-difference equations are essential to complete the
matrix valued spherical functions, which in turn are related to matrix valued orthogonal polynomials,
see [1, Theorem 4.17].
The method used in [1] to compute the radial part of the Casimir elements on the level of any finite
dimensional irreducible representation is ad-hoc. This paper shows that these computations can be
extended to a subclass of the quantum symmetric pairs with so-called “simple generators” such that
we can put these computations in a more general framework. Moreover we give an explicit algorithm
to compute the radial part of AY for every Y ∈ Uq(g) and A ∈ A such that A is a regular point for
Y . This method is a q-analogue for Casselman and Milicˇic´ [5]. We apply this method to compute the
radial part of the Casimir elements of the quantum analogue of (SU(2),U(1)), (SU(2)×SU(2), diag) and
(SU(3),U(2)). Note that this method not only applies to central elements, but that it can be used to
compute the radial part in general for every element of a quantum symmetric pair with simple generators.
However the problem of calculating the radial part of elements of quantum symmetric pairs in general
still remains an open question. To extend the algorithm described in this paper to quantum symmetric
pairs in general we must find commutation relations between Fi and θq(FjKj). We were not able to find
commutation relations that behave well enough to apply the method. Therefore we will only consider
quantum symmetric pairs with simple generators.
The article is organized as follows. In Section 2 we fix the notation of quantized universal enveloping
algebras on Kac-Moody algebras. In Section 3 the definition of quantum symmetric pairs with simple
generators is given. The class of quantum symmetric pairs with simple generators are a subclass of
quantum symmetric pairs introduced by Kolb [19]. We give a complete classification of all quantum
symmetric pairs with simple generators related to the symmetric pairs of semi-simple Lie algebras found
in [2] and [9]. In Section 4 we prove a quantum analogue of the Iwasawa decomposition for quantum
symmetric pairs with simple generators. Then we state Theorem 4.6 of the article, which is the main
theorem of the paper. The proof of Theorem 4.6 explains how to calculate the radial part of AZ. Theorem
4.6 is technical and we will see in Section 5 that this theorem has important applications. In Section 5 we
study spherical functions on quantum symmetric pairs with simple generators. We show that there exists
a quantum analogue for the map Π of Casselman and Milicˇic´ [5], see Definition 5.3 and Theorem 5.4.
At the end of Section 5 we study the ∗-invariance and state Theorem 5.8 which proves an orthogonality
relation for spherical functions. In Section 6 we show that the proof of Theorem 4.6 can be used to
compute the radial part explicitly for the Casimir elements of the quantum analogues of (SU(2),U(1)),
(SU(2)× SU(2), diag) and (SU(3),U(2)). The results for the quantum analogue of (SU(2),U(1)) match
with the results of Koornwinder [20] when restricted to the trivial representation ǫ. Moreover, the radial
part calculations of the center in general give an alternative proof for [15, Theorem 7.6]. The results
for the quantum analogue of (SU(2)× SU(2), diag) match with the results of [1]. The radial part of the
two second order Casimir elements, generating the center of the quantum analogue of (SU(3),U(2)), are
calculated. We identify the radial part of the center restricted to the trivial representation ǫ with Askey-
Wilson polynomials in two free parameters, which match with the results of Dijkhuizen and Noumi [6] for
the quantum analogue of (SU(3),U(2)). Note that the quantum analogue of (SU(3),U(2)) is excluded
by Letzter [25], since the restricted root system is non-reduced. Moreover, we compute the radial part
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of the center in general extending the result of Dijkhuizen en Noumi [6] for the quantum analogue of
(SU(3),U(2)) to the matrix valued case.
2 Quantized universal enveloping algebra
In this section we fix the notation. For more information we refer to Kac [11], Kolb [19] and Lusztig [27].
We mainly follow Kolb [19, §2.1 and §3.1].
Let I be a finite set, and let A = (aij)i,j∈I be a generalized Cartan matrix, i.e. for all i, j ∈ I,
aij ∈ Z, aii = 2, aij ≤ 0 for i 6= j and aij = 0 if and only if aji = 0. Assume that there is a
D = diag(ǫi : i ∈ I) with coprime entries ǫi ∈ N such that DA is symmetric. Define the dual weight
lattice P∨ to be the free abelian group of rank 2|I| − rank(A) generated over Z by {hi : i ∈ I} and
{ds : s = 1, 2, . . . , |I| − rank(A)}. Set h = C ⊗Z P∨. The weight lattice P of A defined by P = {λ ∈
h∗ : λ(P∨) ⊆ Z}. Define Π∨ = {hi : i ∈ I}, choose αi ∈ h∗ linearly independent such that αi(hj) = aji,
αi(ds) ∈ {0, 1} and take Π = {αi : i ∈ I}. Denote Q = ZΠ for the root lattice and Q∨ = ZΠ∨ for the
coroot lattice of Q. Choose the set Q+ =
∑
i∈I Nαi of positive roots of Q. We extend P
∨, Q∨ and Q
to 12Z by taking Pˇ
∨ = 12Z[P
∨], Qˇ∨ = 12Z[Qˇ
∨] and Qˇ = 12Z[Q]. Introduce the bilinear form on h
∗ by
(αi, αj) = ǫiaij .
The Kac-Moody algebra g = g(A) is the Lie algebra over C generated by h and ei, fi for i ∈ I with
relations given in [11, §1.3]. Let g′ = [g, g] be the derived Lie algebra and note that g′ is generated by
ei, fi for i ∈ I.
For any i ∈ I define the fundamental reflections ri ∈ GL(h) by ri(h) = h−αi(h)hi for all h ∈ h. The
Weyl group W is generated by the fundamental reflections ri.
Let C(q) be the complex field of rational functions in an indeterminate q over C. The quantized
enveloping algebra Uq(g) of g is the associative unital C(q)-algebra generated by Ei, Fi and Kµ for i ∈ I
and µ ∈ P∨, subjected to the relations
K0 = 1, KhKh′ = Kh+h′ ,
KhEi = q
αi(h)EiKh, KhFi = q
−αi(h)FiKh,
[Ei, Fj ] = δi,j
Ki −K
−1
i
qi − q
−1
i
, where qi = q
ǫi ,Ki = K
ǫi
hi
,
(2.1)
where h, h′ ∈ P∨ and the quantum Serre relations Fij(Ei, Ej) = Fij(Fi, Fj) = 0 for all i, j ∈ I where
Fij(X,Y ) =
1−aij∑
n=0
(−1)n
[
1− aij
n
]
qi
X1−aij−nY Xn.
The coproduct ∆, counit ǫ and antipode S on Uq(g) are given by
∆ : Ei, Fi,Kh 7→ Ei ⊗ 1 +Ki ⊗ Ei, Fi ⊗K
−1
i + 1⊗ Fi,Ki ⊗Ki,
ǫ : Ei, Fi,Kh 7→ 0, 0, 1
S : Ei, Fi,Kh 7→ −K
−1
i Ei,−FiKi,K−h.
With these actions Uq(g) becomes a Hopf algebra. Let Uq(g′) be the Hopf subalgebra of Uq(g) generated
by Ei, Fi and K
±1
i for all i ∈ I.
For Theorem 4.3 and Theorem 4.6 we have to extend the quantized universal enveloping algebra with
the roots of Kh. We denote Uˇq(g) for the associative C(q)-algebra generated by Uq(g) and Kh for h ∈ Pˇ∨
with the same relations (2.1) taking h, h′ ∈ Pˇ∨. The Hopf subalgebra Uˇq(g′) of Uˇq(g) is generated by
Ei, Fi and Kh for h ∈ Qˇ∨. Note that Uq(g) is a Hopf subalgebra of Uˇq(g) and that Uq(g′) is a Hopf
subalgebra of Uˇq(g′).
Let U+, U− and U0 be the Hopf subalgebras of Uq(g) generated respectively by {Ei : i ∈ I},
{Fi : i ∈ I} and {Kh : h ∈ P∨}. Take Uˇ0 to be the Hopf subalgebra of Uˇq(g) generated by {Kh : h ∈ Qˇ∨}.
By [27, §3.2] we have U+ ⊗ U0 ⊗ U− ≃ Uq(g) and U
+ ⊗ Uˇ0 ⊗ U− ≃ Uˇq(g) as vector spaces under the
multiplication map. Write U0′ for the subalgebra of U0 generated by all elements {K±1i : i ∈ I} and write
Uˇ0′ for the subalgebra of Uˇ0 generated by {Kh : h ∈ Qˇ∨}. By [27, §3.2] we have U+⊗U0′⊗U− ≃ Uq(g′)
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and U+ ⊗ Uˇ0′ ⊗ U− ≃ Uˇq(g′) as vector spaces under the multiplication map. If rank(A) = |I| then
Uq(g) = Uq(g′), and in explicit cases we write Uq(g) for Uq(g′).
For C(q)[Q], the group algebra of the root lattice, we define an algebra isomorphism C(q)[Q] → U0′
defined on the generators by αi 7→ Ki. For any β ∈ Q we write
Kβ =
∏
i∈I
Knii , where β =
∑
i∈I
niαi. (2.2)
By (2.2) we find commutation relations of the form
KβEi = q
(β,αi)EiKβ , KβFi = q
−(β,αi)FiKβ,
for all β ∈ Q and i ∈ I. By the same argument there exists an algebra isomorphism C(q)[Qˇ]→ Uˇ0′ and
we define Kβ ∈ Uˇ0′ for any β ∈ Qˇ similar to (2.2).
Take n ∈ N and U = (u1, u2, . . . , un) ∈ I
n, we abbreviate FU = Fu1Fu2 . . . Fun and EU =
Eu1Eu2 . . . Eun .
3 Quantum symmetric pairs
We introduce admissible pairs which are a generalization of the Satake diagrams as given in [2], see also
Kolb [19, Definition 2.3].
Let X ⊆ I such that gX is of finite type, see [19, p. 399]. Write WX ⊆ W for the corresponding
parabolic subgroup ofW with longest element wX and ΦX ⊆ Φ for the corresponding root system. Let ρ∨X
be the half sum of the positive coroots of ΦX . For Aut(A) we denote the group of all permutations σ on
I such that ai,j = aσ(i),σ(j). A pair (X, τ) where X ⊆ I and τ ∈ Aut(A,X) = {σ ∈ Aut(A) : σ(X) = X}
is called an admissible pair if
1. τ2 = idI ,
2. The action of τ on X coincides with the action of −wX ,
3. If j ∈ I\X and τ(j) = j, then αj(ρ∨X) ∈ Z.
Given an admissible pair (X, τ) we define an involution θ = θ(X, τ) by [19, Theorem 2.5] such that
on h we have θ(h) = −wXτ(h). By duality θ induces a map Θ : h∗ → h∗ : α 7→ −wXτ(α). Let
k′ = {x ∈ g′ : θ(x) = x} be the fixed point Lie subalgebra of g′ with respect to involution θ. Take MX
to be the subalgebra of Uq(g′) generated by {Ei, Fi,K
±1
i : i ∈ X} and MˇX to be the subalgebra of
Uˇq(g′) generated by {Ei, Fi : i ∈ X} and {Kh : h ∈
1
2Z[{αi : i ∈ X}]}. The quantum torus A = AΘ is
generated by all elements Kα where α ∈ Q such that Θ(α) = −α and write Aˇ = AˇΘ for the quantum
torus generated by Kα where α ∈ Qˇ and Θ(α) = −α. Let U0′Θ be the subalgebra of U
0′ consisting of all
the fixed points Kβ, where β ∈ Q and Θ(β) = β and let Uˇ0′Θ be the subalgebra of Uˇ
0′ with elements Kβ
such that β ∈ Qˇ and Θ(β) = β.
For every admissible pair (X, τ), Kolb [19, Definition 4.3] defines the quantum involution θq =
θq(X, τ) : Uq(g′)→ Uq(g′). In general the quantum involution θq is not a Hopf algebra automorphism and
is not an involution, i.e. θ2q 6= id, in general. However we always have θq(Kh) = Kθ(h), θq|MX = idMX
and θq → θ for q → 1.
Definition 3.1. For an admissible pair (X, τ) take c = (ci)i∈I\X ∈ (C(q)
×)I\X , s = (si)i∈I\X ∈
(C(q))I\X and define B = Bc,s = Bc,s(X, τ) to be the subalgebra of Uq(g′) generated by MX , U0′Θ and
B
c,s
i := Bi := Fi + ciθq(FiKi)K
−1
i + siK
−1
i , i ∈ I\X.
The pair (Uq(g′),B) is called the quantum symmetric pair related to the admissible pair (X, τ). If
s = 0 we often write Bc = Bc,0. Note that B is a right coideal of Uq(g′) [19, Proposition 5.2], i.e.
∆(B) ⊆ B ⊗ Uq(g′). If, for all i ∈ I\X , we have θq(FiKi) = −viEτ(i), where vi ∈ C(q)
×, we call
(Uq(g′),B) the quantum symmetric pair with simple generators (related to the admissible pair (X, τ)).
The algebra Bˇ of algebra Uˇq(g′) is generated by {Bi}i∈I\X ,MˇX and Uˇ
0′
Θ . The quantum symmetric
pair (Uˇq(g′), Bˇ) has simple generators if (Uq(g′),B) has simple generators.
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Definition 3.2. Let B1 and B2 be two right coideals of Uq(g′). We call B1 equivalent to B2 if there
exists a Hopf algebra isomorphism φ on Uq(g′) such that φ(B1) = B2.
We define the left adjoint action of Uq(g) on itself by
ad(x)(y) =
∑
(x)
x(1)yS(x(2)),
where x, y ∈ Uq(g).
Proposition 3.3. Let (X, τ) be an admissible pair for the quantum symmetric pair (Uq(g′),Bc,s). The
quantum symmetric pair (Uq(g′),Bc,s) has simple generators if and only if for every i ∈ I\X the ad(MX)-
module ad(MX)(Ei) is one dimensional.
Proof. Suppose that (Uq(g′),Bc,s) has simple generators. Fix i ∈ I\X . There exists a highest weight
vector of ad(MX)(Ei) of the form ad(Z
+
i (X))Ei), with Z
+
i (X) = EV and V = (j1, j2, . . . , jr), see [19,
Lemma 3.5, (4.3) and (4.4)]. Also by [19, Lemma 3.5] Ei is a lowest weight vector of ad(MX)(Ei). Let
j ∈ I such that τ(j) = i, then by [19, Theorem 4.4.(3)] we have θq(X, τ)(FjKj) = −wiad(Z
+
i )(Ei) for
some wi ∈ C(q)×. Since (Uq(g′),Bc,s) has simple generators θq(X, τ)(FjKj) = −viEi for some vi ∈ C(q)×.
Therefore Ei is a highest weight vector and a lowest weight vector for the irreducible ad(MX)-module
ad(MX)(Ei). This shows that ad(MX)(Ei) is one dimensional.
Suppose for all i ∈ I\X we have that the ad(MX)-module ad(MX)(Ei) is one dimensional, then
by [19, Theorem 4.4.(3)] θq(X, τ)(FiKi) = −viEτ(i), where vi ∈ C(q). By Definition 3.1 we find that
(Uq(g′),Bc,s) has simple generators.
Lemma 3.4. Take i, j ∈ I, then ad(Ei)(Ej) = 0 if and only if aij = (αi, αj) = 0.
Proof. Since ∆(Ei) = Ei ⊗ 1 +Ki ⊗ Ei we find that ad(Ei)(Ej) is∑
(Ei)
(Ei)(1)EjS((Ei)(2)) = EiEj +KiEjS(Ej) = EiEj − q
−(αi,αj)EjEi. (3.1)
If (αi, αj) = 0, then from the quantum Serre relations (3.1) is zero. Suppose (3.1) is zero, then EiEj =
q−(αi,αj)EjEi. This can only follow from the quantum Serre relations if (αi, αj) = 0
Proposition 3.3 states that a quantum symmetric pair has simple generators if and only if for every
i ∈ I\X the ad(MX)-module ad(MX)(Ei) is one-dimensional. Suppose X 6= ∅, then ad(MX)(Ei) is one-
dimensional for all i ∈ I\X if and only if ad(Ej)(Ei) = 0 for all j ∈ X . By Lemma 3.4, ad(Ej)(Ei) = 0
if and only if aij = 0. This observation gives the following Corollary.
Corollary 3.5. Let (X, τ) be an admissible pair for quantum symmetric pair (Uq(g′),Bc,s). The quantum
symmetric pair (Uq(g′),B) has simple generators if and only if for all i ∈ X and j ∈ I\X we have
αi,j = (αi, αj) = 0. In particular, if X = ∅, then (Uq(g′),B(∅, τ)) has simple generators.
Not all right coideals Bc,s are suitable quantum analogues for U(k′). Kolb [19, Lemma 5.3, 5.4 & 5.5]
showed that for Bc,s to be a suitable quantum analogue for U(k′) we need restrictions on c and s. Define
Ins = {i ∈ I\X : τ(i) = i, αi(hj) = 0 for all j ∈ X},
then Bc,s is a suitable quantum analogue for U(k′) if c ∈ C and s ∈ S, where
C = {c ∈ (C(q)×)|I\X| : ci = cτ(i) if τ(i) 6= i and (αi,Θ(αi)) = 0},
S = {s ∈ (C(q))|I\X| : if si 6= 0 then i ∈ Ins and aij ∈ −2N0 for all j ∈ Ins\{i}}.
The construction of the quantum symmetric pair subalgebra Bc,s seems to be very artificial. However
if c ∈ C and s ∈ S, then Bc,s specializes to U(k) for q = 1 and Bc,s is maximal with this property. Letzter
[22, Theorem 5.8], [24, Theorem 7.5] showed that for finite dimensional g any maximal coideal subalgebra
of Uq(g) that specializes to U(k) for q = 1 is equivalent to a right coideal Bc,s, see also Kolb [19, Remark
5.7 and Section 10].
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For the rest of this section we assume c ∈ C and s ∈ S. We classify all quantum symmetric pairs
with simple generators for semi-simple Lie algebras using the theory developed by Araki [2] and Letzter
[24]. After the classification we work out a couple of these examples. In the last example we work
out the quantized universal enveloping algebra of affine sˆl2, which is infinite dimensional and hence not
semi-simple. For all the examples below we have X = ∅.
Example 3.6. Every symmetric pair (G,K) of a compact Lie group G gives rise to a symmetric pair
(g, k) of semi-simple Lie algebras related to an admissible pair (X, τ). Araki [2] gives the classification for
all admissible pairs (X, τ) of symmetric compact finite dimensional Lie groups, see also [9, Chapter X].
Each of the admissible pairs (X, τ) of [2] gives rise to a quantum involution θq(X, τ), see [19, Definition
4.3], from which we can construct a quantum symmetric pair (Uq(g),B). By a case by case check on the
list of Araki [2] we give all admissible pairs related to a symmetric pair (G,K) of compact groups, using
Corollary 3.5, corresponding to a quantum symmetric pair with simple generators.
1. Let g be a simple Lie algebra generated by {ei, fi, hi : 1 ≤ i ≤ m}. Take two copies g1 and
g2 of g and label the generators of g1 by {ei, fi, hi : 1 ≤ i ≤ m} and label the generators of
g2 by {ei+m, fi+m, hi+m : 1 ≤ i ≤ m}, take g = g1 ⊕ g2. The intertwiner on g1 ⊕ g2 is given
by θ : ei, fi, hi 7→ ei+m, fi+m, hi+m and θ : ei+m, fi+m, hi+m 7→ ei, fi, hi, for 1 ≤ i ≤ m. Then
(g1 ⊕ g2, diag) correspond to the quantum symmetric pair (Uq(g1 ⊕ g2) ≃ Uq(g1) ⊗ Uq(g2),Bc,s).
Every right coideal for the quantum symmetric pair related to admissible pair (X, τ) is equivalent
to B1,0. See Examples 3.8 and 3.10 for quantum symmetric pairs related to (SU(2)× SU(2), diag)
and (SU(3)× SU(3), diag).
2. Type AI, where we have I = {1, 2, . . . , r} and τ = id. In this case every right coideal B for quantum
symmetric pair of type AI is equivalent to B1,0.
3. Type AIII, case 2, where I = {1, 2, . . . , r} for odd r = 2ℓ+ 1, ℓ ∈ N. The permutation τ is defined
by i 7→ r − i + 1. Every right coideal B for quantum symmetric pair of type AIII is equivalent to
B1,s, where s = (0, 0, . . . , 0, s, 0, . . . , 0) with an s ∈ C(q) on entry ℓ of s.
AIII :
α1
αr
α2
αr−1
α3
αr−2
αℓ−1
αℓ+1
αℓτ
4. Type AIV when r = 1, 2, i.e. the quantum symmetric pairs related to (SU(2),U(1)) and (SU(3),U(2)).
For r = 1 we have I = {1} and τ = id. The right coideal B for the quantum symmetric pair is
equivalent to B1,s for s ∈ C(q). See Example 3.7.
For r = 2 we have I = {1, 2} and τ = (1 2). The right coideal B for the quantum symmetric pair
is equivalent to Bc,0 where c = (c, c) for c ∈ C(q)×. See also Example 3.9.
5. Type BI, for ℓ = r, so that I = {1, 2, . . . , r} and τ = id. Every right coideal for the quantum
symmetric pair of type BI is equivalent to B1,0.
6. Type BII, for r = 1, so that I = {1} and τ = id. Every right coideal for the quantum symmetric
pair of type BII with r = 1 is equivalent to B1,0.
7. Type CI, where I = {1, 2, . . . , r} and τ = id. Every right coideal for the quantum symmetric pair
of type CI is equivalent to B1,s where s = (0, 0, . . . , 0, s) with s ∈ C(q).
8. Type DI, case 2, where r ≥ 3, so that I = {1, 2, . . . , r} and τ = ((r − 1) r). Every right coideal for
the quantum symmetric pair of type DI, case 2, is equivalent to B1,0.
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DI.1 :
α1 α2 α3 αr−2
αr−1
αr
τ
9. Type DI, case 3, where r ≥ 4, so that I = {1, 2, . . . , r} and τ = id. Every right coideal for the
quantum symmetric pair of type DI, case 3, is equivalent to B1,0.
10. Type EI, where I = {1, 2, . . . , 6} and τ = id. Every right coideal for the quantum symmetric pair
of type EI is equivalent to B1,0.
11. Type EII, where I = {1, 2, . . . , 6} and τ = (1 6)(3 5). Every right coideal for the quantum symmetric
pair of type EII is equivalent to B1,0.
EII :
α1 α3
α4
α5 α6
α2
τ
12. Type EV, where I = {1, 2, . . . , 7} and τ = id. Every right coideal for the quantum symmetric pair
of type EV is equivalent to B1,0.
13. Type EVIII, where I = {1, 2, . . . , 8} and τ = id. Every right coideal for the quantum symmetric
pair of type EVIII is equivalent to B1,0.
14. Type FI, where I = {1, 2, 3, 4} and τ = id. Every right coideal for the quantum symmetric pair of
type FI is equivalent to B1,0.
15. Type G, where I = {1, 2} and τ = id. Every right coideal for the quantum symmetric pair of type
G is equivalent to B1,0.
Example 3.7 (Type A1). Consider quantum symmetric pairs (Uq(sl2),Bc,s) for type AIV of Araki [2].
Uq(sl2) is generated by E,F and K±1. The admissible pair is (∅, id) and the right coideal B1,s, where
s ∈ C(q), is generated by
B = F − EK−1 + sK−1.
Therefore the quantum pair (Uq(sl2),B1,s) corresponding to Gelfand pair (SU(2),U(1)) has simple gen-
erators. The quantum torus A is generated by K±1 and therefore we call (Uq(sl2),B1,s) a pair of rank
1. Fix c ∈ C(q)× and s ∈ C(q) and take Hopf algebra isomorphism φ : E,F,Kµ 7→ c−
1
2E, c
1
2F,Kµ. We
see that φ(Bc,s) = B
1,c
1
2 s
, hence the right coideal Bc,s is equivalent to the right coideal B1,t for some
t ∈ C(q). This case has been studied first by Koornwinder [20].
Example 3.8 (Type A1 × A1). Let g = sl2 ⊕ sl2. Consider the quantum symmetric pairs (Uq(g),B)
related to (SU(2) × SU(2), diag). The admissible pair is given by (∅, (1 2)). A quick computation gives
C = {(c, c) : c ∈ C(q)×} and S = {(0, 0)}. For c = (1, 1) and s = 0, the right coideal B is generated by
B1 = F1 − E2K
−1
1 , B2 = F2 − E1K
−1
2 , K
±1 = (K1K
−1
2 )
±1.
Therefore (Uq(g),B) is a quantum symmetric pair with simple generators. The quantum torus A is
generated by (K1K2)
±1 and hence we call (Uq(g),B) a pair of rank 1. Let c ∈ C be arbitrary and define
Hopf algebra isomorphism φ : Ei, Fi,Kµ 7→ c−
1
2Ei, c
1
2Fi,Kµ. We see that φ(Bc,(0,0)) = B(1,1),(0,0) and
therefore the right coideal Bc,(0,0) is equivalent to the right coideal B(1,1),(0,0). Aldenhoven, Koelink and
Roma´n study this case in [1].
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Example 3.9 (Type A2). Let g = sl3. Take the quantum symmetric pair (Uq(g),B) related to
(SU(3),U(2)). The quantized universal enveloping algebra Uq(g) is generated by E1, E2, F1, F2,K1 and
K2. The admissible pair is (∅, (1 2)) and C = C(q)× × C(q)×, S = {(0, 0)}. Let c1, c2 ∈ C(q)× and take
right coideal B(c1,c2) generated by
B1 = F1 − c1E1K
−1
1 , B2 = F2 − c2E2K
−1
1 , K
±1 = (K1K
−1
2 )
±1.
Therefore (Uq(g),B(c1,c2)) is a quantum symmetric pair with simple generators. The quantum torus A
is generated by (K1K2)
±1, hence we call (Uq(g),B(c1,c2)) a pair of rank 1. Let φ be the Hopf algebra
isomorphism defined on the generators by φ(E1) = c
−1
1 E1, φ(F1) = c1F1 and as the identity on the
other generators. We see φ(B(c1,c2)) = B(1,c−11 c2)
, hence every right coideal B(c1,c2) is equivalent to a
right coideal B(1,d) for d ∈ C(q). So the quantum symmetric pair (Uq(g),B) related to (SU(3),U(2)) has
essentially one free parameter.
Example 3.10 (Type A2 × A2). Let g = sl3 ⊕ sl3. Consider the quantum symmetric pair (Uq(g),B)
related to (SU(3) × SU(3), diag). The admissible pair is given by (∅, τ) where τ = (1 3)(2 4). We have
C = {(c1, c2, c1, c2) : c1, c2 ∈ C(q)×} and S = {(0, 0, 0, 0)}. Therefore Θ(∅, τ) maps αi 7→ −ατ(i) and for
c = 1 = (c1, c2, c1, c2) ∈ C and s = 0 = (0, 0, 0, 0), the right coideal Bc,0 is generated by
B1 = F1 − c1E3K
−1
1 , B2 = F2 − c2E4K
−1
2 , B3 = F3 − c1E1K
−1
3 , B4 = F4 − c2E2K
−1
4 ,
(K1K
−1
3 )
±1 and (K2K
−1
4 )
±1. Therefore (Uq(sl3)⊗Uq(sl3),Bc,0) is a quantum symmetric pair with simple
generators. The quantum torus A is generated by (K1K3)±1 and (K2K4)±1, hence we call (Uq(g),Bc,0)
a pair of rank 2. Define the Hopf algebra isomorphism φ defined on the generators by φ(Ei) = c
− 12
1 Ei,
φ(Fi) = c
1
2
1 Fi if i = 1, 3 and φ(Ei) = c
− 12
2 Ei, φ(Fi) = c
1
2
2 Fi for i = 2, 4. We have φ(Bc,0) = B1,0, where
1 = (1, 1, 1, 1). Hence the right coideal Bc,0 with c ∈ C is equivalent to B1,0.
Example 3.11 (Quantum affine ŝl2 and the q-Onsager algebra). An example of a quantum symmetric
pair not related to a symmetric pair of semi-simple Lie algebras is the quantum affine ŝl2 and its q-
Onsager subalgebra [3, 4]. The embedding of the q-Onsager algebra in quantum affine ŝl2 can be found
in [10, Proposition 1.13], see also [19, §2]. The generalized Cartan matrix of affine Lie algebra ŝl2(C) is
given by A =
(
2 −2
−2 2
)
with I = {0, 1}. The algebra Uq(ŝl2) is called quantum affine ŝl2. We take
the admissible pair (X, τ) = (∅, id), then C = C(q)× × C(q)× and S = {(0, 0)} For any c = (c1, c2) ∈ C,
s = (0, 0) the right coideal Bc,s is generated by the simple elements
B1 = F1 − c1E1K
−1
1 , B2 = F2 − c2E2K
−1
2 ,
for i ∈ I. The pair (Uq(ŝl2),Bc,s) is a quantum symmetric pair with simple generators, see also [19,
Example 7.6]. The quantum torus A is generated by K±11 and K
±1
2 so that we call (Uq(ŝl2),Bc,s) of rank
2. The right coideal Bc,s is isomorphic with the q-Onsager algebra. In [18] Kolb studies the radial part
of the Casimir of the Onsager algebra ŝl2 in the fashion of Casselman and Milicˇic´ [5]. One can wonder
whether the results achieved in [18] can be extended to quantum affine sˆl2 using Theorem 4.6.
4 Quantum infinitesimal Cartan decomposition
In this section and Section 5 we assume that c and s are arbitrary finite sequences of elements of C(q).
We do not assume in general c ∈ C or s ∈ S.
Lemma 4.1. Let (Uq(g′),Bc,s) be a quantum symmetric pair. If α ∈ Q and K ∈ Aˇ = AˇΘ an element of
the quantum torus, then KαK ∈ Bˇc,sAˇ
Proof. We only have to check the statement on the generators of Aˇ, therefore we assume K = Kβ for
some β ∈ Qˇ, with Θ(β) = −β. Moreover Θ is an involution on h∗. Hence take γ = 12 (α + Θ(α)) and
δ = 12 (α − Θ(α)) + β, so that Θ(γ) = γ and Θ(δ) = −δ. Then by the construction of γ and δ we have
Kγ ∈ Bˇc,s and Kδ ∈ Aˇ. Therefore we have KαKβ = Kα+β = Kγ+δ = KγKδ ∈ Bˇc,sAˇ.
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Example 4.2. Take Example 3.8. We have Θ : α1, α2 7→ −α2,−α1. Furthermore the quantum torus
Aˇ is generated by Kλ(α1+α2) with λ ∈
1
2Z. Let µ ∈ Q, we decompose KµKλ(α1+α2) in BˇAˇ. Write µ =
µ1α1+µ2α2. According to the proof of Lemma 4.1 we have γ =
1
2 (µ+Θ(µ)) =
1
2 (µ1−µ2)α1+
1
2 (µ2−µ1)α2
and δ = 12 (µ−Θ(µ))+λ(α1+α2) = (
1
2 (µ1+µ2)+λ)(α1+α2). Hence we haveKµKλ(α1+α2) = KγKδ ∈ BˇAˇ.
We now give a quantum analogue of the Iwasawa decomposition. There are multiple variants of the
quantum Iwasawa decomposition already known, see [25, Theorem 2.2]. However, Letzter [25] restricts
to only finite dimensional Lie algebras. The quantum Iwasawa decomposition given by Letzter [25]
decomposes Uq(g) in the right coideal B, the quantum torus A and the “positive part” N+ generated by
Ad(MX)(Ei) for all i ∈ I\X . However if the right coideal B has simple generators we show in Theorem
4.3 that N+ can be replaced by its counterpart generated by all Fi for i ∈ I\X .
Theorem 4.3 (Quantum Iwasawa decomposition). Let (Uq(g′),B = Bc,s) be a quantum symmetric pair
with simple generators. Let Aˇ = AˇΘ be the quantum torus of (Uˇq(g′), Bˇ) and N be the subalgebra of
Uq(g′) generated by Fi for i ∈ I\X . We have the quantum Iwasawa decomposition Uˇq(g′) = BˇAˇN .
Proof. This proof is based on Kolb [19, Proposition 6.1 and Proposition 6.3].
Take integers M,N ≥ 0, U = (u1, u2, . . . , uM ) ∈ IM , V = (v1, v2, . . . , vN ) ∈ IN and β ∈ Qˇ.
Because U+ ⊗ Uˇ0 ⊗ U− ≃ Uˇq(g′) as vector spaces under the multiplication map it is sufficient to show
EUKβFV ∈ BˇAˇN . We prove, with induction on M , that EUKβFV ∈ BˇAˇN .
By Corollary 3.5 and the Serre relations an element Ei, where i ∈ X , commutes with every Ej ,
where j ∈ I\X . Since Ei ∈ Bˇc,s we can pull all Ei, where i ∈ X , to the left and we can assume that
U ∈ (I\X)M . Similarly, an element Fi, where i ∈ X , commutes with every Ej and Fj , where j ∈ I\X .
Because Fi, where i ∈ X , q-commutes with every element in Uˇ0 and Fi ∈ Bˇc,s, we can pull Fi to the left
and we can assume V ∈ (I\X)N .
If M = 0 we have by Lemma 4.1 that KβFV ∈ BˇAˇN . Let M > 0 and assume that for all M ′ < M
and U ′ ∈ (I\X)M
′
we have EU ′KβFV ∈ BˇAˇN . Since u1 ∈ I\X there is t ∈ I\X such that τ(t) = u and
Bt = Ft − ctEu1K
−1
t + stK
−1
t , so
Eu1 =
1
ct
FtKt −BtKt +
st
ct
.
Hence
EUKβFV =
1
ct
FtKtEU ′KβFV −BtKtEU ′KβFV +
st
ct
EU ′KβFV .
Directly from the induction hypothesis we see EU ′KβFV ∈ BˇAˇN . Since Kt and EU ′ q-commute there is
x ∈ Q such that KtEU ′ = qxEU ′Kt and
BtKtEU ′KβFV = q
xBtEU ′Kβ+αtFV ∈ BˇAˇN .
Lastly for FtKtEU ′KβFV = q
xFtEU ′Kβ+αtFV we use the relation [Eu, Ft] = δut(Ku−K
−1
u )(qu−q
−1
u )
−1
repeatedly so that we can pull Ft through EU ′ . Let i be the smallest integer such that ui = t. We have
FtEU ′Kβ+αtFV = Eu1 . . . Eui−1FtEuiEui+1 . . . EuM−1Kβ+αtFV
= −Eu1 . . . EuiFtEui+1 . . . EuM−1Kβ+αtFV
+ Eu1 . . . Eui−1
(
Kui −K
−1
ui
q − q−1
)
Eui+1 . . . EuM−1Kβ+αtFV .
(4.1)
By the induction hypothesis
Eu1 . . . Eui−1
(
Kui −K
−1
ui
q − q−1
)
Eui+1 . . . EuM−1Kβ+αtFV
is in BˇAˇN after moving the K±1ui to the right at the cost of a power of q. Therefore, after repeated
application of (4.1), it is sufficient to show that EU ′′FtKβ+αtFV ∈ BˇAˇN for all U
′′ such that |U ′′| ≤ |U ′|.
But Ft q-commute with Kβ+αt hence
EU ′′FtKβ+αtFV = q
(αt,β+αt)EU ′′Kβ+αtFtFV = q
(αt,β+αt)EU ′′Kβ+αtFV ′ ,
where V ′ = (t, v1, v2, . . . , vN ). Now with the induction hypothesis EU ′′Kβ+αtFV ′ ∈ BˇAˇN , which yields
the result.
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Let Kλ ∈ Aˇ and Y ∈ Uˇq(g′). If we have two right coideals Bˇc,s and Bˇd,t with simple generators for
Uˇq(g′) Theorem 4.3 shows that we can write KλY ∈ Bˇc,sAˇN . The question that remains is if an element
of AˇN has a decomposition in Bˇc,sAˇBˇd,t. To answer this question we first introduce for each element of
Uq(g′) the set of regular points of Aˇ of this element.
We introduce the notation q-exp(x) = qx.
Definition 4.4. The set of regular points of 1 is Areg(1) = Aˇ. Let U = (u1, u2, . . . , uk) ∈ (I\X)
k, with
k > 0, and define the set of regular points Areg(FU ) to be all Kλ ∈ Aˇ such that
cv1cv2 . . . cvk−ℓ
dv1dv2 . . . dvk−ℓ
6= q-exp
k−ℓ∑
i=1
(λ+ µ, αvi + ατ(vi))−
∑
1≤i,j<k−ℓ,
i6=j
(αvi , αvj )
 , (4.2)
for all 0 ≤ ℓ ≤ k, where (v1, v2, . . . , vk−ℓ) is any subsequence of U and µ runs over the set
{N1µu1 +N2µu2 + . . .+Nkµuk : |Nj | ≤ 1, for all 1 ≤ j ≤ k}, (4.3)
where µi =
1
2 (αi −Θ(αi)).
Let Y ∈ Uq(g) and Kλ ∈ A, then by the quantum Iwasawa decomposition, Theorem 4.3, we can write
KλY =
∑
j Cj(λ;Y )Kλj(λ;Y )FVj(λ;Y ), where Cj(λ;Y ) ∈ Bc,s, λj(λ;Y ) ∈ Q such that Θ(λj(λ;Y )) =
−λj(λ;Y ) and FVj(λ;Y ) ∈ N . The set of regular points Areg(Y ) of Y are all λ ∈ Q such that λj(λ;Y ) ∈
Areg(FVj(λ;Y )) for all j.
Remark 4.5. Let U = (u1, u2, . . . , uk) ∈ (I\X)k and assume V = (v1, v2, . . . , vk−ℓ) is a subsequence of
U , for 0 ≤ ℓ ≤ k. Then Areg(FU ) ⊆ Areg(FV ).
In Theorem 4.6, which is the main theorem of this paper, we give sufficient conditions on the elements
of AN to decompose in Bˇc,sAˇBˇd,t.
Theorem 4.6. Let (X, τ) be an admissible pair and let Bc,s = Bc,s(X, τ) and Bd,t = Bd,t(X, τ) be
two right coideals such that (Uq(g′),Bc,s) and (Uq(g′),Bd,t) are quantum symmetric pairs with simple
generators. Fix U = (u1, u2, . . . , uk) with uj ∈ I\X and let Kλ ∈ Areg(FU ). Then KλFU ∈ Bˇc,sAˇBˇd,t.
Proof. Let ∼ be the equivalence relation modulo Bˇc,sAˇBˇd,t. We proceed with induction on the structure
of FU . If |U | = 0, then KλFU ∈ Aˇ ⊆ Bˇc,sAˇBˇd,t. Let k = |U | > 0 and assume that, for all V ⊂ U such
that V 6= U , we have KλFV ∈ Bˇc,sAˇBˇd,t. For uk ∈ I\X compute
KλFU = KλFu1Fu2 . . . Fuk−1B
duk ,tuk
uk + dukKλFu1Fu2 . . . Fuk−1Eτ(uk)K
−1
uk
− tukKλFu1Fu2 . . . Fuk−1K
−1
uk
.
(4.4)
By Remark 4.5 Kλ ∈ Areg(F(u1,u2,...,uk−1)). Hence, by the induction hypothesis, KλFu1Fu2 . . . Fuk−1 is
in Bˇc,sAˇBˇd,t. Therefore KλFu1Fu2 . . . Fuk−1B
duk ,tuk
uk belongs to Bˇc,sAˇBˇd,t. With Lemma 4.1 and the
induction hypothesis we show that
tukKλFu1Fu2 . . . Fuk−1K
−1
uk
= tukq
−(αuk ,αu1+αu2+...+αuk−1 )KλK
−1
uk
Fu1Fu2 . . . Fuk−1
is in Bˇc,sAˇBˇd,t. By Lemma 4.1 we write KλK−1uk = KγKδ ∈ Bˇc,dAˇ, where γ = −
1
2 (αuk − Θ(αuk)) and
δ = λ− 12 (αuk−Θ(αuk)) = λ−µuk . For U
′ = (u1, u2, . . . , uk−1) we have to show thatKλ−µuk ∈ Areg(FU ′ )
and hence, by the induction hypothesis, Kλ−µukFU ′ belongs to Bˇc,sAˇBˇd,t. When 1 ≤ ℓ ≤ k we rewrite
condition (4.2) for U for any subsequence (v1, v2, . . . , vk−ℓ) of U
′ to
cv1cv2 . . . cvk−ℓ
dv1dv2 . . . dvk−ℓ
6= q-exp
(k−1)−(ℓ−1)∑
i=1
(λ+ µ, αvi + ατ(vi))−
∑
1≤i,j<(k−1)−(ℓ−1),
i6=j
(αvi , αvj )
 . (4.5)
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Substitute ℓ 7→ ℓ + 1 in (4.5) and take Nk = −1 in (4.3), then
cv1cv2 . . . cvk−1−ℓ
dv1dv2 . . . dvk−1−ℓ
6= q-exp
(k−1)−ℓ∑
i=1
(λ− µuk + µ˜, αvi + ατ(vi))−
∑
1≤i,j<(k−1)−ℓ,
i6=j
(αvi , αvj )
 ,
for 0 ≤ ℓ ≤ k − 1 and where µ˜ ranges over the subset
{N1µu1 +N2µu2 + . . .+Nk−1µuk−1 : |Nj | ≤ 1, for all 1 ≤ j ≤ k − 1}
of (4.3). Hence all the required conditions to apply the induction hypothesis on Kλ−µukFU ′ hold. It
follows that Kλ−µukFU ′ ∈ Bˇc,sAˇBˇd,t and KλFU ∼ dukKλFu1Fu2 . . . Fuk−1Eτ(uk)K
−1
uk
.
We show that Eτ(uk)K
−1
uk
can be pulled to the left side of (4.4). Let p be the largest integer such
that τ(uk) = up where 0 ≤ p ≤ k − 1. We show that we can pull Eτ(uk) through Fup . Since [Ei, Fj ] =
δi,j(qi − q
−1
i )
−1(Ki −K
−1
i ) we have
dukKλFu1Fu2 . . . Fup−1FupEτ(uk)Fup+1 . . . Fuk−1K
−1
uk
= dukKλFu1Fu2 . . . Fup−1
(
Eτ(uk)Fup −
Kup −K
−1
up
qup − q
−1
up
)
Fup+1 . . . Fuk−1K
−1
uk
= dukKλFu1Fu2 . . . Fup−1Eτ(uk)FupFup+1 . . . Fuk−1K
−1
uk
+ q-exp((αup , αu1 + αu2 + . . .+ αup−1) + (αuk , αu1 + αu2 + . . .+ αuk−1))
× (qup − q
−1
up
)−1dukKλKupK
−1
uk
Fu1Fu2 . . . Fup−1Fup+1 . . . Fuk−1
− q-exp(−(αup , αu1 + αu2 + . . .+ αup−1) + (αuk , αu1 + αu2 + . . .+ αuk−1 ))
× (qup − q
−1
up
)−1dukKλK
−1
up
K−1uk Fu1Fu2 . . . Fup−1Fup+1 . . . Fuk−1 .
(4.6)
Let U ′ = (u1, u2, . . . , up−1, up+1, . . . , uk−1). By Lemma 4.1 we have KλK
±1
up
K−1uk ∈ Bˇc,sKλ±µup−µuk .
Using the induction hypothesis we will show that Kλ±µup−µukFU ′ ∈ Bˇc,sAˇBˇc,s, so that (4.6) gives
dukKλFu1Fu2 . . . Fup−1FupEτ(uk)Fup+1 . . . Fuk−1K
−1
uk
∼ dukKλFu1Fu2 . . . Fup−1Eτ(uk)FupFup+1 . . . Fuk−1K
−1
uk
.
(4.7)
We show thatKλ±µup−µuk ∈ Areg(FU ′ ) Note that, for 2 ≤ ℓ ≤ k, and for any subsequence (v1, v2, . . . , vk−ℓ)
of U ′, (4.3) gives
cv1cv2 . . . cvk−ℓ
dv1dv2 . . . dvk−ℓ
6= q-exp
(k−2)−(ℓ−2)∑
i=1
(λ+ µ, αvi + ατ(vi))−
∑
1≤i,j<(k−2)−(ℓ−2),
i6=j
(αvi , αvj )
 . (4.8)
Substitute ℓ 7→ ℓ + 2 in (4.8) and take Nk = −1, Np = ±1 in (4.3), then
cv1cv2 . . . cvk−2−ℓ
dv1dv2 . . . dvk−2−ℓ
6= q-exp
(k−2)−ℓ∑
i=1
(λ± µup − µuk + µ˜, αvi + ατ(vi))−
∑
1≤i,j<(k−2)−ℓ,
i6=j
(αvi , αvj )
 ,
for 0 ≤ ℓ ≤ k − 2 and where µ˜ ranges over the subset
{N1µu1 + . . .+Np−1µup−1 +Np+1µup+1 + . . .+Nk−1µuk−1 : |Nj | ≤ 1, for all 1 ≤ j ≤ k − 1, j 6= p}
of (4.3). Hence all the required conditions to apply the induction hypothesis on Kλ±µup−µukFU ′ hold.
It follows that Kλ−µukFU ′ ∈ Bˇc,sAˇBˇd,t.
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By repeated application of (4.7) we can pull Eτ(uk) through (4.4). Taking into account the q-
commutation relations for K−1uk and Fui we have modulo Bˇc,sAˇBˇd,t
KλFU ∼ q-exp((λ, ατ(uk))− (αuk , αu1 + αu2 + . . .+ αuk−1))
×
duk
cuk
cukEτ(uk)K
−1
uk
KλFu1Fu2 . . . Fuk−1
= q-exp((λ, ατ(uk))− (αuk , αu1 + αu2 + . . .+ αuk−1))
×
duk
cuk
(Fuk − cukB
cuk ,suk
uk + sukK
−1
uk
)KλFu1Fu2 . . . Fuk−1
∼ q-exp((λ, αuk + ατ(uk))− (αuk , αu1 + αu2 + . . .+ αuk−1))
×
duk
cuk
KλFukFu1Fu2 . . . Fuk−1 ,
(4.9)
because we already noticed that K−1uk KλFu1Fu2 . . . Fuk−1 ∈ Bˇc,sAˇBˇd,t. Hence we obtain for U ∈ (I\X)
k
and Kλ ∈ Areg(FU ) the identity
KλFU ∼ C(λ, U)KλFukFu1Fu2 . . . Fuk−1 , (4.10)
where
C(λ, U) = q-exp((λ, αuk + ατ(uk))− (αuk , αu1 + αu2 + . . .+ αuk−1))
duk
cuk
(4.11)
Let Sk be the permutation group on {1, 2, . . . , k}. For V = (v1, v2, . . . , vk) ∈ I
k and σ ∈ Sk define
the action of σ on Ik by σV = (vσ(1), vσ(2), . . . , vσ(k)).
Let σ = (1 2 . . . k) ∈ Sk be the rotation of order k. Define U0 = U and Uℓ = σUℓ−1 for ℓ > 0. Fix
Kλ ∈ Areg(FU ). Note that requirements (4.2) and (4.3) are invariant under the action of σ, i.e. vi 7→ vσ(i)
for all i ∈ I in (4.2) and (4.3), hence for all ℓ ≥ 0 we have Kλ ∈ Areg(FUℓ). Therefore the requirements
for (4.10) are satisfied for all Uℓ and we have KλFUℓ ∼ C(λ, Uℓ)FUℓ+1 for all ℓ ≥ 0. Since σ
k = id it
follows that Uk = U0 and from (4.11) we have
KλFU ∼
(
k−1∏
ℓ=0
C(λ, Ui)
)
KλFU
= q-exp
(λ, k∑
i=1
(αui + αuτ(i)))−
∑
1≤i,j≤k,
i6=j
(αui , αuj )
× du1du2 . . . dukcu1cu2 . . . cuk KλFU .
(4.12)
Because Kλ ∈ Areg(FU ) it follows from (4.2) that the coefficient of FU on the right hand side of (4.12) is
not equal to one. Subtracting the right hand side gives KλFU ∼ 0 or equivalent KλFU ∈ Bˇc,sAˇBˇd,t.
Remark 4.7. The proof of Theorem 4.6 is constructive, hence provides an algorithm to calculate the
radial part KλFU for all U = (u1, u2, . . . , uk) ∈ (I\X)
k where Kλ ∈ Areg(FU ). However the number of
terms in Bˇc,sAˇBˇd,t ofKλFU where |U | = k grows exponentially in k. Indeed, in the worst case, to permute
U = (u1, u2, . . . , uk) to (uk, u1, u2, . . . , uk−1), (4.4) gives two extra terms KλFV , where |V | = k− 1, (4.6)
gives 2(k − 2) extra terms KλFV ′ , where |V ′| = k − 2, and (4.9) gives two extra terms KλFV , where
|V | = k− 1. If fk is the number of terms for KλFU , where |U | = k, in the worst case, we have recurrence
relation fk = 4fk−1 +2(k− 2)fk−2 for k ≥ 1, with starting values f−1 = 0 and f0 = 1. Since fk ≥ 4fk−1
we have fk ≥ 4k. On the other hand, fk−1 ≥ fk−2, so that fk = 4fk−1 + 2(k − 2)fk−2 ≤ 2kfk−1.
Therefore an upper bound is given by fk ≤ 2kk!. This shows that fk grows exponentially in k. Applying
the permutation k times finishes the algorithm, therefore, in the worst case, producing kfk terms. The
number of terms kfk grows exponentially in k.
Remark 4.8. Assumption (4.2) in Theorem 4.6 is to be expected. A similar assumption is made in [5,
Theorem 2.4] where Casselman and Milicˇic´ take the action of a, where a is an regular point of the torus
A. If a would not be a regular point [5, Lemma 2.2] fails to be true because of a division by zero. The
same problem occurs in the quantum case if we don’t assume (4.2).
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5 Spherical functions on quantum symmetric pairs
In this section we introduce spherical functions in general. We give a quantum analogue for the map Π
of Casselman and Milicˇic´ [5] for quantum symmetric pairs with simple generators. Moreover, we prove
a quantum analogue, Theorem 5.4, of [5, Theorem 3.1]. Next we study the ∗-invariance of the right
coideals of a Hopf ∗-algebra. Theorem 5.8 gives conditions for an orthogonality relation for spherical
functions on Hopf ∗-algebras.
Definition 5.1. Let B and B′ be two right coideal subalgebras of a Hopf algebra A. Take finite di-
mensional representations tB and tB′ of B, B′ acting on vector spaces V , W respectively. A linear map
Φ : A→ End(W,V ) is called a (tB, tB′)-spherical function if for all B ∈ B, B′ ∈ B′ and Y ∈ A
Φ(BY B′) = tB(B)Φ(Y )tB′(B
′).
The space of all (tB, tB′)-spherical functions is denoted by FtB,tB′ (A).
Remark 5.2. The case A = Uq(g), B = Bc,s and B′ = Bd,t where g is a semi-simple Lie algebra with
non-reduced root system has been studied by Letzter [25]. She classifies all spherical functions where
tB = ǫB and tB′ = ǫB′ . In this case the (ǫB, ǫB′)-spherical functions are identified with Macdonald
polynomials, [25, Theorem 8.2].
Definition 5.3. Let (X, τ) be an admissible pair and Bˇc,s = Bˇc,s(X, τ) and Bˇd,t = Bˇc,t(X, τ) be two
right coideals of Uˇq(g
′) with simple generators. Fix finite dimensional representations t1 of Bˇc,s acting
on vector space V and t2 of Bˇd,t acting on vector space W . Let Ft1,t2(Uˇq(g
′)) be the set of (t1, t2)-
spherical functions on Uˇq(g′). Write Res for the restriction map of Ft1,t2(Uˇq(g
′)) to the quantum torus
Aˇ, i.e. Res(Φ) : Aˇ → End(W,V ). We define an action of Uq(g) on Ft1,t2 by Y.Φ(Z) = Φ(ZY ) for all
Y, Z ∈ Uq(g) and Φ ∈ Ft1,t2(Uq(g
′)).
Let Y ∈ Uˇq(g′) and Kλ ∈ Areg(Y ). According to Theorem 4.3 we have KλY ∈ Bˇc,sAˇN , hence we
can write KλY =
∑
iCi(λ;Y )Kµi(λ;Y )FVi(λ;Y ), where Ci(λ;Y ) ∈ Bˇc,s, µi(λ;Y ) ∈ Qˇ with Θ(µi(λ;Y )) =
−µi(λ;Y ) and Vi(λ;Y ) ∈
⋃
n≥0(I\X)
n. Combining Theorem 4.3 with Theorem 4.6 applied on all
Kµi(λ;Y )FVi(λ;V ) for Kλ ∈ Areg(Y ) we have the map
Π(Y ) : Areg(Y )→ Bˇc,s ⊗ Aˇ ⊗ Bˇd,t.
For Kλ ∈ Areg(Y ), we introduce the notation
Π(Y )(Kλ) =
∑
i
Bi(λ;Y )Kλi(λ;X)B
′
i(λ;Y ), (5.1)
where Bi(λ;Y ) ∈ Bˇc,s, λi(λ;X) ∈ Aˇ and B′i(λ;Y ) ∈ Bˇd,t. Let ηt1,t2 = t1 ⊗ 1⊗ t2 and define the map
Πt1,t2(Y ) = ηt1,t2 ◦Π(Y ) : Areg(Y )→ End(V )⊗ Aˇ ⊗ End(W ).
We define a map · : End(V )⊗ Aˇ⊗End(W )×Res(Ft1,t2(Uˇq(g
′))→ End(W,V ) defined on the generators
by
(T1 ⊗Kλ ⊗ T2) ·Res(Φ) = T1Φ(Kλ)T2,
for every T1 ∈ End(V ), T2 ∈ End(W ), λ ∈ Qˇ such that Θ(λ) = −λ and Φ ∈ Ft1,t2(Uˇq(g
′).
The following Theorem is a quantum analogue of [5, Theorem 3.1].
Theorem 5.4. Let Bˇc,s and Bˇd,t be two right coideal with simple generators of Uˇq(g′). Let Y ∈ Uq(g′)
and Φ ∈ Ft1,t2(Uˇq(g
′)). We have Res(Y.Φ)(Kλ) = Πt1,t2(Y )(Kλ) · Res(Φ), for all Kλ ∈ Areg(Y ).
Proof. Let Kλ ∈ Areg(Y ) and by (5.1) write Π(Y )(Kλ) =
∑
iBi(λ;Y )Kλi(λ;X)B
′
i(λ;Y ). Evaluate both
sides in Kλ, which gives
Res(Y.Φ)(Kλ) = Φ(KλY ) =
∑
i
t1(Bi(λ;Y ))Φ(Kµi(λ;Y ))t2(B
′
i(λ;Y )),
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and on the other hand
Πt1,t2(Y )(Kλ) · Res(Φ) = (
∑
i
t1(Bi(λ;Y ))⊗Kµi(λ;Y ) ⊗ t2(B
′
i(λ;Y ))) · Φ
=
∑
i
t1(Bi(λ;Y ))Φ(Kµi(λ;Y ))t2(B
′
i(λ;Y )).
The element Πt1,t2(Y ) is called the radial part of Y . In Section 6 we compute the radial part of
central elements in three examples. But first we study the ∗-invariance of Bc,s.
Proposition 5.5. Let (X, τ) be an admissible pair and Bc,s = Bc,s(X, τ) be a right coideal subalgebra
of Uq(g′) with simple generators. Let µ ∈ Aut(A,X) such that µ restricted to X is the identity on X ,
µ2 = id and µτ = τµ. Define a complex ∗-structure on Uq(g′) by
K∗i = Kµ(i), E
∗
i = σiKµ(i)Fµ(i), F
∗
i = σiEµ(i)K
−1
µ(i), (5.2)
where i ∈ I, σi = 1 if µ(i) 6= i and σi ∈ {±1} if µ(i) = i. Let Bc,s be a right coideal with simple
generators such that
cµτ(i) = σiστ(i)ci
−1q2−(αµ(i),αµτ(i)), sµτ(i) = −σici
−1si. (5.3)
The ∗-structure in (5.2) is a ∗-operator on Uq(g′). Moreover Bc,s is ∗-invariant with the ∗-action given
on the generators α ∈ Q, with Θ(α) = α, and i ∈ I\X by
K∗α = Kβ, B
∗
i = −σiciKµτ(i)−µ(i)Bµτ(i), (5.4)
where α =
∑
i∈I niαi ∈ Q, Θ(α) = α and β =
∑
i∈I niαµ(i).
Proof. By a direct verification on the generators (5.2) defines a ∗-structure on Uq(g′), see also [13,
Proposition 6.1.17]. Assuming (5.3) a straightforward calculation gives (5.4). We check that the elements
of (5.4) are again in Bc,s. Because Bc,s is simple, by Corollary 3.5 and the definition of Θ, see [19, (2.10)],
we have Θ(αi) = −ατ(i) if i ∈ I\X and Θ(αj) = αj if j ∈ X . Note that µ(j) = j for all j ∈ X , τ
2 = id
and τµ = µτ . Let α ∈ Q such that Θ(α) = α and write α =
∑
i∈I niαi, then
∑
i∈I
niαi = Θ
(∑
i∈I
niαi
)
= −
∑
i∈I\X
nτ(i)αi +
∑
j∈X
njαj ,
so that ni = −nτ(i) if i ∈ I\X . Let β =
∑
i∈I niαµ(i), such that K
∗
α = Kβ , then
Θ(β) = −
∑
i∈I\X
niατµ(i)+
∑
j∈X
njαµ(j) = −
∑
i∈I\X
niαµτ(i)+
∑
j∈X
njαj = −
∑
i∈I\X
nτ(i)αµ(i)+
∑
j∈X
njαj = β,
so that Kβ ∈ Bc,s. Let i ∈ I\X , then by (5.4) B∗i = −σiciKµτ(i)−µ(i)Bµτ(i). We show that Kµτ(i)−µ(i) ∈
Bc,s. We have Θ(αµτ(i) − αµ(i)) = ατµ(i) − ατµτ(i) = αµτ(i) − αµ(i), hence Kµτ(i)−µ(i) ∈ Bc,s. Therefore
B∗i ∈ Bc,s, when i ∈ I\X . For i ∈ X we have E
∗
i , F
∗
i ,K
∗
i ∈ MX ⊆ Bs,t. This yields that B
∗
c,s = Bc,s,
which proves the last part of the proposition.
Remark 5.6. Take µ = id and σi = 1 for all i ∈ I in Proposition 5.5, then the ∗-operator defined by
K∗i = Ki, E
∗
i = KiFi and F
∗
i = EiK
−1
i is called the compact real form of Uq(g
′). For the right coideal
Bc,s such that cτ(i) = ci
−1q2−(αi,ατ(i)) and sτ(i) = −ci
−1si, we have that Bc,s is ∗-invariant. We denote
Uq(sun) for the quantized universal enveloping algebra Uq(sln) equipped with the compact real form.
Definition 5.7. For a Hopf (∗-)algebra A define the set Agrp of invertible group-like elements to be the
invertible elements a ∈ A such that ∆(a) = a ⊗ a. Note that from the Hopf algebra axioms we have
m ◦ (ǫ ⊗ id) ◦∆ = id, thus for every a ∈ Agrp we have a = ǫ(a)a. Since every a ∈ Agrp is invertible it
follows that ǫ(a) = 1.
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Let A be a Hopf algebra and let B, B′ be two right coideal subalgebras of A. Let tB be a finite
dimensional representations of B and let tB′ be a finite dimensional representations of B′. We define a
right action of A on FtB,tB′ (A) by (Φ.a)(a
′) = Φ(aa′) for all a, a′ ∈ A and Φ ∈ FtB,tB′ (A).
Theorem 5.8 motivates the ∗-invariance of the right coideal subalgebras on Uq(g). This theorem is
a generalization of [1, Theorem 5.5], which plays a key role in the orthogonality for the matrix valued
spherical functions of the quantum symmetric pair (Uq(su2)⊗ Uq(su2),B).
Theorem 5.8. Let A be a Hopf ∗-algebra and B, B′ be two ∗-invariant right coideal subalgebras of A.
Let Φ,Ψ : A → End(V,W ) be two (tB, tB
′
)-spherical functions for unitary representations tB of B and
tB
′
of B′. Take as ∈ Agrp to be a self adjoint element, i.e. a∗s = as, and define
τas : A→ C : a 7→ tr((Φ.as)(Ψ.as)
∗).
If a2sS(a
∗) = S(a)∗a2s for all a ∈ A then τas is a (ǫa−1s Bas , ǫB′)-spherical function, where ǫa−1s Bas is the
counit representation restricted to a−1s Bas and ǫB′ the counit representation of B
′. We reformulate that
if a2sS(a
∗) = S(a)∗a2s for all a ∈ A, then for all a ∈ A, b ∈ B and b
′ ∈ B′ we have
τas(a
−1
s basab
′) = ǫ(a−1s bas)τas(a)ǫ(b
′).
Remark 5.9. The algebra a−1s Bas in Theorem 5.8 is a right coideal subalgebra, because as and a
−1
s are
group like. Also if as does not satisfy a
2
sS(a
∗) = S(a)∗a2s for all a ∈ A the spherical function behavior
τas(ab
′) = τas(a)ǫ(b
′) still holds for all a ∈ A and b ∈ B′.
Proof of Theorem 5.8. Let M = dim(V ) and N = dim(W ). Write Φ = (Φm,n)m,n and Ψ = (Ψm,n)m,n
with Φm,n,Ψm,n linear functionals on A where 1 ≤ m ≤M and 1 ≤ n ≤ N . A straightforward calculation
gives
tr((Φ.as)(Ψ.as)
∗) =
M∑
m=1
N∑
n=1
(Φm,n.as)(Ψm,n.as)
∗,
so that for every a ∈ A
τas(a) =
M∑
m=1
N∑
n=1
∑
(a)
Φm,n(asa(1))Ψm,n(asS(a(2))∗),
using ξ∗(a) = ξ(S(a)∗) for all linear functions ξ : A→ C and a ∈ A.
Take b′ ∈ B′ and a ∈ A we prove first that τas(ab
′) = τas(a)ǫ(b
′) for all as ∈ Agrp. We have
τas(ab
′) =
M∑
m=1
N∑
n=1
∑
(a),(b′)
Φm,n(asa(1)b
′
(1))Ψm,n(asS(a(2))
∗S(b′(2))
∗).
Because B′ is a right coideal of A we have b′(1) ∈ B
′. Since Φ is a (tB, tB
′
)-spherical function we have
Φm,n(asa(1)b
′
(1)) =
∑N
k=1 Φm,k(asa(1))t
B′
k,n(b
′
(1)). Moreover t
B′ is a unitary representation and B′ is ∗-
invariant, hence tB
′
k,n(b
′
(1)) = t
B′
n,k((b
′
(1))
∗). We obtain
τas(ab
′) =
M∑
m=1
N∑
n,k=1
∑
(a),(b′)
Φm,k(asa(1))t
B′
k,n(c(1))Ψm,n(asS(a(2))
∗S(b′(2))
∗)
=
M∑
m=1
N∑
n,k=1
∑
(a),(b′)
Φm,k(asa(1))Ψm,n(asS(a(2))∗S(b
′
(2))
∗)tB
′
n,k((b
′
(1))
∗)
=
M∑
m=1
N∑
k=1
∑
(a),(b′)
Φm,k(asa(1))Ψm,k(asS(a(2))∗S(b
′
(2))
∗(b′(1))
∗)
=
M∑
m=1
N∑
k=1
∑
(a)
Φm,k(asa(1))Ψm,k
asS(a(2))∗∑
(b′)
S(b′(2))
∗(b′(1))
∗
.
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Use the antipode axiom for the Hopf algebra A so that
∑
(b′) S(b
′
(2))
∗(b′(1))
∗ = (
∑
(b′) b
′
(1)S(b
′
(2)))
∗ = ǫ(b′).
Therefore we see that τas(ab
′) = τas(a)ǫ(b
′).
Now we show that if a2sS(a
∗) = S(a)∗a2s for all a ∈ A then τas(a
−1
s basa) = ǫ(a
−1
s bas)τas(a) for all
a ∈ A and b ∈ B. Let a ∈ A and b ∈ B, we have
τ(a−1s basa) =
M∑
m=1
N∑
n=1
∑
(a),(b)
Φm,n(b(1)asa(1))Ψm,n(asS(a
−1
s )∗S(b(2))∗S(as)∗S(a(2))∗).
Since as is invertible and a group like element it follows from antipode axiom for the Hopf algebra that
S(as) = a
−1
s . Because as is self adjoint we have S(as)
∗ = S(a∗s) = a
−1
s . For the right coideal B we have,
b(1) ∈ B. This yields
τ(a−1s basa) =
M∑
m,k=1
N∑
n=1
∑
(a),(b)
tBm,k(b(1))Φk,n(asa(1))Ψm,n(a
2
sS(b(2))
∗a−1s S(a(2))∗)
=
M∑
k=1
N∑
n=1
∑
(a)
Φk,n(asa(1))Ψk,n
∑
(b)
b∗(1)a
2
sS(b(2))
∗a−1s S(a(2))∗
,
where we used the spherical property of Ψ, which is Ψm,n(b(1)a
−1
s a(1)) =
∑M
k=1 t
B
m,k(b(1))Ψk,n(a
−1
s a(1)),
and the unitary of the representation, i.e. tBm,k(b(1)) = t
B
k,m(b
∗
(1)). Note that b(2) ∈ A and by the property
of as we have a
2
sS(b
∗
(2)) = S(b(2))
∗a2s, therefore∑
(b)
b∗(1)a
2
sS(b(2))
∗a−1s S(a(2))
∗ =
∑
(b)
b∗(1)S(b
∗
(2))asS(a(2))
∗ = ǫ(b∗)asS(a(2))
∗.
Use that ǫ(b∗) = ǫ(b) and ǫ(as) = 1 = ǫ(a
−1
s ), hence ǫ(b
∗) = ǫ(asba
−1
s ). Combining these facts we have
τas(asba
−1
s a) = ǫ(asba
−1
s )τas(a).
In Theorem 5.8 we need as ∈ Agrp self adjoint such that a2sS(a
∗) = S(a)∗a2s for all a ∈ A. In the
next lemma we show that each quantized function algebra Uq(g) contains such an element.
Lemma 5.10. Suppose g is a semi-simple Lie algebra and suppose Uq(g) is equipped with compact real
form. Let ρ be the half sum of the positive roots and let sa = K−ρ ∈ Uˇq(g). Then as is self adjoint and
a2sS(a
∗) = S(a)∗a2s for all a ∈ Uq(g).
Proof. By Remark 5.6 the compact real form act trivially on U0, hence K∗−ρ = K−ρ.
On the generators of Uq(g) we check readily that S2(a) = K2ρaK−2ρ for all a ∈ Uq(g), see also
[13, Chapter 6, Proposition 6] and [21, p. 79, Exercise 4.1.1]. By [13, Chapter 1, Proposition 10]
we have S−1 = ∗ ◦ S ◦ ∗. Apply S−1 = ∗ ◦ S ◦ ∗ on both sides of S2(a) = K2ρaK−2ρ to obtain
S(a) = (S(K∗2ρ)S(a
∗)S(K∗−2ρ))
∗. Since K2ρ and K−2ρ are self adjoint we have S(a)
∗ = K−2ρS(a
∗)K2ρ,
from which the statement follows.
Example 5.11. Let n be an arbitrary positive integer and let g = sln be the simple Lie algebra of type
An. The half sum of positive roots ρ is given by 2ρ =
∑n
i=1(n− i+ 1)iαi, see [12, p. 684]. From ρ the
elements as of Lemma 5.10 is given by
as = K−ρ =
n∏
i=1
K
− 12 (i−n−1)i
i .
For example as for n = 1, n = 2 and n = 3 is respectively equal to
K−
1
2 , (K1K2)
−1, (K31K
4
2K
3
3 )
− 12 .
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6 Calculations of the radial part
In this section we compute the radial part of the Casimir elements of the quantum analogues of (SU(2),U(1)),
(SU(2) × SU(2), diag) and (SU(3),U(2)). We assume that every right coideal Bc,s is ∗-invariant for the
compact real form on Uq(g) and that c ∈ C ∩ (R×)k and s ∈ S ∩ Rk. However, the calculations in this
chapter can be executed for general c and s, although these cases will not have a nice limit if q → 1 and
often the radial part of the Casimir elements will not generate a second order q-difference equation of
Askey-Wilson type, [14].
Example 6.1 extends the results of [20] and gives rise to an alternative proof for [15, Theorem 7.6]
of which we skip the details. Example 6.2 coincides with [1, Proposition 5.10]. Example 6.3 extends
Letzter’s classification [25, Theorem 8.2] to an example for a quantum symmetric pair where the restricted
root system is non-reduced. We show that the radial part of the center in Example 6.3 restricted to
the trivial representation coincides with [6, Theorem 5.4]. Moreover we compute the radial part of the
center in Example 6.3 in general, which has not yet been done before and which extend the result of
Dijkhuizen and Noumi [6] for the quantum analogue of (SU(3),U(2)) to the matrix valued case. Note
that the method described here is not restricted to the center, but this method can be used to calculate
the radial part for any element of a quantum symmetric pair with simple generators.
Example 6.1. The spherical functions on quantum analogue of (SU(2),U(1)), see Example 3.7, were
first studied by Koornwinder [20]. Let g = su2. Koornwinder [20] computed the radial part of the
Casimir element Ω which is the generator of the center of Uq(g). In this example we show that the radial
part of Koornwinder [20] coincides with the radial part Π(Ω) ∈ Bˇc,s⊗ Aˇ⊗ Bˇd,t for well chosen values for
c, d, s and t.
Recall the definition of the rank 1 coideal Bc,s from Example 3.7. Since Bc,s is ∗-invariant for the
compact real form on Uq(g) if follows from Remark 5.6 that c = −1. Therefore we write Bs = B−1,s. We
slightly modify the generators of Bs and write
Bs = F + EK
−1 + s(K−1 − 1),
with s ∈ S ∩R. Note that the right coideal Bs is also generated by Bs. The Casimir element generating
the center of Uq(sl2) is given by
Ω =
q−1K + qK−1 − 2
(q − q−1)2
+ EF,
see [21, Proposition 3.2]. Fix s, t ∈ S ∩ R. The quantum torus algebra Aˇ appearing in the quantum
Iwasawa decomposition, Theorem 4.3, is generated by Kλ where λ ∈ 12Z. For λ ∈
1
2Z we compute A
λΩ
as an element of Bˇs ⊗ Aˇ ⊗ Bˇt.
First apply Theorem 4.3 to bring KλEF in the quantum Iwasawa decomposition form. We have
KλEF = q2λEKλF = −q4λKλ+1F 2 − sq2λ(K−1 − 1)Kλ+1F + q2λBsK
λ+1F (6.1)
According to the proof of Theorem 4.6 we proceed to decompose KλF and KλF 2 inductively in BˇsAˇBˇt.
KλF = Kλ(−EK−1 − t(K−1 − 1) +Bt)
= q2λ(F + s(K−1 − 1)−Bs)K
λ +KλBt − t(K
λ−1 −Kλ)
= q4λKλF +
(
sq2λ − t
)
(Kλ−1 −Kλ)− q2λBs +K
λBt.
Hence we have (
1− q4λ
)
KλF =
(
sq2λ − t
)
(Kλ−1 −Kλ)− q2λBsK
λ +KλBt. (6.2)
We now proceed one level higher and obtain
KλF 2 = KλF (−EK−1 − t(K−1 − 1) +Bt)
= −q2λ−2EK−1KλF +
1
(q − q−1)
(Kλ −Kλ−2)−
t
q2
Kλ−1F + tKλF +KλFBt
= q4λ−2KλF 2 +
(
t− q2λ−2
)
KλF +
(
q2λ−2s−
t
q2
)
Kλ−1F
+
1
(q − q−1)
(Kλ −Kλ−2)− q2λ−2BsK
λF +KλFBt,
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hence we have (
1− q4λ−2
)
KλF 2 =
(
t− q2λ−2
)
KλF +
(
q2λ−2s−
t
q2
)
Kλ−1F
−
1
(q − q−1)
(Kλ −Kλ−2)− q2λ−2BsK
λF +KλFBt.
(6.3)
Assume that q4λ 6= 1 and q4λ−2 6= 1, which definitely holds if Kλ ∈ Areg(EF ). Use (6.3) in (6.1) to
obtain
KλEF = −
(s− q2λ+2t)
(1− q4λ+2)
Kλ+1F −
(s− q2λt)
(1− q4λ+2)
KλF + q2λ
1
(1− q4λ+2)
BsK
λ+1F
− q4λ+2
1
(1− q4λ+2)
Kλ+1FBt − q
4λ+2 K
λ+1 −Kλ
(q − q−1)(1 − q4λ+2)
,
substitute (6.2) gives that KλEF is equal to
q2λ
(t− q2λ+2s)(s− q2λ+2t)
(1− q4λ+2)(1 − q4λ+4)
(Kλ+1 −Kλ)− q2λ
(t− q2λs)(s− q2λt)
(1− q4λ)(1 − q4λ+2)
(Kλ −Kλ−1)
+ q4λ+2
Kλ+1 −Kλ−1
(1 − q4λ+2)(q − q−1)
− q2λ
(s− q2λt− q2λ+2t+ q4λ+2s)
(1− q4λ)(1 − q4λ+4)
KλBt
− q2λ
(t− q2λs− q2λ+2s+ q4λ+2t)
(1 − q4λ)(1 − q4λ+4)
BsK
λ + q2λ
(s− 2q2λ+2t+ q4λ+4s)
(1− q4λ+2)(1− q4λ+4)
Kλ+1Bt
+ q2λ
(t− 2q2λ+2s− q4λ+4t)
(1 − q4λ+2)(1 − q4λ+4)
BsK
λ+1 + q2λ
(1 + q4λ+4)
(1 − q4λ+2)(1 − q4λ+4)
BsK
λ+1Bt
− q4λ+2
1
(1 − q4λ+2)(1 − q4λ+4)
B2sK
λ+1 − q4λ+2
1
(1 − q4λ+2)(1 − q4λ+4)
Kλ+1B2t .
Add Kλ(q−1K + qK−1 − 2) to both sides so that we have KλΩ ∈ BˇsAˇBˇt.
Take σ, τ ∈ R such that s = q
1
2 (q−σ−qσ)(q−1−q)−1, t = q
1
2 (q−τ −qτ )(q−1−q)−1. For λ 6= 0,− 12 ,−1
we obtain
q(q − q−1)2KλΩ = f(qλ)(Kλ+1 −Kλ) + f(q−λ−1)(Kλ −Kλ−1)
+ (1 − q)2Kλ + (Bˇc,s)+Aˇ(Bˇd,t)+
(6.4)
where for C ⊆ Uˇq(g′) we use the notation C+ = {c ∈ C : ǫ(c) = 0} and
f(qλ) =
(1 + q2λ+σ+τ+2)(1 + q2λ−σ−τ+2)(1− q2λ+σ−τ+2)(1− q2λ−σ+τ+2)
(1− q4λ+2)(1− q4λ+4)
.
Identifying z with q2λ+1 and Aλ−1, Aλ, Aλ1 with q−1z, z, qz in (6.4) we find the second order q-difference
operator for Askey-Wilson polynomials with two free parameters. This observation is a key ingredient,
see [20, Lemma 5.1], of some of the main results in Koornwinder [20, Theorem 5.2 and Theorem 5.3].
In a similar fashion the Bˇc,sAˇBˇd,t-decomposition of the Casimir element gives rise to the q-difference
equation for the Askey-Wilson polynomials in four free parameters described in the second alternative
proof of [15, Remark 7.7]. Hence we can obtain an alternative proof for [15, Theorem 7.6] which requires
conjugation of the radial part of the Casimir operator. We skip the details.
Example 6.2. Recall that the right coideal B of the quantum analogue of (SU(2) × SU(2), diag) is
generated by
B1 = F1 − E2K
−1
1 , B2 = F2 − E1K
−1
2 , K
±1 = (K1K
−1
2 )
±1,
see also Example 3.8. Let g = su2 ⊕ su2. The Casimir elements generating the center of Uq(su2) are
given by
Ω1 =
q−1K1 + qK
−1
1 − 2
(q − q−1)2
+ E1F1, Ω2 =
q−1K2 + qK
−1
2 − 2
(q − q−1)2
+ E2F2.
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Note that σ : Uq(g) → Uq(g) : Xi 7→ Xτ(i) where X = Ei, Fi,Ki and τ = (1 2) is a Hopf algebra
isomorphism, i.e. σ is the flip operator. Therefore it is sufficient to calculate the radial part only for Ω1.
The quantum torus A of the quantum Iwasawa decomposition, Theorem 4.3, of Uq(g) is generated by
A±1 = (K1K2)
±1. We compute the radial part of AλΩ1 in BˇAˇBˇ where λ ∈
1
2Z. We apply the quantum
Iwasawa decomposition, Theorem 4.3, on AλΩ1 and obtain
AλE1F1 = q
2λE1A
λF1 = q
2λ(F2K2 −B2K2)A
λF1
= q4λ+2K−
1
2Kλ+
1
2F1F2 − q
2λB2K
− 12Kλ+
1
2F1.
(6.5)
Inductively we determine the BAB-decomposition of AλF1 and AλF 21 .
AλF1 = A
λ(B1 + E2K
−1
1 ) = A
λB1 + q
2λE2K
−1
1 A
λ = AλB1 + q
4λAλF1 − q
2λB1A
λ.
Assume that λ 6= 0, then
AλF1 =
1
1− q4λ
(
AλB1 − q
2λB1A
λ
)
. (6.6)
For AλF1F2 we have
AλF1F2 = A
λF1(B2 + E1K
−1
2 )
= AλF1B2 +A
λ
(
E1F1 −
K1 −K
−1
1
q − q−1
)
K−12
= AλF1B2 + q
2λE1K
−1
2 A
λF1 −A
λ
(
K1 −K
−1
1
q − q−1
)
K−12
= AλF1B2 + q
4λAλF1F2 − q
2λB2A
λF1 −A
λ
(
K1 −K
−1
1
q − q−1
)
K−12 .
(6.7)
Assume λ 6= − 12 and substitute (6.6) and (6.7) into (6.5) then gives
AλE1F2 = −
q4λ+2
(1− q4λ+2)(q − q−1)
K
1
2Aλ+
1
2 +
q4λ+2
(1− q4λ+2)(q − q−1)
K−
1
2Aλ−
1
2
+
q4λ+2
(1 − q4λ+2)2
K−
1
2Aλ+
1
2B1B2 −
q6λ+3
(1 − q4λ+2)2
K−
1
2B1A
λ+ 12B2
−
q2λ+1
(1 − q4λ+2)2
K−
1
2B2A
λ+ 12B1 +
q4λ+2
(1 − q4λ+2)2
K−
1
2B2B1A
λ+ 12 .
Hence for λ 6= 12 the radial part of the Casimir becomes
AλΩ1 =
1
q
(1− q4λ+4)
(q − q−1)2(1− q4λ+2)
K
1
2Aλ+
1
2 + q
(1− q4λ)
(q − q−1)2(1− q4λ+2)
K−
1
2Aλ−
1
2 −
2
(q − q−1)2
Aλ
+
q4λ+2
(1− q4λ+2)2
K−
1
2Aλ+
1
2B1B2 −
q6λ+3
(1− q4λ+2)2
K−
1
2B1A
λ+ 12B2
−
q2λ+1
(1− q4λ+2)2
K−
1
2B2A
λ+ 12B1 +
q4λ+2
(1− q4λ+2)2
K−
1
2B2B1A
λ+ 12 .
The Hopf-algebra isomorphism σ maps σ(K) = K−1 and σ(B1) = B2. Since σ(Ω1) = Ω2 it follows that
AλΩ2 =
1
q
(1− q4λ+4)
(q − q−1)2(1− q4λ+2)
K−
1
2Aλ+
1
2 + q
(1− q4λ)
(q − q−1)2(1− q4λ+2)
K
1
2Aλ−
1
2 −
2
(q − q−1)2
Aλ
+
q4λ+2
(1− q4λ+2)2
K
1
2Aλ+
1
2B2B1 −
q6λ+3
(1− q4λ+2)2
K
1
2B2A
λ+ 12B1
−
q2λ+1
(1− q4λ+2)2
K
1
2B1A
λ+ 12B2 +
q4λ+2
(1− q4λ+2)2
K
1
2B1B2A
λ+ 12 .
The radial parts computed above correspond to the radial parts of [1, Proposition 5.10]. For the special
case of the counit representation, the maps Πǫ,ǫ(Ω1) and Πǫ,ǫ(Ω2) coincide. Identifying z = q
2λ+1 and
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Aλ−
1
2 , Aλ, Aλ+
1
2 with q−1z, z, qz, we obtain the second order q-difference equation for the Chebyshev
polynomials of the second kind. In [1] we continue studying matrix valued spherical functions that
are solutions to the second order q-difference equations Πt,t(Ωi) for all irreducible finite dimensional
representations t.
Example 6.3. In this last example we study the radial part of the center of the quantum analogue of
(SU(3),U(2)), see also Example 3.9. This case is excluded in Letzter [25], because the restricted root
system is non-reduced. The radial part of the center of the quantum analogue of (SU(3),U(2)) restricted
to the trivial representation is identified with the results of Dijkhuizen and Noumi [6, Theorem 5.4].
Recall that the right coideal Bc is generated by
Bc1 = F1 − c1E1K
−1
1 , B
c
2 = F2 − c2E2K
−1
1 , K
±1 = (K1K
−1
2 )
±1.
Let g = su3. If we allow third roots of K1 and K2 in Uq(g) the center of Bc is formally generated by the
two second order Casimir elements of the form
Ω1 = K
1
3
1 K
− 13
2
[
q−2K1K2 +K
−1
1 K2 + q
2K−11 K
−1
2
(q − q−1)2
+ qK2E1F1 + q
−1K−11 E2F2 − Eˇ3F3
]
,
Ω2 = K
1
3
1 K
− 13
2
[
q−2K1K2 +K1K
−1
2 + q
2K−11 K
−1
2
(q − q−1)2
+ q−1K−12 E1F1 + qK1E2F2 − E3Fˇ3
]
,
(6.8)
where E3 = E1E2 − qE2E1 = [E1, E2]q, F3 = F1F2 − qF2F1 = [F1, F2]q, Eˇ3 = E1E2 − q−1E2E1 =
[E1, E2]q−1 and Fˇ3 = F1F2 − q
−1F2F1 = [F1, F2]q−1 . See also [8] and [31] for the explicit expression of
(6.8). We compute the radial part for Ω˜1 = K
− 13
1 K
1
3
2 Ω1 ∈ Uq(g) and Ω˜2 = K
− 13
1 K
1
3
2 Ω2 ∈ Uq(g). The
computations modulo (Bc)+ on the left and (Bd)+ on the right are identified explicitly with orthogonal
polynomials of the q-Askey scheme [14].
The computation of the radial part is tedious but straightforward. Therefore we omit most of the
computations and use a couple of tricks to simplify the computations. Introduce the flip operator σ on
Uq(g) defined on the generators by σ(Xi) = σ(Xτ(i)) and σ(ci) = σ(cτ(i)) where τ = (1 2). Note that the
flip operator σ is a Hopf ∗-algebra isomorphism on Uq(g) leaving Bc and Bd invariant so that σ(Ω˜1) = Ω˜2.
Hence we only have to compute the radial part of Ω˜1.
The quantum torusA is generated by A±1 = (K1K2)
±1. Let λ ∈ 12Z. We first compute the radial part
of expressions AλFX up to degree 4, i.e. |X | ≤ 4, where X = (1), X = (1, 1), X = (1, 2), X = (1, 1, 2),
X = (1, 2, 1), X = (2, 2, 1), X = (1, 2, 1, 2), X = (1, 1, 2, 2) and X = (2, 1, 1, 2). Other expressions AλFX
needed for the computation of the radial part can be obtained from the flip operator σ. By Theorem 4.6
we have
AλF1 = A
λBd1 −
d1
c1
qλBc1A
λ +
d1
c1
q2λAλF1, (6.9)
Next, by Theorem 4.6, we have permutations F1F2 → F2F1
σ
−→ F1F2 and F 21 → F
2
1 , where
σ
−→ is used for
the flip operator,
AλF1F2 = A
λF1B
d
2 − d2
(
K1K
−1
2 −K
−1
1 K
−1
2
q − q−1
)
Aλ −
d2
c2
qλ+1Bc2A
λF1 +
d2
c2
q2λ+1AλF2F1,
AλF 21 = A
λF1B
d
1 −
d1
c1
qλ−2Bc1A
λF1 +
d1
c1
q2λ−2AλF 21 .
(6.10)
Using the flip operator we can now compute AλFX ∈ BˇcAˇBˇd for all |X | ≤ 2. We proceed with |X | = 3.
The expressions used of degree three have permutation F 21F2 → F2F
2
1 → F1F2F1 → F
2
1F2, therefore we
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calculate
AλF 21F2 = A
λF 21B
d
2 − d2
(
q4K −K−11 K
−1
2
q − q−1
)
AλF 21 − d2q
(
K −K−11 K
−1
2
q − q−1
)
AλF1
−
d2
c2
qλ+2Bc2A
λF 21 +
d2
c2
q2λ+2AλF2F
2
1 ,
AλF2F
2
1 = A
λF2F1B
d
1 − d1q
−2
(
K−1 −K−11 K
−1
2
q − q−1
)
AλF1
−
d1
c1
qλ−1Bc1A
λF2F1 +
d1
c1
q2λ−1AλF1F2F1,
AλF1F2F1 = A
λF1F2B
d
1 − d1
(
K−1 − q2K−11 K
−1
2
q − q−1
)
AλF1
−
d1
c1
qλ−1Bc1A
λF1F2 +
d1
c1
q2λ−1AλF 21F2.
(6.11)
For |X | = 4 the computation splits into two permutations F1F2F1F2 → F2F1F2F1
σ
−→ F1F2F1F2 and
F 21F
2
2 → F2F
2
1F2 → F
2
2F
2
1
σ
−→ F1F 22F1
σ
−→ F 21F
2
2 . By Theorem 4.6 the first permutation is
AλF1F2F1F2 = A
λF1F2F1B
d
2 − d2q
−1
(
K1K
−1
2 −K
−1
1 K
−1
2
q − q−1
)
AλF2F1
− d2
(
K1K
−1
2 − q
−2K−11 K
−1
2
q − q−1
)
AλF1F2
−
d2
c2
qλBc2A
λF1F2F1 +
d2
c2
q2λAλF2F1F2F1
(6.12)
and the second permutation is
AλF 21F
2
2 = A
λF 21F2B
d
2 − d2
(
(q + q−1)K1K
−1
2 − (q
−3 + q−1)K−11 K
−1
2
q − q−1
)
AλF1F2
−
d2
c2
qλBc2A
λF 21 F2 +
d2
c2
q2λAλF2F
2
1F2,
AλF2F
2
1F2 = A
λF2F
2
1B
d
2 − d2
(
(1 + q−2)K1K
−1
2 − (1 + q
−2)K−11 K
−1
2
q − q−1
)
AλF2F1
−
d2
c2
qλBc2A
λF2F
2
1 +
d2
c2
q2λAλF 22F
2
1 .
(6.13)
With Theorem 4.3 we bring all terms of AλΩ˜1 in the form of the quantum Iwasawa decomposition,
for K2E1F1 and K
−1
1 E2F2 we have
AλK2E1F1 =
q2λ+3
c2
K−1Aλ+1F2F1 −
qλ−1
c2
Bc2K
−1Aλ+1F1,
AλK−11 E2F2 =
q2λ+1
c1
AλF1F2 −
qλ+1
c1
Bc1A
λF2.
To find the quantum Iwasawa decomposition forAλEˇ3F3 andA
λE3Fˇ3 we apply a trick. The q-commutator
of Bc1 and B
c
2 is
[Bc1 , B
c
2 ]q = F3 − c1c2q
−1Eˇ3K
−1
1 K
−1
2 + c1(q − q
−1)E2F2K
−1
1
− c1q
(
K2 −K
−1
2
q − q−1
)
K−11 + c2
(
K1 −K
−1
1
q − q−1
)
K−12 .
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Hence we have
AλEˇ3F3 = q
2λEˇ3A
λF3
=
q2λ+1
c1c2
(
−[Bc1 , B
c
2 ]q + F3 + c1(q − q
−1)E2F2K
−1
1
−c1q
(
K2 −K
−1
2
q − q−1
)
K−11 + c2
(
K1 −K
−1
1
q − q−1
)
K−12
)
Aλ+1F3,
=
q2λ+1
c1c2
(
−[Bc1 , B
c
2 ]qA
λ+1F3 + q
2λ+2Aλ+1F 23 + q
2λ+3(q − q−1)Aλ+1F1F2F3
−qλ+2(q − q−1)Bc1A
λ+1F2F3 +
c2K1K
−1
2 + (c1q − c2)K
−1
1 K
−1
2 − c1qK
−1
1 K2
(q − q−1)
Aλ+1F3
)
,
(6.14)
We assume that Bc and Bd are ∗-invariant with respect to the ∗-structure corresponding to the
compact real form. By Remark 5.6 we find that c1c2 = q
3 and d1d2 = q
3. Let ∼ be the equivalence
relation module (Bc)+ from the left and (Bd)+ from the right. From (6.9) and (6.11) it follows that
AλFX ∼ 0 if |X | = 1 or |X | = 3. For |X | = 2 we have from (6.10) that AλF 21 ∼ 0 and
(q − q−1)(1 − q4λ+2)AλF1F2 ∼ −
(
d2 +
q2λ+4
c2
)
Aλ +
(
d2 +
q2λ+4
c2
)
Aλ−1, (6.15)
With (6.12) and (6.13) we compute
(q − q−1)(1− q4λ)AλF1F2F1F2 ∼ −
(
d2q
−1 +
q2λ+3
c2
)
AλF2F1 +
(
d2q
−1 +
q2λ+1
c2
)
Aλ−1F2F1
−
(
d2µ+
q2λ+2
c2
)
AλF1F2 +
(
d2q
−2 +
q2λ+2
c2
)
Aλ−1F1F2,
(q − q−1)(1− q8λ)AλF2F
2
1F2 ∼ −
(
d2(1 + q
−2) +
q2λ+3
c2
(q + q−1)
)
AλF2F1
+
(
d2(1 + q
−2) +
q2λ+3
c2
(q−3 + q−1)
)
Aλ−1F2F1
− q4λ
(
d1(1 + q
−2) +
q2λ+3
c1
(q + q−1)
)
AλF1F2
+ q4λ
(
d1(1 + q
−2) +
q2λ+3
c1
(q−3 + q−1)
)
Aλ−1F1F2.
(6.16)
From (6.15) and (6.16) it follows
AλF1F2 ∼ f12(λ)A
λ + g12(λ)A
λ−1,
AλF1F2F1F2 ∼ f1212(λ)A
λ + g1212(λ)A
λ−1 + h1212(λ)A
λ−2,
AλF2F
2
1F2 ∼ f2112(λ)A
λ + g2112(λ)A
λ−1 + h2112(λ)A
λ−2,
where
f12(λ) = g12(λ) =
d2q
(1− q2)
(1 + q2λ+1)
(1− q4λ+2)
,
f1212(λ) =
1
(1 − q2)2
(q2λ+5 + d22q
2 + q4 + d2
c2
q2λ+4)(1 + q2λ+1)
(1− q4λ+2)(1− q4λ)
,
g1212(λ) = −(f1212(λ) + h1212(λ)),
h1212(λ) =
1
(1 − q2)2
(q4 + q2λ+3 + d22 +
d2
c2
q2λ+4)(1 + q2λ−1)
(1− q4λ)(1− q4λ−2)
,
f2112(λ) = q
3 (1 + q
2)
(1− q2)2
(1 + q2λ+3)(1 + q2λ+1)
(1− q4λ+2)(1− q4λ)
,
22
g2112(λ) = −(f2112(λ) + h2112(λ)),
h2112(λ) = q
2 (1 + q
2)
(1− q2)2
(1 + q2λ+3)(1 + q2λ−1)
(1− q4λ)(1− q4λ−2)
.
And therefore we have
AλF3 ∼ (f12(λ) − qf21(λ))A
λ + (g12(λ)− qg21(λ))A
λ−1,
AλF1F2F3 ∼ (f1212(λ) − qf1221(λ))A
λ + (g1212(λ) − qg1221(λ))A
λ−1 + (h1212(λ)− qh1221(λ))A
λ−2,
AλF2F1F3 ∼ (f2112(λ) − qf2121(λ))A
λ + (g2112(λ) − qg2121(λ))A
λ−1 + (h2112(λ)− qh2121(λ))A
λ−2,
AλF 23 ∼ (f123(λ) − qf213(λ))A
λ + (g123(λ)− qg213(λ))A
λ + (h123(λ)− qh213(λ))A
λ−2.
Hence (6.14) becomes
AλEˇ3F3 ∼ q
2λ−2
(
q2λ+2f33(λ+ 1) + q
2λ+3(q − q−1)f123(λ+ 1) +
(c2 − q4c
−1
2 )
(q − q−1)
f3(λ + 1)
)
Aλ+1
+ q2λ−2
(
q2λ+2g33(λ+ 1) + q
2λ+3(q − q−1)g123(λ+ 1)
+
(c2 − q4c
−1
2 )
(q − q−1)
g3(λ+ 1) +
(q4c−12 − c2)
(q − q−1)
f3(λ)
)
Aλ
+ q2λ−2
(
q2λ+2h33(λ+ 1) + q
2λ+3(q − q−1)h123(λ+ 1) +
(q4c−12 − c2)
(q − q−1)
g3(λ)
)
Aλ−1.
Combining the explicit expressions of AλE1F2, A
λE2F2 and A
λEˇ3F3 modulo ∼ gives
(1− q2)2AλΩ˜1 ∼ f(q
λ)(Aλ+1 −Aλ) + f(q−λ−2)(Aλ−1 −Aλ) +
(1− q6)
(1− q2)
Aλ, (6.17)
where f(qλ) is
f(qλ) =
(1 + c2d2q
2λ)(1 + c−12 d
−1
2 q
2λ+6)(1− c2d
−1
2 q
2λ+4)(1 − c−12 d2q
2λ+4)
(1− q4λ+4)(1− q4λ+6)
,
and g(λ) = f(−λ − 2). Observe that from (6.17) and the flip operator σ we have AλΩ˜1 ∼ AλΩ˜2.
With the identification z = q2λ+2 and Aλ−1, Aλ, Aλ+1 7→ q−1z, z, qz in (6.17), the polynomial solu-
tions of the q-difference equation (6.17) are Askey-Wilson polynomials in two free parameters. The
Askey-Wilson polynomials are of the form pn(x;−c2d2q−2,−c
−1
2 d
−1
2 q
4, c2d
−1
2 q
2, c−12 d2q
2|q2). Upon using
p
(α,β)
n (x; s, t|q) = pn(x; q
1
2 ts−1, q
1
2+αst−1,−q
1
2 (st)−1,−q
1
2+βst|q) we find the polynomial solutions for
(6.17) to be
p(1,0)n (x; q
−1c2, q
−2d2|q
2) = pn(x;−c2d2q
−2,−c−12 d
−1
2 q
4, c2d
−1
2 q
2, c−12 d2q
2|q2).
This result extends the classification given by Letzter [25, Theorem 8.2] to an example of a quantum
symmetric pair where the restricted root system is non-reduced. With parametrization c = qσ+1 and
d = qτ+2, where σ, τ ∈ R, we identify the radial part of the center restricted to the trivial representation
with Dijkhuizen and Noumi [6, Theorem 5.4]. Using the same calculations we can compute the second
order q-difference equation Πt1,t2(Ω˜i) for any irreducible finite dimensional representations t1 and t2 on
respectively Bc and Bd. We will not work out the details in this paper. But it will be interesting if
the matrix valued second order q-difference equations Πt1,t2(Ω˜i) for any irreducible finite dimensional
representations t1 and t2 can be related to matrix valued spherical functions and matrix valued orthogonal
polynomials.
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