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Given ample sets in a ring R we define related ample sets in the polynomial ring R[x]. For 
Noetherian rings we state natural and sufficient conditions for canonical form algorithms tobe 
lifted to canonical form algorithms in R[x]. It is possible then to construct syzygies as well as 
to perform general division with respect to any finite set in R[x]. The construction is based on 
the notion of a Szekeres basis. 
Introduction 
In computer algebra the problem of canonical simplification and zero recognition are of 
sufficient importance to justify investigations of several different approaches. In this paper 
we address ourselves to the problem of lifting canonical forms from a ring R to the 
polynomial ring R[x]. 
According to van der Waerden (1970), in 1903 K6nig found that it is possible to decide 
in a finite number of steps if a polynomial over a field belongs to a given ideal (i.e. ideals 
are detachable), but only in the past ten years have effective algorithms been implemented. 
Most of the constructed algorithms are based on the original solution of Buchberger 
(1970) for polynomials (in several variables) over a field. In general terms Buchberger's 
algorithm is based on a completion procedure similar to the one used by Knuth & Bendix 
(1970) for first order terms and found to be in a general class of critical-pair/completion 
algorithms (Loos, 1981; Buchberger & Loos, 1982; Winkler, 1984). 
Richman (1974) has suggested a different approach for deciding if an ideal in R[x] is 
detachable. Independently, the author (Shtokhamer, 1975) has given an algorithm to 
determine canonical representations in R[x] for simplification rings. The solution 
proposed in Shtokhamer (1975) was based on the construction of a Szekeres (1959) basis. 
Richman's lemma 5 and the related theorem (Richman, 1974) define such a basis. 
However, from an algorithmic point of view we must be able to construct a finite basis for 
the R-module Nj defined in the proof of Richman's lemma 5. It is not clear from his paper 
how such a construction can be performed. It was pointed out (Shtokhamer, 1975) that 
such a construction is possible once a certain finite basis for syzygies is constructabte in R. 
The algorithm suggested, in addition to solving the detachability problem, constructs a
basis for syzygies for any finite set of polynomials (see also Buchberger, 1985, problem 6.18) 
as well as enables one to perform a generalised ivision with respect o a given set of 
polynomials. 
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Ayoub (1983) based her results on Richman's theorem and constructed an algorithm 
for a detaching basis and for a canonical form in the polynomial ring Z[x l  . . . . .  x,] over 
the integers. Her approach in working with power products resembles the method used by 
Buchberger (!984) for reduction rings. Other related works are those of Hurd (1970) and 
Sims (1978). The algorithm we suggest is of a different nature. 
This paper is an elaboration and refinement of the results in the previous report 
(Shtokhamer, 1976). We try to show how such a construction arises naturally when the 
lifting problem is addressed. In the lifting problem one starts with a canonical algorithm 
viewed as a black box. Denote by JR the set of all ideals.in R. The subscript R will be 
omitted when it is clear from the context. The black box is a general-canonical algorithm 
G : J x R ~ R that for a given pair (I, r) maps r te a unique representative of the residue 
class r + I = { r + s : s ~ I } to which r belongs. This algorithm trivially solves the problem of 
detachability of ideals in R, i.e. every ideal in R is detachable. For let r ~ R, then r s I if 
and only if G(I, r) = GU, 0). One tries then to impose some additional conditions on the 
ring R to enable the canonical algorithms to be lifted to R[x]. To achieve a finite lifting 
process we require some properties on the bases of ideals. The first required properties are 
that the ring is commutative and Noetherian implying that every ideal has a finite basis. 
The paper is organised as follows: In the first section we introduce the usual notions of 
ample sets in R and of the associated canonical maps. In the second section we lift the 
ample sets and maps previously introduced to the ring R[x]. The third section introduces 
the notion of a simplification ring. Section four discusses the notion of a Szekeres basis 
and its relevance to the problem of lifting canonical algorithms from R to R[x]. The 
outline of the algorithm for constructing a Szekeres basis is given in the appendix. The 
fifth Section introduces the notion of a reduced basis. We have collected some examples in 
the last section. 
1. Ample Sets and Canonical Maps in R 
Two elements rl, r2~R are said to be equivalent modulo I (or simply eqnivalent) 
denoted by r t = r2(I ) if and only if r 1 - r  2 ~I. Clearly r+ I  = {s:s =- r(I)}. 
A subset A of R will be called an ample set or a system of representatives for the 
equivalence classes R/I if and only if its intersection with every equivalence class 
consists of exactly one element. A map F : R --, A, A an ample set for the ideal 1, such 
that F(r) = r(I) will be called a canonical map associated with I and A. 
A canonical map has the following properties: 
(1) F is idempotent, i.e. F2(r) = F(r). 
(2) rl - r2(1) oF( r1)  = F(r2). 
Any map having property (i) and (2) defines uniquely an ample set by: A = F(R) (the 
image of R under F). Hence, we can interchange the roles between ample sets and their 
associated canonical maps. If 0~A then the associated canonical map is called zero 
recognising. 
From now on we assume that all canonical mapsare zero recognising and consequently 
all ample sets contain zero. Let I(F) = {a:F (a )  = 0} denote the ideal of F, and A(F) be 
the ample set of F. Let ~ be a set of canonical maps {F}; let 
J ( ,~)  = {J : J  = I(F), F~}.  
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A set f f  of canonical maps will be called compatible if and only if: 
F~e,.~', f2e~ and I(F1) ~ I(F2)--,A(F2) ~ A(F1). 
Notice that compatible maps have the property I(F1) ~ I(F2)~ F~ F 2 = F 2 Ft = F~ for all 
r~R. 
LEMMA. Given a ring R there exists a set ~ of compatible canonical maps such that 
~(~)  = JR. 
PROOF. Every set can be well ordered. Assume > is a well ordering for R with the 
property that a > 0 if a v~ 0 (such an order always exists). Let I be an ideal in R. Choose 
from each equivalence class the smallest element. The resulting set forms an ample set and 
the associated map is zero recognising. Obviously the resulting set of canonical maps for 
all ideals in R is compatible. 
We would like to rephrase now the definitions given above in terms of algorithms 
instead of maps. We assume throughout the paper that R is a commutative Noetherian 
ring, hence every ideal has a finite basis, and we can use such bases to represent (not 
uniquely) ideals. To say that we have canonical algorithms in R means that we have an 
effective general-canonical lgorithm whose input is a pair of: (ideal specification, element 
in R) and whose output (in a finite number of steps) is a canonical representative of the 
equivalence class to which this element belongs. As in the introduction we denote this 
algorithm by G, G :-r x R ~ R. If I is some ideal (represented by a basis), then by our 
notation G(I,*) is the canonical map associated with I, and G(I, R) is its ample set. We 
will say that G is compatible if the set of canonical maps G(I,*), (for all ideals I in R) is 
compatible. 
2. Ample Sets and Canonical Maps in R[x] 
Suppose we are given ample sets for ideals in R. We shall show that these sets introduce 
natural definitions of ample sets in R[x]. Let J be an ideal in R[x]. Denote by Ira(J) the 
ideal spanned by all the leading coefficients of polynomials of degree m in J, and by Am(J ) 
the corresponding ample set in R. Let k be the minimal m such that Ira(J) is non-zero (k i> 0). 
Let p = ax n + b, deg(b) < n and a r 0. 
We now define recursively the set A(J). 
! = 0 or 
peA( J )~,  <k  or 
~>k,a~An(J) and b~A(J).  
LEMMA. The set A(J) is an ample set for the ideal J. 
PROOF. We need to show two things: 
(a) for every p in R[x] there exists q in A(J) such that p -q  is in J, and 
(b) ifp and q are both in A(J) then p=-q( J )~p=q.  
(a) The proof is by induction on the degree of p = ax" + b, a ~ O. 
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For n = 0, consider 2 cases: 
(1) k=0,  b=0,  and aeR, take q in Ao(J ) such that a-q=p-q  in lo( J)cJ .  
(2) k > 0, p is in the ample set by definition, and p-p~J .  
For n > 0, 
Assume the lemma is true for all m < n. There exists a' from A,(J) s.t. a -a '  is in 
I,(J), let (a - -a ' )= c and the corresponding polynomial in d be .]'= c. x"+ d. We 
shall refer to fas  an adjusting polynomial of p. 
p = a .x'+b = (a'+c).x"+b = a' .x"+(b-d)+(c.x"+d) = a'.x"+b'+J; 
a'~A,(J),  deg(b') < n, and fe J .  
By the induction hypothesis there exists d' in A(J) such that f '=  (b'-d') is in J. 
Summing up: p= (a'.x"+d')+(f+f') = q+h, where q is in A(J) and h is in J. 
(b) This is easy to prove following the same arguments. 
Having defined the ample sets in R[xl, we can now define the general-canonical 
map in R[x]. Let G be the corresponding map in R. 
Let p=ax"+b be a polynomial in R[x] and f=cx"+d be the adjusting 
polynomial of p. 
~G(I,,(J), a)x" +Gx(J, b-d); n ~ k 
Gx(J,p) = I P; n<k. 
We must show that G x is well defined. 
A problem arises because the adjusting polynomial is not unique. It is obvious 
that G.~ is well defined for polynomials of degree k and projects them into A(J). 
Suppose by induction that Gx is well defined for all polynomials up to degree 
n-- l>~0. Consider now the polynomial p=ax"+b. Let f l=atx"+dt  and 
f2 = a2x"+d2 be two different adjusting polynomials. By definition there exist et 
and cz both in I,(d) such that a -a l=c l  and a -a2=c2,  hence 
(a l -a2)  =- (c t -c2)  is in/,,(J) as well. Therefore al = a2(I,(J)) but al and a2 are 
in the same ample set therefore al = az. The polynomials b-d1 and b-d2 are of 
degree n -1  at most and (b -d l ) - (b -d2)=(dz -d l )=f2 - f lE J .  Hence by 
induction Gx(b--d~)= Gx(b--dl) and therefore G~(p) is well defined. 
Since we have assumed that R is Noetherian then so is R[x]. Hence the above map 
defines for every polynomial a reduction scheme to its canonical form in at most n steps. 
Because R is Noetherian, we actually need only a finite set of representatives for I,,(J)'s 
(for fixed J), i.e. there exists n such that if m > n we have l,,(J) = I,(J). Notice that if G is 
compatible so is G.~. However, to convert he map to an algorithm we must construct the 
adjusting polynomial f  This is the main reason we introduce the notion of a simplification 
basis in the next section. 
3. Simplification Basis and Simplification Ring 
Let (al, a2, 9 9 a.) be a finite basis for an ideal I in R. We shall use the vector notation 
a to denote the ordered set (n-tuple) given above and shall say that a spans (or generates) 
the ideal 1 if the components of the n-tuple generate the ideal I. If y is in 1 then there 
exists a vector b such that y = ba, (y = Zb,. x al). We call the vector b a (non-unique) 
B-quotient of y (with respect o the n-tuple a), 
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If d = (dr . . . . .  d,) is another vector spanning the ideal I then there exists a set of vectors 
otl . . . . .  ot, (each of dimension t) such that: ai = doti for 1 ~ i ~< n. We denote by et the t x n 
matrix whose columns are the vectors otl . . . . .  ot,, a =dot, and shall say that the matrix ct 
transforms the basis d to the basis a. 
The set of syzygies of a, i.e. the set {z:az = 0}, form an orthogonal R-module. 
R is Noetherian therefore there exists a finite basis for this R-module. So there exists a 
finite set of vectors vl . . . . .  vm, and avj = 0, for j = 1 . . . . .  m such that if some vector w is 
annihilating (orthogonal to) a (i.e. aw = 0) then there exist elements bl . . . . .  b,, in R s.t. 
w = Zbjvj. We shall denote the set of vectors vj . . . . .  Vm by the n x m matrix V. (aV = 0, 
where 0 is the m dimensional zero vector). The existence of the above vectors and matrices 
is assured because R is Noetherian, we must, however, ensure constructibility! 
A basis (a~ . . . . .  az) = a for an ideal I in R will be called a simplification basis if and only 
if B-quotients (for elements in I) and a basis for syzygies of a are computable. 
Recall that R is assumed to have a canonical algorithm for every ideal I in R. Hence, it is 
always possible to decide if a given element d belongs to a specific ideal I, however, the 
canonical algorithm does not assure constructibility of a B-quotient, For a simplification 
basis we can define a general division. Let d be an element in R and let d' = G(I, d) be its 
canonical form, then d-d '=ee I .  We can compute a B-quotient b, e=ab,  and get 
d = d' + ab. 
In general it is easy to compute B-quotients. For example in any reduction ring 
(Buchberger, 1984), we can follow the reduction path of any given element o get the 
result. Constructing a basis for the syzygies is more problematic. For reduction rings one 
shows that any S-polynomial gives an orthogonal vector--follow the two independent 
paths of reductions leading to the same result and form the difference (Zacharias, 1978). It 
is easy to construct such a basis in a unique factorisation ring for which an extended 
GCD algorithm is available. Independent of these considerations the important fact is 
that those properties can be lifted to R[x]. 
A Noetherian ring R will be called a simplification ring if there exists a general- 
canonical algorithm for ideals of R and for any finite set of generators it is possible to 
compute a transformation matrix to a simplification basis (for the same ideal). 
OBSERVATIONS. 
(1) Any field is a simplification ring. The proof is trivial because the only ideals are {0} 
and the field itself generated by (1 >. 
(2) Any Euclidean domain is a simplification ring, To prove it recall that every ideal in 
an Euclidean domain is a principal ideal and the generating element (and the 
transformation matrix) can be computed by computing the oed of the basis 
elements using the extended Euclidean algorithm. 
LEMMA 1. A ring R (with a general-canonical lgorithm) is a simplification ring !f and only if 
every finite set of generators is a simplification basis. 
PROOF. The if part is trivial; the non-trivial part of the only-if part is to construct a basis 
for the syzygies of a given vector g. By assumption we can compute a transformation 
matrix c~ to a basis a such that a = gc~ is a simplification basis. We can now compute a 
basis for the syzygies of a, and a transformation matrix G such that g = aG, i.e. g = gc~G. 
Now use the construction suggested by Zacharias (1978) and by Buchberger (1985) 
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(problem 6.18) to construct a basis for the syzygies of g. Let H be a matrix columns of 
which form a basis for the syzygies of a. Construct he matrix D by augmenting the 
columns of 1-aG to the columns of c~H, i.e. 
D = II-o~Glo~HI. 
It follows that the columns of the matrix D form a basis for the syzygies of g. 
We can now state the main result for simplification rings (Shtokhamer, 1975). 
PROPOSITION. Let R be a simplification ring then the ring R[x] is also a simplification ring. 
The proof of this proposition relies on the construction of a Szekeres basis, which is 
defined in the next section. It turns out that a Szekeres basis is a simplification basis, and 
that there is an algorithm constructing such a basis for any finite set of generators. In the 
appendix the outline of an algorithm constructing a Szekeres basis is repeated from 
Shtokhamer (1976) and a proof is given that the algorithm constructs a basis for the 
syzygies. 
COROLLARY. F[xt . . . . .  x.] where F is a field or an Euclidean domain is a simplification 
ring. 
To prove the corollary notice that F[xt . . . . .  x,,] is isomorphic to  F[X l ] [X  2 . . . . .  x,,]. 
4. Szekeres Basis 
Let S be a set of polynomials generating an ideal J in R[x]. We partition this set into 
vectors M~ . . . . .  M~ such that the polynomials in each vector are of the same degree, i.e. if 
M~ = (q~l . . . .  , qjm), then all qjk'S, k = 1 . . . . .  m, are of the same degree j.
We shall also use the vector notation Mj = xJ. LCj + Rj, where LCj denotes the vector of 
leading coefficients and Rj denotes that of the reducta. 
Let M be the R-module spanned by the set S. According to lemma 5 (in Richman, 1974) 
M consists of all polynomials of degree ~<n in J if and only if fo r f~ M and deg(f)< n, 
xf~ M. It then follows that LC, spans the ideal of all the leading coefficients of polynomials 
in J of degree n. We can now define R-modules for polynomials of maximal degreej < n. Let 
k be the minimalj such that the corresponding R-module is non-trivial (i.e. not equal to the 
{0} ideal). Let also n be the minimalj such that (Mk ,  . . . ,  M,)  spans the ideal Y in R[x]. We 
have thus arrived at the following useful definition of a Szekeres equence and of a Szekeres 
basis. 
A sequence Mk . . . . .  M, (0 ~< k -N< n) of vectors will be called a Szekeres equence for an 
ideal J in R[x7 if and only if: 
(1) LC~ spans the ideal of all the leading coefficients of polynomials of degree i in J, for 
k<~i<~n. 
(2) k is the minimal degree of non-zero polynomials in d. 
A Szekeres equence is a Szekeres basis if and only if the ideal spanned by LC,,_ 1 is 
properly included in the ideal spanned by LC,. 
Properties of a Szekeres basis: 
(1) If p is one of the polynomials in the set (vector) Mi, p = a. x~+ b, then there exists a 
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constant vector (i.e. with entries from R) C s.t. a = CLCt+~, and there exist 
constant vectors Ck, 9 Cl such that 
CM/+ i -gp  = CkMk+ . . . +C~Ml .  
(2) If V is a constant vector s.t. LC~V-0 then there exists a sequence of constant 
vectors Ck . . . . .  Ct-1 such that 
VMi = CkMk+ . . .  +C/_ t MI_ 1 . 
The above properties follow directly from the definition. 
I fa basis for an ideal J in R[x] satisfies the properties (1) and (2) then for any non-zero 
p from J, m = deg(p), we have: 
(a) k ~< m ~< n--, p = C,~M, ,+. . .  + CkMk (for some constant vectors Ct). 
(b) m>n- -*p=q(x)M,+C, , _ lM,_~+. . .+CkMk,  for some constant C~'s and 
deg(q(x)) = m-  n. 
(c) Is(J) = l,(J) for i > n, i.e. the chain of ideals of the leading coefficients stops at 1,. 
One notices that properties (1) and (2) can be checked by relations in the ring R only. 
Using (a) and (b) one can easily prove the following variant of lemma 5. 
LEMMA 2. l f  a sequence of polynomial vectors M k . . . . .  M, satisfy properties (1) and (2) then 
the sequence is a Szekeres equence for the ideal spanned by those polynomials. 
Assume now that R is a simplification ring, hence there exists a general-canonical 
algorithm G(1,*) for any ideal I in R, and (see the appendix) a Szekeres basis can be 
constructed in which the vectors LCk . . . . .  LC,, are simplification bases for ideals in R. 
Let p = axm+b, a ~ 0, deg(b)< m, be a polynomial in R[x]. 
With the help of the Szekeres basis we construct he canonical representative of the 
polynomial p with respect o the ample set defined in section 2. 
(1) Ifm > n then/,,( J)  = 1,(J) and therefore a '= G(I,,(J), a) is the canonical form of a in 
R and a -a '  is in the ideal l,(J). 
Compute a vector a, such that a'= a-LC,,a,,. 
We also compute an adjusting polynomial f of p by letting f= M, ct,,. 
(2) If k ~< m ~< n, the construction is as before but use f= M,a,, as the adjusting 
polynomial. 
By computing the adjusting polynomials the canonical form of the polynomial p follows 
in a finite number of steps. Notice that because of compatibility, the reduction of a' with 
respect o LC,_ 1 will not change its canonical form. A more formalistic definition of a 
general-canonical algorithm for so-called reduced bases will be given in the next section. 
The above procedure nables us to compute B-quotients with respect o a Szekeres 
basis. Let the polynomial p be as before and assume that p is in the ideal Y in R[x]. The 
B-quotient of p (denote it by B(p)) with respect o the Szekeres basis can be computed 
(using obvious notation) as follows: 
f (0  . . . . .  0); p = 0 
O) + B(bx"-" -R, ,a ,x ' -" ) ;  m B(p) = ~(ax"-", 0 . . . . .  n 
1,.(0 . . . . .  a , .0 , , . . ,  0) + B(b - Rr~e',~); k <~ m < n. 
Use the above, the algorithm and the proof outlined in the appendix to conclude that 
the Szekeres basis is a simplification basis. In addition the algorithm in the appendix 
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constructs for any basis for an ideal a Szekeres basis spanning the same ideal, and a 
transformation matrix mentioned in definition 8, hence for a simplification ring R, R[x] is 
also a simplification ring. 
5. Reduced Bases 
In the previous chapter we have shown that the Szekeres basis enables us to lift 
canonical algorithms from R to R[x]. The constructed Szekeres basis is quite 
uneconomical. It might happen, for example, that Mj = xCMj_ ~, hence the vector Mj is 
superfluous. Moreover, an ideal in R[x] might have different Szekeres bases. To have an 
economical basis and to achieve uniqueness (i.e. an algorithm constructing a unique basis 
for an ideal J given any finite set of generators of J) we shall introduce a reduced basis. 
Let M . . . . . .  Mk be a Szekeres basis for an ideal in R[x]. First we assume that we can 
compute reduced unique bases for ideals in R and if I is an ideal in R we denote such a 
basis by S(I). If for some I, a eS(1) then we require that a is in the ample set (i.e. reduced) 
corresponding to the ideal spanned by (S( I) -{a}).  The algorithm for constructing a 
Szekeres basis chooses ome bases for ideal is R, certainly we can choose them to be the 
reduced bases as defined above. We can assume therefore that the vectors LC/s are 
reduced bases in R. Notice that the sequence Mj . . . . .  M k is also a Szekeres equence. 
Let Jj denote the ideal spanned by (Mk . . . . .  Mj). We reduce the vectors Mj as follows: 
, ~Gx(~- 1, Mi); k < j  < n 
Mj = [Mk; j = k. 
First it is clear that the new reduced sequence is basis for the ideal J spanned by the 
original sequence. The number of non-zero entries in M~ (i.e. the vector dimension) might 
be less than in Mj, and some of the vectors might be zero. The vectors M', and M~, are, 
however, non-zero vectors. 
Let LC~ and Rj denote the vectors corresponding to the non-zero leading coefficients 
and to the reducta respectively. The vector LC;, does not in general form a basis for the 
ideal spanned by the leading coefficients of polynomials of degree n, however, the union 
LC',, u .  . . w LC'~ is such a basis. 
Let S(m)= (Mj~ . . . . .  Mj,,) be a reduced basis where j,, = n and Jl = k. The reduced 
basis for J has the following properties: 
(1) S(m) spans the ideal J. 
(2) k is the minimal degree of polynomials in J. 
(3) If qe Mji then q is in the ample set of the ideal spanned by S( i -  1). 
(4) If p is in J and the degree t of p is such thatj,+ 1< t ~<Ji then p is in the ideal Jj,. 
We claimed that a basis constructed by the above procedure is uniquely defined by the 
ideal. It means that starting from two different Szekeres bases for the same ideal and 
performing the above construction we end up with the same result. Recall that the vectors 
LCj were chosen to be unique (reduced) bases in R, hence the polynomials in the Szekeres 
basis might be different only in their reducta. The reduction process produces the same 
non-zero leading coefficients LCfs, hence the two reduced (in R[x]) Szekeres basis can 
differ in their reducta only. Let S(i) and S~(i) be two corresponding reduced bases and let 
p e S(i) and Ple S1 (i) be two corresponding polynomials of degree js each and having the 
same leading coefficient a and reducta r and rl respectively. Then r~ - r  is a polynomial in 
3" of lower degree than j ,  hence it is in the ideal spanned by S(i-1) (or by Sl ( i -  1) 
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spans the same ideal!), therefore rl and r have the same canonical form modulo this ideal, 
but both of them are in the ample set corresponding to those ideal (by construction), 
hence they are equal. Therefore the two reduced basis must be equal. Let 
S(i) = LC k~. . .  u LCji be the unique reduced basis for the ideal in R of the leading 
coefficients of polynomials of degree j~ in R[x]. Using the same arguments as above one 
can show that a basis with minimal m and having the sets S(i) as above is uniquely 
defined by properties (1)-(4). 
In the previous ection we defined a reduction process of polynomials to their canonical 
form using a Szekeres basis. As R[xl is a simplification ring the reduced basis is also a 
simplification basis and hence an algorithm for reduction with respect o this basis can be 
constructed. This algorithm will in general be not efficient because it will proceed through 
the full Szekeres basis. 
We construct now a more efficient canonical form algorithm. Let I _~ J be two ideals in 
R and S be the unique simplification basis for the ideal I. Let Ss be the reduced set with 
respect o the ideal J, i.e. Sj = G(J, S). 
We assume that for every d e R we can compute a vector D such that 
G(I, d) = G(J, d) -Ss  D. 
Let the reduced Szekeres basis for an ideal Id in R[x] be M~ . . . .  , M',. We consider 
only those vectors M) for which the vectors LCj are not zero. Let Jj denote the ideal 
spanned by (M~ . . . .  , M~>, and let Ij denote the ideal in R spanned by <LC~, . . . .  , LCj). 
Let p = ax m + b be a polynomial in R[xT. We define first the simplification associated with 
a non-zero vector M). 
~p:]> m 
G'(Mj., p) = [ G(Ij, a) . xm+ G~(Mj, b--b') : j <~ m. 
In the above we used G(Ij, a)= G(li, a ) -LC jD  and b'= x("-J)RsD, where M~ is the 
first non-vanishing vector for i <j .  In case of j = k, G(Ik, a) is the canonical form of a 
(modulo I~). 
We define now the canonical algorithms F(Jj, p) associated with the ideals Jg in R[x]. 
F(Jj, p) = Gx(Mk, p).J = k 
(G~,(Mj, F ( J,, p) ) : j > k. 
Here, again, i is the first index for which the vector M', is not zero. The final algorithm 
for the ideal Id is obtained by: 
Gx(Id, p) = F(J,, p). 
We notice that the canonical simplification can be obtained by systematic 
simplifications starting at M~, and progressing up to M',, (in that order). In other words the 
sequence of simplifications i dictated by the reduced basis. We do not have to guess or to 
try which reduction to apply, the sequence of reductions i predetermined. We have been 
able to construct he reduced basis, first constructing the full Szekeres basis, and then 
applying some reduction algorithm to that basis. We lack at this time a direct algorithm 
for constructing the reduced basis, which would make the construction more efficient han 
the one suggested here. 
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6. Examples 
We will consider three sets of generators (with the order z > y > x): 
(1) (3x2y-2 ,  4xy 2 + 1) 
(2) (3x2y + 2xy + y + 9x z + 5x -  3, 2x3y-- xy-- y + 6x 3 --  2x 2 -- 3X -t- 3, 
x3y + 3x 3 -I- x2y q-- 2X 2) 
(3) ( - -z+xy2 +4x2+l/4, y2z+2x+ 1/2, x2z--y2-x/2) 
Examples (2) and (3) are taken from Buchberger (1985). 
Assume first that the basic domain is the field of rationals. Then the Szekeres basis for 
(i) becomes (y+ 8/3x, x3+ 16/9). Notice that this basis is already reduced. The space of 
syzygies is clearly one dimensional ar/d spanned by the two-tuple: (xa+ 16/9, -y -3 /8x) .  
For the set (2) the Szekeres basis is (y -  14/3x a + 38/3x 2 + 61/2x-  3, x 3 - 5/2x ~ - 5/2x). 
This basis is not reduced! 
Here, again, the space of syzygies is one dimensional. 
For the set (3) we get a basis of the form (z+A, y2+B, C), where C is a seventh degree 
polynomial in x, while A and B are sixth degree polynomials in x. 
The syzygies are spanned by three linear independent (over Q[x, y]) three-tuples. 
In all of the above examples notice how easy it is to extract the zeros of the 
corresponding ideals from the (reduced) corresponding basis. (Detailed discussion on this 
subject can be found in Buchberger (1985). 
Now assume that the basic domain is the ring of integers. As no divisions are allowed 
the Szekeres basis will change. We will consider the example (1) only.. 
The full Szekeres basis becomes: 
(x2y 2 + 2y + x, 4xy 2 + i, 8y 2 + 3xy, x 2 - 3x 3 - 6, 8y + 3x, 9x 3 + 16). 
The coefficients of yZ, i.e. (x 2, 4x, 8) and of y, i.e. (x 2, 8) are themselves Szekeres bases. 
Check that the requirements of Szekeres basis are really satisfied. 
The syzygies are spanned now by six vectors: 
(4, -x ,  0, 0, -1 ,  0), (0, 2, -x ,  3, o, 1), (0, o, o, 8, -x  2, 3), 
(0, 0, 0, 9x, 2, 3x-y) ,  (0, 0, 1, 0, -y ,  0), (1, o, o, -y -3x ,  - 1, -x) .  
The reduced basis becomes: 
(4xy2 + 1, x~y+6x3+lO, 8y+3x, 9x3+ 16). 
Notice that it is different from the full Szekeres basis. 
The author wishes to thank Professor B. Caviness for his kind hospitality, support and 
appreciated help in preparing this manuscript. 
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Appendix 
Outline of an algorithm constructing a Szekeres basis, a transformation matrix to this 
basis and a basis for its syzygies. 
We assume that the underlying ring R is a simplification ring and therefore the 
following algorithms are available: 
(rl, D) ~- REDUCE0(S,  r) 
input: S, a finite basis for an ideal in R. 
r, an element in R. 
output: rl = a canonical form of r with respect o the ideal generated by S. 
D = a B-quotient of r w.r.t. S, r = rl +SD.  
V ~ ORTOG0(S) 
input: S, a finite basis for an ideal in R. 
output: V, a matrix whose columns form a basis for the syzygies of S. 
For notational convenience we will use a vector version of the algorithm REDUCE0,  
i.e. an algorithm whose input is a vector r instead of a scalar r, and whose output is 
therefore a pair of (vector, matrix), and we shall denote this algorithm by VREDUCE0.  
(rl, D) *-- VREDUCE0(S,  r), and r = rl + SD 
We shall construct a Szekeres equence, 
It suffices to notice that after the Szekeres equence (together with the transformation 
matrix and the basis for syzygies) are obtained, the final requested result (for a Szekeres 
basis) can be obtained by simple elimination of some of the entries in the output. 
180 R. Shtokhamer 
(So. O. T) 
input: 
R[x]. 
Let S, be a vector of polynomials whose highest degree is the parameter n. As in 
section 4 we partition this set into the vectors: M~ . . . . .  M~, in which M s r 0, for k ~<j ~< n. 
If necessary, this is achieved by multiplying some of the M~'sr  by x. Let 
Mj = xJLCj+ R i. I will denote a unit matrix whose dimension can be deduced from the 
context it appears. By recursion (and section 4) we have also available the algorithm 
VREDUCE whose first argument is a finite basis of an ideal in R[xl and whose second 
argument is a vector of elements in R[x]. 
SZEKERES(SI,,) 
S1,, vector of polynomials (of maximal degree n) generating an ideal Id in 
output: S,,, a Szekeres basis generating the ideal Id, 
O, a matrix whose columns form a basis for the syzygies of S,,, 
T, a transformation matrix, S. = S1.T. 
Begin: 
(1) if n = 0 then return (Sin, ORTOG0(S1.), 1) 
T*--1 
(2) (S~_ t, O1, A1) ~ SZEKERES(S,,_ 1) 
(3) T~TT1 
(4) (CI, D1) ~ VREDUCE0(LC,,, LC,,_ 1) 
B~xM,_ I -MnD1 
(5) if CI :~ 0 then (M, ~ B @ M.; T ~ T2; goto (4)) 
(6) (B, O2) ~ VREDUCE(S,,_I, B) 
(7) if B 4 0 then (S,,-1 ~B@S, ,_ t ;  T.--TT3; goto (2)) 
(8) Q*-- ORTOG0(LC.) 
(C2. D3) ~ VREDUCE(S n_l, M,,Q) 
(9) if C2 r 0 then (S~_ t ~ C2 ~ S._ 1; T .- T4; goto (2)) 
(10) /* compose the output: S., O, T*/  
return (S., O, T) 
end; 
Remarks: 
(1) The highest degree is checked and if n = 0 the input is from R, hence the output is 
trivial. 
(2) The algorithm is applied recursively on a vector whose entries are polynomials of 
lower degree n -1 .  
(3) The new transformation matrix is obtained by matrix multiplication. 
T1 is a matrix such that: (M., S,,_ ~) T1 = (M~, S._ 1 A1) 
I'0 ~ therefore with obvious notations and dimensions T1 = A1 
In the above S,,_ 1 is the argument o the procedure SZEKERES in step (2). 
(4) We begin to check if the properties (1) and (2) of a Szekeres equence are satisfied. 
(5) In this case the ideal generated by LC,,_ 1 is not included by the ideal generated by 
LC~, so we have to update the vector M,,. The ~ sign indicates that only non-zero 
entities of B should be considered, when adding B to the entries of the vector S~_ 1 
and forming the new vector S,_ t. 
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The matrix T2 (in the case all entries of B are non-zero) is a matrix such that: 
(B, M. ,  M,,_ 1, S. _ 2) = (x. M._  1 - M,, D1,  M.  _ a, S. _ 2 )  = (M. ,  M ._  1, S,, _ 2) T2.  
(6) Now we check if the entries of the vector B are in the ideal generated by S,_ 1. 
(7) If the new vector B is non-zero we must update the polynomials in S,,_ 1, and repeat 
the construction. 
The matrix T3 is such that: 
(M. ,  B, S . _  1)  : (Mn, - M .  D 1 + x. M._  1 - -  Sn  - I D2, S. _ t) = (M n , M ._  1) T3.  
(8) Construct a basis for the syzygies of LC.. 
(9) And check if property (2) of a Szekeres equence is satisfied. 
If property (2) is not satisfied then update the vector S.-1 and repeat the 
construction. The matrix T4 is such that: (in case the entries of C2 are non-zero, 
and permutation of entries is not needed) 
(M,,, M, Q-S ,_  ~ D3, S,_1) = (M,, S,-1) T4. 
(10) Now we have verified that properties (1) and (2) are satisfied and hence we can 
compose the final result: 
S,, ~- (M,,, S,_ 1), 
E~ ~ ~ O= O1 D2-x l  D3 
The dimensions of the blocks are such that: (M,,, S, _ 1) O = 0. In the above the 
matrix 1' is a zero matrix excel~t at the leading minor corresponding in length to the 
length of the vector M,_ 1, at which it is a unit matrix. 
The termination of the algorithm follows essentially from the fact that R and R[x-I are 
Noetherian domains. If the algorithm does not terminate then one of the steps (2) or (4) 
are executed indefinitely. In either case it would mean that we get some infinite ascending 
(by inclusion) chain of ideals, which is impossible in Noetherians domains. 
ASSERTION. The basis S, is a simplification basis. 
We must show that the returned basis is a simplification basis. We have shown in 
section 4 how a canonical forms and B-quotients can be constructed using the Szekeres 
basis. Here we shall prove that the returned set O is actually a basis for the syzygies of the 
Szekeres basis S,. 
Let a be such that a. S, = 0. This can be written as Y. ai(x~LC~+R~). 
First we show that by subtracting vectors in the span of the vectors in O we can get a 
vector b, such that b = (d,, e,_~ . . . . .  ck), where all the vectors r i=  n -1  . . . . .  k are 
constant vectors (i.e. with entries from R). Notice that after step 4 and step 7 (see 
the remark to step 11) the following vectors have been added to O: 
x.(0,0 . . . . .  1,0,0 . . . . .  0 ) -C  where C is a constant vector. Hence by subtracting 
combinations of such a vector we may reduce the degree of all the components to zero, 
except at those entries corresponding to the components of Mn. 
Let t be the highest degree of x in b. b = x~(bt, 0. . . . .  0) + . . .  + (b o, e,,_ ~ . . . . .  ok), where 
bt is a constant vector. If follows that b, LC,, = 0. Therefore b, is a syzygy of LC,,. By 
subtracting now the vectors constructing at step 8 and at step 9 (see again the explanation 
to step 10) we arrive to the new vector b, such that b = (0, d,_ ~ . . . . .  dk). The new vector b 
is again a syzygy but now of S,_ 1. 
And the rest follows from step 2 of the algorithm by induction. (The n -- 0 is trivial.) 
