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Abstract
As machine learning systems are increasingly used to make
real world legal and financial decisions, it is of paramount
importance that we develop algorithms to verify that these
systems do not discriminate against minorities. We design a
scalable algorithm for verifying fairness specifications. Our
algorithm obtains strong correctness guarantees based on
adaptive concentration inequalities; such inequalities enable
our algorithm to adaptively take samples until it has enough
data to make a decision. We implement our algorithm in a
tool called VeriFair, and show that it scales to large ma-
chine learning models, including a deep recurrent neural
network that is more than five orders of magnitude larger
than the largest previously-verified neural network. While
our technique only gives probabilistic guarantees due to the
use of random samples, we show that we can choose the
probability of error to be extremely small.
1 Introduction
Machine learning is increasingly being used to inform sensi-
tive decisions, including legal decisions such as whether to
offer bail to a defendant [34], and financial decisions such as
whether to give a loan to an applicant [26]. In these settings,
for both ethical and legal reasons, it is of paramount impor-
tance that decisions are made fairly and without discrimina-
tion [2, 51]. Indeed, one of the motivations for introducing
machine learning in these settings is the expectation that
machines would not be subject to the same implicit biases
that may affect human decision makers. However, designing
machine learning models that satisfy fairness criterion has
proven to be quite challenging, since these models have a
tendency to internalize biases present in the data. Even if
sensitive features such as race and gender are withheld from
the model, it often internally reconstructs sensitive features.
Our goal is to verify whether a given fairness specifica-
tion holds for a given machine learning model, focusing
on specifications that have been proposed in the machine
learning literature. In particular, our goal is not to devise
new specifications. There has been previous work on trying
to verify probabilistic specifications [19, 42, 43], including
work specifically targeting fairness [1]. Approaches based on
symbolic integration [19] and numerical integration [1] have
been proposed. However, these approaches can be extremely
slow—indeed, previous work using numerical integration to
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verify fairness properties only scales to neural networks with
a single hidden layer containing just three hidden units [1],
whereas state-of-the-art neural networks can have dozens
of layers and millions of hidden units. There has also been
prior work aiming to verify probabilistic specifications us-
ing approximate techniques such as belief propagation and
sampling [42]. While these techniques are much more scal-
able, they typically cannot give soundness guarantees; thus,
they can be useful for bug-finding, but are not suitable for
verifying fairness properties, where the ability to guarantee
the fairness of a given model is very important.
Our approach is to leverage sampling, but using concen-
tration inequalities that can provide soundness guarantees
that are essentially as strong as those provided by numerical
integration. In particular, we provide guarantees of the form
Pr[Yˆ = Y ] ≥ 1 − ∆, (1)
where Yˆ is the response provided by our algorithm (i.e.,
whether the specification holds for the given model), and
Y is the true answer. We show that we can take ∆ to be
tiny (in our evaluation on a deep neural network, as small
as ∆ = 10−10) and our algorithm still terminates quickly.
To enable such guarantees, we rely on adaptive concentra-
tion inequalities [53], which are concentration inequalities
where our verification algorithm can improve its estimate
Yˆ of Y until Eq. 1 holds. In particular, we prove that our
verification algorithm is both sound and precise in this high-
probability sense. While our algorithm is incomplete and can
fail to terminate on certain problem instances, we show that
nontermination can only occur under one of two unlikely
conditions. To the best of our knowledge, our work is the
first to use adaptive concentration inequalities to design a
probabilistically sound and precise verification algorithm.
We implement our algorithm in a tool called VeriFair,
which can be used to verify fairness properties of programs.
In particular, we compare VeriFair to the state-of-the-art
fairness verification tool FairSqare [1]; our tool outper-
forms theirs on each of the 12 largest problem instances
in their benchmark. Furthermore, the FairSqare bench-
marks are implemented in Python; compiling their prob-
lem instances to native code can yield more than a 200×
increase in the performance of VeriFair (in contrast, the
running time of their tool is not increased this way, since
they use symbolic techniques). Finally, we evaluate Veri-
Fair on a much larger benchmark: we study a deep neural
network used to classify human-drawn sketches of various
objects [21, 24]. Our benchmark consists of neural networks
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with about 16 million parameters, which is more than 5 or-
ders of magnitude larger than the largest neural network in
the FairSqare benchmark, which has 37 parameters. On
this benchmark, VeriFair terminates in just 697 seconds
(with probability of error ∆ = 10−10). This result shows that
VeriFair can scale to large image classification tasks, for
which fairness is often an important property—for example,
login systems based on face recognition have been shown to
make more mistakes detecting minority users than detecting
majority users [44]. In summary, our contributions are
• We propose an algorithm for verifying fairness prop-
erties of machine learning models based on adaptive
concentration inequalities (Section 4).
• We prove that our algorithm is sound and precise in
a high-probability sense, and guarantee termination
except in certain pathelogical cases—most importantly,
fairness does not “exactly” hold (Section 5).
• We implement our algorithm in a tool called VeriFair.
We show that VeriFair substantially outperforms the
state-of-the-art fairness verifier FairSqare, and can
furthermore scale to problem instancesmore than 106×
larger than FairSqare (Section 6).
2 Motivating Example
Consider the simple classifier fjob shown on the left-hand
side of Figure 1 (adapted from [1]). This classifier predicts
whether a given candidate should be offered a job based on
two features: the ranking of the college they attended and
their number of years of work experience. For both legal and
ethical reasons, we may want to ensure that fjob does not
discriminate against minorities. There are a number of ways
to formalize nondiscrimination; we showhowour techniques
can be applied to three different fairness specifications. The
simplest example is demographic parity [5], which is based
on legal guideline for avoiding hiring discrimination is the
“80% rule” [4]. This rule says that the rate at which minority
candidates are offered jobs should be at least 80% of the rate
at which majority candidates are offered jobs:
Yjob ≡
(
µfemale
µmale
≥ 0.8
)
,
where
µmale = Pr[offer = 1 | gender = male]
µfemale = Pr[offer = 1 | gender = female].
Then, fjob satisfies demographic parity if Yjob = true.
Note that the demographic parity specification assumes
given a distribution P of features for job candidates, which
we call a population model [1], since µmale and µfemale are
conditional expectations over this distribution. In general, a
population model is specified as a probabilistic program that
takes no inputs, and returns the features (i.e., college rank-
ing and years of work experience) for a randomly sampled
member of that population. For example, on the right-hand
def offer_job(col_rank, def population_model():
years_exp) is_male ~ bernoulli(0.5)
if col_rank <= 5: col_rank ~ normal(25, 10)
return true if is_male:
elif years_exp > -5: years_exp ~ normal(15, 5)
return true else:
else: years_exp ~ normal(10, 5)
return false return col_rank, years_exp
Figure 1. Left: A classifier fjob : R2 → {true, false} for decid-
ing whether to offer a job to a candidate (adapted from [1]).
This classifier takes as input two features—the candidate’s
college ranking (col_rank), and the candidate’s years of
work experience (years_exp). Right: A population model
Pjob over the features is_male, col_rank, and years_exp of
job candidates. Note that a candidate’s years of work experi-
ence is affected by their gender.
side of Figure 1, we show a population model Pjob over job
candidates. We refer to Pjob | gender = male as the majority
subpopulation, and Pjob | gender = female as the minority
subpopulation. In this example, male candidates have more
years of experience on average than female candidates, but
they have the same college ranking on average.
Given classifier fjob, demographic parity specification Yjob
with population model Pjob, and a desired confidence level
∆ ∈ R+, the goal of our verification algorithm is to check
whether Yjob holds. In particular, our algorithm estimates
the fairness of f by iteratively sampling random values V ∼
Pjob | gender = male and V ∼ Pjob | gender = female, and
then uses these samples to estimate µmale and µfemale:
µˆa =
1
n
∑
V ∈Va
f (V )
for a ∈ {male, female}. Then, our algorithm uses µˆmale and
µˆfemale to estimate Yjob:
Yˆjob ≡
(
µˆfemale
µˆmale
≥ 0.8
)
.
Note that Yˆjob is easy to compute; the difficulty is bounding
the probability of error, namely, γ = Pr[Yˆjob , Yjob] ∈ R+. In
particular, our estimates µˆmale and µˆfemale may have errors;
thus, Yˆjob may differ from the true valueYjob. It is well known
that γ → 0 as the number of samples n goes to infinity; thus,
while we can never guarantee that fairness holds, we can
do so with arbitrarily high confidence. In particular, for any
∆ ∈ R+, our algorithm returns Yˆjob satisfying
Pr[Yˆjob = Yjob] ≥ 1 − ∆. (2)
The key challenge is establishing finite sample bounds on
γ , and furthermore, doing so in an adaptive way so it can
collect as much data as needed to ensure that Eq. 2 holds
(i.e., γ ≤ ∆). In particular, there are two key techniques our
algorithm uses to establish Eq. 2. First, our algorithm uses
2
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T ::= µZ | ...
| c | ...
| T +T
| −T
| T ·T
| T−1
S ::= T ≥ 0
| S ∧ S
| S ∨ S
| ¬S .
JµZ K = µZJcK = cJX + X ′K = JX K + JX ′KJ−X K = −JX KJX · X ′K = JX K · JX ′KJX−1K = JX K−1JX ≥ 0K = I[JX K ≥ 0]JY ∧ Y ′K = JY K ∧ JY ′KJY ∨ Y ′K = JY K ∨ JY ′KJ¬Y K = ¬JY K.
Figure 2. Left: Specification syntax. Here, S and T are non-
terminal symbols (with S being the start symbol), and the
remaining symbols are terminals. The variables Z , ... are
Bernoulli random variables, and the terminal symbols µZ , ...
denote their respective means. The symbols c, ... ∈ R denote
real-valued constants. Right: Specification semantics. Here,
X ∈ L(T ) and Y ∈ L(S) (where L(A) is the context-free lan-
guage generated by A). The indicator function I[C] returns
true if C holds and false otherwise.
an adaptive concentration inequality (from [53]) to establish
lemmas on the error of the estimates µˆmale and µˆfemale, e.g.,
Pr[|µˆa − µa | ≤ ε] ≥ 1 − δa (3)
for a ∈ {male, female}. Standard concentration inequalities
can only establish bounds of the form Eq. 3 for a fixed num-
ber of samples n. However, our algorithm cannot a priori
know how many samples it needs to establish Eq. 2; instead,
it adaptively takes new samples until it determines that Eq. 2
holds. To enable this approach, we use adaptive concentra-
tion inequalities, which we describe in Section 4.2.
Second, it uses the lemmas in Eq. 3 to derive a bound
Pr[Yˆjob = Yjob] ≥ 1 − γ .
We describe how our algorithm does so in Section 4.3.
Finally, our algorithm terminates once γ ≤ ∆, at which
point we guarantee that the estimate Yˆjob satisfies Eq. 2, i.e.,
our algorithm accurately outputs whether fairness holds
with high probability. In particular, our algorithm is sound
and precise in a probabilistic sense. Furthermore, our al-
gorithm terminates with probability 1 unless the problem
instance is pathelogical in one of two ways: (i) µmale = 0 (so
Yjob contains a division by zero), or (ii) fairness “just barely”
holds, i.e., µfemaleµmale = 0.8. In our evaluation, we show that even
for ∆ = 10−10, our algorithm terminates quickly on a deep
neural network benchmark—i.e., we can feasibly require that
our algorithm make a mistake with probability at most 10−10.
3 Problem Formulation
We formalize the fairness properties that our algorithm can
verify; our formulation is based on previous work [1].
3.1 Verification Algorithm Inputs
Classification program. Our goal is to verify fairness prop-
erties for a deterministic program f : V → {0, 1} that maps
given members of a population V (e.g., job applicants) to
a single binary output r ∈ R = {0, 1} (e.g., whether to of-
fer the applicant a job). For example, f may be a machine
learning classifier such as a neural network. Note that f may
use parameters learned from training data; in this case, our
verification algorithm operates on the output of the training
algorithm. Our verification algorithm only requires blackbox
access to f , i.e., for any chosen input v ∈ V , it can execute
f on v to obtain the corresponding output r = f (v).
Population model. We assume we are given a probability
distribution PV over V , which we refer to as the popula-
tion model, encoded as a probabilistic program that takes
no inputs and construct a random member V ∼ PV of the
population. Furthermore, we assume that our algorithm can
sample conditional distributions PV | C , for some logical
predicate C over V (i.e., C : V → {true, false}). For ex-
ample, assumingV is discrete, our algorithm can do so us-
ing rejection sampling—we randomly sample V ∼ PV until
C(V ) = true, and return this V . The predicate C is depen-
dent on the fairness property that we are trying to prove; in
our evaluation, we show that for the fairness properties that
we study, the necessary predicates have sufficiently large
support that rejection sampling is reasonable efficient.
Specification language. The syntax and semantics of the
specifications that we aim to verify are shown in Figure 2.
The start symbol of the grammar is S . In this grammar, the
symbol µZ (where Z is a Bernoulli random variable) rep-
resents the expected value of Z , and c ∈ R is a numerical
constant. The remainder of this grammar enables us to con-
struct arithmetic expressions of the expectated values µZ and
the constants c . Intuitively, this specification language en-
ables us to encode arithmetic relationships between various
conditional expectations that should hold. The advantage of
introducing a specification language is that we can flexibly
verify a wide range of fairness specifications in the same
framework. As we show in Section 3.2, a number of fairness
specifications that have been proposed in the literature can
be expressed in our specification language.
3.2 Fairness Specifications
Next, we describe how three fairness specifications from the
machine learning literature can be formalized in our spec-
ification language; the best fairness specification to use is
often context specific. We first establish some notation. For
3
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any probability distribution PZ over a spaceZ with corre-
sponding random variable Z ∼ PZ , we let µZ = EZ∼PZ [Z ]
denote the expectation of Z . Recall that for a Bernoulli ran-
dom variable Z ∼ PZ , we have µZ = PrZ∼PZ [Z = 1].
Demographic parity. Intuitively, our first property says
that minority members should be classified as f (V ) = 1
at approximately the same rate as majority candidates [5].
Definition 3.1. Let
Vmaj ∼ PV | A = maj
Vmin ∼ PV | A = min
be conditional random variables for members of the majority
and minority subpopulations, respectively. Let Rmaj = f (Vmaj)
andRmin = f (Vmin) be the Bernoulli random variables denoting
whether the classifier f offers a favorable outcome to a member
of the majority andminority subpopulation, respectively. Given
c ∈ [0, 1], the demographic parity property is
Yparity ≡
(
µRmin
µRmaj
≥ 1 − c
)
.
In our example of hiring, the majority subpopulation is
Pjob | gender = male, the minority subpopulation is Pjob |
gender = female, and the classifier fjob : R2 → {0, 1} deter-
mineswhether a candidatewith the given years of experience
and college rank is offered a job. Then, demographic parity
says that for every male candidate offered a job, at least 1− c
female candidates should be offered a job.
Equal opportunity. Intuitively, our second property says
that qualified members of the minority subpopulation should
be classified as f (V ) = 1 at roughly the same rate as qualified
members of the majority subpopulation [26].
Definition 3.2. Let y ∈ Y = {0, 1} indicate whether the
candidate is qualified, and let
Vmaj ∼ PV | A = maj, Y = 1
Vmin ∼ PV | A = min, Y = 1
be conditional random variables over V representing quali-
fied members of the majority and minority subpopulations,
respectively. Let Rmaj = f (Vmaj) and Rmin = f (Vmin) denote
whether candidates Vmaj and Vmin are offered jobs according to
f , respectively. Then, the equal opportunity property is
Yequal ≡
(
µRmin
µRmaj
≥ 1 − c
)
for a given constant c ∈ [0, 1].
Continuing our example, this property says that for every
job offered to a qualified male candidate, at least 1−c qualified
female candidates should be offered a job as well.
Path-specific causal fairness. Intuitively, our third prop-
erty says that the outcome (e.g., job offer) should not depend
directly on a sensitive variable (e.g., gender), but may depend
indirectly on the sensitive covariate through other mediator
covariates deemed directly relevant to predicting job perfor-
mance (e.g., college degree) [39]. For simplicity, we assume
that the mediator covariate M = {0, 1} is binary, that we
are given a distribution PM overM, and that the classifier
f : V ×M → {0, 1} is extended to be a function ofM.
Definition 3.3. Let
Vmaj ∼ PV | A = maj
Mmaj ∼ PM | A = maj, V = Vmaj
Rmaj = f (Vmaj,Mmaj)
be how a member of the majority subpopulation is classified
by f , and let
Vmin ∼ PV | A = min
Mmin ∼ PM | A = maj, V = Vmin
Rmin = f (Vmin,Mmin)
be how a member of the minority subpopulation is classified
by f , except that their mediator covariate Z is drawn as if they
were a member of the majority subpopulation. Given c ∈ [0, 1],
the path-specific causal fairness property is
Ycausal ≡ (µRmin − µRmaj ≥ −c).
The key insight in this specification is how we sample the
mediator variable Mmin for a member Vmin of the minority
population. In particular, we sample Mmin conditioned on
the characteristics Vmin, except that we change the sensitive
attribute to A = maj instead of A = min. Intuitively, Mmin
is the value of the mediator variable if Vmin were instead
a member of the majority population, but everything else
about them stays the same. In our example, suppose that we
have a mediator covariate college (either yes or no) and a
non-mediator covariate years_exp, and the goal is to allow
f to discriminate based on years of work experience, but not
on whether the candidate went to college. Then, the path-
specific causal fairness property says that a female candidate
should be given a job offer with similar probability as a
male candidate—except she went to college as if she were a
male candidate (but everything else about her—i.e., her years
of job experience—stays the same). Thus, this specification
measures the effect of gender on job offer, but ignoring the
effect of gender on whether they went to college.
4 Verification Algorithm
We now describe our verification algorithm.
4.1 High-Level Algorithm
The intuition behind our algorithm is that for a Bernoulli
random variable Z with distribution PZ , we can use a fixed
4
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Algorithm 1Algorithm for verifying the given specification
Y ∈ L(S). The quantity ε(δZ ,n) is defined in Eq. 10.
procedure Verify(PZ,Y ,∆)
s ← 0
n ← 0
while true do
Z ∼ PZ
s ← s + Z
n ← n + 1
δZ ← ∆/JY Kδ
εZ ← ε(δZ ,n)
Γ ← {µZ : (s/n, εZ ,δZ )}
if Γ ⊢ Y : (true,γ ) and γ ≤ ∆ then
return true
else if Γ ⊢ Y : (false,γ ) and γ ≤ ∆ then
return false
number of random samples Z1, ...,Zn ∼ PZ to estimate µZ :
µˆZ =
1
n
n∑
i=1
Zi . (4)
Note that no matter how many samples we take, there may
always be some error ε between our estimate µˆZ and the
true expected value µZ . Our algorithm uses adaptive concen-
tration inequalities to prove high-probability bounds on this
error. Then, it uses these bounds to establish high-probability
bounds on the output of our algorithm—i.e., whether the
fairness specification holds. We describe each of these com-
ponents in more detail in the remainder of this section.
Adaptive concentration inequalities. We can use concen-
tration inequalities to establish high-probability bounds on
the error |µˆZ − µZ | of our estimate µˆZ of µZ of the form
PrZ1, ...,Zn∼PZ [|µˆZ − µZ | ≤ ε] ≥ 1 − δ . (5)
Note that the probability is taken over the (independent)
random samples Z1, ...,Zn ∼ PZ used in the estimate µˆZ ;
when there is no ambiguity, we omit this notation.
Our algorithm uses adaptive concentration inequalities
to establish bounds of the form Eq. 5. In particular, they en-
able the algorithm to continue to take samples to improve
its estimate µˆZ . Once our algorithm terminates, the adap-
tive concentration inequality guarantees that a bound of the
form Eq. 5 holds (for a given δ ∈ R+; then, ε is a function
of δ specified by the inequality). We describe the adaptive
concentration inequalities we use in Section 4.2.
Concentration for expressions. Next, consider an expres-
sion X ∈ L(T ). We can use substitute µˆZ for µZ in X to
obtain an estimate E for JX K. Then, given that Eq. 5 holds,
we show how to derive high-probability bounds of the form
Pr[|E − JX K| ≤ ε] ≥ 1 − δ . (6)
We use the notation X : (E, ε,δ ) to denote that Eq. 6 holds;
we call this relationship a lemma. Similarly, for Y ∈ L(S),
we can substitute µˆZ for µZ in Y to obtain an estimate I forJY K, and derive high-probability bounds of the form
Pr[I = JY K] ≥ 1 − γ . (7)
Unlike Eq. 6, we can establish that I exactly equals JY K
with high probability; this difference arises because JY K ∈
{true, false} are discrete values, whereas JX K ∈ R are con-
tinuous values. We describe inference rules used to derive
these lemmas X : (E, ε,δ ) and Y : (I ,γ ) in Section 4.3.
Verification algorithm. Given a classifier f : Rd → {0, 1},
a population model PV , a specification Y ∈ L(S), and a
confidence level ∆ ∈ R+, our goal is determine whether Y is
true with probability at least 1−∆. For simplicity, we assume
that Y only has a single subexpression of the form µZ (where
Z is a Bernoulli random variable with distribution PZ); it is
straightforward to generalize to the case where Y contains
multiple such subexpressions. At a high level, our algorithm
iteratively computes more and more accurate estimates µˆZ
of µZ until µˆZ is sufficiently accurate such that it can be used
to compute an estimate I of JY K satisfying Eq. 7. In particular,
on the nth iteration, our algorithm performs these steps:
1. Draw a random sample Zn ∼ PZ , and update its esti-
mate µˆZ of µZ according to Eq. 4.
2. Establish a lemma µZ : (µˆZ , εZ ,δZ ) using the adaptive
concentration inequality (for a chosen value of δZ ).
3. Use the inferences rules to derive a lemma Y : (I ,γ )
from the lemma in the previous step.
4. Terminate if γ ≤ ∆; otherwise, continue.
The full algorithm is shown in Algorithm 1. In the body of the
algorithm, s is a running sum of the n samples Z1, ...,Zn ∼
PZ taken so far, so µˆZ = sn . The variables δZ and εZ come
from our adaptive concentration inequality, described in
Section 4.2. Furthermore, δZ is chosen to be sufficiently small
such that we can compute an estimate I of JY K with the
desired confidence level ∆, as we describe in Section 4.4.
4.2 Adaptive Concentration Inequalities
Concentration inequalities can be used to establish bounds of
the form Eq. 5. For example, Hoeffding’s inequality says Eq. 5
holds for δ = 2e−2nε2 (equivalently, ε =
√
1
2n log
2
δ ) [28]:
PrZ1, ...,Zn∼PZ [|µˆZ − µZ | ≤ ε] ≥ 1 − 2e−2nε
2
. (8)
Then, for any ε,δ ∈ R+, we can establish Eq. 5 by taking
n sufficiently large—in particular, because 2e−2nε2 → 0 as
n →∞, so for sufficiently large n, we have δ ≤ 2e−2nε2 .
A priori, we cannot know how large n must be, since we
do not know how small ε must be for us to be able to prove
or disprove the fairness specification. For example, for a
specification of form Y ≡ (µZ ≥ d), if µZ is very close to d ,
then we need ε to be very small to ensure that our estimate
5
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µZ : (E, ε,δ ) ∈ Γ
Γ ⊢ µA : (E, ε,δ ) (random variable)
c ∈ R
Γ ⊢ (c, 0, 0) (constant)
Γ ⊢ X : (E, ε,δ ), Γ ⊢ X ′ : (E ′, ε ′,δ ′)
Γ ⊢ X + X ′ : (E + E ′, ε + ε ′,δ + δ ′) (sum)
Γ ⊢ X : (E, ε,δ )
Γ ⊢ −X : (−E, ε,δ ) (negative)
Γ ⊢ X : (E, ε,δ ), Γ ⊢ X ′ : (E ′, ε ′,δ ′)
Γ ⊢ X · X ′ : (E · E ′, |E | · ε ′ + |E ′ | · ε + ε · ε ′,δ + δ ′) (product)
Γ ⊢ X : (E, ε,δ ), |E | > ε
Γ ⊢ X−1 : (E−1, ε|E | ·( |E |−ε ) ,δ )
(inverse)
Γ ⊢ X : (E, ε,δ ), E − ε ≥ 0
Γ ⊢ X ≥ 0 : (true,δ ) (inequality true)
Γ ⊢ X : (E, ε,δ ), E + ε < 0
Γ ⊢ X ≥ 0 : (false,δ ) (inequality false)
Γ ⊢ Y : (I ,γ ), Γ ⊢ Y ′ : (I ′,γ ′)
Γ ⊢ Y ∧ Y ′ : (I ∧ I ′,γ + γ ′) (and)
Γ ⊢ Y : (I ,γ ), Γ ⊢ Y ′ : (I ′,γ ′)
Γ ⊢ Y ∨ Y ′ : (I ∨ I ′,γ + γ ′) (or)
Γ ⊢ Y : (I ,γ )
Γ ⊢ ¬Y : (¬I ,γ ) (not)
Figure 3. Inference rules used to derive lemmas X : (E, ε,δ ) and Y : (I ,γ ) for specifications X ∈ L(T ) and Y ∈ L(S).
µˆZ is close to µZ . For example, consider the two conditions
C0 : µˆZ − d − ε ≥ 0 (9)
C1 : µˆZ − d + ε < 0
If C0 holds, then together with the fact that |µˆZ − µZ | ≤ ε ,
we can conclude that
µZ ≥ µˆZ − ε ≥ d,
Similarly, if C1 holds, then we can conlude that
µZ ≤ µˆZ + ε < d,
However, a prior, we do not know µˆZ , so we cannot di-
rectly use these conditions to determine how small to take
ε . Instead, our algorithm iteratively samples more and more
points so ε becomes smaller and smaller (for fixed δ ) until
one of the two conditions C0 and C1 in Eq. 9 holds.
To implement this strategy, we have to account for multi-
ple hypothesis testing. In particular, we need to establish a
series of bounds for the estimates µˆ(0)Z , µˆ
(1)
Z , ... of µZ on suc-
cessive iterations of our algorithm. For simplicitly, suppose
that we apply Eq. 8 to two estimates µˆ(0)Z and µˆ
(1)
Z of µZ :
Pr[|µˆ(0)Z − µZ | ≤ ε] ≥ 1 − δ
Pr[|µˆ(1)Z − µZ | ≤ ε] ≥ 1 − δ ,
where δ = 2e−2nε2 . The problem is that while we have es-
tablished that each of the two events |µˆ(0)Z − µZ | ≤ ε and
|µˆ(1)Z − µZ | ≤ ε occur with high probability 1−δ , we need for
both of these events to hold with high probability. One way
we can do so is to take a union bound, in which case we get
Pr[|µˆ(0)Z − µZ | ≤ ε ∧ |µˆ(1)Z − µZ | ≤ ε] ≥ 1 − 2δ .
Rather than building off of Hoeffding’s inequality, our algo-
rithm uses adaptive concentration inequalities, which natu-
rally account for multiple hypothesis testing. In particular,
they enable our algorithm to continue to take samples to
improve its estimate µˆZ . Upon termination, our algorithm
has obtained J samples Zi ∼ PZ . Note that J is a random
variable, since it depends on the previously taken samples
Zi , which our algorithm uses to decide when to terminate.
Then, an adaptive concentration inequality guarantees that
a bound of the form Eq. 5 holds, where J is substituted for
n and ε is specified by the bound. In particular, we use the
following adaptive concentration inequality based on [53].
Theorem 4.1. Given a Bernoulli random variable Z with
distribution PZ , let {Zi ∼ PZ}i ∈N be i.i.d. samples of Z , let
µˆ(n)Z =
1
n
n∑
i=1
Zi ,
let J be a random variable onN∪{∞} such that Pr[J < ∞] = 1,
and let
ε(δ ,n) =
√
3
5 · log(log11/10 n + 1) + 59 · log(24/δ )
n
. (10)
Then, given any δ ∈ R+, we have
Pr[|µˆ(J )Z − µZ | ≤ ε(δ , J )] ≥ 1 − δ .
We give a proof in Appendix A.1.
4.3 Concentration for Specifications
Now, we describe how our algorithm derives estimates E forJX K (where X ∈ L(T )) and estimates I for JY K (where Y ∈
L(S)), as well as high-probability bounds on these estimates.
We use the notation X : (E, ε,δ ) to denote that E ∈ R is an
estimate for JX K with corresponding high-probability bound
Pr[|E − JX K| ≤ ε] ≥ 1 − δ , (11)
where ε,δ ∈ R+. We call Eq. 11 a lemma. Similarly, we use
the notation Y : (I ,γ ) to denote that I ∈ {0, 1} is an estimate
of JY K with corresponding high-probability bound
Pr[I = JY K] ≥ 1 − γ , (12)
where γ ∈ R+. Then, let Γ = {µZ : (µˆZ , ε,δ )} be an environ-
ment of lemmas for the subexpressions µZ . In Figure 3, we
show the inference rules that our algorithm uses to derive
lemmas for expressionsX ∈ L(T ) andY ∈ L(S) given Γ. The
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rules for expectations µZ and constants c are straightforward.
Next, consider the rule for sums—its premise is
Pr[|E − JX K| ≤ ε] ≥ 1 − δ
Pr[|E ′ − JX ′K| ≤ ε ′] ≥ 1 − δ ′.
By a union bound, the events |E − JX K| ≤ ε and |E ′− JX ′K| ≤
ε ′ hold with probability at least 1 − (δ + δ ′), so
|(E + E ′) − (JX K + JX ′K)| ≤ |E − JX K| + |E ′ − JX ′K|
≤ ε + ε ′.
Thus, we have lemma X +X ′ : (E + E ′, ε + ε ′,δ + δ ′), which
is exactly the conclusion of the rule for sums. The rules for
products, inverses, and if-then-else statements hold using
similar arguments; the only subtlety is that for inverses,
a constraint |E | > ε in the premise of the rule is needed
to ensure that that JX K , 0 with probability at least 1 −
δ . The rules for conjunctions, disjunctions, and negations
also follow using similar arguments. There are two rules for
inequalities X ≥ 0—one for the case where the inequality
evaluates to true, and one for the case where it evaluates to
false. Note that at most one rule may apply (but it may be
the case that neither rule applies). We describe the rule for
the former case; the rule for the latter case is similar.
Note that the inequality evaluates to true as long as JX K ≥
0. Thus, suppose that E is an estimate of X satisfying the
premise of the rule, i.e.,
Pr[|E − JX K| ≤ ε] ≥ 1 − δ
E − ε ≥ 0.
Rearranging the inequality E − JX K ≤ ε givesJX K ≥ E − ε ≥ 0.
Thus, JX ≥ 0K = true with probability at least 1 − δ (since
the original inequality holds with probability at least 1 − δ ).
In other words, we can conclude that X ≥ 0 : (true,δ ),
which is exactly the conclusion of the rule for the inequality
evaluating to true. In summary, we have:
Theorem 4.2. The inference rules in Figure 3 are sound.
We give a proof in Appendix A.2. As an example, we
describe how to apply the inference rules to infer whether the
demographic parity specificationYparity holds. Recall that this
specification is a function of the Bernoulli random variables
Rmaj and Rmin. Suppose that
µRmaj : (Emaj, εmaj,δmaj)
µRmin : (Emin, εmin,δmin),
and that |Emaj | > εmaj. Let
Eparity = Emin · E−1maj − (1 − c)
εparity = |Emaj |−1 · εmin +
εmaj · (|Emin | + εmin)
|Emaj |(|Emaj | − εmaj)
Now, if Eparity − εparity ≥ 0, then Yparity : (true,δmaj + δmin),
and if Eparity + εparity < 0, then Yparity : (false,δmaj + δmin).
JµZ Kδ = 1JcKδ = 0JX + X ′Kδ = JX Kδ + JX ′KδJ−X Kδ = JX KδJX · X ′Kδ = JX Kδ + JX ′Kδ
JX−1Kδ = JX KδJX ≥ 0Kδ = JX KδJX ∧ X ′Kδ = JX Kδ + JX ′KδJX ∨ X ′Kδ = JX Kδ + JX ′KδJ¬X Kδ = JX Kδ
Figure 4. Inference rules used to compute δZ , in particular,
δZ = ∆/JY Kδ , where Y ∈ L(S) is the specification to be
verified and δ ∈ R+ is the desired confidence.
4.4 Choosing δZ
To ensure that Algorithm 1 terminates, we have to ensure
that for any given problem instance, we eventually either
prove or disprove the given specification Y .1 More precisely,
as n →∞ (where n is the number of samples taken so far),
we must derive Γ ⊢ Y : (I ,γ ) for some γ ≤ ∆ (where ∆ is the
given confidence level) and I ∈ {true, false}, with probability
1. In particular, the value γ depends on the environment
Γ = {µZ : (s/n, εZ ,δZ )}. In Γ, our algorithm can choose the
value δZ ∈ R+ (which determines εZ = ε(δZ ,n) via Eq. 10).
Thus, to ensure termination, we have to choose δZ so that
we eventually derive Y : (I ,γ ) such that γ ≤ ∆.
In fact, γ is a simple function of δZ—each inference rule in
Figure 3 adds the values of δ (or γ ) for each subexpression of
the current expression, so γ equals the sum of the values of δ
for each leaf in the syntax tree of Y . Since we have assumed
there is a single Bernoulli random variable Z , each leaf in the
syntax tree has either δ = δZ (for leaves labeled µZ ) or δ = 0
(for leaves labeled c ∈ R). Thus, γ has the form γ = m · δZ
for somem ∈ N. The rules in Figure 4 compute this value
m = JY Kδ—the base cases are JµZ Kδ = 1 and JcKδ = 0, and
the remaining rules add together the values ofm for each
subexpression of the current expression.
As a consequence, for any ∆ ∈ R+, we can derive Y : (I ,γ )
with γ ≤ ∆ from Γ by choosing δZ = ∆/m.
Theorem 4.3. Let (PZ,Y ) be a well-defined problem instance,
and let ∆ ∈ R+ be arbitrary. Let δZ = ∆/JY Kδ , and let
Γ(n) = {µZ : (E(n), ε(δZ ,n),δZ )}
be the lemma established on the nth iteration of Algorithm 1
(i.e., using n random samples Z ∼ PZ). Then, for any δ0 ∈ R+,
there exists n0 ∈ N such that for all n ≥ n0, we have
Γ(n) ⊢ Y : (I ,γ )
where γ ≤ ∆ with probability at least 1 − δ0.
We give a proof in Appendix A.3. Note that the proba-
bility is taken over the n random samples Z ∼ PZ used to
construct E(n). Also, note that the success of the inference
is in a high-probability, asymptotic sense—this approach is
necessary since adversarial sequences of random samples
1We require a technical condition on the problem instance; see Section 5.
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Z ∼ PZ may cause nontermination, but the probability of
such adversarial samples becomes arbitrarily small asn →∞.
Finally, we have focused on the case where there is a single
Bernoulli random variable µZ . In the general case, we use
the same δZ = ∆/JY Kδ for each Bernoulli random variable
Z ; Theorem 4.3 follows with exactly the same reasoning.
Continuing our example, we describe how δRmaj and δRmin
are computed for Yparity. In particular, the inference rules in
Figure 4 give JYparityKδ = 2, so it suffices to choose
δRmaj = δRmin =
∆
2 .
Recall from Section 4.3 that we actually haveγ = δRmaj+δRmin ,
so this choice indeed suffices to ensure that γ ≤ ∆.
5 Theoretical Guarantees
We prove that Algorithm 1 terminates with probability 1
as long as the given problem instance satisfies a technical
condition. Futhermore, we prove that Algorithm 1 is sound
and precise in a probabilistic sense.
5.1 Termination
Algorithm 1 terminates as long as it the given problem in-
stance satisfies the following condition:
Definition 5.1. Given a problem instance consisting of an
expressionW ∈ L(T ) ∪ L(S) together with a distribution PZ
for each µZ occuring inW , we say the problem instance iswell-
defined if its subexpressions are well-defined. IfW ≡ (X ≥ 0)
orW ≡ X−1, we furthermore require that JX K , 0.
If Y contains a subexpression X−1 such that JX K = 0,
then JX−1K is infinite. As a consequence, Algorithm 1 fails to
terminate since it cannot estimate of JX−1K to any finite con-
fidence level. Next, the constraint on subexpressions of the
form X ≥ 0 is due to the nature of our problem formulation.
In particular, consider an expression X ≥ 0, where JX K = 0.
In our setting, we cannot compute JµZ K exactly since we are
treating the Bernoulli random variables Z , ... as blackboxes.
Therefore, we also cannot compute JX K exactly (assuming it
contains subexpressions of the form µZ ). Thus, we can never
determine with certainty whether JX K ≥ 0.
Theorem 5.2. Given a well-defined problem instance, Algo-
rithm 1 terminates with probability 1, i.e.,
lim
n→∞ Pr[Algorithm 1 terminates] = 1,
where n is the number of samples taken so far.
The proof of this thoerem is somewhat subtle. In partic-
ular, our algorithm only terminates if we can prove that
µˆ(n)Z → µZ as n → ∞, where µˆ(n)Z is the estimate of µZ es-
tablished on the nth iteration. However, we cannot use our
adaptive concentration inequality in Theorem A.2 to prove
this guarantee, since our adaptive concentration inequality
assumes that our algorithm terminates with probability 1.
Thus, we have to directly prove that our estimates converge,
and then use this fact to prove that our algorithm terminates.
We give a full proof in Appendix A.4.
The restriction to well-defined properties is not major—for
typical problem instances, having JX K = 0 hold exactly is
very unlikely. Furthermore, this restriction to well-defined
problem instances is implicitly assumed by current state-of-
the-art systems, including FairSqare [1]. In particular, it is
a necessary restriction for any system that does not exactly
evaluate the expectations µZ . For example, FairSqare relies
on a technique similar to numerical integration, and can only
obtain estimates µZ ∈ [E − ε,E + ε]; therefore, it will fail to
terminate given an ill-defined problem instance.
5.2 Probabilistic Soundness and Precision
Let Y ∈ L(S) be a specification, and consider a verification
algorithm tasked with computing JY K. Typically, the algo-
rithm is sound if it only returns true when JY K = true, and it
is precise if it only returns false when JY K = false. However,
because our algorithm uses random samples to evaluate JY K,
it cannot guarantee soundness or precision—e.g., adversarial
sequences of samples can cause the algorithm to fail. Instead,
we need probabilistic notions of soundness and precision.
Definition 5.3. Let ∆ ∈ R+. We say a verification algorithm
is ∆-sound if it returns true only if
Pr[JY K = true] ≥ 1 − ∆,
where the probability is taken over the random samples drawn
by the algorithm. Furthermore, if the algorithm takes ∆ as a
parameter, and is ∆-sound for any given ∆ ∈ R+, then we say
that the algorithm is probabilistically sound.
Definition 5.4. Let ∆ ∈ R+. We say a verification algorithm
is ∆-precise if it returns false only if
Pr[JY K = false] ≥ 1 − ∆
where the probability is taken over the random samples drawn
by the algorithm. Furthermore, if the algorithm takes ∆ as a
parameter, and is ∆-precise for any given ∆ ∈ R+, then we say
that the algorithm is probabilistically precise.
Theorem 5.5. Algorithm 1 is probabilistically sound and
probabilistically precise.
We give a proof in Appendix A.5. For ill-defined problem
instances, Algorithm 1 may fail to terminate, but nontermi-
nation is allowed by probabilistic soundness and precision.
6 Evaluation
We have implemented our algorithm a tool called VeriFair,
which we evaluate on two benchmarks. First, we compare to
FairSqare on their benchmark, where the goal is to verify
whether demographic parity holds [1]. In particular, we show
thatVeriFair scales substantially better than FairSqare on
every problem instance in their benchmark (with ∆ = 10−10).
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Figure 5. (a) Results for the largest problem instances from the FairSqare benchmark. The y-axis is the ratio of the VeriFair
running time to the FairSqare running time (so lower is better). The problem instances are along the x-axis; we have sorted
them from highest to lowest. The red, dashed line at y = 1 denotes the FairSqare running time; for all instances below
this line, VeriFair outperforms FairSqare. (b) The cumulative running time of VeriFair (black, solid) and FairSqare
(red, dashed). In particular, we sorted all 39 problem instances from smallest to largest (in terms of lines of code), and plot the
cumulative running time from running the first i benchmarks. The x-axis is i , and the y-axis is the running time.
However, the FairSqare benchmark fails to truly demon-
strate the scalability of VeriFair. In particular, it exclusively
contains tiny classifiers—e.g., the largest neural network in
their benchmark has a single hidden layer with just two
hidden units. This tiny example already causes FairSqare
to time out. Indeed, the scalability of FairSqare depends
on the complexity the internal structure of the classifier and
population model, whereas the scalability of VeriFair only
depends on the time it takes to execute these models.
Thus, for our second benchmark, we use a state-of-the-art
deep recurrent neural network (RNN) designed to classify
sketches [21], together with a state-of-the-art deep genera-
tive model for randomly sampling sketches similar to those
produced by humans [24]. Together, these two deep neural
networks have more than 16 million parameters, which is 5
orders of magnitude larger than the largest neural network in
the FairSqare benchmark. We show that VeriFair scales
to this benchmark, and furthermore study how its scalability
depends on various hyperparameters. In fact, FairSqare
cannot even be applied to this benchmark, since FairSqare
can only be applied to straight line programs but the RNN
computation involves a possibly unbounded loop operation.
6.1 FairSquare Benchmark
We begin by comparing our tool, VeriFair, to FairSqare,
a state-of-the-art fairness verification tool. The results on
this benchmark were run on a machine with a 2.2GHz Intel
Xeon CPU with 20 cores and 128 GB of memory.
Benchmark. The FairSqare benchmark contains 39 prob-
lem instances. Each problem instance consists of a classifier
f : V → {0, 1}, where V = Rd with d ∈ [1, 6], together
with a population model encoding a distribution PV overV .
The classifiers include decision trees with up to 44 nodes,
SVMs, and neural networks with up to 2 hidden units. The
population models include one where the features are as-
sumed to be independent and two Bayes net models. The
goal is to check whether demographic parity holds, taking
c = 0.15 in Definition 3.1. We run VeriFair using ∆ = 10−10
(i.e., the probability of an incorrect response is at most 10−10).
In theory, FairSqare provides stronger guarantees than
VeriFair, since FairSqare never responds incorrectly. In-
tuitively, the guarantees provided by FairSqare are anal-
ogous to using VeriFair with ∆ = 0. However, as we dis-
cuss below, because we have taken the parameters to be
so small, they have essentially no effect on the outputs of
VeriFair. Also, the population models in the FairSqare
benchmark often involve conditional probabilities. There are
many ways to sample such a probability distribution. We use
the simplest technique, i.e., rejection sampling; we discuss
the performance implications below. Finally, the problem
instances in the FairSqare benchmark are implemented as
Python programs. While we report results using the original
Python implementations, below we discuss how compiling
the benchmarks can substantially speed up execution.
Results. For both tools, we set a timeout of 900 seconds.
We give a detailed results in Table 1 in Appendix B, which
we summarize here. VeriFair outperforms FairSqare on
30 of the 39 problem instances. More importantly, Veri-
Fair scales much better to large problem instances—whereas
FairSqare times out on 4 problem instances, VeriFair
terminates on all 39 in within 200 seconds. In particular,
while FairSqare relies on numerical integration that may
scale exponentially in the problem size, VeriFair relies on
sampling, which linearly in the time required to execute the
population model and classifier.
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In Figure 5 (a), we show results for 12 of the largest prob-
lem instances. In particular, we include the largest two each
of decision tree, SVM, and neural network classifiers, using
each of the two Bayes net population models. As can be seen,
VeriFair runs faster than FairSqare on all of the problem
instances, and more than twice as fast in all but one.
Similarly, in Figure 5 (b), we plot the cumulative running
time of each tool across all 39 problem instances. For this
plot, we sort the problem instances from smallest to largest
based on number of lines of code. Then, the plot shows the
cumulative running time of the first i problem instances, as
a function of i . As before, we conservatively assume that
FairSqare terminates in 900 seconds when it times out.
As can be seen, VeriFair scales significantly better than
FairSqare—VeriFair becomes faster than FairSqare
after the first 9 problem instances, and substantially widens
that lead as the problem instances become larger.
Compiled problem instances. The running time of Veri-
Fair depends linearly on the time taken by a single execution
of the population model and classifier. Because the bench-
marks are implemented in Python, the running time can be
made substantially faster if they are compiled to native code.
To demonstrate this speed up, we manually implement two
of the problem instances in C++:
• The decision tree with 14 nodes with the independent
population model; in this problem instance, VeriFair
is slowest relative to FairSqare (29.3× slower). Ver-
iFair runs the compiled version of this model in just
0.40 seconds, which is a 301× speed up, and more than
10× faster than FairSqare.
• The decision tree with 14 nodes with Bayes net 2 as the
popluation model; in this problem instance, VeriFair
is slowest overall (190.1 seconds). VeriFair runs the
compiled version of this model in just 0.58 seconds,
which is a 327× speed up.
Note that compiling problem instances would not affect
FairSqare, since it translates them to SMT formula.
Comparison of guarantees. We ran theVeriFair ten times
on the benchmark; the responses were correct on all itera-
tions. Indeed, because we have set ∆ = 10−10, it is extremely
unlikely that the response of VeriFair is incorrect.
Rejection sampling. When the population model contains
conditional probabilities, VeriFair uses rejection sampling
to sample the model. The acceptance rate is always between
20-21%. This consistency is likely due to the fact that the
models in the FairSqare benchmark are always modeling
the same population. Thus, rejection sampling is an effective
strategy for the FairSqare benchmark.
Path-specific causal fairness. We check whether path-
specific causal fairness Ycausal holds for three FairSqare
problem instances—the largest classifier of each kind us-
ing the Bayes net 2 population model. We use the num-
ber of years of education as the mediator covariate. We use
∆ = 10−10. VeriFair concludes that all of the problem in-
stances are fair. The running time for the decision tree DT44
with 44 nodes is 2.47 seconds, for the SVM SVM6 with d = 6
features terminates is 8.89 seconds, and for the neural net-
work NN3,2 withd = 3 features and 2 neurons is 0.35 seconds.
6.2 Quick Draw Benchmark
Our next benchmark consists of a deep recurrent neural
network (RNN) classifier and a deep sequence-to-sequence
variational autoencoder (VAE) population model [24]. Recall
that VeriFair scales linearly with the running time of the
classifier and population model; therefore, VeriFair should
scale to these very complex models as long as executing the
model can be executed in a reasonable amount of time. In this
benchmark, we use VeriFair to verify the equal opportunity
property described in Definition 3.2. Finally, we study how
the running time of VeriFair on this benchmark depends on
various problem parameters. The results on this benchmark
were run on a machine with an Intel Core i7-6700K 4GHz
quad core CPU, an Nvidia GeForce GTX 745 with 4GB of
GPU memory (used to run the deep neural networks), and
16GB of memory. Note that we cannot run FairSqare on
this benchmark, since it can only handle straight-line models
but recurrent neural networks involve a loop operation.
Benchmark. The classifier in our benchmark is an RNN
f : X → {0, 1}, where x ∈ X is representation of a 256× 256
image that is a black and white sketch drawn by a human.
This image is represented as a sequence of strokes (x ,y,p),
where (x ,y) is the displacementand p is a command (pen
down, pen up, or finish drawing). Each input is a drawing
of one of 345 different categories of objects, including dogs,
cats, firetrucks, gardens, etc. To obtain a binary classifier, we
train a classifier to predict a binary labely ∈ {0, 1} indicating
whether the input image is a drawing of a dog. The neural
network was trained on a dataset X ⊆ X containing 70K
training examples, 2.5K cross-validation examples, and 2.5K
test examples; overall, 0.3% of the training images are dogs.
Its accuracy is 18.8%, which is 626× better than random. Our
population model is the decoder portion of a VAE [24], which
generates a random sequence in the form described above.
We have the country of origin for each image; we consider
images from the United States to be the majority subpopu-
lation (43.9% of training examples), and images from other
countries to be the minority subpopulation. We train two
population models: (i) a decoder dmaj trained to generate
sketches of dogs from the United States, and (ii) dmin to gen-
erate sketches of dogs from other countries.
We aim to verify the equal opportunity property. Recall
that this property says that the classifier f should not make
mistakes (in particular, false negatives)muchmore frequently
10
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Figure 6.We plot the running time of VeriFair on the Quick Draw benchmark as a function of (a) the parameter c , and (b)
the parameter ∆. In each figure, a green marker denotes a response of “fair” and a red marker denotes a response of “unfair”.
In (a), the curve diverges because VeriFair times out when c = 0.41.
for members of the minority class than for members of the
majority class. For example, a classifier that always responds
randomly is fine, but the classifier cannot respond accurately
for majority members and randomly for minority members.
In the context of the Quick Draw benchmark, this fairness
property says that the classifier should not performworse for
people from outside of the United States. This guarantee is
important for related tasks—e.g., classifiers for detecting skin
cancer from photographs [14] and login systems based on
face recognition [44]; for example, certain face recognition
systems have been shown to have more difficulty detecting
minority users than detecting majority users. As before, we
use parameter c = 0.15 in the fairness specification.
Batched samples. Typical deep learning frameworks are
much more efficient when they operate on batches of data.
Thus, we batch the samples taken by VeriFair—on each it-
eration, it samples 1000 images Xmaj ∼ dmaj and 1000 images
Xmin ∼ dmin as a batch, and computes f (Xmaj) and f (Xmin) as
a batch as well. As a consequence, Algorithm 1 may sample
up to 999 more images than needed, but we find that execu-
tion time improves significantly—sampling a single image
takes about 0.5 seconds, whereas sampling 1000 images takes
about 30 seconds, for a speed up of about 17×.
Results. We ran VeriFair on our benchmark; using ∆ =
10−5, VeriFair terminates in 301 seconds and uses 14,000
samples, and using ∆ = 10−10, VeriFair terminated in 606
seconds and uses 28,000 samples.
Varying c . Besides the running time of the classifier f and
population models dmaj and dmin, the most important factor
affecting the running time of VeriFair is the value of the
parameter c . In particular, in the specification
Yequal ≡
(
µRmin
µRmaj
≥ 1 − c
)
,
as the left-hand side and right-hand side of the inequality
become closer together, then we need increasingly accurate
estimates of µRmin and µRmaj to check whether the specifica-
tion holds. Thus, VeriFair needs to take a larger number of
samples to confidently determine whether Yequal holds.
We ran VeriFair on with values of c near
c0 = 1 − µRmin
µRmaj
≈ 0.41,
in particular, c ∈ {0.35, 0.36, ..., 0.45} (with ∆ = 10−5). In
Figure 6 (a), we plot the running time of VeriFair on Quick
Draw as a function of c . VeriFair terminated for all choices
of c except c = 0.41, which timed out after 96 hours. For
the remaining choices of c , the longest running time was
c = 0.40, which terminated after 84 hours. We also show
whether VeriFair concludes that the specification is true
(green marker) or false (red marker)—VeriFair concludes
that Quick Draw is fair if c > 0.41 and unfair if c ≤ 0.40.
In practice, c is unlikely to be very close to c0. Furthermore,
approaches based on numerical integration would suffer
from a similar divergence near c = c0, since their estimate
of Yequal is subject to numerical errors that must be reduced
by increasing precision, which increases running time.
Varying ∆. We study the running time of VeriFair on
Quick Draw as a function of ∆, which controls the prob-
ability that VeriFair may respond incorrectly. In partic-
ular, we ran VeriFair on Quick Draw with values ∆ ∈
{10−10, 10−9, ..., 10−1} (with c = 0.15). In Figure 6 (b), we
plot the running time of VeriFair as a function of ∆. As
expected, the running time increases as ∆ becomes smaller.
Note that the trend is not strict since the running time of
VeriFair is somewhat stochastic; the running time would be
strictly monotonically decreasing if we averaged the running
time over many iterations. Even using ∆ = 10−10, the run-
ning time is only about 10 minutes. In particular, VeriFair
scales very well as a function of ∆—the running time only
increases linearly even as we decrease ∆ exponentially.
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7 Related Work
Verifying fairness. The work most closely related to ours
is [1], which uses numerical integration to verify fairness
properties of machine learning models including decision
trees, SVMs, and neural networks. Because they rely on
constraint solving techniques (in particular, SMT solvers),
their tool is substantially less scalable than ours—whereas
their tool does not even scale to a neural network with 37
parameters (including those in the Bayes net population
model), our tool scales to deep neural networks with 16
million parameters. In contrast to their work, our algorithm
may return an incorrect result; however, in our evaluation,
we show that these events are very unlikely to happen.
Fairness in machine learning. There has been a large lit-
erature attempting to devise new fairness specifications, in-
cluding demographic parity [5], equal opportunity [26], and
approaches based on causality [31, 32]. There has also been a
large literature focusing on how to train fair machine learn-
ing classifiers [6, 10, 12, 13, 17, 40] and transforming the data
into fair representations [7, 15, 25, 52]. Finally, there has been
work on quantifying the influence of input variables on the
output of a machine learning classifier; this technique can
be used to study fairness, but does not provide any formal
fairness guarantees [11]. In contrast, our work takes fairness
properties as given, and aims to design algorithms for veri-
fying the correctness of existing machine learning systems,
which are treated as blackbox functions.
Verifying probabilistic properties. There has been a long
history of work attempting to verify probabilistic proper-
ties, including program analysis [1, 42, 43], symbolic execu-
tion [16, 20], and model checking [9, 23, 33, 48]. Many of
these tools rely on techniques such as numerical integra-
tion, which do not scale in our setting [1]. Alternatively,
abstraction interpretation has been extended to probabilistic
programs [8, 36–38]; see [22] for a survey. However, these
approaches may be imprecise and incomplete (even on non-
pathelogical problem instances).
There has been work using hypothesis tests to check prob-
abilistic properties [9, 23, 42, 43, 48]. Much of this work does
not adaptively collect data; thus, they may fail to prove or dis-
prove the specification [27, 42]. The most closely related line
of work uses Wald’s sequential hypothesis test [47] to con-
tinue to collect data until the specification is either proven
or disproven [35, 48–50]. In particular, these approaches can
distinguish two hypotheses of the form
H0 ≡ µZ ≤ d0 vs. H1 ≡ µZ ≥ d1,
where Z is a Bernoulli random variable and d1 > d0. There
are three key shortcomings of these approaches. First, we
need to compare a ratio of means µRminµRmaj rather than a single
mean µZ . The inference rules we develop enable us to do
so. Second, we need to distinguish H0 vs. ¬H0 (or equiva-
lently, the case d0 = d1). This limitation is fundamental to
approaches based on Wald’s test—it computes a statistic S0
based on d0 and a statistic S1 based on d1, and compares
them; if d0 = d1, then we always have S0 = S1, so the test
can never distinguishH0 fromH1. Third, Wald’s test requires
that the distribution of the random variables is known (but
the parameters of the distribution may be unknown). While
we have made this assumption (i.e., they are Bernoulli), our
techniques are much more general. In particular, we only
require a bound on the random variables. Indeed, our tech-
niques directly apply to the settingwhereRmin = f (Vmin) and
Rmaj = f (Vmaj) are only known to satisfy Rmin,Rmaj ∈ [0, 1].
Verifyingmachine learning systems. More broadly, there
has been a large amount of recent work on verifyingmachine
learning systems; the work has primarily focused on verify-
ing robustness properties of deep neural networks [3, 18, 29,
30, 41, 45]. At a high level, robustness can be thought of as
an optimization problem (e.g., MAX-SMT), whereas fairness
properties involve integration and are therefore more similar
to counting problems (e.g., COUNTING-SMT); in general,
counting is harder than optimization [46].
8 Conclusion
We have designed an algorithm for verifying fairness prop-
erties of machine learning systems. Our algorithm uses a
sampling-based approach in conjunction with adaptive con-
centration inequalities to achieve probabilistic soundness
and precision guarantees. As we have shown, our implemen-
tation VeriFair can scale to large machine learning models,
including a deep recurrent neural network benchmark that
is more than six orders of magnitude larger than the largest
neural network in the FairSqare benchmark. While we
have focused on verifying fairness, we believe that our ap-
proach of using adaptive concentration inequalities can be
applied to verify other probabilistic properties as well.
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A Proofs of Theoretical Results
We prove a number of correctness results for Algorithm 1.
A.1 Proof of Theorem 4.1
First, we have the following well-known definition, which is
a key component for the adaptive concentration inequality
we use [53].
Definition A.1. A random variable Z is d-subgaussian if
µZ = 0 and
E[erZ ] ≤ ed2r 2/2
for all r ∈ R.
Theorem A.2. Suppose that Z is a 12 -subgaussian random
variable with probability distribution PZ . Let
µˆ(n)Z =
1
n
n∑
i=1
Zi ,
where {Zi ∼ PZ}i ∈N are i.i.d. samples from PZ , let J be a
random variable on N ∪ {∞}, let
εb (n) =
√
3
5 · log(log11/10 n + 1) + b
n
for some constant b ∈ R, and let δb = 24e−9b/5. Then,
Pr[J < ∞∧ (|µˆ(J )Z | ≥ εb (J ))] ≤ δb .
Using this result, we first prove the following slight variant
of Theorem 4.1, which accounts for the case Pr[J < ∞] < 1.
Theorem A.3. Given a Bernoulli random variable Z with
probability distribution PZ , let {Zi ∼ PZ}i ∈N be i.i.d. samples
of Z , let
µˆ(n)Z =
1
n
n∑
i=1
Zi ,
let J be a random variable on N ∪ {∞}, and let
ε(δ ,n) =
√
3
5 · log(log11/10 n + 1) + 59 · log(24/δ )
n
for a given δ ∈ R+. Then,
Pr[J < ∞∧ (|µˆ(J )Z − µZ | ≥ ε(δ , J ))] ≤ δ .
Proof. As described in [53], any distribution bounded in
an interval of length 2d is d-subgaussian. Thus, for any
Bernoulli random variable Z , the random variable Z − µZ
is 12 -subgassian. Then, the claim follows by applying Theo-
rem A.2 (noting that b = 59 · log(24/δb )). □
Note that Theorem 4.1 follows immediately from Theo-
rem A.3 since it assumes that Pr[J < ∞] = 1, so this term
can be dropped from the probability event. □
A.2 Proof of Theorem 4.2
We prove by structural induction on the derivation.
Random variable. This case follows by our assumption
that the initial environment Γ is correct.
Constant. This case follows by definition since a constant
c satisfies JcK = c .
Sum. By assumption, |E − JX K| ≤ ε with probability at least
1− δ , and |E ′ − JX ′K| ≤ ε ′ with probability at least 1− δ ′. By
a union bound, both of these hold with probability at least
1 − (δ + δ ′). Then,
|(E + E ′) − JX + X ′K| = |(E + E ′) − (JX K + JX ′K)|
≤ |E − JX K| + |E ′ − JX ′K|
≤ ε + ε ′.
In other words, we can conclude that X + X ′ : (E + E ′, ε +
ε ′,δ + δ ′).
Negative. By assumption, |E − JX K| ≤ ε with probability at
least 1 − δ . Then,
|(−E) − J−X K)| = |E − JX K| ≤ ε
In other words, we can conclude that −X : (−E, ε,δ ).
Product. By assumption, |E − JX K| ≤ ε with probability at
least 1−δ , and |E ′−JX ′K| ≤ ε ′ with probability at least 1−δ ′.
a union bound, both of these hold with probability at least
1 − (δ + δ ′). Then,
|E ′ − E ′ + JX ′K| = |E ′ − E ′ + JX ′K|
≤ |E ′ | + | − E ′ + JX ′K|
≤ |E ′ | + ε ′,
so
|E · E ′ − JX · X ′K|
= |E · E ′ − JX K · JX ′K|
= |E · E ′ − E · JX ′K + E · JX ′K − JX K · JX ′K|
= |E · (E ′ − JX ′K) + JX ′K · (E − JX K)|
≤ |E | · |E ′ − JX ′K| + |JX ′K| · |E − JX K|
≤ |E | · ε ′ + |JX ′K| · ε
≤ |E | · ε ′ + (|E ′ | + ε ′) · ε
= |E | · ε ′ + |E ′ | · ε + ε · ε ′.
In other words, we can conclude that X · X ′ : (E · E ′,E · ε ′ +
E ′ · ε + ε · ε ′,δ + δ ′).
Inverse. By assumption, |E − JX K| ≤ ε with probability at
least 1 − δ . Then,
|E | = |E − JX K + JX K|
≤ |E − JX K| + |JX K|
≤ ε + |JX K|,
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i.e., |JX K| ≥ |E | − ε , so
|E−1 − JX−1K| = |E−1 − JX K−1 |
=
JX K − EE · JX K 
≤ ε|E | · |JX K|
≤ ε|E | · (|E | − ε) ,
where the last step follows since we have assumed that
|E | − ε > 0. In other words, we can conclude that X−1 :
(E−1, ε|E | ·( |E |−ε ) ,δ ).
Inequality true. By assumption, |E − JX K| ≤ ε with proba-
bility at least 1 − δ , and furthermore E − ε ≥ 0. Thus,
E − JX K ≤ ε,
or equivalently,
JX K ≥ E − ε ≥ 0.
In other words, we can conclude that X ≥ 0 : (true,δ ).
Inequality false. By assumption, |E − JX K| ≤ ε with proba-
bility at least 1 − δ , and furthermore E + ε <. Thus,
JX K − E ≤ ε,
or equivalently,
JX K ≤ E + ε < 0.
In other words, we can conclude that X ≥ 0 : (false,δ ).
And. By assumption, JY K = I with probability at least 1 − δ ,
and JY ′K = I ′ with probability at least 1 − δ ′. a union bound,
both of these hold with probability at least 1− (δ +δ ′). Then,
JY ∧ Y ′K = JY K ∧ JY ′K = I ∧ I ′.
In other words, we can conclude that Y ∧Y ′ : (I ∧ I ′,δ + δ ′).
Or. By assumption, JY K = I with probability at least 1 − δ ,
and JY ′K = I ′ with probability at least 1 − δ ′. a union bound,
both of these hold with probability at least 1− (δ +δ ′). Then,
JY ∨ Y ′K = JY K ∨ JY ′K = I ∨ I ′.
In other words, we can conclude that Y ∨Y ′ : (I ∨ I ′,δ + δ ′).
Not. By assumption, JY K = I with probability at least 1 − δ .
Then,
J¬Y K = ¬JY K = ¬I .
In other words, we can conclude that ¬Y : (¬I ,δ ). □
A.3 Proof of Theorem 4.3
First, we prove the following stronger lemma, which says
that as n →∞ (where n is the number of samples), our algo-
rithm eventually infers arbitrarily tight bounds on any given
well-defined problem instance. Then, Theorem 4.3 follows
from the applying this lemma to the given specification Y
and γ = ∆, where ∆ ∈ R+ is the given confidence level.
LemmaA.4. Given anywell-defined problem instance (PZ,X ),
where X ∈ L(T ), and any δ ∈ R+, let
Γ(n) = {µZ : (E(n), ε(δZ ,n),δZ )}
where
E(n) =
1
n
n∑
i=1
Zi
ε(δZ ,n) =
√
3
5 · log(log11/10 n + 1) + 59 · log(24/δZ )
n
δZ = δ/JX Kδ .
Intuitively, Γ(n) is the lemma established for µZ on the nth iter-
ation of Algorithm 1. Then, for any ε ∈ R+ and any ε0,δ0 ∈ R+,
there exists n0 ∈ N such that for any n ≥ n0, with probability
at least 1 − δ0, so
Γ(n) ⊢ X : (E, ε,δ )
for some E ∈ R such that |E − JX K| ≤ ε0. We are allowed to
make the given values ε,δ , ε0,δ0 smaller.
Similarly, given any well-defined problem-instance (PZ,Y ),
where Y ∈ L(S) and any γ ∈ R+, let
Γ(n) = {µZ : (E(n), ε(δZ ,n),δZ )}
as before. Then, for any γ ∈ R+ and δ0 ∈ R+, there exists
n0 ∈ N such that for all n ≥ n0, with probability at least 1−δ0,
so
Γ(n) ⊢ Y : (JY K,γ ).
Again, we are allowed to make the given values γ ,δ0 smaller.
Proof. We prove by structural induction on the inference
rules in Figure 3, focusing on the following cases of interest:
random variables, inverses, and inequalities; the remaining
cases follow similarly.
Random variable. Consider the specification µZ , and let
ε,δ , ε0,δ0 ∈ R+ be given. Note that as n → ∞, we have
ε(δZ ,n) → 0; furthermore, δZ = δ/JµZ Kδ = δ . Thus, it
suffices to prove that as E(n) → µZ as n → ∞ as well. To
this end, let
n0 =
log(2/δ0)
2(ε0)2 .
By Hoeffding’s inequality,
Pr[|E(n) − µZ | ≤ ε0] ≥ 1 − 2e−2nε20 ≥ 1 − 2e−2n0ε20 = 1 − δ0,
as claimed.
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Inverse. Consider the specification X−1, and let ε,δ , ε0,δ0 ∈
R+ be given. Because we have assumed that the problem
instance is well-defined, we must have JX K , 0. Let α =
|JX K|, and let
ε˜ = min
{
ε · (α/2)2
1 + ε · (α/2) ,
α
2
}
δ˜ = δ
ε˜0 = min
{
α
4 ,
ε0 · α2
2
}
δ˜0 = δ0.
Note that δZ = δ/JX−1Kδ = δ˜/JX Kδ . Therefore, by induction,
there exists n0 ∈ N such that for all n ≥ n0, with probability
at least 1 − δ˜0 = 1 − δ0, our algorithm proves the lemma
Γ(n) ⊢ X : (E˜, ε˜, δ˜ ),
where |E˜ − JX K| | ≤ ε˜0. Then, note that
α
2 > ε˜0 ≥ |E˜ − JX K|
≥ |JX K| − |E˜ |
≥ α − |E˜ |,
from which it follows that
|E˜ | > α2 ≥ ε˜ .
Thus, the inference rule for inverses applies, so Algorithm 1
proves the lemma
Γ(n) ⊢ X−1 :
(
E˜−1,
ε˜
|E˜ |(|E˜ | − ε˜) , δ˜
)
.
Next, note that
ε˜ ≤ ε · (α/2)
2
1 + ε · (α/2) ≤
ε · (α/2) · |E˜ |
1 + ε · (α/2) ,
from which it follows that
ε ≥ ε˜(α/2) · (|E˜ | − ε˜) ≥
ε˜
|E˜ |(|E˜ | − ε˜) .
Furthermore, we have δ˜ ≤ δ . Finally, note that
|E˜−1 − JX K−1 | =  E˜ − JX KE˜ · JX K

≤ ε˜0
α2/2
≤ ε0,
which holds with probability at least δ0 ≤ δ˜0. Note that we
can make ε and ε0 smaller so that
Γ(n) ⊢ X−1 : (E, ε,δ ),
where E = E˜−1 satisfies |E−JX−1K| ≤ ε0, so the claim follows.
Inequality. Consider the specificationX ≥ 0, and let γ ,δ0 ∈
R+ be given. Let α = |JX K|, and let
ε˜ =
α
3
δ˜ = γ
ε˜0 =
α
3
δ˜0 = δ0.
Note that δZ = γ/JX ≥ 0Kδ = δ˜/JX Kδ . Therefore, by in-
duction, there exists n0 ∈ N such that for any n ≥ n0, with
probability at least 1 − δ˜0 = 1 − δ0, our algorithm proves the
lemma
Γ(n) ⊢ X : (E˜, ε˜, δ˜ ),
where |E˜ − JX K| ≤ ε˜0. Without loss of generality, assume
that JX K ≥ 0 (so α = JX K). Then, note that
E˜ ≥ JX K − ε˜
≥ 2α3
> ε˜,
so E˜ − ε˜ ≥ 0, which implies that the inference rule for true
inequalities applies. Thus, our algorithm proves the lemma
Γ(n) ⊢ X : (true, δ˜ ),
where δ˜ = γ . Note that since JX K ≥ 0, we have JX ≥ 0K =
true, so the claim follows. □
A.4 Proof of Theorem 5.2
To show that Algorithm 1 terminates with probability 1, it
suffices to show that for any δ0 ∈ R, there exists n0 ∈ N
such that our algorithm terminates after n ≤ n0 steps with
probability at least 1 − δ0. Applying Lemma A.4, we have
that there exists n0 ∈ N such that with probability at least
1 − δ0, so
Γ(n) ⊢ Y : (JY K,γ ),
where γ ≤ ∆, where ∆ is the confidence level given as input
to Algorithm 1. Therefore, the claim follows. □
A.5 Proof of Theorem 5.5
For simplicity, we consider the case where there is a single
leaf node labeled µZ in the given specification Y (so JY Kδ =
1); the general case is a straightforward extension. First, we
claim that if Algorithm 1 terminates and returns an incorrect
response, then it must be the case that
|µˆ(J )Z − µZ | > ε(δZ , J ),
where
δZ = ∆/JY Kδ = ∆,
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Classifier
Pop.
Model LOC
Is Fair? Running Time (s) Samples
VeriFair FairSqare VeriFair FairSqare Ratio Accepted Total Accept Rate
DT4 Ind. 17 1 1 21.2 2.1 9.9 91710 443975 20.7%
DT14 Ind. 34 1 1 120.4 4.1 29.3 365503 1768404 20.7%
DT16 Ind. 38 1 1 17.3 5.6 3.1 49095 236822 20.7%
DTα16 Ind. 42 1 1 3.1 6.4 0.5 7221 35377 20.4%
DT44 Ind. 95 1 1 33.3 19.5 1.7 68078 329859 20.6%
SVM3 Ind. 15 1 1 9.4 2.4 3.9 34304 166274 20.6%
SVM4 Ind. 17 1 1 9.6 3.5 2.7 33158 159964 20.7%
SVMα4 Ind. 19 1 1 1.7 3.0 0.6 5437 26013 20.9%
SVM5 Ind. 19 1 1 10.7 6.4 1.7 36315 175729 20.7%
SVM6 Ind. 21 1 1 7.8 5.4 1.4 28140 136722 20.6%
NN2,1 Ind. 22 1 1 2.3 3.9 0.6 9364 45289 20.7%
NN2,2 Ind. 25 1 1 2.9 6.1 0.5 11407 55102 20.7%
NN3,2 Ind. 27 1 1 6.4 435.6 0.0 20856 100855 20.7%
DT4 B.N. 1 27 0 0 1.6 3.5 0.5 6208 29689 20.9%
DT14 B.N. 1 48 1 1 156.0 21.8 7.1 442872 2147170 20.6%
DT16 B.N. 1 51 0 0 2.4 15.3 0.2 5698 27422 20.8%
DTα16 B.N. 1 55 1 1 24.4 27.7 0.9 64691 313671 20.6%
DT44 B.N. 1 111 0 0 17.5 353.2 0.0 33750 163661 20.6%
SVM3 B.N. 1 25 0 0 3.0 4.0 0.7 10347 49845 20.8%
SVM4 B.N. 1 30 0 0 4.6 5.8 0.8 15009 72556 20.7%
SVMα4 B.N. 1 32 1 1 5.2 10.4 0.5 16846 81355 20.7%
SVM5 B.N. 1 35 0 0 3.5 11.1 0.3 12116 58197 20.8%
SVM6 B.N. 1 40 0 0 3.0 19.0 0.2 9193 44575 20.6%
NN2,1 B.N. 1 36 1 1 2.9 57.0 0.1 10345 50183 20.6%
NN2,2 B.N. 1 39 1 1 4.8 32.7 0.1 14449 69779 20.7%
NN3,2 B.N. 1 40 1 T.O. 88.3 T.O. 0.1 308228 1489839 20.7%
DT4 B.N. 2 33 0 0 1.4 5.8 0.2 4790 23232 20.6%
DT14 B.N. 2 54 1 T.O. 190.1 T.O. 0.2 524166 2535812 20.7%
DT16 B.N. 2 57 0 0 3.1 35.4 0.1 7002 34194 20.5%
DTα16 B.N. 2 61 1 1 24.0 60.0 0.4 61027 295445 20.7%
DT44 B.N. 2 117 0 T.O. 22.1 T.O. 0.0 40841 197689 20.7%
SVM3 B.N. 2 31 0 0 4.3 8.7 0.5 14392 69596 20.7%
SVM4 B.N. 2 36 0 0 3.8 24.2 0.2 11113 53831 20.6%
SVMα4 B.N. 2 38 1 1 5.9 22.1 0.3 18664 89394 20.9%
SVM5 B.N. 2 41 0 0 3.8 496.7 0.0 12147 58115 20.9%
SVM6 B.N. 2 42 0 0 3.9 87.8 0.0 11765 56820 20.7%
NN2,1 B.N. 2 38 1 1 2.9 52.2 0.1 9717 47162 20.6%
NN2,2 B.N. 2 41 1 1 4.1 126.4 0.0 12729 61965 20.5%
NN3,2 B.N. 2 42 1 T.O. 110.9 T.O. 0.1 387860 1880146 20.6%
Table 1. Results from comparing VeriFair to FairSqare [1]. For each problem instance (i.e., a classifier and population
model), we show the total number of lines of code (LOC), the response of each tool, the running time of each tool (in seconds,
timed out after 900 seconds), the ratio of the running time of VeriFair to that of FairSqare (lower is better), and for the
rejection sampling strategy used by VeriFair, the number of accepted samples, total samples, and the acceptance rate. In the
ratio of running times, we conservatively assume FairSqare takes 900 seconds to run if it times out; this ratio sometimes
equals 0 due to rounding error.
and J is the number of iterations of our algorithm. Suppose
to the contrary; then, the lemma
µZ : (s/J , εZ (s/n, J ),δZ )
in Γ on the J th iteration of our algorithm holds. By Theo-
rem 4.2, we have Γ ⊢ Y : (I ,γ ) if and only if
Pr[JY K = I ] ≥ 1 − γ .
Since Algorithm 1 has terminated, then it must be the case
that γ ≤ ∆. Thus, the response is correct, which is a contra-
diction, so the claim follows. Then,
Pr[Algorithm 1 terminates and responds incorrectly]
≤ Pr[J < ∞∧ |µˆ(J )Z − µZ | > ε(δZ , J )]
≤ δZ
≤ ∆.
The second inequality follows fromTheoremA.3. Thus, Algo-
rithm 1 is probabilistically sound and precise, as claimed. □
B FairSqare Benchmark Results
We show the results of running VeriFair on the FairSqare
benchmark in Table 1. For each problem instance, we show
the running times of VeriFair and FairSqare, as well as
the ratio
running time of VeriFair
running time of FairSqare ,
where we conservatively assume that FairSqare runs in
900 seconds for problem instances in which it times out. We
also show the number of lines of code and some statistics
about the rejection sampling approach we use to sample the
population models.
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