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2-field functional integrals (2FFI) are an important class of solution methods for generating func-
tions of dissipative processes, including discrete-state stochastic processes, dissipative dynamical
systems, and decohering quantum densities. The stationary trajectories of these integrals describe
a conserved current by Liouville’s theorem, despite the fact that there is no conserved phase space
current in the underlying stochastic process. We develop the information geometry of generating
functions for discrete-state classical stochastic processes in the Doi-Peliti 2FFI form, showing that
the conserved current is a Fisher information between the underlying distribution of the process
and the tilting weight of the generating function. To give an interpretation to the time invertibil-
ity implied by current conservation, we use generating functions to represent importance sampling
protocols, and show that the conserved Fisher information is the differential of a sample volume
under deformations of the nominal distribution and the likelihood ratio. We derive a new pair of
dual Riemannian connections respecting the symplectic structure of transport along stationary rays
that gives rise to Liouville’s theorem, and show that dual flatness in the affine coordinates of the
coherent-state basis captures the special role played by coherent states in many 2FFI theories. The
covariant convective derivative under time translation correctly represents the geometric invariants
of generating functions under canonical transformations of the 2FFI field variables of integration.
Keywords: Information geometry; Doi-Peliti theory; Liouville’s theorem; Fisher information; im-
portance sampling; duality
I. INTRODUCTION: UNDERSTANDING THE
LIOUVILLE THEOREMS THAT EMERGE IN
2-FIELD FUNCTIONAL INTEGRALS FOR
DISSIPATIVE SYSTEMS
The defining feature of dissipative systems, whether
classical or quantum, is that trajectories initially distinct
can merge and that distributions or densities that dif-
fer at their initial conditions become more similar over
time as they are increasingly governed by local generat-
ing parameters at the expense of memory. Because such
systems are intrinsically irreversible, they obey no Liou-
ville theorem (see [1]) describing phase space densities
that are conserved along flow lines.
A powerful formalism for representing dissipative sys-
tems, both classical and quantum, is that of 2-field func-
tional integrals (2FFI) that evolve the generating func-
tions of distributions or densities. 2FFI methods with
a shared integral form include the Doi-Peliti method for
discrete-state processes [2–5], which will be used in this
paper, the Martin-Siggia-Rose path integral for dynami-
cal systems with Langevin noise [6], and the Schwinger-
Keldysh time-loop formalism for quantum density matri-
ces with decoherence [7, 8].1 The modern approach traces
back much further to a nonlinear action functional due
1 We will not work with quantum 2FFI methods in this paper,
and the Hilbert space for quantum density matrices differs in
some important ways from that for classical generating func-
tions, but the operator algebra, causal structure, and much of
to Onsager and Machlup [10] for systems with Langevin
noise, which can be derived from the 2-field formalism.
These integrals have the curious feature that their
stationary-path analysis introduces a conserved volume
element and Liouville theorem for just those systems that
lack one in the state space. Conservation of a density
along deterministic trajectories implies a form of tempo-
ral invertibility, and since this is not reversibility in the
dynamical sense, it expresses a kind of time-duality. We
are interested, then, in how such conserved densities are
brought into existence by generating functions, and what
is their meaning in terms of information.
In this paper we present the Liouville theorem and
conserved volume element of 2FFI generating functions
from an Information Geometry perspective [11, 12]. To
understand the concepts and questions that are unified
under a geometric description, we give a brief synopsis
of observations and claims that will be developed in the
rest of the paper.
Synopsis of prior known facts and puzzles brought together
and explained in this paper
Information geometry recognizes a duality with respect
to the Fisher metric, between contravariant affine coordi-
nates representing the intensity of a tilting weight in an
the stationary-point analysis are shared between the two [9].
2exponential family such as the family of measures that
define a generating function, and covariant coordinates
which are the mean values in the resulting tilted distri-
butions. Not surprisingly, those geometrically dual co-
ordinates will be shown to coincide with the canonically
conjugate coordinates evolving under the 2FFI Liouville
theorem.
The concept of dual parallel transport that is central
to information geometry arises naturally in 2FFI gener-
ating functions, coming from the same source as their
time-duality. These integrals are constructed to propa-
gate two measures through time on the same state space,
one describing dynamical underlying distributions and
the other the distribution of tilts that define a generat-
ing function from an exponential family over each un-
derlying distribution. The independent freedom to vary
these two measures leads to triples of distributions that,
when compared under the generalized Pythagorean theo-
rem [13, 14], define an inner product in the Fisher metric.
The inner product has the interpretation of a sensitivity,
or (more geometric) of a direction-cosine between vec-
tor fields associated with deformations in the base dis-
tribution and deformations in the tilt. Saddle-point or
stationary-path conditions in the functional integral then
define dual transport laws for the two measures under the
action of a symplectic form, resulting in Liouville’s theo-
rem.
To understand the meaning of densities conserved
along stationary trajectories, we employ the interpreta-
tion of generating functions in terms of statistical infer-
ence and more specifically of Importance Sampling [15].
The tilt in a generating function becomes the likelihood
ratio relating a nominal distribution to an importance
distribution, and the conserved density of Liouville’s the-
orem becomes a differential volume element of sample
probability. Dual transport of a conserved inner product
in the Fisher metric, in turn, defines a transport law for
the metric under coordinate transformations respecting
the symplectic structure.
The use of dual Riemannian connections that is a cor-
nerstone of information geometry provides a way to ex-
press dynamically meaningful features of a theory as geo-
metric invariants under coordinate transformations. For
2FFI theories we construct a particular pair of dual con-
nections, different from the dually flat connections intro-
duced by Amari and Nagaoka [13, 14], to capture the
following distinctive property of this class of theories:
Most introductions [9, 16, 17] of 2FFI methods derive
them in bases of coherent states. These states corre-
spond to mixture coordinates in the underlying distribu-
tion, and to the argument variables z that are the tilting
weights in a moment -generating function. They are con-
trasted to the cumulant-generating function arguments
log z that are coordinates in the exponential family, and
the mixture coordinate in the tilted (importance) distri-
bution that are dual affine coordinates under the Amari-
Nagaoka connections. The coherent state coordinates are
not affine under the Fisher metric, and are not a basis for
dualization through the Legendre transform, yet they are
often the natural affine basis for the growth and contrac-
tion eigenvalues of the Liouville volume element on 2FFI
stationary paths. The exponential and mixture families
on the importance distribution are related to coherent
states by a canonical transformation [18].2 We will show
that dual connections describing flat parallel transport in
coherent-state coordinates are the correct concept to cap-
ture the role of this basis in relation to the geometric role
of coordinates in the exponential family. More generally,
dual connections respecting the symplectic structure of
translation along stationary rays define a covariant pro-
cedure for canonical transformation in 2-field integrals.
Organization of the presentation
The derivation of the these results is organized as fol-
lows: The first three sections review basic constructions
that will be needed from information geometry (Sec. II),
importance sampling (Sec. III), and the Doi-Peliti for-
malism for 2FFI generating functions (Sec. IV). The aim
is to give a brief but self-contained introduction that will
be understandable to readers from each area to whom the
others may be unfamiliar, and to establish shared terms
and notation. The dualities in information geometry and
importance sampling apply to general families of prob-
ability distributions without reference to interpretations
of time dependence, so they are presented first with em-
phasis on general coordinate transformations. The Doi-
Peliti construction then brings in the additional features
needed to evolve distributions under stochastic processes.
The main results of the paper are derived in Sec. V. It
is shown that the conserved density that plays the role of
a phase space density in Liouville’s theorem is a Wigner
function on a product space that jointly evolves param-
eters associated with stochastic dynamics and with sta-
tistical inference. Deformations associated with underly-
ing nominal distributions and with likelihood ratios are
shown to define dual vector fields in the Fisher geometry
on importance distributions, and their inner product cor-
responds to the differential volume element derived from
the Wigner density. The transport law for the Fisher
metric, and dual Riemannian connections respecting the
symplectic structure, are then derived.
Sec. VI contains a simple worked example illustrating
all aspects of the 2FFI Liouville theorem and its asso-
ciated dual geometry. Sec. VII concludes, noting where
the duality between dynamics and inference developed
here extends and clarifies other studies of time-reversal
duality that are currently active topics.
2 This variable transformation, which we have used exten-
sively [18–21] and will be central in the derivation below, is
sometimes adopted to compute generating functions for counting
statistics [22], but is otherwise rarely seen.
3II. THE DUAL GEOMETRY FROM
CUMULANT-GENERATING FUNCTIONS FOR
COUNTS ON INTEGER LATTICES
Here we review the basic constructions of information
geometry for generating functions over families of proba-
bility distributions indexed by some coordinate such as a
first-moment value. No stochastic process or other notion
of time dependence is assumed before Sec. IV. Rather
than develop the generalized Pythagorean theorem in or-
der to arrive at the projection theorem as originally done
by Nagaoka and Amari [13], we use the Pythagorean the-
orem to define an inner product between vector fields
associated with independent variations in the family of
underlying probability distributions and in the weights of
their generating functions, which will be the main quan-
tity conserved through time when time-dependence is in-
troduced later. The condition for preservation of the in-
ner product under coordinate transformations will be ex-
istence of a symplectic form, shown in later sections to be
provided by the generators of time evolution in stochas-
tic processes. The section retains as much as possible the
notation of [11] Ch. 6.
Scope of systems considered
Later results involving the symplectic geometry and
Liouville theorem associated with 2-field functional in-
tegrals apply generally across discrete and continuous
state spaces, for both classical and quantum (Schwinger-
Keldysh time-loop) methods [9]. However, we will define
geometric constructions only for probability distributions
on discrete state spaces, as the simplest starting point to
illustrate the idea.
For definiteness of notation, we will consider probabil-
ity distributions on integer lattices in the positive orthant
in ZD, appropriate to the description of population pro-
cesses. Well-developed applications include evolutionary
populations [19] and chemical reaction networks [20, 21].
The dimensions in the lattice, indexed i ∈ 1, . . . , D, de-
fine types in the population, which we will refer to as
species ; population states are vectors of integer-valued
coefficients n ≡ (ni), with ni the count of species i; prob-
ability mass functions (which we will also refer to as prob-
ability distributions) are denoted ρn.
A. The exponential families from generating
functions for species counts
We will consider the simplest exponential families
over a distribution ρn, the linear families of generat-
ing functions for the species counts ni. Both moment-
generating functions (MGF) and cumulant-generating
functions (CGF) will be used. The ordinary power se-
ries MGF is a function of a vector of complex variables
z ≡ (zi). The CGF is a function of the logarithms
log zi ≡ θi, which we introduce with a raised index to
adopt the Einstein summation convention, that pairs of
raised and lowered indices are summed. If θ and n are re-
garded as column vectors, θT stands for transpose. Com-
pact notations for the vector z raised component-wise to
the power n, and for the inner product of row and column
vectors, are
zn ≡
D∏
i=1
znii
θT n ≡ θini (1)
In terms of these, the MGF denoted Ψ and the CGF
denoted ψ, are defined as
Ψ(z) ≡
∑
n
znρn
≡ eψ(θ) =
∑
n
ρne
θTn (2)
eθ
Tn is called an exponential tilt applied to the distri-
bution ρn. The normalized tilted distribution obtained
by dividing by eψ(θ) is denoted
ρ˜(θ)n ≡ ρneθ
Tn−ψ(θ) (3)
Normalization of ρ˜
(θ)
n implies a value for the first moment,
which we denote n(θ), of
n(θ) ≡ 〈n〉ρ˜(θ) =
∂ψ
∂θ
(4)
B. The Fisher metric on the exponential family of
tilted distributions
1. The variance as local metric, and the Fisher distance
element introduced
On a single underlying distribution ρn, a small change
of coordinate δθ in the exponential family leads to a
change in the tilted distribution of
δ log ρ˜(θ)n = δθ
T (n− n(θ)) (5)
The standard geometry on the exponential family of
tilted distributions is introduced by using the variance
under ρ˜
(θ)
n to define a distance element between coordi-
nates separated by a small increment δθ of
δs2 = δθiδθj
∂2ψ(θ)
∂θi∂θj
≡ δθiδθj
∑
n
ρ˜(θ)n (ni − ni(θ)) (nj − nj(θ))
≡ δθiδθjgij(θ) (6)
g(θ), defined here as the Hessian of ψ(θ), is the Fisher
metric tensor, introduced in this usage by Rao [23]
4(reprinted as [24]). Using the differential geometry nota-
tion in which
{
∂/∂θi
}D
i=1
is the set of basis elements in
the tangent space to the exponential family, the Fisher
metric is an inner product, which we denote
gij ≡
〈
∂
∂θi
,
∂
∂θj
〉
(7)
2. Coordinate dualization, Legendre transform, and the
Large-Deviation function
Eq. (4) implies that the Fisher metric in Eq. (6) is a co-
ordinate transformation from contravariant to covariant
coordinates:
gij(θ) =
∂2ψ(θ)
∂θi∂θj
=
∂ni(θ)
∂θj
(8)
If ψ(θ) is convex, the transformation (8) is invertible.
The inverse of the coordinate transform, and with it the
Fisher metric, is obtained from the Legendre transform
of ψ(θ),
ψ∗(n) ≡ [θTn− ψ(θ)]
θ(n)
(9)
where θ (n) is the maximizer of the argument in Eq. (9)
over θ values. ψ∗(n) is the Large-Deviation function
(LDF), which will be used in Sec. III.
The Legendre transform is constructed to give
∂ψ∗(n)
∂ni
= θi(n) (10)
so
∂θi
∂nj
=
∂2ψ∗(n)
∂ni∂nj
≡ gij(n) (11)
the inverse of g(θ) from Eq. (8). It follows that the dis-
tance element (6) can be expressed in the dual covariant
coordinates as
δs2 = δniδnjg
ij(n) (12)
The Fisher metric can be obtained as the projection
of the Euclidean metric in RD under a spherical embed-
ding of the distribution ρn, briefly reviewed in App. A 1,
providing a third set of coordinates for the tilted distribu-
tion ρ˜(θ). We note this embedding because it provides an
interesting perspective on families of base distributions
that are also exponential, which play several important
roles in Doi-Peliti theory, and which we review next.
3. Exponential families on multinomial distributions
In general, the distribution ρn on which one wants to
define an information geometry could have any structure,
and could require arbitrarily much information to spec-
ify. An important sub-class of distributions, however, are
those formed as products of Poisson marginal distribu-
tions over the independent counts ni, or sections through
such products of marginals.
The Poisson
ρ(ni)ni = e
−ni n
ni
i
ni!
(13)
is a minimum-information distribution; the expectations
of its factorial moments [25], defined (again, component-
wise) as nk ≡ n!/(n− k)!, are nk for all k. Products of
Poisson marginals or multinomial distributions
ρ(n)n =
1
NN
(
N !
n1!, . . . , nD!
) D∏
i=1
nnii (14)
arise as approximations to more complicated distribu-
tions in 2FFI stationary-point methods, and are also
an important class of exact solutions for some applica-
tions such as chemical reaction network models [26]. The
stationary-point solutions in functional integrals are im-
portant whether or not they provide close approxima-
tions, as they define families of coordinate transforma-
tions that will be the basis to construct a dual symplectic
geometry in Sec. V.
Distributions of the form (14) are both mixture fami-
lies in the coordinates {ni}Di=1, and exponential families
in a suitable coordinate η ∝ logn (introduced later in
Sec. IVD), which acts additively with the exponential
coordinate θ of the CGF. A consequence of the simplifi-
cation of the moment hierarchies in multinomial families
is that the Fisher spherical embedding can be reduced
to only D dimensions in the coordinates {ni/N}, where
N ≡ ∑j nj , as reviewed in App. A 2. The reduction of
functions of possibly-complicated distributions ρn such
as Eq. (6) to functions of the same form involving only
their coordinates ni arises repeatedly in the use of 2FFI
stationary-point methods,3 so we note it in passing here.
C. The base and the tilt: inner products between
vector fields describing two sources of variation
The most basic use of information geometries takes the
distance element (6) as a point of departure to consider
the geometry in the Fisher metric on a single exponential
family of distributions ρ˜
(θ)
n , and develops the dual Rie-
mannian connections on exponential coordinates θ and
mixture coordinates n that define parallel transport of
ρ˜
(θ)
n within that family. Here we wish to consider fami-
lies of families, in which generating functions with coordi-
nates θ are defined over families of distributions indexed
3 An example is the reduction of a complicated similarity trans-
form of a potentially infinite-dimensional transition matrix for a
stochastic process, originally due to Hatano and Sasa [27], to a
similarity transform of the same form involving only first-moment
values due to Baish [28], which we will use in Sec. IVD.
5by independent coordinates. Derivations of the Fisher
metric from a divergence in that 2D-dimensional fam-
ily will define inner products between vectors in the two
D-dimensional subspaces, to which we attach an inter-
pretation in terms of statistical inference in Sec. III.
Therefore, in place of ρn in Eq. (2), let
{
ρ(n0)
}
denote
a family of distributions that we will call base distribu-
tions, where ρ(n0) has first moment n0. Over each base
distribution define a family of CGFs and associated tilted
distributions, denoted
eψ(θ,n0) ≡
∑
n
ρ(n0)n e
θ·n
ρ˜(θ,n0)n ≡ ρ(n0)n eθ·n−ψ(θ,n0) (15)
The mixed change in ψ (θ, n0) with two coordinates δθ
in the tilt and δn0 in the base, has an expression as a
limit of the extended Pythagorean theorem [13, 14] for
Kullback-Leibler (KL) divergences which is also an inner
product in the Fisher metric:
D
(
ρ˜(θ,n0+dn0)n
∥∥∥ ρ˜(θ,n0)n )+D(ρ˜(θ,n0)n ∥∥∥ ρ˜(θ+dθ,n0)n )
−D
(
ρ˜(θ,n0+dn0)n
∥∥∥ ρ˜(θ+dθ,n0)n )
=
∑
n
(
ρ˜(θ,n0+dn0)n − ρ˜(θ,n0)n
)
log
(
ρ˜
(θ+dθ,n0)
n
ρ˜
(θ,n0)
n
)
→ δθiδn0j ∂
2ψ(θ, n0)
∂θi∂n0j
≡ δθiδn0j
〈
∂
∂θi
,
∂
∂n0j
〉
(16)
In the first equality of Eq. (16), δθ and δn0 need not
be small; this is the standard quantity used in the pro-
jection theorem defining a notion of orthogonality to an
exponential family involving any three distributions sep-
arated from (θ, n0) by δθ and δn0. The second, limiting
equivalence takes δθ → 0 and δn0 → 0, to express dif-
ferences of ρ˜n and log ρ˜n in terms of the mixed second
partial derivative of the KL divergence and hence the
Fisher metric.
Recognizing that ∂ψ/∂θi = ni(θ, n0), the inner prod-
uct in the final line of Eq. (16) is just the sensitivity
〈
∂
∂θi
,
∂
∂n0j
〉
=
∂ni
∂n0j
(17)
of the mean in the tilted distribution to variations in the
base.
D. Preservation of the inner product in connection
with Liouville’s theorem
A coordinate change from the mean in the base distri-
bution to the mean in the tilted exponential distribution
produces the metric in mixed coordinates that by con-
struction is the Kronecker δ:〈
∂
∂θi
,
∂
∂nj
〉
= δji (18)
and the coordinate inner product
δθiδn0j
〈
∂
∂θi
,
∂
∂n0j
〉
≡ δθiδni (19)
We may ask, for what one-parameter families of coor-
dinate systems (θ(t) , n(t)) is the coordinate inner prod-
uct (18) conserved across the family? A one-parameter
family of coordinates generates a one-parameter family
of maps of vector fields δθ and δn by the action(
d
dt
δθ
)i
= δθj
∂
∂θj
θ˙i(
d
dt
δn
)
i
= δnj
∂
∂nj
n˙i (20)
The condition
d
dt
(
δθi δni
)
= 0 (21)
will be met whenever
∂θ˙i
∂θj
= −∂n˙j
∂ni
(22)
where · denotes d/dt. Eq. (22) is satisfied if there is a
symplectic form L(θ, n) in terms of which the velocity
vectors along trajectories can be written
θ˙i =
∂
∂ni
L(θ, n)
n˙i = − ∂
∂θi
L(θ, n) (23)
Alternatively, if Eq. (22) holds everywhere, the form
L(θ, n) can be constructed by integration.
Eq. (22) relates the dual contravariant and covariant
coordinates under the Fisher metric as canonically con-
jugate variables in a Hamiltonian dynamical system. We
return in Sec. IV to derive symplectic forms L(θ, n) from
the generators of stochastic processes, but first we note
a sampling interpretation of the generating functions (2)
that will provide intuition for the meaning of transport-
ing an invariant inner product (18) along trajectories.
III. FINITE-SYSTEM MODELS AS SAMPLE
ESTIMATORS; THE LARGE-DEVIATION
FUNCTION, AND IMPORTANCE SAMPLING
Why develop an Importance Sampling interpretation of
generating functions? – context from the wider applications
of 2FFI duality
Looking ahead to Sec. IV, the 2-field structure in Doi-
Peliti theory that we will describe geometrically in terms
6of dual connections and the Fisher metric reflects a natu-
ral duality that is present in the quadrature of any time-
dependent stochastic process. The integral of the gen-
erator of time translations over any finite time interval
allows expectations of random variables at a later time
to be evaluated in measures derived by time evolution of
probability distributions specified at earlier times. The
evolution kernel that connects the two may be regarded
either as a forward-time propagator of probability distri-
butions or a reverse-time propagator of the random vari-
ables. The duality between these two interpretations of
the time-evolution kernel was developed by Kolmogorov
in his study of the “backward” generator or its (adjoint)
“forward” generator [29], and is the same as the equiva-
lence of the Schrödinger picture (time evolution of states)
and the Heisenberg picture (time evolution of operators)
in quantum mechanics [30].
A quite large literature has sprung up over the past
20 years making use of this forward/backward duality
of time-dependent stochastic processes, focused on how
path weights in time-dependent generating functionals
may be used to exchange the roles of the generator and
its adjoint.4 In that literature, when “physical interpre-
tations” [48] are assigned to backward propagation, the
assignment is done in terms of time-reversal of physically
traversed paths. Such an interpretation is inappropriate
for the analysis we wish to provide of Liouville’s theorem
and the symplectic structure of 2FFI constructions, on
multiple grounds: i) it is needlessly restrictive: we wish to
study stochastic processes in which paths together with
their time-reverses may or may not be defined within
the dynamics; ii) dynamical reversal is not fundamental
to the Kolmogorov forward/backward duality: the sense
in which the time-reversed propagation of random vari-
ables is “anti-causal” is inherent in the adjoint relation
itself [18]. Any mapping onto physical time-reversal de-
pends on the strong and independent requirement that
a system’s trajectory space contain an image of its own
adjoint,5 which we do not generally wish to impose; iii)
the physical time-reversal interpretation substitutes time-
reversed for forward dynamics; to understand Liouville’s
4 It is impossible to fairly represent the motivations and scope of
what has now become a significant fraction of work spanning
dynamical systems and statistical mechanics. The study of gen-
erating functions for reverse-time trajectories began in dynamical
systems [31–34], and was later taken up in similar form for non-
equilibrium stochastic processes [27, 35–44]. Reviews of parts of
this literature from different stages in its development and from
different domain perspectives include [45–48].
5 The one widely-developed interpretation of generating-function
duality not based on explicit trajectory reversal is the excess-
heat theory by Hatano and Sasa [27, 49]. Even here, however,
the heat interpretation depends on microscopic reversibility and
local equilibrium to assign interpretations of heats associated
with maintaining non-equilibrium steady states and excess heats
associated with changes of non-equilibrium state. Thus dynami-
cal reversal is still intrinsic to the interpretation that has led this
construction to be widely used.
theorem in 2FFI theories, both maps under the forward
generator and its adjoint must be co-present and mean-
ingful.
It is in order to furnish an interpretation of the 2FFI
symplectic transport structure, comparable to the phase-
space density transport interpretation for Hamiltonian
mechanics, that we appeal to statistical inference to as-
sign informational meanings to the tilt weights used in
generating functions. Beyond simply using the gener-
ating function as a mathematical device to extract mo-
ments from probability distributions, an importance sam-
pling application gives the specific interpretation of a like-
lihood ratio to non-uniform as well as uniform weights
as a transformation of measure for samples. It is then
easy to understand how dual forward and backward gen-
erators can jointly propagate the images of regions in a
probability distribution and regions of concentration or
dilution under the likelihood ratio through time, and how
densities of rays in these paired coordinates can reflect
conserved information about the expectations of random
variables in evolving distributions. This section notes the
main steps in the importance-sampling interpretation.
A. States as samples; system scaling and sample
aggregation
Statistical inference concerns the distributions and
convergence properties of sample estimators for the pa-
rameters that define some underlying process, as a func-
tion of the scaling of samples under some aggregation
rule.
There is no formal distinction between the ensemble
output of a stochastic process as a model of the distri-
bution of states taken by a finite-particle system on a
discrete state space, and the output of the same process
considered as a distribution of samples from the generat-
ing process. If sequences of states are modeled, the same
equivalence holds for the stochastic process as a specifier
of samples of trajectories.
The state of a system with multiple components de-
fines a notion of the size of a sample from the generating
process, and a rule for changing the number of compo-
nents (e.g. the population size) defines an aggregation
procedure over samples. The aggregation rule may cor-
respond to simple repeated sampling from subsystems
without replacement, or it may define a class of indepen-
dent scaling behaviors, as the independent variation of
different conserved quantities of the stoichiometry in a
chemical reaction network does. The Laplace transform
to the generating function, and its Legendre transform
to the Large-Deviations Function, have direct interpre-
tations in terms of sampling procedures and exponential
scaling approximations in importance sampling.
7B. Legendre transform and large deviations in the
interpretation of importance sampling
In the terminology of importance sampling [15], the
base distribution ρ(n0) corresponds to the nominal dis-
tribution, and the tilted (and normalized) distribution
ρ˜
(θ,n0)
n of Eq. (15) plays the role of an importance distribu-
tion. The combined tilt and normalization eθ
Tn−ψ(θ,n0) is
the corresponding likelihood ratio, also called the Radon-
Nikodym derivative of the measure between the base and
the importance distributions.
Importance distributions ρ˜(θ,n0) can be chosen to con-
centrate the density of samples away from the mode of
ρ(n0) to values of n that are more informative about ob-
servables of interest. Tilts are typically chosen to mini-
mize some cost function, such as the variance of samples.
The large-deviation function can be derived as a leading
exponential approximation to the tail weight of the base
distribution, in a protocol tuned to minimize sample vari-
ance, as shown in the following construction from [50].
To illustrate with an example in one dimension, an
estimate of the probability that a particle count n exceeds
some bound n¯ can be obtained by sampling values of the
random variable
h(n¯)n ≡ I{n > n¯} (24)
the indicator function for n > n¯. In the base distribution
ρ(n0), the probability for n > n¯ is
P (n > n¯ | n0) =
〈
h(n¯)
〉
(n0)
(25)
An unbiased estimator for P (n > n¯ | n0) can be ob-
tained by using the tilted distribution ρ˜
(θ,n0)
n of Eq. (15)
and instead of accumulating the values {0, 1} of the indi-
cator h(n¯), accumulating values of the tilted observable6
h˜(θ,n¯)n ≡ eψ(θ,n0)−θnhn (26)
The tilted estimator is unbiased because〈
h˜(θ,n¯)
〉
(θ,n0)
=
〈
h(n¯)
〉
(n0)
(27)
A few lines of algebra, provided in App. B, show that an
exponential bound for the estimator at any choices of θ
and n¯ is given by〈
h˜(θ,n¯)
〉
(θ,n0)
≤ eψ(θ,n0)−θn¯ (28)
6 Normally an un-normalized tilted measure and its compensating
observable are defined only in terms of the exponential weight
eθn, since ψ (θ, n0) is not known. Here to simplify the calcu-
lations and avoid introducing further notations, we include the
CGF and work with the normalized distribution ρ˜(θ,n0).
The variance of the same sample estimator has a cor-
responding bound (see Eq. (B2))
〈(
h˜(θ,n¯)
)2〉
(θ,n0)
−
〈
h˜(θ,n¯)
〉2
(θ,n0)
≤ eψ(θ,n0)−θn¯
〈
h(n¯)
〉
(n0)
−
〈
h(n¯)
〉2
(n0)
(29)
The parameter θ that minimizes the bound on sample
variance (29) also gives the tightest bound (28) on the
tail weight. It is the minimizing argument θ(n¯) of Eq. (9),
so the bound is given in terms of the LDF as.
〈
h(n¯)
〉
(n0)
≤ e−ψ∗(n¯) (30)
Without further assumptions about ρ(n0) it is not pos-
sible to say more about the ratio
〈
h(n¯)
〉
(n0)
/e−ψ
∗(n¯).
The relevant additional property, which is also associ-
ated with the use and tightness of saddle-point approx-
imations [51] in Doi-Peliti theory, is the onset of large-
deviations scaling; that is, if n0 and n¯ are increased to-
gether in proportion to some scale factor N as n¯ = Nν¯,
n0 = Nν0, the following two limits should exist:
lim
N→∞
1
N
ψ∗(Nν¯) = ψ¯∗(ν¯)
lim
N→∞
1
N
ψ(θ(Nν¯) ;Nν0) = ψ¯
(
θ¯
)
(31)
Then the variance-minimizing tilt θ likewise has a limit,
the variance ∂2ψ/∂θi∂θj in Eq. (6) scales as N , and the
relative variance scales as 1/N . App. B shows that in this
limit the log ratio log
[〈
h(n¯)
〉
(n0)
/e−ψ
∗(n¯)
]
≤ O(N1/2),
compared to ψ∗(n¯) ∼ N .
IV. DOI-PELITI 2-FIELD FUNCTIONAL
INTEGRALS, AND DUAL MAPPINGS INDUCED
BY TIME TRANSLATION
A 2FFI formalism to compute time-dependent gener-
ating functions and functionals for stochastic processes
with discrete state spaces has been developed based on
the operator linear algebra for moment-generating func-
tions due to Doi [2, 3], and a coherent-state basis ex-
pansion due to Peliti [4, 5] that converts the Doi time-
evolution operator into a functional integral. The Doi-
Peliti method is now widely known [17], so we will re-
view here only definitions of essential terms and the de-
tailed construction of the core elements, most impor-
tantly the coherent-state representation of the identity
operator acting on generating functions. App. C pro-
vides some further supporting definitions and algebra.
Self-contained introductory derivations following the no-
tation used here are available in [18–21].
8A. Time evolution of moment- and
cumulant-generating functions
The essential geometric constructions of Sec. II for
tilted distributions, and the importance-sampling inter-
pretation of Sec. III, are defined on distributions ρn with-
out reference to any notion of embedding in a dynamical
system. Here we add the feature of a continuous-time
master equation
dρn
dt
=
∑
n′
Tnn′ρn′ . (32)
that evolves densities ρn along a coordinate t. In phys-
ical applications t is time, but for the purpose of this
paper, t may be any one-dimensional coordinate along
which we can define a continuous mapping of probability
distributions, or even just a continuous family of coordi-
nate transformations in which to describe the geometry
of a single distribution regarded as fixed. Tnn′ is known
as the transition matrix, and is the representation of the
generator of the stochastic process acting in the space
of probability distributions. It is left-stochastic, mean-
ing
∑
n Tnn′ = 1, ∀n′, ensuring conservation of probabil-
ity. The matrix elements Tnn′ can depend on the time t,
though in the example developed in Sec. VI we will use
a time-independent generator for simplicity.
1. Laplace transform converts that master equation on
distributions to a Liouville equation on moment-generating
functions
The Doi-Peliti method works not with the distribution
ρn in the discrete basis, but with the moment-generating
function (2) that is its Laplace transform. From the
form of the transition matrix Tnn′ it is possible to derive
a Liouville equation (see any of [18–21]) for the time-
dependence of the MGF,
∂
∂t
Ψ(z) = −L
(
z,
∂
∂z
)
Ψ(z) , (33)
L(z, ∂/∂z), called the Liouville operator, is the represen-
tation of the generator of the stochastic process acting in
the space of generating functions, and is conventionally
defined with the minus sign of Eq. (33) because its spec-
trum is non-negative. The Liouville operator will play
the role of a Hamiltonian as a generator of symplecto-
morphisms in the derivation below.
2. The Doi operator representation of the Hilbert space of
generating functions
For many purposes, the properties of the generating
function as an analytic function of a complex variable
are not needed, and the algebra of the MFG as a formal
power series is sufficient. To capture only this algebra, in
a notation that is more convenient than that of analytic
functions for computing the quadrature of Eq. (33), the
Doi formalism [2, 3] replaces the variable z and derivative
∂/∂z with formal raising and lowering operators
zi → a†i ;
∂
∂zi
→ ai (34)
as are conventionally used in quantum mechanics or
quantum field theory [17]. In the condensed notation (2)
for vector inner products, we will regard a as a column
vector and a† as a row vector.
Associated with operators a†i and a
i are bilinear num-
ber operators nˆi ≡ a†iai (no Einstein sum), of which
the basis monomials zn under the mapping (34) corre-
spond to number eigenstates. A Hilbert space of gener-
ating functions, and an inner product corresponding to
the evaluation of the MGF at argument z = 1, are de-
fined and given a standard bracket notation reviewed in
App. C. Number states are denoted |n), and the MGF
Ψ(z) is represented as a state vector |Ψ) defined in terms
of number states as ∑
n
ρn |n) ≡ |Ψ) (35)
The Liouville equation (33) becomes
d
dt
|Ψ) = −L(a†, a) |Ψ) . (36)
in which the the Liouville operator L(a†, a) is the former
function L(z, ∂/∂z) under the substitution (34).
The analytic form (2) of the MGF can be recovered
using a variant of the Glauber norm that defines the inner
product on the Hilbert space, as
(0| eza |Ψ) = Ψ(z) . (37)
In Eq. (37), z, like a†, is regarded as a row vector and
za is the scalar product of z and a. We will need the
analytic form to relate the Doi-Peliti functional integral
to the coordinates θ in which the geometry of Sec. II has
been constructed.
B. The 2FFI representation of the identity on
distributions
1. Coherent states and the Peliti construction of the
functional integral
The objective in introducing the Doi operator formal-
ism is to more conveniently compute the quadrature of
the Liouville equation (33), formally written
|Ψ)T = T e−
∫
T
0
dtL(a†,a)|Ψ)0
≡ lim
δt→0
T
T/δt∏
k=1
e−δtL(a
†,a)
kδt |Ψ)0 (38)
9|Ψ)T is the generating function for the distribution ρn
evolved to time t = T from the generating function |Ψ)0
for an initial distribution given at time t = 0. T de-
notes time-ordering of the exponential integral, defined
operationally in the second line of Eq. (38), in terms of
a time-ordered product of applications of L(a†, a) evalu-
ated at the sequence of times kδt.
The 2FFI method of solution due to Peliti [4, 5] makes
use of the coherent states as a basis for the expansion of
arbitrary generating functions. Coherent states, defined
in terms of a (column) vector φ of complex coefficients
by
|φ) ≡ e(a†−1)φ |0) (39)
are the generating functions of products of Poisson distri-
butions with component-wise mean values φi, and eigen-
states of the lowering operator:
ai |φ) = φi |φ) (40)
An essential feature of the of the Doi Hilbert space and
inner product, explained in App. C, is that dual to each
basis basis vector in the number basis (corresponding to
the monomials zn) is a projection operator extracting the
amplitude with which that state appears in |Ψ). For the
number basis these are just the probability values ρn.
In the same manner, dual to coherent states there are
projection operators defined in terms of (row) vectors φ†
of complex coefficients that are the complex conjugates of
the components of φ. Using the normalization consistent
with Eq. (39) for |φ) the dual projectors are defined as
(φ| ≡ e(1−φ†)φ (0| eφ†a. (41)
Unlike the number states and their dual projectors,
which are complete, the coherent states and their dual
projectors are over-complete. The inner product of a
state at parameter φ1 with a projector at parameter φ
†
2
is given by (
φ†2
∣∣∣φ1) = e−φ†2(φ2−φ1) (42)
The inner product (42) is very important because it is
the source of a “kinetic term” analogous to pq˙ in classical
Hamiltonian mechanics that causes the Liouville operator
to behave as a Hamiltonian in the Doi-Peliti field theory.
Although they are overcomplete, the coherent states
and their dual projectors furnish a representation of the
identity in the space of generating functions, as shown in
App. C 2,
∫
dDφ†dDφ
piD
|φ) (φ| = I (43)
When a copy of the identity (43) is inserted into the
quadrature (38) between each increment of evolution of
length δt, and the generating function is evaluated at
argument z using the inner product (37), the resulting
MGF or CGF of Eq. (2) can be written as the functional
integral
eψT (θ) =
∫ T
0
DDφ†DDφ e(z−φ†T )φT−S+ψ0(logφ†0) (44)
eψ0(logφ
†
0) is the coherent-state expansion of the initial
generating function |Φ)0 in Eq. (38). S in Eq. (44) has
the form of a Lagrange-Hamilton action functional,
S =
∫ T
0
dt
{− (dtφ†)φ+ L(φ†, φ)} (45)
in which the kinetic term comes from the log of the inner
product (42) in the continuous-time limit, and the Liou-
ville operator L(φ†, φ), with φ† and φ replacing operators
a† and a, playing the role of the Hamiltonian. The ac-
tion (45) will be the source of the relation (23) leading to
a conserved volume element and Liouville theorem in the
information geometry for dissipative stochastic processes.
2. The Peliti functional integral as a statistical model
The Peliti basis of coherent states (39) defines a sta-
tistical model for the stochastic process. The role of the
projection operators in the representation of unity (43)
in populating the model can be clarified by splitting the
functional integral (45) at any intermediate time t, in
the same fashion as the Chapman-Kolmogorov equation
splits the time evolution of a probability distribution by
a sum over intermediate states. This is done by inte-
grating Eq. (44) up to time t, inserting an explicit rep-
resentation of unity in terms of a pair of fields
(
φ†‡, φ‡
)
,
and resuming the functional integral on the generating
function extracted by that representation of unity:
eψT (θ) =
∫ T
t+δt
DDφ†DDφ e(z−φ†T )φT−S
∫
dDφ‡e
(φ†t+δt−1)φ‡
∫
dDφ†‡
piD
e−(φ
†
‡−1)φ‡eψt(logφ
†
‡) (46)
In Eq. (46) the argument logφ†‡ is an affine tilt coor- dinate in an exponential family of generating functions
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on whatever base distribution the functional integral pro-
duces at time t. The (component-wise) product φ†t+dtφ‡
(see also Sec. IVD1 below) is a dual mixture coordinate,
corresponding to the mean of n in the importance dis-
tribution with |φ‡) as the base distribution and φ†t+dt
as the likelihood ratio. It is the mean of this impor-
tance distribution, together with the log-likelihood that
is its dual coordinate in the exponential family, that must
transform under symplectomorphism to satisfy the con-
dition (23) for preservation of inner products. The next
section shows that the stationary-path conditions provide
the necessary mapping.
C. Stationary paths of the 2-field action functional
A deterministic approximation to the mean values
through time in the base distribution, and to the mean
weights in the likelihood ratio, is given by the saddle
point of e−S in Eq. (44). The functional has a saddle
point where the variational derivative of S vanishes, lead-
ing to the stationary-path equations of motion
φ˙†i =
∂
∂φi
L(φ†, φ)
φ˙i = − ∂
∂φ†i
L(φ†, φ) (47)
which are of Hamiltonian form.
The final-time boundary value for the field φ† is given
by the vanishing derivative of the exponent in Eq. (44)
with respect to φT , resulting in φ
†
T = z. The initial time
boundary value for φ is given, after an integration by
parts, by the vanishing derivative with respect to φ†0, and
depends on the form of the CGF ψ0 and the stationary-
path value of its argument φ†0. The two conditions are
solved self-consistently through the equations (47).
As the discussion following Eq. (46) highlights, joint
stationary values at intermediate times t, in a generat-
ing function with argument z imposed at a final time T ,
represent the bundle of rays in the statistical model that
dominate the contribution to the importance distribution
at later times. For this reason the stationary trajectory in
the base distribution is not generally independent of the
trajectory for the tilt in systems with non-linear equa-
tions of motion. The ray interpretation is well developed
in Freidlin-Wentzell theory [52] for eikonal approxima-
tions to boundary-value problems for diffusion equations,
and with respect to 2FFI solutions for first-passage times
and escape trajectories [53–56].
Our use of the stationary-path equations (47) will be
to define a 1-parameter family of coordinate transforma-
tions in the manifold of coordinates for base distribu-
tions and likelihood functions. These may be viewed as
dynamical maps of distributions through time, or they
may simply be used as alternative coordinate systems in
which to evaluate inner products of vector fields on a
fixed distribution.
D. Canonical transformations of the field variables
of integration
An important class of changes of variable in 2-field in-
tegrals are those corresponding to the canonical trans-
formations in Hamiltonian mechanics [1]. The canoni-
cal transformations preserve the form of the kinetic term
in the action (45), and thus the separation into conju-
gate field pairs with a preserved volume element. Three
canonical transformations are heavily used in 2FFI gen-
erating functions, and each of them plays a role in our
construction of a dual symplectic geometry.
1. An action-angle transform from coherent-state variables
to number-potential variables
A transformation from coherent-state fields to what
would be “action-angle” variables in classical mechanics
is defined by
φ†i ≡ eθ
i
φi ≡ e−θ
i
ni (48)
n, corresponding to the bilinear φ†φ has the interpreta-
tion of the number coordinate in the importance distri-
bution, and its conjugate θ has the interpretation of a
potential, such as the chemical potential in a chemical-
reaction application [18, 20, 21]. θ also corresponds di-
rectly to the coordinate log z which is the affine coordi-
nate in the exponential family of tilted distributions (3).
n and θ are thus dual mixture and exponential coordi-
nates with respect to the Fisher geometry [11, 12].
The action (45) in action-angle variables becomes
S =
∫ T
0
dt {− (dtθ)n+ L(θ, n)} (49)
L(θ, n) is L(φ†, φ) with φ† and φ written as functions
of n and θ by Eq. (48). The stationary-path equations
corresponding to Eq. (47) in action-angle variables are
θ˙i =
∂
∂ni
L(θ, n)
n˙i = − ∂
∂θi
L(θ, n) (50)
2. Descaling with respect to the instantaneous steady-state
mean number
A second class of canonical transformations, performed
by transferring a scale factor from φ to φ†, was first used
in Doi-Peliti integrals by Baish [28]. Let n be the saddle-
point value of the field n in Eq. (48) in the steady state
that would be annihilated by Tnn′ at the parameters it
possesses at some time. If Tnn′ and thus L is explicitly
time-dependent, then the scale factor n will generally
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be different for each time. Define coherent state fields
rescaled locally by n as
φ†ini ≡ ϕ†i
φi
ni
≡ ϕi (51)
The form of the action in fields
(
ϕ†, ϕ
)
remains as in
Eq. (45) but the Liouville function L which was the
“Hamiltonian” for the stationary-path equations (47) is
replaced by a possibly-shifted function
L˜(ϕ†, ϕ) ≡ L(φ†, φ)+∑
i
(
ϕ†iϕ
i
)
dt logni (52)
Canonical transformation by coherent-state rescaling
is closely related to a class of similarity transforms of the
transition matrix introduced by Hatano and Sasa [27],
and now widely used as the basis for a class of integral
fluctuation theorems [49]. The Hatano-Sasa dualization
and the Baish dualization differ in the important respect
that Hatano and Sasa rescale the entire transition ma-
trix Tnn′ by values of the stationary probability density
ρn, requiring knowledge of infinitely many scale factors,
whereas the rescaling (51) requires only D scale factors
(the stationary-point numbers of the D species ni). The
two coincide exactly in the case that the distribution is
a coherent state, for which all probability values are ex-
pressed in terms of the mean. This is just the case in
which the Fisher spherical embedding of a general prob-
ability distribution, reviewed in App. A 1, projects to a
spherical embedding of the same form in terms of only
the mean number, as shown in App. A 2.
Dual action-angle transform in descaled coherent states
An instance of the action-angle transformation that we
have not seen used before, but which directly gives the
dual geometry for the symplectic structure of Liouville
evolution, is one applied to the rescaled coherent-state
fields
(
ϕ†.ϕ
)
:
ϕ†i ≡ e−ηini ϕi ≡ eηi (53)
The action (45) in the new variables becomes
S =
∫ T
0
dt
{
(dtη)n+ L˜(n, η)
}
(54)
where the modified Liouville function L˜ from Eq. (52)
must be used, such that in the new variables
L˜(n, η) ≡ L(θ, n) +
D∑
i=1
nidt logni (55)
η is the affine coordinate in an exponential family of dis-
tributions produced by tilting a reference which is a prod-
uct of Poisson marginals, or an equivalent section through
that product, such as a multinomial.
3. Time-translation along stationary paths
The third class of canonical transformations are the co-
ordinate transformations generated by time-translation
along stationary paths. For any coordinate system
(θ, n), the bundle of stationary trajectories
(
θ¯, n¯
)
passing
through those values at a time t, together with a time-
shift ∆t, generate new coordinates
(θ′, n′) ≡ (θ¯(t+∆t) , n¯(t+∆t))∣∣(θ¯(t),n¯(t))=(θ,n) (56)
which also obey Eq. (50), possibly with shifted parame-
ters in L.
We will be interested in the class of dual Riemannian
connections that can be imposed on 2-field coordinate
systems that respect the symplectic structure of the gen-
erator d/dt of canonical transformations by time trans-
lation.
V. THE LIOUVILLE THEOREM CONNECTING
DYNAMICS TO INFERENCE INDUCED BY
2-FIELD STATIONARY TRAJECTORIES
Liouville’s theorem in classical mechanics describes
conservation of a phase space density over position co-
ordinates and their conjugate momenta. The discrete-
state stochastic processes for which Doi-Peliti methods
were invented do not possess conjugate momentum coor-
dinates, and their measures over positions concentrate as
trajectories coalesce. For other groups of 2FFI methods
such as Martin-Siggia-Rose [6], although the states may
be those of dynamical systems, the dissipative context
for which these methods are applied likewise do not con-
serve density in the resulting phase spaces. Instead, the
2-field integrals themselves provide fields that relate to
the coherent-state parameters as conjugate momenta un-
der the Liouville function L, which admit (among other
possibilities) the interpretation of likelihood ratios.
This section constructs the conserved density in a
2FFI-“phase space” in which the conjugate coordinates
represent forward-propagating nominal distributions and
backward-propagating likelihoods with the interpretation
of sampling protocols for inference. The conserved den-
sity is only the scalar representation of symplectic struc-
ture; the deformations in the Liouville volume element
carried on stationary paths imply further transport laws
for vector and tensor fields including the Fisher metric.
Those are derived next by writing the inner product of
vector fields from base and tilt variations as the basis for
the 2D-dimensional differential of the CGF.
A. The Wigner function from the 2-field identity
operator plays the role of a phase-space density
The scalar density in 2FFI that fills the role of a phase
space density in classical Hamiltonian mechanics is the
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Wigner function [57], of which versions exist for both
classical and quantum systems.7 It is defined in terms of
the representation of unity in Eq. (46), as
wt
(
φ†‡, φ‡
)
≡ 1
piD
∫ T
t+δt
DDφ†DDφ e(z−φ†T )φT−Se(φ†t+δt−φ†‡)φ‡eψt(log φ†‡) (57)
Eq. (57) implies that, for wt
(
φ†‡, φ‡
)
at any time,
eψT (θ) =
∫
dDφ†‡ d
Dφ‡ wt
(
φ†‡, φ‡
)
(58)
In a saddle-point approximation, one identifies argu-
ments
(
φ¯†‡, φ¯‡
)
for which, to leading exponential order,
eψT (θ) ∼ wt
(
φ¯†‡, φ¯‡
)
(59)
Since Eq. (59) approximates the same function at any
time t, its total time derivative along the sequence of
stationary points must vanish,
0 =
d
dt
wt
(
φ¯†‡, φ¯‡
)
=
(
∂
∂t
+
dφ¯†‡
dt
∂
∂φ¯†‡
+
dφ¯‡
dt
∂
∂φ¯‡
)
wt
(
φ¯†‡, φ¯‡
)
(60)
Moreover, the stationary points should coincide with val-
ues along the stationary trajectories (47) of the functional
integral (46), which satasify(∑
i
∂φ˙†i
∂φ†i
+
∑
i
∂φ˙i
∂φi
)∣∣∣∣∣
φ¯†,φ¯
= 0 (61)
Eq. (60) may thus be recast as the conservation law for
a 2D-dimensional current
(
φ˙†w, φ˙w
)
,
0 =
∂wt
∂t
+
∑
i
∂
∂φ†i
(
φ˙†iwt
)
+
∑
i
∂
∂φi
(
φ˙iwt
)
(62)
which is Liouville’s theorem.
wt is a density of rays for joint base distributions and
likelihood ratios that is conserved along the Doi-Peliti
stationary trajectories. logwt is the leading exponential
approximation to the value of the CGF. It therefore in-
tegrates information along the trajectory from the final-
time imposed value of z and the initial-time structure of
the generating function ψ0
(
logφ†0
)
.
The indirect definition (57) of the Wigner function in
terms of the functional integral is convenient to manipu-
late but perhaps not very self-explanatory. App. D gives
a direct construction of the stationary-point approxima-
tion in terms of a density ρ(θ) over the basis of coherent
states |φ) and their Laplace transforms, and verifies that
the sequence of stationary points do indeed coincide with
the equations of motion (47).
Constraints and conserved current flows in reduced
dimensions
Often systems of interest will evolve under constraints
arising from conservation laws, such as conserved quan-
tities of the stoichiometry in chemical reaction net-
works [20, 21, 64]. Conserved quantities result in flat
directions in the CGF and zero eigenvalues of the Fisher
metric. Since generally the constraints will involve multi-
ple species, and because the action-angle canonical trans-
form (48) is defined in the species basis, it will not
be possible to factor out non-dynamical combinations.
Then the transport equation (62) for the current of the
Wigner density will occupy only a sub-manifold of the
2D-dimensional Doi-Peliti coordinate space needed to de-
fine the system.
A convenient way to handle constraints is to work in
the eigenbasis of the Fisher metric which we will index
with subscript α, where an action-angle counterpart to
the transport equation (62) reads
0 =
∂wt
∂t
+
∑
α
∂
∂θα
(
θ˙αwt
)
+
∑
α
∂
∂nα
(n˙αwt) (63)
The picture of the Liouville equation as implying a con-
served volume element
d
dt
(∏
α
δθαδnα
)
= 0 (64)
with the product index α taken only over nonzero eigen-
values of the Fisher metric, remains nondegenerate and
has a direct interpretation in terms of the product of
eigenvectors of the Fisher inner product in independent
dimensions.
B. The Fisher metric and cubic tensor in dual
canonical coordinates
The leading-exponential equivalence of the Wigner
density to the CGF from Eq. (59) suggests that the
2D-dimensional differential of the stationary-point CGF
should likewise obey a symplectic transport law, imply-
ing a transport law for the Fisher metric. To derive
those results we return to the expression of the differen-
tial of the CGF in terms of the generalized Pythagorean
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theorem (16), and derive the Fisher metric from the ψ-
divergence following Amari [11] Sec. 6.2.
Base distributions corresponding to points along sta-
tionary paths under the action (45) form exponential
families, because they are in the class of coherent-state
distributions described in App. A 2. Therefore label im-
portance distributions (15) symmetrically as ρ˜(θ, η) with
the exponential coordinates in the two action-angle trans-
formations (48) and (53). To study their independent
variations about a reference value (θR, ηR), introduce two
distinct exponential families, labeled
ρ ≡ ρ˜(θ, η)η=ηR
ρ′ ≡ ρ˜(θ, η)θ=θR (65)
The ψ-divergence Dψ(θ : η) = ψ(θ) + ψ
∗(n) − nθ,
a Bregman divergence of the CGF, is related to the
Kullback-Leibler divergence of ρ′ from ρ as
Dψ(θ : η) = DKL(ρ
′ ‖ ρ)
=
∑
n
ρ˜n(θR, η) log
(
ρ˜n(θR, η)
ρ˜n(θ, ηR)
)
(66)
The mixed second partial derivative of −Dψ gives the
same variance that defines the Fisher metric. At general
θ, η, it is labeled
gDij = −
∂
∂θi
∂
∂ηj
Dψ(θ : η)
=
∑
n
∂ρ˜n(θR, η)
∂ηj
∂ log ρ˜n(θ, ηR)
∂θi
=
∑
n
ρ˜n(θR, η)
(
nj − ∂ψ
∂ηj
)(
ni − ∂ψ
∂θi
)
(67)
At θ = θR, η = ηR, the second line of Eq. (67) recovers
exactly the differential form of the Pythagorean theorem
of Eq. (16) in dual exponential coordinates.
Two third-order mixed partials define the connec-
tion coefficients for Amari’s dually-flat connections on
exponential and mixture coordinates. Written in all-
contravariant indices,8 these are given by
ΓDkij =
∂
∂θk
gDij
= − ∂
2ψ
∂θk∂θi
∑
n
ρ˜n(θR, η)
(
nj − ∂ψ
∂ηj
)
ΓD∗kij =
∂
∂ηk
gDij
=
∑
n
ρ˜n(θR, η)
(
nj − ∂ψ
∂ηj
)2(
ni − ∂ψ
∂θi
)
− ∂
2ψ
∂ηk∂ηj
∑
n
ρ˜n(θR, η)
(
ni − ∂ψ
∂θi
)
(68)
Evaluated at θ = θR and η = ηR,
gDij (θR, ηR) = gij =
∂2ψ
∂θi∂θj
∣∣∣∣
θR,ηR
ΓDkij(θR, ηR) = 0
ΓD∗kij(θR, ηR) = Tkij =
∂3ψ
∂θk∂θi∂θj
∣∣∣∣
θR,ηr
(69)
gij is the Fisher metric introduced in Eq. (6), and Tkij
is the cubic tensor, also called the Amari-Chentsov ten-
sor [11]. Below we remove the subscript R and write θ
and η as the arguments of these tensors.
C. The dual vector fields induced by
base-distribution initial conditions, and final-time
tilts
From the construction of gD in Sec. VB, we can see
how to use the stationary-path equations of motion to in-
duce two mappings of vector fields that respect the dual
arguments of the ψ-divergence. Variations in the likeli-
hood act on the ρ argument, while variations in the base
distribution act on the ρ′ argument, in Eq. (65). The
stationary-path equations are then used to define a 1-
parameter family of maps of any basis of dual variations
in initial base and final tilt parameters to intermediate
times. Conservation of the Liouville volume then trans-
lates to a conserved inner product of pairs of vector fields
transported respectively under the two branches of the
dual mapping. Conservation of the inner product will
imply a transport equation for the Fisher metric corre-
sponding to the equation (63) for the Wigner function.
Introduce two vector fields corresponding to variations
in θ at the final time T , and to variations in η at the
initial time 0. The first can be independently imposed
8 Note that it is the dual connection ΓD∗
kij
≡ 0, written in all-
covariant indices, which vanishes as the affine connection on the
mixture family.
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through the arguments in ΨT (z), while the second can
be independently imposed in the initial data. Fields δθT
and δη0 are written in components as
δθT ≡ δθiT
∂
∂θiT
δη0 ≡ δηi0
∂
∂ηi0
(70)
The stationary-path conditions map the dual ini-
tial and final coordinates to pairs of coordinates at
any intermediate time, which we denote θ(θT , η0, t),
η(θT , η0, t). A one-parameter family of vector fields
is defined by assigning to each such coordinate image
(θ(θT , η0, t) , η(θT , η0, t)) the field values
δθ(θ, η, t) ≡ δθiT
∂
∂θiT
θ(θT , η0, t)
δη(θ, η, t) ≡ δηi0
∂
∂ηi0
η(θT , η0, t) (71)
Under the change of coordinates from (θT , η0) to (θ, η)
at each time t, the vector fields (71) may be written in
terms of the local coordinate differentials as
δθ(θ, η, t) ≡ δθj(θ, η, t) ∂
∂θj
δη(θ, η, t) ≡ δηj(θ, η, t) ∂
∂ηj
(72)
Below we suppress the explicit (θ, η, t) coordinate and
time arguments of δθj(θ, η, t) and δη(θ, η, t), and indicate
the time t in a subscript only where it is needed to avoid
confusion.
The vector fields (72) have a time dependence
that can be defined through the dependences of
(θ(θT , η0, t) , η(θT , η0, t)) on the boundary coordinates
and then transformed to the local coordinate system, be-
coming (
d
dt
δθ
)j
= δθiT
∂
∂θiT
θ˙j(θT , η0, t)
= δθit
∂
∂θit
θ˙j(θT , η0, t)
= δθit
∂2L
∂θi∂nj(
d
dt
δη
)j
= δηi0
∂
∂ηi0
η˙j(θT , η0, t)
= δηit
∂
∂ηit
η˙j(θT , η0, t)
= −δηit
∂2L˜
∂ηi∂nj
(73)
Eq. (50) is used to arrive at the third form of each equa-
tion in terms of mixed partials of L and L˜.
The coordinate transformation (8) from contravariant
exponential coordinates to covariant mixture coordinates
may be used in two ways to write the inner product of
vector fields δθ and δη in mixed form. From the definition
of the inner product in terms of gD in Eq. (67) and its
equivalence to the Hessian definition of g in Eq. (69),
(δθ)
i
gij(δη)
j ≡ (δθ)i(δηn)i
≡ (δθn)j(δη)j (74)
Although the field variable n is the same in either action-
angle transform (48) or (53), the two displacements δηn
and δθn are independent vector fields.
1. The conserved inner product of dual vector fields, and
directional transport of the metric
Eq. (73) has a symmetric form but evolves δθ and δη
respectively using L and L˜, making it not immediately
apparent that the inner product is preserved. Writing
the field δη in its dual mixture coordinate as in the first
line of Eq. (74) the time derivative becomes(
d
dt
δn
)
i
= δn0j
∂
∂n0j
n˙i(θT , n0, t)
= δntj
∂
∂ntj
n˙i(θT , n0, t)
= −δntj ∂
2L
∂nj∂θi
(75)
The condition (22) is met and we have(
d
dt
δθ
)j
(δn)j + (δθ)
i
(
d
dt
δn
)
i
= 0 (76)
Using Eq. (76) to evaluate the change in the inner
product written as (δθ)igij(δη)
j , substituting the deriva-
tives (50) for θ˙ and η˙, and grouping terms, we obtain the
transport equation for the metric along stationary paths
0 = θ˙k
∂gij
∂θk
+
∂2L
∂θi∂nk
gkj +
∂gij
∂ηk
η˙k − gik ∂
2L˜
∂nk∂ηj
=
(
∂L
∂nk
∂gij
∂θk
+
∂2L
∂θi∂nk
gkj
)
−
(
∂gij
∂ηk
∂L˜
∂nk
+ gik
∂2L˜
∂nk∂ηj
)
=
∂
∂θi
(
θ˙kgkj
)
+
∂
∂ηj
(
gikη˙
k
)
(77)
The tensor transport equation from Eq. (77) can be com-
pared to Eq. (63) for the transport of the Wigner density.
D. Dual connections respecting the symplectic
structure of canonical transformations in the 2-field
system
The transport relations derived so far make use of
the symplectic structure of maps generated by time-
translation along Doi-Peliti stationary paths, but they
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are not specifically geometric. We now turn to geometric
constructions that respect the symplectic structure, ren-
der its maps coordinate invariant under canonical trans-
formations, and express the special roles of affine trans-
port in some coordinates such as coherent states through
the definition of appropriate Riemannian connections.
1. Conservation of the inner product through the combined
effects of two maps
The inner product (74) is preserved through the
complementary action of two maps, one generated by
the time-dependence of θ, and the other by the time-
dependence of η. By construction, δθ depends on time
only through θ˙, and δη only through η˙, while the met-
ric has no explicit time dependence but changes under
both maps as the location (θ, η) changes. Denoting by
d/dt|θ˙ and d/dt|η˙ these separate components of change,
the time derivative of the inner product can be parti-
tioned into two canceling terms:
(
d
dt
∣∣∣∣
θ˙
δθn
)
j
(δη)
j ≡
[(
d
dt
δθ
)i
gij + (δθ)
i
θ˙k
∂gij
∂θk
]
(δη)
j
(δθ)
i
(
d
dt
∣∣∣∣
η˙
δηn
)
i
≡ (δθ)i
[
gij
(
d
dt
δη
)j
+ η˙k
∂gij
∂ηk
(δη)
j
]
(78)
Connection coefficients may be added within either(
d/dt|θ˙ δθn
)
j
or
(
d/dt|η˙ δηn
)
i
to make the components
of change in the vector field and metric coordinate-
invariant, without altering the duality between indepen-
dent variations in the base distribution and in the likeli-
hood ratio.
To introduce a connection we first replace the total
derivative d/dt with a partial-derivative decomposition
expressing the same transformation as a flow:
(
d
dt
δθ
)i
≡
(
∂
∂t
δθ
)i
+ θ˙k
∂
∂θk
(δθ)i + η˙k
∂
∂ηk
(δθ)i
(
d
dt
δη
)j
≡
(
∂
∂t
δη
)j
+ θ˙k
∂
∂θk
(δη)
j
+ η˙k
∂
∂ηk
(δη)
j
(79)
Connection coefficients are defined from the pullbacks(
∂/∂θk
)′
or
(
∂/∂ηk
)′
of infinitesimally transformed ba-
sis vectors in the tangent spaces to the two exponential
families,
∂
∂θk
(
∂
∂θj
)′
≡ Γ(θ)kj
i
(
∂
∂θi
)
∂
∂θk
(
∂
∂ηj
)′
≡ Γ(η)kj
i
(
∂
∂ηi
)
∂
∂ηk
(
∂
∂ηj
)′
≡ Γ(θ)∗kj
i
(
∂
∂ηi
)
∂
∂ηk
(
∂
∂θj
)′
≡ Γ(η)∗kj
i
(
∂
∂θi
)
(80)
Superscripts Γ(θ) or Γ(η) refer to the subspace of basis
vectors ∂/∂θ or ∂/∂η being pulled back, and the desig-
nation Γ or Γ∗ distinguishes the connection associated
with θ displacement or η displacement, respectively. Be-
cause the η˙ component of time translation does not act
in δθ and vice versa, we set connection coefficients Γ
(η)
kj
i
and Γ
(θ)∗
kj
i
to zero.
Covariant derivatives of the vector fields δθ and δη in
the connections Γ, Γ∗ of Eq. (80) are defined as(
∇(θ)k δθ
)i
=
∂
∂θk
(δθ)
i
+ Γ
(θ)
kj
i
(δθ)
j
(
∇(η)k δθ
)i
=
∂
∂ηk
(δθ)
i
(
∇(θ)∗k δη
)j
=
∂
∂θk
(δη)
j
(
∇(η)∗k δη
)j
=
∂
∂ηk
(δη)
j
+ Γ
(η)∗
ki
j
(δη)
i
(81)
The covariant part of the flow decomposition in Eq. (79)
is defined by subtraction of the nonzero connection coef-
ficients from the total derivatives (73), as(
∂
∂t
δθ
)j
+ θ˙k
(
∇(θ)k δθ
)j
+ η˙k
(
∇(η)k δθ
)j
≡
(
d
dt
δθ
)j
+ θ˙kΓ
(θ)
ki
j
(δθ)
i
(
∂
∂t
δη
)j
+ θ˙k
(
∇(θ)∗k δη
)j
+ η˙k
(
∇(η)∗k δη
)j
≡
(
d
dt
δη
)j
+ η˙kΓ
(η)∗
ki
j
(δη)i (82)
Compensating covariant derivatives of the metric are
∇(θ)k gij =
∂
∂θk
gij − Γ(θ)ki
l
glj
∇(η)∗k gij =
∂
∂ηk
gij − Γ(η)∗kj
l
gil (83)
Eq. (82) extracts a coordinate-invariant component of the
time derivative of vector fields δθ and δη under canonical
transformations, while Eq. (83) extracts the correspond-
ing coordinate-invariant part of the change in the Fisher
metric.
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2. Referencing arbitrary dual connections to dually flat
connections in the exponential family
The manifold for a Doi-Peliti system with D indepen-
dent components has dimension 2D, with parallel sub-
spaces for the base distribution and likelihood ratio. The
dual connections (80) act within these two independent
subspaces, in contrast to the dually-flat connections ΓD
and ΓD∗ of Eq. (68), which act within the same D-
dimensional exponential family. Although the Fisher
metric is a function only of the overall importance dis-
tribution, which aggregates dependence from the base
distribution and likelihood, the symplectic transforma-
tions from translation along stationary paths separate
components of variation from within the two indepen-
dent subspaces. The subspace decomposition cannot be
recovered from the importance distribution alone, and
thus no connection defined only from the properties of
the Fisher metric is sufficient to identify the dual sym-
plectic connections for a Doi-Peliti system.
Nonetheless, we may relate the symplectic dual connec-
tions to Amari’s dually flat connections and the Amari-
Chentsov tensor through the relation (see [11] Eq. (6.27))
∂kg
D
ij = Γ
D
kij + Γ
D∗
kji = 0 + Tkji (84)
Substituting Eq. (84) into Eq. (83) gives expressions for
the dual covariant derivatives of the Fisher metric
∇(θ)k gij = Tkji − Γ(θ)kij
∇(η)∗k gij = Tkji − Γ(η)∗kji (85)
3. Flat connections for coherent-state coordinates
Of particular interest in Doi-Peliti theory will be
the canonical transformations (48) and (53) between
coherent-state and number-potential (or action-angle)
coordinates. We note that the forms of the connection
coefficients for which affine transport in fields φ† is flat
in the likelihood subspace, and affine transport in fields
ϕ is flat in the base-distribution subspace, are9
Γ
(θ)
kj
i
=
∂θi
∂φ†l
∂
∂θk
(
∂φ†l
∂θj
)
Γ
(η)
kj
i
= 0
Γ
(θ)∗
kj
i
= 0
Γ
(η)∗
kj
i
=
∂ηi
∂ϕl
∂
∂ηk
(
∂ϕl
∂ηj
)
(88)
E. On the roles of coherent-state versus
number-potential coordinates in the Doi-Peliti
representation
The Doi-Peliti solution method is almost always intro-
duced through the coherent-state representation [9, 16,
17], and for many applications such as chemical reaction
networks [20, 21, 25, 65] or evolutionary population pro-
cesses [19], coherent states are also the “native” represen-
tation in the sense that the Liouville operator is a finite-
order (generally low-order) polynomial in fields. More-
over, for the importance-sampling interpretation empha-
sized in this paper, the coherent-state representation sep-
arates the nominal distribution and likelihood ratio.
On the other hand, Legendre duality is defined with
respect to potential fields, which are the tilt coordinates
θ in the exponential family of importance distributions,
and it is in these coordinates, not the coherent-state
coordinates, that the Fisher metric corresponds to the
Hessian of the CGF. Indeed, it is not generally possible
to define a dual coordinate system from the Hessian of
the CGF in coherent-state fields, as we illustrate for the
worked example in Sec. VIE.
The use of Riemannian connections neatly expresses
the role of each coordinate system. The elementary eigen-
values of divergence or convergence of bases and tilts,
and of information susceptibilities, are often simple in
coherent-state coordinates, where they are eigenvalues
of coordinate divergence or convergence. In the dual
9 In the basis of the original species counts, by Eq. (48) and
Eq. (53), the measures between action-angle and coherent-state
basis vectors are
∂
∂θi
= φ†i
∂
∂φ†i
∂
∂φ†i
= e−θ
i ∂
∂θi
∂
∂ηi
= ϕi
∂
∂ϕi
∂
∂ϕi
= e−η
i ∂
∂η
(86)
Therefore the connection coefficients (88) in the species basis are
Γ
(θ)
ki
j
= δkiδ
j
i
Γ
(η)∗
ki
j
= δkiδ
j
i (87)
For various reasons it will, however, not be convenient to work
in the species basis, and the resulting connection coefficients will
not generally be constant.
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connections (88), covariant derivatives retain these ele-
mentary eigenvalues, while inheriting from the exponen-
tial family the Fisher geometry that defines contravari-
ant/covariant coordinate duality. A concrete example is
given in the next section.
VI. A WORKED EXAMPLE: THE 2-STATE
LINEAR SYSTEM
The foregoing constructions are nicely illustrated in
minimal form in a simple, exactly solvable model. It is
the stochastic process for N independent random walk-
ers on a network with two states and bidirectional hop-
ping between them. The statistical mechanics of tran-
sients, time-dependent generating functionals, and large
deviations for this system has been didactically covered
within the Doi-Peliti framework in [18]. Though sim-
ple, the model is nonetheless rich enough to illustrate
the complementary roles of coherent states and number-
potential coordinates in Doi-Peliti theory – the former
as the “native” coordinates in which the system is sim-
ple, and the latter as the coordinate system carrying the
Fisher geometry – and the way this relation is captured
by the dual coherent-state connection (88) different from
both the Levi-civita connection and the dually-flat con-
nections (69) of Nagaoka and Amari [13, 14].
A. Two-argument and one-argument generating
functions on distributions with a conserved quantity
The two-state model describes (for example) a one-
particle chemical reaction in a well-mixed reactor with
the schema
a
k+
⇋
k−
b (89)
The probability per unit time for a reaction event is given
by rate constants k+ and k−, and proportional sampling
(the microphysics underlying mass-action rate laws).
A distribution initially in binomial form (14) will retain
that form at all times under the master equation for the
schema (89), even with time-dependent coefficients. Here
for simplicity we will take k+ and k− to be fixed. There-
for the distribution at any time is specified by descaled
mean values νa = 〈na〉 /N , νb = 〈nb〉 /N , with νa+νb = 1.
Although the system has only one dynamical degree of
freedom, it is instructive to compute both the 2-argument
generating function with independent weights za on na
and zb on nb, and the 1-argument generating function for
the difference coordinate n ≡ (nb − na) /2, to illustrate
the role of conservation laws and the geometry of the
coherent-state connection. The 2-argument CGF (2) for
the binomial distribution is
eψ(log z) ≡
∑
n
znaa z
nb
b ρna,nb = [zaνa + zbνb]
N (90)
Because the total number N = (nb + na) is fixed, the
normalized 1-variable distribution may be written
ρn =
√
νbνa
N
(
N
n
)(
νb
νa
)n
(91)
and the terms in the generating function (90) regrouped
as
eψ(log z) =
√
zbza
N
∑
n
ρn
(
zb
za
)n
(92)
Introducing rotated coordinates on the exponential
family of tilts
h ≡ (θb + θa) /2
θ ≡ (θb − θa) (93)
and dividing the two-argument MGF (92) by
√
zazb
N , we
obtain an expression for the one-argument MGF in the
difference coordinate n:
eψ(log z)−Nh =
∑
n
ρne
θn (94)
In what follows, ψ (log z) will always be used to refer to
the 2-argument CGF (90), and the 1-argument generat-
ing function, when needed, will be written out explicitly
as ψ(log z)−Nh, as in Eq. (94).
B. Generator and conserved volume element in
coherent-state coordinates
The master equation for the 2-state system is devel-
oped in [18], but introduces further notation, and will
not be needed here. We move directly to the expression
for the Liouville function of Eq. (45) after conversion to
field variables, which is
L = k+
(
φ†a − φ†b
)
φa + k−
(
φ†b − φ†a
)
φb (95)
In what follows, math boldface will be reserved for pa-
rameters in the generator such as k± or functions of these
such as the associated steady states used in Eq. (51).
Two descalings reduce the problem to parameters
which are dimensionless ratios. The first defines a time
coordinate τ in units of the sum of rate parameters,
dτ
dt
≡ k+ + k− (96)
The second expresses the equilibrium steady state under
generator (95) in terms of relative hopping rates,
k+
k+ + k−
=
nb
N
≡ νb k−
k+ + k−
=
na
N
≡ νa (97)
As for the discrete index n, define ν ≡ (νb − νa) /2.
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Conservation of total number N results in a gener-
ator L that is a function only of the difference variable(
φ†b − φ†a
)
. Therefore it is natural to rotate the coherent-
state fields to components corresponding to conserved N
and dynamical n/N , and their dual coordinates in the
generating-function argument z:
φ† ≡ φ†b − φ†a φˆ ≡ (φb − φa) /2N
Φ† ≡
(
φ†b + φ
†
a
)
/2. Φˆ ≡ (φb + φa) /N (98)
In rotated fields (98) the action (45) becomes
S = N
∫
dτ
[
−∂τΦ†Φˆ− ∂τφ†φˆ+ φ†
(
φˆ− νΦˆ
)]
≡ N
∫
dτ
(
−∂τΦ†Φˆ− ∂τφ†φˆ+ Lˆ
)
(99)
A descaled Liouville function has been introduced as
N (k+ + k−) Lˆ ≡ L. Absence of the field Φ† from Lˆ
implies constancy of the expectation for Φˆ.10
1. Splitting the symplectic structure between coherent-state
conjugate field pairs
Although Φˆ obeys certain time-translation invariances
in correlation functions, its value even along stationary
paths will not generally be 1. Therefore the coherent-
state variables cannot directly be interpreted as mean
values of number variables in the nominal distribution
or mean weights in its dual likelihood ratio. To express
the functions that are these expectation values, we recall
the mean number components in the importance distri-
bution, which are bilinear quantities in φ† and φ, and
then introduce a pair of dual number coordinates that,
while not linear functions of the coherent-state fields, are
functions respectively of φ† or of φ extracted by making
use of the steady-state measure under the instantaneous
value ν in the generator (95). (Along stationary paths,
where some components of φ† or φ are invariant, these
dual number fields will become linear functions of the re-
maining dynamical components of φ† or φ, as we show
below.)
The two components of the normalized number field in
action-angle coordinates (48) are given by
1
N
φ†bφb ≡ νb ≡
(
1
2
+ ν
)
1
N
φ†aφa ≡ νa ≡
(
1
2
− ν
)
(100)
10 It implies constancy of a tower of higher-order correlation func-
tions expressing exact conservation of the underlying variable N ,
though we do not develop the 2FFI representation of correlation
functions in this paper.
Recall that the instantaneous steady state under the
generating process is the scale variable for the dualiz-
ing canonical transform (51). To see how this reference
steady state is used to separate the two conjugate vari-
ables (base and tilt) in the symplectic transformations,
it is helpful to recast Eq. (100) as
1
2
(
φ†bφb − φ†aφa
)
(
φ†bφb + φ
†
aφa
) ≡ (νb − νa)
2
≡ ν (101)
The action of the tilt alone can be isolated, without
regard to the underlying nominal distribution, by ref-
erencing the action of the φ† fields to the steady state
rather than to φ, defining an offset ν as
1
2
(
φ†bνb − φ†aνa
)
(
φ†bνb + φ
†
aνa
) ≡ (νb − νa)
2
≡ ν (102)
Likewise, the mean value ν¯ of n/N in the base (nomi-
nal) distribution is isolated by referencing the value of φ
to the uniform measure 1 instead of the dynamic measure
φ†, as
1
2
(φb − φa)
(φb + φa)
≡ (ν¯b − ν¯a)
2
≡ ν¯ (103)
2. Stationary-path solutions and Liouville volume element
Solutions to the stationary-path equations of mo-
tion (47) for the Liouville function (95) are evaluated
in App. E 1.
Stationary-path approximations to the time-dependent
density ρ would be binomial distributions even if the ex-
act ρ were not (the stationary point is always a pure co-
herent state), so the CGF at any time has the form (90),
with fields z replaced by the stationary-path values of φ†
and the mean values ν from Eq. (91) replaced by corre-
sponding components of φ.
In particular, the initial-time generating function
ψ0
(
logφ†a0, logφ
†
b0
)
appearing in Eq. (44) carries the
mean value ν¯0 in the starting density ρ0, imposed as an
initial-data parameter. It is through this function that
the final-time tilt data in the form of the parameter νT ,
propagated forward to the stationary-path values of φ†a0
and φ†b0, determines the stationary path values for the
fields φ of the base distribution, establishing the poten-
tial for information coupling between initial properties of
the base distribution and final-time queries in the gener-
ating function ψT .
ψ0 is evaluated in Eq. (E5), and the value is shown to
depend only on an overlap parameter between initial and
final data which we denote
Λ ≡ (ν¯0 − ν) (νT − ν)( 1
4 − ν2
) (104)
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The stationary-path values of the displacement coor-
dinates (102) and (103) are shown in Equations (E9)
and (E10) to follow simple exponential laws
ν¯ − ν = (ν¯0 − ν) e−τ
ν − ν = (νT − ν) eτ−T (105)
Thus under independent variations of ν¯0 and νT as de-
scribed in Sec. VC, the trajectories of the coherent state
fields φ† and φ trace out an invariant volume, illustrated
in Fig. 1.
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FIG. 1: Four trajectories (heavy blue contours), plot-
ted in coordinates (ν, ν¯), that bound a region specified by
νT = −1/6 ± 0.075, ν¯0 = −1/4 ± 0.05. The steady state
under the generating process sets ν = 1/6. A time inter-
val T = 3 between the input distribution and the final-time
generating function is shown. Small rectangles (heavy dark
red) show the area δν δν¯ at five equally spaced times from
start to end. The outer four trajectories (thin blue) show
the possible range of joint images of −1/2 ≤ ν¯0 ≤ 1/2 and
−1/2 ≤ νT ≤
1/2. Large rectangles (thin green) show the con-
striction of the possible range ∝ e−T . Projections of the total
range and the inner trajectories are shown in thin lines on the
base plane. Shading of the base plane is a grayscale plot of
Φˆ20, which is constant along trajectories but variable over the
(ν, ν¯) coordinate range. Min and max of Φˆ20 are respectively
0.83 and 1.1.
3. Invariant cumulant-generating function and the
incompressible phase-space density
The stationary value of Φˆ0, obtained from the gradi-
ent of ψ0 with respect to the components φ
†
0a and φ
†
0b,
is computed in Eq. (E8). It differs from unity – the rea-
son constructions (102) and (103) were needed – and it
is equal to the stationary value of Φˆ at all times as a con-
sequence of conservation of total number N . The value
depends only on Λ and T in the combination
Φˆ0 =
1
1 + Λe−T
(106)
Moreover, as a consequence of the conserved Liouville
volume element from Eq. (105), the stationary-point eval-
uation of the CGF at all times takes the same form as
Eq. (90) and evaluates to the constant
ψ
N
= log
[
νa
νa
ν¯a +
νb
νb
ν¯b
]
= − log Φˆ0 (107)
Φˆ0 in Eq. (106) is the basis for all information densities
in this simple linear system. Through the stationary-
point relation (59) between the Wigner function and the
CGF, − log Φˆ0 is the incompressible phase-space density
convected along stationary trajectories by Eq. (62). As
shown below, it is also the geometrically invariant part
of sole nonzero eigenvalue of the Fisher metric.
C. Fisher metric
The Fisher metric (7) for the 2-state system evaluates,
along the stationary path at any time, to
g
N
=
∂ν
∂θ
[
1
−1
][
1 −1 ]
(108)
The nonzero eigenvalue comes from the single-argument
generating function in Eq. (94) for the difference coor-
dinate n, and the zero eigenvalue comes from the linear
CGF hN for the conserved quantity N .
The term ∂ν/∂θ in Eq. (108) may be converted, after
some algebra, to the form
∂ν
∂θ
=
(
1
4 − ν2
) (
1
4 − ν¯2
)(
1
4 − ν2
) Φˆ20 (109)
The measure terms
(
1/4− ν2) and (1/4− ν¯2) appearing
in Eq. (109) follow the divisions (102) and (103) into
independent dimensions of base and tilt variation, and we
will show that their effects are canceled in an appropriate
covariant derivative. The remaining dependence of the
eigenvalue on the initial and final data is all carried in
Φˆ20.
D. Dual coordinates for base and tilt, and the
additive exponential family
To relate the Fisher metric in Eq. (108) to the construc-
tion of Sec. VB from the ψ-divergence and to dually-
symplectic parallel transport, we first express the base
and tilt displacements (102) and (103) in terms of the
coordinates in their respective exponential families.
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Introduce reference values for the fields θ and h defined
in Eq. (93), corresponding to the steady-state measure
under the parameters of the generating process, denoted
θ ≡ log
( 1
2 + ν
1
2 − ν
)
h ≡ 1
2
log
(
1
4
− ν2
)
= − log
[
2 ch
θ
2
]
(110)
It is clear, in the 2-argument generating function (90),
that one component of variation in z couples only to the
conserved quantity N and is not needed. It is sufficient
therefore to vary along an affine coordinate in z that cou-
ples to the dynamical argument n, and the natural choice
is to fix the component of z corresponding to the com-
ponent of φ† that is invariant under the stationary-path
equations of motion, given in Eq. (E4). The resulting
contour for z at final time T becomes
zbνb + zaνa = Φ
†
T + νφ
†
T = 1
zb − za = φ†T =
νT − ν
1
4 − ν2
(111)
The quantity in the first line of Eq. (111) is preserved at
all times by Eq. (E4), and the quantity in the second line
obeys the exponential law of Eq. (E10) repeated as (105).
By the definition (102), the contour (111) which is
affine in coherent-state fields φ† is written in the coor-
dinates on the exponential family of tilts as
ν ≡ 1
2
th
(
θ + θ
2
)
0 ≡ h+ h+ log
[
2 ch
(
θ + θ
2
)]
= h− 1
2
log
(
1
4
− ν2
)
+
1
2
log
(
1
4
− ν2
)
(112)
Likewise, in the dual exponential representation (53) of
the family of base distributions, the definition (103) giv-
ing the mean number offset in the nominal distribution
is expressed
ν¯ =
1
2
th
(
η + θ
2
)
(113)
in which η ≡ (ηb − ηa) in the dual action-angle sys-
tem (53), analogously to θ in Eq. (93).
Because the two exponential coordinates (base and
tilt) are additive, the mean of samples in the importance
distribution can likewise be written
ν =
1
2
th
(
θ + η + θ
2
)
(114)
It follows that the eigenvalue (109) in the Fisher metric
also has the simple expression
∂ν
∂θ
=
∂ν
∂η
=
1
4
− ν2 (115)
exhibiting the equivalence of the ψ-divergence expres-
sion (67) and the Hessian (69) for this quantity.
E. Why coherent-state fields do not generally
produce invertible coordinate transformations
The Hessian matrix is not a tensor under coordinate
transform, so it is clear that the Hessian of ψ with re-
spect to the argument z equivalent to the coherent-state
response field φ† will not be the Fisher metric. However,
since coherent states are in many ways a native basis
for Doi-Peliti theory, as noted in Sec. VE, we may ask
whether some other coordinate duality can be defined
from the coherent-state Hessian of ψ. In fact such a du-
ality cannot generally be defined, and it is instructive to
see where it fails, to better understand why the affine
connection (88) and not the Fisher geometry captures
the special role of coherent states.
A divergence under the Hessian of ψ in coherent-state
variables, which we will denote ∆δs2 for reasons to be-
come clear in a moment, if converted from the coordi-
nates ν to coordinates θ along the z-affine contour (112),
evaluates as
1
N
∆ds2 ≡ (δθ)2
(
1
4
− ν2
)2
∂2
∂ν2
(
ψ
N
)
≡ −(δθ)2(ν − ν)2 (116)
Unlike the Fisher metric, Eq. (116) is negative-
semidefinite, and degenerates if ν = ν, which is shown
in Eq. (E13) to hold for all z if ν¯0 = ν. At degener-
ate solutions, we cannot use the Hessian of ψ to define a
base-field variation δφ as a dual coordinate for a varia-
tion produced by a field δφ†, as we could use the Hessian
in the exponential family to produce a variation δn as a
dual coordinate to a variation δθ.
The source of the degeneration has a nice description
in terms of intrinsic and extrinsic curvatures, and advec-
tion, in the natural geometry on the exponential family.
The geometric distance element (6), with θ and h varied
independently, is
1
N
δs2 = (δθ)
2 ∂
2
∂θ2
(
ψ
N
− h
)
+ (δh)
2 ∂
2
∂h2
h
= (δθ)
2 ∂ν
∂θ
+ (δh)
2
0 (117)
The z-affine contour (112) specifies a function h(θ)
with extrinsic curvature in the affine coordinate mani-
fold of the exponential family, along which the distance
element is
1
N
δs2CS−ext = (δν)
2 d
2
dν2
(−h(θ))
= (δθ)
2
(
1
4
+ ν2
)
(118)
The second coherent-state coordinate derivative of ψ
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along the contour (112) can be decomposed as
1
N
∆δs2 = (δν)
2 d
2
dν2
(
ψ
N
)
= (δν)
2
[
d2
dν2
(
ψ
N
− h
)
+
d2
dν2
h
]
= (δθ)
2
(
d2
dθ2
+ 2ν
d
dθ
)(
ψ
N
− h
)
+ (δν)
2 d
2
dν2
h
= (δθ)
2
[
∂ν
∂θ
+ 2νν
]
+ (δν)
2 d
2
dν2
h
=
1
N
(
δs2 − δs2CS−ext
)
+ (δθ)22νν (119)
With some algebra, the expression (119) is shown to
equal that in Eq. (116). The extrinsic curvature of the
embedded contour h(θ) and the convected quantity −2νν
cancel against the intrinsic Fisher curvature, rendering
the duality invisible to the fields φ† at degenerate points.
F. Flat transport in the coherent-state connection
The correct way to capture the simplifying role of
coherent-state coordinates for simple models such as the
2-state system is with the dual connections of Sec. VD.
We first recognize, from the forms (104) or (E11) of Λ,
a completely-descaled coordinate system for the dynam-
ical parts of the coherent-state fields, define by
v ≡ (ν − ν)√
1
4 − ν2
u ≡ (ν¯ − ν)√
1
4 − ν2
(120)
The eigenvalue of the Fisher metric in Eq. (109) then
reduces to
∂2
∂θ2
(
ψ
N
)
=
(dv/dθ) (du/dη)
[1 + uv]
2 (121)
The role of the factors
(
1/4− ν2) = √1/4− ν2 (∂v/∂θ)
and
(
1/4− ν¯2) =√1/4− ν2 (∂u/∂η) in Eq. (109) as mea-
sure terms is now explicit, and they can be absorbed by a
change of variables to u and v. By Eq. (E11) and the def-
initions (120) and (106), [1 + uv] =
[
1 + Λe−T
]
= 1/Φˆ0,
so the Fisher inner product (16) may be written
δθ δηn
〈
∂
∂θ
,
∂
∂n
〉
= δν δν¯
〈
∂
∂ν
,
∂
∂ν¯
〉
= δu δv Φˆ20 (122)
1. Connection coefficients and absorption of measure terms
In this linear model, time evolution of φ† and φ has no
cross-dependence once the initial values have been fixed
through the gradients of ψ0 as explained in Sec. VIB 2.
Thus
(
∇(η)k δθ
)j
= 0 and
(
∇(θ)∗k δη
)j
= 0.
App. E 4 computes connection coefficients and covari-
ant derivatives for the vector fields corresponding to
Eq. (82), and for the metric tensor corresponding to
Eq. (83). Eq. (E21) in the appendix gives the covariant
part of the time derivatives of δθ and δη as
(
∂
∂τ
δθ
)
+ θ˙ (∇θδθ) = δθ(
∂
∂t
δη
)
+ η˙
(∇∗ηδη) = −δη (123)
capturing the simple exponential scaling (105) of the
coherent-state fields in the exponential-family coordi-
nates.
The covariant part of the change in the Fisher metric,
from Eq. (83) is computed in Eq. (E23) to be
θ˙∇θg =
(
v˙
∂
∂v
log Φˆ20
)
g
η˙∇∗ηg =
(
u˙
∂
∂u
log Φˆ20
)
g (124)
Only the dependence in the Fisher eigenvalue Φˆ20 from
Eq. (122) appears.
The two lines of Eq. (124) (which are equal and oppo-
site) scale as ∼ e−T , and have an interpretation similar
to that of a Le Chatelier principle. The term Λe−T in
Eq. (106) for Φˆ0 is a susceptibility of the initial stationary
value φ0 to the perturbation by the tilt variable φ
†
T = z,
attenuated exponentially from time T to time 0. The
role of this attenuation, which takes Φˆ0 → 1 as T → ∞,
becomes clearer as a constraint on the total extractable
information when we consider in Sec. VIG the range of
all initial distributions ρ0 and all tilts z.
2. Duality of dynamics and inference in Doi-Peliti theory
The natural separation of the coordinate transforma-
tion of the inner product of vector fields δθ and δη gener-
ated by time translation is not between exponential and
mixture coordinates, as in the dually-flat connections of
Amari [11], but rather between the symplectically dual
contributions from changes in θ and in η. The two con-
tributions group as
0 =
d
dt
(δθ g δη)
=
(
∂
∂t
δθ
)
δην + θ˙∇(θ)θ (δθ g) δη
+ δθν
(
∂
∂t
δη
)
+ δθ η˙∇(η)∗η (g δη) (125)
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The two rows of Eq. (125) add covariant contributions
from Eq. (123) and Eq. (124) in the combinations
(
∂
∂t
δθ
)
δην + θ˙∇(θ)θ (δθ g) δη = (δθ δην)
(
1 + v˙
∂
∂v
log Φˆ20
)
δθν
(
∂
∂t
δη
)
+ δθ η˙∇(η)∗η (g δη) = (δθν δη)
(
−1 + u˙ ∂
∂u
log Φˆ20
)
(126)
Eq. (126) captures in the clearest way possible the sym-
plectic balance of distribution dynamics (through η) and
inference (through θ) in Doi-Peliti theory, through both
the direct effects of the exponential growth and decay
eigenvalues (±1) and the Le Chatelier-like susceptibility
of the density Φˆ0.
G. The Fisher information density and
large-deviation ratios as sample estimators
The interpretation of the vector inner product as a
convected density of information can be illustrated by
using ratios of large-deviation probabilities to define a
sample estimator for differences in the tilt coordinate η
between two base distributions.
Suppose that we sample from a binomial nominal dis-
tribution at a parameter η that is to be estimated. Recall
from Eq. (28) that the probability for the value n of a
sample to exceed a threshold n is given in terms of the
large-deviation function by
P (n ≥ n | η) ∼ e−ψ∗(n;η) (127)
In a 1-dimensional system,11 for two threshold values
nB > nA, the conditional probability for n to surpass nB
given that it has surpassed nA is the ratio
P (nB | nA; η) ≡ P (n ≥ nB | η)
P (n ≥ nA | η)
∼ e−[ψ∗(nB ;η)−ψ∗(nA;η)] (128)
The ratio (128) can be estimated from samples of the
indicator function hn for thresholds n as described in
Sec. III B.
App. E 5 shows that if two such conditional probabil-
ities are compared from distributions at unknown pa-
11 In one dimension, the conditional probability is a ratio because
the only way to escape beyond nB is to have also exceeded
nA < nB . In higher dimensions, a similar construction of the
conditional can be made, but escapes must be computed along
the local least-action trajectories under the action (45), and
conditions computed for thresholds that lie in sequence along
those trajectories. The leading exponential approximations to
such probabilities are the standard first-passage constructions of
Freidlin-Wentzel theory [52].
rameters η2 and η1, the log ratio is related to the large-
deviation thresholds and the η values as
log
(
P (nB | nA; η2)
P (nB | nA; η1)
)
∼
∫ η2
η1
∫ nB
nA
dθn dη
= (nB − nA) (η2 − η1) (129)
where dθn dη is one of the two forms of the (differential)
inner product appearing in Eq (74).
Thus
log
(
P(nB |nA;η2)
P(nB |nA;η1)
)
(nB − nA) ∼ (η2 − η1) (130)
is a sample estimator for the difference of exponential
parameters in the two underlying distributions.
The quantity (129) may be computed at any time, for
instance the final time T when the thresholds nB and
nA are imposed as experimental conditions, and η2 and
η1 characterize evolved nominal distributions at time T
from any pair of initial conditions at some earlier time t =
0. If we use the stationary-path conditions to propagate
values of θ and η through time, and define V (τ) to be
the area inside the image of the rectangle in Eq. (129)
along these stationary trajectories, time-invariance of the
inner product, and the Liouville conservation of volume
elements in dual coordinates, implies that
d
dτ
∫
V
dθn dη = 0 (131)
Note that, with a coordinate transform to coherent-
state variables and a corresponding redefinition of the
boundary of V , the relation (131) could be recast using
Eq. (122) as
d
dτ
∫
V
dv du Φˆ20 = 0 (132)
which is the conserved integral graphed in Fig 1.
In Eq. (132) Φˆ20, the 2-dimensional differential of the
scaled CGF ψ/N = − log Φˆ0, appears explicitly as the
density of overlap of dv with du that, like ψ itself, is con-
stant along stationary paths. Φˆ20 is not independent of
the position (v, u) within the volume V , but because the
volume element moves along with the conserved density,
the integral measures a fixed quantity of Fisher informa-
tion as it is transported through different domains of base
and tilt.
Although the limits of integration for
∫
dv du in
Eq. (132) are bounded, the limits on (η2 − η1) in
Eq. (129) are not, so formally the range of the sample
estimator (130) remains unbounded over any duration
T . However, for any fixed values of (nB − nA)t=T and
starting uncertainty (η2 − η1)t=0, the total information
obtainable from large-deviations sampling about differ-
ences in the initial conditions is finite and decreases as
e−T . In Fig 1 this limit is seen in the way any fixed ranges
are squeezed exponentially at the “waist” as T →∞. The
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contraction of boundaries, rather than the asymptotic be-
havior of the eigenvalue in the Fisher metric, measures
the loss of information between initial distributions and
final observations with increasing separation between the
two.
VII. CONCLUSIONS: THE DUALITY OF
DYNAMICS AND INFERENCE FOR
IRREVERSIBLE AND REVERSIBLE PROCESSES
The three-part structure of the Fisher metric, dual
Riemannian connections, and symplectic parallel trans-
port of the Wigner density, vector fields, and the met-
ric tensor, elegantly expresses the transport properties
along 2FFI stationary paths in terms of geometric invari-
ants. It resolves a feature of 2-field constructions that
at first seems paradoxical: if memory of initial condi-
tions is continuously lost to dissipation, what concept of
time-reversal is implied by invertibility of the map along
stationary rays? The answer from the perspective of im-
portance sampling is that, even if samples are finite, their
expectations are computed in continuous-valued distribu-
tions, and deformations of measure through the Radon-
Nikodym derivative can locally compensate for concen-
tration of measure in the nominal distribution by expand-
ing sensitivity of likelihood ratios. Locally in sampling
space, then, time is immaterial as it is in Hamiltonian me-
chanics; the mappings along stationary trajectories make
it possible to interpret sampling protocols from different
times in an evolving distribution simply as coordinate
transformations of a fixed sampling protocol on the orig-
inal distribution. On the other hand, for any fixed ranges
of parameter variation in the initial conditions, and fixed
large-deviation thresholds compared at late time, the in-
tegrated Liouville density contracts monotonically with
the separation between the two times, reflecting the ab-
solute loss of information that can be recovered.
We have wanted to establish a concrete interpretation
of time-duality in 2FFI theories as a duality of dynamics
and inference, to provide an alternative to the interpre-
tation in terms of physical reversal of paths that is the
starting point in most of the literature on fluctuation
theorems in stochastic thermodynamics. Microscopic re-
versibility can always be added later to any class of 2FFI
constructions as a restriction on the scope of phenom-
ena under study, and both stronger conclusions and ad-
ditional interpretations will then follow from the added
constraints. Where the existence of a duality in the math-
ematics itself does not depend on any such additional as-
sumptions, taking the inference interpretation to reflect
the core concepts, directly expressing Kolmogorov’s for-
ward/backward adjoint duality, frames the special case
of microscopic reversibility as one in which the system’s
own dynamics contains an image of certain sampling pro-
tocols over itself.
Even if one only cares about microscopically reversible
processes, making explicit the step of self-modeling, and
having a concrete interpretation of conserved densities
such as the Fisher information constructed here, provides
a bridge between trajectory reversal in low-level mechan-
ics and operations for sample estimation of the kind that
are used by control systems. Linking limitations from
path probability in a system’s autonomous dynamics to
concepts of information capacity in control loops [66–
68] promises a way to study the limits on spontaneous
emergence of dynamical hierarchy, which has been a de-
sired application for stochastic thermodynamics [69, 70].
These are intended topics for future work.
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Appendix A: Fisher spherical embeddings
1. The embedding for general distributions on
finite state spaces
Eq. (6) in the text can be written in the form
δs2 = 4δθiδθj
∑
n
∂
√
ρ˜
(θ)
n
∂θi
∂
√
ρ˜
(θ)
n
∂θj
(A1)
Let |{n}| be the cardinality of the set of states on which
ρn is defined (for example, in chemistry, only a sub-lattice
of all integer-valued vectors in the positive orthant may
ever be accessible as counts, given a system’s stoichiom-
etry and conserved quantities). Suppose |{n}| is finite in
order illustrate the Fisher embedding geometry for distri-
butions over finite state spaces. All possible base distri-
butions ρ fall within the simplex of dimension |{n}| − 1.
Now let
{
α1, α2, . . . α|{n}|−1
}
be angles associated with
independent rotation axes in R|{n}|. Any distribution can
be embedded in R|{n}| by arranging the states n in an
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(arbitrary) order n1, n2, . . .n|{n}|, and writing
pn1 ≡ cos2 α1
pn2 ≡ sin2 α1 cos2 α2
pn3 ≡ sin2 α1 sin2 α2 cos2 α3
...
pn|{n}|−1 ≡ sin2 α1 sin2 α2 · · · sin2 α|{n}|−2 cos2 α|{n}|−1
pn|{n}| ≡ sin2 α1 sin2 α2 · · · sin2 α|{n}|−2 sin2 α|{n}|−1
(A2)
A recursive calculation gives the line element (A1) in
terms of the angle coordinates on the radius-2 sphere as
δs2 = 4
[
δα21 + sin
2 α1 δα
2
2 + . . .
+
(
sin2 α1 . . . sin
2 α|{n}|−2
)
δα2|{n}|−1
]
(A3)
2. Embeddings in reduced dimension for
exponential families on the multinomial
The Poisson (13) and multinomial (14) distributions
are both in a class recognized by Anderson, Craciun, and
Kurtz (ACK) [26] in connection with uniqueness of sta-
tionary solutions for chemical reaction networks. All fac-
torial moments are powers their first moments, causing
the CGF for many particles to scale as a multiple of a
single-particle CGF. It is not then surprising that the
expression (6) for the Fisher metric in terms of a distri-
bution ρ˜n with possibly indefinitely many independent
terms, for the ACK distributions projects to a function
of the same form in terms of expected numbers ni over
the D independent species.
To see how this works for a distribution ρ
(n0)
n with
multinomial form (14), express the expected number frac-
tions as
n0i
N
=
eηi∑D
j=1 e
ηj
(A4)
Then the mean in the distribution ρ˜
(θ;n0)
n is
ni(θ)
N
=
eηi+θi∑D
j=1 e
ηj+θj
≡ νi (A5)
and the CGF ψ(θ;n0) evaluates (up to a constant offset)
to
ψ(θ;n0) = N log

 D∑
j=1
eηj+θj

 (A6)
The Hessian giving the Fisher metric is
gij(θ) = N {νiδij − νiνj} (A7)
where νi is the function of η + θ in Eq. (A5). Inverting
Eq. (A7), and projecting onto the
∑
i θi = 0 to fix the
undetermined component of θ, gives the inverse
gij(n) =
1
N
{
1
νi
δij − 1
D
[
1
νi
+
1
νj
− 1
D
∑
k
1
νk
]}
(A8)
One can check that both g(θ) and g−1(n) sum to zero on
either index, and the product
gij(n) gjk(θ) = δ
i
k −
1
D
(A9)
is the identity on the subspace
∑D
j=1 θ
j = 0 or
∑D
j=1 nj =
N .
If a shift of the tilted distribution in the exponential
family is indexed with coordinate δn, with
∑D
j=1 δnj = 0,
the Fisher distance element from Eq. (12) becomes
δs2 =
D∑
j=1
δn2j
nj
(A10)
which is the same function of n as the function of ρ˜ in
the third line of Eq. (6).
Appendix B: Sample means and variances in the
large-deviation approximation to threshold indicator
expectations
The expectation of the tilted indicator function from
Eq. (27) may be written in a series of inequalities culmi-
nating in the expression for the CGF, as〈
h˜θ
〉
(θ;n0)
=
∑
n>n¯
e−θneθnρ(n0)n
≤ e−θn¯
∑
n>n¯
eθnρ(n0)n
≤ e−θn¯
∑
n
eθnρ(n0)n
= eψ(θ;n0)−θn¯ (B1)
providing Eq. (28) in the text.
The variance of the same sample estimator has a cor-
responding bound〈(
h˜θ
)2〉
(θ;n0)
−
〈
h˜θ
〉2
(θ;n0)
=
〈(
h˜θ
)2〉
(θ;n0)
− 〈h〉2(n0)
=
〈
eψ(θ;n0)−θnh˜θ
〉
(θ;n0)
− 〈h〉2(n0)
≤ eψ(θ;n0)−θn¯
〈
h˜θ
〉
(θ;n0)
− 〈h〉2(n0)
= eψ(θ;n0)−θn¯〈h〉(n0) − 〈h〉
2
(n0)
(B2)
giving Eq. (29) in the text.
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To estimate the tightness of the bounds, begin by ob-
serving that in the large-deviation scaling regime (31),
with all cumulants generated as derivatives of ψ ∼ N ,
the expansion of central moments in terms of cumulants
bounds the scaling of the kth central moment as〈
(n− 〈n〉)k
〉
/〈n〉k ≤ O
(
N−⌈k/2⌉
)
(B3)
The log ratio we wish to bound is the Bregman diver-
gence
log
[∑
n>n¯ e
−θ(n−n¯)eθnρn∑
n e
θnρn
]
= θn¯−ψ(θ, n0)+log
〈
h(n¯)
〉
(n0)
(B4)
The maximum of Eq. (B4) occurs at θ(n¯) from Eq. (9),
and the width of the transition for the log ratio to change
by O(N0) is given by
δθ ≈
(
∂2ψ
∂θ2
∣∣∣∣
θ(n¯)
)−1
∼ N−1/2 (B5)
To estimate its maximum value we write Eq. (B4) as
the sum of log ratios of the two inequalities in Eq. (B1),
and observe that they have boundary values
log
[∑
n>n¯ e
−θ(n−n¯)eθnρn∑
n>n¯ e
θnρn
]∣∣∣∣∣
θ=0
= 0
log
[∑
n>n¯ e
θnρn∑
n e
θnρn
]∣∣∣∣∣
θ→∞
= 0 (B6)
The values of these ratios at intermediate θ are then ob-
tained by integrating the derivatives
∂
∂θ
log
[∑
n>n¯ e
−θ(n−n¯)eθnρn∑
n>n¯ e
θnρn
]
= −
∑
n>n¯ (n− n¯) eθnρn∑
n>n¯ e
θnρn
∂
∂θ
log
[∑
n>n¯ e
θnρn∑
n e
θnρn
]
=
∑
n>n¯ (n− n(θ)) eθnρn∑
n>n¯ e
θnρn
(B7)
Both log derivatives in Eq. (B7) are monotone if ψ is
convex, and their values sum to n¯− n(θ), the derivative
of Eq (B4), where n(θ) ≡ 〈n〉ρ˜(θ,n0) .
Next, observe the leading-order scaling of the expecta-
tion
〈
(n− n¯)2
〉
n>n¯
≈ 〈(n− n¯)〉2n>n¯ on the half-line (as
for any second moment), and likewise for (n− n(θ)).
At θ(n¯), where n(θ) = n¯, the two derivatives (B7)
are equal and opposite, and the boundary of the half-
line n > n¯ is also the symmetry point of (n− n¯)2. Be-
cause the skewness and higher-order central moments
grow more slowly than n¯k by Eq. (B3),
〈
(n− n¯)2
〉
n>n¯
≈〈
(n− n¯)2
〉
n
× {1 +O(1/N)}, and given the large-
deviations scaling of central moments (B3), the deriva-
tives in Eq. (B7) scale as
∑
n>n¯ (n− n¯) eθnρn∑
n>n¯ e
θnρn
∣∣∣∣∣
n(θ)=n¯
∼
√〈
(n− n¯)2
〉
∼ N1/2
(B8)
Over the range ±δθ from Eq. (B5), where the total log
ratio changes by O(N0), the integral of the first deriva-
tive (B8) saturates the lower limit in the first line of
Eq. (B6), and the upper limit in the second line of
Eq. (B6), to within ≤ O(N1/2), implying that the log-
ratios themselves at the midpoint scale as ≤ O(N1/2).
Hence also the total log ratio that is their sum scales as
log
[〈
h(n¯)
〉
(n0)
/e−ψ
∗(n¯)
]
≤ O(N1/2), the result used in
the text.
Appendix C: Review of Doi Hilbert space and Peliti
functional integral constructions
1. Doi operator algebra and inner product
The main constructs in the Doi operator formula-
tion [2, 3] of moment-generating functions as formal
power series are as follows:
The identification (34) of z and ∂/∂z with raising and
lowering operators a† and a allows the commutator alge-
bra [
ai, a
†
j
]
= δij . (C1)
to stand for the commutator algebra between components
of ∂/∂z and factors of z, applied by function composition
acting to the right on MGFs.
Monomials zn from Eq. (1) are basis elements in a lin-
ear space of MGFs, built up by multiplication on the
number 1. A bracket notation for states and an inner
product are introduced by the pair of denotations
1→ |0)
∫
dDz δD(z)→ (0| (C2)
Each monomial zn is denoted as a number state
D∏
i=1
znii × 1→
D∏
i=1
a†i
ni |0) ≡ |n) . (C3)
The number states are eigenstates of the set of number
operators nˆi ≡ a†iai (no Einstein sum):
nˆi |n) = ni |n) . (C4)
Dual to each number state is a conjugate projection
operator
(m| ≡ (0|
D∏
i=1
a†i
mi
mi!
←
∫
dDz δD(z)
D∏
i=1
(∂/∂zi)
mi
mi!
(C5)
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From the commutation relations of variables and their
derivatives it follows that the number states and projec-
tors have overlap
(m |n) = δDmn (C6)
the Kronecker δ symbol on D indices. The number states
and projectors are complete, and a sum of Eq. (C6) on
m is the Glauber norm
(0| e
∑
i ai |n) = 1, ∀n, (C7)
which defines the asymmetric inner product on the
Hilbert space of generating functions.
Replacing the uniform measure
∑
i ai ≡ 1Ta in
Eq. (C7) with the scalar product za gives the map (37)
to Ψ(z) in the main text. Ψ(1) ≡ 1; the Glauber norm
of the Laplace transform of any normalized distribution
is the trace of the probability distribution
∑
n ρn.
2. Coherent states and Peliti functional integral
The uniform measure in the 2D-dimensional integral
for the representation of unity (43) in the main text is
known as the Haar measure. Using the definition (40)
for coherent states and (41) for their dual projectors, and
expanding the exponential functions as sums,
∫
dDφ†dDφ
piD
|φ) (φ|
=
∫
dDφ†dDφ
piD
D∏
i=1
e−φ
†
iφi
∑
ni
∑
mi
φnii φ
†
i
mi
ni!
|n) (m|
=
∑
n
|n) (n| = I (C8)
The phase component in each integral dφ†i dφi vanishes
unless ni = mi, and the remaining modulus component
produces a Gamma-function canceling the ni!. Thus the
Haar measure on coherent states is equivalent to the uni-
form measure on states n of the classical probability dis-
tribution.12
Mapping backward through the correspondences be-
tween analytic functions and Doi state vectors from
App. C 1, an evaluation of the integral in terms of Dirac
12 Aaronson [71] (p. 123) has raised this equivalence as one of the
reasons only the complex L2 norm of quantum mechanics results
in a correspondence principle with the classical laws of prob-
ability. It is interesting that the representation of probability
components ρn as squared amplitudes (though only real-valued)
also underlies the natural spherical embedding of App. (A) for
the Fisher metric.
δ-functions13 shows that the effect of the representation
of unity is the map∫
dDφ†dDφ
piD
|φ) (φ†∣∣
←
∫
dDφ†dDφ
piD
ez
′φ1
∫
dDz δD(z) eφ
†(∂/∂z−φ)
=
∫
dDz δD(z) ez
′∂/∂z
= z 7→ z′ (C9)
To keep track of the scoping rules for application of com-
plex functions and derivatives would require introduc-
ing a distinct set of variables zkδt for each interval in
the quadrature (38). In the Doi operator algebra this
scoping is handled by the bracket inner product, and the
map (C9) becomes simply the identity map on a† and a.
The integration measure that results from inserting a
copy of the representation of unity (43) between each in-
terval of time evolution in Eq. (38) is called a skeletonized
measure. Its limit as the interval length δt→ 0
∫ T
0
DDφ†DDφ ≡ lim
δt→0
T/δt∏
k=1
∫
dDφ†kδtd
Dφkδt
piD
(C10)
defines the functional integration measure used in
Eq. (44) and elsewhere.
Appendix D: Stationary-point approximations to the
Wigner function
The functional integral provides the most direct route
to the current conservation law (60) for the Wigner func-
tion. It is possible, with somewhat more work, to derive
13 There is a notational subtlety in writing the complex area
integral
∫
dφ†dφ ≡
∫∞
0
d |φ|
∫ 2pi
0
|φ| d argφ with respect to δ-
functions evaluated as complex contour integrals. For example,
in D = 1, the integral kernel in Eq. (C9) is written in the two
notations as∫
dφ†dφ
pi
ez
′φeφ
†(∂/∂z−φ) = ez
′∂/∂z
∫
dφ†dφ
pi
e
(
φ†−z′
)
(∂/∂z−φ)
=
∫ ∞
0
d|φ|2e−|φ|
2
∞∑
n,m=0
(z′ |φ|)n
n!
(|φ| ∂/∂z)m
m!
∫ 2pi
0
d arg φ
2pi
ei(n−m) arg φ
=
∞∑
n=0
[∫ ∞
0
d|φ|2e−|φ|
2 |φ|2n
n!
]
(z′∂/∂z)n
n!
=
∞∑
n=0
(z′∂/∂z)n
n!
The measure
∫
dφ†dφ over a single complex variable must there-
fore be used in evaluating δ-functions as∫
dφ†dφ
pi
e
(
φ†−z′
)
(∂/∂z−φ)
≡
∫
dφ†δ
(
φ† − z′
)
where a factor of 2pi would be required if φ† and φ were distinct
complex variables integrated over independent contours. This
use of the measure will be needed to understand the normaliza-
tion of the Wigner function in later sections.
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the same relations directly from stationary variation of
the generating function, and in the process to gain some
more intuition for what the Wigner function quantifies.
The Wigner function in terms of an explicit density over
coherent-state parameters
Begin by writing any state vector as the integral of a
density in the coherent-state basis:
|Ψ) ≡
∫
dDφ |φ) ρ(φ) (D1)
The generalized Glauber norm (37) returns the analytic
representation of the MFG:
Ψ(z) = (0| eza |Ψ)
=
∫
dDφ (0| eza |φ) ρ(φ)
=
∫
dDφ e(z−1)φρ(φ) (D2)
Now evaluate the integral in Eq. (57) at time t → T ,
where the stationary value of the field φ† will coincide
with the imposed argument z,
wT
(
φ†‡, φ‡
)
=
1
piD
∫
dDφ e(φ
†
‡−z)(φ−φ‡)e(z−1)φρ(φ)
(D3)
It follows then that∫
dDφ†‡wT
(
φ†‡, φ‡
)
= e(z−1)φ‡ρ(φ‡) (D4)
A second integral over the φ‡ fields yields the two equiv-
alent expressions (58) and (D2).
Stationary-point approximations
The stationary value φ¯(z) of the tilted density
e(z−1)φρ(φ) is given by
∂ log ρ
∂φ
∣∣∣∣
φ¯(z)
= 1− z (D5)
The two stationarity conditions on the arguments of wT
follow from Eq. (D3) as
∂
∂φ‡
wT
(
φ†‡, φ‡
)∣∣∣∣
φ†‡=z
=
(
z − φ†‡
)
wT (z, φ‡)
∂
∂φ†‡
wT
(
φ†‡, φ‡
)∣∣∣∣∣
φ†‡=z
=
∫
dDφ (φ− φ‡) e(z−1)φρ(φ)
∼ (φ¯− φ‡)wT (z, φ‡) (D6)
where the stationary-point approximation (D5) to the
mean gives the leading exponential approximation in the
second expression.
The Wigner function in Eq. (D3), at argument z, ex-
actly equals integral (D2)
wT (z, φ‡) = Ψ(z) ∼ e(z−1)φρ(φ)
∣∣∣
φ¯(z)
(D7)
independent of the value of φ‡. While the first line of
Eq. (D6) shows that z is a stationary-point argument for
φ†‡, the second line shows that only when φ‡ = φ¯(z) is
the other argument also a stationary value.
Time dependence along a stationary path
Suppose now that from such a compatible pair(
z, φ¯(z)
)
, we wish to extend z and φ¯ along a trajectory
that preserves stationarity. The total time derivative of
wT with respect to its final-time argument is given by
d
dT
wT
(
φ†‡, φ‡
)
=
{
dz
dT
φ‡ +
dφ†‡
dT
∂
∂φ†‡
+
dφ‡
dT
∂
∂φ‡
}
wT
(
φ†‡, φ‡
)
− 1
piD
∫
dDφ e(φ
†
‡−z)(φ−φ‡)L
(
φ†‡, φ
)
e(z−1)φρ(φ) (D8)
(Note that Eq. (D8) includes only contributions to the
derivative of wT from quantities defined before time T ;
this derivative is different from the total derivative d/dt
of wt in the functional integral (57), which also includes
effects of the functional integral after time t.)
Ensuring that z + dt (dz/dt) is a stationary value if z
is one requires that
0 =
∂
∂φ‡
d
dt
wT
(
φ†‡, φ‡
)∣∣∣∣
φ†‡=z
∼
{
dz
dt
− ∂
∂φ
L(z, φ)
∣∣∣∣
φ¯(z)
}
wT (z, φ‡) (D9)
The term ∂L/∂φ is obtained by an integration by parts
over dDφ, and evaluated in the stationary-point approxi-
mation. All other terms from Eq. (D8) vanish at φ†‡ = z.
Thus preservation of the stationary-argument condition
for φ‡ gives the stationary-path equation for dz/dt.
To identify the time-dependence of the stationary ar-
gument φ‡, we work directly from the stationary-point
condition (D5). The total time derivative of that equa-
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tion is
− ∂L
∂φ¯
∣∣∣∣
z
=
d
dt
(
∂ log ρ
∂φ
∣∣∣∣
φ¯(z)
)
=
dφ¯
dt
(
∂2 log ρ
∂φ2
∣∣∣∣
φ¯
)
+
∂
∂φ¯
∣∣∣∣
t
(
∂ log ρ(φ)
∂t
∣∣∣∣
φ¯(z)
)
= −dφ¯
dt
∂z
∂φ¯
∣∣∣∣
t
− ∂
∂φ¯
∣∣∣∣
t
L(z, φ¯)∣∣
z(φ¯)
= − ∂z
∂φ¯
∣∣∣∣
t
(
dφ¯
dt
+
∂L
∂z
∣∣∣∣
φ¯
)
− ∂L
∂φ¯
∣∣∣∣
z
(D10)
In passing from the second to the third line of Eq. (D10),
to obtain an explicit expression for ∂ log ρ(φ) /∂t|φ¯ in
terms of L(z, φ¯), we evaluate z as an inverse function
of φ¯ from Eq. (D5). This functional dependence con-
tributes the term ∂L/∂z in the final line, from which we
obtain the stationary-path equation for the trajectory of
φ¯(z) along which φ‡ is to be evaluated:
dφ¯
dt
= − ∂
∂z
L(z, φ¯) (D11)
Eq. (D9) and Eq. (D11) imply the 2FFI counterpart
to conservation of energy in Hamiltonian mechanics:
dL/dt = 0 along the stationary path if ∂L/∂t = 0.
The stochastic effective action in stationary-path evaluations
Note from Eq. (D8) that along the contour identified
to preserve stationarity of wT ,
d
dT
(
wT
(
z, φ¯(z)
)∣∣
z(T )
)
=
dz
dT
φ¯− L(z, φ¯)wT (z, φ¯)
=
d
dT
∫
T
dt
{
−dz
dt
φ¯+ L(z, φ¯)}
≡ d
dT
S¯T (D12)
Therefore the extension of the Wigner function to times
t > T must include the stationary-path contribution from
the action, which was present for t < T in the functional
integral definition (57). wT thus extended satisfies
d
dt
(
e−S¯TwT
(
z, φ¯
)) ∼ 0 (D13)
recovering Eq. (60).
We have termed the stationary-path evaluation of
S the stochastic effective action [18]. It is the func-
tional Legendre transform of the large-deviation func-
tional for trajectories in Doi-Peliti integrals. The ap-
proximation (D7), with φ‡ set equal to φ¯(z) given ρ(φ),
together with the contribution from ST in Eq. (D13), pro-
vides the desired interpretation of the Wigner function
in terms of densities in the statistical model provided by
coherent states, and their exponential tilts by likelihood
functions.
Appendix E: Stationary-path solutions for the
two-state system
The stationary-path equations and both initial and
final values for fields are obtained from vanishing of
all terms in the variational derivative of the exponen-
tial argument in Eq. (44). We begin with solutions in
coherent-state variables, and then present the forms for
the descaled number coordinates ν, ν, and ν¯.
1. Coherent-state and number-potential solutions
a. Stationary-path equations and final-time conditions for
response fields
The stationary-path equations of motion for the com-
ponents of the field φ† from Eq. (47), in the rotated ba-
sis (98), evaluate to
∂τΦ
† =
∂Lˆ
∂Φˆ
= −νφ†
∂τφ
† =
∂Lˆ
∂φˆ
= φ† (E1)
The final-time values φ†T are given by variation of φˆT , as
φ†a = za φ
†
b = zb (E2)
Fixing the magnitude of the combination φ†bνb + φ
†
aνa
in Eq. (102) requires varying z along the contour
za ≡ νTa
νa
zb ≡ νTb
νb
(E3)
giving Eq. (111) in the main text. The remaining time-
dependent solutions, with time argument denoted explic-
itly here by subscript τ , are given by
φ†τ =
(νT − ν)(
1
4 − ν2
)eτ−T
Φ†τ = 1− νφ†τ (E4)
Initial data are specified in the generating function ψ0,
which when evaluated at the solutions for φ†0 become
1
N
ψ0
(
logφ†a0, logφ
†
b0
)
= log
(
φ†a0ν0a + φ
†
b0ν0b
)
= log
(
Φ†0 + ν¯0φ
†
0
)
= log
(
1 + Λe−T
)
(E5)
The final line of Eq. (E5) is obtained by combining the
two solutions (E4) at τ = 0, and introduces the combi-
nation Λ defined in Eq. (104).
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b. Stationary-path equations and initial-time conditions for
observable fields
The stationary-path equations of motion for the com-
ponents of the field φ from Eq. (47) are obtained by re-
moving a total derivative dt
(
φ†φ
)
from the action (45)
to shift the derivative onto φ. In the rotated basis (98),
they evaluate to
∂τ Φˆ = − ∂Lˆ
∂Φ†
= 0
∂τ φˆ = − ∂Lˆ
∂φ†
= −
(
φˆ− νΦˆ
)
(E6)
The total derivative cancels the final-time term
(
φ†φ
)
T
from the exponential in Eq. (44) and introduces an
initial-time term
(
φ†φ
)
0
. Variation of this term against
ψ0 with respect to φ
†
0 gives the initial-value conditions
for the components of φˆ0, as
φˆ0a =
∂ψ0
∂φ†0a
φˆ0b =
∂ψ0
∂φ†0b
(E7)
Solutions to the equations of motion (E6) from these ini-
tial conditions are then
Φˆt = Φˆ0 =
1
1 + Λe−T
φˆt = Φˆ0
[
ν + (ν¯0 − ν) e−τ
]
(E8)
The two displacements defined in equations (102)
and (103), characterizing respectively the mean in the
nominal distribution and the likelihood ratio applied to
the stationary measure, evaluate to
ν¯τ = ν + (ν¯0 − ν) e−τ (E9)
and
ντ = ν + (νT − ν) eτ−T (E10)
These results are reproduced (dropping the explicit sub-
scripts τ) as Eq. (105) in the text. It follows from
Eq. (E9) and Eq. (E10) that the combination
(ντ − ν) (ν¯τ − ν)(
1
4 − ν2
) = Λe−T (E11)
is invariant at its initial value.
The CGF for a binomial distribution at any time re-
tains the form (90), with νa/νa and νb/νb replacing za
and zb, and ν¯a and ν¯b replacing νa, and νb. From Eq. (E5)
and the invariant form (E11), it follows that
ψτ
N
= log
[
1 + Λe−T
]
= − log Φˆ0 (E12)
giving Eq. (107) in the text.
Finally, the non-linear mean of sample values (100) in
the importance distribution can be shown to evaluate to
ντ = ντ +
(
1
4 − ν2τ
)(
1
4 − ν2
) [(ν¯τ − ν) Φˆ0] (E13)
from which the form (109) for ∂ν/∂θ can be derived. The
ratio of measures
(
1/4− ν2τ
)
/
(
1/4− ν2) in Eq. (E13), by
which the importance distribution responds to variations
in the initial data, is the familiar scaling of response func-
tions [18] in the Fluctuation-Dissipation Theorem, be-
cause expressions of the form N
(
1/4− ν2) = Nνaνb are
the variance of fluctuations in the binomial.
2. Fisher spherical embedding
In one dimension, the Pythagorean theorem (16) for
K-L divergences loses the interpretation of a direction co-
sine between vector fields, but still reflects scale changes
between coherent-state or exponential families and the
geometric coordinate.
The mean-value Fisher-sphere construction of Sec. A 2,
for one variable, is the embedding on a circle:
cos2 α ≡ 1
2
+ ν sin2 α ≡ 1
2
− ν (E14)
The coordinate differential is
2
dα
dθ
=
√
1
4
− ν2 (E15)
and the geometric distance element is then
4(δα)
2
=
(
1
4
− ν2
)
(δθ)
2
=
∂ν
∂θ
(δθ)
2
(E16)
The Φˆ20 term in Eq. (122) becomes
Φˆ20 =
1
[1 + uv]2
=
(
1
4 − ν2
)(
1
4 − ν2
) (
1
4 − ν¯2
)
= 4
(∂α/∂θ) (∂α/∂η)
(∂v/∂θ) (∂u/∂η)
= 4
∂α
∂v
∂α
∂u
(E17)
the invariant Fisher information in coherent-state coor-
dinates. The equivalence between the two forms (67)
and (69) for the Fisher metric is again recovered as
∂2
∂θ2
(
ψ
N
)
= 4
∂α
∂θ
∂α
∂η
(E18)
showing the variation of the embedding coordinate of the
importance distribution with the tilt multiplied by its
variation with the base.
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3. Evaluation of the Amari-Chentsov tensor
From the form (120) of the Fisher metric in coordinates
(v, u), the Amari-Chentsov tensor on all contravariant
indices can be computed:
T
N
≡ ∂
3
∂θ3
(
ψ
N
)
= −2(dv/dθ) (du/dη)
[1 + uv]
3
[
ν (1− uv) +
√
1
4
− ν2 (u+ v)
]
(E19)
T is symmetric under u ↔ v, but its magnitude is not
conserved along the stationary-path trajectories. The
measure changes (dv/dθ) and (du/dη) are the same as
those in the Fisher metric, but in addition to these the
term u+ v is not invariant.
4. Connection coefficients in the coherent-state
connection
Among the nonzero connection coefficients for the dual
coherent-state connections (88), the only independent
components are for the rotated variables θ of Eq. (93)
and η of Eq. (113). They are
Γ
(θ)
θθ
θ
=
∂
∂θ
log
(
∂ν
∂θ
)
Γ(η)∗ηη
η
=
∂
∂η
log
(
∂ν¯
∂η
)
(E20)
The covariant components of the time derivative of vec-
tor fields δθ and δη defined in Eq. (82), for transport
respectively along θ˙ and η˙, evaluate to(
∂
∂τ
δθ
)
+ θ˙ (∇θδθ) =
(
d
dτ
δθ
)
+ δθ θ˙
∂
∂θ
log
(
∂ν
∂θ
)
= δθ
[
∂2Lˆ
∂θ∂ν
+
d
dτ
log
(
1
4
− ν2
)]
= δθ(
∂
∂t
δη
)
+ η˙
(∇∗ηδη) =
(
d
dτ
δη
)
+ δη η˙
∂
∂η
log
(
∂ν¯
∂η
)
= −δη
[
∂2
˜ˆL
∂ν∂η
− d
dτ
log
(
1
4
− ν¯2
)]
= −δη (E21)
The corrections from the coherent-state connection co-
efficients (E20) may be understood immediately by using
the first line of Eq. (112) and Eq. (113) together with the
time dependencies (105), to write
δθτ = δθT
(
1
4 − ν2T
)(
1
4 − ν2τ
) eτ−T
δητ = δη0
(
1
4 − ν¯20
)(
1
4 − ν¯2τ
)e−τ (E22)
The geometric invariants (E21) capture the exponential
growth or decay from Eq. (E22), while connection terms
remove measure factors
(
1/4− ν2τ
)
,
(
1/4− ν¯2τ
)
for expo-
nential relative to coherent-state coordinates.
The Fisher metric g, unlike δθ and δη, has no intrin-
sic time dependence and changes only due to change in
the net binomial parameter of the importance distribu-
tion. Its covariant derivatives (83), with connection co-
efficients (E20), then produce the two independent com-
ponents of variation from θ˙ and η˙ of
θ˙∇θg = θ˙
[
∂g
∂θ
− g ∂
∂θ
log
(
∂ν
∂θ
)]
= θ˙
∂g
∂θ
− g d
dτ
log
(
1
4
− ν2τ
)
=
(
v˙
∂
∂v
log Φˆ20
)
g
−η˙∇∗ηg = −η˙
[
∂g
∂η
− g ∂
∂η
log
(
∂ν¯
∂η
)]
= −η˙ ∂g
∂η
+ g
d
dτ
log
(
1
4
− ν¯2τ
)
= −
(
u˙
∂
∂u
log Φˆ20
)
g (E23)
These are reproduced as Eq. (124) in the text.
5. Two-dimensional divergences of the
large-deviation function and their integrals
In the exponential family of tilted distributions with
tilting parameter θ, over a base distribution with expo-
nential parameter η, the large-deviation function of two
arguments is constructed as
ψ∗(n; η) = θ(n; η)n− ψ(θ(n; η) ; η) (E24)
Its variation with η at fixed n is given by
∂ψ∗
∂η
∣∣∣∣
n
=
∂θ
∂η
∣∣∣∣
n
(
n− ∂ψ
∂θ
∣∣∣∣
η
)
− ∂ψ
∂η
∣∣∣∣
θ
(E25)
By definition of θ(n; η) as the inverse function of n(θ; η) ≡
∂ψ(θ; η) /∂θ, the term (n− ∂ψ/∂θ) ≡ 0 at all n. There-
fore the second derivative
∂2ψ∗
∂n ∂η
= − ∂θ
∂n
∣∣∣∣
η
∂2ψ
∂θ ∂η
= −∂
2ψ∗
∂n2
∂2ψ
∂θ ∂η
= −
(
∂2ψ
∂θ2
)−1
∂2ψ
∂θ ∂η
= −1 (E26)
The third line of Eq. (E26) uses additivity of θ and η to
cancel the two factors, which equal respectively g−1 and
g.
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The log-ratio of the conditional large-deviation proba-
bilities in Eq. (128) may be written as the integral
log
(
P (nB | nA; η2)
P (nB | nA; η1)
)
=
∫ η2
η1
dη
∂
∂η
logP (nB | nA; η)
= −
∫ η2
η1
dη
∂
∂η
[ψ∗(nB; η)− ψ∗(nA; η)]
= −
∫ η2
η1
∫ nB
nA
dη dn
∂2ψ∗
∂n ∂η
=
∫ η2
η1
∫ nB
nA
dη dn
∂θ
∂n
∣∣∣∣
η
∂2ψ
∂θ ∂η
=
∫ η2
η1
∫ θB
θA
dη dθ
∂2ψ
∂θ ∂η
=
∫ η2
η1
∫ nB
nA
dη dθn
= (nB − nA) (η2 − η1) (E27)
giving Eq. (129) in the text. The conversion from the
fifth to the sixth line in Eq. (E27) makes use of the two
alternative ways of expressing the inner product in con-
travariant/covariant coordinates given in Eq (74).
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