ABSTRACT:
Introduction
In conventional methods of denoising, the image polluted by noise is filtered by some kind of filter. Though it is simple, certain limitations exist. In particular, the conventional linear filtering method has the contradiction between local image feature protection and noise suppression. Nowadays, the denoising methods can be commonly divided into three categories which include the modulus maxima denoising method, the correlation denoising method, and the wavelet threshold denoising method [1] . Compared to other two methods, wavelet threshold denoising method proposed by Donoho and Johnstone [2] is simpler to calculate, and the noise can be suppressed to a large extent. At the same time, singular information of the original signal can be preserved well, so it is a simple and effective method. The fundamental task of wavelet denoising is to effectively separate the image wavelet coefficients and the noise wavelet coefficients in the wavelet domain [3] .
Since the pioneer work of Donoho and Johnstone [2] , many works on finding suitable thresholds have been proposed [4] . Inspired by [2] , Han et al. [5] proposed an improved threshold algorithm based on wavelet analysis. It is applied to smooth noise for a nonlinear time series. The signals are first decomposed onto different scales. Then, for all distinct frequency signals, different thresholds are selected to remove the noise components. Experimental results show that it achieves better performance than those with other threshold methods. In recent years, another effective image denoising method called bilateral filtering (BF) was proposed [6] . Based on multiscale wavelet transform (WT) and BF, Shi et al. [7] proposed an image denoising method. This method applies BF to the approximation subbands and WT to the detail subbands in all wavelet decomposition scales. It combines the advantages of the denoising performance of the two filtering methods without obviously increasing computational task. In [8] , Zhu et al. proposed an improved image denoising method based on Multi-wavelet transform. This method can choose the appropriate threshold adaptively according to the different subbands, different directions and image decomposition scales. Compared with the wavelet denoising and the traditional Multi-wavelet denoising, it achieves better denoising effect. Om and Biswas [9] proposed an improved image denoising method based on wavelet thresholding. In their method, a threshold as well as neighboring window size for every subband is determined by using its lengths. Experimental results show that this method performs better for all noise levels and for all window sizes under consideration for PSNR value and visual quality of the denoised image than Visushrink, NeighShrink and Modified NeighShrink for all window sizes and almost all noise levels. Although these methods achieve good performance by using different threshold functions, there are still some kinds of limitation which need to be solved in the future.
The wavelet threshold denoising method has two important factors, which affect the filtering performance significantly. One is threshold and the other important factor is the selection of the threshold function [10] . To study the effects of different threshold functions on the denoising performance, a comparative analysis for threshold denoising methods based on wavelet transform is presented. Firstly, we introduce the theory and application of the wavelet transform in threshold denoising methods. Then we emphatically analyze the filtering effect of different denoising methods based on different threshold functions. Finally, to test the performance of these methods, several experiments are conducted. By comparison, we can draw the conclusion that the filtering effect by using Gaussian mixture model is better than the global threshold and Maxmin threshold, and it is also slightly better than BayesShrink threshold in subjectively and objectively.
The rest of this paper is organized as follows. Section 2 introduces the basic theory of the wavelet denoising method. Section 3 introduces the image threshold denoising methods based on wavelet transform. Experimental results and performance analysis are presented in Section 4. Conclusions are given finally in Section 5. The basic idea of wavelet transform for image analysis is multi-resolution decomposition of the image. The image is divided into different spaces and different frequency sub-images. Fig. 1 shows the result of the three level wavelet decomposition of Lena image by using wavelet "db1". In Fig. 1, HL 3 , HL 2 , and HL 1 are horizontal detail coefficients; LH 3 , LH 2 , and LH 1 are vertical detail coefficients; HH3, HH2, and HH1 are diagonal detail coefficients. Horizontal, vertical and diagonal detail coefficients are collectively referred to as the high-frequency subimages. LL 3 is the low frequency information in the original image, which is the approximate representation of the image.
The Basic Principle of Wavelet Denoising

Wavelet Transform for Images
Principle of Wavelet Denoising
Wavelet transform has multi-resolution domain characteristics in time-frequency. Therefore it can make local analysis in the time-frequency domain and extract local signal singularity feature simultaneously. By using wavelet transform, the noise in the image can be filtered out efficiently and the high frequency information can be preserved well at the same time. In this way, we can obtain the restored image with better image quality from the noisy image.
In signal processing, wavelet denoising is a signal filter problem. Though it can be seen as a lowpass filter to a large extent, wavelet denoising can achieve better filtering performance than conventional low-pass filters. It is because that it can well retain the image characteristics after denoising. So wavelet denoising actually is an integration of feature extraction and low-pass filter. Its block diagram is shown as The hypothetical model of the image corrupted by Gaussian noise can be expressed as:
where n i is Gaussian white noise with zero-mean and variance σ, x i is desired signal, and y i is observations. The process of noise removal can be seen as the recovery of x i from the observed value y i . Suppose that the transform matrix of the discrete wavelet transform is W , Eq. (2) shows the wavelet decomposition result of Eq. (1).
It is known from the characteristics of wavelet transform that the wavelet transform of Gaussian noise is still in Gaussian distribution. It is evenly distributed in various parts of the frequency scale space. Besides, because the signal is band-limited, the wavelet transform coefficients are only concentrated in the finite parts of the frequency scale space. On the contrary, the noise energy is distributed on all the wavelet coefficients. From above analysis, it can be observed that signal energy is only distributed on a small part of the wavelet coefficients. So we can use this property to filter the noise while remaining the image information.
Image Threshold Denoising Methods Based on Wavelet Transform
Donoho and Johnstone [2] proposed wavelet threshold shrinkage denoising method in 1994. After that, wavelet threshold denoising method has been widely used due to its simple calculation and promising effect. The key step in threshold denoising method based on wavelet transform is to process the decomposed wavelet coefficients by setting a threshold. Then, we get estimated wavelet coefficients. There are two basic problems in this step: threshold determination and the selection of threshold function, which are also the hotspots in this method.
The Principle of Wavelet Threshold Denoising
The first wavelet denoising method is wavelet threshold denoising method, which is a simple and good denoising method. The larger magnitude wavelet coefficients contain the energy of image which mostly concentrated in high frequency. The energy of noise corresponds to the smaller magnitude wavelet coefficients that scattered in all the wavelet coefficients. According to this feature, a threshold should be set. If the wavelet coefficient is larger than the threshold, the main component of the wavelet coefficients is regarded as the useful signal which should be retained. If the wavelet coefficient is smaller than the threshold, the main component of the wavelet coefficients might be polluted by noise which should be eliminated. In this way, it can achieve the purpose of denoising. The key step of wavelet threshold denoising is how to select and process the threshold.
Selection of Threshold Function
The different strategies and different estimation methods for the wavelet coefficients are determined by threshold function. The two commonly used threshold functions are hard threshold function and soft threshold function [4] . Suppose that w i,j is the wavelet coefficient, w i,j is the wavelet coefficient processed by the threshold function, and λ is the threshold, these two kinds of threshold function can be expressed as follows.
(1) Hard threshold function The hard threshold function can only retain larger wavelet coefficients and set the smaller wavelet coefficients to zero, which can be given by Eq. (3):
(2) Soft threshold function The soft threshold can also set the smaller coefficients to zero. But the larger coefficients are constricted to zero, which can be defined as:
where sign() is a sign function. Fig. 3 shows the hard threshold function and soft threshold function where the abscissa represents the original wavelet coefficients of signal while Y-axis indicates the wavelet coefficients after thresholding process.
In hard threshold algorithm, the absolute values of the wavelet coefficient which are smaller than the threshold are set to zero while the absolute values which are larger than the threshold are reserved without any process. Hard threshold method can well preserve the local features of the image, such as image edges and so on. This is not easy to achieve in the mathematical treatment because its systolic function is not continuous. At the same time, a lot of artificial noise points will be produced at image edges leading to image distortion, like ringing effect or pseudo-Gibbs effect. Instead of retaining the wavelet coefficients whose values are larger than the threshold, the soft threshold algorithm makes shrinkage treatment to reduce these coefficients. Since the soft threshold is a continuous function, it can well overcome the shortcomings in hard threshold algorithm. So the processed results are relatively smooth. However, the wavelet coefficients with large absolute values are decreased, which causes some losses of high frequency information.
Estimation of Threshold
The estimation of the threshold is another important factor in wavelet threshold denoising method. If the threshold value is too small, the image still has many noises after denoising. If the threshold value is too large, the important features of the image would be filtered out. At present, global threshold and local threshold are two main thresholds used in denoising methods.
Compared with global threshold, local threshold is more flexible, because the threshold is determined by surrounding circumstances of the current coefficient.
(1) VisuShrink For the selection of threshold value, the larger the noise is, the larger the threshold for wavelet coefficients should be. Most threshold selection processes are based on a group of wavelet coefficients. According to the statistical characteristics of this group, Donoho [11] proposed a threshold selection method where a threshold value λ is calculated. It is proved that the threshold is proportional to the variance of the noise which can be given by Eq. (5):
where σ n is the standard deviation of the noise, and m is the number of sampling points. In practical application, the standard deviation of the noise is unknown which needs to be estimated. Since the noise is mainly concentrated in the HH 1 subband with the smallest scale, HH subband wavelet coefficients can be used to estimate the standard deviation of the noise, which is given in Eq. (6):
(2) Minimax Minimax is an improvement of global threshold, which adopts fixed threshold to obtain the minimax characteristics in desired process. The denoising signal can be supposed as the estimate of the unknown regression function. So the Minimax estimate is used to get the optional minimum value among the maximum mean square errors in the worst case. For decomposition level with less sampling points, the threshold is set to zero. In other words, no threshold process is made. The threshold is calculated as Eq. (7), where σ n is the standard deviation of the noise, and m is number of sampling points.
λ = { (3) BayesShrink threshold
Based on the characteristics of wavelet coefficients in natural image, Chang et al. [12] proposed BayesShrink threshold estimation method in 2000. This method is proposed based on the hypothesis that the wavelet coefficients of the non-noise image are in the generalized Gaussian distribution. In fact, according to statistical observation, most wavelet coefficients in natural images except LL are symmetrically distributed around zero. The peak can be obtained at the location of zero. So, it can be described as generalized Gaussian distribution (GGD) with zero mean. At the same time, BayesShrink method is obtained under Bayes criterion.
In the assumption that wavelet coefficients are in the generalized Gaussian distribution, the appropriate threshold formula can be obtained based on Bayesian estimation criteria, which is expressed as:
where σ n is calculated by Eq. (6), and σ x is estimated by using the wavelet coefficients in each subband. σ x can be obtained by Eq. (9) and Eq. (10):
0, m ≤ 32, 
where n 2 is the size of the subband under consideration.
For the fixed original image, it can be seen that the threshold increases when the noise variance increases. So that it can remove more noise. When the noise variance decreases, the threshold decreases. By this way, it can retain more wavelet coefficients.
Wavelet Threshold Denoising Method Based on Gaussian Mixture Model
Numerous studies have demonstrated that the statistical distribution of the wavelet coefficients is non-Gaussian. The typical shape of histogram of the wavelet coefficients obtains the peaks nearby zero, and there are heavy tails in both sides of zero. Generalized Gaussian distribution is a kind of a priori model which is often used. BayesShrink threshold denoising method is achieved by modeling the wavelet coefficients as generalized Gaussian distribution. Another popular model is Gaussian mixture distribution (GMM). Chipman et al. [13] get the subband adaptive Bayesian shrinkage function by using two normal distributions with zero-means and different variances to model the coefficients of one-dimensional signal.
Hou et al. [14] proposed a Gaussian mixture model which can be adaptive adjustment with different pixels. The model has good spatial adaptability because that it can classify the wavelet coefficients and estimate model parameters by classification information in neighbor window.
(1) Gaussian mixture model for image wavelet coefficients In Gaussian mixture model, each probability density function of the coefficients is regarded as the sum of two normal distributions with zero-means and different variances. For two dimensional image signals, Eq. (11) shows the model of noisy image.
where 
where N (0, σ 0 2 ) and N (0, σ 1 2 ) are two normal distributions with zero-means and different variances σ 1 2 and σ 0 2 , and P[i, j] is the probability of the smaller variance. Each parameter in coefficients can be adaptively adjusted according to different pixels.
(2) Parameter estimation In order to get the parameters which can be adaptively adjusted according to different pixels, the wavelet coefficients are classified by using BayesShrink threshold λ Bayes in Eq. (8) . The binary mask M of the subband is defined as Eq. (13). According to the corresponding mask values, the coefficients can be divided into two categories. 
M[i.j]
.
where N 0 [i,j] and N 1 [i,j] are the set of coefficients whose corresponding mask values are 0 and 1 respectively in the neighborhood. 
Similarly, the estimation of the smaller variance σ 0 2 can be obtained by using the coefficients whose mask values are 0 in N [i, j] . The estimated value σ 0 2 can be expressed as:
If the noise is Gaussian noise and the wavelet coefficients of the image to be estimated are also Gaussian distribution, the Bayesian estimation technique can be adopted to get the estimator of the signal [15] , which is given in Eq. (17): Table 1 . PSNR values of Lena image filtered by various filtering algorithms at different Gaussian noise intensities Table 1 and Table 2 show the PSNR values of Lena image and Barbara image filtered by various filtering algorithms at different Gaussian noise intensities. From Table 1 and Table 2 , it can be observed that the PSNR are all increased after filtering. Among these algorithms, the denoising method using global threshold has the lowest PSNR after filtering under different noise intensities. The algorithms using Gaussian mixture model and the BayesShrink threshold algorithm have comparatively close filtering effect. But the latter has better denoising effect, which is more obvious in the Barbara image with rich texture details.
Experimental Results and Analysis
We used MATLAB software for simulation experiment, and the function "imnoise" is used to add Gaussian noise with different intensities. In this paper, the noisy Lena image and noisy Barbara image whose sizes are both 512×512 are adopted to test the denoising performance. Besides, we use "db3" for three-level wavelet decomposition. The window sizes used in the model are all 5×5. In this section, we test the denoising effect of different denoising algorithms based on wavelet transform. In addition, a comprehensive comparison is made to evaluate the denoising algorithms with different threshold functions including global VisuShrink soft threshold method, Maxmin threshold method, BayesShrink threshold method, and GMM.
To evaluate the subjective effect of these denoising methods, Fig. 4 and Fig. 5 show the denoising Lena images and Barbara images. Firstly, we add Gaussian noise with zero-mean and intensity 0.02 to the original image and then filter the noisy image by different denoising methods mentioned above. Table 2 . PSNR values of Barbara image filtered by various filtering algorithms at different Gaussian noise intensities
From the comparison among the filtering results of different denoising methods using different threshold functions, we can see that the images become blurred after global threshold denoising. The image texture details are well preserved by using wavelet denoising method based on Gaussian mixture model. By comparison, it is observed that the effect by using Gaussian mixture model is better than the global threshold and Maxmin threshold, and slightly better than BayesShrink threshold. In the Barbara image which has more texture details, the comparison is more obvious. At last, we would like to point out that for other test images, similar results can be obtained. 
Conclusion
In this paper, a comparative analysis for threshold denoising methods based on wavelet transform is presented. Firstly, we introduce the theory and application of the wavelet transform in threshold denoising methods. Then we emphatically analyze the strengths and weaknesses of different denoising methods based on different threshold functions. Finally, we make comparisons for these methods with different threshold functions in subjectively and objectively. By comparison, we can draw the conclusion that the filtering effect by using Gaussian mixture model is better than that of the global threshold and Maxmin threshold, and also slightly better than BayesShrink threshold.
