This work addresses the issue of cross-language high similarity and near-duplicates search, where, for the given document, a highly similar one is to be identified from a large cross-language collection of documents. We propose a concept-based similarity model for the problem which is very light in computation and memory. We evaluate the model on three corpora of different nature and two language pairs English-German and English-Spanish using the Eurovoc conceptual thesaurus. Our model is compared with two state-of-the-art models and we find, though the proposed model is very generic, it produces competitive results and is significantly stable and consistent across the corpora.
Introduction
The task of high similarity search refers to the identification of documents that are duplicates or share almost identical information. The proliferation of information in the age of the Web is extremely high and there exists a large redundancy in the contents of newly generated text. High similarity search becomes important either to avoid or to exploit redundancy. The former refers to the technology of duplicate identification for Web search indexing, also known as near-duplicate detection; whereas the latter corresponds to high similarity search for text classification, document clustering, plagiarism detection and retrieval by example. This problem is well studied for the monolingual variant and the most popular approaches are related to shingling [1] , and the majority of research is based on the selection of a representative signature for the documents in question [2, 3, 4] .
Documents with similar content also exist across languages, e.g. Wikipedia articles in multiple languages, news stories in different languages covering the same event, cross-language cases of plagiarism, and translated documents. Identification of such documents across languages is also referred as cross-language (CL) high similarity search, CL near-duplicate identification and CL pairwise similarity in the literature, but has attained less attention compared to its monolingual counterpart [5, 6] .
Usually, in this framework the length of the query is quite large (i.e. a whole document). Although it induces more information for the similarity estimation, this may potentially introduce noise. Moreover, the CL setting, where one term in language L 1 may stand equivalent to many completely different terms in language L 2 , in addition to a large reference collection, introduces a new twist in the problem. The large vocabulary of the collection is dangerous in terms of ambiguity and computational cost.
We propose an algorithm which measures the CL similarity based on a conceptual thesaurus (CT). The main contributions of this work are twofold: 1. A method to represent documents (of any domain) in the conceptual space using a domain specific CT is suggested.
2. A novel method for CL high similarity search based on a reduced vocabulary (concepts) is proposed.
The rest of the paper is structured as follows. In Section 2, we present the related work. Section 3 describes the CT used and the models in detail. In Section 4, we present the performance evaluation of the approach and analysis. Finally, in Section 5 we summarise the work.
Related Work
Recently, there have been many attempts to address the issue of CL high similarity search. Anderka et al.
[5] discuss the fact that, linear scan is inevitable for CL high similarity search, empirically and theoretically but do not report experimental results of the actual retrieval. Ture et al. [6] report the results of locality-sensitive hashing scheme [1] for the specified problem using MapReduce [7] and conclude as no optimal solution to reduce the search space. Moreover, they concentrate more on the scalability issues of the problem. In another approach, Platt et al. [8] suggest an oriented principle component analysis (OPCA) based learning in which multilingual documents are represented in a common space, but as they further mention, this technique is impractical for large vocabularies because the temporal and spatial cost scale quadratically with the vocabulary size.
Eurovoc has previously been used for the identification of translated documents [9, 10] , in which, the Eurovoc concepts were enriched by a set of associative phrases extracted from a large manually (keywords) annotated corpus. The Eurovoc concepts are then assigned to the documents based on the similarity between the contents of the document and the enriched associative set. This approach is quite restrictive because it demands a large manually annotated and domain dependent corpora for the association of Eurovoc concepts to the documents.
The CL explicit semantic analysis model (CL-ESA) tries to estimate the semantic similarity between two documents based on a comparable corpus [11] . The CL alignment based similarity analysis model (CL-ASA) is an adaptation of IBM M1 [12] , in which the translation model is adapted to handle long texts and the language model is substituted by a length model [9] to measure the similarity [13, 14] . Another model is based on the comparison of character n-grams (CL-CNG) between the documents [15] . Recently, these three models were compared in [16] . CL-ASA and CNG showed better performance on different corpora like JRC and Wikipedia. Therefore, we compare the proposed model with CL-ASA and CL-CNG.
