Analysis of an SIR  Epidemic Model with Pulse Vaccination and Distributed Time Delay by Gao, Shujing et al.
Hindawi Publishing Corporation
Journal of Biomedicine and Biotechnology
Volume 2007, Article ID 64870, 10 pages
doi:10.1155/2007/64870
ResearchArticle
Analysis of an SIR Epidemic Model with Pulse Vaccination
and Distributed Time Delay
Shujing Gao,1,2 Zhidong Teng,2 Juan J. Nieto,3 and Angela Torres4
1College of Mathematics and Computer Science, Gannan Normal University, Ganzhou 341000, China
2College of Mathematics and Systems Science, Xinjiang University, Urumqi 830046, China
3Departamento de An´ alisis Matem´ atico, Facultad de Matem´ aticas, Universidad de Santiago de Compostela,
15782 Santiago de Campostela, Spain
4Departamento de Psiquiatr´ ıa, Radiolog´ ıa y Salud P´ ublica, Facultad de Medicina, Universidad de Santiago de Compostela,
15782 Santiago de Campostela, Spain
Correspondence should be addressed to Shujing Gao, gaosjmath@tom.com
Received 12 November 2006; Revised 5 April 2007; Accepted 25 May 2007
Recommended by Halima Bensmail
Pulse vaccination, the repeated application of vaccine over a deﬁned age range, is gaining prominence as an eﬀective strategy for
the elimination of infectious diseases. An SIR epidemic model with pulse vaccination and distributed time delay is proposed in
this paper. Using the discrete dynamical system determined by the stroboscopic map, we obtain the exact infection-free periodic
solutionoftheimpulsiveepidemicsystemandprovethattheinfection-freeperiodicsolutionisgloballyattractiveifthevaccination
rate is larger enough. Moreover, we show that the disease is uniformly persistent if the vaccination rate is less than some critical
value. The permanence of the model is investigated analytically. Our results indicate that a large pulse vaccination rate is suﬃcient
for the eradication of the disease.
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1. INTRODUCTION
Mathematical models are very useful and frequently used
nowadays. For example, in [1], the authors used a novel in
vitro pharmacodynamic infection model of tuberculosis by
exposing M. tuberculosis to moxiﬂoxacin with a pharma-
cokinetic half life of decline similar to that encountered in
humans.Thenthedataobtainedfromthismodelweremath-
ematically modeled. D’Agata et al. [2] introduced a mathe-
matical model to quantify the contribution of antibiotic ex-
posure and of other modiﬁable factors to the dissemination
of vancomycin-resistant enterococci (VRE) in the hospital
setting and provided a framework to assist in targeting nec-
essary interventions aimed at limiting the spread of VRE. An
extension of that model that incorporates an environmen-
tal reservoir for VRE was developed in [3]. Diﬀerent mod-
els, using fuzzy mathematics, applicable in medicine are re-
viewed in [4]. Gao et al. [5] developed a model and a pulse
vaccination strategy, the repeated application of vaccine over
a deﬁned age range. It revealed as an eﬀective strategy for the
elimination of infectious diseases.
In the classical epidemiological model [6–13], a popula-
tionoftotalsizeN isdividedintoSsusceptiblenumbers,I in-
fective numbers, and R recovered numbers. The relation be-
tween these three categories leads to the classical SIR model:
˙ S(t) =− βS(t)I(t),
˙ I(t) =− βS(t)I(t) − γI(t),
˙ R(t) = γI(t),
(1)
where β(> 0) is the infection parameter or the transmission
rate contact, γ(> 0) is the removal parameter giving the rate
at which infectives become immune, and 1/γ is the mean in-
fectiousperiod.TheinitialpopulationareS(0), I(0)positive,
and R(0) = 0. Obviously, S(0)+I(0)+R(0) = N. It is known
that S(t)+I(t)+R(t) = N is constant. Dividing S, I,a n dR
by N we may assume that N = 1 without loss of generality.
If death or isolation may occur, R(t) represents all removals
from the population (including immunes, deaths, and iso-
lates). An important parameter is the relative removal rate
c =
γ
β
. (2)2 Journal of Biomedicine and Biotechnology
A major outbreak occurs only if the initial number of sus-
ceptibles S(0) >c . This is known as the threshold theorem, c
being such a threshold.
Ma et al. [14] formulate an SIR model with time delay
eﬀected by assuming that the force of infection at time t is
given by
βe
−μωS(t −ω)I(t −ω), (3)
where μ>0 is natural death rate and ω>0i saﬁ x e dt i m e
during which the infectious agents develop in the vector and
it is only after that time that the infected vector can infect a
susceptible human. That is, ω is the infectious period of the
disease.
Beretta et al. [15] point out that it is more natural to as-
sume that ω is a distributed parameter than a ﬁxed time. It
is, of course, bounded above by some positive ﬁnite time “h,”
that is, h is the maximum infectious period. Hence, the force
of infection (3)h a st ob es u b s t i t u t e db y
β
 h
0
f (s)S(t −s)I(t −s)e−μsds,( 4 )
where f(s), that is the fraction of vector population in which
the time taken to become infectious is “s”, is assumed to be a
nonnegative function on [0, h]. Mathematically, f :[ 0 ,h] →
R +0 square integrable on [0, h] and satisﬁes
 h
0
f(s)ds = 1,
 h
0
sf(s)ds < +∞,( 5 )
where we assume that the parameter ω∗ =
 h
0 sf(s)ds > 0i s
the average incubation time in the vector to become infec-
tious.
When natural birth, natural death, and the force of infec-
tion (4) are considered, we are yielded to an SIR model with
distributed time delay:
˙ S(t) = μ −β
 h
0
f(s)S(t −s)I(t −s)e−μsds−μS(t),
˙ I(t) = β
 h
0
f(s)S(t −s)I(t −s)e
−μsds−μI(t) −γI(t),
˙ R(t) = γI(t) −μR(t).
(6)
Here, f(s)s a t i s ﬁ e s( 5). It is assumed that the natural birth
rate is equal to the natural death rate and all newborns are
susceptible. μ(> 0) denote the natural birth rate and death
rate, 1/μ is the mean life expectancy. The total population
size N(t) = S(t)+I(t)+R(t)s a t i s ﬁ e s ˙ N(t) = μ(1 − N(t))
and N(t)→1a st→∞.H e n c e ,m o d e l( 6) can be regarded as
a model with a total constant population. Consequently, we
assume that N(t) = 1f o ra l lt ≥ 0. Obviously, R0 = β/(μ+γ)
is the reproduction number of the system (6) without time
delay. That is, if R0 > 1, then on average, each infected indi-
vidual infects more than one other member of the popula-
tion and a self-sustaining group of infectious individuals will
propagate.
For the sake of simplicity, we put in dimensionless form
themodelequations(6)byredeﬁninganewnondimensional
time t = (μ+γ)t. This leads to the dimensionable equations
˙ S(t) = μ −R0
 h
0
f(s)S(t −s)I(t −s)e
−μsds− μS(t),
˙ I(t) = R0
 h
0
f(s)S(t −s)I(t − s)e−μsds−I(t),
˙ R(t) = γI(t) −μR(t),
(7)
where
μ =
μ
μ+γ
, R0 =
β
μ+γ
, h = (μ+γ)h, γ =
γ
μ+γ
(8)
are the dimensionless parameters. For convenience, we re-
move the bars in the following discussion. Thus, the model
(7) yields
˙ S(t) = μ − R0
 h
0
f(s)S(t − s)I(t −s)e
−μsds−μS(t),
˙ I(t) = R0
 h
0
f (s)S(t −s)I(t −s)e−μsds−I(t),
˙ R(t) = γI(t) −μR(t).
(9)
Infectious diseases have tremendous inﬂuence on human
life. Every year millions of human beings suﬀer or die of var-
ious infectious diseases. Controlling infectious diseases has
been an increasingly complex issue in recent years. A strat-
egy to control infectious diseases is vaccination. One can in-
vestigate under what conditions a given agent can invade a
(partially) vaccinated population, that is, how large a frac-
tion of the population we have to keep vaccinated in order
to prevent the agent from establishing. However, in practi-
cal situations one usually has to start a vaccination campaign
when the agent has become endemic. In such a case, will
the vaccination eﬀort be suﬃcient to eliminate? What is the
adequate strategy? Constant vaccination is the conventional
strategy. Recently, a new strategy denominated pulse vac-
cination strategy (PVS) has been revealed adequate against
poliomyelitis and measles. The eﬀectiveness of constant and
pulsevaccinationpoliciesarecomparedtheoreticallyandnu-
merically in [16].
A usual recommendation for measles immunization is to
apply a ﬁrst vaccination dose to all infants of 15 months of
age and a second dose at six years. However, it was hypothe-
sized[17]thatmeaslesepidemicscanbemoreeﬃcientlycon-
trolled when the natural temporal process of the epidemics is
antagonized by another temporal process, that is, by a vacci-
nation eﬀort that is pulsed in time rather than uniform and
continuous. We call this policy pulse vaccination and it was
shown theoretically that if children aged one to seven years
areimmunizedonceeveryﬁveyears,thatmaysuﬃce for pre-
venting the epidemics [18].
The strategy of pulse vaccination (PVS) consists of peri-
odical repetitions of impulsive vaccinations in a population,
on all the age cohorts [5, 19–21]. At each vaccination time, a
constant fraction of the susceptible population is vaccinated.Shujing Gao et al. 3
Some theoretical considerations, practical advantages, and
examples of the PVS are presented in [5, 21–23]. For exam-
ple, some successes against poliomyelitis and measles have
been attributed to repeated PVS [24]. As indicated in [25],
models have clearly shown the advantages of a mass cam-
paignapproachinrapidlyachievinghighmeaslespopulation
immunity and interrupting measles virus circulation.
Further, we consider PVS in model (9) and assume that
τ (>0) denotes the period of pulsing and θ (0 <θ<1) is
the proportion of those vaccinated successfully. Incorporat-
ing pulse vaccination, we propose an SIR model with pulse
vaccination and distributed time delay:
˙ S(t) = μ −R0
 h
0
f(s)S(t −s)I(t −s)e
−μsds− μS(t),
˙ I(t) = R0
 h
0
f(s)S(t −s)I(t − s)e−μsds−I(t),
˙ R(t) = γI(t) −μR(t),
t =kτ,
S

t+
= (1 −θ)S(t),
I

t+
= I(t),
R

t+
= R(t)+θS(t),
t = kτ.
(10)
Note that the variable R do not appear in the ﬁrst and
secondequationsofsystem(10).Thisallowsustoattack (10)
by studying the subsystem
˙ S(t)=μ−R0
 h
0
f(s)S(t−s)I(t−s)e
−μsds−μS(t),
˙ I(t)=R0
 h
0
f (s)S(t −s)I(t −s)e−μsds−I(t),
t =kτ,
S

t+
= (1 − θ)S(t),
I

t+
= I(t),
t = kτ.
(11)
The initial conditions for (11)a r e

φ1(ζ),φ2(ζ)

∈ C+ = C

[−h,0],R2
+

, φi(0) > 0, i = 1,2.
(12)
Frombiologicalconsiderations,wediscusssystem(11)in
the closed set
Ω =

(S,I) ∈ R2
+ |0 ≤ S, I ≤ 1

. (13)
It can be veriﬁed that Ω is positively invariant with respect to
(11), that is, any solution starting in Ω remains in Ω in the
future.
Most of the research literature on epidemiologic mod-
els are established by ODE, delayed ODE, or impulsive ODE
[26–28].However,impulsiveequationswithdistributedtime
delay have seldom been studied by authors. The main pur-
pose of this paper is to analyze the impulsive model with dis-
tributed time delay (11) and establish suﬃcient condition so
that the disease dies out. The second purpose of this paper
is to investigate the role of distributed time delay in disease
transmission and show that, under appropriate conditions,
the disease is uniformly persistent, that is, there is a positive
constant q (independent of the choice of the solution) such
that I(t) ≥ q for suﬃciently large t.
2. DEFINITIONS AND PRELIMINARIES
Inthefollowing,weintroducesomedeﬁnitionsandstatetwo
results which will be useful in subsequent sections.
Deﬁnition 1. The solution (S(t),I(t)) of system (11)i ss a i d
to be globally attractive if every solution of system (11) tends
to (S(t),I(t)) as t→∞.
Deﬁnition 2. System (11) is said to be uniformly persistent if
there is an η>0 (independent of the initial conditions) such
that every solution (S(t),I(t)) with initial conditions (12)o f
system (11)s a t i s ﬁ e s
liminf
t→∞ S(t) ≥ η, liminf
t→∞ I(t) ≥ η. (14)
Deﬁnition 3. System (11) is said to be permanent if there ex-
ists a compact region Ω0 ∈ intΩ such that every solution of
system (11) with initial conditions (12) will eventually enter
and remain in region Ω0.
We now present a technical result.
Lemma 1. Consider the following impulsive system:
u˙(t) = a −bu(t), t =kτ,
u

t+
= (1 − θ)u(t), t = kτ,
(15)
where a>0, b>0,and0 <θ<1. Then there exists a unique
positive periodic solution of system (15):
 ue(t) =
a
b
+
	
u
∗ −
a
b


e
−b(t−kτ), kτ < t ≤ (k +1 )τ,
(16)
which is globally asymptotically stable, where u∗ = (a/b)((1 −
θ)(1 −e−bτ)/(1 −(1 −θ)e−bτ)).
Proof. Integrate and solve the ﬁrst equation of system (15)
between pulses
u(t) =
a
b
+
	
u(kτ) −
a
b


e
−b(t−kτ), kτ < t ≤ (k +1 )τ,
(17)
where u(kτ) is the initial value at time kτ. Using the second
equation of system (15), we deduce the stroboscopic map
such that
u

(k +1 )τ

= (1 − θ)

a
b
+
	
u(kτ) −
a
b


e−bτ

 f

u(kτ)

,
(18)
where f(u) = (1 − θ)[a/b +( u − a/b)e−bτ]. It is easy to
know that system (18) has unique positive equilibrium u∗ =
(a/b)((1 − θ)(1 − e−bτ)/(1 − (1 − θ)e−bτ)). Since f(u)i sa4 Journal of Biomedicine and Biotechnology
straight line with slope less than 1, we obtain that u∗ is glob-
ally asymptotically stable. It implies that the corresponding
periodic solution of system (15)
 ue(t) =
a
b
+
	
u
∗ −
a
b


e
−b(t−kτ), kτ < t ≤ (k +1 )τ,
(19)
is globally asymptotically stable. The proof of Lemma 1 is
complete.
Lemma2(BerettaandTakeuchi[29]). Considerthefollowing
equation:
˙ y(t) =− a1y(t)+a2
 h
0
f (s)y(t −s)ds, (20)
where a1,a2,h>0,a n df (s) satisﬁes (5). Then the trivial so-
lution y = 0 of system (20) is globally asymptotically stable if
and only if a2 <a 1.
3. MAIN RESULTS
In this section, we ﬁrst demonstrate the existence of the
infection-free periodic solution, in which infectious individ-
uals are entirely absent from the population permanently,
thatis,I(t) = 0forallt ≥ 0.Underthiscondition,thegrowth
of susceptible individuals must satisfy
˙ S(t) = μ −μS(t), t =kτ,
S

t+
= (1 −θ)S(t), t = kτ,
(21)
We show below that the susceptible population S oscillates
with period τ, in synchronization with the periodic pulse
vaccination.
According to Lemma 1, we know that periodic solution
of system (21)
 Se(t) = 1 −
θ
1 −(1 −θ)e−μτ e−μ(t−kτ), kτ < t ≤ (k +1 )τ,
(22)
is globally asymptotically stable.
Theorem 1. The infection-free periodic solution ( Se(t),0) of
system (11) is globally attractive provided that R∗ < 1,w h e r e
R
∗  R0
1 −e−μτ
1 −(1 −θ)e−μτ . (23)
The proof will be given in the appendix.
Denote
θ
∗ =

R0 −1

eμτ −1

, τ∗ =
1
μ
ln
	
1+
θ
R0 −1


.
(24)
According to Theorem 1, we can easily obtain the follow-
ing results.
Corollary 1. If R0 ≤ 1, then the infection-free periodic solu-
tion ( Se(t),0) is globally attractive.
Corollary2. IfR0 > 1,thentheinfection-freeperiodicsolution
( Se(t),0) is globally attractive provided that θ>θ
∗ or τ<τ ∗.
Theorem 1 determines the global attractivity of (11)i n
Ω for the case R∗ < 1. Its epidemiological implication is that
theinfectiouspopulationvanishes,sothediseasewilldieout.
From Corollaries 1 and 2 we know, in order to success-
fully prevent disease, the vaccination proportion should be
large enough. This would lead to more diﬃculties and costs
to implement vaccination for many people.
In the following, we say the disease is endemic if the in-
fectious population persists above a certain positive level for
suﬃciently large time.
Theorem 2. Suppose that R∗  (1 − θ)e−μhR∗ > 1. Then
thereexistsapositiveconstantq suchthateachpositivesolution
(S(t),I(t)) of system (11) satisﬁes
I(t) ≥ q, fortlarge enough. (25)
The proof will be given in the appendix.
Denote
θ∗ =

R0e−μh −1

eμτ −1

R0e−μh
eμτ −1

+1
,
τ
∗ =
1
μ
ln
	
1+
θ
R0e−μh(1 −θ) −1


,
h∗ =
1
μ
ln
	R0(1 −θ)

1 − e−μτ
1 −(1 −θ)e−μτ


.
(26)
From Theorem 2, we also easily obtain the following re-
sults.
Corollary 3. If R0e−μh > 1, the disease will be endemic pro-
vided that θ<θ ∗.
Corollary 4. If R0e−μh(1 − θ) > 1, then the disease will be
endemic provided that τ>τ ∗.
Corollary 5. If R0(1 − θ)(1 − e−μτ) > 1 − (1 − θ)e−μτ, then
the disease will be endemic provided that h<h ∗.
Theorem 3. Suppose R∗ > 1. Then system (11) is permanent
provided that μ>R 0.
The proof will be given in the appendix.
In the following, we will study the inﬂuence of pulse vac-
cination rate (with θ), period of pulsing (with τ), and so on,
on the system (11) by numerical analysis. From Table 1,w e
can observe that a large pulse vaccination rate or a short pe-
riod of pulsing is suﬃcient condition for the global attractiv-
ity of infection-free periodic solution ( Se(t),0). From the last
line of Table 1, we can also observe that when pulse vaccina-
tion rate is very large, although h = 0, the epidemic disease
cannot be permanent yet. This implies that pulse vaccination
brings determinant eﬀect on the dynamics behaviors of the
model.
4. DISCUSSION
We have analyzed the SIR epidemic model with pulse vacci-
nation and distributed time delay. Two thresholds have beenShujing Gao et al. 5
Table 1: The eﬀe c to fp a r a m e t e r sθ, τ, R0, μ and h on the global attractivity of the infection-free periodic solution and the permanence of
epidemic disease.
θτR 0 μh R ∗ R∗ Attractivity Permanence
0.6 1 3 0.2 0.5 0.8086 0.2927 Yes No
0.1 1 3 0.2 0.5 2.067 1.6829 No Yes
0.6 4 3 0.2 0.5 2.0140 0.7289 Indeterminacy Indeterminacy
0.6 20 3 0.2 0.5 2.9667 1.0738 No Yes
0.1 1 3 0.2 4 2.067 0.8357 Indeterminacy Indeterminacy
0.6 1 3 0.2 0 0.8086 0.3235 Yes No
established, one for global stability of the infectious-free so-
lution and one for persistence of the endemic solution.
From Corollaries 2 and 3, we obtain that if R0e−μh > 1,
the disease dies out when θ>θ
∗ whereas the disease persists
when θ<θ ∗. There is a gap between θ∗ and θ
∗.T h er e a -
son for this gap is that the thresholds are given in concrete
terms in this paper. Does a sharp threshold condition exist?
We think the sharp threshold condition exists, but can pre-
sumably only be given in abstract terms. Consider the linear
DDE
˙ I(t) = R0
 h
0
f (s) Se(t −s)I(t −s)e−μsds−I(t), (27)
where  Se(t) is the τ-periodic disease free state under the vac-
cination eﬀort θ. The solutions of this linear equation are as-
sociated with a compact positive operator on C([−h,0]). Let
r be the spectral radius of this operator. The disease dies out
if r<1 and persists if r>1. In terms of the vaccination eﬀort
θ this means that, if R0 > 1, there is a 
 θ ∈ (0,1) such that the
disease dies out if θ>
 θ and the disease persists if θ<
 θ. 
 θ
is the unique vaccination proportion θ for which (27)h a sa
τ-periodic positive solution. θ∗ <θ
∗ given in the paper are
lower and upper estimates of 
 θ. The spectral radius of this
operator r and its threshold condition will be considered in
our future research.
Moreover, according to Theorems 1 and 2,w ec a nc h oo s e
the vaccination period (with τ) and increase the proportion
(with θ) of those vaccinated successfully such that R∗ < 1
in order to prevent the epidemic disease from generating en-
demic.
From Figures 1 and 2, we can observe the following.
(i) R∗ and R∗ are inversely proportional to θ value and
directly proportional to τ value and R0 value, which implies
thatpulsevaccinationmeasurestheinhibitioneﬀectfromthe
behavioralchangeofthesusceptiblewhentheytransfertothe
infectious class (I).
(ii) R∗ is a directly proportional to μ value, which im-
plies that the natural birth or death rate measures the inhibi-
tion eﬀect from the behavioral change of the susceptible class
(with S) when it moves into the infectious class (I).
(iii)R∗ isinverselyproportionaltohvalue,whichimplies
that the maximum infectious period of the disease measures
the inhibition eﬀect from the behavioral change of the sus-
ceptible class (with S) when it moves into the infectious class
(I).
(iv) There is a value μ∗ such that R∗ is directly propor-
tional to μ when μ<μ ∗ and is inversely proportional to μ
when μ>μ ∗. Therefore the larger death rate is suﬃcient
for the global attractivity of infectionCfree periodic solution
( Se(t),0). It is easy to verify. In fact, we can calculate the
derivative of R∗ with respect to μ
dR∗
dμ
=
(1 −θ)e−μhR0

1 −(1 −θ)e−μτ2g(μ), (28)
whereg(μ) = θτe−μτ−h(1−e−μτ)(1−(1−θ)e−μτ).Obviously,
g (μ) < 0a n dg(0) > 0,limμ→+∞g(μ) < 0. Hence, there exists
a μ∗ such that dR∗/dμ > 0f o rμ ∈ (0,μ∗), whereas dR∗/dμ <
0f o rμ ∈ (μ∗,+∞).
Epidemic models with time delays have received much
attention since delays can often cause some complicated dy-
namical behaviors. Delays in many models can destabilize
an equilibrium and thus lead to periodic solutions by Hopf
bifurcation [30–32]. It is well known that periodic forcing
can drive SIR and SEIR models into a behavior which looks
chaotic [33, 34].
The impulsive model with distributed time delay (11)
will be analyzed, in particular paying attention to the follow-
ing points:
(i) the global asymptotic stability for SIR model with
pulse vaccination and distributed time delay;
(ii) the behavior of the model when an insuﬃcient level
of people undergo the vaccination: bifurcation and chaotic
solutions;
(iii) whether periodic or pulse vaccination does a better
job than constant vaccination at the same average value.
APPENDIX
Proof of Theorem 1. Since R∗ < 1, we can choose ε0 > 0s u ﬃ-
ciently small such that
R0
	
1 − e−μτ
1 −(1 −θ)e−μτ +ε0


< 1. (A.1)
It follows from the ﬁrst equation of system (11) that
˙ S(t) ≤ μ−μS(t). Thus we consider the comparison impulsive
diﬀerential system,
˙ x(t) = μ −μx(t), t =kτ,
x

t+
= (1 −θ)x(t), t = kτ.
(A.2)6 Journal of Biomedicine and Biotechnology
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Figure 1: The relationship between the parameters and R∗:( a )“ θ −R∗,” (b) “τ −R∗,” (c) “μ −R∗,” (d) “R0 −R∗.”
In view of (21), we obtain that the periodic solution of
system (A.2), that is,  xe(t) is globally asymptotically stable,
and have  xe(t) =  Se(t).
Let (S(t),I(t)) be the solution of system (11) with initial
values (12)a n dS(0+) = S0 > 0, and let x(t) be the solution
of system (A.2) with initial value x(0+) = S0. By the com-
parison theorem for impulsive diﬀerential equation [35, 36],
there exists an integer k1 > 0 such that
S(t) <x (t) <  Se(t)+ε0 ≤
1 − e−μτ
1 −(1 −θ)e−μτ +ε0  δ,
kτ < t ≤ (k +1 )τ,k>k 1.
(A.3)
Further, from the second equation of system (11), we know
that (A.3)i m p l i e s
˙ I(t) ≤ R0δ
 h
0
f (s)I(t −s)ds−I(t), t>k τ+h, k>k 1.
(A.4)
Consider the following comparison system:
˙ y(t) = R0δ
 h
0
f(s)y(t −s)ds− y(t), t>k τ+h, k>k 1.
(A.5)
From (A.1), we have R0δ<1. According to Lemma 2,w e
have limt→∞y(t) = 0.
Let (S(t),I(t)) be the solution of system (11) with initial
values (12)a n dI(ζ) = ϕ(ζ) > 0(ζ ∈ [−h,0]), and let y(t)b e
the solution of system (A.5) with initial value y(ζ) = ϕ(ζ) >
0(ζ ∈ [−h,0]). By the comparison theorem in diﬀerential
equation, we have limt→∞I(t) ≤ limt→∞y(t) = 0. Incorporat-
ing into the positivity of I(t), we know that limt→∞I(t) = 0.
Therefore, for any ε1 > 0( s u ﬃciently small), there exists an
integer k2 >k 1 (where k2τ>k 1τ + h) such that I(t) <ε 1 for
all t>k 2τ.
From the ﬁrst equation of system (11), we have
˙ S(t) ≥ μ −R0ε1 − μS(t), for t>k 2τ +h. (A.6)
Consider comparison impulsive system for t>k 2τ + h and
k>k 2,
˙ z(t) = μ −R0ε1 −μz(t), t =kτ,
z

t+
= (1 −θ)z(t), t = kτ.
(A.7)Shujing Gao et al. 7
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Figure 2: The relationship between the parameters and R∗:( a )“ θ −R∗,” (b) “τ −R∗,” (c) “μ −R∗,” (d) “R0 −R∗,” (e) “h −R∗.”
By Lemma 1, we have the unique periodic solution of system
(A.7),
 ze(t) =
μ −R0ε1
μ
+
	
z∗ −
μ −R0ε1
μ


e−μ(t−kτ),
kτ < t ≤ (k +1)τ,
(A.8)
which is globally asymptotically stable, where z∗ = ((μ −
R0ε1)/μ)((1 −θ)(1 −e−μτ)/(1 −(1 −θ)e−μτ)).
Further, in view of the comparison theorem in impulsive
diﬀerential equation, there exists an integer k3 >k 2 such that
k3τ>k 2τ +h and
S(t) >  ze(t) −ε1, kτ < t ≤ (k +1 )τ, k>k 3.
(A.9)
Because ε0 and ε1 are arbitrary small, it follows from
(A.3)a n d( A.9) that limt→∞S(t) =  Se(t). Therefore, the8 Journal of Biomedicine and Biotechnology
infection-free solution ( Se(t),0) of system (11) is globally at-
tractive. The proof of Theorem 1 is complete.
Proof of Theorem 2. Note that the second equation of (11)
can be rewritten as
˙ I(t) = R0
 h
0
f(s)S(t)I(t)e−μsds− I(t)
−R0
 h
0
f (s)e
−μs
S(t)I(t) −S(t −s)I(t −s)

ds
= I(t)
	
R0S(t)
 h
0
f (s)e−μsds−1


−R0
d
dt
 h
0
f(s)e
−μs
 t
t−s
S(u)I(u)duds.
(A.10)
Letusconsideranypositive solution(S(t),I(t))of system
(11). According to this solution, we deﬁne
V(t) = I(t)+R0
 h
0
f (s)e
−μs
 t
t−s
S(u)I(u)duds. (A.11)
According to (A.10), we calculate the derivative of V along
the solutions of (11),
V˙ (t) = I(t)
	
R0S(t)
 h
0
f (s)e−μsds− 1


≥ I(t)

R0e−μhS(t) −1

.
(A.12)
Denote
I∗
μ
R0

1 −
eμh
(1 − θ)R∗

=
μ
R0

1 −
eμh
R0
1 −(1 − θ)e−μτ
(1 −θ)

1 −e−μτ

.
(A.13)
It is easy to see that I∗ > 0i fR∗ > 1. Since R∗ > 1, we easily
see that there exists suﬃciently small ε>0 such that
R0e−μh
	μ −R0I∗
μ
(1 −θ)

1 −e−μτ
1 −(1 −θ)e−μτ −ε


> 1. (A.14)
We claim that for any t0 > 0, it is impossible that I(t) <I ∗
for all t ≥ t0. Suppose that the claim is not valid. Then there
is a t0 > 0 such that I(t) <I ∗ for all t ≥ t0. It follows from the
ﬁrst equation of (11) that ˙ S(t) > (μ − R0I∗) − μS(t), for t ≥
t0 + h. Consider the following comparison impulsive system
for t ≥ t0 +h:
v˙(t) = (μ − R0I
∗) −μv(t), t =kτ,
v(t+) = (1 −θ)v(t), t = kτ.
(A.15)
By Lemma 1, we obtain that the unique positive periodic so-
lution of (A.15)
v  e(t) =
μ −R0I∗
μ
+
	
v∗ −
μ − R0I∗
μ


e−μ(t−kτ),
kτ < t ≤ (k +1)τ,
(A.16)
is globally asymptotically stable, where v∗ = ((μ − R0I∗)/
μ)((1 −θ)(1 −e−μτ)/(1 −(1 − θ)e−μτ)).
In view of comparison theorem for impulsive diﬀeren-
tial equation, there exists t1(>t 0 +h) such that the following
inequality holds for t ≥ t1:
S(t) >  ve(t) −ε>v ∗ −ε  σ. (A.17)
From (A.14), we have R0e−μhσ>1. By (A.12)a n d( A.17),
we have
V˙(t) >I(t)

R0e
−μhσ −1

,f o r t ≥ t1. (A.18)
Set Il = mint∈[t1, t1+h]I(t). We will show that I(t) ≥ Il for
all t ≥ t1. Suppose the contrary. Then there is a T0 ≥ 0s u c h
that I(t) ≥ Il for t1 ≤ t ≤ t1 + h + T0, I(t1 + h + T0) = Il,a n d
˙ I(t1 + h + T0) ≤ 0. However, the second equation of system
(11)a n d( A.17) imply that
˙ I

t1 +h+T0

≥
	
R0
 h
0
f(s)e
−μsS

t1 +h+T0 − s

ds−1


Il
>

R0e−μhσ − 1

Il > 0.
(A.19)
This is a contradiction. Thus, I(t) ≥ Il for all t ≥ t1.A sa
consequence, (A.18)l e a d st oV˙(t) > (R0e−μhσ − 1)I1 for t ≥
t1, which implies that as t→∞, V(t)→∞. This contradicts
V(t) ≤ 1+R0h. Hence, the claim is proved.
Hence, we have to consider two cases. First, I(t) ≥ I∗
for t large enough. Second, I(t) oscillates about I∗ for t large
enough. Deﬁne
q = min

I∗
2
,I
∗e
−h

. (A.20)
We show that I(t) ≥ q for t large enough. The conclusion is
evident in the ﬁrst case. For the second case, let t∗ > 0a n d
ξ>0s a t i s f y
I

t∗
= I

t∗ +ξ

= I∗,
I(t) <I ∗,f o r t∗ <t<t ∗ +ξ,
(A.21)
where t∗ is suﬃciently large such that
S(t) >σ,f o r t
∗ <t<t
∗ +ξ. (A.22)
I(t) is uniformly continuous since the positive solutions
of (11)areultimatelyboundedandI(t)isnotaﬀectedbyim-
pulses. Hence, there is a T (0 <T<h ,a n dT is independent
of the choice of t∗) such that I(t) >I ∗/2f o rt∗ ≤ t ≤ t∗ +T.
If ξ ≤ T, there is nothing to prove. Let us consider the case
where T<ξ≤ h. Since ˙ I(t) > −I(t)a n dI(t∗) = I∗,i ti s
obvious that I(t) ≥ q for t∗ <t<t ∗ + ξ.I fξ>h , by the sec-
ond equation of (11), we obtain I(t) ≥ q for t ∈ [t∗,t∗ +h].
Then, proceeding exactly as in the proof for the above, we see
thatI(t) ≥ q for t ∈ [t∗+h,t∗+ξ]. Sincethis kind ofinterval
[t∗,t∗ + ξ] is chosen in an arbitrary way (we only need t∗ to
be large), we conclude that I(t) ≥ q for t large enough in the
second case. In view of our above discussions, the choice of q
is independent of the positive solution, and we have proved
that any positive solution of (11)s a t i s ﬁ e sI(t) ≥ q for t large
enough. The proof of Theorem 2 is complete.Shujing Gao et al. 9
Proof of Theorem 3. Denote(S(t),I(t))asanysolutionofsys-
tem (11). From the ﬁrst equation of system (11), we have
˙ S(t) ≥ μ −R0 −μS(t). (A.23)
By the similar arguments as those in the proof of
Theorem 1, we have that
lim
t→∞S(t) ≥ p, (A.24)
where p = ((μ−R0)/μ)((1−θ)(1−e−μτ)/(1−(1−θ)e−μτ))−
ε>0, ε>0i ss u ﬃciently small.
WeletΩ0 ={ (S,I)|p ≤ S ≤ 1, q ≤ I ≤ 1}.ByTheorem 2
and above discussions, we know that the set Ω0 is a global
attractor in Ω, and of course, every solution of system (11)
with initial conditions (12) will eventually enter and remain
inregionΩ0. Therefore, system (11)ispermanent.Theproof
of Theorem 3 is complete.
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