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Аннотация
Предложены методы численного решения вариационных неравенств с ограничениями на решение.
Предполагается, что известна подобласть, содержащая свободную границу. При переходе к конечно-
мерной задаче в этой подобласти и оставшейся части области построены равномерные сетки с раз-
личными шагами и с узлами, частично несовпадающими на общих границах областей. Непрерывность
решения на общих границах обеспечена введением множителей Лагранжа. Проведен сравнительный
численный анализ двух итерационных методов решения построенной дискретной модели – метода рас-
щепления и метода Удзавы.
Ключевые слова: Задача со свободной границей, вариационные неравенства, несогласованные
сетки, множители Лагранжа, итерационные методы
Summary
A numerical method is proposed for solving a class of two-dimensional boundary value problems which
are characterized by discontinuous gradients of solutions. The method is based on domain decomposition
with the localization of a subdomain containing the free boundary, and corresponding splitting of the original
boundary value problem into a system of problems in the subdomains. These problems in the subdomains
are interconnected through the boundary conditions on the common boundaries. They are approximated
by finite-difference schemes on different grids, partially matching on the common boundaries. For the
constructed discretemodel two iterative solutionmethods were used– splittingmethod andUzawamethod.
A comparative analysis of the effectiveness of thesemethods was done on the basis of numerical experiments
Key words: Free-boundary problems, variational inequalities, non-matching grids, Lagrange
multipliers, iterative methods.
Введение
Рассмотрена задача минимизации функционала, содержащего квадратичное слагаемое и выпуклую,
не дифференцируемую часть. В зависимости от выбора этой недифференцируемой части мы получаем
математические модели различных процессов со свободными границами [1–3]. Входные данные задачи
таковы, что нам a priori известна подобласть, содержащая свободную границу. Для решения задачи ис-
пользован метод декомпозиции области [4] и конечно-разностная аппроксимация. Сетка в подобласти со
свободной границей выбрана в несколько раз мельче, чем в остальной области. На границе, разделяющей
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подобласти, сетки не совпадают, а условие сопряжения решений из подобластей обеспечивается с помо-
щью введения множителейЛагранжа. Основным результатом работы является сравнительный численный
анализ итерационных методов решения построенной дискретной модели. В качестве таких итерационных
методов рассмотрены методы расщепления и Удзавы. Отметим, что эти итерационные методы могут быть
использованы и для решения других сеточных задач, построенных любым из перечисленных выше сеточ-
ных методов. Это обусловлено тем, что сходимость и эффективность итерационных методов определяются
лишь свойствами матриц и операторов дискретной задачи, которые могут быть подобными для различных
дифференциальных задач и различных аппроксимаций.
1. Постановка задачи и ее аппроксимация.
Пусть Ω = (0, 1)×(0, 1) , Ω2 = (0.4, 0.6)×(0, 1) , Ω1 = Ω\Ω2 и S = {x1 = 0.4 и x1 = 0.6, 0 < x2 < 1}
– общая граница Ω1 и Ω2 . Будем рассматривать следующую задачу: найти
min
u∈H1
0
(Ω)
{J(u) =
1
2
∫
Ω
|∇u|2dx−
∫
Ω
fudx+ ψ(u)}. (1)
Здесь f ∈ L2(Ω) – заданная функция,ψ(u) – выпуклая функция, в качестве примеров которой мы будем
в дальнейшем рассматривать два варианта: ψ(u) =
∫
Ω2
|u(x)|dx или ψ(u) – индикаторная функция выпук-
лого и замкнутого множества K = {u ∈ H10 (Ω) : u(x) > 0 в Ω2} , т.е. ψ(u) = {0 если u ∈ K; +∞ иначе}.
В первом случае (1) является моделью задачи о фазовых переходах в фиксированный момент времени
при неявной по времени аппроксимации нестационарной задачи Стефана. В этом случае известна лока-
лизация (подобласть Ω2 ) границы фазового перехода {x : u(x) = 0} по информации с предыдущего
расчетного слоя. Во втором случае (1) – это задача о препятствии, описывающая контакт упругого тела с
жестким основанием в точках x ∈ Ω2 [1], [3]. Функция u(x) описывает перемещение точек упругого тела,
u(x) > 0 в точках Ω2 и {x ∈ Ω2 : u(x) = 0} – это множество точек контакта.
Формальная поточечная запись задачи (1) имеет следующий вид:
−∆u(x) = f(x) при x ∈ Ω1 ∪ S,
−∆u(x) + ∂ψ(u(x)) ∋ f(x) при x ∈ Ω2,
u(x) = 0 при x ∈ ∂Ω.
(2)
Пусть u – решение (2) и ui –сужение u на Ωi . Тогда ui удовлетворяют соответствующим уравнениям
в подобластях Ωi и условиям непрерывности функции и потока на общей границе S этих подобластей:
u1(x) = u2(x) и
∂u1
∂n1
(x) = −
∂u2
∂n2
(x) для x ∈ S , где ni – единичный вектор нормали к S , внешний для
Ωi . Введя дополнительно функцию λ на S , равную общему значению нормальных производных от u1 и
u2 , получим следующую задачу для отыскания тройки функций (u1, u2, λ) :
−∆u1 = f1 при x ∈ Ω1; u1 = 0 при x ∈ ∂Ω1 \ S;
∂u1
∂n1
= −λ при x ∈ S; (3)
−∆u2 + P (u2) = f2 при x ∈ Ω2; u2 = 0 при x ∈ ∂Ω2 \ S;
∂u2
∂n2
= λ при x ∈ S, (4)
u1 = u2 при x ∈ S. (5)
Аппроксимируем задачу (3)–(5) конечно-разностной схемой на сетке, равномерной на каждой из под-
областей. Именно, пусть в Ω¯1 построена квадратная сетка с шагом H , а в Ω¯2 – квадратная сетка с
шагом h = H/m , где m > 0 – фиксированное целое число (рис. 1). Пусть ω1 и ω2 – множества
внутренних узлов этих сеток, ∂ωi – узлы, лежащие на границе области Ωi , si = {x ∈ ∂ωi| x ∈ S} .
Будем обозначать через yi , i = 1, 2 , сеточные функции, определенные на ωi ∪ ∂ωi . Обозначение
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λ сохраним за сеточной функцией, заданной на s2 – более мелкой сетке границы S . Далее ∂1y =
y(x1 + h, x2)− y(x1, x2)
h
, ∂¯1y =
y(x1, x2)− y(x1 − h, x2)
h
– разностные производные, аппроксимирую-
щие
∂u
∂x1
в точке x = (x1, x2) , ∂n2y =
y(x)− y(x− n2h)
h
– аппроксимация нормальной производной
в точке x ∈ Ω2 и ∆hy = ∂1∂¯1y + ∂2∂¯2y – сеточный оператор Лапласа на сетке шага h . Аналогичные
обозначения используем для сетки шага H .
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Рис. 1: Расчетная сетка
Сеточная схема для (3)–(5) имеет вид
−∆Hy1 = f1 при x ∈ ω1, y1 = 0 при x ∈ ∂ω1 \ s1,
∂n1y1 −
H
2
∂2∂¯2y1 = −Bλ+
H
2
f1 при x ∈ s1,
(6)
−∆hy2 + ∂ψ(y2) = f2 при x ∈ ω2, y2 = 0 при x ∈ ∂ω2 \ s2,
∂n2y2 −
h
2
∂1∂¯1y2 = λ+
h
2
f2 при x ∈ s2,
(7)
BT y1 − y2 = 0, (8)
где (Bλ)(xi) =

λ(xi) +
m−1∑
j=1
(λ(xi − jh) + λ(xi + jh)) (1− j/m)

 /m .
Ее векторно-матричная форма:
A1y1 + F1λ = f1,
A2y2 + P (y2) + F2λ = f2,
FT1 y1 + F
T
2 y2 = 0,
(9)
где симметричные и положительно определенные матрицы A1 и A2 соответствуют сеточным операторам
Лапласа в задачах (6) и (7), F1 и F2 – прямоугольные матрицы соответствующих размеров.
2. Итерационные методы.
Для решения системы (6), (7) применялись два итерационных метода: метод расщепления (обобщен-
ный метод Дугласа-Рэкфорда) [5–7] и обобщенный метод Удзавы [3, 7, 8].
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2.1. Метод расщепления
Задаются начальные приближения (y01 , y
0
2 , λ
0) . Для известных (yn1 , y
n
2 , λ
n) значения (yn+11 , y
n+1
2 , λ
n+1)
находятся в два шага:


y
n+1/2
1 = y
n
1 + τ1(f1 −A1y
n
1 − F
T
1 λ
n),
y
n+1/2
2 + τ2∂ψ(y
n+1/2
2 ) ∋ y
n
2 + τ2(f2 −A2y
n
2 − F
T
2 λ
n),
λn+1/2 = λn + τ3(F
T
1 y
n
1 + F
T
2 y
n
2 ),
(10)

τ
−1
1 E1 +A1 0 F1
0 τ−12 E2 +A2 F2
FT1 F
T
2 −τ
−1
3 E3



y
n+1
1 − y
n
1
yn+12 − y
n
2
λn+1 − λn

 =


τ−11 (y
n+1/2
1 − y
n
1 )
τ−12 (y
n+1/2
2 − y
n
2 )
τ−13 (λ
n − λn+1/2)

 (11)
Здесь τi > 0 – итерационные параметры, Ei – единичные матрицы соответствующих размеров. Как вид-
но из (10), векторы yn+1/21 и λ
n+1/2 находятся по явным формулам, а для отыскания yn+1/22 требуется
решить систему включений с диагональным оператором ∂ψ , поэтому система распадается на независи-
мые скалярные уравнения относительно координат вектора yn+1/22 . Для рассматриваемых в статье задач
решения этих уравнений выписываются в явном виде. Второй шаг метода состоит в решении системы
линейных алгебраических уравнений относительно векторов yn+11 − y
n
1 , y
n+1
2 − y
n
2 , λ
n+1 − λn . Мат-
рица этой системы – так называемая седловая матрица. Для решения систем уравнений с седловыми
матрицами разработаны эффективные итерационные методы [9].
Другой вариант метода расщепления состоит из шага (10) и решения системы уравнений

τ
−1
1 E1 +A1 0 0
0 τ−12 E2 +A2 0
FT1 F
T
2 −τ
−1
3 E3



y
n+1
1 − y
n
1
yn+12 − y
n
2
λn+1 − λn

 =


τ−11 (y
n+1/2
1 − y
n
1 )
τ−12 (y
n+1/2
2 − y
n
2 )
τ−13 (λ
n − λn+1/2)

 (12)
Основным преимуществом метода (10),(12) по сравнению с методом (10),(11) является то, что система
(12) расщепляется на независимые системы уравнений для векторов yn+11 и y
n+1
2 , которые могут ре-
шаться параллельно. При этом λn+1 находится по явным формулам.
2.2. Обобщенный метод Удзавы
Задается начальное приближение λ0 . Для известного λn сначала находятся (yn+11 , y
n+1
2 ) :
A1y
n+1
1 = f1 − F1λ
n, (13)
A2y
n+1
2 + ∂ψ(y
n+1
2 ) ∋ f2 − F2λ
n. (14)
Отметим, что задачи для yn+11 и y
n+1
2 независимы. Решение (14) с симметричной и положительно опре-
деленной матрицей A2 и диагональным оператором P эффективно осуществляется методом верхней ре-
лаксации [7].
На втором шаге метода Удзавы определяется вектор λn+1 по явным формулам:
λn+1 = λn + τ(FT1 (y
n+1
1 ) + F
T
2 (y
n+1
2 )).
3. Вычислительные эксперименты.
Был проведен ряд вычислительных экспериментов, в которых сеточная схема (7) решалась методом
расщепления (10)–(11) и методом Удзавы (13)–(14).
В первой тестовой задаче (задаче Стефана) ∂ψ(u) = {−1 при u < 0; [−1, 1] при u = 0; 1 при u >
0.} Правая часть {f1,2(x, y) = 400 если x < 0.57 − 0.6(y − 0.5)
2;−400 иначе} . Во второй тестовой
задаче (задаче о препятствии) ∂ψ(u) = {(−∞, 0] при u 6 0; 0 при u > 0} . Правая часть f1,2(x, y) =
{400 если x 6 0.4; −750 если 0.4 < x < 0.6; 200 если x > 0.6} . В области Ω1 была построена
квадратная сетка шага H , в области Ω2 шаг построенной сетки h = H/4 .
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При практическом использовании рассматриваемых здесь методов критерием точности является нор-
ма невязки в сеточных уравнениях. Этот критерий особенно прост в использовании при решении дис-
кретной задачи методом Удзавы, поскольку задачи для y1 и y2 на каждой итерации решаются точно, и
требуется контролировать лишь их разность на общей границе подобластей– в точках сетки на S . В про-
веденных экспериментах вычисления проводились пока L2 -норма невязки схемы (7) не станет меньше
ε = 0.01 . Начальное приближение было выбрано в виде y0 = 0 , λ0 = 0 . В методе расщепления итераци-
онный параметр τ3 подбирался экспериментально, параметры τ1 и τ2 были определены как теоретически
оптимальные [7]. В методе Удзавы параметр τ также был найден экспериментально. Найденные значения
параметров показаны в табл. 1 и 2. Видно, что значения параметров не зависят от шага сетки. Зависимость
числа итераций от шага сетки в методах расщепления и Удзавы представлена в табл. 1 и 2.
H метод расщепления метод Удзавы
τ3 итер. τ итер.
0.05 10 148 1.5 463
0.025 10 308 1.5 669
0.0125 10 641 1.5 869
0.00625 10 1217 1.5 881
Tабл. 1: Число итераций в задаче Стефана
H метод расщепления метод Удзавы
τ3 итер. τ итер.
0.05 5 173 5 122
0.025 10 269 5 154
0.0125 10 495 5.3 175
0.00625 10 741 5 180
Tабл. 2: Число итераций в задаче о препятствии
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Рис. 2: Слева – решение первой задачи, справа – второй задачи.
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