Recombination is a major force that shapes genetic diversity. The inference accuracy of 19 recombination rate is important and can be improved by increasing sample size. However, it has 20 never been investigated whether sample size affects the distribution of inferred recombination 21 activity along the genome, and the inference of recombination hotspots. In this study, we applied 22 an artificial intelligence approach to estimate recombination rates in the UK10K human genomic 23 data set with 7,562 genomes and in the OMNI CEU data set with 170 genomes. We found that the 24 fluctuation of local recombination rate along the UK10K genomes is much smaller than that along 25 the CEU genomes, and recombination activity in the UK10K genomes is also much less 26 concentrated. The same phenomena were also observed when comparing UK10K with its two 27 subsets with 200 and 400 genomes. In all cases, analyses of a larger number of genomes result in a 28 more precise estimation of recombination rate and a less concentrated recombination activity with 29 fewer recombination hotpots identified. Generally, UK10K recombination hotspots are about 30 2.93-14.25 times fewer than that identified in previous studies. By comparing the recombination 31 hotspots of UK10K and its subsets, we found that the false inference of population-specific 32 recombination hotspots could be as high as 75.86% if the number of sampled genomes is not super 33 large. The results suggest that the uncertainty of estimated recombination rate is substantial when 34 sample size is not super large, and more attention should be paid to accurate identification of 35 recombination hotspots, especially population-specific recombination hotspots. 36 37 38 3 Author summary 39 We applied FastEPRR, an artificial intelligence method to estimate recombination rates in the 40 UK10K data set with 7,562 genomes and established the most accurate human genetic map. By 41 comparing with other human genetic maps, we found that analyses of a larger number of genomes 42 result in a more precise estimation of recombination rate and a less concentrated recombination 43 activity with fewer recombination hotpots identified. The false inference of population-specific 44 recombination hotspots could be substantial if the number of sampled genomes is not super large. 45 46 47
Introduction 50
Recombination plays a fundamental role in evolution [1] . The study of recombination helps 51 to decipher secrets of linkage disequilibrium [2] [3] [4] , nucleotide diversity [5, 6] , population 52 admixture and differentiation [7] [8] [9] [10] , natural selection [11] [12] [13] [14] as well as diseases [15, 16] . 53 Therefore, much attention has been paid to the inference of recombination rate and hotspots. Since 54 pedigree studies [17, 18] and sperm-typing studies [19, 20] are practically challenging, indirect 55 approaches, such as population genetic methods [21] [22] [23] [24] [25] , are remarkably useful. Population 56 genetic methods estimate recombination rate from genetic variations in DNA sequences sampled 57 from a population. The rationale behind these indirect approaches is that recombination events can 58 be partially recovered during the time interval when the samples have evolved since the time of 59 the most recent common ancestor. 60
It has been found that recombination rate varies along genome, and recombination hotspots 61 have much higher recombination rate than other chromosomal regions [1] . Thus many efforts have 62 been paid to identify recombination hotspots. It was found that recombination hotspots vary 63 between humans and great apes [14, 26, 27] . By comparing European Americans and African 64
Americans, some common hotspots as well as many population-specific hotspots were identified 65 [28] . Other studies also revealed that different human populations have different hotspot 66 intensities and distributions [29, 30] . There are variabilities of hotspots even among human 67 individuals [31] . All these findings lead to an important conclusion that recombination hotspots 68 are under rapid evolution. It was estimated that there are at least 15,000 hotspots [25] According to coalescent theory, the expected coalescent tree length increases as well as the 73 number of recombination events in the sample, when the sample size increases. Therefore, the 74 inference accuracy of recombination rate can be improved by using data set with larger sample 75 size [34] [35] [36] . It is important to investigate whether a recombination hotspot inferred in a small data 76 set can also be identified in a larger data set. Although super-large sample size could theoretically 77 facilitate a precise estimate of recombination rate, it is an enormous challenge to estimate 78 5 recombination rate under this circumstance. In this study, to precisely estimate recombination rate, 79 we applied FastEPRR [34], an extremely fast artificial-intelligence-based software, to the UK10K 80 data set (n = 7,562 genomes) [37] and the 1000 Genomes OMNI CEU data set (Utah residents 81 with Northern and Western European ancestry) (n = 170 genomes) [38] . We found that the 82 fluctuation of local recombination rate along the UK10K genomes is smaller than that along the 83 CEU genomes, and recombination activity is less concentrated in UK10K than that in CEU. 84
Recombination hotspots in UK10K are also much fewer than those in CEU. When comparing the 85 results of UK10K with that of two UK10K subsets, the same phenomena were found, indicating 86 that these are due to the difference in sample size instead of UK10K sample-specific factors. 87
Therefore, the uncertainty of estimated recombination rate may be underestimated when 88 identifying recombination hotspots, especially population-specific recombination hotspots. 89 90
Results

91
Using FastEPRR, the average ρ (= 4 ) per Mb of 22 autosomes estimated from the 92 UK10K data set is 4,015.19, where is the effective population size, and the recombination 93 rate per generation. The average in the same chromosomal regions in the 2019 deCODE 94 family-based genetic map is 1.2806 cM/Mb [18] , thus the estimated for the UK10K data set is 95 78,385, which is larger than the estimated from the 1000 Genomes OMNI CEU data set. This 96 implies a recent human expansion. Then the population recombination rate ρ was converted to 97 the recombination rate . The Pairwise Pearson correlation coefficients were calculated between 98 the UK10K map and each of other three maps at 5-Mb and 1-Mb scale (Fig 1 and 2) , which are 99 2019 deCODE family-based genetic map, and the maps of 1000 Genomes OMNI CEU data set 100 established by FastEPRR and LDhat [24] . The coefficients are 0.8375, 0.9130, and 0.7191 at 101 5-Mb scale and 0.6915, 0.8643, and 0.5672 at 1-Mb scale, respectively. Moreover, two genetic 102 maps were established for two randomly selected subsets (UK10K-sub200 and UK10K-sub400) 103 of UK10K (n = 200 and 400 genomes). The Pearson correlation coefficients between the UK10K 104 and UK10K-sub200 maps are 0.9479 and 0.8968 at 5-and 1-Mb scales, respectively. Those 105 between the UK10K and UK10K-sub400 maps are 0. 9619 and 0.9292 at 5-and 1-Mb scales, 106 respectively (Fig 1 and 2) . Thus, the UK10K map is highly correlated with other human genetic 107 6 maps. 108
Recombination rates over different physical scales show that smaller scale has more 109 variability and discrimination (Fig 3) , which is consistent with the previous finding [1] . Therefore, 110
to detect the recombination hotspots and compare the number of hotspots among different genetic 111 maps, the recombination rate at 5-kb scale was used. The recombination rates for chromosome 1 112 were shown as examples (Fig 4) . Two regions (chr1:15,425,001-15,430,000 and 113 chr1:236,680,001-236,685,000) were found with extremely high recombination rates, in 114 accordance with the corresponding peaks in other five genetic maps (Fig 4) . These two regions 115 harbor seven PRDM9 binding peaks [39] , which is a characteristic feature of recombination 116 hotspot [14, [40] [41] [42] . The human leukocyte antigen (HLA) region is one of the most polymorphic 117 regions in the human genome [43] . Attention has been paid to recombination of this region [44] [45] [46] . 118
Multiple recombination hotspots within the HLA region were observed in the six genetic maps 119 ( Fig 5) . Therefore, as what previously reported [25, 32, 33] , recombination hotspots are indeed a 120 ubiquitous feature of the human genome. 121
However, the UK10K genetic map is less zigzag than other five human genetic maps (Fig 4) , 122
the sample sizes of which are large but much less than that of UK10K. The variances of 123 recombination rate along the human genome were calculated from different genetic maps at 5-kb 124 scale (4.73 cM 2 /Mb 2 in UK10K; 11.11 cM 2 /Mb 2 in UK10K-sub400; 15.53 cM 2 /Mb 2 in 125 UK10K-sub200; 9.14 cM 2 /Mb 2 in OMNI CEU FastEPRR; 18.77 cM 2 /Mb 2 in 126 OMNI CEU LDhat; 26.04 cM 2 /Mb 2 in deCODE). As expected, the variance of recombination rate 127 along the UK10K genomes is the smallest one. Then the proportion of total recombination in 128 various percentages of sequence was plotted and investigated ( Fig 6A) . Overall, recombination 129 activity in the UK10K genomes is much less concentrated than that in other human genomes. For 130 the latter, we found that 57.60 -81.90% of crossover events occur in 10% of the sequence, in 131 accordance with the previous findings [18, 32, 34] . However, only 39.30% of crossover events 132 occur in 10% of the sequence in UK10K, which is strikingly lower than that in the previous 133 studies [18, 32, 34] . This difference results from the precisely estimated recombination rate based 134 on the UK10K data set with super-large sample size. 135
Recombination hotspots were then identified by two different methods. LDhot is a popular 136 method to detect recombination hotspots [25, 26, 32] . However, it is impossible to apply LDhot to 7 the UK10K data set because of computational burden. Thus, a revised approach was adopted from 138
LDhot. Recombination hotspot was detected by comparing the recombination rate of a 5-kb 139 sliding window with the average recombination rate in its surrounding 200-kb region. The window 140 was recognized as a recombination hotspot if its recombination rate was times higher than the 141 average, where is the threshold. For a wide-range threshold, the number of detected 142 recombination hotspots in OMNI CEU (LDhat), UK10K-sub200, and UK10K-sub400 is much 143 larger than that in UK10K (Fig 7) . Following one of the standards used in the previous study [25] , 144
we required estimated increase in rate by a factor of at least 5 over local background (i.e. = 5). 145
Then we identified 5,115 recombination hotspots in the UK10K genomes, which is about 146 2.93-6.72 times less than the previously identified [25, 32, 33] . The number of detected 147 recombination hotspots in OMNI CEU (LDhat), UK10K-sub200 is 21,714, and 20,478, 148 respectively, which is consistent with the previous estimates [25, 32, 33] . The number of shared 149 hotspots is 4,099 among the four genetic maps. Second, recombination hotspot was detected when 150 the recombination rate of the sliding window was at least 10 times larger than the genome average 151 [17, 18] . The number of identified recombination hotspots in UK10K, UK10K-sub400, 152 UK10K-sub200, and OMNI CEU (LDhat) are 2,413, 6,075, 7,757, and 12,121, respectively. The 153 number of shared hotspots is 1,877 among the four genetic maps in this case. The UK10K 154 recombination hotspots are about 6.22-14.25 times fewer than the previously identified [25, 32, 155 33] . In summary, analyses of a larger number of genomes result in a more precise estimation of 156 recombination rate with fewer recombination hotpots identified. 157
We next wondered whether the inference of population-specific recombination hotspots could 158 be partially affected by the uncertainty of estimated recombination rate due to the limited number 159 of sampled genomes. The UK10K data set provides us a great opportunity to investigate this issue. 160
False population-specific recombination hotspots can be recognized by investigating two different 161 data sets sampled from the same population, and we suspect that fewer samples may result in 162 more false population-specific recombination hotspots. This is well-supported by the Venn 163 diagram showing overlap of recombination hotspots identified in three UK10K data sets (Fig 8) . 164
When pairing the two data sets with 200 and 7,562 genomes, and identifying recombination 165 hotspots by comparing the local recombination rate with the average recombination rate in its 166 surrounding 200-kb region (Fig 8A) , 15,534 and 171 false population-specific recombination 167 8 hotspots in total are observed, respectively. The percentage of false population-specific 168 recombination hotspots among the hotspots identified is 75.86 and 3.34, respectively. When 169 pairing the two data sets with 400 and 7,562 genomes, 11,111 and 170 false population-specific 170 recombination hotspots in total are observed, respectively ( Fig 8A) . The corresponding percentage 171 is 69.20 and 3.32, respectively. When recombination hotspots were identified by comparing the 172 local recombination rate with the genome-wide average recombination rate (Fig 8B) , the similar 173 results were obtained. Therefore, the false inference of population-specific recombination hotspots 174 could be substantial if the number of sampled genomes is not super large. genomes is 170 and 7,562 in the OMNI CEU and UK10K data sets, respectively. Under the 180 constant population size model, the expected tree length of the UK10K genomes is 1.67 times 181 larger than that of the CEU genomes. Therefore, the number of recombination events occurred in 182 UK10K is also 1.67 times more than that in CEU. Based on coalescent simulations (see Materials  183 and Methods), if an exponential growth scenario is considered, the number of recombination 184 events in UK10K is 3.32 times more than that in CEU. For a bottleneck scenario, the number of 185 recombination events in UK10K is 2.06 times more than that in CEU. More recombination events 186 in the UK10K genomes result in a more precise UK10K estimation of recombination rate with 187 fewer recombination hotpots identified. Moreover, coalescent simulations demonstrate that the 188 relative standard deviations of tree length of independent loci of UK10K in the three models are 189 1.66, 2.80, and 2.05 times lower than those of CEU, respectively. It indicates again that the 190 recombination rate estimated with fewer samples is more variable along the genome than that with 191 more samples, which corresponds with our results. 192
This study is the first attempt to identify recombination hotspots using such a super-large 193 population genetic data set. By processing genomes with sample size in four orders of magnitude, 194
we also demonstrate that artificial intelligence approaches [35, [47] [48] [49] benefit population genetic 195 analysis. The results suggest that the uncertainty of estimated recombination rate could be 196 9 underestimated when identifying recombination hotspots in previous studies. Since this 197 uncertainty is also largely affected by demography [50] , we suggest that demography should be 198 considered when detecting recombination hotspots. This could be done by providing demographic 199 parameters to FastEPRR [34], or revising the simulation code of LDhot [25, 26] and LDpop [50] . 200
If demography is unknown, this effect could be partially alleviated by analyzing more samples. In this study we fine-tuned the FastEPRR software. For optimization of speed, for-loops were 213 replaced by "apply" family of functions because R language is good at vectorized operations. 214
Input and output operations were also minimalized to speed up. Moreover, users can set the values 215 of ρ when generating the training samples, choose the number of independent training samples to 216 generate given a specific value of ρ, and decide whether to estimate confidence interval according 217 to their needs. All these improvements and updates are assembled in FastEPRR 2.0. Users can also 218 provide an arbitrary demographic model, so the effect of demography can be easily counted. 219
In total, the genomic variants of 3,781 unrelated individuals (n = 7,562 genomes) from the 220 UK10K data set were taken into consideration. To build genetic maps, the window size was set as 221 10 kb, and the step length was 5 kb. Indels were removed. Windows were excluded if these 222 overlapped with the known sequencing gaps in human reference genome (hg19) or the number of 223 non-folded-singleton SNPs was less than 10. Default value set of ρ (0, 0.5, 1, 2, 5, 10, 20, 40, 70, 224 110, 170, 180, 190, 200, 220, 250, 300 and 350) was used to simulate the training sets. There were 225 10 fewer than 0.5% windows, the estimated value ρ of which was large than 350. When the 226 estimated value is beyond the training set boundary, linear extrapolation is employed, which might 227 make the results imprecise. Thus default values of ρ were adjusted and FastEPRR was re-ran for 228 these windows until the estimated values fell into the range of the given set of ρ. The 229 fore-described method in FastEPRR was used to evaluate the effects for variable recombination 230 rates within windows. 
Coalescent simulations 236
The expected tree length under the constant size model is well known [54] [55] [56] . Simulations 237 under the exponential growth and bottleneck models were performed according to the procedures 238 described previously [57, 58] . For exponential growth model, we assumed 0 / 1 = 100, where 239 0 and 1 are the current and ancestral effective population size, respectively. The expansion 240 duration is 0.1, where time is rescaled as one unit for 2 0 generations as usual. For bottleneck 241 model, we assumed 0 / 1 = 10, where 0 and 1 are the current effective population size, 242 and the effective population size during the bottleneck, respectively. The ancestral effective 243 population is equal to 0 . The time back to the bottleneck is 0.1, and the duration of bottleneck 244 0.1. For each demographic scenario, 10 6 simulations were performed to estimate the length of 245 coalescent tree. 246 
Data and software availability
303
Fine-scale recombination rate differences between sexes, populations and individuals. Nature.
304
