Abstract
I. Introduction
Most of the theoretical models for associative memory of neural networks as typified by the Hopfieid model [l] have been based on the idea of rate coding, which assumes that information is coded in the firing rate of a neuron at a particular time. On the other hand, some experimental results on the visual cortex have been suggesting the possibility of another scheme of information coding, that is, the concept of temporal coding which assumes that information is coded in the relative timing of the firing pulses [2] . Stimulated by these experimental findings, studies of the temporal coding are becoming an active area of theoretical brain researches. Recently, there have been an increasing number of papers reporting neurophysiological experimental findings of synchronization phenomena of neurons in animal's brain [3] . Synchronized firings of neurons can be considered to play a key role in certain types of information processing such as the binding problem [4] .
In order to gain insights into basic properties of the scheme of the temporal coding, it is necessary to study neural network models based on neurons that can be 0-7803-5529-6/99/$10.00 01999 IEEE expressed by such nonlinear oscillators as limit-cycletype. The simplest theoretical model of synchronization of coupled oscillators is the case of a system of phase oscillators of Kuramoto et al. [5-71, which is derived under the assumption of weak coupling limit for general types of limit-cycle oscillators. In this paper, we study an associative memory model based on such a system with the Hebb-type learning rule and the distributed native frequencies [8] . If all of the oscillators have an identical native frequency, the network can be reduced to a system that has a Lyapunov function ensuring stability of its equilibrium state(s), which implies that the network eventually settles into a synchronized state. On the other hand, when native frequencies are distributed, Lyapunov functions in general no longer exist except for a particular case [9] and the network becomes essentially of dynamic nature; one may expect partial synchronization or more complex oscillatory behaviour. Whereas oscillator networks with a Lyapunov function were studied previously by several authors [10, 11] , satisfactory analysis of the case without a Lyapunov function has been conducted far less [12] .
Analysis of the Model
The oscillator network model we consider is described by the following phase evolution equations [5] :
where N denotes the total number of neurons, and q5i and wi respectively denote the phase and the native frequency of i th neuron. We assume the strength of interactions to be given according to the Hebb learning rule, where {ti" } ( p = l . . . p ) represents the p th stored patterns. We consider the case when the number of patterns is extensive, p = a N . In order to elucidate the effect of the distribution of native frequencies on the behaviour of synchronization we want to make the model as simple as possible, and then we as- # l ) , we assume the local field to be described as [13] (Yrn". h, = ,$rn + zi + r l x i + rZzi.
( 5 )
Here the first term involving m is the signal part, while the remaining terms represent the noise part involving complex Gaussian noise = + ivj (ui, vi, real) together with the effective self-coupling terms proportional to xi and its complex conjugate 3i. We note that Eq. (3) yield no solutions if Ibl < wi, which does not ensure 1xil = 1. This means that neurons with lhil < wi cannot take part in synchronized motions exhibited by neurons with lhil > wi. Although the desynchronized neurons, each of which is expected to oscillate with a certain modified frequency, will make the local fields be time dependent quantities, their effect can be expected to cancel out to good approximation provided taking the time average is considered. In further analysis, we discard the contribution from the desynchronized neurons by setting xi = 0 for l h l < wi. Unlike r2 term, rl term has no contribution to the equilibrium fixed-point equation (7) .
In what follows, for the sake of simplicity we deal mainly with the case L = 1 and WO = 0,
-CO P ( W ) = COS(W) + 2 [S(W -w i ) + S(W + w i ) ] . (8)
A characteristic feature of the distribution is that the presence of oscillators with central frequency WO is allowed with a finite fraction CO and the effect of desynchronized part can be described in terms of w1 and CO alone.
Setting w1 = 0 recovers the case that allows an energy function that is bounded from below. Then all of the oscillators become synchronized for large times with the equilibrium configuration (q5ii) as determined by Eq. We also plot values of m obtained by deliberately setting r 2 = 0 (broken line).
The effect of distribution of native frequencies on the behaviour of memory retrieval is summarized in Fig. 2 , where overlap m from the SCSNA equations is plotted as a function of a and w1 for CO = 0.7. There appear two distinct retrieval regimes separated by a valley or gap located around a region with an intermediate value of w1 in the m-a-wl space. In the regime with small w1, most of the oscillators undergo synchronized motions. The storage capacities a, corresponding to the edge of the m surface are observed to decrease, as w1 is increased, to attain a certain minimum value, where a crossover to the regime with large w1 occurs. In the large w1 limit, while most of the oscillators with wi = WO become synchronized, the oscillators with wi = f w l oscillate with their own frequency independently of the synchronized neurons. It is clear in this limit that the desynchronized neurons do not contribute to the time-averaged local fields acting on the synchronized neurons. Then the system can be viewed as a diluted system with only a fraction CO of neurons participating in memory retrieval. The crossover between the two regimes or the gap in the m(w1) curve with fixed a can be more clearly seen in Fig. 4 , which displays the w1 dependence of overlap m obtained from the S C SNA together with the result of numerical simulations ( N = 2000) for a fixed value of a. 
Summary and Discussions
We have studied the behaviour of the oscillator neural network system with distributed native frequencies. To date, analysis of associative memory models has been mostly confined to the case of networks with an energy or Lyapunov function that allows the use of replica symmetric calculations of statistical mechanics. In this paper, making use of the method of the SCSNA that is free from the energy concept, we have succeeded in analyzing properties of the associative memory accompanied by synchronized oscillations in the prototype oscillator network that has no Lyapunov functions except for the case whenp(w) = 6(w-WO). We have shown that the oscillator network can work as associative memory based on temporal coding of simple type even in the presence of distribution of native frequencies.
The distribution of native frequencies does not allow the present coupled oscillator system to settle into an entirely synchronized state but into a partially synchronized one. The contributions from desynchronized neurons to the macroscopic behaviour of the system have, however, been found to be almost negligible. Thereby, the partially synchronized state of the system has turned out to be almost determined by the long time behaviour of the group of synchronized neurons, which can be described by fixed-point-type attractors giving rise to retrieval states. In other words, memory retrieval is achieved by synchronization of oscillatory motions of neurons.
Under the assumed type of native frequency distribution we have found that the partial synchronization is classified into a high degree of synchronization that occurs for small w1 with overlap m large and a low degree of synchronization that occurs for large w1 with m small. Our present model setting based on the use of binary patterns with 0; = 0, 7r [ll] presents a special as well as simple m e of the temporal coding, where the pattern of synchronization is either of in phase or out of phase. It has wide applicability in exploring the computational ability or relevance exhibited by oscillator neural networks from the viewpoint of analytical studies. Extending the assumed symmetric native frequency distribution to more general cases of asymmetric ones as well as continuous ones is straightforward. Results of such issues together with details of the this paper will be reported elsewhere.
