In order to measure the CP control network of high-speed rail quickly and accurately, we propose an automatic high-speed rail CP detection system with multi-sensor fusion. The system is based on binocular stereo vision. Dual array camera, Matrox Solios XCL frame grabbers and IPC are used to build the CP image acquisition environment. The photoelectric encoder is the trigger of camera. The software HALCON is used to recognize the CP image and get the pixel coordinates of CP markers' center. Then, we use the intersection measurement principle to calculated the central position of CP markers in camera coordinate system. The function of CP image acquisition, automatic identification, calculation are integrated by Visual Studio 2008. Finally, we can realize the non-contact dynamic test of CP . The CP automatic detection system can also be combined with the IMU, GPS, gauge sensors and other detection tools into a small track inspection vehicle and realized the real-time measurement of orbital parameters.
INTRODUCTION
High-speed railway track condition is an important factor related to the safety operation of the train. Therefore the accurate measurement of rail is necessary whether in construction stage or in maintenance stage [1, 2] . The traditional measurement method is to use the total station, rail gauge and other tools for manual inspection. With the rapid development of sensor technology and computer technology, many developed countries have started using the twodimensional photoelectric sensors (such as CCD, PSD, CMOS sensor).The original detection technology have been replaced by the detection techniques based on laser and camera [3] . The new method has greatly improved the speed, precision, reliability and stability of detection system. So the detection techniques based on laser and camera have become the mainstream of the track detection systems in various countries, such as Japan, the United States, Austria, Germany, Italy, France.
The East-i Comprehensive Test Train [4] made by Japan can detect the track geometry parameters, the catenary, communication signals, the wheel-rail forces, environmental noise and other projects, the maximum test speed is 275km/h [5] . Laserail track measurement system [6, 7] made by US ImageMap company use a laser imaging and high-speed image processing technology to replace the photoelectric servo technology [8] , the maximum test speed is 300km / h. The maximum test speed of EM-250 inspection vehicle made by Plasser Company can reach 250km/h, this type of track inspection vehicle adopts the inertial reference measurement technology, photovoltaic conversion technology and multiprocessing technology. It not only can measure the orbital geometry and vehicle vibration parameters, but also can get the parameters of the rail, the wheel-rail forces and record environmental image. The OMWE and RAILAB inspection vehicle made by Germany in the 1980 s and 1990 s respectively can detect the rail with the speed of 300km/h. The characteristics of its technical is the using of inertial measurement platform [9] constructed by three gyro accelerometers and three servos to detect the orbital geometry parameters. The platform can combined with photoelectric sensors, computer vision [10] [11] [12] [13] [14] [15] to get the height, horizontal, alignment of the orbital. Italian Archimedes detection vehicle equipped with lasers, sensors (such as photoelectric sensors, speed sensors, temperature sensors) and IMU. The function mainly includes the detection of track geometry, rail sections, rail wear, current performance between catenary and Pantograph-Catenary, communication signals, body, axle box acceleration, wheel-rail forces. Each subsystem of Archimedes comprehensive test train [11] has a separate database for storing data and the various subsystems can keep pace in speed, time and space.In order to guide the track maintenance scientifically, the test data of all subsystems from the central database were aggregated from the central database and transmitted over a wireless network to the RFI (data processing center) for comprehensive analysis and comparison. The MGV comprehensive inspection vehicle which is made by French can reach the speed of 320 km/h. The detection projects of the vehicle mainly includes current performance between catenary and Pantograph-Catenary, communication signals, track geometry, rail sections and surfaces, line environment, fasteners, sleepers, ballasts and so on. The GJ-6 orbital inspection vehicle made by China represents the newest technology in domestic track detection. GJ-6 track detection system uses high-speed image processing [12] , photoe-lectric measurements, the gyro platform, digital filtering, mileage positioning, high-speed computer data processing in real-time and other advanced technology. The characteristics are high-speed, accurate, reliable and stable [13] .
At present, the total station, rail gauge and other tools are commonly used in domestic railway track inspection during the construction. The method is easily influenced by the external environment and the detection efficiency is low [14] . In the operation and maintenance stage, track inspection trains are used for the test of rail. Even though the inspection trains have the advantage of high detection speed and high precision, it is dependent on the catenary. What's more, it has complex organizations and high cost. During the CP retest stage, it can not be used. To solve these problems, we design a highspeed rail CP automatic detection system with multi-sensor fusion. The system is based on binocular stereo vision. It also can be combined with the IMU, GPS, gauge sensors and other detection tools to realize the detection of gauge, alignment, height and horizontal. This will not only meet the demand of the CP control network retest and improve the precision, but also have the advantage of simple structure, easy to detect and small Catenary-dependent.
MEASURING PRINCIPLE AND SYSTEM CON-FIGURATION
This system is based on the principle of binocular stereo vision technology, according to the feature of non-contact measurement technology: high-precision, high efficiency and low cost, a high-speed rail CP automatic detection system of multi-sensor fusion is studied and developed. The system is mainly to establish a CP control network testing as the main platform for the detection of high-speed railway routine maintenance, providing a convenient, reliable, and accurate way to measure CP control network. At the same time, the system which is based on the platform can measure the gauge, rail-to, the level of inequality argument by combining with inertial components, and other measurement tools.
The hardware part of the system is mainly consisted of two linear array camera, IPC, Camera Link frame grabber interface, optical encoder, etc. The Fig. (1) has shown the hardware configuration. Photoelectric encoder generates a pulsed square wave signal with the rotation of the wheels. The signal gets the stable A, B phase pulse after filtering and signal amplification. Then, the pulse is transmitted into the Camera Link frame grabber to control the shoot of camera. When the Camera Link frame grabber receives a rising edge of the square wave pulse, line scan cameras scan one line. In order to achieve an image mileage positioning function, we give the count value of PCI 2394 card to the frame image at the moment.
The software part of system which is based on MFC is developed on Visual Studio 2008 platform to design and develop CP automatic detection software. The software mainly includes image acquisition module, CP recognition 
SYSTEM CALIBRATION
Camera calibration is a very important step in the transition from 2D images transform into 3D computer vision [16] . In this measurement system, calibration is for the purpose of getting the corresponding relationship between input variables and output variables in CP automatic measurement system. The Fig. (3) has shown the structure of the binocular stereoscopic measurement system, the origin of the camera coordinate system is O, the input variable is the imaging position of CP markers' center H (x, y) in linear array camera A and B respectively during the calibration, the system constant is the center position of optical, the focal length and inclination, etc , the output variable is CP markers' center position coordinate in the camera coordinate system. Owing to the deviation of the center of the imaging position CP marker line on the CCD array with respect to the optical axis of the imaging position is proportional to the deviation of the coordinates of the pixel position in the acquisition image with respect to the image center, the center marker located CP two line pixels in the camera image coordinates are a 1 , a 2 , the deviations is (2048-a 1 ), and (2048-a 2 ). Set the slope of linear L A and L B as k A , k B , using slope-intercept form linear formula: 
We can get the value of b A and b B by formula (1):
In practice, the denominator of formula (2), (3) are not zero and k A k B . CP marker's center H (x, y) is the intersection of L A and L B , so, the position of H (x, y) in the camera coordinate system is:
Put k A k B b A b B into formula (4) and (5). We can get the formula (8) and (9) .
In the formula,x and y are the function of m A n A m B n B x TA y TA x TB y TB , focal length, inclination, optical center coordinates are fixed with the process of capuring image every time, only the parameters mA nA mB nB are changing with the motion of the input variables H (x, y). So the two formulas above can be written as the following form. Owing to the parameters of the ranging system, such as focal length, inclination, optical center coordinates are constant during image acquisition, so the system is a constant system, the correspondence between the input variables and output variables keep unchanged. We don't need to solve or get each constant parameter during the measurement, we just need to collect the calibration images at different distances and record the location parameters of calibration images in the camera calibration coordinates, using Marquardt method and general anti-global optimization method can calculate the value of the polynomial coefficients in formula (10) (11).
CP AUTOMATIC IDENTIFICATION
CP automatic identification include three parts: image preprocessing, image recognition and locating of the markers' central.
The main purpose of preprocessing image is to remove the interference information in the image and reduce the impact of recognition results by the interference information [17] . Firstly, we chose the operator emphasize to enhance image contrast, the calculate formula is (12) . In the formula T(r k ) represent the k-th gray level conversion function of original image. Σn j /N represent the sum of gray levels of the pixels from 0 to j. N j represents the the sum of the total number of pixels. ΣP r (r k ) represents the sum of the probability of the gray level occurrence from 0 to k. Then use gauss_image Gaussian blur the image to reduce image noise and reduce the level of detail, highlighting the outline feature, laying the groundwork for subsequent identification, which is calculated as formula (12) . Pre-processing the image is shown in Fig. (4) .
Image recognition, we find the object in the image based on the shape of the template matching. The algorithm can find the position of template in the picture, even if a part of the picture is occluded or interfered. It also is can not be influenced by the change of non-linear illumination [18] . In order to define the similarity of template matching, we define the first template of the target as a set of points p i = r i c i T , the direction vector associated with each point is d i = t i u i T d i obtained in the image. Calculate the direction vector and the sum the direction vector's dot product at the corresponding point of picture. Then take it as a post-match score and it is the conversion template similarity measurement at point q, the formula is as follows:
In order to realize the accuracy of the feature points in the image reach to sub-pixel, find the template points' closest point in the image through algorithm, so that the distances' sum of squares between these points and the corresponding line segment is minimum. The corresponding line segment of image point is defined by the tangent point and the tangent line of points in corresponding template. So the formula of the line, which is through the template points and tangent to the boundary of object is formula (15) .
Use q i = (r' i , c' i ) to represent the points in the image corresponding with the template point p i . We can get the formula (16) .   Fig. (4) . Image pre-processing.
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If we obtain more accurate position and orientation parameters, the correspondence may be effected. So we can get higher accuracy by iterative optimization of pose parameters and correspondence. In HALCON, use operater create_shape_model and find_shape_model to generate templates and matching template respectively, the effect shown in Fig. (5) .
The location of markers' center, extract the higher brightness oval area in template, use operator threshold to split images and find the light areas of CP . If the CP is not within the selected range, we can use the operator shape_trans to exchange all the border in the previous step and pixels inside the boundary region into new domain. Use operator reduce_domain to remove all parts beyond the threshold. Then extract the lighter areas contains CP and use the operator threshold again to obtained black areas of CP . According to the circular structure, use operator gen_contour_region_xld to create XLD contours and use operator fit_circle_contour_xld to fit the XLD circular outline, set circle formula as formula (17):
In the formula x 0 y 0 is the center, R is the radius, (x i y i ) is the edge point, i = 1, ..., N, N is the number of edge points. Define the error as formula (18) .
The coordinates of center x 0 y 0 and radius R can be get by least square method. 
THE CACULATION OF CPⅢ MARKER'S CEN-TER
According to the calibration principle above, we collect the calibration images in different distances and record the location parameters of calibration images in camera coordinate system. Then, use the Marquardt method and general anti-global optimization method to calculate the values of the polynomial coefficients, as shown in Table 1 . a 1 a 2 are the pixel coordinate of CP markers' center in the image of camera A and camera B. Then insert a 1 a 2 in formula (8) and (9), we can get the point coordinates in the camera coordinate system. In the experiment, we measure the changing target point several times, the result of calculated and the measured values are shown in Table 2 . We can see from the result that the accuracy of the calculated values are within 1mm. 
