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I. INTRODUCTION
When light with photon energy close to an allowed optical transition propagates through a dielectric medium, the coupling between light and the optical excitations in the material results in formation of a quasi-particle called "polariton." 1, 2 The polariton is a quantum mechanical hybrid between a photon and an excitation. 3, 4 The discovery that polaritons can undergo Bose Einstein condensation 5, 6 and give rise to macroscopic quantum phenomena even at room temperature 7 has heightened the interest in these quasi-particles in recent years. 8 Reflectance spectroscopy has been an important experimental tool to investigate polaritons in bulk materials. Measurements of reflectance in the frequency range near an optical resonance have shown local minima in the reflection spectrum that have been interpreted in terms of polaritons in the reflecting material. As examples, we mention inorganic semiconductors [9] [10] [11] [12] and crystals of organic dye molecules. 13, 14 Furthermore, for optical cavities filled with excitable medium, minima in reflection have been related to excitation of cavitypolaritons. [15] [16] [17] [18] Finally, for metal-dielectric structures, local minima in reflection have been interpreted in terms of surfaceplasmon polaritons. 19, 20 The minima in reflectance may be rationalized in the following way. Near an allowed optical resonance of a material, one expects high reflectivity. If, however, at a particular frequency near resonance energy can be transported away from the reflecting surface into the bulk of the material, a local minimum in reflectivity is expected. Because polaritons are the quanta that carry electromagnetic energy in a material near resonance, the minima in reflectance provide direct experimental evidence for polaritons.
The polariton description introduces an additional polarization wave in the material. It has been widely recognized that the boundary conditions for this additional wave near an interface of the material with, e.g., vacuum are problematic. 4 The possibility of Maxwell's equations to generate boundary conditions has been exhausted with the conditions for the conventional electromagnetic waves in the medium and so it seems that the Additional Boundary Condition (ABC) required for the polarization wave is arbitrary. Indeed various proposals for the ABC have been put forward.
A solution to the ABC problem that is often applied in practice is to approximate the electrical polarization of the material as a purely local response. In this approximation, there is no dependence of polarization on the wavelength or wavevector of the light and so spatial dispersion is ignored. The assumption of a local response puts a restriction on the type of oscillator models that can be used. Only dipole oscillators are allowed.
Recently we have shown that a more general solution to the ABC problem is possible by invoking the continuity of the gauge of the electromagnetic potential across the vacuummatter interface as an additional boundary condition. Because polaritons are quasi-particles traveling at speed smaller than c, their gauge properties are fundamentally different from the photon in vacuum which has the so-called addition gauge freedom resulting from their massless nature. Because of this difference in gauge freedom, ensuring continuity in the gauge is non-trivial and provides an additional boundary condition.
In this contribution, we want to apply this new approach to model the reflectivity of LiF crystals.
Reflection of light by the ionic crystal LiF has been studied in detail. 28 The reflectance spectrum of LiF features a "reststrahlen" band centered around 60 meV, associated with the fundamental lattice vibration. Because the lattice has only two ions in the unit cell, a single vibrational line is expected. This infrared transition is effectively the only optical resonance in the 0.01-10 eV frequency range. The limited number of allowed transitions makes LiF a simple model system to investigate the role of light-matter coupling in reflection of light.
Interestingly, the reststrahlen band in the infrared reflectance spectrum of LiF shows fine structure; 29 see Fig. 1 . The fine structure involves a local minimum in reflectivity in the middle of the band at a photon energy of around 60 meV. The fine structure is also observed in isotopically pure FIG. 1. Infrared reflection band of LiF as reported by several groups. [21] [22] [23] [24] [25] [26] [27] Note that the high energy edge of the reflection band is sensitive to the angle of incidence θ i . crystals. 23 Other cubic ionic crystals display a similar type of fine structure in their infrared lattice reflection band, see the supplementary material.
In the traditional Huang-Hopfield 1,30,31 description of polaritons in ionic materials such as LiF semiconductors, a purely local dielectric function is introduced. In order to calculate the vibrational normal modes and the dielectric response function, the Coulomb gauge for the electromagnetic field is adopted, see the work of Born and Huang. 28 The choice for this type of gauge and the assumption of a local response are intimately connected. Because the Coulomb gauge treats Coulombic interactions between dipoles as instantaneously, there is no non-locality arising from retarded interactions between dipole oscillators. In the Huang Hopfield approach, coupling between dipolar vibrations and radiation leads to the formation of polaritons only for frequencies below the transversal frequency ω T and for frequencies above the longitudinal frequency ω L . For the frequency interval between ω T and ω L near a single, isolate optical resonance, the Huang-Hopfield model predicts total reflection, see Fig. 2 (a). Thus the Huang-Hopfield model can, in zero order, not account for the fine structure in the infrared reflection band of LiF.
The fine structure can, in the context of the Huang-Hopfield model, be accounted for by including anharmonicity. [32] [33] [34] The most detailed analysis of the fine structure in the reflection LiF has been given by Eldridge and Howard. 35 Using modern computational methods, anharmonicity can nowadays be included in the calculation of vibrational eigenmodes. 36, 37 Also higher order transition moments may contribute to the fine structure. [38] [39] [40] [41] Yet the inclusion of higher moments in the response introduces spatial dispersion and thus raises the problem of finding an additional boundary condition, see above. The current practice to describe experimental reflection data in a phenomenological way is to use the Lowndes-Gervais expression for the dielectric function and include additional optical resonances to account for the fine structure. 42, 43 This approach can give an accurate description of experimental data 44 but provides limited physical insight. Finally, it is well known that surface polariton modes exist at the vacuum-dielectric interface, yet the Huang-Hopfield description of reflection does not include these. 45 This latter problem can be minimized by restriction to reflection at exact normal incidence so that no longitudinal surface modes are excited.
In this contribution, we apply the alternative solution to the ABC problem for the phonon-polariton mentioned above to the reflection of infrared light by LiF. We reconsider the gauge of the potentials and no longer use the Coulomb gauge but chose a manifestly Lorentz covariant option. This approach has the advantage that already in zero order, some fine structure in the reflection band appears. A local minimum in the middle of the reststrahlen band is obtained that can be ascribed to the excitation of phononpolaritons that propagate through the crystals and carry energy away from the interface. This provides a unifying picture of the role of polaritons in optical reflection; the local minima in the reflection of light by resonators, metals and ionic semiconductors can now all be related to excitation of polariton-like quasi particles. In addition for off-normal reflection, our approach automatically brings forward the excitation of longitudinal, plasmon-like surface waves on the ionic material in the reflection process.
The organization of this paper is as follows. In Sec. II, we introduce the Lorentz gauge as an alternative to treat reflection of light under normal incidence. Reflection of light in a direction off-normal is covered in Sec. III, followed by the conclusion.
II. Polariton model using Lorentz gauge
In the Lorentz gauge, charges interact with each other via retarded potentials. This implies that the motion of charges and fields can no longer be separated. Therefore the use of a dielectric function to relate the dynamics of charges in the absence of electromagnetic fields to the polarization induced upon illumination no longer makes sense. Furthermore, because of the retarded interactions between charges, the concept of a local response to the incoming radiation becomes problematic. In the Lorentz approach, we thus leave out any dielectric function to describe the medium and focus solely on the complex refractive index functionñ(ω) = n(ω) + i κ(ω) to relate electronic structure to optical properties. This allows derivation of an expression for normal reflectance without considering in detail the gauge of the electromagnetic field. In Sec. III, we will give a more detailed treatment for off-normal reflectance, explicitly taking the Lorentz gauge condition into account.
In order to derive the functional form ofñ(ω) for LiF, we first consider the Thomas-Reiche-Kuhn sum rule 46
where ω P 2 represent the square of the plasma frequency,
where N denotes the number density of oscillators with charge q and mass m q . This relation implies that the absorption coefficient α(ω) = ω κ(ω) integrated over the entire frequency range is related to the plasma frequency. For lithium fluoride there is, in first order, a single isolated absorption band due to nuclear motion at frequency ω D . This band may be represented by a delta function so that we have
Using now the Kramers-Kronig relation [46] [47] [48] between real and imaginary parts of the refractive index we get 49, 50 
where P indicates that the principle value should be taken. This yields the real part of the refractive index,
We note that (5) can also be derived in a number of other ways. 14, 51 The associated dispersion relation k(ω) = ω n(ω) with n(ω) given by (5) is illustrated in Fig. 2(b) . We note that also an electronic contribution to the refractive index can be included (see the supplementary material). Within a reasonable approximation, the electronic contribution can also be accommodated by taking into account a screened plasma frequency. Equation (5) predicts that the refractive index exactly equals zero at frequency ω L given by
For the frequency range in between ω D and ω L , (5) predicts negative values for k. By contrast, the Huang-Hopfield model predicts imaginary values for k; see Fig. 2 .
Taking into account the degeneracy between forward and backward directions, we can complement the dispersion diagram by including also the negative of the wavevectors k; see Fig. 3 . In Fig. 3 also the dispersion relation for the photon in vacuum has been included as a dashed line. We note that approximately in the middle of the frequency interval in between ω D and ω L , the frequency and the wavevector of the photon in vacuum and the polariton inside the material match at frequency ω M ,
Because of the match in impedance of vacuum and the medium at ω M , one expects zero reflectivity at this frequency. This is indeed obtained when inserting the dispersion relation (5) into the relation (1 n) 2 /(1 + n) 2 for reflectance under normal incidence; see the right part of Fig. 2(b) . We note that when calculating the reflectance, the positive value for n at each frequency needs to be selected from the dispersion diagram. In Fig. 4 , we compare the prediction by Eq. (7) for the photon energy at which the local minimum in reflectance should occur and experimental data for ω M for several ionic solids with cubic symmetry. In this comparison, ω D and ω L are obtained from the low and high energy edges of the reflection band.
The derivation of dispersion relation (5) in the paragraphs above does not explicitly use the Lorentz gauge. We note however that (5) is also obtained in a more formal derivation, starting from a cubic lattice of dipole oscillators as a model for the dielectric medium. 14 Similar as in the theory of Huang, the short range forces between ions are lumped together as an isotropic restoring force, while the long range forces are represented by retarded electromagnetic potentials satisfying Maxwell's equations and gauged according to the Lorentz condition,
According to (8) , the four-dimensional divergence of the four-potential is set to zero rather than the three-dimensional divergence of the vector potential as is done in the Coulomb gauge. In the case of the reflection of light under normal incidence only dipole oscillators parallel to the surface and electric field of the incident light can get excited. Each individual dipole acts as a scattering center, emitting secondary dipole radiation in all directions. It can then be shown that all the scattered waves interfere constructively to produce an effective electromagnetic wave that travels with a phase front speed c/n(ω) with n(ω) given by Eq. (5). 14 Essentially this amounts to the famous Ewald-Oseen extinction. 52 Under normal incidence, the wavevector of any light wave propagating inside the medium must be collinear with the wavevector of the incident light and antiparallel to the surface normal. The dispersion relation (5) is thus compatible with a model for the LiF ionic crystal in which LiF 'molecules' are considered as Lorentz oscillators that scatter the incoming radiation and interact with other LiF oscillators in the crystal via retarded dipole-dipole interactions. In this view, the frequencies ω D and ω P in (5) should be regarded as phenomenological, renormalized parameters that include a correction for the influence of the environment on the charge and frequency of the oscillating LiF heterodimers in the model. To illustrate this, we note that the frequency ω D associated with the low energy maximum of the reflection is approximately equal to the ratio of the vibration frequency of an isolated LiF molecule in the gas phase (ω Molecule = 113 meV 53 ) and the square root of the static relative dielectric constant ε r = 8.9. Assuming that the restoring force within the LiF oscillator is largely due to the Coulombic attraction between the oppositely charged ions, one expects that the force constant K scales with 1/ε r . Finally ω D ∝ K 1/2 and thus ω D = ω Molecule / √ ε r . This relation holds for a large number of monovalent metal halides (see the supplementary material). Furthermore, for alkali halide crystals, the Lyddane-Sach-Teller (LST) relation 54
is well supported by experimental data. The relation can be rewritten as
We note that the LST relation (9) is compatible with (8) derived for from dispersion relation (5) provided that we interpret ω P 2 in (6) as the screened plasma frequency, i.e., renormalize the charge on the LiF dimers to account for high frequency polarizability due to the atomic cores.
We note that dispersion relation (5) is seldom used to describe the optical response of crystalline solids but is often invoked to express the optical properties of random media, such as clouds of atoms and solutions of dye molecules. For such random media, experimental support for the negative group velocities predicted by (5) in the frequency interval between ω D and ω L has been reported. 55, 56 We note that (5) can also be derived based on forward scattering and the optical theorem. 14 According to the principle of relativity, no information can travel faster than the speed of light. 57 Therefore any electromagnetic signal encoded as a discontinuity in a traveling electromagnetic wave should travel at a speed below c. 58, 59 The dispersion relation (5) indeed satisfies this requirement; see the supplementary material.
III. OFF-NORMAL REFLECTION IN LORENTZ GAUGE
If light waves arriving from vacuum at the surface of a medium are not incident along the surface normal, then the incoming light can excite waves in the medium whose wavevectors make an angle with the surface normal. In addition, longitudinal waves may get excited. 60 In a material with cubic symmetry such as LiF, the polarizability is the same in all directions. The response of the materials on a local scale may be modeled using a cubic lattice with on each lattice point three mutually orthogonal harmonic oscillators. In the case of obliquely incident, p-polarized light, oscillators in the material oriented in the direction perpendicular to the plane of incidence will not be excited. In the following, we will ignore any waves polarized in this s-direction. The p-polarized waves in the medium can be further classified as having either transverse or longitudinal polarization. The dispersion relation for the transverse waves (5) has already been given in Sec. II. The dispersion relation for the longitudinal waves can be obtained by considering a lattice of oscillators all oriented parallel to the propagation direction of the longitudinal wave. 14 We find that the wavevectors of the effective longitudinal waves must satisfy
Solutions of (11) include k(ω) = ω, i.e., longitudinal waves with vacuum dispersion. Such waves do however not transfer any energy and are only physically relevant because they can be used to adjust the gauge of the potentials at a certain point.
In the following, we refer to these gauge waves as longitudinal and "light" (abbrev. Ll). The other type of solution to (11) is
Because the dispersion (12) differs from that of the massless photon, we refer to these waves as longitudinal and "heavy" (Lh). In order to calculate the reflection of light at the vacuum-LiF interface, we first need to ensure that the four-vector potentials in vacuum and in the medium are gauged in a uniform manner. Therefore we also impose the Lorentz condition to the potentials in vacuum. In the vacuum, there is however additional gauge freedom because of the massless nature of the photon. In order to also fix this additional freedom, we require that at the interface between vacuum and matter, the component of the vector potential antiparallel to the surface normal is zero. Taking the 2-direction of the space-time coordinates to be parallel to the surface normal and the 1-direction parallel to the surface and in the plane of incidence, the additional axial gauge condition in the interfacial plane x 2 = 0 can be formulated as A 2 (t, x 2 = 0) = 0. Having now completely eliminated the gauge freedom of the potentials, we turn to the specific boundary conditions for the four-potential at the interface. As shown previously, 14 boundary conditions for the potentials can be derived from the general Euler-Lagrange equations for the dynamic system of charges and fields. The boundary conditions obtained are that the four components of the four-potential and their derivative in the direction parallel to the surface normal must all be continuous across the interface.
Assuming that a single plane wave of monochromatic radiation is incident on the surface, the continuity of the potentials at the surface requires that the reflected and transmitted waves are phase matched. The component of the wavevector of the reflected and transmitted waves in the plane of incidence and parallel to the surface, i.e., in the 1-direction, must be equal to the 1-component of the incident wave. From the phase matching and the dispersion relations, it then follows that the incident light will excite at most one transversal, one heavy longitudinal, and one massless longitudinal wave with respective wavevectors k T , k Lh , and k Ll . By invoking also the other boundary conditions, the amplitudes of the transmitted and reflected waves can be calculated as a function of the frequency, angle of incidence, and amplitude of the incoming plane wave (see the supplementary material for details).
In Fig. 5 , we illustrate the predictions of the Lorentz gauged dipole oscillator model for the off-normal reflection. Figure 5(a) shows the reflectance spectrum for four different angles of incidence. In the limit of normal incidence, the predictions from the dipole model coincide with those of the simplified treatment discussed in Sec. III, showing the two characteristic maxima. Upon increasing the angle of incidence, the peak in the reflection spectrum at high energy broadens, whereas the maximum at low energy remains largely unaffected. This prediction is consistent with the experimental data in Fig. 1 , where it can be seen that the high energy edge of the reflection is sensitive to the angle of incidence. In Fig. 6 , we show a more detailed comparison between the experimentally observed photon energy of the high energy edge of the reflection band as a function of the angle of incidence and the theoretical predictions based on the dipole model in the Lorentz gauge.
In order to provide more insight into the reflection process under oblique incidence, we show in Fig. 5 the longitudinal, heavy wave inside the material that is excited upon reflection. Under normal incidence, waves of this type are not provoked. For obliquely incident light however, we find that longitudinal modes do get excited, especially for frequencies near the longitudinal frequency ω L . 60 We note that the description using the Coulomb gauge and the dielectric function allows for longitudinal waves only when the frequency is exactly equal to ω L . The treatment based on the Lorentz gauge refines this picture and shows that longitudinal waves can also be excited at frequencies other than ω L . In Fig. 5(c) , we illustrate the dispersion relation for the heavy, longitudinal waves by plotting the absolute value of the longitudinal wavevector as a function of the frequency. This particular relation is independent of the angle of incidence. As can be seen, near the longitudinal frequency, |k Ll | vanishes. We recall that, because of the phase matching, the component of the wavevector of the longitudinal wave in the 1-direction should retain a finite value also at the longitudinal frequency. As a result of these two requirements, the component of the wavevector in the 2-direction takes on an imaginary component for frequencies near ω L ; see Fig. 5(d) . The imaginary component of the wavevector implies that the longitudinal wave does not propagate into the bulk of the medium but is bound to the surface of the ionic crystal.
It has long been known that dielectric crystals can support surface waves 61, 62 with a field distribution similar to surface plasmons. 63 The dipole oscillator model in the Lorentz gauge bears out these surface waves and their involvement in the reflection.
In Sec. II, it has been argued that the minimum in reflection near the middle of the reflection band of LiF may be attributed to excitation of a polariton in the ionic crystal. Apart from the frequency of the polariton, one may expect that the reflection spectrum also conveys information on the lifetime of the polariton. In a pragmatic approach, we introduce an additional term in (11) that may account in a phenomenological way for friction in a harmonic oscillator,
Starting from relation (13), the reflection of light by the ionic crystal can be recalculated. In Fig. 7 , we show the predicted reflectance for an angle of incidence of 11 • corresponding to the low temperature experimental data by Gottlieb. 22 In the calculations shown, we have included screening of the plasma frequency for frequencies below resonance (see the supplementary material for details). When the value of time constant τ describing how fast oscillations damp out is reduced, the reflectance at the local minimum in the middle of the reflection band rises. Comparing the predictions to the low temperature experimental data, we estimate that the damping time is on the order of 25 eV 1 . For an oscillator with resonance frequency ω D = 44 meV, this damping time corresponds to one period of its oscillatory motion ion. A possible mechanism that may explain the fast damping is coupling between the oscillatory motion of the dipoles to acoustic waves in the solid. In the dipole model, motion of the centers of mass of the dipoles relative to each other has been neglected. 
IV. CONCLUSION
A Lorentz covariant description of the coupled dynamics of ionic dipole oscillators and electromagnetic fields in cubic ionic crystals provides an efficient zero-order description of the reflectance of infrared light by this type of materials. The local minimum in the middle of the reflection band as well as the excitation of longitudinal modes under oblique incidence can be captured by simple analytic expressions without resorting to a perturbative treatment. Further refinement of the Lorentz model may be possible by including dielectric screening and coupling to acoustic modes. The dipole oscillator model involving the Lorentz gauge provides a unifying picture for the reflection of light involving phonon-polaritons, excitonpolaritons in organic crystals, plasmon-polaritons, and cavitypolaritons. For all of these systems, excitation of polaritons leads to a local minimum within the reflection band.
SUPPLEMENTARY MATERIAL
See supplementary material for infrared reflectance data for cubic ionic crystals, details on the local response function in the Coulomb gauge, inclusion of an electronic contribution to the refractive index, scaling of the low energy edge of the reflection band and the vibration frequency of the corresponding diatomic molecule in the gas phase, reflectance under oblique incidence, a note on the Lyddane-Sachs-Teller relation, the signal velocity in a dielectric medium in the Lorentz gauge, and finally, screening of the plasma frequency.
