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Abstract
We address the validity of the usual procedure to determine the sensitivity of neutrino oscillation
experiments to CP violation. An explicit calibration of the test statistic is performed through
Monte Carlo simulations for several experimental setups. We find that significant deviations from
a χ2 distribution with one degree of freedom occur for experimental setups with low sensitivity to
δ. In particular, when the allowed region to which δ is constrained at a given confidence level is
comparable to the whole allowed range, the cyclic nature of the variable manifests and the premises
of Wilk’s theorem are violated. This leads to values of the test statistic significantly lower than a
χ2 distribution at that confidence level. On the other hand, for facilities which can place better
constraints on δ the cyclic nature of the variable is hidden and, as the potential of the facility
improves, the values of the test statistics first become slightly higher than and then approach
asymptotically a χ2 distribution. The role of sign degeneracies is also discussed.
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I. INTRODUCTION
Mixing in the lepton sector of the Standard Model is described by the unitary Pontecorvo–
Maki–Nakagawa–Sakata (PMNS) matrix [1–5]. In the standard three family scenario, it can
be parametrized by three mixing angles (θ12, θ23, and θ13), a Dirac CP violating phase (δ)
and, if neutrinos are Majorana particles, two additional Majorana CP phases. Neutrino
oscillations are sensitive to the values of all mixing angles and the CP violating phase δ,
together with the two independent mass squared differences (∆m221 and ∆m
2
31, defined as
∆m2ij ≡ m2i −m2j). Unlike for the CKM matrix, the mixing angles of the PMNS matrix have
been experimentally found to be large, with θ13 ' 9◦ being the smallest mixing angle [6–10]
and the other two angles being much larger (θ12 ∼ 33◦ and θ23 ∼ 45◦ [11]). Thus, the Jarlskog
invariant J = cos θ13 sin 2θ13 sin 2θ12 sin 2θ23 sin δ can be potentially as large as ∼ 0.035 for
maximally CP violating values of δ, three orders of magnitude higher than the currently
measured value for its counterpart in the quark sector: JCKM = (2.96
+0.20
−0.16)·10−5 [12]. Since it
has been shown that, within the context of Standard Model Electroweak Baryogenesis, JCKM
is not large enough to account for the observed Baryon asymmetry of the Universe [13, 14],
the discovery of an additional source of CP violation (such as δ in the PMNS matrix) could
open new possibilities for alternative generation mechanisms.
Given the current knowledge on the neutrino oscillation parameters, the focus for the next
generation of neutrino oscillation experiments will be to determine the neutrino mass order-
ing, the CP violating phase δ, and the octant of the mixing angle θ23. For the determination
of the mass ordering, there has been a lively discussion in the literature on whether or not
the common way of assessing the sensitivity of a future experiment is applicable [15–18]. As
shown in Ref. [17], the common approach does give a reasonable approximation of the me-
dian sensitivity, although not for the reasons typically used in the argumentation for it. The
small correction was mainly based on the one-sided nature of the hypothesis test and only to
a minor degree on the non-gaussianity of the statistical distributions. Similarly, deviations
from a χ2 distribution of the test statistic should be tested for in the search for δ. Indeed,
one of the requirements for the validity of the common approach when making sensitivity
analyses is that the change in number of events forms a linear space upon variations of δ.
However, this requirement will necessarily be violated at some level since δ is periodic and a
change by 2pi will leave the number of events unchanged. In addition, there is no guarantee
that the predicted data without statistical fluctuations, as used in the common approach,
will be representative. In the present work, these assumptions are tested by explicit Monte
Carlo simulations in order to find out exactly how much the sensitivity analyses are affected
by these assumptions. To do so, we start from the basic frequentist definitions and apply the
Feldman–Cousins approach [19] in order to determine the sensitivity of several experimental
setups.
II. STATISTICAL APPROACH
The most common way of quantifying the experimental sensitivity to leptonic CP viola-
tion is to quote the confidence level at which the CP conserving values of δ (0 and pi) can
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be rejected. In the literature, this is typically computed by constructing the test statistic
S = min
δ=0,pi
χ2 − min
global
χ2, (1)
where χ2 = −2 logL, and L is the likelihood of observing the data given a particular set
of oscillation parameters. It is worth noting that this involves minimizing over all nuisance
parameters, which may be subject to external constraints (we will discuss how such exter-
nal constraints are handled in Sec. II A). It is then assumed that S is χ2-distributed with
one degree of freedom, based on the implications of Wilks’ theorem [20]. In addition, the
Asimov data set1 [21], i.e., the event rates without statistical fluctuations, is assumed to
be representative for the experimental outcome and is thus used to estimate the expected
confidence level (CL) at which the CP conservation hypothesis would be rejected. However,
as for the case of the neutrino mass ordering [15, 17], it is not clear to what degree the
assumptions underlying Wilks’ theorem are violated when testing CP conservation in this
fashion, resulting in a need to explicitly test this framework.
The procedure to test the CP conservation hypothesis at a given CL can be summarized
as follows: First, the distribution of the test statistic S is found by simulating a large number
of realizations of the experiments based on the predicted event rates under the assumption
of CP conservation (i.e., for δ = 0, pi). This is done for a given set of values for the other
oscillation parameters, which we assume to be the true values. The value of S is then
computed for each realization, which provides the distribution of S. CP conservation will be
rejected at CL x if the measured value of S is among the 1−x fraction of largest values in the
distribution. This automatically defines a critical value, Sc(x), such that CP conservation
is rejected at CL x if S > Sc(x). By construction, Sc(x) is the inverse of the cumulative
distribution function (CDF) of S under the CP conserving hypothesis.
The above construction is only concerned with the test of CP conservation for a given
data set, i.e., once the experiment has already taken data. The expected performance of
future facilities will depend on the true value of δ. Thus, in a frequentist approach the
performance of the facility must be quantified for each value of δ separately. In addition,
due to statistical fluctuations, different realizations of a given facility will lead to a different
significance at which CP conservation can be rejected. Therefore, the convention is to define
the expected sensitivity of a given experiment as the CL obtained for the median of the
distribution, and is typically shown as a function of the value of δ itself. This is usually
referred to as the median sensitivity and it will not necessarily coincide with the significance
computed with the Asimov data set.
A calibration of the χ2 for CP violation, following the procedure described above, was
performed in Ref. [22]. The T2HK experiment [23] was used as an example, and the critical
values were found to be significantly smaller than for the χ2 distribution with 1 degree of
freedom in the region sin2 2θ13 & 10−2. However, the study in Ref. [22] was restricted to
values of sin2 2θ13 . 5 × 10−2, and was done using a different test statistic than the one
considered in the present work.
1 So named after the Franchise short story by Isaac Asimov, where an entire electorate was replaced by
one single representative.
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A. External constraints
The common approach when dealing with external constraints on the nuisance parame-
ters (such as previous determinations of oscillation parameters or prior constraints for the
systematic uncertainties) is to include an additional term in the χ2 of the form
χ2 = χ20(ξ) +
(ξ − ξ¯)2
σ2ξ
, (2)
where ξ is the nuisance parameter, χ20(ξ) is the χ
2 provided by the experiment itself for
a given value of ξ, and σξ is the error in the determination of ξ which has a measured
central value of ξ¯. In order to calibrate the χ2 to do a proper hypothesis test, statistical
fluctuations must also be considered for the experiment determining ξ¯. From this follows
that, when calibrating the critical value Sc for an assumed true value ξtrue, the values of ξ¯
should be chosen according to a normal distribution with mean ξtrue and standard deviation
σξ.
2 The final χ2 is obtained after marginalizing over the nuisance parameters ξ in Eq. 2. The
test statistic is then defined through Eq. (1) and the critical value is computed accordingly.
When computing the median outcome expected for a CP violating value of δ, however,
the outcome of any external past experiment should be taken into account. This implies that
ξ¯ should be fixed to the result from the external experiment. By doing this, one would obtain
the probability of reaching a given CL using the already known outcome for the external
constraints. This is the procedure that has been followed in this paper. On the other hand, if
external constraints from a hypothetical future experiment were to be implemented instead,
the outcome of such an experiment would be unknown and should therefore still be chosen
according to the expected distribution of possible outcomes.
In our simulations, we have followed the prescription described above for existing con-
straints on the neutrino oscillation parameters as well as for including constraints on the
systematic errors. The calibration of the test statistic has been performed for the best fit
values of the parameters. Given our present knowledge, we do not expect the calibration of
the test statistic for CP violation to be crucially dependent on this choice with the notable
exception of θ23, for which strong correlations with δ exist [24] and preliminary explorations
show that this can strongly reflect in the test statistic calibration [25]. Such correlations call
for a calibration of the test statistic as a function of both δ and θ23 in order to properly asses
the significance of a signal in both variables simultaneously. Nevertheless, such a study is
computationally very expensive and therefore beyond the scope of this work.
III. SIMULATION DETAILS
We simulate the long-baseline experiments LBNE [26], T2HK [23], ESSνSB [27], and
NOνA [28] using the GLoBES software [29, 30] to find their respective Asimov data sets as
functions of the parameter values. The simulation details for the LBNE, T2HK, ESSνSB,
2 Note that this is not completely equivalent to picking ξ from a random distribution. The test statistic
must still be separately calibrated for each simple hypothesis.
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and NOνA experiments were implemented as in Refs. [17], [31], [27], and [17], respectively3.
For the ESSνSB, we use the configuration with a 540 km baseline and 2.5 GeV protons.
Once the Asimov data sets were computed, realizations of the experiments were constructed
by applying Poisson statistics individually to the number of events in each bin based on the
expected rates. This was implemented using the MonteCUBES software [32]. The value
of S was then computed for each realization in order to find the distribution of S under
the CP conserving and CP violating hypotheses. In all cases, 5 % (10 %) systematic errors
were used for the signal (background) event rates. These are bin-to-bin correlated, but
uncorrelated between signal and backgrounds and between different oscillation channels.
The true values of the oscillation parameters have been set according to the best fits in
Ref. [11], with the exception of θ23 which has been set to 45
◦. Marginalization is performed
on θ12, sin
2 2θ13, sin
2 2θ23, ∆m
2
21 and ∆m
2
31, using gaussian priors in agreement with present
experimental uncertainties from Ref. [11]. Sign degeneracies are fully taken into account
during minimization.
In order to compute the critical values of S, we simulate 105 realizations for δ = 0 and pi
and for both neutrino mass orderings. This is sufficient to reliably find the value of Sc up to
∼ 3.5σ level, corresponding to a CL of ∼ 99.95 %. On the other hand, for the computation
of the expected outcomes for CP violating values of δ we are only interested in obtaining the
value of S for the median of the distributions. Since this is much less sensitive to statistical
fluctuations than the sampling of the tails, only 103 realizations of the experiments are
simulated in order to obtain the median of S for these values.
IV. RESULTS
In this section we present our simulation results and we discuss the general behaviour
of the test statistic and the final sensitivities for CP violation. In Sec. IV A we show the
distribution of the test statistic defined in Eq. 1 for all facilities under consideration, as
obtained from the Monte Carlo simulations. Then, in Sec. IV B we discuss the dependence
of the distributions with several factors, such as the statistics of a given experiment and/or
the presence of sign degeneracies. Finally, in Sec. IV C we show the resulting sensitivities
obtained from Monte Carlo and we compare to the usual values reported in the literature
(which are obtained under the assumption that Wilks’ theorem is valid).
A. Distribution of the test statistic for the null hypothesis
Figure 1 shows our results for the distribution of the test statistic S for the experimental
setups considered in this work. In order to show the dependence with the statistics of the
experiment, results are also shown for T2HK with a factor 20 reduced statistics. Such a
setup would also be similar to T2K at the end of its planned running time, although with
a somewhat extended run and equal running times in the neutrino and antineutrino modes.
As can be seen from the figure, the CDFs are generally close to a χ2 distribution with one
3 The only modification is that in the present work the beam power of the LBNE experiment has been
increased to 1.2 MW, and the detector mass has been fixed to 34 kt.
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FIG. 1: Distribution of the test statistic S for the different simulated experiments. We show the
value of 1− CDF(S), where CDF is the cumulative distribution function. The values of 1− CDF
corresponding to 1σ, 2σ, and 3σ are shown as horizontal lines. For comparison, the red line shows
the result for a χ2 distribution with one degree of freedom.
degree of freedom for almost all experiments under consideration. The notable exceptions to
this rule are the NOνA setup and T2HK with reduced statistics, for which large deviations
are observed and the critical values corresponding to a given CL are considerably smaller
than the values obtained under the assumption of a χ2-distributed test statistic. This can be
understood as follows. One of the requirements for the applicability of Wilks’ theorem is that,
when varying the parameter that is being tested for (in this case δ), the subsequent change
in the observables used to determine it should constitute a linear space. This requirement
will obviously be violated at some level for δ, since a change by 2pi will render no change in
the number of events. Nevertheless, if a given facility is able to constrain the value of δ very
precisely, the linearity condition is expected to be approximately satisfied for the statistical
fluctuations on the number of events. Therefore, one could naively expect that the deviations
from a χ2 distribution would be more manifest for experiments with the poorest sensitivity
to δ, where the violation of the requirements for Wilks’ theorem is more apparent. This will
be discussed in more detail in Sec. IV B.
The other relatively significant deviation from a χ2 distribution can be seen for T2HK. We
have checked that this extra deviation with respect to the better agreement showed by LBNE
and the ESS can be attributed to the sign degeneracies, that play a very important role in
the determination of δ from T2HK. A parametric degeneracy will again lead to situations
in which the change in the number of events does not span a linear space, implying the
non-applicability of Wilks’ theorem. When the mass hierarchy is assumed to be known,
the distribution obtained for T2HK lies on top of those obtained for LBNE and the ESS as
expected.
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FIG. 2: Left panel: distribution of the test statistic S for the NOνA setup increasing its nominal
exposure by factors of 1, 2, 5, 10 and 100. We show the value of 1 − CDF(S), where CDF is the
cumulative distribution function. The values of 1 − CDF corresponding to 1σ, 2σ, and 3σ are
shown as horizontal lines. For comparison, the red line shows the result for a χ2 distribution with
one degree of freedom. Right panel: χ2 profile for the rescaled NOνA setups as a function of δ
for a true value of δ = 0, obtained in absence of statistical fluctuations. As in the left panel, the
different lines have been obtained after increasing the nominal exposure by factors of 1, 2, 5, 10,
20 and 100.
B. Discussion
In this section, we explicitly test the interpretation of Fig. 1 presented above with detailed
simulations and geometric arguments based on the cyclicity of δ and thus on the expected
violations of Wilk’s theorem. In the left panel of Fig. 2 we take NOνA as a test setup
and increase its statistics by factors of 1, 2, 5, 10, 20 and 100 in order to improve the
corresponding determination of δ and thus to quantify how precise this determination needs
to be so as to recover a distribution close to a χ2. As can be seen in the left panel, upon
increasing the statistics assumed for NOνA, the deviation from a χ2 distribution becomes
milder and happens at higher and higher CL. Indeed, the different curves show a change
of trend developing a sharper decrease after a certain confidence level, which increases with
statistics. For an increase in statistics of one order of magnitude this deviation is no longer
seen for confidence levels below 3σ, which are the ones we are able to probe with the number
of experimental realizations simulated in this work. Indeed, for increases of the statistics by
factors of 10 and 20 the obtained distribution is rather consistently above a χ2 distribution,
while an increase of statistics by a factor 100 brings it down and therefore closer to the χ2.
In the right panel of Fig. 2, we show the correlation between the observed deviations from
the χ2 distribution for the various exposures with the precision with which they would be
able to reconstruct δ, for a true value of δ = 0 and in absence of statistical fluctuations. As
expected from the cyclic nature of δ, a degeneracy between δ = 0 and δ = 180◦ tends to take
place in all cases. It can be seen that the height of the barrier separating the two minima
in the right panel seems roughly correlated with the value of the test statistic for which
a change of trend is observed in the slope of the curves in the left panel. The change in
slope is not related to the degeneracy between δ = 0, pi itself, but rather to the fact that the
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FIG. 3: Left panel: toy modelization of the observable space (number of neutrino and antineutrino
events) spanned by a change of δ between 0 and 2pi. For simplicity this has been depicted by a
circle to illustrate the cyclic nature of δ. The comparison with the assumptions underlying Wilk’s
theorem that lead to a χ2 distribution is depicted by the line tangent to the circle at the test point
corresponding to δ = 0. Right panel: the distributions of the test statistic obtained using the
model depicted in the left panel. The different lines correspond to different sizes of the standard
deviation assumed for the perturbations s ranging from s = 1 (the circle radius) to vanishing s = 0
in steps of 0.1. Thus lines with large s would thus represent facilities with poor sensitivity to δ.
reconstructed interval in δ at such CL would become of the same order of the whole allowed
range for this variable. Therefore, its cyclicity and hence the violation of the requisites of
Wilk’s theorem become manifest at the CL given by the height of the barrier separating the
two minima.
To understand all the features displayed by the left panel of Fig. 2 we have used a
toy model, represented in the left panel of Fig. 3. Let us assume that the observables
used to determine δ are only the total number of events in the apperance channels for
neutrinos and antineutrinos. The expected values for the number of events would span an
ellipse in observable space upon varying δ (as opposed to an infinite line, as required by the
assumptions of Wilk’s theorem). For simplicity we approximate this ellipse in observable
space by a circle4, depicted in the left panel in Fig. 3. The line tangent to the circle represents
how this distribution of expected number of events should look like if the premises of Wilk’s
theorem were satisfied. The point belonging both to the line and to the circle represents the
value of δ = 0, for which we wish to perform the calibration of the test statistic. To perform
this calibration, gaussian statistical fluctuations with a characteristic standard deviation s
(determined by the statistic and systematic errors of the experiment) must be considered
around the δ = 0 point. In the case where Wilks’ theorem holds, the test statistic for each
realization would be obtained as the square of the distance of the point corresponding to the
fluctuation to the δ = 0 point (i.e., minδ=0χ
2 in Eq. 1) minus the square of the distance of
4 As we will see, even with these simplifying assumptions the qualitative, and even quantitative, behaviour
observed in the left panel of Fig. 2 can be very well reproduced.
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this point to the line (i.e., minglobalχ
2 in Eq. 1), and a χ2 distribution would be obtained as
a result. Here, the distances are defined relative to the standard deviation of the gaussian
fluctuations. On the other hand, for the case where the variable is cyclic the test statistic
would rather correspond to the square of the distance between the point corresponding to
the fluctiation and the δ = 0 point minus the square of the distance of this point to the
circle (again, in analogy to Eq. 1). In this case, the test statistic will not necessarily be
χ2-distributed anymore, as we will show below.
Facilities with poor sensitivity to δ at a given CL, i.e., facilities for which the allowed
region reconstructed for δ at this CL span essentially the whole allowed range from 0 to 2pi,
will be characterized by statistical fluctuations (at this CL) which are of the same order or
even larger than the size of the circle in the left panel of Figure 3. Indeed, if the expected
fluctuations can reach the whole circle, all values of δ must necessarily be considered a good
fit to the data. In this case, statistical fluctuations will often be significantly larger than the
size of the circle and the distance from any fluctuation to the circle will tend to be larger
than the distance of the fluctuations to the line. Hence, the value of S reconstructed for
this fluctuations will tend to be significantly below a χ2 distribution. We have explicitly
computed the distribution of the test statistics for our toy model, for different sizes of the
standard deviation s relative to the circle radius depicted in the left panel in Fig. 3. The
obtained distributions are depicted in the right panel of Fig. 3 for different sizes of the
standard deviation s assumed for the perturbations ranging from s = 1 (normalizing to the
circle radius) to vanishing s = 0 in steps of 0.1. The similarity of this figure and the right
panel of Fig. 2 is remarkable. As anticipated, the lines for which the size of the fluctuations
is of the order of the circle size (s > 0.5) translate into a distribution falling significantly
faster than a χ2 distribution with one degree of freedom. These curves can be mapped to
a great accuracy to those for NOνA with factors of 1, 2 and 5 its nominal statistics. In
particular, the nominal NOνA exposure seems to roughly correspond to the s ∼ 0.7, i.e., a
standard deviation for the perturbation 0.7 times the circle radius, while exposures increased
by factors of 2 and 5 roughly correspond to s ∼ 0.5 and s ∼ 0.4 respectively. As the relative
size of the gaussian perturbations with respect to the size of the circle decreases, the CDF
becomes closer and closer to a χ2 distribution.
On the other hand, a large increase in the statistics for NOνA would translate in our toy
model to a significant decrease in the relative size of the fluctuations with respect to the size
of the circle. In this situation, perturbations can then easily fall inside the circle. While for
small size of the perturbations with respect to the circle radius there are still more points
closer to the line than to the circle, the points that fall within the circle overcompensate for
this fact since they are significantly closer to it. Therefore, the average distance is shorter
to the circle than to the line, and the distribution of S gets shifted to larger values with
respect to the χ2 distribution. This is shown by the lines obtained for s ∼ 0.3 in Fig. 3, and
can be mapped to the results obtained for NOνA using 10 and 20 times higher statistics in
Fig. 2.
If the size of the perturbation keeps decreasing, then the distribution asymptotically
approaches the χ2 distribution. This is expected, since in the limit when the perturbation
is very small the system is no longer sensitive to the curvature of the outcome space and
the effects coming from this should vanish. This result is shown by the red line obtained for
vanishing s in the right panel in Fig. 3, which perfectly reproduces a χ2 distribution and is
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already very close also to the s = 0.1 line. In turn, this seems to also be the tendency shown
for NOνA with 100 times increased statistics in Fig. 2.
Finally, we briefly comment on the role of sign degeneracies. In presence of sign degen-
eracies the above simplified model would have two, rather than one, ellipses (or circles). In
this situation, the perturbations that take place in a direction away from the second (degen-
erate) ellipse are essentially unaffected by its presence. However, for perturbations in the
direction of the second ellipse, the distance to this second ellipse can decrease with respect
to the case in which no degeneracies are present. Naively, this could mean that the values
of the test statistics S would increase, and indeed this is the effect observed for T2HK in
Figure 1. However, the distance between the fluctuation and the CP-conserving points in
the new ellipse may also decrease, which would tend to produce a decrease of the obtained
values of S. In practice, whether the values of S increase or decrease when in presence of
sign degeneracies depends on the relative positions of the two ellipses in observable space
as well as on the relative locations of the CP-conserving values of δ upon them. These
locations are facility- (energy- and baseline-) dependent and we have found examples that
change the distribution of S in either direction. However, in all cases the effect was rather
minor and subdominant with respect to the cyclicity of δ as described above. Moreover, the
vast majority of proposed future facilities facing the measurement of δ would be either able
to determine the mass hierarchy at a high CL, or far enough in the future that the mass
hierarchy will most likely have been measured by some other combination of experiments.
A more interesting effect, though, might be caused by the octant degeneracy allowed by
the ambiguity in the value of θ23, as the preliminary results from [25] show. However, a
detailed study of these degeneracies calls for a calibration of the test statistic as a function
of both δ and θ23, in order to properly asses the significance of a signal in both variables
simultaneously. Such a study is computationally expensive and beyond the scope of this
work.
C. Sensitivities reassessed
A priori, a variation on the critical values Sc with respect to the ones obtained for a χ
2
distribution does not necessarily imply a change in the sensitivity of an experiment. This will
depend on whether the Asimov data can be taken as a good approximation of the median
result for values of δ /∈ {0, pi}. In Fig. 4, the median value of the distribution of S is shown
as a function of δ for all experiments under consideration, and the results are compared to
the values obtained from the Asimov data. We find that the Asimov data set is very close
to the median value of S for all future experiments, while significant deviations are found
for NOνA. It thus follows that the Asimov data may be taken as a good approximation of
the median test statistic when considering the more sensitive experiments, while for NOνA
Monte Carlo simulation would be advisable.
Finally, in Fig. 5 we compare the computed sensitivity to CP violation using a full analysis
based on Monte Carlo simulation with the results obtained in the common approach (i.e.,
assuming the cut values of a χ2 distribution with one degree of freedom and the Asimov data
set). The results obtained in 68% and 95% of the simulated experiments are also indicated
by the yellow and green bands, respectively, to show the expected dispersion with respect
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FIG. 4: The test statistic S for the simulated experiments, as a function of the true value of δ
(in degrees). The median values obtained from Monte Carlo simulations are shown as solid lines,
whereas the values corresponding to the predicted Asimov data set are shown as dashed lines.
to the median result. From this figure, a reasonable agreement in the sensitivity can be
observed with respect to the results obtained by simply taking the
√
S for the Asimov data.
The only exception is for NOνA in the region around δ ∼ 90◦ where, even if the critical
value Sc from Fig. 1 is significantly lower than for a χ
2 distribution, the Asimov data set
considerably overestimates the median result from the Monte Carlo (see Fig. 4). It is also
noteworthy the sizable dispersion depicted by the 1 and 2 σ bands for the NOνA setup that,
for δ ∼ 270◦, span significances from around 0.1 to more than 3σ in the 2σ band. Thus, it
is challenging to actually forecast the expected sensitivity for this facility, particularly since
δ ∼ 270◦ happens to be the present best fit from T2K and reactor data [11].
We also note that the Monte Carlo results do not go to zero around the CP conserving
values of δ. Instead the median sensitivity is around 0.67σ, corresponding to a CL of 50 %.
This should be expected as the median confidence level obtained if CP is conserved should
be 50 %. The Asimov data cannot reflect this since any fluctuations around it will increase
the value of the test statistic. It is therefore not a good approximation of the median in a
region close to the CP conserving values of δ.
V. SUMMARY AND OUTLOOK
In this work, we have studied the validity of the common approach used to compute
the sensitivity of future long baseline experiments to leptonic CP violation. By explicit
Monte Carlo simulation we have found that the test statistic (defined in Eq. (1)) is close to
being χ2-distributed only when, at the corresponding confidence level which is being tested,
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FIG. 5: Predicted median sensitivity for rejecting CP conservation, as a function of the true value
of δ (in degrees). Solid lines show the results using the true median and Monte Carlo calibrated
distributions of S, while dashed lines show the results using the common approach of taking
√
S
for the Asimov data set. The yellow (green) bands show the regions containing 68 % (95 %) of the
experimental realizations obtained from the Monte Carlo.
the error bars with which δ can be reconstructed are significantly smaller than the whole
δ range, so that the cyclic nature the variable is not apparent. Even in this scenario, the
test statistics is slightly shifted to higher values than those obtained for a χ2 distribution.
Otherwise, the distribution of the test statistic is instead significantly shifted towards lower
values than naively expected by a χ2 distribution.
We have also found that the median value of the distribution is well approximated by the
Asimov data set in most cases. This results in a sensitivity which is very similar, although
slightly worse, than what is typically quoted in the literature.
In view of our results and given the present hint for δ ∼ 270◦ [11] from the combination
of T2K (with relatively low statistics), and reactor data, it would be interesting to reassess
its significance through a calibration of the test statistic also fully taking into account the
octant degeneracy which seems to play a significant role.
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