The Markov processes de ned by random and loop-based schemes for single spin ip attempts in Monte Carlo simulations of the 2D Ising model are investigated, by explicitly constructing their transition matrices. Their analysis reveals that loops over all lattice sites using a Metropolis-type single spin ip probability often do not de ne ergodic Markov chains, and have distorted dynamical properties even if they are ergodic. The transition matrices also enable a comparison of the dynamics of random versus loop spin selection and Glauber versus Metropolis probabilities.
Introduction
Monte Carlo simulations of the Ising model are widely used in statistical physics. 1 The most popular class of algorithms, inspired by the work of Metropolis et.al., 2 proceeds by selecting a single spin, calculating the energy di erence E induced by ipping that spin, and accepting that move with a probability depending only on E. These algorithms are called local methods because the energy di erence depends only on the neighbors of the spin being investgiated. The selection of the probabilities p( E) for the possible values of E de nes the rst (and main) part of the algorithm. Two common choices are the Metropolis 2 p M ( E) = min 1; exp ? E k b T (1) and Glauber 3 p G ( E) = 1 = 1 + exp E k b T (2) functions. The conditions for e cient vectorization 4 and parallelization 5 of single spin ip methods for high performance computers have led to numerous variants of the second ingredient necessary to completely de ne the algorithm: the way in which individual spins are selected for a spin ip trial. Common methods are:
Each spin is chosen at random. This might be the most \physical" method, because it closely models the e ect of a heat bath coupled to the spin system. It is rarely used in practice, because generating a random number is more expensive than addressing by a loop variable, and also prohibits most optimizations.
The spins are visited one after the other, implemented by a loop running sequentially (in \array element order") through the lattice. This is the normal method used on scalar machines, and in textbooks.
The lattice is divided into two (or more) interpenetrating sublattices, the sublattices are processed one after the other, and within a sublattice any order of evaluation may be used because sublattices are chosen in a way that eliminates data dependencies within a sublattice. This is the standard method on vector computers, and may also be used for parallelization. On distributed memory machines, the domain decomposition applied to distribute the lattice may introduce additional changes in the spin selection order, at least if it is not based on sublattice decomposition. Some parallel multi-spin coding algorithms also fall into this class. The actual algorithms for distribution and parallelization are very varying, this whole area is not studied here. It is the aim of this article to analyze the in uence of the details of these spin selection schemes on the course of the simulation, for the two probability functions given above. This is done in the following way: Section 2 starts by explicitly constructing the transition matrices for small lattices, evolving from single-spin transitions to whole-lattice sweeps. Section 3 brie y reviews detailed balance, and section 4 demonstrates some ergodicity problems for Metropolis loop schemes. In section 5, the dynamical behavior of the simulations is studied, both the relaxation to equilibrium and correlations in equilibrium. Section 6 summarizes the results and gives some outlook of related problems not investigated here.
Construction of transition matrices
The nearest neighbor Ising model 6 with N = l 1 l 2 spins S i = 1 on a square lattice, a homogeneous ferromagnetic coupling J > 0, and zero magnetic eld is de ned by the Hamiltonian H(s x ) = ?J X <ij> S i S j (3) where the symbol < ij > denotes nearest neighbors. It should be emphasized that the boundary conditions are also implicit in the < ij > notation. In this article, boundary conditions are always xed in the sense that a given spin S i always sees the same boundary spins, independently of (simulation) time. Unless noted otherwise, periodic boundary conditions are imposed. The fact that only a single spin may be changed per step can be expressed by a \connectivity" matrix C i associated with each spin S i . The entries C i (x; y) in a The \natural" labeling is used here, where spin S i of state sx is +1 or ?1 depending on whether bit i in the base-two representation of x is one or zero.
these matrices describe to which new state s y a given state s x is transformed when ipping the spin S i , so they may have nonzero elements only for those states s x and s y that either di er only in their value of S i or are identical. Using the 2 2 system as the smallest possible example and periodic boundary conditions, these four matrices of size 16 16 are shown in Fig. 1 , where white squares represent zero entries, and dark squares b hold the probability p( E) of that transition. This value may but need not be positive: There are two of those entries in each row corresponding to accepting (non-diagonal entry) or rejecting (diagonal entry) the spin ip. Since the probability p( E) may be chosen exactly one for some E and the sum of all elements in a row is one, this implies that the probabilities on the diagonal are C i (x; x) = 1 ? C i (x; y) and vanish for transitions with C i (x; y) = 1.
The Glauber probabilities p G in (2) exclude 1 and 0, so for this case all the dark squares in Fig. 1 hold nonzero values. The subscript \G" has been already added in Fig. 1 to emphasize this. However, for p M from (1) many of the diagonal elements have the value zero, because some moves are always made. The resulting matrices are shown in Fig. 2 .
This has drastic consequences for some spin selection schemes, as will be seen below. For both cases, the exact values will depend on the temperature at which the simulation is performed. In the examples, the critical temperature T C (1) = 2= ln(1 + 
Single-spin ip transition matrices
If the spins for every elementary spin ip attempt are chosen at random, the transition matrix T (1) (t) for the t-th spin ip attempt is the sum of the above C i weighted by the probability to select spin S i , which is simply 1=N:
T (1) rand (t) T (1)
Since every spin can be chosen at every time step, there is no dependence on the \time" of the spin ip (labeled t), the process de ned by equation (5) is not only a Markov process but a Markov chain. The corresponding patterns for the example system are shown in Fig. 3 . If, on the other hand, the spins are visited one after the other in a loop-based spin selection scheme, the transition matrix T (1) (t) for the t-th spin ip attempt does depend on t: it is given by T (1) loop (t) = T (1) loop (i = t ? 1 mod N ) = C (t?1 mod N ) (6) with C i from Fig. 1 or Fig. 2 and assuming that the loop visits the spins in the order they are enumerated (otherwise the indices i would be permuted). The explicit t-dependence of this Markov process shows that the elementary single spin ip transition does not constitute a Markov chain for loop-based spin selection. Since the traditional existence and uniqueness proofs for the limiting distribution assume that the process is a Markov chain, 7 it is inconvenient to study the elementary steps de ned by T (1) directly.
Transition matrices for one Monte Carlo step per spin
A Monte Carlo step per spin (MCS/spin) is de ned as N successive single spin ip attempts. This is the natural extension of the single spin transitions of the last subsection, and the corresponding transition matrices T (N) can be easily derived from the T (1) . One advantage of using these transition matrices is that they eliminate the t-dependence of the loop-based spin selection schemes, so the processes are Markov chains when interpreting an MCS/spin as the elementary move. For random selection, the resulting transition matrix is T (N) rand = T (1) rand N
and the corresponding patterns for the 2 2 system are shown in Fig Note that although T (1) rand;M contains some zero diagonal elements, the N -step transition matrix is positive. In the language of Kemeny and Snell, 7 this means that T (1) rand is an ergodic Markov chain, and T (N) rand is a regular Markov chain. These properties hold for both probability functions. For spin selection by a loop visiting the lattice sites in array element order, the N -step transition matrix is loop;M is not positive and thus not regular. To see if that process is ergodic, more than one MCS/spin must be studied. Di erent orders of visiting the N spins are described by suitable permutations of the C i matrix multiplications, which in general do not commute.
The most important variant is the \checkerboard decomposition" of lattices into two interpenetrating sublattices: For open and periodic boundary conditions, this eliminates data dependencies within each sublattice if l 1 and l 2 are even, for helical boundary conditions the extent l 1 in the helical dimension must be odd and l 2 in the periodic dimension must be even. For the 2 2 system and back to periodic boundary conditions, the corresponding formula is
where multiplications within the parantheses commute, and can therefore be applied to a probability vector in any order. The resulting transition matrices are shown in As with the loop in array element order, using p G results in a regular Markov chain, whereas the transition matrix for p M is only sparsely occupied: T (N) subl;M is not regular and probably not even ergodic. Other useful methods of partitioning the lattice exist, but are less often used, require much larger lattices, and are therefore not studied in this article.
The desired limiting matrix
The overall goal of a dynamic Monte Carlo simulation is to obtain an approximation to the ensemble average of an observable (governed by the equilibrium probability distribution of all microscopic con gurations) by performing a time average over the simulation process. It is therefore crucial that the probability distribution of the states generated by the Monte Carlo simulation is equivalent to the equilibrium probability distribution of the model.
For the small systems studied in this article, the equilibrium properties of the Ising model can be calculated by explicitly summing the contributions of all states. So the partition function and the equilibrium probability distribution of the model system are known exactly. The ideal transition matrix A Ising is therefore also known: its rows a Ising are all the same, each one holding the equilibrium probability distribution of the Ising-model. It is shown in Fig. 7 . The two dark columns represent the low-energy ground states s 0 and s 15 (all spins parallel), and the two light ones represent the high-energy \checkerboard" con gurations s 6 Applying this transition matrix to an arbitrary initial probability distribution of the con gurations leads to the equilibrium distribution in one step. However, it has until now not been possible to implement this transition matrix in a Monte Carlo simulation algorithm, and it is unlikely that this is possible at all when using only single spin ips. But even if A Ising cannot be utilized as a transition matrix, it must be the limiting matrix of any regular or ergodic Markov chain which simulates the Ising model | only in this case does the simulation model the static properties under investigation. 7 
Overall spin reversal
In the Ising model with zero magnetic eld, the state s x derived from a state s x by reversing all spins S i to ?S i has the same energy H as the original state s x , and the magnetization M of the two states di ers by a factor of ?1. Consequently, the equilibrium probability of the two states is the same: (s x ) (s x ). Since the entries in the C i matrices depend only on E = H(s y ) ? H(s x ), it immediately follows c that C i (x; y) C i (x; y) and by the special properties of the T matrices also T(x; y) T(x; y), for all x and y.
This symmetry is visible in the pictures as a point symmetry to the center of the matrices because the labeling of states has been chosen so that zero at all temperatures. This holds for all nite lattices, and has nothing to do with simulation. To circumvent this e ect, it is always the absolute value jMj of the magnetization that has to be observed.
An important technical advantage is that only half of the entries in the matrices C i and T need to be stored, and only half of the states s x need to be investigated to obtain a full picture of the process. Both of these e ects have been taken into account in the current study.
3. Detailed balance and {invariane It is well known 1 that the matrices C i ful l the detailed balance condition 8 x; y 2 : (s x ) C i (x; y) (s y ) C i (y; x) ; (10) for both p M and p G . As an immediate consequence, summation over all y leads to C i . In other words, is invariant under each C i matrix.
The detailed balance condition is usually applied to ensure that is the limiting distribution of an ergodic Markov chain T: An ergodic Markov chain T that ful ls the detailed balance condition has the equilibrium probability distribution as its limiting vector a because summation over all y leads to T , and by virtue of the uniqueness of the limiting vector of an ergodic Markov chain, 7 this implies that a . However, there is often some confusion in the physical literature about the relevance of detailed balance. Three important facts to remember are: (i) Detailed balance alone does not guarantee convergence.
In the above paragraph, emphasis was on the fact that T be an ergodic Markov chain. Otherwise, detailed balance is of no use. The best counterexample is the unit matrix: it is a transition matrix since it has no negative entries and row sums one, and it trivially ful ls Eq. (10) with (x) (y) for x = y and 0 0 for x 6 = y. But the unit matrix is not ergodic (it has only absorbing 7 states), and nothing moves at all under this transition matrix: Convergence to the desired limiting distribution is obviously impossible. (ii) Detailed balance is not necessary for convergence.
As mentioned above, the invariance of under the transition matrix in question is very important to prove convergence (one consequence is that a process in equilibrium stays in equilibrium), and detailed balance is a convenient way to ensure this. But it is a very strong requirement, which is not necessary. (iii) Detailed balance for each single spin ip does not necessarily imply detailed balance for the Markov process obtained by putting these steps together for a whole lattice sweep. This problem will be investigated in the remainder of this section. So to continue, it now has to be checked if the detailed balance property (10) of the C i matrices is preserved for the transition matrices constructed from the C i . Detailed balance is preserved under matrix addition, so it also holds for all the T (1) matrices which consist of either a single C i matrix or of a sum of all C i .
But it is preserved under matrix multiplication only if the two matrices commute. subl;M reveals that these matrices are not ergodic: both have four rows with only one non-zero entry, which then must have the value one. So under these Markov chains, the states s x corresponding to such rows x are transformed with probability one to another state, which is the state s x because of the up-down symmetry discussed in section 2.4. So the state space of the example d The checkerboard decomposition reaches the lower bound of two non-commuting matrix multiplication: this normally happens between processing the last black and the rst white site, and vice versa between two whole lattice sweeps.
system is separated into three ergodic classes: two classes with two oscillating states each, e and the \large" ergodic class with all other states. Actually, these ergodic classes are equivalence classes, the equivalence relation is the possibility to move from one state in a given class to another one in the same class (and vice versa, of course). A Markov process is ergodic if its state space consists of a single ergodic class: only in this case can each state be reached from every other state.
When looking at the large time limit of powers of the transition matrices, this separation into three ergodic classes results in two pictures for odd and even matrix powers: For loop spin selection, the two \steady state" patterns are shown in Fig. 8 . The positive entries in these matrices are close to the desired limiting matrix A Ising , but obviously the probability zero in the vertical white stripes means that the probability of the remaining states in each row has to be higher than the correct value. So the probability distribution is distorted even in the \large" ergodic class.
All system sizes with up to 30 spins (2 30 10 9 states) have been analyzed to identify similar two-state ergodic classes. There cannot be other \small" ergodic classes with more than two states, this is again caused by the up-down symmetry of the model. The number of oscillating classes discovered was always quite small (see below), but unfortunately a rigorous upper bound on the maximum number of two-state ergodic classes for a given system size cannot be easily derived.
Periodic boundary conditions
For periodic boundary conditions (PBC), four simple patterns of oscillations between two states are shown in Fig. 9 to 11 . In all of these pictures, the two states of a lattice are given inside a framed box, and the symbol , denotes the transition between these two states. All pairs of states shown in one picture have the same formation rule, and these examples together with the respective gure captions should give su cient guidance to prepare the initial state of an arbitrary large system (with the corresponding constraints on l 1 and l 2 ) into one of these oscillating states, and e For loop update, the two oscillating classes are s 2 , s 13 and s 4 , s 11 , whereas for sublattice update they are s 3 , s 12 and s 5 , s 10 .
-- For loop spin selection, all lattices with l 1 = l 2 have at least two \triangular" ergodic classes (Fig. 9) . For loop spin selection, all lattices with l 1 ; l 2 odd have at least one \checker-board" ergodic class (Fig. 10) . For sublattice spin selection, all lattices with l 1 ; l 2 a multiple of 4 show at least four additional ergodic classes | a \checker-block" pattern and three variants obtained by translation of the lattice (Fig. 11) . For sublattice spin selection, all lattices with l 1 , l 2 a multiple of 2 (these are all lattice sizes for which checkerboard decomposition is meanigful) show at least two \striped" ergodic classes (Fig. 12 ).
More complicated two-state ergodic classes have been observed, for example a total of 32 (18) for the 4 4 loop (subl) scheme and 16 for the 5 5 system. But most of these patterns could not be generalized to larger lattice sizes and are therefore not given here. It should also be mentioned that all systems of size l l +1 that were studied are ergodic, but we have no rigorous proof for this observation to be valid for general l.
Helical boundary conditions
Helical boundary conditions (HBC) are very popular for vectorized Monte Carlo codes, and have therefore been analyzed, too. A number of two-state classes have been identi ed for lattices where the extent l 1 in the helical dimension is odd. However, the rules to describe these con gurations are more complicated than for periodic boundary conditions.
As in the periodic case, for loop spin selection all lattices with l 1 ; l 2 odd have at least one \checkerboard" class as shown in Fig. 10 . Figures 13 and 14 show two simple \diagonally-striped" patterns for loop and sublattice spin selection, which have two down spins followed by two up spins repeatedly stored (in array element order) into the lattice. It is left as an exercise for the reader to write down the exact conditions on l 1 and l 2 under which such oscillations occur.
f Again, some more complicated patterns were found which could not be generalized to larger lattices. For example, eight two-state classes were found for the 5 4 and 7 4 loops. For sublattice decomposition (l 1 odd, l 2 even), either no or two two-state classes were observed. No ergodicity problems were found for l 1 even.
Open boundary conditions
For open boundary conditions, no ergodicity problems have been found, except for the pathological case of the 2 2 system. This can be explained as follows: All two-state classes that were found for periodic and helical boundary conditions are con gurations where the spin to be ipped always has two parallel and two antiparallel neighbors (at the time of the ip, not in the initial state!). Because the Metropolis probability for such a ip is 1.0, this leads to the observed oscillation. For open boundary conditions, spins on the edges of the system only have three neighbors so this situation cannot occur. The 2 2 system has no edges (only corners), thus the oscillating behavior as for periodic boundary conditions.
The argument that only the probability 1.0 for a move with E = 0 causes the ergodicity problem can be easily proven: If that probability is changed to 0.5 in equation (1), then all loop-based schemes are ergodic for all boundary conditions and lattice sizes. Of course, they are still not regular.
Dynamical behavior
So far, emphasis has been on the question if the Markov processes correctly reproduce the desired static properties of the Ising model. Additionally, the transition matrices carry the complete information about the dynamical properties of the simulation method. To inspect these properties, it is useful to introduce a probability vector p of length 2 N which assigns each of the 2 N states s y a probability p(y). Observables A (like jMj or H) can be generalized from a function of a sharp state s y to a function of a probability vector p:
This is simply the dot product of the probability vector p with a vector of length 2 N , which holds the values of the observable A for each microstate. With this notation, both the relaxation from an initial state to the limiting behavior (equilibrium) and the correlations in equilibrium can be easily formulated.
Relaxation to equilibrium Let p (0)
x denote the probability vector for a sharp state s x at time 0, where element p (0) x (y) has value one for x = y and zero for x 6 = y. If a process with transition matrix T (N) starts in state s x , then the probability for each of the 2 N states after t MCS/spin timesteps is given by the probability vector p (t)
It should be noted that p (t) x describes the whole stochastic process, not only one realization like in Monte Carlo simulations where the system is always in a sharp state and many samples must be taken to obtain estimates. The price for this information is one vector-matrix multiplication of linear dimension 2 N for each MCS/spin timestep. The computational details of this time-consuming calculation using sparse matrix techniques have been described elsewhere. 8 If the process converges (or is summable) to the desired equilibrium probability distribution of the Ising model, the large{t limit of p (t) x obviously is the equilibrium probability distribution .
Given this time evolution of p, the time evolution of observables can be calculated from (12) and compared with the equilibrium value hAi of the observable (which can also be calculated from (12) , with p ). The distance A(t; x) := jhAi ? A(p (t)
is a convenient measure for the approach to equilibrium. Note that the covariance of A(p (0) x ) and A(p (t)
x ) is not a particularly useful measure to describe the relaxation:
it vanishes identically for all initial states with A(p (0)
x ) = 0.
Although A depends on the initial state s x , this dependence only a ects the rst MCS/spin step(s) for the regular transition matrices of section 2.2. The decay is perfectly exponential afterwards, and the corresponding exponents are independent of x. Figure 15: Relaxation of log 10 jMj to equilibrium, for the 2 3 system and Metropolis loop scheme at T = T 2:9 (the position of the susceptibility peak for this system). Initial states 0 to 31 are shown from left to right, displaced by 5 MCS/spin time steps.
The situation is di erent for the loop-based spin selection schemes with Metropolis probabilities: Figure 15 shows the base-10 logarithm of jMj versus t + 5x for the 2 3 Metropolis loop, which is ergodic but not regular. Only half of the 64 initial states s x are shown | the remaining initial states have the same behavior due to the up-down symmetry discussed in section 2.4. It is obvious that some initial states (like s 0 which is all DOWN) lead to almost exponential decay, while others show pronounced deviations from a simple exponential. This e ect strongly depends on temperature: at higher temperatures even the curves which look good in Fig. 15 are distorted.
This can be understood as follows: In the regular processes, already the rst MCS/spin time step has lled in all the 2 N ?1 zero entries of p (0) x . So p (t)
x is positive for all t 1 and the observed exponential decay is due to a smooth \spreading" of the probability of the initial state to all states. On the other hand, the ergodic process does not allow transitions from one state to all other states in one MCS/spin time step | the smooth decay is disrupted by the discrete process of lling the zero entries, which takes longer than one MCS/spin time step. The fact that some single spin ips have probabiliy one is visible in the pronounced kinks appearing in some curves. This is a clear warning sign that even for those system sizes where the Metropolis loops are ergodic, those moves which have probability one do distort the time evolution | even if they cannot completely destroy the convergence (as for the systems shown in section 4).
Equilibrium autocorrelations
The relaxation to equilibrium studied in the preceding subsection describes the relaxation from a non-equilibrium initial state to the equilibrium behavior. It is therefore relevant for the initial time steps of a Monte Carlo simulation and it determines the number of MCS/spin time steps to be discarded before starting measurements.
However, the correlations in equilibrium are much more important, at least if it is not the approach to equilibrium itself which is studied. These correlations characterize the error bars of estimates taken from a time series generated by the simulation: 9 Since the Monte Carlo steps are not independent, performing M MCS/spin steps does not result in M independent measurements but only in M e ;A = M=2 int;A e ectively independent measurements, where int;A is the integrated autocorrelation time of the observable A under consideration. 10 Even if the correlation times for relaxation and equilibrium correlations are of the same magnitude , the equilibrium correlation time has a much higher impact on the required computation time than the relaxation studied above, because it reduces the statistical accuracy for the whole simulation: For example, one discards the rst R 5 initial time steps of a Monte Carlo simulation, for exponential decay this would result in a correlation to the initial state of less then one percent. Afterwards, 2 M e time steps are necessary to obtain M e e ectively independent measurements for some observable. Values of M e 10 4 or more are realistic: since the error of Monte Carlo results generally decreases with the square root of M e , this would result in an accuracy of the raw data of about one percent. In this scenario, doubling the correlation time from 200 to 400 (as may happen for local Monte Carlo methods near a critical point) costs another 1000 time steps for equilibration, but four million additional time steps are required to reach the same accuracy of the estimates! The equilibrium correlations can also be extracted from a transition matrix T. Assume the stochastic process is started in equilibrium, that is p = (This is not possible for a simulation which always starts in a sharp state, but here the whole stochastic process is studied.). Because of the -invariance discussed in section 3, p is then given by for all times. Such a process is called stationary, 9 its averages are independent of time and two-point correlations only depend on the time lag between the two times. The equilibrium autocovariance of an observable A under such a process is given exactly by the following expression:
The rst factor in this sum is the equilibrium probability to be in state s x , the second is the value of A in that state, and the third is a dot product as in Eq. (12): each of its summands is the conditional probability to evolve from s x to one of the states s y times the value of A in that state s y | the dot product operation accumulates the contributions from all possible \target" states s y . Computationally, this is very similar to the previous subsection: the time evolution is given by a vectormatrix multiplication, and measurements are taken by a dot product. The main di erence is that whereas relaxation depends on the initial state s x , equilibrium corrrelations take all states into account with their respective equilibrium probability.
In practice, the time evolution for each state s x can be calculated independently, and results can be combined after these very expensive computations by a single global reduction. Thus, this calculation is ideally suited for a distributed memory parallel computer. Figure 16 shows the autocorrelation function calculated from (15) and static averages, for the magnetization of the 2 3 Metropolis loop as above. Each curve now is the weighted sum of individual states' contributions like those shown in Fig. 15 , and it is obvious that for low temperatures the curve is very smooth because here the \good" state s 0 has the largest contribution and the kinks of other states' decay are suppressed. However, at higher temperatures even the equilibrium correlation shows some deviation from a simple exponential decay, consistent with the picture given above. Again, random spin selection and Glauber loops show perfectly exponential behavior. Figure 17 shows the autocorrelation times for the 3 4 system, for both probability functions and random as well as loop spin selection. These are integrated autocorrelation times both because the integrated autococorrelations are the expressions relevant for the time series analysis, 9 and because it is manifestly di cult to extract a single exponential factor from the distorted curves for Metropolis loops shown in Fig. 16 . A number of observations can be made:
Random spin selection results in autocorrelation times which are a factor of 20 larger than loop schemes. This distance increases rapidly for larger systems. 11 becomes visible already for this tiny system: There is a clear maximum at T 2:3 for all four processes. It is remarkable that this maximum is much closer to T C than the susceptibility peak T 2:8 for this system size. For the random spin selection schemes, the \freezing" of the dynamics when T approaches zero sets in at much higher temperatures than for the loop schemes: In Fig. 17 , autocorrelation times for the random schemes start to increase when temperature drops below T 1:4, whereas for the loop schemes this happens only at T 0:7 and so is not visible in the gure.
So in summary, loop-based spin selection is the best choice concerning the statistical accuracy of estimates of static observables taken from a Monte Carlo simulation: The integrated autocorrelation times governing this accuracy are very smooth functions of temperature for all the Markov chains that have been investigated, and are much smaller for loops than for random spin selection.
Although Metropolis loops result in faster decorrelation than Glauber loops, it cannot be recommended to use the Metropolis function both because it could not be proven rigorously if a given system size is ergodic, and because even if it is ergodic the behavior of dynamical observables may be distorted.
Summary and conclusions
In this article, some general properties of single spin ip methods for the Ising model have been investigated, by analyzing the transition matrices of the associated Markov processes for very small systems. It should be emphasized that this analysis treats the stochastic process as a whole. Random numbers, which are used in actual simulations to generate a speci c realization of such a process, do not occur at all.
It has been shown that for Metropolis probabilities, loop-based spin selecting schemes are never regular and often not even ergodic Markov chains (when used in conjuction with periodic or helical boundary conditions). Even in those cases where Metropolis loops are ergodic, evidence has been shown that it is visible in the dynamical properties of the stochastic processes that they are never regular: Whereas correlations decay perfectly exponentially for the regular Markov chains, deviations from simple exponential decay have been observed for the non-regular Markov chains.
As a further result, it has been shown that Glauber probabilities cause slower decorrelation than Metropolis probabilities. More importantly, random spin selection results in much slower decorrelation than loop-based spin selections, whereas di erences between the various loop-based schemes (array element order, sublattice decomposition) are almost neglectable.
First signs of critical slowing down in the critical region are clearly visible already for 3 4 spins. However, tracking the time evolution of even such a small system required a sophisticated sparse matrix formulation of the matrices describing the stochastic process, 8 as well as large computing resources. For example, the calculations for section 5.5 took more than 10.000 hours of single-CPU time on an IBM RS/6000 SP machine.
It would be interesting to study other dynamical properties like mean rst passage times, which could then be used to extract information about the time scales in which e.g. the magnetization changes its sign during a simulation. However, such studies would require the fundamental matrix 7 of the Markov chains to be constructed, which cannot be done with sparse matrix methods and would thus require huge amounts of memory.
