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Vsakodnevno vse več ljudi uporablja internet. Vsi ti ljudje vedo, kako uporabljati
internet, le redki pa razmǐsljajo tudi o varnosti. Internet se ne veliko razlikuje od
resničnega življenja. Ima varna in nevarna mesta, obstajajo pa tudi kriminalci, ki
napadajo uporabnike interneta. Edina razlika med napadom v resničnem življenju
in kibernetskim napadom je, da v slednjem morda niti ne vemo, da smo napadeni.
Naloga je osredotočena na enega izmed napadov, v katerem nasprotnik dobi
dostop do uporabnikove naprave in jo običajno uporablja za napade zavrnitve
storitve (Denial of Service). V raziskavi se posebej osredotočamo na povezave,
ustvarjene od odjemalca do napadalčevega strežnika. Ustvariti želimo napravo
in razviti razvrščevalni model, ki temelji na algoritmih strojnega učenja, ki je
sposoben zaznati omenjene zlonamerne povezave.
Za raziskavo smo najprej ustvarili nabor legitimnih in zlonamernih povezav,
zajetih na vratih 443. Za vrata 443 smo se odločili, ker so ta zadnje čase
zelo pogosto uporabljena za omenjene zlonamerne povezave, saj jih normalni
uporabniki uporabljajo za brskanje po spletu in zato niso pogosto blokirana na
požarnih pregradah in tako napadalcem omogočajo prost izhod v internet. Po-
datki so bili zajeti z napravo Zeek, ki omogoča zajem omrežnih podatkov iz
omrežnega prometa v realnem času. Ustvarjen nabor podatkov je bil v začetku
neuravnotežen, naša prva naloga pa je bila, da smo ga uravnotežili z ustvarjanjem
sintetičnih vzorcev podatkov. Težava z učenjem algoritmov na neuravnoteženih
naborih podatkov je ta, da lahko algoritem vse vzorce podatkov klasificira v
en razred, kar ni pravilno, ampak zaradi neuravnoteženosti podatkov napaka
razvrščanja ni visoka.
V naslednjem koraku smo ovrednotili algoritme strojnega učenja na podlagi
v
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nabora podatkov, da smo določili optimalen algoritem za naš razvrščevalni model.
Algoritmi so bili najprej ovrednoteni s pomočjo programa Weka in kasneje v
programskem jeziku Pythonu. Za program Weka smo se odločili, ker ima vgra-
jeno večje število algoritmov za razvrščanje in tako omogoča hitero testiranje
večjega števila algoritmov strojnega učenja. Ko smo ugotovili kateri izmed al-
goritmov strojnega učenja prinašajo najbolǰse rezultate smo te implementirali
v programskem jeziku Python. Za programski jezik Python smo se odločili
zaradi visoke razširjenosti med raziskovalci v krogih podatkovnih znanosti. V
programskem jeziku Python smo implementirali 4 algoritme strojnega učenja:
naključni gozd, odločitveno drevo, naivni bayes in večslojni perceptron. Za im-
plementacijo algoritmov smo uporabili scikit-learn knjižnico.
V programskem jeziku Python smo algoritme testirali z metodo, ki podatke
razdeli na 10 delov in nato 1 del podatkov uporabi za testiranje algoritma, 9
delov podatkov pa za učenje, ter nato menja dele podatkov po vrstnem redu. Po
končanem eksperimentu so rezultati povprečeni. Opisana metoda nam omogoča
dobro predikcijo obnašanja algoritma v realnem svetu na neznanih podatkih.
Ocenjevanje algoritmov nam je pokazalo, da je optimalen algoritem za
uporabo odločitveno drevo, saj je doseglo najvǐsjo oceno F1. Algoritem je
sposoben pravilno razvrstiti več kot 99% vzorcev podatkov. Z algoritmom
odločitvenega drevesa je bil ustvarjen model razvrščanja in postavljen nad
napravo Zeek, ki je naprava za nadzor omrežnega prometa. Naša naprava je bila
implementirana v realnem okolju. Rezultati testiranja v realnem okolju kažejo,
da se zaradi velikega števila povezav pojavi tudi veliko napačnih razvrščanj, ki
lahko predstavljajo težave.
Poleg generalnih rezultatov algoritmov nas je zanimalo še katere vzorce al-
goritma odločitveno drevo in nakjlučni gozd napačno razvrstita. Problema smo
rešili grafično, tako da smo narisali graf napačno razporejenih vzorcev. Ugotovili
smo, da so vzorci napačno razporejeni tam, kjer se vzorci enega razreda prekrivajo
z vzorci drugega razreda. Tak rezultat lahko rečemo, da je bil pričakovan.
Ugotavljamo, da ustvarjeni model, ki za razvršanje uporablja naučen algo-
ritem odločitveno drevo, deluje dobro, z visoko natančnostjo razvrščanja, vendar
so za uporabo v resničnem življenju potrebene dodatne informacije, na primer
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informacije o grožnjah (threat intelligence), za filtriranje rezultatov razvrščanja.
Ključne besede: strojno učenje, neuravnotežen nabor podatkov, C2, C&C,
naključni gozd, odločitveno drevo.
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Abstract
Every day, more and more people use the Internet. All of these people know how
to use the Internet but only a few of them also think about security. The Internet
is not much more di↵erent from real life. It has safe and dangerous places and
there are also criminals who attack Internet users. The only di↵erence between
real life attacks and cyber attacks is that in the latter we might not even know
we are being attacked.
This thesis focuses on one of the attacks in which an adversary gets access to
your device and usually uses it for denial-of-service attacks. In denial-of-service
attacks adversaries create a huge amount of tra c or requests to a specific server
so that the link to the sever becomes congested or its response capabilities are
exceeded. This results in the temporarily unresponsiveness of the server. We
specifically focus in the research on the connections created between the client
and the adversary’s server. Our aim is to create a device (a combination of
software tools and code) and develop a classification model based on machine
learning algorithms which is able to detect such malicious connections.
For the research we firstly created a dataset of legitimate and malicious con-
nections captured on port 443. Data was captured using Zeek which is a network
monitor and allows real time network tra c capture. The dataset created was
in the beginning imbalanced and our first task was to balance it by creating syn-
thetic data samples. In next step we evaluated machine learning algorithms on
the dataset we created to determine the optimal algorithm for our classification
model. Algorithms were firstly evaluated using Weka and later Python.
Evaluation of algorithms showed us that optimal algorithm to use is Decision
tree, because it achieved the highest f1-score. The algorithm is able to correc-
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tly classify more than 99% of data samples. Using Decision tree algorithm, a
classification model is created using the Decision Tree algorithm and put on top
of Zeek which is a network tra c monitor. Our device is implemented in a real
environment. The results of the implementation show that there is a large num-
ber of misclassifications due to large number of connections, which can present
problems.
We conclude that the model created performs well with a high classification
accuracy but for real life usage it requires an additional input, for example threat
intelligence, to filter classification results.
Key words: machine learning, imbalanced dataset, command and control, C2,
C&C, Zeek, Random forest, Decision tree.
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1 Introduction
Most people in the world use the Internet but only a few know how it really works
and what measures are in place to keep data in motion safe. Data transmitted
over the Internet can be encrypted or in plain text. To secure data in motion it
has to be encrypted. One way to encrypt data in motion is to use transport layer
security (TLS) or secure sockets layer (SSL) protocol.
SSL is developed in year 1995. Today all versions of SSL, TLS 1.0 and TLS 1.1
are labelled as insecure and are vulnerable to di↵erent attacks. The recommended
versions to use are TLS 1.2 and TLS 1.3. That is why TLS is invented. TLS is
an upgrade of SSL and is defined in RFC 2246 [10]. The primary users of TLS
are websites, but TLS can be also used to encrypt other types of communication
like mail, voice over IP (VOIP), data transfer, . . . To understand if a random
protocol is using TLS or SSL is usually quite straightforward. We have to check
if protocol names end with an “S” for example, HTTP and HTTPS or FTP and
FTPS.
TLS o↵ers us three main components: encryption, authentication and in-
tegrity. Encryption ensures that data is hidden from third parties, authentication
ensures that both parties who communicate really are who they claim to be and
integrity ensures that data is not changed or forged during transit. To initiate a
connection TLS uses a handshake. During handshake parties negotiate about the
cypher suite for a session and they prove their identity using certificates which
are a part of public key infrastructure (PKI). For the encryption of data TLS
uses symmetric algorithms which are very fast. After data is encrypted and au-
thenticated, it is signed with message authentication code (MAC) which is used
by the recipient to verify that data was not tampered during transit. The TLS
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handshake can be seen in Figure 1.1 [11]. In the picture we see that first the
client sends a synchronization packet to the server. The server replies with a
synchronization and acknowledgement packet. The client answers with acknowl-
edge and clienthello packets. In the next step server sends its certificate and
serverhello packet. Next, the client and server exchange client’s key, cipher suite
specifications and finished packet. In the last step the server sends information














Figure 1.1: Figure represents TLS handshake. In figure we see what kind of
packets/information is exchanged during TLS handshake.
1.1 Problem
To initiate a connection TLS uses a handshake, seen in Figure 1.1, during which
the parties authenticate themselves using certificates. If an endpoint device makes
a connection to a destination and something goes wrong, the only way to deter-
mine who is on the other side is by checking server’s certificate. In TLS 1.2
version certificates are not encrypted during handshake which is not the case in
TLS 1.3 version. In TLS 1.3 version security teams who monitor connections
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cannot see certificates in plain text and are not able to verify who owns the
connection destination.
It is important to be able to see certificates in plain text because adversaries
can use encrypted connections with TLS to maintain connectivity with an infected
endpoint device. A connection is not initiated by an adversary, but it is instead
initiated by an endpoint device inside a network, behind a firewall. This is because
of nature how firewalls work. Firewalls permit more connections out than in, but
they allow for a connection initiated from inside a network to get a response
from the internet. When an infected device sends a connection to an adversary,
the response from adversary are malicious commands or parts of malicious code









Figure 1.2: Figure shows a command and control scenario. In the scenario an
adversary uses a CDN network to obfuscate malicious tra c.
The connections described above are called command and control connections
or C2 connections for short. Command and control connections can be direct or
use a proxy server. Direct command and control connections use a direct com-
munication with an adversary’s server and a certificate used for a connection is
going to be one from an adversary. Command and control connections using a
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proxy server are slightly di↵erent and cannot be detected by checking certificates
used in the connection. A scenario of command and control connection using a
proxy server is presented in Figure 1.2. Adversaries use a proxy server to obfus-
cate malicious tra c. An adversary typically uses a Content Delivery Network
(CDN) usually of a well-known provider such as Google, Amazon or Akamai. A
connection from a compromised desktop to CDN will not be detected as mali-
cious as it is not going to go to an unusual or malicious domain and it will be
encrypted using CDN provider’s certificate, which is a trusted certificate. Com-
promised devices which are controlled by command and control connections are
usually used for denial-of-service or distributed denial-of-service attacks. In both
attacks the adversary’s goal is to create a targeted server unresponsive and by
doing that create a financial damage. To achieve unresponsiveness of a server,
adversaries can send a large number of requests to the server and by so doing
congest a network link towards the server or exceed response capabilities of the
server. To create such high number of request adversaries need multiple devices
which they control using command and control connections.
Even if we have a mechanism that can potentially detect obfuscated command
and control connections, it is very di cult to do so, because they happen in
random periods which can be as long as 6 months or 1 year and almost no
companies have data retention of 2 or more years but for detection of a connection
we need at least a few samples.
1.2 Goals
In this chapter we describe the thesis’s goals. To detect a malicious C2 con-
nection with traditional methods you need at least a few occurences. We want
to change that by analysing specific parameters in network connections using
machine learning algorithms. The thesis’ goals are therefore:
• To develop an automatic machine learning model which is able to detect
new, unknown C2 connections based on known characteristics of C2 con-
nections. The model should be able to detect and log C2 connections by
analysing network tra c. The main motivation for doing this research is
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to improve the security of our networks and provide useful information to
cyber security analysts about potential C2 channels.
• To validate the developed model firstly using simulations on captured data
and secondly in a real environment. The goal is to find an optimal machine
learning algorithm which can be used to create an automated machine learn-
ing model for detecting C2 connections.
• To identify if a su ciently robust automated machine learning model for
detecting C2 connections can be developed, to identify the deficiencies of
the model, for example the model could potentially work well but because
of the high tra c load will still generate a large number of false positive
classifications and finally to find options for improvement of the model
because if model creates too many false positives it is not suitable for a
day-to-day use in a real environment.
1.3 Structure of work
Thesis is divided into 8 chapters. In the first chapter we give a short introduction
and describe the problem of the work and goals. The chapter is meant to provide
basic information about the problem, describe the motivation for undertaking the
research and give information about goals of the thesis.
Second chapter is dedicated to work being done by other researchers on our
topic. In the chapter we describe what challenges other researchers addressed
and what results they were able to achieve.
In third chapter we provide the background information the reader needs to
fully understand the algorithms, methods and tools used in this research. We
start with describing machine learning algorithms used in the research, continue
by explaining methods used for measuring performance of the algorithms and
finish by providing information on SMOTE method used for creating synthetic
data samples.
In fourth chapter we describe the workflow of the experiment. We provide
information on data gathering and classification. We also compare the methods
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we use in the research with the methods used by other researchers.
Fifth chapter is dedicated to presenting the results. We provide information
on creation of dataset, how we search for the optimal machine learning algorithm
for our problem, how we measure and compare performance of algorithms and in
the last subchapter we give information about the actual results and how we get
them.
In chapter six we interpret the results, explain why results are significant,
describe the limitations and provide some ideas for future work.
Chapter seven presents the conclusion where we summarize our research, de-
scribe usefulness of created device and recap ideas for future work.
In chapter eight we provide information about external resources being used in
this research. Readers can refer to the sources used to gain a deeper understanding
of area of research.
2 Related work
In this chapter we review related work. We present other works on the topics
of detecting connections to command and control networks and working with
imbalanced datasets.
2.1 Overview of detection methods for command and con-
trol tra c
In literature there are two main approaches for botnet command and control (C2)
tra c detection which can be seen in Figure 2.1. Botnet is a group of network
devices usually under control of one master device. Botnets are mostly used for
denial of service attacks in which an adversary creates a large number of requests
for a specific website using bots as sources for requests. The result of the attack is
an unresponsive website which can result in high financial losses, specially online
shopping websites. The two main approaches for botnet C2 tra c detection are:
• Honeynets,
• Passive monitoring of tra c.
A honeynet is a group of vulnerable network devices with installed sensors
used to mislead an adversary to attack the vulnerable device and than monitor
adversaries steps and behaviour. This approach is usually used to understand and
analyse a botnet’s technology and characteristics. The detection of C2 tra c us-
ing honeynets can be classified as signature-based method and passive monitoring
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of tra c can be classified as the anomaly-based method. Signature-based meth-
ods make use of known signatures and behaviour of botnets, therefore they can
detect only known botnets. On the other hand, anomaly-based detection methods
can detect unknown botnets as they try to detect botnets by searching for tra c
anomalies like tra c on unusual ports, a high volume of tra c, unusual system
behaviour, high network latency, ... We can further divide detection methods
into host-based and network-based. Host-based detection systems monitor and
analyse the internals of a computer system. On the other hand, network-based
detection systems monitor and analyse network tra c.





Passive monitoring of traffic
Anomaly based method
Network-based
Figure 2.1: Figure shows main approaches for detection of C2 tra c.
In [12], authors proposed an approach called BotDet which undergoes two
main phases. In the first phase various modules are used to detect di↵erent
possible techniqes used in command and control communications are run. A
framework used to reduce the number of false positives is used in the second
phase. Firstly, data tra c being sni↵ed is scanned to detect techniques used
in botnet command and control communications. Four detection modules are
developed: a malicious SSL certificate detection module (MSSLD), a malicious
IP address detection module (MIPD), a Tor connection detection module (TorD)
and a domain-flux detection module (DFD). The MIPD module uses a blacklist
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of malicious IP addresses of command and control servers to detect connections
between a host and a command and control server. The MSSLD module uses
a blacklist of malicious SSL certificates for detection of command and control
connections. The DFD module looks for a large number of DNS query failures
which might indicate use of domain generating algorithm commonly used by
adversaries controling command and control servers. The TORCDmodule detects
connections to the Tor network using a list of Tor network servers. This phase
outpust alerts, also known as events, triggered by individual modules. Alerts
raised by individual detection modules are fed into a correlation framework (CF),
which is responsible for finding links between alerts in order to decrease the rate
of false alarms and increase the confidence in botnet tra c detection. BotDet
can process sni↵ed network tra c in real time and does not have to store it,
ergo the four detection modules operate in real time. All detection modules are
implemented on top of Zeek, which is a passive and open-source network tra c
analyser. Results show that BotDet balances the false positive rate and the true
positive rate with 14% and 82%, respectively.
In [13], the researchers showed an active option to detect botnets using In-
ternet Relay Chat (IRC) channels. IRC is an application layer protocol which
enables communication between a server and a client in text form. To use an IRC
channel you need a client software like Xchat which is free. Their detection strat-
egy, called active botnet probing, is based on two observations. Firstly, a stateless
bot is going to behave deterministically to dialog replays because a typical botnet
command and control interaction has a clear command response pattern, whereas
iteration with an endpoint controlled by a human is going to be nondetermin-
istic. Secondly, bots do not have a high tolerance for typographical errors like
human beings and they are pre-programmed to respond to a specific set of com-
mands which they can receive. The BotProbe prototype system was developed to
demonstrate this active technique. Using active probes enough evidence of cause
e↵ect correlation can be accumulated to exploit command response patterns of
command and control botnets. They need to observe only one or even zero rounds
of actual C2 interaction before probing. Thus, they can greatly shorten the detec-
tion time compared to a passive approach. To test the method they designed six
di↵erent question sets to test on di↵erent users. Question set is created of simple
messages like “English only! I play nice fun”, “you like red?”, “what’s up”, “how
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may I help you?”, “nice weather”, and Turing test messages like “what’s 3+6=?”.
As conversation with a user on a chatting channel/room using a random question
set was being made, probing was conducted at certain predefined points. User’s
responses to these tampered messages were measured. Results of the test show
that a simulated BotProbe is able to detect most of the normal users (75.3%) in
just two rounds and 9.3% in three rounds. Limitations for BotProbe are strong
encryption, timer-based evasions and stateful C2 protocols.
In [14], scientists created a system able to detect C2 devices communicating
over IRC channels. The system preforms filtering to reduce the amount of data.
Flows of filtered data are classified using machine learning algorithms. Flows
classified as ”chat” are correlated to find clusters of flows that share similar
timing and packet size characteristics. To try to identify the botnet controller
host, the cluster is analysed. For classification J48 decision trees, Naive Bayes
and Bayesian Networks machine learning algorithms are tested. The classification
was able to correctly identify between 88% and 99% of IRC flows and non-IRC
flows. The Naive Bayes classifier performed best.
In [15], researchers focused on HTTP tra c. HTTP tra c is more stealthy
as it is labelled as legal in most enterprises. Adversaries like to use HTTP based
C2 tra c because firstly, HTTP tra c can pass through security defences and
secondly, because HTTP tra c occupies a large portion of all network tra c so
C2 tra c can easily hide. The authors introduced a new feature which suggests,
that access of C2 domains tends to be independent while on the other hand, legal
web domains are accessed in a correlated manner. With that information it is able
to e ciently distinguish C2 domains and legal domains. To utilize this feature
a new concept, concurrent domains in the domain name service (DNS) records,
denoted by CODD, to measure the correlations among domains, is introduced.
They use a 1x3 vector to represent the relationship between an internal host and
an external domain and apply a classification algorithm to detect C2. To find
C2 tra c they firstly extract type A DNS records. In the next step they use
1x3 vector V=[M, AN, HC], where M is the number of connection times between
the host and domain, AN represents the average number of CODDs and HC
represents the highest confidence level. With this information they use RIPPER
algorithm to detect C2 domains. The authors were able to detect 89.3% C2
connections.
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In [16], the authors developed an approach that does not require a prior knowl-
edge of a botnet to detect it. In the paper they focused on detecting centralized
botnet C2 channels using network anomaly detection techniques with focus on
IRC and HTTP based C2 channels. They worked on the assumption that nor-
mal network activities are unlikely to demonstrate a synchronized or correlated
behaviour. A conclusion that a botnet is detected using a sequential hypothe-
sis testing algorithm can be made if multiple instances of similar and correlated
behaviour are observed. They developed a tool named BotSni↵er which uses
multiple correlation and similarity analysis algorithms to examine network tra c
and to identify crowd of hosts that exhibit very strong synchronization/correla-
tion in their responses/activities. BotSni↵er has a very low false positive rate.
During evaluation stage the authors claim they achieved a 100% detection rate
when testing BotSni↵er on a dataset which contains network data from several
real-world IRC and HTTP command and control networks.
Researchers in [17] developed a solution called Jackstraws to find C2 connec-
tions from HTTP tra c. They used machine learning algorithms to build graph
based models that characterize C2 connections. Many graph models were created
and each model represents a specific type of tra c. From all graph models they
identified those that have most characteristics of C2 communication. Generalised
graph templates were produced from the selected graph models. Each graph tem-
plate captures the core characteristics of di↵erent type or implementation of C2
communication. This graph templates are used to identify unknown C2 connec-
tions. A C2 connection is identified when a graph matches a template closely.
One graph is associated with one connection. This approach for detecting C2 con-
nections can be applied to proprietary protocols what means that the approach is
protocol agnostic. Jackstraws was tested on more than 130,000 connections and
it performed with high accuracy with less than 0.2% false positives.
The authors in [18] created a tool called WebVisor which classifies malware
into families and generates family detection signatures. It uses a behaviour based
approach that observes the network activity of malware when executed in sand-
box. It focuses on C2 channels supported by standard network protocols, such as
HTTP. For classification process WebVisor assumes that malware belonging to
the same family shares similar C2 connection patterns and sets of C2 attributes.
For clustering WebVisor uses k-means machine learning algorithm and Euclidian
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distance to compare feature vectors. The authors were able to achieve a result
that in each cluster 92% of malware is correctly classified in the correct malware
family.
2.2 Overview of implementations of SMOTE algorithm
In this section we discuss the options for working with imbalanced dataset. Im-
balanced datasets used with machine learning algorithms can give us un realistic
results. For example if we have a classification problem with a huge dataset imbal-
ance the algorithm can classify all samples from minority class, which is class with
less samples, as samples from majority class, which is class with most samples,
and the accuracy of classification can be very good. There are several techniques
which we can use to address an imbalanced dataset. Random oversampling [19],
which randomly duplicates samples in minority class, random undersampling [19],
which randomly deletes samples from majority class, tweaking the cost function
to make misclassification of minority class more important than misclassifica-
tion of majority class and synthetic minority oversampling technique (SMOTE)
[3]. One of the most famous methods is SMOTE. There are several variants of
SMOTE which di↵erentiate based on how they create borders between samples.
Some of the variants are BorderlineSMOTE, KMeansSMOTE and SVMSMOTE
[20]. In the following part of the section we present how other researchers used
di↵erent methods for working with imbalanced datasets and what results they
achieved.
Mostofa Ahsan and others in [21] applied the Synthetic Minority Over-
sampling Technique (SMOTE) algorithm on phishing data to show the impact
of the algorithm on imbalanced datasets. In the process of classification, they
used Support-vector machine (SVM), Random Forest and XGBoost algorithms.
For the experiments data was split in 65-35 ratio used for training and testing,
respectively. They conducted experiment with and without usage of SMOTE
algorithm. For XGBoost algorithm accuracy without SMOTE was 89.87% and it
was increased to 97.17% using SMOTE. Using random forest algorithm for clas-
sification accuracy was 88.19% and was increased to 97.17% using SMOTE. For
SVM algorithm three most common SVM kernels were tested, polynomial, radial
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and linear. With SMOTE the accuracy for polynomial kernel was increased from
86.5% to 90.89% and for radial kernel the increase was from 86.29% to 91.13%.
Linear kernel’s accuracy after applying SMOTE was decreased from 84.6% to
79.43%. In the paper it is shown that the use of SMOTE in cyber security is
highly advisable as in most cases accuracy of classification is increased.
In [7] the authors classified ransomware based on API calls used in various
types of executables. They resolved the imbalanced dataset using the SMOTE
algorithm. For the classification of data following classifiers were used Decision
tree, JRIP, Naive Bayes, IBK, Random Forest and bagging. In Table 2.1 we can
see the results before applying SMOTE technique to the dataset and in Table
2.2 results after applying the SMOTE technique are presented. We can see that
the results after applying the SMOTE technique are much better. Random forest
has the best performance with a true positive rate of 0.9845 and a very low false
positive rate of 0.015.
Table 2.1: Performance of the various classifiers before applying SMOTE algo-
rithm on dataset of API calls in various types of executables [7].
Classifier TP rate FP rate Precision Recall F1 Measure
Decision Tree 0.9510 0.110 0.9510 0.9512 0.9512
JRIP 0.946 0.1240 0.9460 0.9460 0.9460
Naive Bayes 0.6144 0.1740 0.8380 0.6144 0.6570
IBK 0.9556 0.058 0.9590 0.9560 0.9570
Random Forest 0.9653 0.075 0.9660 0.9650 0.950
Bagging 0.9540 0.108 0.9540 0.9540 0.9540
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Table 2.2: Performance of the various classifiers after applying SMOTE algorithm
on dataset of API calls in various types of executables [7].
Classifier TP rate FP rate Precision Recall F1 Measure
Decision Tree 0.9753 0.0025 0.9760 0.9750 0.9750
JRIP 0.9616 0.038 0.9620 0.9620 0.9620
Naive Bayes 0.7240 0.276 0.7550 0.7240 0.7160
IBK 0.9800 0.020 0.9800 0.9800 0.9800
Random Forest 0.9845 0.015 0.9850 0.9850 0.9850
Bagging 0.9720 0.028 0.9730 0.9720 0.9720
The authors in [8] created a comparison how popular sampling methods on
di↵erent imbalanced datasets influence classification of data samples with Ran-
dom Forest algorithm. In Table 2.3 datasets are presented. We can see how many
instances, classes and imbalanced rate a specific dataset has.
Table 2.3: Details of di↵erent imbalanced datasets [8].
Name Instances Classes Imbalanced Rate
Mammographic Mass 961 2 1.1
Liver Disorders 345 2 1.3
Breast Cancer Wisconsin 699 2 1.9
Lung Cancer 32 3 1.4
Lymphography 148 4 40.5
Haberman’s Survival 306 2 2.8
Hepatitis 155 2 3.8
Fertility 100 2 7.3
Balance Sale 625 3 5.9
Yeast 1484 10 92.6
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In this paper the authors decided to use famous sampling methods for com-
parison. Sampling methods used are Random Over-sampling, Random Under-
sampling, Tomek Link (T-Link) and Synthetic Minority Over-sampling Technique
(SMOTE). For the classification of data Random Forest algorithm was used in
experiments. The results show that the best AUC-ROC curves are created using
SMOTE algorithm compared to other sampling methods tested in this paper.
Best AUC-ROC curves using the SMOTE algorithm were achieved on Breast
cancer, Lung cancer, Haberman’s Survival and Yeast datasets. The results for
other sampling methods and datasets are provided in Table 2.4.
Table 2.4: Presentation of AUC values from Random Forest algorithm using










Mammographic Mass 0.87 0.77 0.87 0.97 0.91
Liver Disorders 0.76 0.82 0.97 0.94 0.91
Breast Cancer Wis-
consin
0.99 0.98 0.98 0.98 0.99
Lung Cancer 0.68 0.79 0.89 0.53 0.92
Lymphography 0.91 1.0 1.0 1.0 0.98
Haberman’s Survival 0.66 0.90 0.69 0.87 0.92
Hepatitis 0.82 0.97 0.78 0.52 0.93
Fertility 0.64 0.98 0.88 0.84 0.82
Balance Sale 0.97 0.99 0.92 1.0 0.98
Yeast 0.79 0.95 0.86 0.95 1.0
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2.3 Our work in comparison to the literature
The first problem we have to resolve in the thesis is an imbalanced dataset. Our
work is similar to the work in [21][7][8] because the authors in works mentioned
compare classification results on di↵erent dataset before applying SMOTE algo-
rithm and after. They show that results after applying SMOTE are noticeably
better. Using the SMOTE algorithm, we also show that better classification re-
sults are achieved regardless extremely high imbalanced rate, which is 2346:1,
we have in our dataset.
After extending the dataset using synthetic data samples created by the
SMOTE algorithm, the next task is to find an optimal machine learning algorithm
for data classification. The analysis of multiple machine learning algorithms in
Weka and Python gives us similar results compared to results of other authors
working on security problems using machine learning algorithms. We show that
the Decision Tree and Random Forest algorithms achieve the highest classifica-
tion performance using our dataset. In the classification tasks made in [21, 7] we
see that Random Forest achieved the best results. In [21] authors applied SVM,
Random Forest and XGBoost algorithms on the phishing dataset. They used a
65-35 ratio for testing and training. The results show that Random Forest has
an accuracy 0.9717, which is the highest accuracy achieved in the experiment. In
[7] people classified API calls used in ransomware using multiple algorithms. The
best performance with a very low false positive rate of 0.015 and true positive
rate of 0.9845 is achieved using Random Forest algorithm for the classification
task. We can see from the results of other researchers that the Random Forest
algorithm is really one of the top algorithms to be used for classification tasks.
3 Background
The goal of this chapter is to provide basic information used to understand the
thesis. The chapter is divided into 3 segments. Firstly, we describe machine learn-
ing models used in the research, secondly, we provide information on problems
when working with imbalanced datasets and how to resolve them and finally, we
describe how to measure performance of machine learning algorithms to find the
optimal machine learning algorithm for our problem.
3.1 Machine learning algorithms
Machine learning (ML) algorithms are based on statistical models which are used
by computer systems to perform tasks without using explicit instructions. Ma-
chine learning algorithms build a mathematical model using sample data in order
to predict or make decisions without being programmed to do a specific task [22].
Building a mathematical model is called the learning phase. Based on learning
type we can divide machine learning algorithms into three groups: supervised
learning, unsupervised learning and semi-supervised learning.
At supervised learning input, training data has known labels. A mathemat-
ical model is prepared through a training process during which it has to make
predictions and when predictions are wrong it is corrected. The training pro-
cess continues until desired level of accuracy is achieved. Example problems are
classification and regression.
At unsupervised learning input data is not labelled, therefore we do not know
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the result. A mathematical model is prepared by deducting structures present
in the input data. We can deduct structures through mathematical process or
by organising data by similarity. Example problems we need to address are:
clustering, reduction, clustering and association rule learning.
The input data for semi-supervised learning is a mixture of labelled and unla-
belled samples. The mathematical model must learn to organize the data as well
as to make predictions. Example of problems we need to address are: classifica-
tion and regression [23].
In the remainder of this section we briefly review the theory behind the super-
vised models considered in this thesis. Specifically, we discuss Neural networks,
Decision trees, Random forest and Naive Bayes algorithms.
3.1.1 Artificial Neural Networks
An Artificial Neural Network (ANN) is a computational model which is loosely
inspired by the human brain. The first model considered in the thesis is a par-
ticular type of an Artificial Neural Network called Multilayer perceptron.
The basic unit of a neural network is a neuron also referred to as a node. It
receives an input from other nodes and computes an output. Nodes in a neural
network can be input, output or hidden. Each input received by a neuron has
an associated weight (w), which is assigned based on the relative importance of
this input to other inputs. The neuron then applies a function f, which takes as
an input the weighted sum of neuron’s inputs. A visual presentation of a neuron
can be seen in Figure 3.1.









Figure 3.1: Presentation of a single neuron.
In Figure 3.1 we can see that the neuron takes as an input numerical values
x1 and x2 and associated weights w1 and w2. There is also one other input with a
value 1 and weight b. It is called the bias. We explain bias later in this chapter.
y = f(w1 · x1 + w2 · x2 + b) (3.1)
Eq. (3.1) show us the calculation of y, the output of the neuron. Function f is an
activation function and it is not a linear function. The purpose of the activation
function is to introduce non-linearity into the output of a neuron. The importance
of non-linear function lies in real data, which is not-linear and we want neurons
to learn those non-linear representations. There are several activation functions
used. Visual presentation of functions can be seen in Figure 3.2:
• Sigmoid: it takes a real value and squashes it to range between 0 and 1.
We present sigmoid function in Eq. (3.2), where x is an input value.
 (x) =
1
(1 + exp( x)) (3.2)
• Tanh: it takes a real value and converts it into a range between -1 and 1.
We present tanh function in Eq. (3.3), where x is an input value.
tanh(x) = 2 (2x)  1 (3.3)
• ReLU: ReLU means Rectified Linear Unit. It takes a real-valued input
and creates a floor at 0. It means that the function replaces negative values
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with 0. We present ReLU function in Eq. (3.4), where x is an input value.
f(x) = max(0, x) (3.4)
Figure 3.2: Presentation of di↵erent activation functions with input values in
range [-10,10].
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The Bias values allows us to shift an activation function to the left or right,
which might be critical for successful learning. In Figure 3.3 we can see what
bias does. Let us say that our activation function is a sigmoid function. Using
a di↵erent bias we can move the activation function so that we can achieve the
desired results. For example, if we want that the function has an output value 1
when input value is 2, we adjust the weight accordingly.
Figure 3.3: Presentation of bias using a sigmoid function.
Feedforward neural network is the simplest ANN. It has multiple layers and
multiple neurons which are connected to each other. All connections have an





















Hidden LayerInput Layer Output Layer
Figure 3.4: An example of a feedforward neural network. A neural network is
created out of 3 input nodes, 3 hidden nodes and 2 output nodes. By looking
at the arrows we can see that data travels only in one direction, from the input
layer to the output layer.
In figure 3.4 we see that a feedforward neural network has 3 types of nodes:
• Input nodes, which provide information from the outside world to the
network. No computation is performed in input nodes.
• Hidden nodes, which perform computations and transfer information from
input nodes to output nodes. A feedforward neural network can have a
single input, a single output layer and multiple or zero hidden layers.
• Output modes, which perform computations and transfer information
from the network to the outside world.
Information in a feedforward neural network can move only in one direction,
from input nodes, via hidden nodes to output nodes. A multilayer perceptron
is an example of feedforward neural network. It contains one or more hidden
layers. For an easier understanding of multilayer perceptron we need to look at
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an example. Figure 3.5 shows an example of a multilayer perceptron with one
hidden layer. We see that it has 3 input nodes, 3 hidden nodes and 2 output
nodes. In the example we have 2 input values (x1, x2) and 2 output values (y1,

















Figure 3.5: Presentation of the calculation of a multilayer perceptron with one
hidden layer. The calculation is performed for one neuron marked with a ’*’ but
the calculation for other neurons is very similar. The values x1 and x2 are input
values and values y1 and y2 are output values. The calculation of other nodes in
the neural network is similar to the one presented.
Continuing with our example, let us say that we have the following dataset of
student-marks:
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Table 3.1: A presentation of the dataset used in the example.
Hours studied Mid-term marks Final term result
35 67 1 (Pass)
12 75 0 (Fail)
16 89 1 (Pass)
45 56 1 (Pass)
10 90 0 (Fail)
The hours studied column shows how many hours the student has studied,
the mid-term marks column shows what mid-term marks a student obtained and
final term result column shows if a student has passed the subject. Let us suppose
that we want to predict if a student who studied 25 hours and achieved 70 marks
will pass the final term exam.
This is a binary problem where a multilayer perceptron can learn from the
training data provided, shown in Table 3.1, and make predictions about given
data.
Firstly, we have to teach the multilayer perceptron using training data. For
training ANNs can use multiple processes one of them is a Backward Propaga-
tion. The Backward Propagation is a process in which ANN learns from mistakes.
When ANN is created all edge weights are randomly assigned. The goal of learn-
ing is to assign the correct weights. The backward-Propagation process works in
the following way. For each input in the training dataset, the ANN is activated
and the output is observed. Since in supervised machine learning the training
set is labelled and we know the desired output for every input from the training
dataset, we compare the output of the ANN with the desired output. The error is
then propagated back to the previous layer. This error is noted and the weights
are adjusted accordingly. The process is repeated until the output error is below
a predefined threshold. At this point our ANN is learnt and is ready to be used
on unknown data.
In classification tasks we usually use for the output layer a softmax function
presented in Eq. (3.5) as the activation function to ensure that the outputs add
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up to 1.
Probability(class1) + Probability(class2) = 1 (3.5)
where class1 and class2 are classes used in a specific classification task.
Returning to our example where we have a multilayer perceptron with one
hidden layer and 3 input neurons and 2 output neurons. In following part of
the section, we describe steps taken to train a multilayer perceptron. The steps
described must be repeated for all inputs in the training dataset. First we shall
perform a forward propagation. To start with, all the weights in the network are
randomly assigned. Let’s focus on a node marked with V, presented in Figure 3.6,
for which we are going to calculate an output. The calculation of other nodes is
similar. For input values let us take the first input in our training dataset shown
in Table 3.1. The output of the node V is presented in Eq. (3.6):
V = f(1 · w1 + 35 · w2 + 67 · w3) (3.6)
where f is the activation function and w1, w2, w3 are the weights of inputs. The
input with a value 1 is bias. From Figure 3.6 we see that 2 outputs of the hidden
layer are required to calculate an output of the output layer. Let us suppose the
outputs of output layer are 0.4 and 0.6. We can see that output probabilities are























Figure 3.6: Forward propagation step in a multilayer perceptron shown on first
input from our training set show in Table 3.1.
To correct the output values, we use the backward propagation process.
Firstly, we calculate the total error at output nodes and then propagate it back
through the network so that we calculate derivates. Derivates decide whether to
increase or decrease the value of weights. Using an optimization function like a
Gradient descent we adjust all weights in the network with the goal of minimizing
the error at output nodes.
Gradient descent is an optimization function which tries to minimize a func-
tion by moving iteratively in the direction of steepest descent as it is defined by
the negative of the gradient. In machine learning gradient descent is used for
updating the parameters of a model. In our example of multiplayer perceptron,
parameters refer to weights, but if we use linear regression, parameters refer to
coe cients. The example shown in Figure 3.7 illustrates how gradient descent
works. We start our descent at the top of the function and make a move in the
direction of a negative gradient. In next step we recalculate the negative gradient
and move on accordingly. We continue this process iteratively until we reach the
bottom of the graph or to a point where we cannot move anymore which is a local
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minimum. The size of the step we take in each iteration is called the learning
rate. With a high learning rate, we can come to the bottom faster, but we risk
overshooting the lowest point. On the other hand, a low learning rate is more
precise but because the calculation the gradient is time-consuming, it will take
us a very long time to get to the bottom. A loss function computes the error
for a single training example while the cost function is the average of the loss
functions for all the training samples. The slope of the cost function tells us how
to update our parameters to make the model more accurate. The cost function
has 2 parameters, w which is weight and b which is bias. Because we need to
determine the impact of both parameters on the final prediction, we have to cal-
culate partial derivates and store results in a gradient. Let us say that our cost






(yi   (wxi + b))2 (3.7)
where w is weight and b is bias. Next we calculate the partial derivates of the
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(3.8)
where w is weight and b is bias. Using those equations, we iterate through our
data point and calculate partial derivates. The gradient tells us the slope of the
cost function and the direction in which we should move to update our parameters
at our current position. The size of update is controlled by the learning rate [25].
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Figure 3.7: Presentation how gradient descent works.
When we have performed the backward propagation, we input the same values
into the network. In Figure 3.8 we can see that the error at the output nodes is
lower than in previous example seen in Figure 3.6. Now we repeat this process
for all other training data examples in the dataset. After that we can say that
the algorithm has been learned. At this point we can predict if a student who
studied 25 hours and achieved 70 marks will pass the final term exam [24].





















Figure 3.8: Presentation of neural network after weights have been modified
using the backward propagation method. We see that results from output layer
improve.
3.1.2 Decision tree
The second model considered in the thesis is the Decision tree. Decision trees
are a supervised learning method. They are used for classification and regression.
If decision trees return discrete sets of values, they are called classification trees
and if they return continuous values they are called regression trees. Decision
trees are represented in a form of a tree with if-then-else decision rules. Decision
tree models are built by dividing data into small subsets and connecting subsets
by if-then-else rules. The deeper the tree is, the better it can fit to the training
data but it is better to keep the tree simple and shallow to avoid overfitting and
ensure generalization [26]. There are di↵erent versions of Decision tree algorithms
which di↵er from each other by the learning criterion they use. Other versions
of Decision tree algorithms used in our work are Random Tree, REPTree, J48,











Figure 3.9: Simple decision tree.
Decision trees are made out of a root node, decision nodes and terminal nodes.
A root node represents the entire population which is divided into two or more
subsets. Decision nodes represent just a part of total population and are responsi-
ble for further division of the population. Terminal nodes do not split population,
but they represent an answer. They are located at the lower end of the tree. The
visual representation of decision tree components can be seen in Figure 3.10.
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Figure 3.10: Decision tree components [1].
When building a decision tree we have to, at each step, decide which feature
to split. We should choose a feature/attribute that results in the purest child
nodes. For a node to be pure it means that in a selected sample of dataset all
data must belong to the same class [27]. To correctly decide what feature is best
to split, is very important, a random approach may give us bad results with low
accuracy. The most common criterions for selecting the attribute are: entropy,
information gain, gini index, gain ration, reduction in variance and chi-square.
The selected criteria is used on all attributes and attributes are sorted by the
value. The attribute with the highest value/weight is placed at the root node.
Entropy represents randomness in the information. Higher entropy means it
is harder to draw any conclusions from the information. Graph in Figure 3.11
shows that the more certain we are about a result, the lower the entropy is. If
we are 100% certain something will happen, then entropy is 0.
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Figure 3.11: Visual presentation of entropy. We see that more certain we are
about a result, the lower the entropy is.




 pi log2 pi (3.9)
where S is a current state and pi is a probability of an event i of a state S or
percentage of a class i in a node of a state S. Entropy for multiple attributes is





where S is current state, X is the selected attribute, P is probability of attribute
X, E is entropy of current state S of attribute X and c are values of current state
S of attribute X.
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Information gain is a statistical property that measures how well a given
attribute separates training samples based on their target classification. We are
looking for an attribute that returns the lowest entropy and highest information
gain. A visual representation of information gain is given in Figure 3.12.
Figure 3.12: Visual representation of information gain [1].
Information gain is mathematically represented in an Eq. (3.11) as follows:
IG(T,X) = E(T )  E(T,X) (3.11)
where IG presents information gain and E(T) is entropy of one attribute seen in
Eq. (3.9) and E(T,X) is entropy of multiple attributes seen in Eq. (3.10).
Gini index is a cost function used to evaluate splits in the dataset. We can






where pi represents probability of each class. Higher value of Gini index indicates
higher homogeneity.
Information gain prefers the attribute with a large number of distinct values.
Gain ratio reduces bias of information gain by taking into account the number of
branches that would result before making the split. We represent the Gain ratio












where IG(S,A) represents the information gain shown in Eq. (3.11), A presents
candidate attribute, V presents possible values of A, S presents a set of examples
X and Sv presents a subset where XA=V.
Reduction in variance is used for regression problems. Split with lower vari-






where X̄ is the mean of values, X is actual value and n is the number of values.
Chi-Square looks for statistical significance between the di↵erences between
sub-nodes and parent node. To measure the di↵erences, we look at the sum of
squares of standardized di↵erences between observed and expected frequencies
of the target variable. A higher Chi-Square value indicates a higher statistical
significance of di↵erences between a sub-node and a parent node. We represent
Chi-Square in a formula in an Eq. (3.15) as:
 
2 =
X (O   B)2
B
(3.15)
where O is an observed score and B is an expected score.
One problem with machine learning algorithms is overfitting. Overfitting is
an occurrence when the algorithm is trained so detailed on one dataset that the
results of using overfitted algorithm on other datasets are not good. To avoid
overfitting in decision trees we can use two methods: pruning decision trees and
using Random Forest.
Random forest combines multiple decision trees to obtain better performance.
The dataset is divided into N samples which are sampled in a random way.
Number N is a predefined number of samples a new dataset holds. For example,
we first feed new dataset with samples [1,2,3,4,5,6] and the second new dataset
with samples [1,2,2,3,6,6]. From new samples, M number of decision trees are
made. M is also a predefined number. The di↵erence between old dataset and
new dataset is in data samples a specific dataset holds. This process is known as
bagging. Resultant predictions on unknown data are created by combining and
averaging votes/results of all decision trees.
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Pruning means removing decision nodes in a way that overall accuracy is not
compromised. We do this by dividing actual training set into new training data
set and validation data set. We prepare the decision tree using a new training
data set and continue trimming it using validation data set [1]. A graphical





































Figure 3.13: Pruning visual presentation. Figure shows that a pruned tree con-
sists of less decision nodes.
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3.1.3 Random forest
A random forest consists of a large number of individual decision trees which
operate as a group to obtain better predictive performance. Each decision tree
in the random forest gives a class prediction and the class prediction with most
votes becomes the model’s prediction. For example, if we have 9 decision trees in
our random forest and six decision trees predict a value of 1 and three decision
trees predict a value of 0 the model’s prediction is value 1. An example is visually
presented in Figure 3.14.
Figure 3.14: Random forest example [2].
Random forest is based on the concept of the wisdom of crowds. That means
that a large number of uncorrelated models operating together will outperform
any of the individual constituent models. The key is a low correlation between
models. To understand this we need to look at an example. There is a game
in which a random generator is used and if the value equal or greater than 40
we win, otherwise we lose. We can play the game in three ways: play game 100
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times, betting 1 e every time; play the game 10 times, betting 10 e every time;
or play the game once betting 100e. The expected value is always the same.
Expected value, displayed in Eq. (3.16), is calculated as:
EV = (0.60 · b+ 0.40 · (-b)) · tP (3.16)
where EV represents the expected value, b represents the value of a bet and tP
represents the number of plays.
If we increase the number of plays of specific game play option to 10,000, we
get the following results: in case we play the game in which we bet 1 e, winning
probability is 97%; in case we play the game in which a bet is 10 e, winning
probability is 63%; and in case we play the game in which a bet is 100 e, winning
probability is 60%. From results we can see how multiple independent actions
work in our favour. In the diagrams bellow below we can see the distribution of
winnings, Figure 3.15, and winning probability Figure 3.16.
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Figure 3.15: Outcome distribution [2].
We said that to achieve the best results decision trees in random forest must
not be correlated with each other [2]. To ensure that decision trees are not cor-
related between each other we use a process called bagging. Bagging is a process
in which a dataset is divided into N samples which are sampled in a random
way. For example, we first feed new dataset with samples {1, 2, 3, 4, 5, 6} and
the second new dataset with samples {1, 2, 2, 3, 6, 6}. Number N is a prede-
fined number of samples which the new dataset holds. From the new datasets
M number of decision trees are made. M is also a predefined number. The dif-
ference between the old dataset and the new dataset is in data samples which a
specific dataset holds. This process is known as bagging. Resultant predictions
on unknown data are created by combining and averaging the votes/results of all
decision trees.
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Figure 3.16: Winning probability [2].
3.1.4 Naive Bayes
The last model considered in the thesis is Naive Bayes. Naive Bayes is a clas-
sification method. It is based on Bayes’ theorem. It assumpts that predictors
are independent among each other. Bayes’ theorem describes the probability of
an event based on prior knowledge of conditions that might be connected to the
event. It is a way of calculating posterior probability. We describe Bayes’ theorem
with the equation presented in Eq. (3.17):
P (A|B) = P (B|A)⇥ P (A)
P (B)
(3.17)
where B and A are events and P(B) does not equal 0. P(A|B) tells us what is
the likelihood that event A occurs if event B is true. P(B|A) tells us what is the
likelihood that event B occurs if event A is true. P(A) and P(B) are probabilities
of observing events A and B, respectively.
Naive Bayes algorithm has 3 steps towards classification. Let’s consider the
example shown in Table 3.2, Table 3.3 and Table 3.4 which shows how Naive
Bayes algorithm works. Naive Bayes first converts the dataset, seen in Table 3.2,
into a frequency table, seen in Table 3.3. A frequency table tells us how many
times each score occurs in the respective data set. Second, the algorithm creates
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the likelihood table seen in Table 3.4, which displays probabilities of events. Last,
we use the Bayes’ theorem to calculate the posterior probability for each class.
The class with the highest posterior probability is the result of the prediction.
Naive Bayes is very useful with large data sets and it is also easy to build.
When the assumption holds that predictors are independent, it performs better
compared to other models.
One problem of Naive Bayes is the assumption of independence. In real life
to get a set of predictors that are completely independent is almost impossible.
The algorithm is also not able to make a prediction for a category that was not
seen in training data.
In Scikit-learn library there are 3 options for building Naive Bayes. Gaussian
is used for classification problems; Multinomial is used for discrete counts; and
Bernoulli is used for feature vectors that are binary [9][28].
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Table 3.4: Naive Bayes Likelihood table example [9].
Weather No Yes
Overcast 0 4 4/14=0.29
Rainy 3 2 5/14=0.36
Sunny 2 3 5/14=0.36
All 5 9
5/14=0.36 9/14=0.64
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3.2 Learning from imbalanced data
In the cyber security world the need for advanced detection methods using ma-
chine learning algorithms is rising. When developing applications that use ma-
chine learning algorithms the best option is to have a balanced dataset. A bal-
anced dataset is a dataset in which all classes have the same weight or, in other
words, all classes have the same number of data samples. This is usually not
the case with datasets used for cyber security applications as we usually have
more legitimate data samples than malicious data samples. To achieve a bal-
anced dataset, we have to use di↵erent algorithms that modify the initial dataset
and create a balanced one. The problem with imbalanced datasets is that the
traditional machine learning algorithms are biased towards the class with more
samples because it is easier to learn. In this chapter we learn about how to solve
the imbalanced dataset problem. In situations where the dataset is imbalanced in
classification classes, we have a few options to make a dataset balanced. The first
option is to over-sample the minority class, the second option is to under-sample
the majority class, the third option is to tweak the cost function to make mis-
classification of the minority class more important than misclassification of the
majority class and the last option is to make a synthesis of the minority class. We
want to balance the classes in a dataset to achieve better classification results.
One of the algorithms that is often used to address the class imbalanced
problem is Synthetic Minority Over-sampling Technique (SMOTE). SMOTE is a
statistical technique used to increase the number of cases in the dataset in a bal-
anced way. It makes new synthetic instances of the minority class. The SMOTE
algorithm creates lines between instances of the minority class and creates new
synthetic instances on these lines. In Figure 3.17 we see the minority class in-
stances, lines which connect those instances and new synthetic instances created
on lines connecting original minority class instances [3].
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Figure 3.17: SMOTE algorithm visual explanation [3].
3.3 Performance measurements
In this chapter we discuss the measuring performance of algorithms. The chapter
is divided into 2 sections. In the first part of the chapter we focus on the confusion
matrix and explain its usability and the results we gather from it. In the second
part of the chapter we provide information on the AUC-ROC curve, when and
how it is useful, how to plot it and what information it gives us.
3.3.1 Confusion matrix
In this chapter we discuss confusion matrix and its usability for measuring per-
formance of machine learning algorithms.
Confusion matrix is a 4 ⇥ 4 table composed out of true positive (TP), false
negative (FN), true negative (TN) and false positive (FP) results. For easier
understanding of TP, FN, TN and FP let’s look at an example. A person A who
has cancer comes to make a test to determine his/her health status. If doctor
correctly identifies that the person A has cancer, that is TP, if the doctor says the
person A does not have cancer but he/she has it, it is FP. Now let’s take a person
B who does not have cancer. If the doctor correctly identifies that the person
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B does not have cancer, that is TN, if the doctor says the person B has cancer
but he/she does not have it, it is FN. When we have such results, we must know
how to interpret them and how to develop an algorithm. If we use for example
an algorithm to determine the patient’s health status, it is a smaller mistake to
be wrong and say that a patient has cancer than to say a patient does not have
cancer but in reality he/she is ill. In Figure 3.18 we can see the confusion matrix
which illustrates us explanation of TP, FN, TN and FP. We see that the confusion
matrix is based on the actual class and the predicted class [4].
Figure 3.18: Confusion matrix [4].
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From the values we gather from the confusion matrix we can calculate many
di↵erent measures used for comparing algorithms or measuring e ciency of ma-
chine learning algorithms. In the following section we describe methods for mea-
suring the performance of machine learning algorithms we use in the thesis.
To understand the results from confusion matrix we calculate recall, precision,
accuracy and F-measure. Recall tells us what percentage of predicted class is
classified correctly. For each class it is defined as the ratio of true positives to






Precision is the ability of the classifier not to label an instance that is in
reality negative as a positive. In other words it tells us what percentage of the
actual results are classified as true positive. Precision is defined for each class as
the ratio of true positives to the sum of true positives and false positives. We





Accuracy gives us information on what percentage of predictions is correct.
We calculate it with Eq. (3.20):
Accuracy =
TP + TN
TP + FP + FN + TN
(3.20)
To easily compare two algorithms with high recall and low precision or vice
versa we use F-score. It balances the use of precision and recall and so it provides







In this chapter we describe how to measure the performance of classification
problems. AUC-ROC curve is one of the options used to measure the performance
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of two-class classification problems. Area Under the Curve (AUC) represents
degree or measure of separability and Receiver Operating Characteristics (ROC)
is a probability curve. The higher the AUC the better a model is at classification.
AUC tells how good a model is at distinguishing between the classes.
The ROC curve is plotted with true positive rate (TPR) against the false
positive rate (FPR). TPR represents sensitivity of algorithm. In equations below










FPR = 1  Specificity = FP
TN + FP
(3.24)
where TP are true positive, FN are false negative, TN are true negative and FP
are false positive results. In the Figure 3.19 we can see visualised AUC-ROC
curve.
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Figure 3.19: Visualization of AUC-ROC curve where the blue line presents ROC
of an algorithm and the red dotted line presents ROC with no skill.
A perfect model has AUC near to 1 which means it is a good measure of
separability. If a model has AUC close to 0 it means that it is reciprocating the
result. Results like this can be used, because they are just inverted. The worst is
if an AUC curve is 0.5, which shows that a model has no class separation capacity.
Figure 3.20 presents the optimal AUC curve. The optimal AUC curve can
also have an empty space between two curves around the 0.5 threshold. It is only
important that the curves do not overlap.
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Figure 3.20: Perfect AUC curve example [5].
Figure 3.21 presents an example of real life AUC curve. AUC in the picture
is 0.7 which means an algorithm has a 70% chance to classify a sample correctly.
In the picture we can see that the distributions in the graph overlap.
Figure 3.21: Real life AUC curve example [5].
Figure 3.22 presents the worst example of AUC curve which has the AUC
value of 0.5. In this case a model has no class separation capacity.
Figure 3.22: AUC value 0.5 curve example [5].
Figure 3.23 presents a case in which an algorithm is reciprocating the result.
Even though the result is wrong we can still correctly interpret it because we
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know that the results are just mirrored, 0 instead of 1 and vice-versa [5].
Figure 3.23: AUC value 0 curve example [5].
4 Methodology
In this chapter we present the methodology for the classification and analysis of
di↵erent network data samples. We present a new method for the classification of
network tra c into two classes, malicious and legitimate, with focus on encrypted
network tra c. The chapter is divided into 5 segments. In the first segment we
review our approach to building a classification model, followed by an overview
of feature selection, in the third segment we describe data gathering which is
followed by a presentation of working with imbalanced data and finally by a
description of the approach and methods for the classification of data.
4.1 Overview of our approach
Most of the people who browse the Internet use encryption to secure their con-
nections. To confirm identity of server and client public key infrastructure (PKI)
certificates are used. With the arrival of a new TLS version security teams are not
able to monitor and confirm the legitimacy of server and client identity. With
that in mind we develop a tool which collects network data samples, analyzes
and classifies them, either as legitimate or malicious (command and control).
Di↵erent steps are made to arrive at the result.
Let’s look at the components of our model presented in Figure 4.1. Our model
is created out of 3 components marked in grey. Components marked with a gear
icon perform analysis, modification or classification of data. Network tra c is
marked in blue because it is sent to Zeek by an external system. Zeek is used
for collecting and analysing network tra c. Analyzed network tra c is fed to
machine learning algorithm which performs the classification of data. Command
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and control data samples are written to classification.log file which can be used
for further inspection of malicious tra c. In the following sections of this chapter
we discuss the model’s components individually, what is their function, how they





Figure 4.1: Components of our model.
4.2 Feature selection
In this chapter we discuss how and why we selected the specific data features.
When Zeek performs an analysis of network tra c it produces a lot of log files
where each file contains di↵erent information. From all logs Zeek produces we
use connection logs which give us a summary of a connection. The connection
log can contain many fields: [29]
• ts (time of first packet)
• uid (idetifier of the connection)
• id (connection’s 4-tuple of endpoint addresses/ports)
• proto (transport layer protocol)
• service (application protocol being sent over the connection)
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• duration (length of a connection)
• orig bytes (number of payload bytes the originator sent)
• resp bytes (number of payload bytes the responder sent)
• conn state (state of the connection – many possible values)
• local orig (location of origin of a connection)
• local resp (location of connection response)
• missed bytes (packet loss)
• history (history of connections)
• orig pkts (number of packets that the originator sent)
• orig ip bytes (number of IP level bytes that the originator sent)
• resp pkts (number of packets that the responder sent)
• resp ip pkts (number of IP level bytes that the responder sent)
• tunnel parents (uid values for any encapsulating parent connections if
connection was made over a tunnel)
• orig l2 address (MAC address of the originator)
• resp l2 addr (MAC address of the responder)
• vlan (outer VLAN number)
• inner vlan (inner VLAN number)
• speculative service (protocol that was determined by a matching signa-
ture)
From all available fields from the connection log we use the following fields as
features for machine learning algorithms because they have the biggest impact
on the classification. The fields we use as features are: conn state, duration,
history, orig bytes, orig ip bytes and orig pkts. The rest of this section
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provides the information on why we choose to use only the fields mentioned and
how we come to this conclusion.
In Figure 4.2 we see all the fields written in our connection log created by
Zeek. Let’s look at the fields we do not use as features. We do not use the
fields ts, uid, id.orig h, id.orig p, id.resp h and id.resp p because we
are not interested in unique information about connections. We are trying to
find fields which are not unique and are not describing parameters of a specific
connection but fields which can be generalized. We are also not interested in
transport layer protocol or service used provided by fields proto and service,
respectively. We do not use the resp bytes field because it has in our case
always a value 0 and does not provide any information. Log fields local orig and
local resp provide information about direction of connection and response which
we are not interested in because we want to detect connections in both directions.
We are not interested in monitoring of packet loss that is why we do not use
the missed bytes field as a feature. We do not use the fields resp pkts and
resp ip bytes because they have always a value 0 and therefor do not provide
useful information. The field tunnel parents indicates if a connection is created
over a tunnel. We are not interested in tunnel-specific connections, that is why
we ignore the field. Other fields mentioned in connection log documentation are
not written in our case. We use all other fields from our Zeek connection log
because they provide us useful and not unique information about connections.
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Figure 4.2: Example of the Zeek connection log. We see some of the data captured
in the experiment alongside with data fields. Log data is normally presented in
one line but because of better visibility we present the log data in 2 lines.
From all fields found in our Zeek connection log we use 6 fields. In this section
we provide information on what values those 6 fields can take. The first field we
use as a feature is conn state. It tells us about the state of a connection. It can
take the following values:
• S0: Connection attempt seen, no reply,
• S1: Connection established, not terminated,
• SF: Normal establishment and termination. Note that this is the same
symbol as for state S1. You can tell the two apart because for S1 there will
not be any byte counts in the summary, while for SF there will be,
• REJ: Connection attempt rejected,
• S2: Connection established and close attempt by originator seen (but no
reply from responder),
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• S3: Connection established and close attempt by responder seen (but no
reply from originator),
• RSTO: Connection established, originator aborted (sent a RST).
• RSTR: Responder sent a RST,
• RSTOS0: Originator sent a SYN followed by a RST, we never saw a SYN-
ACK from the responder,
• RSTRH: Responder sent a SYN ACK followed by a RST, we never saw a
SYN from the (purported) originator,
• SH: Originator sent a SYN followed by a FIN, we never saw a SYN ACK
from the responder (hence the connection was “half” open),
• SHR: Responder sent a SYN ACK followed by a FIN, we never saw a SYN
from the originator,
• OTH: No SYN seen, just midstream tra c (a “partial connection” that was
not later closed).
The next field we use is duration which tells us how long the connection lasted
in seconds. It can take values from 0 to 1. Field history provides information
about the history states of a connection. It is a string of values presented in Table
4.1. Letters can be upper or lower-case. If the event comes from the originator,
the letter is upper-case and if the event comes from the responder, the letter is
lower-case.
Field orig bytes indicates how many bytes are sent by the originator. It
can take values from 0 to 1. The next field orig ip bytes is very similar, the
di↵erence is only that it records the number of IP bytes sent by originator, those
are bytes taken from the IP header. It can take values from 0 to 1. The last
field we use as a feature is orig pkts which tells us the number of packets sent
by originator. It can take values from 0 to 1.
Values of history and conn state fields are originally strings. Because ma-
chine learning algorithms implemented in Python cannot work with string values
we convert string values to integers in a way that every combination of letters is
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Table 4.1: History field values.
Letter Meaning
s a syn w/o the ack bit set
h a syn+ack (“handshake”)
a a pure ack
d packet with payload (“data”)
f packet with fin bit set
r packet with rst bit set
c packet with a bad checksum
g a content gap
t packet with retransmitted payload
w packet with a zero window advertisement
i inconsistent packet
q multi-flag packet
^ connection direction was flipped by Zeek’s heuristic
assigned an integer in order of precedence. That means that every new combi-
nation of letters is assigned a new value but if an existing combination of letters
comes up it is assigned the appropriate value which already exists. For this
reason also history and conn state fields take values from 0 to 1. The final
vector of features used in our work is X=[conn state, duration, history,
orig bytes, orig ip bytes, orig pkts] where values are integers with range
from 0 to 1. This vector is used in all further tasks mentioned in the thesis. It
is also used in the learning and testing phase of machine learning algorithms.
4.3 Gathering of data
In this chapter we provide information about the gathering data using Zeek net-
work monitoring device. Zeek is a passive, open-source network tra c analyser.
It is a security monitor that inspects and analyses all tra c for signs of sus-
picious activities. Zeek o↵ers a wide range of tra c analysis tasks, including
tasks which are not part of a security domain like performance measurements
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and troubleshooting network problems.
The greatest benefit of deploying Zeek is an extensive set of log files which
record the network’s activity. Log files not only include records of every network
connection but also application layer data such as HTTP sessions with URIs,
MIME types, DNS data, SSL certificates and much more.
In addition to logs, Zeek is able to perform detection tasks such as extracting
files from HTTP sessions, detecting malware, reporting vulnerable software used
in the network, detecting SSH brute-forcing and much more [30].
Zeek can be deployed on any standard UNIX-style system. It needs at least
2 interfaces, one management and one for collecting tra c. Zeek is not multi-
threaded which means that once the limitations of a single processor core are
reached the only option currently is to spread the workload across many cores.
The cluster deployment scenario for Zeek shown on Figure 4.3 is the current so-
lution to build these larger systems. When designing Zeek cluster it is important
to correctly identify the number of CPUs needed, otherwise unprocessed tra c
streams can occur. A recommendation for Zeek is to use one core for every 250
Mbps of tra c being analysed but it can vary a bit depending on tra c being
analysed.
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Figure 4.3: Main components of a Zeek cluster [6].
Cluster deployment of Zeek is created out of many components. Let’s look at
what each component is used for.
Tap is a device which splits packet streams and sends a copy for inspection.
Another method to make a copy of packet streams is to use SPAN ports. To use
SPAN we need a distributed switch. Unless the mirrored tra c destination is on
the same switch we create addition tra c in the network which can lead to slower
connections and congested network.
Frontend is a hardware device or on a host technique that is responsible for
splitting the tra c into many streams or flows which are sent to workers.
The manager is a process which has two primary jobs. It receives notices and
log messages from other Zeek nodes in the cluster and creates a single log file
intead of many discrete log files you would have to combine later. The manager
is able to perform also other functions which require a centralised view of events
or data.
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Logger is an optional component of Zeek cluster. It receiver log messages from
other nodes in the cluster. The purpose of a logger is to reduce the load on the
manager.
Proxy is a Zeek’s process used to o✏oad data storage or any other arbitrary
workload.
Worker is the processing unit of Zeek and is composed of many Zeek processes
that are running in the cluster. It sni↵s network tra c and analyzes protocols
from sni↵ed network tra c. Most of the work of an active Zeek cluster happens
on workers, ergo it is recommended to assign the faster memory and CPU core
speed to them. Workers do not have special requirements for disks as they do not
log data to the disk but only process it. The logging of data to the disk occurs
on the manager [6].
Now when we have information on how Zeek works, let’s look at an approach
we use for the collection of data. The experiment data is gathered from network
tra c. To get useful information out of network tra c we need a tool that can
monitor the tra c and create some kind of log files which can be used to create
a dataset. The tool used for the monitoring of network tra c is Zeek. Zeek is
deployed in our network using VMware ESXi hypervisor [31]. We believe Zeek is
the best choice because it is an open source tool and it can be deployed on any
UNIX-based operating system. On the other hand, also other scientists who do
not develop their own tools for tra c collection or do not use prepared datasets
use Zeek for the collection of network tra c. We can see that the researchers
in [12] used Zeek as a base on top of which they built their own detection and
classification module.
First, we have to provide network tra c to Zeek. We deploy Zeek out-of-line.
That means that network tra c does not travel through Zeek but only a copy of
tra c is sent to Zeek. The architecture of the system is seen in Figure 4.4. Target
personal computer (PC) is a device from which network tra c is collected, Kali is
a Debian Linux operating system (OS) with pre-installed hacking tools and Zeek
is a tra c monitor. Zeek has 2 interfaces, one in SPAN segment and one in SRV
segment. Interface in SRV segment is used for managing Zeek and interface in
SPAN segment is used to collect network tra c. We see that network is divided
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into 4 segments which are all connected to a firewall which also acts as a router.
Firewall is configured in a way that all tra c that traverses it, is mirrored to
SPAN interface and is collected by Zeek. Firewall used is pfSense [32]. We use
it because it is free for non-commercial use and it provides all the functionalities
we need. The configuration of firewall to mirror tra c using a bridge is seen in
Figure 4.5.
Figure 4.4: We see the network design used in the research. The network is
segmented into 4 segments where each segment has its own functionality.
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Figure 4.5: Configuration of a bridged interface on firewall.
First, we capture normal internet network tra c on port 443. To allow Zeek
to capture the tra c, we need to configure an interface specified for receiving
mirrored tra c to capture all tra c and not only the tra c with the destination
MAC address of the interface. We do that by configuring the interface to run
in promiscuous mode. To configure an interface to run in a promiscuous mode
on Linux CentOS 8 [33], on which we run Zeek, we create a Linux service file in
/etc/systemd/system/name.service. The service file we use is seen in Figure
4.6. If we want to set a di↵erent network interface in a promiscuous mode, we
have to change the ens224 with the name of an interface.
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Figure 4.6: Configuration of promiscuous mode of an interface on the Zeek device
seen in Figure 4.4
The next step is to tell Zeek to capture and analyse only the tra c we want.
In this case that is the tra c on port 443. To do that we use Berkeley Packet Fil-
ter (BPF) [34]. BPF is a technology which allows the filtering of network tra c
at the interface level. To set Zeek to collect network tra c only from port 443 we
have to write the following line const default capture filter = \dst port
443" &redef; in Zeek configuration file which is found in the following location
/opt/zeek/share/zeek/base/frameworks/packet-filter/main.zeek. In this
way, Zeek captures only the tra c with destination on port 443. With this con-
figuration we capture our legitimate network tra c. We have 124,389 samples of
legitimate data which we classify as legit. In Figure 4.7 we can see legit data sam-
ples plotted with scatter graph. The graph shows us the relationship between all
data features. The data features we use are presented as a vector X=[conn state,
duration, history, orig bytes, orig ip bytes, orig pkts]. On x-axis of
the graph the data features are presented from left to the right in the order of
vector X. On y-axis of the graph the data features are presented in the order
of vector X from top to bottom. Let’s discuss what scatter graph presents us.
The top left graph presents us the relationship between conn state features. We
can see it takes 4 di↵erent values. We also notice that diagonal graphs in scat-
ter graph show the relationship between equal data features. The second graph
in the top row from left to right presents us the relationship between duration
and conn state features. The graph shows us that that specific conn state values
are used with di↵erent duration values. The interpretation of other relationship
graphs in the thesis is similar to the described ones. In general we can see that
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the data is clustered with a few outliers. This tells us that legitimate network
connections are very similar between each other.
Figure 4.7: Legit data samples captured using Zeek. Figure shows us that the
data is clustered with a few outliers. We can conclude that legitimate network
connections are very similar between each other.
4.3 Gathering of data 65
Finally, we have to create and capture malicious command and control tra c.
To create such tra c, we use Kali OS [35], which has already installed framework
called Metasploit (MSF). It has a huge collection of exploits and payloads we
can customise to meet our needs. There are also other tools available to create
command and control tra c, but we use MSF because of good documentation
and personal preference. From MSF we use Meterpreter to create reverse chan-
nels and command and control tra c. Meterpreter is a dynamically extensible
payload which uses in-memory dynamic link library (DLL) injection stagers and
is extended over the network at runtime [36]. Our target is Target PC seen in
Figure 4.4. It is important to notice that Kali is deployed in a di↵erent segment
than Target PC so that the tra c that travels between this two devices can be
captured with Zeek. If both devices are deployed in the same network segment
network tra c does not reach Zeek because it is turned on the local switch.
As with capturing legitimate network tra c we have to config-
ure Zeek to capture the tra c just between Kali and Target PC so
that we do not capture legitimate tra c by mistake. We do that by
writing the following line const default capture filter = "ip src
host 172.16.0.99 and dst host 172.25.250.100 and dst port 443"
&redef; in Zeek configuration file which is found in the following location
/opt/zeek/share/zeek/base/frameworks/packet-filter/main.zeek. We
must also not forget to comment or delete the line written when capturing
legitimate tra c or other similar lines.
To create command and control tra c we use Meterpreter’s payloads which
use https connections to connect Target PC to Kali. When creating a payload,
we have to set at least an IP address of a listening device and port used for
communication. We set an IP address of Kali (172.25.250.100) and listening port
to 443. To capture as many as di↵erent samples of command and control tra c as
possible we use all payloads that create HTTPS connections by using self-signed
certificates. The following Meterpreter’s payloads are used:
• payload/windows/meterpreter/reverse https
• payload/windows/meterpreter/reverse https proxy
• payload/windows/meterpreter/reverse winhttps
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• payload/windows/meterpreter reverse https
• payload/windows/x64/meterpreter/reverse https
• payload/windows/x64/meterpreter reverse https
• payload/windows/x64/vncinject/reverse https
• payload/windows/x64/vncinject/reverse winhttps
With all the payloads used and multiple repetitions we capture 53 data samples
and classify them as malicious. In Figure 4.8 we can see the command and
control tra c plotted in a scatter graph. Data features shown in the graph
are presented as a vector X=[conn state, duration, history, orig bytes,
orig ip bytes, orig pkts]. On x-axis of the graph, data features are presented
from left to right in the order of vector X. On y-axis of the graph data features
are presented in the order of vector X from top to bottom. The graph shows us
that the data is very diverse and quite di↵erent from legitimate tra c. We can
predict that the classification of data can be successful.
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Figure 4.8: Captured command and control tra c using Zeek. The data is very
diverse and quite di↵erent from legitimate tra c.
4.4 Working with imbalanced data
In this chapter we discuss the combined dataset which is created from legit and
malicious data samples.
Captured data in the form of Zeek log files is modified and combined into
one dataset. The dataset at this point is not balanced. It has 53 samples of
malicious data and 124,389 samples of legit data. Data samples are vectors X
described in chapter 4.2 (Feature selection). An unbalanced dataset can provide
bad classification results. For example, we can say that all tra c is legitimate and
the mistake is 0.06%. To solve this problem, we use one of the methods which
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allows us to balance the dataset. We use the SMOTE algorithm implemented in
Weka which synthesizes additional data samples. The SMOTE algorithm in Weka
accepts a p value which sets a percentage value of multiplayer of the minority
class. A minority class is a class which has less data samples. To have a dataset
balanced we use a value p of 234696.22641509. After using the SMOTE algorithm,
we get a total of 248,830 data samples. At this point we export the new dataset
in .csv file which serves us later for the classification using machine learning
algorithms. With a balanced dataset out capabilities for better prediction of data
samples increase. We can see the new dataset in Figure 4.9. Data features shown
in the graph are presented as a vector X=[conn state, duration, history,
orig bytes, orig ip bytes, orig pkts]. On x-axis of the graph data features
are presented from left to right in the order of vector X. On y-axis of the graph
data features are presented in the order of vector X from top to bottom. In the
graph it is seen how command and control tra c is di↵erent from normal internet
tra c. We can see that command and control tra c overlaps with legitimate
tra c only in some sections. For example if we look at the relationship between
orig bytes, on x-axis and history on y-axis we see that malicious data samples
overlap only in one small and very specific region. Same information shows the
relationship between duration on x-axis and history on y-axis. We again see that
malicious and legit data samples overlap only on a small and specific area. We
can predict that because of that, classification of command and control tra c is
going to be very good. The use of the SMOTE algorithm for imbalanced dataset
is highly advisable. The authors of [21][7][8] compare the classification results of
di↵erent datasets before applying the SMOTE algorithm and after it. They show
that the results after applying the SMOTE are quite better.
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Figure 4.9: Visual presentation of the combined dataset. Malicious data is very
di↵erent from legit data. It indicates that the classification of malicious data
samples can be very good.
4.5 Classification of data
In this chapter we describe the classification algorithms used in the work and our
way to find the best classification algorithm for the detection of command and
control tra c.
After our dataset is balanced we start the classification of data in Weka [37].
Weka is a program which contains a lot of visualization tools and algorithms for
data analysis and predictive modelling. It allows us to do data preprocessing,
clustering, regression, feature selection, classification and more. In Weka we test
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many di↵erent algorithms and measure their performance. Algorithms with the
best performance are Decision Tree and Random Forest. In further tests we focus
on the use of Random Forest and Decision tree algorithms because they achieve
the highest classification performance.
In the next step we implement Random Forest, Decision tree, Gaussian Naive
Bayes and Multilayer Perceptron algorithms in Python using Scikit-learn library
which contains a lot of tools for machine learning and statistical modelling. The
reason for testing algorithms in Python is that the model we want to create has to
be written in one of the programming languages. One of most popular languages
in data science and cyber security circles is Python. After we successfully test all
algorithms and get the results, we create a classification model using Decision tree
algorithm which outputs results classified as command and control (classification
class malicious) in classification.log file seen in Figure 4.1.
5 Experiments and results
In this chapter we describe how we find the most suitable machine algorithm for
the problem and results. Chapter is divided into 2 sections. The experimental
protocol section is dedicated to describing machine learning algorithms used and
to provide information about the algorithms learning procedure. The evaluation
section provides information about actual results.
5.1 Experimental protocol
In this chapter we describe our way to find the best classification algorithm for the
detection of command and control connections. At the beginning we carry out our
classification tasks in Weka, because a lot of algorithms are already implemented,
and it is a good start to search for an algorithm to use for a specific task. At first,
we start the classification with imbalanced dataset. The imbalanced dataset is
composed of 53 malicious data samples (vectors X) and 124,389 samples of legit
data. All models are taught on learning set and tested on testing set. We use
cross-fold validation to accomplish the task. The results are good for example,
accuracy of the classification using Random Forest algorithm is 0.9994%. This
result is not representative because of class imbalance but it gives us a hint of
accuracy we should expect in the future.
Next we decide to try to achieve more accurate results by the preprocessing
of data. Having the same number of data samples in each class might produce
improved results. We use SpreadSubSample [38] function from Weka, which al-
lows us to specify the maximum spread between the most common and the rarest
class. With the preprocessing method mentioned, we lower the number of sam-
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ples in the majority class to match the number of samples in the minority class.
The problem with this option is that there are not a lot of data samples, so we
decide to skip it and find another one.
Finally, we turn to the SMOTE algorithm to create additional synthetic data
samples. We find out this is the superior method to prepare our dataset and
test the algorithms on it. On this dataset we test the following algorithms in
Weka, all with default parameters: DecisionTree, RandomForest, REPTree, J48,
Hoe↵dingTree, DecisionStump and NaiveBayes. Decision tree based algorithms
ensure the best results, which is why we implement them in Python using scikit-
learn library. Along Tree algorithms we also test Multi-layer Perceptron and
Naive Bayes classifiers implemented in Python, just to compare the results.
The tests are performed using 10 cross-validations. In 10 cross-validation test,
10% of data is used as test data and 90% as learning data. The algorithm then
makes 10 turns, so it does not use the same data every time and at the end
averages the results. 10 cross-validation test is good enough to predict how well
the algorithm predicts unknown data samples.
For all algorithms implemented in Python we find the best parameter values
using grid search techniques by changing parameter values in orders of magni-
tudes. We implement the grid search using the GridSearchCV function with
the following parameters: alg, parameters, cv=10, n jobs=-1, where vari-
able alg represents algorithm we are testing, variable parameters represents pa-
rameters to be tested for an algorithm, variable cv sets the number of cross fold
validation and variable n jobs sets the number of processors to be used. For vari-
able n jobs we use the number -1 which allows the use of all available processors
so that we speed up the process. Variable parameters must be set in the follow-
ing way for GridSearchCV algorithm to work properly:{ ’nameOfVariable’ :
(’parameter1’, ’parameter2’) }.
Using grid search technique implemented in Python we find the best parame-
ters for individual algorithms also implemented in Python. In the test we search
for parameters of three algorithms, MultiLayer Perceptron, Decision Tree and
Random Forest. For MultiLayer Perceptron we find that the optimal activation
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function is tanh which is a hyperbolic tangent function presented in an Eq. (5.1).
f(x) = tanh(x) (5.1)
where x is a number. The optimal number of neurons in the hidden layer is 200.
The best learning rate schedule for weight updates is invscaling, which grad-
ually decreases the learning rate at each step using an inverse scaling exponent.
The solver for weight optimization that performs greatest is adam, which refers to
a stochastic gradient-based optimizer proposed by Kingma, Diederik and Jimmy
Ba [39].
For Decision Tree algorithm we find the supreme criterion for measuring the
quality of split is gini. The finest strategy to choose the split at each node is
random which chooses the best random split. We find the optimal threshold for
an early stopping of a tree growth, which means that a node does not split if its
impurity is not above the threshold, is 0.001 [40].
For Random Forest algorithm the finest number of trees in the forest is 90.
Optimal threshold we find for an early stopping of a tree growth, which means
that a node does not split if its impurity is not above the threshold, is 0.001 [41].
A representation of the best parameters for individual algorithm implemented
in Python presented above can also be seen in a bullet list below:
• MultiLayer Perceptron:
– {’activation’: ’tanh’, ’hidden layer sizes’: 200, ’learning rate’: ’invs-
caling’, ’solver’: ’adam’}
• Decision Tree:
– { ’criterion’=’gini’, ’splitter’=’random’, ’min impurity split’=0.001}
• Random Forest:
– { ’n estimators’=90, ’min impurity split’=0.001}
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5.2 Evaluation
In this section we present the results of experiments and how we achieve those
results. In the first two sub-sections we describe the results gathered from tests in
Weka, firstly on an imbalanced dataset and secondly on a balanced dataset. The
third sub-section is dedicated to the results given by the algorithms implemented
in Python on a balanced dataset.
5.2.1 Evaluation of algorithms in Weka on imbalanced dataset
In this sub-section we describe the results of machine learning algorithms tested
in Weka on imbalanced dataset. We present these results to show the importance
of generating synthetic samples when working with an imbalanced dataset. We
test just a few algorithms to show the di↵erence in the results.
From the results presented in Table 5.1 we see that best AUC values come
from tree algorithms, which are J48 and RandomTree, and not from NaiveBayes
or MultiLayerPerceptron, which is part of artificial neural networks (ANNs). We
see that AUC value from Bayes algorithm is close to 0.5, which means that
the algorithm has no class separation capacity. In Figure 5.1 we see confusion
matrixes which show us TP, FP, FN and TN values which are used for calculation
of values presented in Table 5.1.
Table 5.1: Results of analysis of algorithms in Weka on an imbalanced dataset.
Algorithm AUC value Recall Precision Accuracy F1-score
Random Tree 0.811 0.9999 0.9998 0.9997 0.9999
Naive Bayes 0.530 0.0822 0.9997 0.0826 0.1520
J48 0.799 0.9999 0.9997 0.9997 0.9998






























Figure 5.1: Presentation of confusion matrixes created using algorithms imple-
mented in Weka on an imbalanced dataset. P presents legit class and N presents
malicious class of data samples.
5.2.2 Evaluation of algorithms in Weka on balanced dataset
In this sub-section we describe the results of machine learning algorithms tested
in Weka on a balanced dataset. To balance a dataset, we apply the SMOTE
algorithm to the dataset and create synthetic samples. Now we have a dataset
with 248,830 data samples. We start our evaluation of algorithms using Weka. In
Weka we test 6 algorithms using 10 cross-fold validation. We use Weka for initial
testing because of simplicity and the already implemented algorithms. With
the help of Weka, we get the information about what algorithms might be the
most suitable for us to work with. In Weka we test all algorithms using default
parameters. The results of tests in Weka are presented below in Table 5.2 and in
Figure 5.2 where we see confusion matrixes.
From the results we gather with Weka we see that classification of data is in
general quite good. We get the best results using tree algorithms. Algorithms
DecisionStump, Hoe↵dingTree, J48 and RandomTree belong to tree algorithm
family. We compare algorithms between each other by F1-score which is a good
measure for comparing algorithms when using a balanced dataset.
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Table 5.2: Results of analysis of algorithms in Weka on a balanced dataset.
Algorithm AUC value Recall Precision Accuracy F1-score
Random Tree 0.999 0.9994 0.9996 0.9995 0.9995
Naive Bayes 0.588 0.0691 0.9166 0.5315 0.1284
J48 0.999 0.9991 0.9997 0.9994 0.9994
Hoe↵din Tree 0.999 0.9931 0.9968 0.9950 0.9950
Decision Stump 0.681 0.6581 0.6917 0.6825 0.6745
MultiLayer Perceptron 0.809 0.8116 0.6929 0.7260 0.7475
5.2.3 Evaluation of algorithms implemented in Python on balanced
dataset
In this sub-chapter we discuss the final and most important results. For these
tests the algorithms are implemented in Python using scikit-learn library. We
use a balanced dataset which is created out of 124,441 malicious and 124,389
legit data samples, altogether 248,830 data samples. Each data sample has
6 features and is presented as a vector X=[conn state, duration, history,
orig bytes, orig ip bytes, orig pkts].
In the test we evaluate the following algorithms DecisionTree, RandomForest,
Gaussian NaiveBayes and MultiLayer Perceptron algorithms on balanced dataset.
We decide to implement and test the algorithms in Python because the final result
of this experiment is a model which can be implemented on top of Zeek and is
able to classify network tra c. To do that we need to write the code in one
of the programming languages. We decide to use Python because of its general
usability and popularity in cyber security and data science circles. The results
of algorithms we test in Python are presented in Table 5.3 and Figure 5.3 which
shows us confusion matrixes.
Table 5.3: Results of analysis of algorithms in Python on a balanced dataset.
Algorithm AUC value Recall Precision Accuracy F1-score
Decision Tree 0.9991 0.9992 0.9992 0.9991 0.9992
Random Forest 0.9999 0.9966 0.9979 0.9970 0.9973
Gaussian Naive Bayes 0.3632 0.6875 0.6880 0.5342 0.5270












































Figure 5.2: Presentation of confusion matrixes created using algorithms imple-
mented in Weka on a balanced dataset. P presents legit class and N presents
malicious class of data samples.
From the results of Decision Tree algorithm, we see that it has a high f1-score
and almost perfect precision and recall. In confusion matrix we see the algorithm
makes 216 classification mistakes. 91 samples are classified as malicious but in
reality, they are legit, and 125 samples are classified as legit but in reality, they
are malicious. Accuracy of classification is more than 0.999%. In general the
algorithm performs well.
Using a specific set of parameters for Random Forest algorithm we achieve
good results. The results show us the algorithm has an almost perfect f1-score
and very high precision and recall values. In the confusion matrix we see the
algorithm makes 741 mistakes, 48 samples are incorrectly classified as malicious
and 693 malicious samples are classified as legit. The accuracy of classification is
more than 0.997%.
The results from Gaussian Naive Bayes algorithm shows us a very low f1-score
and not high accuracy. From the confusion matrix we see the algorithm classifies





























Figure 5.3: Presentation of confusion matrixes created using the algorithms im-
plemented in Python on a balanced dataset. P presents legit class and N presents
malicious class of data samples.
a lot of legit data samples as malicious and also makes quite a mistake classifying
malicious data samples. In general, it is good to have more legit data classified
as malicious than the opposite, but not in such a high rate.
The results from algorithm MultiLayer Perceptron show us that we were not
able to fine tune the algorithm good enough for our problem. From the confusion
matrix we see that MultiLayer Perceptron has a problem with classification of
legit data samples, but it is a bit better with the classification of malicious data
samples. The algorithm has a medium recall and precision values, comparing to
other algorithms we test. Accuracy and f1-score values are also not good, not
terrible.
Comparing the results from all 4 algorithms we see that Decision Tree and
Random forest perform the best. To come to this conclusion, we compare F1-score
values of all algorithms. This is an optimal path because F1-score measurement
balances the use of precision and recall and therefore provides a more realistic
measure of test’s performance.
The results also show us that classification mistakes do not work in our favour
except with Gaussian Naive Bayes algorithm. It would be better if there were
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more legit data samples classified as malicious and not the other way around. It
is important to notice that this could be achieved with an even more detailed
tuning of machine learning algorithms’ parameters.
To get a visual presentation of the algorithms’ performance we use AUC-ROC
cure, which we see in Figure 5.4. It presents us visual information on how good
a model is at distinguishing between classes. A picture is created as plot of true
positive rate (TPR), show in Eq. (3.22) versus false positive rate (FPR) shown
in Eq. (3.24). We plot TPR on y-axis and FPR on x-axis.
Figure 5.4: AUC-ROC curve for Decison Tree, Random Fores, Gaussian Naive
Bayes and MultiLayer Perceptron algorithms.
When we plot the AUC-ROC curve we also calculate the AUC values which
tell us the possibility for an algorithm to correctly distinguish between classes. In
Figure 5.4 we see that Decision Tree and Random Forest algorithms can distin-
guish between classes very well. Their AUC values are above 0.99 which means
they have more than 99% chance to correctly classify a data sample. On the
other hand, MultiLayer Perceptron and Gaussian Naive Bayes do not do so well
with AUC values of 0.76 and 0.36, respectively.
From previous results we determine that the optimal algorithms to use are
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Random Forest or Decision Tree. In the next step we show which samples are
not correctly classified when using mentioned algorithms. We show this data
because it is good to see which data samples are making problems to the al-
gorithm. Graphs are created using 10 cross-fold validations of both algorithms.
Data samples incorrectly classified from each of 10 cross-folds are displayed in the
graph for each algorithm. In Figure 5.5 and Figure 5.6 the data wrongly classified
with Decision Tree is presented and in Figure 5.7 and Figure 5.8 we see wrongly
classified data with Random Forest algorithm. The graphs present relationships
between data features so that we can compare distribution and position of mis-
classified data samples with graph show in Figure 4.9. Data features we use
are presented as a vector X=[conn state, duration, history, orig bytes,
orig ip bytes, orig pkts]. On x-axis of the graph data features are presented
from left to the right in order of vector X. On y-axis of the graph data features
are presented in order of vector X from top to bottom. Comparing the graphs,
we notice that the distribution of misclassified data samples using Decision Tree
algorithm is more homogenous than using Random Forest algorithm. We can
very easily see that more mistakes are made in the Malicious class. If we com-
pare the distribution of Malicious data samples in Figure 5.5 and Figure 5.6 with
the distribution of Legit data samples in Figure 4.9, we see that Decision Tree has
problems with classification of malicious data samples which overlap with legit
data samples. Comparing data in Figure 5.7 and Figure 5.8 with data in Figure
4.9 we can come to the similar conclusions as with Decision Tree algorithm just
that the distribution of samples is a bit di↵erent.
To confirm usefulness of our experiment we decide to create a device which can
in a real environment monitor network tra c and look for command and control
connections. First, we save our working Decision Tree model as a .joblib file so
that we can use it for later classification. Second, we create a Python script which
reads newly created Zeek log files, modifies it, performs classification and appends
classification results to a file. A file can be rotated using Linux service logrotate
as needed. Lastly, the classification results are sent to a Security information
and event management (SIEM) system, using Linux service rsyslog, for further
analysis.
We test our device in one of the companies in Slovenia. In general, our device
works well with very high classification accuracy, but it still produces a lot of
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false positive events due to the high number of network connections. Therefore
we need to add also some other method for classification to reduce the number
of false positives.
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Figure 5.5: Wrongly classified data with Decision Tree algorithm 1/2. We see
malicious data is wrongly classified where it overlaps with legit data samples
and the other way around for legit data samples. Misclassified data is more
homogenous than in Figure 5.7 and Figure 5.8.
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Figure 5.6: Wrongly classified data with Decision Tree algorithm 2/2. We see
malicious data is wrongly classified where it overlaps with legit data samples
and the other way around for legit data samples. Misclassified data is more
homogenous than in Figure 5.7 and Figure 5.8
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Figure 5.7: Wrongly classified data with Random Forest algorithm 1/2. Data
samples are wrongly classified where samples of bots classes overlap. We see
that the distribution of misclassified data samples is less homogenous than with
Random forest algorithm presented in Figure 5.7 and Figure 5.8.
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Figure 5.8: Wrongly classified data with Random Forest algorithm 2/2. Data
samples are wrongly classified where samples of bots classes overlap. We see
that the distribution of misclassified data samples is less homogenous than with
Random forest algorithm presented in Figure 5.7 and Figure 5.8.
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6 Discussion
The purpose of our research is to identify if it is possible to detect command
and control tra c from network data using machine learning algorithms. In this
chapter we discuss the results about the detection of command and control tra c
using machine learning algorithms and discuss future work related to the topic to
help answer the question: Is it possible to create a device which is able to detect
command and control network connections using machine learning algorithms?
During the experiment we confirm that when working with an imbalanced
dataset a method to balance the dataset should be used. Options for addressing
class imbalance are: Synthesis of new minority class instances; Over-sampling of
minority class; Under-sampling of majority class; and tweaking the cost function.
Out of all options we determine that the synthesis of new minority class instances
using the SMOTE algorithm as is suggested by other researchers mentioned in
chapter 2 (Related work), is the most suitable for us. After applying the SMOTE
algorithm to the dataset classification the results improve.
While determining the optimal algorithm to use, we create many tests, first
using Weka, because of its simplicity, and later Python. Using Weka, we deter-
mine that we get the best results using Decision Tree or Random Forest algorithm.
With tests in Python we show graphical results and among others calculate AUC
and F1 values which are very suitable for comparing algorithms. Using the values
mentioned, we confirm that Decision Tree and Random Forest algorithm really
give us the best results and are the algorithms to be used for our device.
The final step of our research is to create a model for the classification of
command and control tra c using one of the top algorithms found during the
experiment. We create our device using Decision Tree algorithm because of its
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superior performance results. The classification results are saved to a log file on
the device and log file can be rotated using Linux service logrotate as needed.
Results saved to a log file can be sent to SIEM system using Linux integrated
rsyslog service.
Implementation of our device into a real environment shows us that the device
works well and is able to detect command and control tra c. Regardless of a very
high classification accuracy the device still produces quite a lot of false positives
because of a high volume of network tra c being monitored. Because of that we
still need a second method to help reduce the number of samples being classified
as malicious.
As a future work threat intelligence or some other method for data enrichment
can be added to the device so that it can work on its own and does not need an
integration with SIEM system. The idea of integrating threat intelligence does
lower the number of misclassified events but also limits the device’s capabilities
as threat intelligence can be fed anywhere and we do not need prior classifica-
tion of network tra c. We do not implement threat intelligence directly into a
device because the device was planned to be connected with a SIEM because of
data retention policy and correlation capabilities with other events. A daring
idea is to create an automated whitelisting of connection destinations which are
misclassified. If we implement this idea, we have to be very careful as it might
limit the device usability to detect command and control connections. We might
by mistake automatically whitelist an IP address which is malicious and by by
doing so limit the device’s performance. In the future it would also it would also
be interesting to see how the results change if we use a dataset gathered from a
di↵erent environment or use some other methods for generating command and
control tra c.
7 Conclusion
The goal of this research was to create a device capable of detecting command
and control connections from network tra c. Other researchers used many dif-
ferent ways trying to detect command and control tra c and they were mostly
successful. Our research is slightly di↵erent because we focus on encrypted tra c
not like others whose researches are based on IRC channels or HTTP tra c.
A new TLS protocol version 1.3 was developed, so cyber security analysts are
no longer able to see certificates of servers on the other side of communication
channels because the communication is encrypted before a server and a client
exchange certificates. It is important to check server’s certificate because it is the
only way to confirm that the server is really what it claims to be and that it is
to be trusted.
The dataset created and used in this research is a combination of encrypted
network tra c caught on port 443 and malicious command and control tra c. At
the beginning, the dataset was imbalanced. For this reason, we used the SMOTE
algorithm to create additional synthetic data samples in order to balance the
dataset and achieve better classification results.
In the research multiple algorithms are used but the finest results are achieved
using Decision Tree and Random Forest algorithms. Due to our goal, which was
to create a device capable of detecting command and control connections from
network tra c, we used Decision Tree algorithm to create the model for the
classification of data. The model is set on top of Zeek which is deployed on a
Linux system.
The device developed was also tested in a real environment where it performed
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well. The device still produces a lot of classification mistakes, regardless of its
high accuracy, due to the high network load in the environment we tested it in.
The device is suitable for production use with assistance from threat intelli-
gence data to lower the number of missed classifications. The results created by
the device are to be forwarded to a SIEM or similar system that has an ability
of correlating events.
As a future work an idea of integrated threat intelligence could be tested,
but on the other hand this also limits the device capabilities for the detection
of command and control tra c as threat intelligence can be fed to raw network
data which does not need to be pre-classified. An advanced option for the device
is also automated whitelisting of IP addresses which are misclassified but are in
reality safe. With this whitelisting idea we have to be careful not to whitelist a
dangerous, malicious IP address and limit the device usability.
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