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We present a method of enhanced sensing of AC magnetic fields. The method is based on the construction of a
robust qubit by the application of continuous driving fields. Specifically, magnetic noise and power fluctuations
of the driving fields do not operate within the robust qubit subspace, and hence, robustness to both external
and controller noise is achieved. The scheme is applicable to either a single ion or an ensemble of ions. We
consider trapped-ion based implementation via the dipole transitions, which is relevant for several types of ions,
such as the 40Ca+, 88Sr+, and the 138Ba+ ions. Taking experimental errors into account, we conclude that the
coherence time of the robust qubit can be improved by up to∼ 4 orders of magnitude compared to the coherence
time of the bare states. We show how the robust qubit can be utilized for the task of sensing AC magnetic fields
in the range ∼ 0.1−100 MHz with an improvement of ∼ 2 orders of magnitude of the sensitivity. In addition,
we present a microwave based sensing scheme that is suitable for ions with a hyperfine structure, such as the
9Be+,25Mg+,43Ca+,87Sr+,137Ba+,111Cd+,171Yb+, and the 199Hg+ ions. This scheme enables the enhanced
sensing of high frequency fields at the GHz level.
I. INTRODUCTION
Quantum sensing [1, 2] and metrology [3–5] exploit phys-
ical laws governing individual quantum systems or correla-
tions between systems to perform detection at the limits of
precision and resolution. Improving the precision of sensing
of weak electromagnetic fields is a prime goal in this field.
The limit of most quantum sensing protocols scales as 1/
√
T2
[6–8], where T2 is the coherence time. The coherence time for
many experimental platforms is limited by ambient magnetic
field fluctuations. Consequently, dynamical decoupling meth-
ods, designed to prolong the coherence time, are incorporated
into the sensing schemes in order to improve the sensing pre-
cision.
Pulsed dynamical decoupling [9–11] is a useful tool for pro-
longing the coherence time [12–19]. Diminishing both ex-
ternal and controller noise, however, requires very rapid and
composite pulse sequences [20–24] and consequently uses
a considerable amount of power [25]. In addition, a major
drawback of incorporating state-of-the-art pulsed dynamical
decoupling in sensing schemes is that usually, the frequency
of the pulses must coincide with the frequency of the sensed
field; the time interval between the pulses should be fixed to
T = pi/ν , where ν is the frequency of the signal. Hence, this
approach can not be used to integrate dynamical decoupling
in the sensing of high frequency fields.
Sensing of high frequency signals is of great importance,
especially in the case of classical fields sensing [26–29], in the
detection of electron spins in solids [30–32] and NMR [33].
As the method of choice for this regime is relaxometry, the
sensitivity is limited by the coherence time, and specifically
by the pure dephasing time, T ∗2 , since no dynamical decou-
pling schemes are employed.
Continuous dynamical decoupling [25, 34–44] provides a
different approach for achieving robustness to both external
and controller noise [45, 46]. Ultra-sensitive sensing that is
based on continuous dynamical decoupling was demonstrated
in [47], utilising a four level configuration. Remarkably, con-
tinuous dynamical decoupling can be elegantly incorporated
Figure 1. Protected qubit subspace. By the application of con-
tinuous driving fields we create a protected qubit subspace. Mag-
netic noise and power fluctuations of the driving fields do not oper-
ate within the protected qubit subspace. (a) Bare states, Hd (driving
Hamiltonian). (b) Protected qubit subspace (blue), Ω (smallest en-
ergy gap between the robust qubit states and non-robust states.
in the sensing of high frequency fields [48, 49]
In this paper, we elaborate on the work presented in [46]
with the focus on AC magnetic field sensing. We show that
utillizing a compact constuction of a protected qubit subspace
that requires only two (detuned) optical driving fields (com-
pared to five in [46]), results in a protected qubit that can in-
deed be used as a sensor of AC magnetic fields in the range
∼ 0.1− 100 MHz with enhanced sensitivity. In addition, we
present a microwave based sensing scheme that is suitable for
ions with a hyperfine structure. In this scheme a robust qubit
is constructed within the ground state manifold of the ion. We
show that this construction enables the enhanced sensing of
high frequency fields, where the frequency of the signal cor-
responds to a transition between two bare states from two dif-
ferent hyperfine levels, which is of the order of the hyperfine
splitting. The sensed frequency, at the GHz level, is tuned by
the static magnetic field.
The paper is organized as follows. We begin in section
II with a general definition of a protected qubit subspace.
In section III we discuss the realization of a protected qubit
subspace with trapped ions. We start with a review of
the on-resonance construction [46], and then present the
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2Figure 2. Typical Level structure of the , 40Ca+, 88Sr+, and the
138Ba+ ions. The D3/2 subspace, which has a lifetime of & 1 sec-
ond, serves as the protected subspace. The D3/2 ↔ P1/2 transitions
are used for the construction of the protected subspace. A similar
construction can be implemented with the D5/2 subspace and the
D5/2↔ P3/2 transitions.
new compact construction. In section IV we analyze the
performance of the compact construction under realistic
experimental errors and sources of noise. We continue with
suggestions for other possible constructions in section V, and
for completeness, in section VI we show how the protected
qubit can be manipulated [46]. In section VII we discuss the
implications of the scheme for sensing AC fields, and in sec-
tion VIII we present the new microwave based construction.
Finally, we end in section IX with the conclusions.
II. PROTECTED QUBIT SUBSPACE
We start with an explicit definition of a protected qubit sub-
space [46]. Let us denote the protected qubit states by {|Di〉}
. In what follows Hd is the (continuous) driving Hamiltonian,
HD is the Hilbert subspace of the protected qubit, and H⊥
is the complementary Hilbert space, that is,H =HD⊕H⊥.
We define the protected qubit subspace by (See Fig. 1)
〈Di|Jz
∣∣D j〉= 0 ∀i, j, (1)
Hd |Di〉= λD|Di〉 ∀i. (2)
The first equation ensures that magnetic noise does not operate
within the protected qubit subspace; the noise can only cause
transitions between a protected state and a state in the com-
plementary subspace. We assume (by construction) that the
energy of all states inHD is far from the energy of the states
inH⊥. More specifically, we assume that ν =mini|λ⊥i −λD|,
where λD (λ⊥i ) is an eigenvalue of an eigenstate inHD (H⊥),
is much larger than the characteristic frequency of the noise,
Figure 3. Construction of a protected qubit subspace. (a) Driv-
ing fields of the two Λ systems in the basis of the bare states. (b)
Resulting eigenstates (the dressed states), where |h1〉 = |B1〉+ |p1〉,
|l1〉= |B1〉−|p1〉, |h2〉= |B2〉+ |p0〉, |l2〉= |B2〉−|p0〉, with |B1〉=√
3
2 |d3〉+ 12 |d1〉 and |B2〉=
√
3
2 |d0〉+ 12 |d2〉. The dark states |D1〉 and|D2〉 form the protected qubit subspace.
as in this case the lifetime T1 would be inversely proportional
to the power spectrum of the noise at ν . This ensures that the
rate of transitions from HD to H⊥ due to magnetic noise is
negligible.
The second equation indicates that the protected states do
not collect a relative dynamical phase due to Hd , and are there-
fore immune to noise originating from Hd . Power fluctuations
of the driving fields result in identical energy fluctuations of
the protected states.
To summarize, the first equation ensures that the protected
states are immune to external noise, while the second equation
ensures that the protected states are also immune to controller
noise.
III. IMPLEMENTATION WITH TRAPPED-IONS
We consider ions such as the 40Ca+, 88Sr+, and the 138Ba+
ions, that have a typical level structure, as shown in Fig. 2.
Because the lifetime of the D3/2 states is & 1 second, we uti-
lize their subspace for the construction of the protected qubit
subspace. For simplicity we will use the notation
∣∣d3/2+mi〉≡∣∣D3/2;mi〉, ∣∣p1/2+mi〉 ≡ ∣∣P1/2;mi〉 and ∣∣s1/2+mi〉 ≡ ∣∣S1/2;mi〉.
The states,
|D1〉=
√
3
2
|d1〉− 12 |d3〉, (3)
|D2〉=
√
3
2
|d2〉− 12 |d0〉, (4)
fulfill the first condition of a protected qubit subspace, which
is given by Eq. 1,
〈
D j
∣∣Jz |Di〉 = 0. The second condition,
which is given by Eq. 2, is fulfilled by constructing the driving
fields such that Hd |Di〉= 0 (λD = 0). This can be obtained by
coupling the (bare) D3/2 states to the P1/2 states on resonance
in two Λ configurations (see Fig. 3).
The driving Hamiltonian of the two Λ systems (in the in-
teraction picture (IP) with respect to the energies of the bare
3Figure 4. Decoupling of a protected qubit state. (a) Driving fields
in the basis of the bare states. (b) Only the |B1〉 state is coupled to the
excited |p1〉 state. (c) An energy gap is opened between the protected
state and all other eigenstates (here in the basis of the dressed states).
states, and taking the rotating-wave approximation (RWA)) is
given by
Hd =
(
Ω
2
|p1〉〈d1|+
√
3Ω
2
|p1〉〈d3|
+
Ω
2
|p0〉〈d2|+
√
3Ω
2
|p0〉〈d0|
)
+h.c., (5)
whereΩ is the Rabi frequency of the driving fields. The states
|D1〉 =
√
3
2 |d1〉− 12 |d3〉 and |D2〉 =
√
3
2 |d2〉− 12 |d0〉 , are the
eigenstates of Hd with a zero eigenvalue. The eigenvalues of
the remaining four eigenstates are equal to ±Ω (See Fig. 3).
The construction can be elucidated by considering one of
the Λ systems. In the basis {|D1〉 =
√
3
2 |d1〉− 12 |d3〉 , |B1〉 =
1
2 |d1〉+
√
3
2 |d3〉 , |p1〉} the driving Hamiltonian of the Λ sys-
tem is given by
Hd =Ω(|p1〉〈B1|+ |B1〉〈p1|) . (6)
Hence, the dark state |D1〉 is decoupled from the bright state
|B1〉, and the excited state |p1〉 (See Fig. 4). In the basis of the
dressed states we have that
Hd = 0 |D1〉〈D1|+Ω(|h1〉〈h1|− |l1〉〈l1|) , (7)
where |h1〉= 1√2 (|B1〉+ |p1〉), and |l1〉=
1√
2
(|B1〉− |p1〉).
While for the first Λ system the ratio between the Rabi fre-
quencies of the σ− and σ+ fields is Ω
1−
Ω1+
=
√
3, for the second
Λ system the ratio between the Rabi frequencies of the σ− and
σ+ fields is Ω
1−
Ω1+
= 1√
3
. A priori, it therefore seems that four
driving fields are required, two fields for eachΛ system. How-
ever, the Clebsch-Gordan coefficients, Ci j, of the |di〉 ↔
∣∣p j〉
transitions, fulfill the following relations (See Fig. 5).
C31
C11
=
C00
C20
=
√
3. (8)
Figure 5. Compact costruction. (a) Clebsch-Gordan coefficients.
(b) The ratios between the Clebsch-Gordan coefficients of each Λ
system imply that only two driving fields with equal Rabi frequencies
are required in order to construct both protected qubit states, |D1〉 and
|D2〉.
This means that only two driving fields (a σ− field and a σ+
field) with an equal Rabi frequency are required for the con-
struction of the two protected qubit states. In this case, in the
firstΛ system we have a (blue) one-photon detuning and in the
second system of |D2〉we have a (red) one-photon detuning of
|δ | = 115µBB. These one-photon detunings will not affect the
protected qubit states and will only modify the eigenstates in
H⊥ and their energies, which will be slightly lower. For a
static magnetic field, such that gµBB ∼ 0.1− 1 MHz (which
should be large enough to mitigate σx and σy noise), and a
Rabi frequency of Ω' 2pi×100 MHz (Ω δ ), the protected
qubit states remain well decoupled from the bright states. In
this case the dressed states |hi〉 and |li〉 are modified with an
amplitude mixing of ∼ δΩ between them, and their energies
are shifted by an energy shift of ∼ δ 2Ω . In appendix A we give
a detailed description of the protected qubit construction. We
consider this compact construction of the protected qubit sub-
space in subsequent sections.
IV. ERROR ESTIMATION
In this section we consider possible experimental errors and
sources of noise, and analyze their effect on the lifetime and
the coherence time of the protected qubit.
A. Noise and systematic shifts of the magnetic field
Because the magnetic noise couples between a protected
state and a non-protected state, in first order, the noise induces
a longitudinal relaxation (decay) rate of∼ SBB(Ω), where SBB
is the power spectrum of the noise. A large enough Ω ensures
that the longitudinal relaxation rate is negligible (SBB(Ω)
1
T1
). In our construction we consider a Rabi frequency of Ω'
2pi×100 MHz, which implies that for a typical magnetic noise
SBB(Ω) is negligible.
4In second order, a Zeeman shift of ∆b results in an energy
gap of 8125
gµBB∆b2
Ω2 between the protected qubit states (see Ap-
pendix B). For gµBB ∼ 0.01Ω the energy gap is ∼ 0.001∆b2Ω .
Even with ∆b ∼ 50 kHz, which corresponds to a strong mag-
netic noise (T ∗2 ∼ 20 µs) or a large systematic shift, this im-
plies a limit of an improvement of ∼ 6 orders of magnitude in
the coherence time.
In addition, the Zeeman shift of ∆b, creates a two photon
detuning, which results in an amplitude mixing between a pro-
tected state |Di〉 and an excited state |pi〉, where the probabil-
ity to populate the excited states is ∼ (∆bΩ )2 (See Fig. 6). This
implies a limit on the lifetime of the protected qubit due to
the strong decay rate of the P1/2 states, Γ ∼ 10 MHz. For
∆b ∼ 50 KHz and Ω ' 2pi× 100 MHz the lifetime is limited
to T1 ≈
(
Γ(∆bΩ )
2
)−1 ' 0.1 sec, which corresponds to a limit
of 4 orders of magnitude improvement of the coherence time.
Stronger driving fields of Ω ' 2pi × 1 GHz result in T1 ' 10
sec, which corresponds to a limit of 6 orders of magnitude
improvement in the coherence time.
B. Relative amplitude error
In a relative amplitude error, the amplitude ratio between
the two fields (of the Λ systems) is larger/smaller then its ideal
value, and for one of the fields we have that Ω→Ω± εΩ. As
a result, the amplitudes of the bare states in |Di〉 are mod-
ified by ∼ ε . That is, a relative amplitude error results in
a mixing between a protected state |Di〉 and the bright state
|Bi〉 (See Fig. 6). In this case, the probability of being
in the excited state |pi〉 is zero, but because |Di〉 is modi-
fied to
∣∣D˜i〉≈√1− ε2 |Di〉± ε |Bi〉, 〈D˜i∣∣σz ∣∣D˜i〉 scale as ∼ ε .
However, while the coupling rate between |D1〉 and |p1〉 is
∼ εΩ, the coupling rate between |D2〉 and |p2〉 is ∼ −εΩ.
As 〈D1|σz |B1〉=−〈D2|σz |B2〉 , we have that the uncertainty
of the energy gap between the two robust states scales as〈
D˜1
∣∣σz ∣∣D˜1〉−〈D˜2∣∣σz ∣∣D˜2〉∼ ε2 (See Appendix B). This lim-
its the coherence time to ∼ T ∗2ε2 . An ε ∼ 10−2 implies a limit
of an improvement of 4 orders of magnitude in the coherence
time.
C. Polarization errors
Here we assume that a fraction (ε) of a σ− beam is a σ+
beam and vice versa. Hence, we have that (for the |D1〉 state
for example) the Rabi frequency of the σ− field is Ω− (t) =
(1− ε) Ω2 + εe−i∆t Ω2 , and the Rabi frequency of the σ+ field
isΩ+ (t) = (1− ε)
√
3Ω
2 +εe
+i∆t
√
3Ω
2 , where ∆= 2gdµBB and
gd is the Lande´ g factor of the D3/2 level. In this case, the dark
state of the Λ system is a time dependent state, which is given
(up to normalization) by
∣∣D˜i (t)〉 = Ω− (t) |d1〉−Ω+ (t) |d3〉 .
Due to the time dependence of the Rabi frequencies, Ω− (t)
and Ω+ (t), there is an effective coupling rate between the in-
stantaneous states |Di〉 and |Bi〉, which is ∼ ε∆. This results
in a non-zero probability to be in the excited state |pi〉, which
Figure 6. Experimental errors. (a) Uncertainty in the static mag-
netic filed couples between the |Di〉 and |Bi〉 states, and results in a
probability of∼ (∆bΩ )2 to populate the excited state. (b) Relative am-
plitude error, which results in an amplitude mixing of ∼ ε between
the |Di〉 and |Bi〉 states. (c) Polarization error implies an effective
coupling rate of ε∆ between the |Di(t)〉 and |Bi(t)〉 states, and hence
a probability of ∼
(
ε∆
Ω
)2
to populate the excited state.
is ∼ ( ε∆Ω )2. For ε = 0.5% and gµBB' 0.01Ω, ( ε∆Ω )2 ' 10−9,
and therefore does not limit the lifetime. In addition, we also
have that
〈
D˜i(t)
∣∣σz ∣∣D˜i(t)〉= 0 , and the coherence time is not
affected. For more details, see Appendix B.
V. ALTERNATIVE CONSTRUCTIONS
There are two additional possibilities for the construction
of the protected qubit subspace with optical fields. The first
alternative is to couple the D3/2 states to the S1/2 states in-
stead of the P1/2 states. In this case the driving fields cor-
responds to two V configurations, but the resulting protected
qubit states, |D1〉 and |D2〉 are the same. The advantage of
this construction is that here, experimental errors can lead to
a probability of populating the S1/2 states rather than the P1/2
states, which does not limit the lifetime of the protected qubit.
However, this requires a sufficiently strong coupling rate be-
tween the S1/2 states and the D3/2 states such that an energy
gap of∼ 100 kHz is formed between the protected qubit states
and non-protected states.
Yet another alternative is to use the D5/2 subspace as the
protected qubit subspace. Similar to the constructions with
the D3/2 states, the Clebsch-Gordan coefficients of the D5/2↔
P3/2 transitions imply that only two driving fields (a σ− field
and a σ+ field) with an equal Rabi frequency are required
for the construction of the two protected qubit states. As for
the D3/2 construction, this configuration results in the two
dark (zero eigenvalue) eigenstates |D1〉 = 14 |d0〉− 52√2 |d2〉+√
5
4 |d4〉 and |D2〉 =
√
5
4 |d1〉− 52√2 |d3〉+
√
1
4 |d5〉, where in this
case
∣∣d5/2+mi〉≡ ∣∣D5/2;mi〉. Hence, |D1〉 and |D2〉 fulfill both
Eq. 1 and Eq. 2, and constitute a protected qubit subspace.
5.
Figure 7. Single qubit gates: (i) A direct σy gate is realized with
a microwave driving on-resonance with the Zeeman splitting of the
D3/2 sub-levels (green). (ii) An effective σx gate is obtained by a
Raman transition (red).
VI. INITIALIZATION AND SINGLE QUBIT GATES
A. Initialization
Initialization may be achieved by the application of optical
pumping to the |d3〉 state, followed by a STIRAP procedure,
which results in the |D1〉 state. At this point, the Rabi fre-
quencies of the driving fields are fixed and remain so during
the whole experiment. Measurements are performed by a re-
versed process.
An alternative method is to perform a direct gate from an
|si〉 state to one of the |Di〉 states. However, this requires two
phase-matched lasers.
B. Direct σy gate
A σy gate can be implemented with a microwave field,
which is set to apply a Jy gate in the bare states basis (or a
Jx with a relative phase shift of pi/2), on resonance with the
(Zeeman) energy gap between the D3/2 sub-levels (See Fig.
7) and corresponds to
Hg =Ωg cos(gdµBBt)Jy. (9)
Moving to the IP, with respect to the bare energy gaps (and
taking the RWA) leads to HIg =
Ωg
2 Jy. In the robust states ba-
sis the bare states’ Jy operates within the protected subspace
HD, and within the complementary subspace H⊥, but does
not couple between states inHD and states inH⊥. In the pro-
tected qubit subspaceHD, this results in a σy operator which
is given by
σDy =−
3iΩg
2
|D2〉〈D1|+h.c.. (10)
.
Figure 8. Implementation of the scheme with an hyperfine struc-
ture: (a) A single on resonance driving field is applied for both hy-
perfine levels. Here, for example, we consider F = 1 and F = 2 hy-
perfine levels of the ground state. Ωg represents a signal field which
is sensed by the protected qubit. Here, the frequency of the signal is
on resonance with the transition between the |F = 2;mF = −2〉 and
|F = 1;mF = −1〉 states. (b) Dressed states basis. We consider the
Sx eigenstates with the zero eigenvalue of the F = 1 and F = 2 levels
as the protected qubit subspace. In this case the signal rotates the
protected qubit state.
C. σx gate
An effective σx gate can be realized by a Raman transition
between the bare |d1〉 and |d2〉 states (via one of the P1/2 states,
See Fig. 7). The (IP) Hamiltonian of the Raman transition is
HR =Ωg
[(
eiδRt |p1〉〈d1|+h.c.
)
+ Ωg
(
eiδRt |p1〉〈d2|+h.c.
)]
. (11)
Moving to the dressed states basis and to the IP with respect
to the energies of the dressed states we obtain
HR ≈−12
√
3
2
Ωg
[(
ei(δR+Ω)t |l1〉〈D1|+h.c.
)
+
1
2
√
3
2
Ωg
(
ei(δR+Ω)t |l1〉〈D2|+h.c.
)]
− 1
2
√
3
2
Ωg
[(
ei(δR−Ω)t |h1〉〈D1|+h.c.
)
+
1
2
√
3
2
Ωg
(
ei(δR−Ω)t |h1〉〈D2|+h.c.
)]
, (12)
where off-resonant coupling terms between states withinH⊥
have been neglected. Taking δR Ω Ωg results in the ef-
fective Hamiltonian
σDx ≈−
3Ω2g
4δR
(|D2〉〈D1|+ |D1〉〈D2|) , (13)
Together with the σDy gate, a σDz gate, and hence, any single
qubit unitary operation, can be performed.
6VII. SENSING
The operation of the σy gate can be used for the task of sens-
ing AC magnetic fields. An AC signal whose frequency is on
resonance with the Zeeman energy gap between the bare D3/2
states will induce rotations of the protected qubit. In this case
the sensitivity scales as ∼ 1√T2, where T2 is the prolonged
coherence time of the protected qubit. The range of frequen-
cies that can be detected with this scheme is ∼ 0.1− 100
MHz. The lower limit is determined by the energy gap of
the bare states, which should be large enough in order to mit-
igate magnetic σx and σy noise. The power spectrum of the
noise at ω = gµBB < 0.1 MHz may not be negligible and
hence, transverse noise may induce longitudinal relaxation of
the protected qubit. The upper limit is fixed by the experimen-
tal ability to apply a strong static magnetic field. For typical
ion traps, the upper bound corresponds to a Zeeman splitting
of ∼ 100 MHz. Since the phase of an external signal is usu-
ally random with respect to the driving fields, the sensed Rabi
frequency of the signal is attenuated by a factor of 1/2. This
is due to the fact that only a σy polarization induces a rotation
in the protected qubit subspace.
VIII. IMPLEMENTATION WITH HYPERFINE
STRUCTURE
Here we consider ions with an hyperfine structure, where
the ground state manifold has two hyperfine levels, F = i and
F = i+1. For example, the 9Be+ and 137Ba+ ions have F = 1
and F = 2 ground states, the 25Mg+ ion has F = 2 and F = 3,
the 43Ca+ ion has F = 3 and F = 4 ground states, and the
87Sr+ ion has F = 4 and F = 5 ground states. For each ion,
the Lande´ g-factors of the ground states are of the same mag-
nitude, that is, |gFi | = |gFi+1 |. This enables the on-resonance
driving of both F levels by a single driving field, and hence
the construction of a protected qubit subspace by a single on-
resonance driving field. If the on-resonance driving field is
polarized along the xˆ axis, the Hamiltonian of ions with an
F = 1 and F = 2 ground states, for example, is given by
H = gF2µBB(F
2
z −F1z )+2Ω(F2x −F1x )cos(gF2µBBt) , (14)
where F1z (F
2
z ) and F
1
x (F
2
x ) are the Fz and Fx operators, which
operate on the F = 1 (F = 2) levels respectively. In the IP we
have that
HI =Ω(F2x −F1x ), (15)
and so the dressed eigenstates of the driving field are the Fx
eigenstates, which fulfill Eq. 1 and are robust to magnetic
noise. The eigevalues of the dressed F = 1 and F = 2 states
are {−Ω,0,+Ω} and {−2Ω,−Ω,0,+Ω + 2Ω} respectively.
Choosing two Fx eigenstates, one from each F level, that have
the same eigenvalue (i.e., the same energy) ensures that these
two states also fulfill Eq. 2, and are therefore also robust to
power fluctuations of the driving field (See Fig. VIII).
Because the protected qubit states have the same energy,
their on-resonance coupling frequency is a frequency of an
allowed transition between two bare states that have a non-
zero amplitude component in the dressed states, and up to the
Zeeman splitting corresponds to the hyperfine splitting. De-
note by ωHF the frequency which corresponds to the hyperfine
splitting, and consider the two eigenstates with the zero eigen-
value as the protected qubit states, |D1〉= 1√2 (|+1〉− |−1〉)
and |D2〉 = 12
(√
3
2 |+2〉− |0〉+
√
3
2 |−2〉
)
. The driving
field
Hg =ΩgSx cos [(ωHF +3gF2µBB) t] , (16)
which is on resonance with the |F = 2;mF = −2〉 ↔ |F =
1;mF = −1〉 transition corresponds to the on resonance cou-
pling between the two protected states. In the first IP with
respect to the Zeeman splitting
Hg ≈
√
3Ωg
8
(|D2〉〈D1|e−iωHF t + |D1〉〈D2|e+iωHF t) , (17)
where all coupling terms within H⊥, and off-resonance cou-
pling terms between a state inHD and a state inH⊥ have been
neglected. Moving now to the IP with respect to the hyperfine
splitting results in
Hg ≈
√
3Ωg
8
(|D2〉〈D1|+ |D1〉〈D2|) . (18)
For ions with an F = 0 level, such as the 111Cd+,171Yb+
and the 199Hg+ ions, the driving field will operate only on the
F = 1 level. The protected qubit states are then seen to be the
bare |F = 0;mF = 0〉 state and the dressed Fx eigenstate with
the zero eigenvalue of the F = 1 level (which is the |D〉 =
1√
2
(|+1〉− |−1〉) state.
The hyperfine ground states energy gap in these ions is
1− 40 GHz, and hence, our scheme provides a method for
the enhanced sensing of high frequency signals. While with
common high frequency sensing methods, the obtained sensi-
tivity is limited by the pure dephasing time T ∗2 , in our method
the sensitivity is limited by the prolonged coherence time.
IX. CONCLUSIONS
This paper describes a scheme for the construction of a pro-
tected qubit subspace. Specifically, we present a simplified
and compact optical implementation of the scheme, which is
of relevance to several types of ions and can be used for en-
hanced sensing of AC magnetic fields. The scheme is appli-
cable to either a single ion or an ensemble of ions. Taking
experimental errors into account, we predict an improvement
of 2 orders of magnitude in sensitivity. We also describe a
new implementation of the scheme that is suitable for ions
with hyperfine structure, where a protected qubit subspace is
constructed within the ground state manifold by the applica-
tion of a single microwave field. Importantly, this implemen-
tation enables the enhanced sensing of high frequency fields
at the GHz level, which corresponds to the energy gap be-
tween the hyperfine levels. Owing to the high resolution of the
7scheme, the implication of this method for wireless commu-
nication [50] may prove to be very significant. Moreover, this
method could also be used to improve the coupling to quan-
tum systems [37], and to improve the resolution of classical
fields sensing [26–29].
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Appendix A
In this section we describe the construction of the protected
qubit subspace in detail.
1. Ideal construction
Here we assume that for each Λ system we have two in-
dependent driving fields that operate only on the transitions
within the Λ system. Denote by ω and B the energy gap
between the D3/2 and P1/2 levels, and the amplitude of the
static magnetic field (B here corresponds to µBB). Note that
the Lande´ g-factor of the D3/2 and P1/2 levels is gd = 45 and
gp = 23 respectively. We then have that
H0d1 = (ω+
B
3
)|p1〉〈p1|− 2B5 |d1〉〈d1|+
6B
5
|d3〉〈d3|,
H0d2 = (ω−
B
3
)|p2〉〈p2|− 6B5 |d0〉〈d0|+
2B
5
|d2〉〈d2|.(A1)
The Hamiltonians of the on-resonance driving fields are there-
fore given by
Hd1 =Ωcos
[(
ω+
11B
15
)
t
]
(|p1〉〈d1|+h.c.)
+
√
3Ωcos
[(
ω− 13B
15
)
t
]
(|p1〉〈d3|+h.c.) ,
Hd2 =Ωcos
[(
ω+
13B
15
)
t
]
(|p0〉〈d0|+h.c.)
+
√
3Ωcos
[(
ω− 11B
15
)
t
]
(|p0〉〈d2|+h.c.) , (A2)
and the total Hamiltonian is
Hd = H0d1+H
0
d2+Hd1+Hd2. (A3)
Moving to the IP with respect to H0 =H0d1+H
0
d2, and making
the RWA we arrive at Eq. (5),
HId =
(
Ω
2
|p1〉〈d1|+
√
3Ω
2
|p1〉〈d3|
+
Ω
2
|p0〉〈d2|+
√
3Ω
2
|p0〉〈d0|
)
+h.c.. (A4)
In the basis {|D1〉 =
√
3
2 |d1〉 − 12 |d3〉 , |B1〉 =
1
2 |d1〉 +
√
3
2 |d3〉 , |D2〉 =
√
3
2 |d2〉 − 12 |d0〉 , |B2〉 =
1
2 |d2〉 +
√
3
2 |d0〉 , |p1〉 , |p0〉} the Hamiltonian is given
by
HId =Ω(|p1〉〈B1|+ |p0〉〈B2|)+h.c., (A5)
where only the bright states are coupled to the excited states.
In the basis of its eigenstates, HId reads as
HId = 0(|D1〉〈D1|+ |D2〉〈D2|)
+Ω(|h1〉〈h1|+ |h2〉〈h2|)
−Ω(|l1〉〈l1|+ |l2〉〈l2|) , (A6)
where |h1〉= 1√2 (|B1〉+ |p1〉), |l1〉=
1√
2
(|B1〉− |p1〉), |h2〉=
1√
2
(|B2〉+ |p0〉), and |l2〉= 1√2 (|B2〉− |p0〉).
2. Compact construction
The relation between the Clebsch-Gordan coefficients of
the D3/2 ↔ P1/2 transitions, given by Eq. 8, suggest that the
protected qubit subspace can be constructed by only two driv-
ing fields, which operate on both Λ systems and have the same
Rabi frequency. We set the driving frequencies of the σ+ and
σ− fields to ω+ = ω + gdB and ω− = ω − gdB, and define
δ = 115B. In this case, the Hamiltonians of the driving fields
are given by
Hd1 =Ωcos [ω+t] (|p1〉〈d1|+h.c.)
+
√
3Ωcos [ω−t] (|p1〉〈d3|+h.c.) ,
Hd2 =Ωcos [ω+t] (|p0〉〈d0|+h.c.)
+
√
3Ωcos [ω−t] (|p0〉〈d2|+h.c.) . (A7)
Moving to the IP with respect to H0 = H0d1 + H
0
d2 +
δ (|p1〉〈p1|− |p0〉〈p0|), and making the RWA we obtain
HId = δ (|p0〉〈p0|− |p1〉〈p1|)
+
(
Ω
2
|p1〉〈d1|+
√
3Ω
2
|p1〉〈d3|
+
Ω
2
|p0〉〈d2|+
√
3Ω
2
|p0〉〈d0|
)
+h.c., (A8)
8where ±δ is the one-photon detunings of the driving fields.
We consider the regime where B Ω, which means that the
ideal |hi〉 and |li〉 eigenstates are slightly mixed, with an am-
plitude mixing of ∼ δΩ , and their energies are shifted by an
energy shift of ∼ δ 2Ω . The protected qubit states remain ex-
actly the same and well decoupled from the bright and excited
states.
Appendix B
In this section we derive the results presented in Sec. IV.
We consider the compact construction of the protected qubit
subspace.
1. Magnetic shift
A magnetic shift affects both D3/2 and P1/2 levels, and is
described by the Hamiltonian
Hb = gd∆bJDz +gp∆bJ
P
z , (B1)
where, JDz (J
P
z ) operates on the D3/2 (P1/2) states. Adding Hb
to Hd and moving to the IP results in
HId = (gp∆b−δ )JPz +gd∆bJDz (B2)
+
(
Ω
2
|p1〉〈d1|+
√
3Ω
2
|p1〉〈d3|
+
Ω
2
|p0〉〈d2|+
√
3Ω
2
|p0〉〈d0|
)
+h.c.. (B3)
In second order of ∆b, the energies of the protected |D1〉 and
|D2〉 states are modified to + 4125 B∆b
2
Ω2 and − 4125 B∆b
2
Ω2 respec-
tively.
Because the magnetic shift couples between the protected
(dark) states and the bright states, and the driving fields couple
between the bright states and the excited states, the magnetic
shift also results in a small amplitude mixing of ∼ (∆bΩ )2 be-
tween a protected state and an excited state.
2. Relative amplitude
We consider the case where the amplitude of one of the
driving fields, the σ+ field for example, is (1+ε)Ω instead of
Ω. The Hamiltonian in the IP is therefore modified to
HId = δ (|p0〉〈p0|− |p1〉〈p1|)
+
(
(Ω+ ε)
2
|p1〉〈d1|+
√
3Ω
2
|p1〉〈d3|
+
Ω
2
|p0〉〈d2|+
√
3(Ω+ ε)
2
|p0〉〈d0|
)
+h.c., (B4)
which in the {|Di〉, |Bi〉} basis is given by
HId = δ (|p0〉〈p0|− |p1〉〈p1|)
+Ω
(
1+
ε
4
)
(|p1〉〈B1|+h.c.)
+Ω
(
1+
3ε
4
)
(|p0〉〈B2|+h.c.)
+
√
3Ωε
4
(|p1〉〈D1|+h.c.)
−
√
3Ωε
4
(|p0〉〈D2|+h.c.) , (B5)
The protected states are therefore modified to
|D˜1〉 ≈ |D1〉+
√
3ε
4
|B1〉
|D˜2〉 ≈ |D2〉−
√
3ε
4
|B2〉. (B6)
In first order of ε , for both |D˜i〉 states
〈
D˜i
∣∣σz ∣∣D˜i〉 = 3ε4 . In
second order of ε we find that
〈
D˜1
∣∣σz ∣∣D˜1〉− 〈D˜2∣∣σz ∣∣D˜2〉 =
3ε2
4 , which limits the coherence time to ∼
T ∗2
ε2 .
3. Polarization error
Here we assume that a fraction of a σ− beam is a σ+
beam and vice versa. Hence, we find that, for the |D1〉 state
for example, the Rabi frequency of the σ− field is Ω− (t) =
(1− ε) Ω2 + εe−i∆t Ω2 , and the Rabi frequency of the σ+ field
is Ω+ (t) = (1− ε)
√
3Ω
2 + εe
+i∆t
√
3Ω
2 , where ∆ = 2gdB. The
Hamiltonian in the IP and in the {|Di〉, |Bi〉} basis is given by
HId = δ (|p0〉〈p0|− |p1〉〈p1|)
+Ω
(
1− ε+ ε cos [∆t]+ i
2
ε sin [∆t]
)
(|p1〉〈B1|+h.c.)
+Ω
(
1− ε+ ε cos [∆t]− i
2
ε sin [∆t]
)
(|p0〉〈B2|+h.c.)
+
i
√
3
2
εΩsin [∆t] (|p1〉〈D1|+h.c.)
− i
√
3
2
εΩsin [∆t] (|p0〉〈D2|+h.c.) . (B7)
The modified time-dependent robust states, |D˜i(t)〉 are robust
to magnetic noise and satisfy Eq. 1, 〈D˜i(t)|Jz|D˜i(t)〉= 0. The
dominant effect of polarization error is a non-zero probability
to populate the excited states. Similar to adiabatic transfer,
the time dependency of the driving fields results is a coupling
between the instantaneous |Di〉 and |Bi〉 states, which is ∼
∆ε . Hence the probability of populating the excited state is
∼ (∆εΩ )2.
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