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Abstract--Among the methods available for the characterization of complicated mathematical nd 
physical phenomena, computers with graphics are emerging as an important tool. In this article, I present 
computational and graphical results on Halley's method for one-parameter functions of the form 
(((~ - 1) = 0 and sin(() = 0 in order to gain insight asto where the method can be relied upon and where 
it behaves trangely. The resulting plots reveal a visually striking and intricate class of patterns indicating 
behavior anging from stable attractive and repulsive points to chaos. Iterative approximation methods 
such a Halley's method occur frequently in science and engineering. 
The use of computational techniques based on the use of recurrence relationships can be traced 
back to the dawn of mathematics. The Babylonians used such techniques to compute the square 
root of a positive number, and the Greeks to approximate n [1]. Today virtually every important 
special function of mathematical physics may be computed by recurrence formulas. The goal of 
this article is to give a flavor of the subject of recurrence relations and chaos, and the computer 
graphics reveal not only the beauty that can be found in such relationships but also provide insight 
into their behavior. Research over the past decade has made it clear that many systems of physical, 
biological, electrical and chemical interest xhibit highly unstable or chaotic behavior [1, 2]. Chaos 
theory often involves the study of how complicated behavior can arise in systems which are based 
on simple rules, and how minute changes in the input of a system can lead to large differences in 
the output. 
Numerical methods used numbers to simulate mathematical processes, which in turn usually 
simulate real-world situations [3]. The choice of a particular algorithm influences not only the 
process of computing but also how we are to understand the results when they are obtained. In 
this article, I address the process of solving equations of the formf(x) = 0. The problem of finding 
the zero's of a continuous function by iterative methods occurs frequently in science and 
engineering [3-6]. These approximation techniques tart with a guess and successively improve 
upon it with a repetition of similar steps. The graphs in this paper give an indication of how well 
one of these iterative methods, Halley's method, works in order to gain insight as to where Halley's 
method can be relied upon and where it behaves strangely. Halley's method is of interest 
theoretically because it converges rapidly relative to many other methods. Interesting past works 
includes a study of the iterates of a related method, Newton's method [6], for cubic polynomials. 
Other work suggests that computer graphics can play a role in helping mathematicians form the 
intuitions needed to prove theorems about convergence of points in the complex plane [7]. Some 
new features of my paper include the focus on high-resolution graphics characterizing chaotic 
aspects of the behavior of Halley's method applied to functions with a root at the origin, unusual 
convergence t sts, and the application of image processing techniques andother graphical methods 
in order to reveal the subtle structures of the maps. 
Let F(() be a complex-valued function of the complex variable (. The Halley map is the function 
F(~) ] 
F ' ( f . ) - \ /  J-//2F,(f,,) J J  
This iteration is used to find the zeros of Fand is clearly derived in Ref. [5], In brief, we may develop 
the Halley method by truncating the Taylor series expansion of F(() about a point (. after the 
second derivative: 
F(()=F((.)+F'(~.)(~. ,,)+ (F" (~, , )~.  ~,,)2). (2) 
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If we substitute ~ = ~n + 1 and assume ~n + m is a good approximation to the root so that F(~n + t ) = 0 
we get 
( e't (~n)(~2+ l- ~n)2.) 
0 = e(~n)  + r ' (~n) (~n+ 1-- ~n) + . (3) 
To finish the derivation, solve for ~n +~. 
I consider functions, F, that are analytic in the complex plane C. "~z" is a zero of F and a fixed 
point of H:  H(~z)  = ~z. The basin of attraction of ~2 is the set of all points whose forward orbits 
by H converge to ~2. 
To simplify the discussion, I first consider, as an example, the one-parameter polynomial 
~(~6 _ 1) = 0. (4) 
Polynomial problems occur frequently in practice, and polynomials are useful for theoretical study 
since a polynomial of degree M has exactly M zeros, and we therefore know when we have found 
all the zeros. This polynomial has seven roots; one is at the origin, and the others are at ~ = e 2~im/6. 
I also studied the simple trigonometric function sin(~) = 0 which has periodic roots on the real axis. 
In this article, the graphical behavior of Halley's method results from forward iteration. An initial 
point on the complex plane is selected and iterated N times. Traditionally a point is considered 
to have converged if
I~n+~- ~12 < E, (5) 
where E is a small value. However in this article the following test was used (discussed later): 
II(~n + 1)l 2 -  1~121 < *. (6) 
To verify that this criterion for ending the iteration has actually allowed the system to converge 
to a root, ]F(~)[ < E was used in conjunction with equation (6) producing visually identical plots. 
The value of E was 0.0001. The iteration in equation (1) was performed on four million initial 
parameter values in a 2000-by-2000 point square grid. 
Three types of plots are presented. One is a bi-level plot, created by plotting a black dot if 
n = 0 mod(2). This operation creates contour lines and helps to visually emphasize different regions 
of behavior of the function. The second type of graph maps the value of n to darkness on the graph, 
thereby showing relative rates of convergence within each basin of attraction. Histogram 
equalization (a digital picture-processing technique) was performed in order to visually bring out 
features in the map. Histogram equalization takes a raster of intensities, plots the number of times 
each intensity occurs, and then creates a mapping from the original intensities to a new set so that 
each intensity level occurs with approximately equal frequency. Finally the map is halftoned using 
damped error diffusion [8]. The third plot maps iteration to height on a 3-D map. The x-y plane 
for these maps represents the complex plane. 
Figure 1 shows a graph of Halley's map for ~(~6 _ 1) = 0. The basins of attraction for the roots 
of the equation are displayed for various initial values of (~0) in the complex plane (between -2.5 
and 2.5 in the real and imaginary directions). The six central white regions, and the region at the 
origin, contain the roots and correspond to starting points where convergence is achieved rapidly 
(within three iterations). Initial "guesses" in the tearshaped basins fanning out from the roots are 
"safe"; that is, any starting points selected from these regions come close to a root within a small 
number of iterations. Black regions converge much more slowly (about 50 iterations), and behavior 
on the black radial boundary region is considerably more complicated. These borders consist of 
elaborate swirls that can pull Halley's method into any one of the seven roots. In this vicinity, a
tiny shift in starting point can lead to widely divergent results. 
Figure 2 is a contour plot of the same region of the complex plane as a Fig. 1. Note the 
complicated behavior along the boundary regions and the various "nodules" along the high- 
iteration radial branches. The use of equation (6) produces the whisker-like projections around each 
contour, and these whiskers generally point to the root (or to regions of fast convergence). 
Therefore, directionality now can be easily understood by observing the contour plots. Some 
contours do not contain whiskers, and these are regions which converge to the root at the origin. 
Figure 3 is a magnification ofone of the nodules near the origin in Fig. 2 and gives a high-resolution 
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Fig. 1. Halley map portrayed for ~(~" - 1) = 0, where ~, = 6. The basins of attraction for the roots of the 
equation are displayed graphically for various initial values of ~0 in the complex plane. Light regions 
correspond to starting points where convergence is rapidly achieved (see text). 
visual indication of the complexity of the behavior of the Halley map when applied to a simple 
function. The several arge "bull's-eye" region converge rapidly to a solution, and by testing the 
value of (, after N iterations, one can determine to which root these areas converge. Using 
interactive computer graphics routines, one can simply point at the picture and extract he root. 
The results indicate that nearby points have different fates upon iteration. For example, the 
following diagram indicates the final fates for points in the bull's-eye regions. 
1. 
J 
The roots are: R0 = (0, 0i), R~ = (1/2 + ix/~/2 ), R2 = (1 + 0i), R 3 = (1/2 - ix/~/2), 
R4 = (-- 1/2 -- iw/3/2), R5 = ( -  1 + 0i), R6 = ( -  1/2 + iw/-3/2 ). 
Figure 3 also reveals minature copies of the nodules and copies of the pattern in Fig. 2. I have 
found that this "self-similarity" on all scales is characteristic of Halley's plot for polynomial 
~
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Fig. 6. Contour plot for sin(~) = 0. Fixed points are at the enter of the concentric rings. 
equations. Figure 4 is computed for the same region as Fig. 3 and, like Fig. 1, indicates the behavior 
of the function in gradations of intensity which make visually obvious the relative speed of 
convergence of different starting points. Here dark regions indicate areas of rapid convergence. The 
complexity and richness of resultant forms contrasts with the simplicity of the formula being solved. 
Figures 5-9 are plots for s in(()= 0. To solve for the roots of this function, I used 
l 
./j 
The coefficient 2 in the modified Halley's method is known as a relaxation coeJ~cient, and is used 
to control stability of convergence where the method may he susceptible to overshoot. 2 = 0.1 was 
used. Decreasing 2 from 1 damps the Halley step and enlarges the domain of monotonic 
Fig. 7. Close-up contour plot near the thin chaotic boundary regions of Fig. 6. 
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Fig. 8. 3-D plot for Fig. 5. Height indicates iteration (areas of slow convergence), Both attractive and 
repulsive fixed points are indicated by the wells and broad peaks, respectively. The thin ridges are in the 
region of chaotic fragmentation between the roots. 
Fig. 9. 3-D close-up of a piece of a chaotic boundary ridge for sin(()= 0., Wells indicate rapid 
convergence. 
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convergence (also tending to reduce the size of  the area where self-similar chaotic fragmentation 
occurs between roots). I have used the convergence test in equation (5) for these figures. Roots 
are ecompassed by the broad white regions and are separated by periodic thin chaotic regions. The 
3-D plots show the attractive fixed points for the roots as holes in a surface since these represent 
low iteration points. In addition to attractive fixed points at the roots, the Halley map has repulsive 
fixed points where F'(~) = 0. For sin(() we can see these repulsive fixed points most clearly in the 
3-D plots (as broad peaks) and in the half-tone plot as dark regions surrounding a small white 
fixed point. 
To help characterize chaotic physical and mathematical phenomena, computer graphics can be 
used to produce visual representations with a spectrum of  perspectives (for several papers by the 
author, see Refs [9, 10]). In this paper, Halley maps of  the equations (((~ - 1) = 0 and sin(() = 0 
are presented, and their behavior ranges from stable attractive and repulsive points to chaotic 
fluctuations. The system becomes irregular in well-defined regions. The chaotic portions of  the 
maps, while exhibiting complicated behavior, is composed of  various underlying self-similar 
structures. The beauty and complexity of  these drawings correspond to behavior which no one 
could fully have appreciated or suspected before the age of  the computer. This complexity makes 
it difficult to objectively characterize structures uch as these, and, therefore, it is useful to develop 
graphics systems which allow the maps to be followed in a qualitative and quantitative way. 
Provocative avenues of  future research include extension to nonpolynomial  equations and to 
related root-finding numerical methods uch as Muller's method, Aitken's method, and the secant 
method. A report such as this can only be viewed as introductory; however, it is hoped that the 
described techniques will provide a useful tool and stimulate future studies in the characterization 
of  complicated behavior of  numerical methods- -which are being used in many branches of  modern 
science with increasing frequency. 
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