We derive the probability ψ(a, b) = Pr(a ≤ λ min (M), λ max (M) ≤ b) that all eigenvalues of a random matrix M lie within an arbitrary interval [a, b], when M is a real or complex finite dimensional Wishart, double Wishart, or Gaussian symmetric/hermitian matrix. We give efficient recursive formulas allowing, for instance, the exact evaluation of ψ(a, b) for Wishart matrices with number of variates 500 and degrees of freedom 1000. We also prove that the probability that all eigenvalues are within the limiting spectral support (given by the Marchenko-Pastur or the semicircle laws) tends for large dimensions to the universal values 0.6921 and 0.9397 for the real and complex cases, respectively.
For non-asymptotic analysis, where the random matrices have finite dimensions, deriving the distribution of eigenvalues is generally difficult, especially for the real Wishart and GOE. Recently, the exact distribution of the largest eigenvalue, as well as efficient recursive methods for its numerical computation, has been found for real white Wishart, multivariate Beta (also known as double Wishart), and GOE matrices [30] , [31] .
In this paper we give new expressions and efficient recursive methods for the evaluation of the probability ψ(a, b) = P (a ≤ λ min (M), λ max (M) ≤ b) that all eigenvalues are within an arbitrary interval [a, b] , when M is a real finite dimensional white Wishart, double Wishart, or Gaussian symmetric matrix. For completeness we provide also the results for complex Wishart (with arbitrary covariance), complex double Wishart, and GUE, by specializing [32, Th. 7] . The marginal cumulative distribution of the smallest eigenvalue and of the largest eigenvalue can be seen as the particular cases 1 − ψ(a, ∞) and ψ(−∞, b), respectively.
We then derive simple and accurate approximations to ψ(a, b) based on gamma incomplete functions and valid for large matrices, and prove that the probability that all eigenvalues are within the limiting spectral support (given by the Marchenko-Pastur and the semicircle laws) tends for large dimensions to the universal values 0.6921 and 0.9397 for the real and complex cases, respectively.
Throughout the paper we indicate with Γ(.) the gamma function, with γ (a; x, y) = ) is given by [1] , [34] 
where
, and K is a normalizing constant given by
B. Gaussian symmetric real (GOE) matrices
The Gaussian Orthogonal Ensemble is constituted by the real n × n symmetric matrices whose entries are i.i.d. Gaussian N (0, 1/2) on the upper-triangle, and i.i.d. N (0, 1) on the diagonal [20] . The joint p.d.f. of the eigenvalues for GOE is [3] , [20] f (x 1 , . . . ,
is a normalizing constant. Note that here the eigenvalues are distributed over all the reals.
C. Real multivariate beta (double Wishart real) matrices
Let X, Y denote two independent real Gaussian p × m and p × n matrices with m, n ≥ p, 
where 1 ≥ x 1 ≥ x 2 · · · ≥ x s ≥ 0, and K M B is a normalizing constant given by
With the notation introduced above, this is the distribution of the eigenvalues of (A + B) [31] .
D. The function ψ(a, b) for real Wishart matrices
The following is a new theorem for real white Wishart matrices.
Theorem 1. The probability that all non-zero eigenvalues of the real Wishart matrix M ∼
with the constant
In (6), when n is even the elements of the n × n skew-symmetric matrix A(a, b) are
for i, j = 1, . . . , n, where
When n is odd, the elements of the (n + 1) × (n + 1) skew-symmetric matrix A(a, b) are as in (7), with the additional elements
Moreover, the elements a i,j can be computed iteratively, without numerical integration or series expansion, starting from a i,i = 0 with the iteration
for j = i, . . . , n − 1, with g(a, x) = x a e −x .
Proof: First we observe that an identity related to Vandermonde matrices gives det y j−1 i = i<j (y j − y i ). Then, for arbitrary constants γ = 0 we write
with
To evaluate this integral we recall that for a generic m × m matrix Φ(w) with elements {Φ i (w j )} where the Φ i (x), i = 1, . . . , m are generic functions, the following identity holds [35] . . .
where Pf (A) is the Pfaffian, (Pf (A)) 2 = det A, and the skew-symmetric matrix A is m × m for m even, and (m + 1) × (m + 1) for m odd, with
For m odd the additional elements are
. . , m, and
We then note that, by writing F (y) = y 0 Φ (x)dx a primitive of Φ (x), we can rewrite (12) as
Then, using (11) and (13) in (10) with Φ i (x) = γ i x α+i−1 e −x and γ i = 1/Γ(α + i), after some manipulations we get (6) and (7 
Therefore, P (a, x) and P (a; x, y) can be written in closed form when a is integer or half-integer, starting from P (0, x) = 1 and P (1/2, x) = erf √ x. Moreover, using the relation P (a + 1, x) = P (a, x) − e −x x a /Γ(a + 1) in (7) gives, after simple manipulations, the iteration (9).
In summary, the probability that all eigenvalues are within the interval [a, b] is simply obtained, without any numerical integral, by Algorithm 1. For instance, implementing directly the algorithm in Mathematica on a personal computer we obtain the exact value ψ(a, b) for n = N = 500 in few seconds.
E. The function ψ(a, b) for real symmetric Gaussian matrices (GOE)
The following is a new theorem for GOE matrices.
Theorem 2. The probability that all eigenvalues of the real GOE matrix M are within the
In (15), when n is even the elements of the n × n skew-symmetric matrix A(a, b) are
for i, j = 1, . . . , n.
Algorithm 1 ψ(a, b) for real Wishart matrices Input: n, N, a, b
if n is odd then append to A one column according to (8) and a zero row end if
When n is odd, the elements of the (n + 1) × (n + 1) skew-symmetric matrix A(a, b) are as in (16) , with the additional elements
a n+1,n+1 = 0 .
In the previous equation
and
Moreover, the elements a i,j can be computed iteratively, without numerical integration or series expansion, starting from
and using the antisymmetry a j,i = −a i,j , together with the iteration
where q(j, x) = x j e −x 2 .
Proof: For arbitrary constants γ i = 0, we have
i . Then, using (11) in (21) with
, after some manipulations we get (15).
Theorem 2 is amenable to easy evaluation, without numerical integration or infinite series. In fact, first we observe that, substituting (14) in (18) we have
.
Using also the relation
in (16) gives, after some manipulations, the iteration (20) .
To build iteratively the upper half of the skew-symmetric matrix A(a, b) we just need (20) and the first two diagonals a i,i and a i,i+1 . The first diagonal is clearly identically zero due to skew-symmetry, giving a i,i = 0. The odd first diagonal a i,i+1 can be obtained by a zig-zag iteration a 1,2
where steps (a) use skew-symmetry, and steps (b) use (20) . The element a 1,2 is directly obtained in closed form from (16) .
In summary, the probability that all eigenvalues are within the interval Output:
derive a i,j+2 from a i,j using (20) end for
derive a i+1,i+2 from a i+1,i using (20) a i+1,i = 0 end for if n is odd then append to A one column according to (17) and a zero row end if
The exact expression of ψ(a, b) can be also derived symbolically in closed form. Some examples for the probability that all eigenvalues are positive, obtained from Algorithm 2, are:
The expressions for n = 1, 2 and 3 were already known as reported in [16] .
In [16] the following asymptotic bound is also derived
Higher order corrections for large n have been provided in [29, eq. (19) ], not reported here for space reason. By comparing the exact value of ψ(−∞, 0) with the approximation above, we found that the error is exponential in n, and well approximated as a factor 10 −n/6 . We found therefore that an improved approximation for ψ(−∞, 0) is
Some values are reported in Table I . Similar considerations can be done for Wishart matrices, for which approximations for large deviation behavior of the largest eigenvalue are available [36] . In particular, [36, eq. (4) ] is an Submitted 2015 DRAFT approximation for ψ(0, n) for Wishart matrices M ∼ W n (n, I). In Table II we compare the exact results and the approximation for some values of n. The following is a new Theorem for multivariate real beta matrices in the null case.
Theorem 3. The probability that all eigenvalues of a real multivariate beta matrix M are within
In (24), when s is even the elements of the s × s skew-symmetric matrix A(a, b) are
for i, j = 1, . . . , s, where k = Γ(m + n + + 1)/Γ(m + ).
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When s is odd, the elements of the (s + 1) × (s + 1) skew-symmetric matrix A(a, b) are as in (26) , with the additional elements
a s+1,s+1 = 0
Moreover, the elements a i,j can be computed iteratively, without numerical integration or infinite series expansion, starting from a i,i = 0 with the iteration
Proof: Similarly to the previous, the proof leading to (26) uses (11), (12) and (13), with
For the iterative derivation of the elements a i,j , we use the property [31]
which produces
In summary, the probability that all eigenvalues are within the interval [a, b] is given by Algorithm 3. Implementing directly the algorithm in Mathematica on a personal computer, we obtain for example the exact distribution of the largest eigenvalue in less than 0.1 seconds for all tables in [37] , [1, Table B .4] and [25, Table 1 ].
Algorithm 3 ψ(a, b) for real multivariate beta matrices Input: s, m, n, a, b
append to A one column according to (27) and a zero row end if
III. COMPLEX UNCORRELATED AND CORRELATED WISHART AND HERMITIAN GAUSSIAN

MATRICES
The analysis for complex random matrices is easier than for the real case, and in fact some important results are known since many years for complex multivariate Beta matrices and for uncorrelated complex Wishart [38] . A general methodology which can be applied also to correlated complex Wishart (i.e., with covariance matrix not proportional to the identity matrix)
is given in [32] and here specialized to provide ψ(a, b) in several situations.
A. Complex Wishart
Assume a Gaussian complex n × N matrix X with i.i.d. columns, each circularly symmetric with covariance Σ = I, and N ≥ n. DenotingΓ n (m) = π
) (identity covariance) is well known to be [5] , [7] , [8] 
where x 1 ≥ x 2 ≥ · · · ≥ x n ≥ 0 and K is a normalizing constant given by
Assume now a Gaussian complex n×N matrix X with i.i.d. columns, each circularly symmetric with covariance Σ, and N ≥ n. The joint distribution of the ordered eigenvalues of M = XX H ∼ CW n (N, Σ) has firstly been found in [8] as follows.
. . . > σ n > 0 the ordered eigenvalues of Σ. Then, the joint p.d.f. of the ordered eigenvalues of
Proof: See [8] .
The analysis in [8] has been extended to the case where Σ has eigenvalues of arbitrary multiplicity and to the marginal eigenvalues distribution in [32] , [39] , [40] .
In particular, when Σ is spiked with σ 1 > σ 2 = σ 3 = σ 4 = · · · = σ n , we have the following result.
. . = σ n > 0 the ordered eigenvalues of Σ (spiked covariance matrix). Then, the joint p.d.f. of the ordered eigenvalues of M is
where E (x, σ) has elements
Proof: This is a particular case of [39, Lemma 6 ].
Below we report ψ(a, b) for complex Wishart matrices. 
where the elements of the n × n matrix A(a, b) are
and K is given in (32).
2) For the correlated complex Wishart matrix M ∼ CW n (N, Σ) where Σ has distinct
and K Σ is given in (34).
3) For the correlated complex Wishart matrix M ∼ CW n (N, Σ) with a spiked covariance Σ having eigenvalues σ 1 > σ 2 = σ 3 = σ 4 = · · · = σ n :
where the elements of the n × n matrix A(a, b) are Note that the uncorrelated case 1) in the previous theorem can be seen as an extension of [38, eq. (6)].
We remark that approximations and asymptotics for spiked Wishart have also been studied in recent literature (see e.g. [7] , [19] , [41] ).
B. Complex multivariate beta (double Wishart complex) matrices
When X, Y are two independent complex Gaussian, the analogous of (4) is the complex multivariate beta, where the joint distribution of the eigenvalues is [38] f (x 1 , . . . ,
with 1 > x 1 ≥ x 2 · · · ≥ x s > 0, and
Therefore, by applying [8, Corollary 2] we have for a complex multivariate Beta matrix
where the elements of the s × s matrix A(a, b) are:
for i, j = 1, . . . , s.
Note that (45) can be seen as an extension of [38, eq. (3)].
C. Hermitian random Gaussian matrices (GUE)
The Gaussian Unitary Ensemble (GUE) is composed of complex Hermitian random matrices with i.i.d. CN (0, 1/2) entries on the upper-triangle, and N (0, 1/2) on the diagonal [20] .
The following Theorem applies to the GUE.
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Theorem 5. The probability that all eigenvalues of a n × n GUE matrix M are within the
is a normalizing constant.
Proof: As for the complex white Wishart, this theorem for GUE is easily derived from known results. In fact, the joint distribution of the ordered eigenvalues can be written as [20] f (x 1 , . . . ,
Then, by using for example [8, Corollary 2] with
we get immediately the result.
IV. ASYMPTOTICS AND APPROXIMATIONS
In this section we study ψ(a, b) for large white Wishart and Gaussian matrices. To this aim we make the following three observations.
1) The statistical dependence between the largest and the smallest eigenvalues passes through the intermediate n − 2 eigenvalues. Consequently, in the limit for n → ∞ the largest eigenvalue and the smallest eigenvalue are independent. Thus, for large matrix sizes we have
which is like to say ψ(a, b) ≈ ψ(a, ∞)ψ(−∞, b).
2) The distribution of the smallest and largest eigenvalues of white Wishart and Gaussian matrices tend to a properly scaled and shifted Tracy-Widom distribution [7] , [20] - [23] , [26] , [27] , [42] .
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More precisely, focusing for example on white Wishart matrices
where T W β denotes the Tracy-Widom random variable of order β whose cumulative distribution function (CDF) will be indicated with F β (x), and
In the previous expressions β = 1 and β = 2 for real and complex matrices, respectively.
Similarly, for the smallest eigenvalue we can use the results in [26] or [27] . For example, in [26] it is shown that when m, p → ∞ and m/p → γ ∈ (1, ∞),
Note that the variance of the smallest eigenvalue is smaller than that of the largest eigenvalue.
For the Gaussian ensemble we have 3 for n → ∞ [20] - [22] 
3) The Tracy-Widom distribution can be accurately approximated by a scaled and shifted gamma distribution
2 For small sizes a better approximation is obtained by using slightly different values, like m − 1/2 and p − 1/2 for the real case, instead of m, p. However, since ψ(a, b) can be computed exactly as shown in Section II and III, asymptotic expressions are interesting only for large dimensions for which these corrections are irrelevant. where α is a constant, and Γ(k, θ) denotes a gamma random variable (r.v.) with shape parameter k and scale parameter θ [30] . Thus the CDF of T W β is accurately approximated by an incomplete gamma function as:
where (x) + = max{0, x} denotes the positive part. The parameters k, θ, α are reported in Table III [30] .
Thus, putting the gamma approximation in (51), (53) we have for white Wishart, GOE and GUE matrices
where µ, σ, µ − , σ − are given by (52), (54), (57), and the parameters k, θ, α are given in Table III .
These can be used in (50) to give
Finally, we observe that (62) can be used not only for white Wishart and Gaussian symmetric/hermitian matrices, but for a much wider class of matrices, due to the universality of the Tracy-Widom laws for the smallest and largest eigenvalues of large random matrices [24] , [26] , [43] . and [ã,b] is the support of the MP law [19] , [44] .
V. PROBABILITY THE ALL EIGENVALUES ARE WITHIN THE SUPPORT OF THE
Also, for increasing p, m it has been proved that the the minimum and maximum eigenvalues converge to the edges of the MP law λ min (M) →ã and λ max (M) →b [19] . Note that when the entries of X are Gaussian the matrix M is white Wishart.
Similarly, under quite general conditions, for a Wigner matrix M = X + X H where X is (p × p) with i.i.d. entries with zero mean and variance σ 2 = 1/4, the Wigner semicircle law gives the asymptotic p.d.f. of an unordered eigenvalue λ = λ(M) for large p as
] is the support of the semicircle law. Again, for increasing p it has been proved that the the minimum and maximum eigenvalues converge to the edges of the semicircle support λ min (M) → − √ 2p and λ max (M) → √ 2p [19] .
So, we could be tempted to think that for increasing matrix sizes all eigenvalues are within the MP or semicircle supports with probability tending to one. However, this is not the case, as proved in the following Theorem.
Theorem 6. For increasingly large matrices, the probability that all eigenvalues of Wishart and
Gaussian hermitian matrices are within the MP and semicircle supports tends to F 
2) Let M ∼ CW p (m, I) be a complex Wishart matrix with m > p. When m, p → ∞ and m/p → γ ∈ (1, ∞), the probability that all eigenvalues are within the Marchenko-Pastur support is
3) Let M be a (p × p) real symmetric GOE matrix. When p → ∞ the probability that all eigenvalues are within the semicircle support is
4) Let M be a (p × p) complex symmetric GUE matrix. When p → ∞ the probability that all eigenvalues are within the semicircle support is
Proof: Let us consider the Wishart case. The statistical dependence between the largest and the smallest eigenvalues passes through the intermediate p − 2 eigenvalues, and in the limit for p → ∞ the largest and smallest eigenvalues are thus independent. Then, using (50) and observing that the MP edges are the constants µ mp and µ − mp appearing in (51) and (53), we get the results. For GOE/GUE the limiting distribution of the extreme eigenvalues is still a shifted (of an amount equal to the circular law edges) and scaled T W β , so the same reasoning leads to (67) and (68).
This theorem is valid not only for matrices derived from Gaussian measurements, but for the much wider class of matrices for which (51) (53) applies [24] , [26] , [43] .
Note that the gamma approximation (59) for the Tracy-Widom law gives F Table IV , together with the asymptotic value.
Finally, since for Wishart matrices the smallest and largest eigenvalues have different variances, asymptotically we can leave the same probability at the left and right side by moving t σ − ms on the left and t σ ms on the right of the limiting MP support. In fact, we have
and thus
with, e.g., Assume that we want to solve the system
where y ∈ R m and A ∈ R m×n are known, the number of equations is m < n, and x ∈ R n is the unknown. Since m < n we can think of y as a compressed version of x. Without other constraints the system is underdetermined, and there are infinitely many distinct solutions x satisfying (72).
If we assume that at most s elements of x are non-zero (i.e., the vector is s-sparse), and s < m, than there is only one solution (the right one) to (72), provided that all possible submatrices consisting of 2s columns of A are maximum rank (2s). However, even when this condition is satisfied, finding the solution of (72) subject to ||x|| 0 ≤ s, where the 0 -norm ||·|| 0 is the number of non-zero elements, is computationally prohibitive. A computationally much easier problem is to find a 1 -norm minimization solution x = {arg minx ||x|| 1 : y = Ax}. In [9] it is proved that, under some more strict conditions on A, the solution provided by 1 -norm minimization is the same as that of the 0 -norm minimization. More precisely, for integer s define the isometry constant of a matrix A as the smallest number δ s = δ s (A) such that [9] (1 − δ s )||x||
holds for all s-sparse vectors x. The possibility to use 1 minimization instead of the impractical 0 minimization is, for a given matrix A, related to the restricted isometry constant [9] . For example, in [45] it is shown that the 0 and the 1 solutions are coincident for s-sparse vectors
Then, the next question is how to design a matrix A with a prescribed isometry constant. One possible way to design A consists simply in randomly generating its entries according to some statistical distribution. In this case, for given m, n, s and δ s the inequalities (73) are satisfied with some probability. The target here is to find a way to generate A such that, for example, for given m, n, s, the probability Pr(δ s (A) < 0.307) is close to one. When the measurement matrix A has entries randomly generated according to a N (0, 1/m) distribution, this probability can be bounded starting from the probability Pr(a ≤ λ min (A For large matrices, simple approximations based on shifted incomplete gamma functions have been proposed, and it is proved that the probability that all eigenvalues are within the limiting support is 0.6921 for real white Wishart and GOE, and 0.9397 for complex white Wishart and GUE.
For example, we analyzed the probability that all eigenvalues are negative for GOE, of interest in complex ecosystems and physics, and compared the new expressions with the concentration inequality based bounds in the context of compressed sensing. 
