• We will almost always assume that the joint distribution of the p × 1 vectors of measurements on each sample unit is the p-dimensional multivariate normal distribution.
• The MVN assumption is often appropriate: -Variables can sometimes be assumed to be multivariate normal (perhaps after transformation)
-Central limit theorem tells us that distribution of many multivariate sample statistics is approximately normal, regardless of the form of the population distribution.
• As a bonus, the MVN assumption leads to tractable results (but mathematical convenience should not be the reason for choosing the MVN as the probability model).
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Multivariate Normal Distribution
• The MVN is a generalization of the univariate normal distribution for the case p ≥ 2.
• Recall that if X is normal with mean μ and variance σ 2 , and its density function is given by • This quadratic form is often referred to as Mahalanobis distance.
• The density function of the MVN distribution is:
where the normalizing constant (2π) p/2 |Σ| 1/2 makes the volume under the MVN density equal to 1.
• We use the notation 
Density Contours
• The x values that yield a constant height for the density form ellipsoids centered at μ.
• The MVN density is constant on surfaces or contours
• Definition of a constant probability density contour is all x's that satisfy the expression above.
• The axes of the ellipses are in the directions of the eigenvectors of Σ and the length of the j − th longest axis is proportional to ( λ j ), where λ j is the eigenvalue associated with the j − th eigenvector of Σ. .
• The jth axis is ±c λ j e j , for j = 1, ..., p.
• We show later that if
where χ 2 p (α) is the upper (100α)th percentile of a χ 2 distribution with p degrees of freedom, then the probability is 1−α that the value of a random vector will be inside the ellipsoid defined by
Bivariate Normal Density Contours
• Eigenvalues and eigenvectors of Σ are obtained from 
The solutions are (1 + b 2 ). Then
The eigenvector corresponding to λ 2 is
These eigenvectors have the following properties:
• ||e 
• If σ 12 > 0, the major axis of the ellipse will be in the direction • For σ 22 > σ 11 the axes of the ellipse are parallel to the coordinate axes, with the major axis parallel to the vertical axis.
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Multivariate Normal Distribution
• For a p-dimensional normal distribution, the smallest region such that there is probability 1 − α that a randomly selected observation will fall in the region is
where Γ(·) is the gamma function 124
Gamma Function
when p is an even integer, and
Overall Measures of Variability
• Generalized variance:
Sample Estimates: Air Samples 
).
• Example: Let X ∼ N 3 (μ, Σ) and let
Example (cont'd)
• The mean of AX is: and X 2,(p−q)×1 , then
where
• The off-diagonal block Σ 12 = Σ 21 has the covariances between the elements of X 1 and X 2 .
• If X 1 and X 2 are independent, then Σ 12 = Σ 21 = 0.
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More Features of the Multivariate Normal Distribution
and 
to obtain a bivariate distribtuion with normal marginal distributions.
Construction of Other Multivariate Distributions
• This can be extended to higher dimensional distributions 
• Note two things: 1. The conditional mean is a linear function of the value
2. The conditional variance does not depend on
Example: Bivariate Conditional Density
, where f (x 2 ) is the marginal density of X 2 . From before, we know that
• To show that this is the case, just plug in the expressions for f 
Find the conditional distribution of
given X 2 = x 2 and X 4 = x 4 . First reorder the variables 
Probability Content of Ellipsoids
2. Probability 1 − α is assigned to ellipsoids defined by
where χ 2 p (α) is the (1−α)×100th percentile of the central chi-square distribution with p degrees of freedom.
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Probability Content -Proof
• We know that the central chi-square distribution with p degrees of freedom is the distribution of the sum of the squares of p independent standard normal random variables, i.e., Z 2 1 + Z 2 2 + ...
• We need to show that the quadratic form (x −
is the sum of p independent squared standard normal random variables. We use the spectral decomposition of the inverse covariance matrix.
• The spectral decomposition of Σ −1
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Probability content -Proof (cont'd)
• Then, we write (X −
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Probability content -Proof (cont'd) •
• But using the spectral decomposition of Σ, we find that AΣA = I, which then means that the elements of Z are independent standard normal random variables.
•
Sampling distribution of MLE's
•X and S are independent
• The sampling distribution ofX is N p (μ, 1 n Σ).
• S is distributed as a Wishart random matrix with n − 1 df 147
Sampling distribution of S
• First consider the univariate case and recall that
• Since χ 2 n−1 is also the distribution of the sum of n − 1 independent standard normal random variables, then (n − 
where Z i ∼ N p (0, Σ) are independent random vectors.
• If A p×p is a positive definite random matrix and A ∼ W n−1 (Σ), the density function is w n−1 (A|Σ) =
where Γ(.) is the gamma function.
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Sampling distribution of S (cont'd)
• Using results above it can be shown that
with expectation (n − 1)Σ.
Assessing Normality
• In general, most multivariate methods will depend on the distribution ofX or on distances of the form
.
• Large sample theory tells us that if the sample observations X 1 , ..., X n are iid from some population with mean μ and positive definite covariance Σ, then for large n − p
Assessing Normality (cont'd)
• This holds regardless of the form of the distribution of the observations.
• In making inferences about mean vectors, it is not crucial to begin with MVN observations if samples are large enough.
• For small samples, we will need to check if observations were sampled from a multivariate normal population 152
• Assessing multivariate normality is difficult in high dimensions.
• We first focus on the univariate marginals, the bivariate marginals, and the behavior of other sample quantities. • Even if all the answers to questions appear to suggest univariate or bivariate normality, we cannot conclude that the sample arose from a MVN normal distribution.
• If X ∼ MNV , all the marginals are normal, but the converse is not true.
• If X ∼ MNV conditionals are also normal, but the converse does not necessarily follow.
• In general, then, we will be checking whether necessary but not sufficient conditions for multivariate normality hold or not.
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Univariate Normal Distribution
• In moderately large samples, we can count the proportion of observations that appear to fall in the corresponding intervals where sample means and variances have been plugged in place of the population parameters.
• We can implement this simple approach for each of our p variables.
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Normal Q-Q plots
• Quantile-quantile plots can also be constructed for each of the p variables.
• In a Q-Q plot, we plot the sample quantiles against the quantiles that would be expected if the sample came from a standard normal distribution.
• If the hypothesis of normality holds, the points in the plot will fall along a straight line.
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Normal Q-Q plots
• The slope of the estimated line is an estimate of the population standard deviation.
• The intercept of the estimated line is an estimate of the population mean.
• The sample quantiles are just the sample order statistics. For a sample x 1 , x 2 , ..., x n , quantiles are obtained by ordering sample observations
where x (j) is the jth smallest sample observation or the jth sample order statistic.
Normal Q-Q plots (cont'd)
• When the sample quantiles are distinct (as can be expected from a continuous variable), exactly j observations will be smaller than or equal to x (j) .
• The proportion of observations to the left of x (j) is often approximated by (j − 0.5)/n. Other approximations have also been suggested.
• We need to obtain the quantiles that we would expect to observe if the sample observations were sampled from a normal distribution. For a standard normal random variable, quantiles are computed as
159
Normal Q-Q plots (cont'd)
• For example, if p (j) = 0.5, then q (j) = 0 (or the median), and if p (j) = 0.95, then q (j) = 1.645.
• Given the sample size n, we can compute the expected standard normal quantile (q (j) ) for each ordered observation using p (j) = (j − 0.5)/n. SAS uses the Blom approximation with p (j) = (j − 0.375)/(n + 0.25).
• If the plot of the pairs (x (j) , q (j) ) shows a straight line, we do not reject the hypothesis of normality.
• If observations are tied, the associated quantile is the average of the quantiles that would have corresponded to slightly different values. 
Example (cont'd)
• The normal quantiles can be computed with SAS using the probit function or the RANK procedure
with Φ(a) the standard normal cumulative distribution function evaluated at a.
• SAS uses a different (Blom) approximation to the probability levels when the "normal" option is executed in the Rank procedure:
163
Microwave ovens: Example 4.10
• Microwave ovens are required by the federal government to emit less than a certain amount of radiation when the doors are closed.
• Manufacturers regularly monitor compliance with the regulation by estimating the probability that a randomly chosen sample of ovens from the production line exceed the tolerance level.
• Is the assumption of normality adequate when estimating the probability?
• A sample of n = 42 ovens were obtained (see Table 4 .1, page 180). To assess whether the assumption of normality is plausible, a Q-Q plot was constructed.
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Microwaves (cont'd)
165
Goodness of Fit Tests Correlation Test
• In addition to visual inspection, we can compute the correlation between the x (j) and the q (j) :
• We expect values of r Q close to one if the sample arises from a normal population.
• Note thatq = 0, so the above expression simplifies.
Correlation Test (cont'd)
• The sampling distribution of r Q has been derived (see Looney and Gulledge, and percentiles of its distribution have been tabulated (see Table 4 .2 in book).
• Using the tabled values, we can test the hypothesis of normality and for a sample of size n can reject it at level α if r Q falls below the corresponding table value.
• The critical values for r Q depend on both n and α.
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Correlation Test (cont'd)
• For the earlier example with n = 10, we have r Q = 0.994.
• The critical value from Table 4 .2 in book for α = 0.05 and n = 10 is 0.9198.
• Since r Q > 0.9198 we fail to reject the hypothesis that the sample was obtained from a normal distribution.
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Shapiro-Wilk Test
• A weighted correlation between the x (j) and the q (j) :
• We expect values of W close to one if the sample arises from a normal population.
• SAS has stored values of a j for n < • Order the observation from samllest to largest:
EDF Tests: Kolmogorov-Smirnov Test
• Order the observation from samllest to largest: The UNIVARIATE Procedure 
• By substitutingx, S for the population mean vector, we can estimate the sample squared distances d 2 j . For large n − p (at least 25), the d 2 j should behave approximately like independent χ 2 p random variables.
• A χ 2 plot is similar to a Q-Q plot and can be computed for the sample squared distances.
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Chi Square Plot
• First order the squared distances from smallest to largest to get the d 2
• Next compute the probability levels as before:p = (i−0.5)/n.
• Then compute the n chi-square quantiles q c,p (p i ) for the χ 2 p distribution.
• Finally plot the pairs (d 2 (i) , q c,p (p i )) and check if they approximately fall on a straight line.
• • Data are shown on Table 4 .3 in book, including the 30 sample squared distances.
• The 30 probability levels are computed as 1 − • Quantiles can be calculated using the cinv function in SAS, for p = 4 degrees of freedom and the 30 probability levels computed above. 
Scatter plot matrix
• With p = 4 variables, we can look at all pairwise plots using the command Proc SGSCATTER and ODS (Output Delivery System).
• The plot on the next slide was produced in the BoardStiffness.sas posted on the course's web site.
