Abstract. In many large, distributed or mobile networks, broadcast algorithms are used to update information stored at the nodes. In this paper, we propose a new model of communication based on rendezvous and analyze a multi-hop distributed algorithm to broadcast a message in a synchronous setting. In the rendezvous model, two neighbors u and v can communicate if and only if u calls v and v calls u simultaneously. Thus nodes u and v obtain a rendezvous at a meeting point. If m is the number of meeting points, the network can be modeled by a graph of n vertices and m edges. At each round, every vertex chooses a random neighbor and there is a rendezvous if an edge has been chosen by its two extremities. Rendezvous enable an exchange of information between the two entities. We get sharp lower and upper bounds on the time complexity in terms of number of rounds to broadcast: we show that, for any graph, the expected number of rounds is between log n and O(n 2 ). For these two bounds, we prove that there exist some graphs for which the expected number of rounds is either O(log n) or Ω(n 2 ). For specific topologies, additional bounds are given.
Introduction
Among the numerous algorithms to broadcast in a synchronized setting, we are witnessing a new tendency of distributed and randomized algorithms, also called gossip-based algorithms: at each instant, any number of broadcasts can take place simultaneously and we do not give any priority to any particular one. In each round, a node chooses a random neighbor and tries to exchange some information. Due to the simplicity of gossip-based algorithm, such an approach provides reliability and scalability. Contrary to deterministic schemes for which messages tend to route in a particular subgraph (for instance a tree), a gossipbased algorithm can be fault-tolerant (or efficient for a dynamic network) since in a strongly connected network, many paths can be used to transmit a message to almost every node.
The majority of results deal with the uniform random phone call for which a node chooses a neighbor uniformly at random. However, such a model does not take into account that a given node could be "called" by many nodes simultaneously implying a potential congestion. A more embarrassing situation is the one of the radio networks in which a node should be called simultaneously by a unique neighbor otherwise the received messages are in collision. In the rendezvous model, every node chooses a neighbor and if two neighbors choose themselves mutually, they can exchange some information. The rendezvous model is useful if a physical meeting is needed to communicate as in the case of robots network.
Although the rendezvous model can be used in different settings, we describe the problem of broadcasting a message in a network of robots. A robot is an autonomous entity with a bounded amount of memory having the capacity to perform some tasks and to communicate with other entities by radio when they are geographically close. Examples of use of such robots are numerous: exploration [1, 7] , navigation (see Survey of [16] ), capture of an intruder [3] , search for information, help to handicapped people or rescue, cleaning of buildings, ... The literature contains many efficient algorithms for one robot and multiple robots are seen as a way to speed up the algorithms. However, in a network of robots [4] , the coordination of multiple robots implies complex algorithms. Rendezvous between robots can be used in the following setting: consider a set of robots distributed on a geometric environment. Even if two robots sharing a region of navigation (called neighbors) might communicate, they should also be close enough. It may happen that their own tasks do not give them the opportunity to meet (because their routes are deterministic and never cross) or it may take a long time if they navigate at random. A solution consists in deciding on a meeting point for each pair of neighbor robots. If two neighbors are close to a given meeting point at the same time, they have a rendezvous and can communicate.
Although there exist many algorithms to broadcast messages, we only deal with algorithms working under a very weak assumption: each node or robot only knows its neighbors or its own meeting points. This implies that the underlying topology is unknown. Depending on the context, we might also be interested in anonymous networks in which the labeling of the nodes (or history of the visited nodes) is not used. By anonymous, we mean that unique identities are not available to distinguish nodes (processors) or edges (links). In a robot network, the network can have two (or more) meeting points with the same label if the environment contains two pairs of regions that do not overlap. The anonymous setting can be encountered in dynamic, mobile or heterogeneous networks.
Related Works
How to broadcast efficiently a message with a very poor knowledge on the topology of an anonymous network ? Depending on the context, this problem is related to the way a "rumor" or an "epidemic" spreads in a graph. In the literature, a node is contaminated if it knows the rumor. The broadcast algorithm highly depends on the communication model. For instance, in the k-ports model, a node can send a message to at most k neighbors. Thus our rendezvous model is a 1-port model.
The performance of a broadcast algorithm is measured by the time required to contaminate all the nodes, the amount of memory stored at each node or the total number of messages. In this article, we analyze the time complexity in a synchronous setting of a rendezvous algorithm (although several broadcast algorithms including ours can work in an asynchronous setting, the theoretical time complexity is usually analyzed in a synchronous model).
Many broadcast algorithms exist (see the survey by Hedetniemi et al. [10] ) but few of them are related to our model. The closest model is the one of Feige et al. [8] . The authors prove general lower and upper bounds (log 2 n and O(n log n)) on the time to broadcast a message with high probability in any unknown graph. A contaminated node chooses a neighbor uniformly at random but no rendezvous are needed. In our model, the time complexity increases since a rendezvous has to be obtained to communicate. For a family of small-world graphs and other models (2-ports model but a node can only transmit a given message a bounded number of times), Comellas et al. [6] showed that a broadcast can always be done. A recent work of Karp et al. [11] deals with the random phone call model. In each round, each node u chooses another node v uniformly at random (more or less as in [8] ) but the transmission of a rumor is done either from the caller to the called node (push transmission algorithm) or from the called node to the caller (pull transmission algorithm). The underlying topology is the complete graph and they prove that any rumor broadcasted in O(ln n) rounds needs to send ω(n) messages on expectation.
However, the results of random call phone [8, 11] do not imply the presented results in the rendezvous model:
-The classes of graphs for which the broadcast runs fast or slowly are different in the rendezvous model and in the random phone call model. For instance, the lower bound is Ω(log n) for the two models but for the complete graph, the broadcast time of O(log n) is close to the lower bound in the random phone call model whereas it becomes θ(n log n) in the rendezvous model. -We deal with the expected broadcast time. Depending on the topology, this time can be either equal or different to the broadcast time with high probability 1 .
In the radio network setting (n-ports model), some algorithms and bounds exist whether the topology is known or unknown (see the survey of Chlebus [5] ). However, the model of communication is different from ours: simultaneously, a node can send a message to all of its neighbors and a node can receive a message if and only if a unique neighbor send a message. Two kinds of algorithms are proposed in the radio model : with or without collision detection. In our model, there is no problem of collision.
Rendezvous in a broadcast protocol are used in applications like Dynamic Host Configuration Protocol but to the best of our knowledge, the analysis of a randomized rendezvous algorithm to broadcast in a network is new. The random rendezvous model was introduced in [13] in which the authors compute the expected number of rendezvous per round in a randomized algorithm. Their algorithm is a solution to implement synchronous message passing in an anonymous network that passes messages asynchronously [17] . Many concurrent programming languages including CSP and Ada use this method to define a communication between pairs of asynchronous processes. Angluin [2] proved that there is no deterministic algorithm for this problem (see the paper of Lynch [12] containing many problems having no deterministic solutions in distributed computing) . In [14] , the rendezvous are used to elect randomly a leader in an anonymous graph.
The Model
Let G = (V, E) be a connected and undirected graph of n vertices and m edges. For convenience and with respect to the problem of spreading an epidemic, a vertex is contaminated if it has received the message sent by an initial vertex v 0 .
The model can be implemented in a fully distributed way. The complexity analysis, however based on the concept of rounds, is commonly used in similar studies [8, 13, 14] . In our article, a round is the following sequence:
-for each v ∈ V , choose uniformly at random an incident edge.
-if an edge (v i , v j ) has been chosen by v i and v j , there is a rendezvous.
-if there is a rendezvous and if only v i is contaminated, then v j becomes contaminated.
T G is the broadcast time or contamination time, that is the number of rounds until all vertices of graph G are contaminated. T G is an integer-valued random variable; in this paper, we concentrate the study on its expectation E(T G ). Some remarks can be made on our model. As explained in the introduction, the rendezvous process (the first two steps of the round) keeps repeating forever and should be seen as a way of maintaining connectivity. Several broadcasts can take place simultaneously and we do not give any priority to any one of them, even if we study a broadcast starting from a given vertex v 0 .
We concentrate our effort on E(T G ) and we do not require that the algorithm finds out when the rumor sent by v 0 has reached all the nodes. However some hints can be given: we can stop the broadcast algorithm (do not run the third step of the round) using a local control mechanism in each node of the network: if identities of the nodes are available (non anonymous networks), each node keeps into its memory a list of contaminated neighbors for each rumor and when this list contains all the neighbors, the process may stop trying to contaminate them (with the same rumor). If the network is anonymous and the number of nodes n is known, then it is possible to prove that in O(n 2 log n) rounds with high probability, all the neighbors of a contaminated node know the rumor.
In our algorithm, nodes of large degree and a large diameter increase the contamination time. Taking two adjacent nodes v i and v j of degrees d i and d j respectively, the expected number of rounds to contaminate
For instance, take two stars of n/2 leaves. Join each center by an edge. In the rendezvous model, the expected broadcast time is Θ(n 2 ) whereas in [8] 's model, it will be Θ(n log n) on expectation and with high probability. Starting from this example, E(T G ) can easily be upper bounded by O(n 3 ) but we find a tighter upper bound.
Our Results
The main result of the paper is to prove in Section 2 that for any graph G,
In Section 3, we show that there are some graphs for which the expected broadcast time asymptotically matches either the lower bound or the upper bound up to a constant factor. For instance, for the complete balanced binary tree, E(T G ) = O(log 2 n) whereas E(T G ) = Ω(n 2 ) for the double star graph (two identical stars joined by one edge). For graphs of bounded degree ∆ and diameter D, we also prove in Section 3 that E(T G ) = O(D∆ 2 ln ∆). This upper bound is tight since for ∆-ary complete trees of diameter D, E(T G ) = Ω(D∆ 2 ln ∆). The complete graph was proved [13] to have the least expected number of rendezvous per round; nevertheless, its expected broadcast time is Θ(n ln n). Due to space limitations, proofs of lemmas and corollaries are not given.
Arbitrary Graphs
The first section presents some terminology and basic lemmas that are useful for the main results.
Generalities on the Broadcast Process
The rendezvous process induces a broadcast process, that is, for each nonnegative integer t, we get a (random) set of vertices, V t , which is the set of vertices that have been reached by the broadcast after t rounds of rendezvous. The sequence (V t ) t∈N is a homogeneous, increasing Markov process with state space {U : ∅ U ⊂ V }. Any state U contains the initial vertex v 0 and the subgraph induced by U is connected. State V as its sole absorbing state; thus, for each graph G, this process reaches state V (that is, the broadcast is complete) in finite expected time.
The transition probabilities for this Markov chain (V k ) depend on the rendezvous model. Specifically, if U and U are two nonempty subsets of V , the transition probability p U,U is 0 if U U , and, if U ⊆ U , p U,U is the probability that, on a given round of rendezvous, U − U is the set of vertices not in U that have a rendezvous with a vertex in U . Thus, the loop probability p U,U is the probability that each vertex in U either has no rendezvous, or has one with another vertex in U .
In the sequel, what we call the broadcast sequence is the sequence of distinct states visited by the broadcast process between the initial state {v 0 } and the final absorbing state V . A possible broadcast sequence is any sequence of states that has a positive probability of being the broadcast sequence; this is any sequence
By d u we denote the degree of vertex u. For a bounded degree graph, ∆ is the maximal degree of the graph. By D we denote the diameter of the graph.
If X k = V t is the set of the k contaminated vertices at time t then Y k is the set of remaining vertices. We define the cut C k as the set of edges that have one endpoint in X k and the other in Y k .
For any edge a = (u, v) ∈ E, P(a) = (d u d v ) −1 (resp. P(a)) is the probability that edge a will obtain (resp. not obtain) a rendezvous at a given round. The
−1 is also called the weight of the edge a. We also define two values for any set of edges C ⊂ E : P(E C ) (resp. P(E C )) where E C is the event of obtaining a rendezvous in a round for at least one edge (resp. no edge) in C; and π(C) = a∈C P(a). While π(C) has no direct probabilistic interpretation, it is much easier to deal with in computations. Obviously, P(E C ) ≤ π(C) holds for any C. Lemma 2 provides us with a lower bound for P(E C ) of the form Ω(π(C)) provided π(C) is not too large.
With these notations, for any set of vertices U , p U,U = 1 − P(E C U ), where C U is the set of edges that have exactly one endpoint in U (the cut defined by the partition (U, V − U )).
Lemma 1. Let a ∈ E and for any C ⊂ E, P(a | E C ) ≥ P(a).

Lemma 2. For any C ⊂ E, P(E
where e = exp (1) .
Lemma 3. For any graph G, any integer k and any
Since the number of contaminated vertices can be at most doubled at each round, we have the following trivial lower bound Theorem 1. For any graph G, T G ≥ log 2 n with probability 1.
The General Upper Bound
We will prove the following :
Theorem 2. For any connected graph G with n vertices and maximum degree ∆, the broadcast time T G satisfies
The proof of this theorem is a bit involved; we will sketch it before stating and proving a few lemmas.
The probability distribution for the full broadcast time T G is not known, but, when conditioned by the sequence of states visited by the broadcast process, it becomes a sum of independent geometric random variables, for which the parameters are known exactly (Lemma 4). Thus, the conditional expectation of the broadcast time becomes the weight of some trajectory, which is defined as a sum of weights for the visited states. Each individual weight is upper bounded by an expression that only depends on individual rendezvous probabilities (Lemma 2 and Corollary 1), and then a uniform upper bound is obtained for the conditional expectations (Lemma 5); this uniform upper bound then straightforwardly translates into an upper bound for the (unconditional) expected broadcast time.
The next lemma is stated in a more general setting than our broadcasting process.
Lemma 4. Let (M t ) t∈N be a homogeneous Markov chain with finite state space S and transition probabilities
Let (T k ) k∈N denote the increasing sequence of stopping times defined by
and let (M k ) k∈N be the "trajectory"chain defined by
Then, for any sequence
x 0 , . . . x N such that x k+1 = x k and p x k ,x k+1 > 0 for 0 ≤ k ≤ N − 1, conditioned on M k = x k for 0 ≤ k ≤ N , T = (T k+1 − T k ) 0≤k≤N −1
is distributed as a vector of independent geometric random variables with respective parameters
1 − p x k ,x k .
Corollary 2. Let V denote the trajectory of the loopless broadcast process (written M in the statement of Lemma 4).
Let X = (X 1 , . . . , X m ) be any possible broadcast sequence, and C = (C 1 , . . . , C m−1 ) the corresponding sequence of cuts. Then
Lemma 5. Define the weight of any possible broadcast sequence X as
Then
where ∆ is the maximum degree of G.
Proof. We begin by noting that, since we are looking for a uniform upper bound on the weight, we can assume that m = n, which is equivalent to |X k | = k for all k. If such is not the case in a sequence X , then we can obtain another possible sequence X with a higher weight by inserting an additional set X between any two consecutive sets X k and X k+1 such that |X k+1 −X k | ≥ 2 (with the condition that p X k ,X and p X ,X k+1 are both positive; such an X always exists, because each edge of every graph has positive probability of being the only rendezvous edge in a given round). This will just add a positive term to the weight of the sequence; thus, the sequence with the maximum weight satisfies m = n.
To prove that n−1 k=1 1/π(C k ) ≤ 6(n − 1)∆, we prove that the integer interval [1, n − 1] can be partitioned into a sequence of smaller intervals, such that, on each interval, the average value of 1/π(C k ) is at most 6∆.
Assume that integers 1 to k − 1 have been thus partitioned, and let us con-
, we put k into an interval by itself and move on to k + 1. We now assume π(C k ) < 1/(4∆), and set 1/π(C k ) = α∆ with α > 4.
Let v be the next vertex to be reached by the broadcast after X k , that is, {v} = X k+1 − X k . This vertex must have at least one neighbor u in X k .
Let d ≥ 1 denote the number of neighbors of v that are in X k . Each edge incident to v has weight at least 1/(d v ∆), and d of them are in C k , so that we
Since at most one of them is added to X at each step of the sequence, this means that, for 
The right-hand side of (6) increases with j, and for j = d v /4 (recall eq. (5) and α > 4), it is
Since
Adding this to 7, we now get
There are 2 + d v /4 ≥ 1 + dv 4 terms in the left-hand side of this inequality, so that the average value of 1/π(C i ), when i ranges over [k, k
This concludes the recursion, and the proof.
Proof (Theorem 2).
Let X be any possible broadcast sequence as in Lemma 5. Applying Corollary 1 to C = C k and summing over k, we get
By Lemma 5, the right-hand side of (9) is at most e e − 1 (n − 1 + 6∆(n − 1)) = e(n − 1)(6∆ + 1)
By Lemma 4, the left-hand side of (9) is the conditional expectation of T G . The upper bound remains valid upon taking a convex linear combination, so that we get, as claimed,
Note: It should be clear that the constants are not best possible, even with our method of proof. They are, however, quite sufficient for our purpose, which is to obtain a uniform bound on the expected broadcast time.
Specific Graphs
Theorems 1 and 2 provide lower and upper bounds on the expected contamination time for any graph. In this section, we prove that there exists some graphs for which the bounds can be attained.
The well-known coupon-collector problem (that is the number of trials required to obtain n different coupons if each round one is chosen randomly and independently. See [15] for instance) implies the next lemma:
Lemma 6. For a star S of n leaves, E(T S ) = n ln n + O(n).
The l-Star Graphs
An l-star graph S l is a graph built with a chain of l + 2 vertices. Then for each vertex different to the extremities, ∆ − 2 leaves are added. Let S l be a l-star graphs with n = l(∆ − 1) + 2 vertices. According to Theorem 2, E(
On the other hand, the expected number of rounds to get a rendezvous between centers of two adjacent stars is ∆ 2 and, therefore, the expected number of rounds for contaminating all the centers is Ω(l∆ 2 ) = Ω(n∆). As a corollary to this result we have Proposition 1. There exists an infinite family of graphs F of n vertices and maximal degree ∆ such that, for any G ∈ F, E(T G ) = Ω(∆n).
It follows that the general upper bound O(n 2 ) given by Theorem 2 is tight for the any l-star graph with l ≥ 2 constant.
Matching the Lower Bound
To prove that the Ω(log n) bound is tight, we prove an upper bound that only involves the maximum degree ∆ and the diameter D.
Theorem 3. Let G be any graph with maximum degree ∆ ≥ 3 and diameter D. Then the expected broadcast time in G, starting from any vertex, is at most
Our proof of this theorem will make use of the following lemma.
Lemma 7.
Fix a constant p > 0, and let S k denote the sum of k independent geometric random variables with parameter p. Then, for any t ≥ k/p, we have
Proof (Theorem 3).
We prove that the probability for the broadcast time to exceed half of the claimed bound is at most 1/2 and then use Lemma 3. Let u be the initial vertex for the broadcast. For each other vertex v, pick a path γ uv from u to v with length at most D. Since all degrees are at most ∆, each edge in γ uv has a rendezvous probability at least 1/∆ 2 . Hence, the broadcast time from u to v along the path γ uv (that is, the time until the first edge has a rendezvous, then the second edge, and so on) is distributed as the sum of independent geometric random variables with parameters equal to the rendezvous probabilities, and is thus stochastically dominated by the sum of D independent geometric random variables with parameter 1/∆ 2 . Let T uv denote the time until broadcast reaches v when the initial vertex is u; Lemma 7 and the above discussion imply, for any t, 
so that, summing over v, we get
Corollary 3. There exists an infinite family of graphs F such that, for any G ∈ F, E(T G ) = O(log |G|).
The Complete Graph
It is seems also interesting to point out that the complete graph K n has the minimal (see [13] ) expected rendezvous number in a round:
which is asymptotically 1 2 . We prove in this section that its expected broadcast time is however O(n ln n), which is significantly shorter than that of the l-star graph with l constant which is Ω(n 2 ).
Lemma 8. E(T
Moreover, we have:
Lemma 9. With probability 1 − n −1/2 , E(T Kn ) ≥ 1 2 n ln n. Lemmas 9 and 8 imply:
Proposition 2. E(T Kn ) = Θ(n ln n). Theorem 4 proves that there exists a graph for which the upper bound of Theorem 3 is tight.
Graphs of Bounded
