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a b s t r a c t
In this paper we consider observations from independent planar random flights. The
random flight model represents a randommotion at finite speed of a particle with changes
of direction governed by a Poisson process with parameter λ > 0. We introduce and study
the asymptotic behavior of the maximum likelihood and Bayesian estimator for λ in order
to obtain the asymptotic efficiency in Hájek–Le Cam sense of the considered estimators.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Let us consider a particle starting at the origin of the plane R2, moving with constant finite speed c. The initial direc-
tion is a random vector v = (cos θ, sin θ) uniformly distributed on the unit circumference, i.e. the random variable θ is
uniformly distributed in (0, 2π ]. The changes of direction are governed by a homogeneous Poisson process with parameter
λ > 0. Therefore, when a Poisson time occurs the particle takes a new direction uniformly distributed on the unit circle,
independently from the previous one. This type of random walk has been studied by several authors, for example [1–3].
We indicate the position of the particle at time t > 0 with the stochastic process (X(t), Y (t)), t > 0, which is called
random flight in the plane. At time t the particle is located in the disc
S2ct = {(x, y) : x2 + y2 ≤ c2t2}, (1.1)
with probability 1. If no Poisson event occurs the particle is located on the circle ∂S2ct = {(x, y) : x2 + y2 = c2t2}, with
probability
P{(X(t), Y (t)) ∈ ∂S2ct} = e−λt .
The remaining part of the distribution lies in the interior of (1.1) and represents the absolute continuous component of
the distribution P{X(t) ∈ dx, Y (t) ∈ dy}. The density law of (X(t), Y (t)), t > 0, (see [3]) is equal to
p(x, y; t) = λ
2πc
e−λt+
λ
c
√
c2t2−x2−y2
c2t2 − x2 − y2 1{x2+y2<c2t2} +
e−λt
2πct
δ(c2t2 − x2 − y2), (1.2)
with (x, y) ∈ S2ct and δ(·), 1(·) representing respectively the Dirac’s delta function and the indicator function. The probability
law (1.2) is the fundamental solution of the following hyperbolic partial differential equation
∂2p
∂t2
+ 2λ∂p
∂t
= c2

∂2p
∂x2
+ ∂
2p
∂y2

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which is the two-dimensional telegraph equation concerning the propagation of a damped planar wave as noticed in [3].
Orsingher and De Gregorio [4] analyze the random flights in higher spaces and derive their explicit distribution in R4.
The random model above considered is interesting because the planar random flights seem to be useful, for example,
in ecology and biology and more in general to represent real motions. Our model has the nice property of ‘‘persistence’’,
that is the tendency to keep moving in a fixed direction once that the random walker has started moving in that direction.
Furthermore, the finite velocity ensures a more realistic situation with respect to the assumptions of other models like
Brownian motion which cover an infinite distance in a finite amount of time. For these reasons, Holmes [5] and Holmes
et al. [6] consider the random flights tomodel the displacements of the animals. Hillen and Stevens [7], Hillen andOthmer [8]
and Othmer and Hillen [9] considered a one-dimensional version of our model to describe the movement of cells subject to
an external signal.
The only references about the statistical inference of planar random flights is [10]. The previous paper introduced some
estimators for the parameter λ by considering one sample path observed only at equidistant discrete times.
In this paper the observations are thought as independent realizations of the position of random flights, with the same
rate λ, at time t . We are interested in estimating the rate λ which defines the change of the direction of the particle. Then,
we consider a maximum likelihood and Bayesian estimator for λ and study its asymptotic behavior. The definition and
the study of asymptotically optimal (in some sense) estimators is one of the main object of the mathematical statistics.
This problem has been faced by several researchers like Fisher, Le Cam, Wolfowitz, Hájek, etc. The Hájek–Le Cam efficiency
provides a general method for proving asymptotic efficiency by means of a general class of loss functions. We recall that,
under suitable regularity conditions, the following asymptotically minimax risk bound holds, for an arbitrary estimator Tn
of θ and an arbitrary positive monotonic functionw
lim
δ→0 limn→∞
sup
|θ−θ0|<δ
Ew(ϕ(θ0, n)−1(Tn − θ)) ⩾ 1√
2π
∫
w(y)e−
y2
2 dy (1.3)
where ϕ(θ0, n) is a normalizing sequence. If the equality holds in the relationship (1.3), the estimator Tn is said to be
asymptotically efficient in Hájek–Le Cam sense. Ibragimov and Has’minskii [11] and Van der Vaart [12] treat in depth this
argument with particular attention on the independent and identically distributed sampling scheme. We will show that
both the estimators proposed in this paper are asymptotically efficient in the Hájek–Le Cam sense as n →∞, following the
Ibragimov–Has’minskii’s program.
We believe that the developed methodology in this paper can be useful for practitioners and applied researchers in the
fields of biology, ecology, medicine. In particular, if we are able to observe the position of no interacting microorganisms
moving on a surface and we want to have some information about the frequency of their displacements.
2. The estimators and the Fisher information
We assume that the random variables (Xi(t), Yi(t)), i = 1, 2, . . . , n, represent the positions at time t of n independent
random flights with rate λ, starting from the origin and performing their displacements over the time interval [0, t]. In other
words the data are generated by n independent replications of (X(t), Y (t)) observed only at final time t and the asymptotic
is n → ∞ (large sample). The underlying rate of the Poisson process λ ∈ (λ1, λ2) = Λ, with 0 < λ1 < λ2 < ∞, is
unknown. This framework represents the situation in which we are able to replicate the experiment n times up the time t .
The aim of this section is to define two suitable estimators for the parameter λ, representing the rate of change of direction
of the random walker in the plane, whilst the value of the velocity c is supposed known.
For the sake of simplicity wewill write p(Xi(t), Yi(t)) = p(λ) (omitting the dependence on i). Bearing inmind the density
(1.2), the likelihood function for (Xi(t), Yi(t)), i = 1, 2, . . . , n, yields
Ln(λ) =
n∏
i=1
p(λ)
=
n∏
i=1

λ
2πc
e−λt+
λ
c
√
βn,i
βn,i
1{βn,i>0} +
e−λt
2πct
δ(βn,i = 0)

= e
−λnt
(2πct)n
(λt)n
∗
exp

λ
c
n∗∑
i=1

βn,i

n∗∏
i=1

βn,i
, (2.1)
where βn,i = c2t2 − X2i (t)− Y 2i (t) and n∗ is the number of random flights with at least one change of direction. It is easy to
prove that the maximum likelihood estimator for λ becomes
λˆ1,n = argmax
λ∈Λ Ln(λ) =
cn∗
cnt −
n∗∑
i=1

βn,i
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which has the similar form of the estimator obtained in [10] by using a different approach.Without loss of generality, we set
ln(s) = |s|α, α > 0, that is the most commonly used loss function and assume that exists a γ > 0 such that for all A ≥ A0
inf|s|≥A ln(s) ≥ sup|s|≤Aγ ln(s).
The introduced loss function ln(s) ensures that it does not grow fast. Therefore, we can introduce the Bayesian estimator
λˆ2,n for λ, corresponding to prior density q(λ), assumed to be a positive and continuous function inΛwith growth at most
polynomial, and the loss function ln(u− λ), as a solution of the following equation∫
Λ
ln(λˆ2,n − λ)fn(λ)dλ = inf
u∈Λ
∫
Λ
ln(u− λ)fn(λ)dλ
where
fn(λ) = q(λ)Ln(λ)
Λ
q(s)Ln(s)ds
is the posterior density of λ.
To study the asymptotic behavior of the estimators λˆ1,n and λˆ2,n, we use the statistical theory developed by Ibragimov and
Has’minskii [11]. A useful tool in this direction is the Fisher’s information which plays a crucial role in the asymptotic theory
of the statistical estimation. For this reason our first result concerns this quantity and the regularity of the experiment.
Theorem 2.1. Let En be the statistical experiment generated by n independent observations drawn from (X(t), Y (t)). Then En
is regular with Fisher’s information equal to
In(λ) = n
λ2
(1− e−λt). (2.2)
Proof. By considering the definition of regular experiment presented in [11], page 65, after some calculations and bymeans
of a Taylor expansion of the exponential function, it is not hard to prove that g(λ) = √p(λ) is differentiable in L2 (the space
of the square integrable functions), i.e.∫∫
S2ct
(g(λ+ h)− g(λ)− hψ(λ))2dxdy = o(|h|2),
with continuous derivative ψ(λ) = ddλg(λ) given by
ψ(λ) = 1
2
√
p(λ)

λ
2πc
exp
−λt + λcβn,i
βn,i

−t +

βn,i
c
+ 1
λ

1{βn,i>0} − t
e−λt
2πct
δ(βn,i = 0)

. (2.3)
Then, we focus our attention to show that En possesses finite Fisher’s information In(λ) for any λ ∈ Λ. Clearly In(λ) =
nI(λ), where I(λ) represents Fisher’s information of a single experiment. Thus, we can write
I(λ) = 4
∫∫
S2ct
|ψ(λ)|2dxdy
= λ
2πc
∫∫
S2ct
e−λt+
λ
c
√
βn,i
βn,i

1
λ
− t + 1
c

βn,i
2
dxdy+ t2e−λt
= λ
2πc
∫∫
S2ct
e−λt+
λ
c
√
βn,i
βn,i

1
λ
− t
2
+ βn,i
c2
+ 2
c

1
λ
− t

βn,i

dxdy+ t2e−λt . (2.4)
To obtain the explicit value of (2.4) we calculate the following three integrals
I1 = λ2πc

1
λ
− t
2 ∫∫
S2ct
e−λt+
λ
c
√
βn,i
βn,i
dxdy
= λ
2πc

1
λ
− t
2 ∫ ct
0
dρ
∫ 2π
0
dθ
ρe−λt+
λ
c
√
c2t2−ρ2
c2t2 − ρ2
= λ
c

1
λ
− t
2
e−λt
∫ ct
0
ρe
λ
c
√
c2t2−ρ2
c2t2 − ρ2 dρ
=

1
λ
− t
2
(1− e−λt),
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I2 = λ2πc3
∫∫
S2ct
e−λt+
λ
c
√
βn,i
βn,i
βn,idxdy
= λ
2πc3
∫ ct
0
dρ
∫ 2π
0
dθρ

c2t2 − ρ2e−λt+ λc
√
c2t2−ρ2
= λ
c3
e−λt
∫ ct
0
ρ

c2t2 − ρ2e λc
√
c2t2−ρ2dρ = (z =

c2t2 − ρ2)
= λ
c3
e−λt
∫ ct
0
z2e
λ
c zdz
= t2 − 2t
λ
+ 2
λ2
(1− e−λt),
I3 = λ
πc2

1
λ
− t
∫∫
S2ct
e−λt+
λ
c
√
βn,idxdy
= λ
πc2

1
λ
− t
∫ ct
0
dρ
∫ 2π
0
dθρe−λt+
λ
c
√
c2t2−ρ2
= 2λ
c2

1
λ
− t

e−λt
∫ ct
0
ρe
λ
c
√
c2t2−ρ2dρ = (z =

c2t2 − ρ2)
= 2λ
c2

1
λ
− t

e−λt
∫ ct
0
ze
λ
c zdz
= 2

1
λ
− t

t − 1
λ
(1− e−λt)

.
Putting together I1, I2, I3 we have that
I(λ) = I1 + I2 + I3 + t2e−λt = 1
λ2
(1− e−λt).
Therefore the proof is completed. 
Remark 2.1. By indicating with pAC (λ) and pS(λ), respectively, the absolutely continuous part and the singular component
of p(λ), from Theorem 3.1 emerges that Fisher’s information of a single experiment is defined by the following linear
combination
I(λ) = d
2
dλ2
log pAC (λ)P{N(t) > 0} + d
2
dλ2
log pS(λ)P{N(t) = 0},
where d
2
dλ2
log pAC = 1λ2 , d
2
dλ2
log pS = 0. In other words, Fisher’s information depends only on the absolutely continuous part
of the probability distribution of (X(t), Y (t)), t > 0.
3. Asymptotic properties
Let Enλ be the mean value with respect to the joint probability measure of the random variables (Xi(t), Yi(t)), i =
1, 2, . . . , n. To investigate the asymptotic properties of the estimators λˆi,n, i = 1, 2, as n →∞, we reduce our problem to
the study of the normalized likelihood ratio
Zn,λ(z) = Ln(λ+ ϕ(n)z)
Ln(λ)
(3.1)
where ϕ(n) = ϕ(n, λ) = (In(λ))−1/2, with In(λ) given by (2.2). The function (3.1) takes values in the following set
Un,λ =

z : λ+ z√
In(λ)
∈ Λ

.
It is well known that Zn,λ (deriving from an i.i.d. observation scheme) admits the representation
Zn,λ(z) = exp

z√
In(λ)
n−
i=1
∂ log p(λ)
∂λ
− |z|
2
2
+ φn(z, λ)

, (3.2)
with 1√
In(λ)
∑n
i=1
∂p(λ)
∂λ
d→N(0, 1) and φn(z, λ)→ 0 in probability as n →∞; i.e. the joint probability measure Pnλ is locally
asymptotically normal (LAN). For the function Zn,λ we have the next useful lemma.
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Lemma 3.1. Let K be a compact subset of Λ. We have that:
• for some constant a = a(K), B = B(K)
sup
λ∈K
sup
|z|<R,|v|<R
|z − v|−2Enλ|Z1/2n,λ (z)− Z1/2n,λ (v)|2 < B(1+ Ra), (3.3)
with z, v ∈ Un,λ;• for any z ∈ Un,λ
sup
λ∈K
EnλZ
1/2
n,λ (z) ≤ e−b|z|
2
, b > 0. (3.4)
Proof. Following the proof of Lemma 1.1, section III in [11] we get that
Enλ|Z1/2n,λ (z)− Z1/2n,λ (v)|2 ≤
(In(λ))−1 ∫ 1
0
In(λ+ ϕ(n)(z + s(v − z)))ds
 |z − v|2. (3.5)
For z > 0, one gets I(λ+z)I(λ) ≤ 1−e
−(λ+z)t
1−e−λt < ∞. If z < 0, immediately follows I(λ+z)I(λ) ⩽ ( λλ+z )2 < ∞. Therefore, we can claim
that
sup
λ∈K
sup
|z|<R, λ+z∈Λ
 In(λ+ z)In(λ)
 ≤ B(1+ Ra). (3.6)
In view of the relationships (3.5) and (3.6) the proof of the inequality (3.3) is concluded.
The function ∂g(λ)/∂λ is differentiable in L2, then∫∫
S2ct
|g(λ+ h)− g(λ)|2dxdy =
∫∫
S2ct
h2

∂
∂λ
g(λ)
2
dxdy+ o(|h|2)
= h
2
4
I(λ)+ o(|h|2).
By taking into account that 0 < infλ∈Λ I(λ) < supλ∈Λ I(λ) <∞, we have immediately that∫∫
S2ct
|g(λ+ h)− g(λ)|2dxdy > 0. (3.7)
From (3.7), we derive the inequality
inf
λ∈K inf{h:λ+h∈Λ}
∫∫
S2ct
|g(λ+ h)− g(λ)|2dxdy ≥ a|h|
2
1+ |h|2 , a > 0,
and Lemma 5.3, Chapter I, in [11] permits us to obtain condition (3.4). 
Finally, we are able to present the main result of this section concerning the asymptotic properties of the maximum
likelihood estimator and the Bayesian one with the asymptotic behavior of their moments.
Theorem 3.1. Let K be a compact subset of Λ. Then the estimator λˆi,n, i = 1, 2, uniformly in λ ∈ K:
• is consistent;
• converges in distribution as follows
In(λ)(λˆi,n − λ) d→N(0, 1); (3.8)
• has moments such that
lim
n→∞ E
n
λ|

In(λ)(λˆi,n − λ)|γ = E|ξ |γ , (3.9)
where γ > 0 and ξ ∼ N(0, 1).
Proof. In accordance with Theorems 1.1–2.1, Chapter III, in [11], we prove that the four conditions are satisfied. The
probability measure Pnλ is uniformly local asymptotic normal, while it is easy to see that limn→∞ supλ∈K ϕ2(n, λ) = 0.
The validity of Lemma 3.1 concludes the proof. 
Theorem 3.1 is not only important because it describes the asymptotic behavior of λˆi,n, but also because it implies the
asymptotic efficiency of the estimator λˆi,n, i = 1, 2. Indeed, from (3.9) follows that
lim
δ→0 limn→∞
sup
|λ−λ0|<δ
Enλ|

In(λ0)(λˆi,n − λ)|2 = 1
for each λ0 ∈ Λ. Therefore, the estimators λˆ1,n and λˆ2,n are asymptotically efficient in the Hájek–Le Cam sense, with respect
to the quadratic loss function.
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