Following the recent work of Jiang and Lin (Linear Algebra Appl. 585 (2020) 45-49), we present more results (bounds) on Harnack type inequalities for matrices in terms of majorization (i.e., in partial products) of eigenvalues and singular values. We discuss and compare the bounds derived through different ways. Jiang and Lin's results imply Tung's version of Harnack's inequality (Proc. Amer. Math. Soc. 15 (1964) 375-381); our results are stronger and more general than Jiang and Lin's. We also show some majorization inequalities concerning Cayley transforms. Some open problems on spectral norm and eigenvalues are proposed.
Introduction
There are several mathematical inequalities that carry Harnack's name in the literature. The classical Harnack inequality is about relating the values of a positive harmonic function at two points in a domain. The inequality is usually shown by using Poisson's formula with integration on a sphere; see [13] for a nice introduction about the inequality and its proof. Generalized Harnack inequalities in various forms have been developed and heavily used in partial differential equations [4, 17, 18, 20] .
We are concerned with the Harnack inequality for matrices. Tung [19] established the following determinantal Harnack inequality.
Theorem 1 (Tung) Let Z be an n × n complex matrix with singular values r k that satisfy 0 ≤ r k < 1, k = 1, 2, . . . , n (i.e., Z is a strict contraction). Let Z * denote the conjugate transpose of Z and let I be the n × n identity matrix. Then for any n × n unitary matrix U , it holds true that n k=1
The matrix in the product in the middle of (2) automatically gets attention as it is a term in the Schur complement of ( is unitary [23, p. 148 ]. The latter two block matrices (operators) have often been used in deriving matrix or operator inequalities.
(2) leads to the study of inequalities of partial products, i.e., log-majorization, of eigenvalues and singular values. (Note that inequalities in log-majorization are in general stronger than (weak-) majorization inequalities which are equivalent to the inequalities in unitarily invariant norms.) Following this line, an interesting generalization of (1) is presented by Jiang and Lin in [12] . Our goal is to continue with Jiang and Lin's work and to show more results (bounds) of this type. We compare the bounds derived through different approaches.
Main results
We state our first result for matrices. The identities in fact hold true for linear operators in a complex Hilbert space. Let M n be the space of n × n complex matrices. For X ∈ M n , let ℜ(X) = 1 2 (X + X * ) and ℑ(X) = 1 2i (X − X * ), where X * is the adjoint (conjugate transpose) of X. X = ℜ(X) + iℑ(X) is the Cartesian decomposition of X. Let Λ(X) denote the spectrum of X.
Proof. The first identity, i.e., (3), is the same as 
equivalently, by multiplying by I − A * from the left and by I − A from the right,
which is obvious. (6) is trivial.
The identity or expression (5) in Proposition 2 appeared in [7] ; it was used as a pivot in [12] to obtain the desired inequalities. Fan derived the identity using analysis with assumption A < 1. This condition is unnecessary in (3)-(5). We will obtain various bounds by the expressions in Proposition 2.
For X ∈ M n , let Λ(X) = {λ 1 (X), . . . , λ n (X)} be the set of the eigenvalues of X. The eigenvalues are arranged in non-increasing order if they are all real, i.e., λ 1 (X) ≥ λ 2 (X) ≥ · · · ≥ λ n (X). For singular values, we denote by σ j (X) the jth largest singular value of X, i.e., σ j (X) = λ j (X * X), and σ 1 (X) ≥ σ 2 (X) ≥ · · · ≥ σ n (X). For simplicity, sometimes we use r j for σ j (·).
Our main theorem is on the upper and lower bounds with singular values.
Theorem 3 Let A ∈ M n be a strict contraction (which implies 1 ∈ Λ(A)) with singular values ordered as 0 ≤ r n ≤ · · · ≤ r 2 ≤ r 1 < 1. Then for k = 1, 2, . . . , n, and for any sequence 1 ≤ i 1 < · · · < i k ≤ n, the following inequalities hold:
Proof. To prove (7) , we borrow two known facts: For any X ∈ M n , (i). λ j (ℜ(X)) ≤ σ j (X), j = 1, 2, . . . , n, and
Fact (i) is a well-known result of Fan and Hoffman [8] , while (ii) is immediate from the fact that [3, pp. 73-75] . It is obvious that in (ii) we can replace I by any n × n unitary matrix. In addition, σ j (I − X) ≤ 1 + σ j (X).
We now use (i), (ii), and expression (3) in Proposition 2 to derive
The left-hand side (LHS) of (7) 
Notice that every term in (7) is positive when A is a strict contraction. Thus, (8) follows immediately from (7) . The last inequality in (8) is due to the fact that f (t) = 1+t 1−t is an increasing function on [0, 1). To prove (9), we use the following results: For any A, B ∈ M n , 
Setting i j = j in (8) and (9) reveals the inequalities in [12] .
Remark 2.1 On upper bounds. By (6) and (iv), we get another upper bound:
The proof goes as follows.
LHS of (10) = k j=1
In a similar way, using (iv), one obtains the upper bound k j=1
(1−ri j ) 2 in (10). Comparisons of these bounds are in order. Let
We saw R 1 ≤ R 2 in the proof of Theorem 3. We claim R 1 ≤ R 3 , R 2 ≤ R 4 , but R 2 and R 3 are incomparable, and R 3 and R 4 are incomparable.
Let a i = 1 − r 2 n−j+1 . Then a 1 ≥ a 2 ≥ · · · ≥ a n ≥ 0, and the product a 1 a 2 · · · a k is greater than or equal to the product of any k of a's. It follows that
For a similar reason by considering the product of k smallest a's, we get 9 20 , 0, 0), k = 1,
(1−rj ) 2 , it is easy to show that R 3 ≤ R 5 and R 4 ≤ R 5 . Of all the upper bounds obtained above in log-majorization, we conclude that R 1 is optimal.
Remark 2.2 On lower bounds. As 1+rj 1−rj is an upper bound in (7) , it is natural and interesting to ask if the reversal 1−rj 1+rj can serve as a lower bound. From the proof of (7), we see the upper bound essentially follows from the inequality λ j (ℜ((I−A) −1 )) ≤ 1 1−rj . It is tempting to have 1 1+rj as a lower bound for λ j (ℜ((I −A) −1 )) that would result in the lower bound 2 1+rj −1 = 1−rj 1+rj in (7) . However, this is not true in general. Take Then the singular values of A are 0.9468, 0.3969, 0.0049, the eigenvalues of ℜ((I − A) −1 ) are 9.9860, 1.5616, 0.7789, and the eigenvalues of (I − A * ) −1 (I − A * A)(I − A) −1 are 18.9720, 2.1232, 0.5578.
One may check that λ 3 (ℜ((I − A) −1 )) = 0.7789 < 0.9951 = 1 1+r3 , and
Moreover, k j=1 (9) can be similarly replaced by k j=1
1−r 2 j (1+ri j ) 2 . Setting k = 1 and replacing i j by n − j + 1, we arrive at, for j = 1, 2, . . . , n,
and
The previous example shows that the middle terms in (11) and (12) cannot be replaced by 1−rj 1+rj . But can the r 1 's in (11) and (12) be replaced by r n−j+1 ? See the later (16) and the j-conjecture in the next section.
Fan's norm inequalities and open problems
Let A denote the spectral (operator) norm of a bounded linear operator A on a complex Hilbert space. For A with A < 1, Fan [7, Prop. 1 (3)] showed that
where H ≤ K means that H, K are self-adjoint and K −H is a positive operator.
(Note that the above inequalities (13) (i.e., (3) in [7] ) imply other inequalities in Proposition 1 of Fan [7] . For instance, one can derive the left inequality of (1) of Fan [7] from the left inequality of (13); and vice versa, as Fan showed.) In case of matrices, A is equal to the largest singular value of A, i.e., r 1 in the previous sections. It follows that Fan's (13) is equivalent to
(14) follows from Theorem 3 (with k = 1) immediately because
Theorem 3 (7) presents stronger upper bounds, for j = 1, 2, . . . , n,
For A ∈ M n , let |A| = (A * A) 1/2 . Observing that
we can rewrite (7) as, for j = 1, 2, . . . , n,
It is natural to ask if the stronger inequalities in the Loewner sense hold:
or equivalently,
This is false in general as one may verify with A = 0 0 0.1 0
.
The same example also shows that
However, a great amount of numerical computation shows that for each j,
If (15) and (16) hold true, then we would have nice lower bounds for (7) .
We propose two open problems; the second one is a special case of the first. Let A be an n × n strict contraction, i.e., the spectral norm A < 1. Then λ j ℜ((I − A) −1 ) ≥ λ j (I + |A|) −1 , j = 1, 2, . . . , n.
We call it the j-conjecture. Putting j = 1, it asks if
The results shown below are weaker than the conjectured inequalities.
Proposition 4 Let
A be an n × n strict contraction. Then, for j = 1, 2, . . . , n,
Proof. We derive as follows.
This completes the proof of (19) . Setting j = 1 results in (20) .
In a similar way, we can obtain, for j = 1, 2, . . . , n,
A few special cases of the open problem have been settled. (I). The j-conjecture holds true for normal contractions (including positive semidefinite matrices, Hermitian matrices), i.e., for A with A < 1 and A * A = AA * . This is due to the fact that normal matrices are unitarily diagonalizable and that if c is a complex number with |c| < 1, then ℜ((1 − c) −1 ) ≥ (1 + |c|) −1 .
(II). The j-conjecture holds true for j = n by (19) .
(III). The j-conjecture holds true for j = 1 and singular contractions, i.e., r n = 0. Since A is singular, there exists a unit vector u such that Au = 0. Observe that
We have u * ℜ((I − A) −1 )u = ℜ(u * (I − A) −1 u) = 1.
Since ℜ((I − A) −1 ) is positive definite, the spectral norm of ℜ((I − A) −1 ) is the same as its largest eigenvalue. The min-max principle reveals at once ℜ((I−A) −1 ) = λ 1 (ℜ((I−A) −1 )) = max
x =1
x * ℜ((I−A) −1 )x ≥ 1 = (I+|A|) −1 . Thus, (18) is equivalent to
, the norm inequality (18) would follow from the second inequality below
That is, to show (18) , it suffices to prove that A has an eigenvalue λ such that
However, this is not true in general. Take Note that ℜ((I − A) −1 ) = 1.0301.
Cayley transforms with majorization
This section is devoted to the partial products of singular values of the Cayley transforms of given matrices. Cayley transform is originally defined for real skew-symmetric matrices which have no nonzero real eigenvalues (as a result the Cayley transform matrix is orthogonal). To be precise, let S be a real skew-symmetric matrix, then C(S) = (I + S)(I − S) −1 is called the Cayley transform of S (see, e.g., [9, p. 73] σj(B) ) .
Proof. We compute the upper bounds. The lower bounds are similarly derived.
We used fact (iv) in the above derivation. The lower bound is obtained by using (iii). For the second part, we observe that C(A) = I − 2i(A + iI) −1 and
It follows that, by using (iv) twice,
Setting k = 1 in the theorem, we obtain the lower and upper bounds for the singular values of the Cayley transforms of strict contractions A, that is, 1 − σ n−j+1 (A) 1 + σ 1 (A) ≤ σ j C(A) ≤ 1 + σ j (A) 1 − σ 1 (A) , j = 1, 2, . . . , n. C(B) ). (Note: there is a typo in the display (12b) in the book, i.e., ≺ w should be ≻ w .) Our results are given as log-majorization (which implies weak majorization; see, e.g., [25, p. 345 ]) for more general matrices. 
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