Preface
Configurational mechanics has attracted quite a bit of attention from various research fields over the recent years/decades. Having been regarded in its infancy of the early years as a somewhat obscure and almost mystic field of research that could only be understood by a happy few of insiders with a pronounced theoretical inclination, configurational mechanics has developed by now into a versatile tool that can be applied to a variety of problems.
Since the seminal works of Eshelby a general notion of configurational mechanics has been developed and has successfully been applied to many problems involving various types of defects in continuous media. The most prominent application is certainly the use of configurational forces in fracture mechanics. However, as configurational mechanics is related to arbitrary material inhomogeneities it has also very successfully been applied to many materials science and engineering problems such as phase transitions and inelastic deformations.
Also the modeling of materials with micro-structure evolution is an important processes going on within the material. Besides these mechanically, physically, and chemically motivated applications, ideas from configurational mechanics are now increasingly applied within computational mechanics. In this regard, in particular the combination of configurational mechanics and the finite element method has a notable impact to computational mechanics. New methods based on configurational mechanics are developing in computational fracture mechanics, structural optimization and adaptivity. These methods include, for example, r-and h-adaptive methods for mesh optimization and refinement.
The IUTAM Symposium on "Progress in the Theory and Numerics of Configurational Mechanics" that took place at the University of Erlangen/Nuremberg, Germany from October 20th to 24th, 2008, shed light on the most recent state of affairs in configurational mechanics. As a result of the inspiring contributions and lively discussions these proceedings emerged. They assemble a number of peer-reviewed ix field, in which configurational mechanics can provide a better understanding of x Preface articles that deal with the current developments in the already intriguing success story of configurational mechanics.
I am convinced that this volume gives the reader an appropriate overview on some of the fascinating applications of configurational mechanics.
Paul Steinmann Erlangen, June 2009

Motivation
The balance of material momentum usually is derived from the balance of physical momentum by a pull-back onto the material manifold [4] . The transformation is performed locally, i.e., on the basis of differential balance laws. The balance of physical momentum, in its original form, represents a global balance, valid for an arbitrary material volume B, from which the local version is obtained by use of the divergence theorem. This localization process can be performed only if the field quantities involved are differentiable. Therefore the local balance is less general than the global balance from which it is derived.
The local balance of material momentum can be integrated, of course, over an arbitrary material volume thus being converted to a global balance, as indicated in Fig. 1 . It should be kept in mind, however, that the process of globalization does not render the result more general than the local balance from which it has been generated.
The local balance equations of physical and material momenta exhibit a pronounced symmetry as elaborated in great detail by Steinmann [5, 6] . Formally this symmetry can be carried over to the global formulation. However, there is a great M. Braun difference in the validity of the global balance laws. While the balance of physical momentum holds in general for arbitrary fields without any continuity requirements, the validity of the global balance of material momentum is restricted to the regularity conditions necessary to derive the local version from which it has been generated. In this sense, the balance of material momentum does not represent a fundamental law as opposed to the physical balance equations [3] .
An important consequence of any global balance law, in addition to the local version in differential form, is the so-called jump condition valid at a surface of discontinuity propagating through the material body. Here it is assumed that the fields have a regular behavior in front of and behind the singular surface and approach definite limit values from either side.
The balance of material momentum should be applicable also to a propagating singular surface. The corresponding jump condition, however, must not be derived from the "global" balance which, in this case, is valid only for continuously differentiable fields thus excluding an application to discontinuous behavior. In order to get the discontinuous version, i.e., a jump condition representing the balance of material momentum at a singular surface, one has to start from the corresponding jump condition of physical momentum and pull it back to the reference configuration.
The derivation and discussion of the jump condition representing the balance of material momentum at a propagating singular surface is the principal goal of this paper. It turns out that the discontinuous version of the balance contains an "imbalance" term which does not necessarily vanish and which is not expected from the continuous analogy. It is shown that the imbalance term depends on the specific interpretation of strain energy. If the material is assumed purely hyperelastic without any recourse to thermodynamic or other effects then the imbalance actually remains nonzero. Thus a propagating shock in a hyperelastic material carries a concentrated source of material momentum with it. If, on the other hand, the material is assumed to be thermoelastic and a nonconductor of heat the strain energy can be identified with internal energy. Then the imbalance vanishes due to the balances of physical momentum and energy.
Notations
Since the Lagrangian description is used throughout this paper, all relevant quantities are related to the reference configuration, without indicating it by a special subscript. So the mass density ρ, the volume force f, and the distributed energy source r are meant per unit reference volume. Also stress T and heat flux q are understood in the sense of Piola, i.e., related to the vectorial surface elements in reference configuration.
According to the Lagrangian description, all fields are considered as functions of the material point X and time t. Derivatives with respect to time at fixed X are indicated by D/ Dt, and differential operators with respect to the material coordinates X are denoted by Div, Grad, etc. The motion of the continuum is described by the function x = x(X, t) providing the position x attained by the material particle X at time t. Its derivatives deliver the velocity vector v and the deformation gradient F.
A wave front, i.e., a propagating singular surface, is tracked in the reference configuration. It is oriented by its unit normal vector N. Its normal speed of propagation is denoted by U N . A discontinuous field ϕ is assumed to be regular on either side of the singular surface and to approach limit values ϕ ± at the surface, where ϕ + is attained on that side to which the normal vector is pointing. The jump and the mean value of a quantity ϕ at the singular surface are defined as
respectively. They satisfy the product rules
which can be directly verified from the definitions (1). Some further formulas for manipulating jumps and mean values are given in [1] .
Balances of Physical Momentum and Energy
Let ρ(X) denote the mass density in the reference state and v(X, t) the velocity vector at a material point X at time t. The physical momentum per unit reference volume is p = ρv. The global balance of physical momentum is expressed by the equation
valid for any fixed material region B, where T and f denote the Piola stress and the volume force density, respectively. The local versions of the balance of physical momentum, valid for regular and for discontinuous fields, are represented by the equations Dp Dt = Div T + f and
respectively. If polar effects are omitted the balance of angular momentum is reduced to the symmetry condition
to be satisfied by the Piola stress. Let E(X, t) denote the density, per unit reference volume, of the internal energy. The global form of the energy balance reads
where q and r denote the nominal heat flux and the internal heat production per unit reference volume. The corresponding local versions of the energy balance can be simplified by combining them with the momentum balance. To this end the local balance of momentum (4) is multiplied by v or, in the discontinuous case, by v and subtracted from the local energy balance. Eventually the local balances of energy valid for regular and for discontinuous fields assume the forms
respectively. A single dot is used to indicate the scalar product whether between two vectors, a·b = a i b i , or between two tensors, A·B = A i α B i α . The deformation gradient F and the velocity vector v satisfy a compatibility condition whose continuous and discontinuous versions are
respectively.
Material Momentum and Eshelby Stress
The material momentum p and the dynamic Eshelby stress E are defined as
respectively, with L denoting the Lagrangian. The kinetic energy density is uniquely defined as ρv 2 /2. Further we assume that the volume forces, if any, are conservative and arise from an external potential U(x; X), such that
The gravity potential, for instance, has the form U g = −ρ(X)g·x to yield the volume force f = ρg.
The most important part of potential energy is the internal potential. It may be identified with the strain-energy density which is due to deformation and is a function W (F; X) depending on the deformation gradient and, in non-homogeneous materials, also directly on the material coordinates. Strain energy might also depend on other variables, especially thermodynamic variables, as will be considered below, or on internal variables. Depending on the choice of thermodynamic variables the internal potential allows still different interpretations. Common to all of them is the property that the derivative with respect to the deformation gradient yields the Piola stress, i.e.,
The Lagrange function is constituted from the kinetic-energy density and the inner and outer potential-energy densities as
its partial derivatives with respect to deformation and position being
It is assumed that these derivatives exist and have regular behavior. The balance of material momentum in its continuous version is obtained by using, in addition to the definitions (9), (i) the balance of physical momentum (4) 1 , (ii) the compatibility condition (8) 1 , and (iii) the geometric compatibility condition
for the second deformation gradient. Eventually one arrives at the balance equation of material momentum in its local form,
where
is interpreted as the material inhomogeneity force density. The discontinuous case can be handled in an analogous way. In addition to the definitions (9) of material momentum and Eshelby stress one needs the corresponding discrete forms of (i) the balance of physical momentum (4) 2 , (ii) the compatibility condition (8) 2 , and (iii) the geometrical compatibility condition
which is the discontinuous analogue of the compatibility condition (14). Thus one arrives at the discontinuous version of the balance of material momentum
where the "imbalance" term σ N on the right-hand side still has to be determined. The continuous version of the balance of material momentum, (15), exhibits the same appearance as the balance of physical momentum, (4) 1 . The corresponding jump condition (18), however, as long as the imbalance factor σ does not vanish, deviates from the expected form which should resemble (4) 2 . Whether this is the case or not depends on the exact interpretation of the strain energy W .
Hyperelastic Material
Hyperelasticity is considered as a purely mechanical model of an ideally elastic material for which the stress-strain relationship derives from a strain energy density function
The dependence on the deformation gradient F must be consistent with the principle of material frame indifference. In case of nonhomogeneity the strain-energy density may also directly depend on the material point X, but not on any other quantities like thermodynamic or internal variables. Discontinuities of the strain-energy density and its derivatives are brought forward by a discontinuity of the deformation gradient. Under suitable regularity conditions, the function (19) may be expanded around the mean value F of the deformation gradient at the singular surface. Forming then the discontinuity leads to an expansion with the leading terms
denote the elasticities of first and third order, respectively, evaluated at the mean deformation gradient F . In a similar way, the mean value of the Piola stress (11) can be represented by an expansion
again with the elasticities (21) evaluated at the mean deformation gradient F . Using these expansions, the imbalance factor σ according to (18) 2 is represented by the expansion
So the imbalance factor is at least of third order in the jump [[F ] ] of the deformation gradient, which is a measure of the strength of the discontinuity. The general form of the expansion is provided in [1] .
Thermoelastic Material
As soon as thermodynamics is included the exact meaning of strain energy becomes relevant. The property of being a stress potential has to be retained, but it can be identified either with the internal energy or with the free energy, depending on the choice of the thermodynamical variable.
Since for the internal energy a balance equation has been formulated it might be reasonable to identify strain energy with internal energy. Correspondingly, the entropy S per unit reference volume should be chosen as the thermodynamic variable. Thus the density of strain energy (or internal energy) is considered to be a function
whose partial derivatives
represent the Piola stress and the absolute temperature, respectively. The notation E is kept for the internal energy in order to distinguish it from the strain energy W in the hyperelastic case. The discontinuous form of the energy balance (7) 2 can be rewritten, using the compatibility condition (8) 2 , as Since the strain energy W has been identified with the internal energy E the left hand side is exactly the imbalance factor (18) 2 . Thus, in the thermoelastic case, there is an imbalance factor
i.e., the scalar product of the slowness vector (1/U N )N of the propagating surface and the jump [[q ]] of the nominal heat flux vector. If one assumes that heat flux is governed by a constitutive equation like Fourier's law with a finite conductivity, any discontinuity in temperature would be smoothed out immediately. Therefore a sharp surface of discontinuity is possible only in the absence of heat conduction. Under adiabatic conditions the heat flux vanishes and, therefore, also the imbalance factor. Then the jump condition expressing the balance of material momentum assumes the form
which could be expected from its continuous counterpart (15). It should be noted that, in order to obtain the discontinuous version (28) of the balance of material momentum, the energy balance has been used, while the continuous form (15) has been derived without it. The latter holds independently of the thermodynamical interpretation of strain energy and is obtained directly from the balance of physical momentum [4] . The continuous form also holds independently of any assumption about the heat flux while the discontinuous form (28) is restricted to the adiabatic case.
On first sight, it seems strange that the material momentum exhibits an unbalance at a singular surface if the material is assumed hyperelastic, while for a thermoelastic material without heat conduction the unbalance vanishes. Carrying over the analysis of Section 5 to the thermoelastic material one has to expand the internal energy function
where both the deformation gradient F and the entropy S undergo discontinuities at the singular surface. The formulas (20) and (22) 
are the absolute temperature and the third-order elasticities, taken at the mean values of entropy and deformation gradient. Since the imbalance factor (30) according to (28) has to vanish the singular surface must be accompanied by a jump of entropy, which is of third order in the strength of the discontinuity. This is a well-known result in the theory of shock waves [7, p. 176] . If, as in hyperelasticity, the strain energy does not depend on an additional argument that can exhibit a discontinuity at the singular surface, there is no way to compensate these third and higher-order terms in [[F ] ], and the imbalance factor does not vanish.
Conclusion
The local balance of material momentum is expressed by the equation
where p, E and f denote the material momentum, the dynamic Eshelby stress and the inhomogeneity force, respectively. The equation can be integrated over a finite domain B whence it assumes the form
Despite its appearance as a global balance law this equation is not more general than the local balance equation from which it has been generated by integration. In particular the equation (33) must not be used to derive from it a corresponding jump condition using the pill-box argument, since the local balance (32) from which it has been derived does not hold at a surfaces of discontinuity. The jump condition representing the balance of material momentum at a singular surface has to be derived directly, namely from the jump conditions of the physical quantities. It turns out that this jump condition is of the general form
with an imbalance factor σ which does not necessarily vanish. If the global form (33) of the balance of material momentum would hold without restriction this factor had to vanish. Whether the imbalance factor vanishes or not depends on the specific interpretation of the strain-energy density W . In hyperelasticity strain energy is assumed to depend only on the deformation gradient F and, in case of nonhomogeneity, also directly on the material point X. In this case, the imbalance factor at a singular surface does not vanish, it is of third order in the strength of the discontinuity. If, on the other hand, strain-energy is identified with the internal energy of a thermoelastic material without heat conduction the imbalance factor vanishes due to the discontinuous form of the energy balance. Unlike the strain energy of a hyperelastic material the internal energy depends on an additional argument, namely the entropy which is also discontinuous at a singular surface. The propagating shock is accompanied by This sheds some light on the role played by the balance of material momentum within the framework of mechanics or, more general, of physics. Maugin [4] emphasizes that the balance of material momentum is a consequence of the balance of physical momentum while Gurtin [2, p. 2] considers configurational forces "as basic objects consistent with their own force balance." In the present paper, the continuous and discontinuous versions of the balance of material momentum has been derived from the balance laws of physical momentum and energy, in accord with Maugin's point of view. This appoach also conforms to the work of Irschik [3] . On the other hand, the discontinuous version of the balance of material momentum severely depends on the interpretation of the internal potential, i.e., the strain-energy density W . While in a hyperelastic material a singular surface is accompanied by an imbalance term the balance is restored by identifying the strain energy with the internal energy of a thermoelastic material. Although the imbalance result of hyperelasticity is formally correct, one tends to abandon the idea of pure hyperelasticity in favor of thermoelasticity, because it is more agreeable to retain the balance. In this sense one is led by the desire for a general balance of material momentum which, however, has to be derived from the physical balance laws. configurational mechanics and mesh optimization was first pointed out in [10] in the late nineties. Then, with the growing interest in configurational mechanics, the topic has recently been taken up again by several researchers, see e.g. [2, 20, 24, 25, 30] . In this contribution, we attempt to attack the problem of element distortion as a consequence of r-adaptivity. Since a positive Jacobian at the Gauss points is a basic requirement of each finite element analysis, an r-adaptive mesh optimization is always implicitly subject to constraints, which was to our knowledge first mentioned in [15] . But this requirement can not avoid the occurrence of arbitrarily distorted elements since the Jacobian is only a local measure for the physical volume. To set the distortion of the entire mesh a more reasonable limit, we introduce an inequality constraint based on a fictitious energy. The fictitious energy measures the distortional deformation of the adapted mesh with respect to the initial mesh. The inequality constraint, the so-called energy constraint, sets an adjustable upper limit to the fictitious energy and thus allows to control the distortion of the mesh.
Beside the application in r-adaptive mesh optimization, the potential energy of a mechanical system can be used as an objective functional for a shape optimization that aims to improve the stiffness of a structure. An almost equivalent approach, a stiffness optimization based on the minimization of the total strain energy within the framework of the nonlinear theory, is presented in [22] . If an energy constraint similar to that that used for the r-adaptive mesh optimization is added to the shape optimization, the coordinates of boundary nodes can directly be chosen as design variables. The constraint eliminates well-known problems of node-based methods with maintaining a smooth and regular boundary. Historically, the node-based approach was a common practice in early works on finite element based shape optimization [16] , but the large number of design variables and, more important, the above mentioned problems with the regularity of the boundaries led to the development of other techniques. Well-established is for instance the coupling of a finite element model with a geometry model based on B-splines, Bézier curves/surfaces, or NURBS, see e.g. [8, 9] . The main advantage of node-based methods compared to an additional geometry model is the simplicity of model generation, including the straightforward application of boundary conditions. This advantage motivated the return to a node-based approach and the search for a regularization technique that eliminates its main drawback. Recently, a regularization technique for the nodebased shape optimization of shell structures using filter techniques has been proposed in [7] . Another concept that is related to the approach of this contribution is introduced in [4] ; fictitious forces acting on control nodes of a fictitious linear elastic body are chosen as design variables. Provided that the energy constraint is active at the optimal solution, the shape optimization method presented here can also be interpreted as the deformation of a fictitious elastic body subjected to fictitious forces, which are determined (a posteriori) by the Lagrange multipliers and the gradients of the potential energy and the constraints.
Our contribution is structured as follows. In Section 2, we define the considered class of mechanical problems and introduce the basic equations of the finite element analysis. Sections 3 and 4 illustrate the concepts of the r-adaptive mesh and shape optimization. Section 5 deals with the definition of the fictitious energies for both r-adaptivity and shape optimization. In Section 6, two numerical examples illustrate the effectivity of the proposed regularization technique.
Mechanical Problem
We restrict ourselves to linear elastostatic problems that are characterized as follows. A body occupying the open domain B ⊂ R 2 is subjected to conservative volume forces b and surface tractions t. The deformation is described via the displacement field u(x), x ∈ B, that is governed by a set of equations consisting of the balance of momentum divσ
and the boundary conditions
where n denotes the outward normal to the boundary. Note that the Dirichlet boundary conditions are assumed to be homogeneous. The relation between the Cauchy stresses σ and the linear strain tensor ε is given by
where the free energy ψ does not depend on x, i.e. the material is homogeneous. Since the mechanical system is conservative, the equations (1) and (2) are the EulerLagrange equations of the principle of minimum potential energy
where the total potential energy reads
To solve the variational problem and the related boundary value problem numerically, we apply a Ritz method using a finite element approximation. The domain B is discretized by n el element domains B h = n el e=1 B e , and the geometry and displacements are approximated elementwise by the shape function N (i) of a reference element B ξ parameterized by natural coordinates ξ
where x (i) ∈ ∂B e are the position vectors and u (i) the nodal displacements. Substituting the approximation of the displacements u h into the energy functional I , we obtain the discrete potential energy
which is a quadratic scalar function of the nodal displacements. For notational convenience, we have introduced the column vector u = [u (1) , . . . , u (n u ) ] T that contains the Cartesian coordinates of all unknown nodal displacements. The necessary (and sufficiency) condition for a minimum of the discrete energy with respect to the nodal displacements is a linear algebraic system of equations that can be stated in the familiar matrix notation
where f denotes the load vector and K the stiffness matrix.
Configurational r-Adaptivity
If the Dirichlet boundary conditions are homogeneous, the discretization error of a finite element solution to the variational problem (4) measured in the energy norm can be expressed in terms of the potential energy as
where u e is the exact solution to the problem. Hence, a reduction of the discrete potential energy is equivalent to a reduction of the discretization error, and the discrete potential energy can be considered as an error indicator. The concept of configurational r-adaptivity is to minimize this error indicator with respect to the node positions of the mesh. r-Adaptivity is formulated as a problem of nonlinear programming that can be attacked with various well-established tools provided by this mathematical discipline. Further details of this concept are illustrated in the following. The discrete potential energy is interpreted as a function of the nodal displacements and the node positions
where the column vector x = [x (1) , . . . , x (n x ) ] T contains all variable Cartesian node coordinates. The nodal displacements u * that solve the discrete mechanical equilibrium condition (8) are considered as an implicit function of the node positions
Substituting this result into eq. (10), we obtain the objective function of configurational r-adaptivity, the potential energy in the state of static equilibrium
which is solely a function of the node coordinates. But I h * is not minimized with respect to all coordinates. Since every r-adaptivity has to conserve the mechanical problem, the "motion" of boundary nodes is restricted to geometrical constraints. Generally, all boundary nodes have to move along the continuous boundary, and vertex nodes are fixed. The computation of the gradient of I h * is straightforward since the implicit dependency of the displacements on the node positions drops out 1
If the material is homogeneous and the body forces are zero, the components of R * that are associated with the nodes can be expressed in terms of the Eshelby stress tensor as
and thus are called discrete configurational forces, see e.g. [10, 25, 28] . Due to several reasons briefly addressed in the following, the minimization of I h * with respect to x is a challenging numerical problem. Since the Hessian of I h * has in general negative eigenvalues, the objective function is usually nonconvex, and a local minimum is not necessarily a global minimum. Numerical experiments with examples characterized by inhomogeneous stress fields even suggest that a mesh with completely vanishing discrete configurational forces, the necessary condition for a strict (local) minimum, does often not exists. If, as discussed in [27], the optimization is explicitly subject to additional inequality constraints that restrict the deformation of each element, the optimal mesh is usually situated on the boundary of the feasible domain. Only for very coarse meshes, it is usually possible to determine a strict (local) minimum, characterized by inactive constraints and a completely vanishing gradient R * .
Additional constraints that restrict the distortion of the mesh improve the solvability of the problem. Following this idea, we introduce an energy constraint that sets an adjustable upper limit for a fictitious energy that measures the distortional deformation of the entire adapted mesh with respect to the initial mesh. In contrast to [27] , only one constraint is introduced, which, according to our experience, again improves the solvability of the problem. The optimization problem of the r-adaptive mesh optimization including the energy constraint reads 1 In eq. (13), we exploit that in the state of static equilibrium
whereÎ h denotes the fictitious energy andÎ max its upper limit, and the geometrical constraints h geo i ensure the conservation of the mechanical problem. Because of the similarity of the considered mesh and shape optimization, both problems have the same objective function and include an energy constraint, we first explain the concept of shape optimization before elucidating the design of the fictitious energies.
Configurational Shape Optimization
The (negative) potential of the external forces
is a common objective functional in topology optimization, leading to the so-called minimum compliance problem [6] . If the body forces are zero and the surface tractions are fixed, a reduction of −I ext * with respect to a set of design variables corresponds to a reduction of the displacements in the direction of the forces and hence a maximization of the stiffness. Moreover, if the Dirichlet boundary conditions are homogeneous, the total potential energy is equal to one half the potential of the external forces
and a maximization of the potential energy is equivalent to a minimization of −I ext * .
To improve the stiffness of a structure, we exploit this equivalence and maximize the potential energy with respect to a set of design variables that control the shape of the boundary. An advantage of the potential energy compared to the direct use of the (negative) potential of the external forces as an objective functional is that the computation of the discrete sensitivities is less expensive since, as shown by eq. (13), the implicit dependency of the displacements on the node positions drops out. The discrete shape optimization problem including the energy constraint reads
where x d is a column vector that contains the design variables. The energy constraint allows to control the admissible shape change of the design by varying the upper limitÎ max of the fictitious energyÎ h * . Additional equality and inequality constraints h * * i = 0, g * * j ≤ 0 describe design restrictions, as for instance a constant volume or given stress limits.
So far, a star added as a superscript indicates the consideration of the implicit relation between the node points and the displacements determined by the mechanical equilibrium condition. The double star signifies that a second equilibrium condition is incorporated that determines the relation between the design variables x d and all so-called controlled node coordinates x c that are neither fixed nor assigned to the design variables. All interior nodes, for instance, are assigned to the controlled node coordinates x c since they have only a very small influence on the potential energy, which is only caused by the discretization error. But fixing all interior nodes would only allow for extremely small geometry changes. To overcome this conflict of objectives, it is a common practice in shape optimization to define a design velocity field that relates the "motion" of the interior nodes to that of the design variables, see e.g. [21, 33] . In this contribution, the controlled node coordinates x c are determined as the minimizers of the fictitious energy 
Since the fictitious energy is a nonlinear counterpart to a mechanical energy, this approach corresponds to a nonlinear version of the boundary displacement method introduced in [32] . The necessary condition for a minimum of the energy with respect to the controlled node coordinates
can be interpreted as a fictitious equilibrium condition. To indicate that one or both implicit relations defined by the mechanical and fictitious equilibrium condition are incorporated, we add one or two stars as a superscript, i.e. Note that the fictitious energy constraint in the definition of the shape optimization problem (18) sets an upper limit for the energy in the state of fictitious equilibrium. This fact plays an important role for the regularizing effect of the energy constraint, which is explained after the definition of the fictitious energy presented next.
Fictitious Energies
In analogy to nonlinear hyperelasticity, the definitions of the fictitious energies are based on an objective strain measure. Using scalar invariants of this objective strain measure, we introduce a local energy that can be interpreted as a fictitious counterpart to the specific free energy. Then, to define the global energies, we perform either a summation of the local energy evaluated at discrete points or an integration of the local energy over the initial design. The first approach yields a purely discrete fictitious energy designed for r-adaptivity and the second approach an energy for shape optimization that has really the character of a discrete total strain energy.
We start with a brief description of the kinematics, illustrated in Figure 1 , that in principle corresponds to an ALE kinematics, see e.g. [1, 5] , with the exception that a third (spatial) configuration is not existent since the mechanical problem is based on the linear theory. In addition to the current discrete domain B h used for the analysis of the mechanical problem, we introduce a fixed reference configurationB that corresponds to the initial mesh and design, respectively. Note that Figure 1 refers to the shape optimization since the continuous domains corresponding to B h andB h do not coincide. Using a standard isoparametric finite element formulation for the large strain theory, see e.g. [17, 31], we introduce the C 0 -continuous deformation mapping φ h :B h → B h . The basic kinematic quantity for the definition of the fictitious energies is the gradient of this deformation mapping with respect to the coordinates of the initial mesh, which can be computed within each element using
