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Résumé  
 
 Des sons émotionnels furent présentés comme stimuli cibles lors d'une tâche auditive de 
type oddball. Les effets acoustiques furent départagés des effets émotionnels à l'aide d'une tâche 
contrôle similaire utilisant une version brouillée des sons originaux et dépourvue de propriétés 
émotionnelles. Les résultats du oddball émotionnel qui ont différé du oddball contrôle ont montré 
des effets de valence inversés dans les composantes électrophysiologiques P2 et P300; la valence 
négative ayant une amplitude plus grande dans la fenêtre de 130-270ms mais moins intense autour 
de 290-460ms, lorsque comparée aux valences positives et neutres. Les résultats P2 peuvent être 
interprétés comme une mobilisation attentionnelle précoce privilégiant les stimuli potentiellement 
dangereux, tandis que les résultats de la P300 pourrait indiquer une évaluation moins détaillée de 
ces stimuli. 
 
Mot-clés: émotions, sons, potentiels évoqués, EEG, biais de négativité, oddball, P300, 
composante positive tardive 
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Abstract  
 
 In an auditory oddball task, negatively (disgust) and positively (laughter) valenced sounds 
were presented as rare targets. To disentangle acoustic effects from emotional ones, a control 
oddball was conceived with a non-emotional scrambled version of the original target sounds as rare 
targets. Results from the emotional oddball that differed from the control oddball showed an 
inverse effect of valence in the P2 and P300 range, with negative valence having higher mean 
amplitude values in the 130-270ms range, but lower values in the 290-460 range when compared to 
ERPs elicited by positive and neutral valence. The P2 results are interpreted as early mobilization 
of attentional resources towards potentially threatening stimuli, while the P300 results could reflect 
less detailed evaluation of such stimuli. 
 
Keywords: emotion, sounds, event-related potentials, EEG, negativity bias, oddball, P300, 
late positive component 
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AVANT-PROPOS 
 
 Percevoir et reconnaître les signaux émotionnels qui nous entourent est d'une 
importance capitale dans la vie en général, et dans le fonctionnement social en particulier 
(Russell et al., 2003; Scherer, 1986, 2003 ). Pouvoir correctement identifier les évènements 
potentiellement bénéfiques ou nocifs dans son environnement immédiat permet de 
répondre adéquatement aux situations.  
 Bien que l'importance de la reconnaissance émotionnelle soit indéniable, ses 
processus sous-jacents sont encore relativement méconnus, particulièrement du point de 
vue du système auditif. Dans ce domaine, la majorité des connaissances accumulées l'ont 
été à partir de protocoles expérimentaux utilisant des stimuli visuels (Olofsson et al, 2008). 
Ce fait pourrait être attribuable à l'intérêt accru dû à la primauté du système visuel dans le 
cerveau, ainsi qu'à divers problèmes méthodologiques rendant laborieux l'étude des 
processus affectifs sous l'angle des autres systèmes sensoriels. Ce dernier point s'applique 
particulièrement bien au système auditif (voir Aeschlimann, 2008). Plus particulièrement, 
les études utilisant des sons émotionnels ont  pour défi de départager les propriétés 
émotionnelles des caractéristiques acoustiques de ces stimuli. L'utilisation de sons pour 
étudier les processus affectifs étant relativement récente, la plupart des études n'ont pas à 
ce jour contrôlé systématiquement l'effet des propriétés acoustiques sur leurs données. Par 
conséquent, ce projet a été élaboré avec le souci de  départager  l'effet des propriétés 
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acoustiques et émotionnels sur nos résultats. 
 En guise d'introduction à la description du projet et des résultats contenus dans 
l'article soumis à la revue spécialisée Neuroreport, les chapitres qui précèdent cet article 
fourniront des connaissances de base sur les émotions (section 1.1), le traitement auditif 
(section 1.2) et l'électrophysiologie des émotions (section 1.3)
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1. CONTEXTE THÉORIQUE 
  1.1  ÉMOTIONS 
 1.1.1 Historique des théories des émotions 
 Darwin, en 1872, définissait une émotion comme étant un mécanisme favorisant la 
survie de l'espèce humaine en facilitant les comportements l'amenant à s'éloigner du danger 
ou à satisfaire ses besoins essentiels. Dans ce cadre, les émotions auraient été sélectionnées 
au cours de l'évolution pour produire un ensemble de réponses physiologiques associées à 
des comportements qui auraient favorisés la survie des espèces.   Cette conception 
d'approche-évitement serait commune à tout le règne animal, et ce modèle est encore de 
mise dans la littérature biologique et éthologique ( Mendoza et al., 2001).  
 À une époque contemporaine à Darwin, du côté de la psychologie, William James 
émettait sa propre théorie des émotions.  Cette dernière postulait qu'un état émotionnel 
subjectif se produisait en réponse à des modifications physiologiques survenues dans le 
corps, à l'inverse du sens commun qui  avançait que l'émotion précédait la réponse 
physiologique suite à un événement (James, 1884). Cette théorie fut remise en cause au 
début du XXe siècle par les travaux de deux théoriciens, Walter Cannon et Phillip Bard 
(Bard, 1934, Cannon, 1927). En effet, Cannon constata que les animaux et les humains 
ayant perdu toute sensation corporelle à cause de dommages à la moelle épinière 
conservaient néanmoins des expressions émotionnelles faciales. De plus, ses patients 
humains rapportaient toujours ressentir des émotions, sans diminution de l'intensité de 
l'affect. Selon la théorie de William James, une perte sensorielle quelconque aurait dû 
contribuer à une diminution, voire une perte de l'expérience affective. Au delà de la 
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réfutation de la théorie de James, Cannon croyait que les structures sous-corticales étaient 
cruciales pour le fonctionnement émotionnel. Celles-ci, par l'entremise du thalamus, 
informeraient simultanément les structures néocorticales et le système nerveux 
périphérique (SNP). Il attribuait au néocortex l'expérience affective consciente, et au SNP 
les réponses physiologiques associées (Ledoux et al., 1986).  
 Plus tard, Papez (1937) élargit ce réseau de structures cérébrales associées au 
traitement émotionnel, dans un modèle fonctionnel hiérarchisé  qui fut par après dénommé 
le circuit de Papez. Ce réseau reprit les structures identifiées auparavant par Cannon, Bard 
et Broca. Papez suggéra l'existence d'un système dédié aux émotions sur la paroi médiane 
du cerveau, qui relie le cortex à l'hypothalamus. L'hypothalamus contrôlerait l'expression 
des émotions, et le cortex cingulaire serait impliqué dans l'expérience émotionnelle 
subjective. Le cortex cingulaire influerait l'hypothalamus par l'entremise du fornix et de 
l'hippocampe, alors que l'hypothalamus agirait sur le cortex cingulaire par l'entremise du 
thalamus antérieur. Ce réseau de structures, par sa similarité avec les éléments décrits par 
Broca vers la fin du XIXe siècle, a été dénommé système limbique. Plusieurs structures ont 
été retranchées et ajoutées à ce système, au fil des découvertes.  
 En 1952, MacLean  proposa que le système limbique faisait partie d'une des trois 
parties fonctionnelles primaires du cerveau. Selon a théorie, ces trois parties seraient le 
cerveau reptilien, paléomammalien et néomammalien, qui se seraient développées dans cet 
ordre durant l'évolution de l'espèce. Le cerveau reptilien serait responsable des 
comportements stéréotypés et réflexes, tandis que le cerveau paléomammalien (où se situe 
le système limbique) permettrait les comportements sociaux et les émotions qui viennent 
avec. La troisième partie, le cerveau néomammalien, aurait donné la faculté aux animaux 
supérieurs et, en particulier à l'homme, la faculté de réfléchir et de raisonner grâce au 
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néocortex. Cette notion que les processus cognitifs et émotifs seraient des entités 
psychologiques distinctes peut être retracée à Descartes (Damasio, 1994). MacLean fut un 
des premiers à organiser cette séparation de ces deux fonctions psychologiques en un 
modèle hiérarchique postulant des substrats neurologiques différents (1949, 1952). 
Toutefois, cette distinction s'est avérée inexacte, avec l'accumulation de preuves que 
plusieurs régions néocorticales sont en fait cruciales pour le fonctionnement affectif 
(Bechara et al., 2000, Bush et al., 2000, Phillips et al., 1997, 1998). Voyons maintenant les 
approches théoriques qui sont de mise de nos jours dans la recherche sur les émotions. 
 
 1.1.2. Approches modernes  
Plusieurs classifications des variables émotionnelles persistent à ce jour. Elles 
s’inséreraient  dans un cadre conceptuel impliquant six composantes (Ellsworth et al, 2003,  
Niedenthal et al., 2006, Scherer, 2005) : (a) l’évaluation de situations, (b) les changements 
psychophysiologiques (sensations corporelles), (c) les expressions motrices (visage, voix, 
gestes), (d) la préparation à l’action, (e) les expériences subjectives (sentiments) et (f) la 
régulation émotionnelle. 
Ce modèle décrit de manière holistique tout processus cognitif, sensoriel, moteur, 
physiologique et affectif pouvant être modulé par une émotion. Voyons donc maintenant 
quelle seraient les variables émotionnelles spécifiques qui peuvent moduler les 
composantes mentionnées ci-dessus. Ces caractéristiques peuvent être considérées selon 
deux systèmes de classifications : l’approche catégorielle et l’approche dimensionnelle des 
émotions. 
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 1.1.2.1 Approche catégorielle 
Cette approche postule l’existence de catégories d'émotions primaires propres à 
l’espèce humaine, dont la plus connue est celle des six émotions primaires d'Ekman 
(1982). Ces émotions seraient la peur, la colère, le dégout, la tristesse, la surprise et la joie. 
Le fondement biologique de ces émotions est démontré par le fait que leur expression 
faciale est identique dans toutes les cultures (Ekman, 1992, Izard, 1971).  Plusieurs 
recherches en neurosciences tentent donc de découvrir les structures  cérébrales qui 
seraient propres à chaque émotion primaire. 
 
 1.1.2.2 Approche dimensionnelle 
 Toutefois, une grande partie de la recherche dans le domaine des émotions utilise 
le modèle bidimensionnel des émotions (Yik et al, 1999). Ce modèle postule que les 
processus émotionnels sont composés de deux variables fondamentales; soit la valence  et 
l'intensité émotionnelle (Russell et al., 1980; Lang et al., 1999; Anderson et al., 2003).  
La valence est considérée comme étant l'évaluation positive, négative ou neutre 
d'un événement. Cette variable traduirait l'aspect évolutif d'approche et évitement, 
observée dans tout le monde animal (Mendoza et al., 2001). L'intensité émotionnelle, quant 
à elle, indique le degré d'activation psychologique et physiologique vécue en relation à un 
événement. Ainsi, deux évènements à valence positive ou négative  peuvent se distinguer 
par leur intensité émotionnelle. Par exemple, la mélancolie serait un exemple d'une 
émotion à valence moins intense que la tristesse ou la dépression. Ces deux variables sont 
typiquement mesurée sur une échelle continue, la plus connue étant la Self-Assesment 
Manikin (Lang et al., 1980, Lang et al., 1994). La figure 1.1 montre une échelle de ce type 
utilisée pour mesurer la valence et l'intensité émotionnelle.  
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Ces deux caractéristiques émotionnelles ne sont toutefois pas complètement 
indépendantes l'une de l'autre et leur relation s'exprime graphiquement par une sorte de 
boomerang  (Aeschlimann et al., 2008, voir aussi figure 1.1). Autrement dit, les scores 
extrêmes aux deux pôles de valence sont généralement cotés comme étant très intenses 
tandis que les scores se rapprochant de la valence neutre sont généralement cotés de 
manière moins intense. Cette règle n'est toutefois pas absolue car de manière générale, les 
émotions à valence négative ont tendance à être cotées plus intenses que les émotions à 
valence positive (Fischler et al, 2006).  
Typiquement, les études ne font varier qu'une seule des deux variables affectives 
afin d'émettre des inférences sur la variable émotionnelle cible. À cet égard, il convient 
d'ajouter que certains auteurs suggèrent l'ajout d'autres variables au modèle 
bidimensionnel, comme par exemple l'imprévisibilité et le sentiment de contrôle ou de 
dominance (Fontaine et al., 2007). Néanmoins, même les tenants d'une approche  
multidimensionnelle considèrent  la valence et l'intensité comme des caractéristiques 
fondamentales du fonctionnement émotionnel sur le plan psychologique, et ces dernières 
restent les variables les plus utilisées dans les recherches sur les processus affectifs (Yik et 
al., 1999).  Les autres variables reliées aux émotions peuvent être prises en compte ou non, 
selon la composante émotionnelle à l'étude ou le protocole utilisé (Fontaine et al., 2007). 
 
 1.1.3 Neurobiologie des émotions 
À l'instar des modèles catégoriels et dimensionnels des émotions, une question qui 
hante le monde des neurosciences affectives est celle de la généralité ou de la spécificité 
des réseaux émotionnels. Le défi serait de savoir si certaines structures seraient impliquées 
dans tout traitement émotionnel (traitement général) ou si chaque émotion ou fonction 
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émotionnelle possèderait son réseau propre (traitement spécifique) (voir Murphy et al., 
2003 pour une discussion). Les deux sections suivantes fourniront un bref survol de l''état 
des connaissances des neurosciences affectives sous l'angle de chaque approche.  
 
 1.1.3.1 Traitement général 
 Plusieurs structures précises, affectées de manière générale par la valence ou 
l'intensité émotionnelle, ont été identifiées au cours des dernières années.  
Par exemple, le traitement de la valence a pu être associé au cortex orbito-frontal 
(Lewis et al, 2007), préfrontal ventral  médian et dorsolatéral, (Grimm et al, 2006) et à 
l'amygdale (Phan et al, 2004). Certains modèles théoriques, basés principalement sur des 
résultats d'études lésionnelles (Heilman et al., 1975, 1984, Ross et al., 1979, Ross, 1981, 
Tompkins et al., 1985, Tucker et al., 1977), ont également postulé une spécialisation 
hémisphérique pour le traitement de chaque valence (Davidson, 1984). Selon ces modèles, 
l'hémisphère droit serait spécialisé pour le traitement de la valence négative, et le gauche 
pour la valence positive.  
L’intensité émotionnelle a quant à elle pu être associée à l'amygdale (Lewis et al, 
2007, Gainotti et al., 1993, Williams et al., 2001 ), au cortex préfrontal ventral  latéral et au 
cortex préfrontal médian dorsal  (Grimm et al 2006). De plus, l'intensité émotionnelle 
semblerait hausser le niveau général d'activation cérébrale, et ce, particulièrement dans les 
aires sensorielles primaires et secondaires associées à la modalité de stimulation (Murphy 
et al., 2003, Lang et al., 1998, pour les effets sur les aires visuelles, Ethofer et al., 2006b 
sur les aires auditives secondaires). Certains théoriciens ont noté une prééminence de 
l'hémisphère droit pour le traitement d'émotions particulièrement intenses de valence 
négative (Adolphs et al., 1999), mais cette conception a été contestée par une revue de 
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littérature plus récente (Murphy et al., 2003). 
 Le cortex antérieur cingulaire , le pôle du cortex temporal, l'insula, l'hypothalamus, le 
noyau accumbens, ainsi que les noyaux gris centraux sont également des structures qui ont été 
associées au fonctionnement émotionnel en général (voir Barbas, 2007, Phan et al, 2004, Heimer et 
al., 2006, Murphy et al., 2003. Plusieurs études ont également noté des activations du cervelet lors 
de tâches impliquant le visionnement d'images émotionnelles (Beauregard et al., 2001, Davis et al., 
2001, Lane et al., 1997, Paradiso et al., 1999). 
 
 1.1.3.2 Traitement spécifique   
Plusieurs études prennent pour objectif d'identifier les structures associées à une 
émotion distincte, plutôt qu'à des fonctions psychologiques générales.  
Les aires les plus fortement associées à une émotion primaire spécifique sont  
l’amygdale pour la peur (Phelps , 2006, Adolphs, 2002), l’insula, les ganglions de la base 
pour le dégoût (Adolphs, 2002, Murphy etl al., 2003), les noyaux gris centraux et le 
septum pour le plaisir (Simonov et al., 1986, Phan et al., 2002) et le sulcus temporal 
supérieur droit (Grandjean et al., 2005), le cortex préfrontal droit, cingulaire antérieur 
(Adolphs 2002), orbito-frontal (Adolphs et al., 2002 Murphy et al., 2003)  et les ganglions 
de la base (Calder et al., 2001,  Lawrence et al., 2002) pour la colère. La neurobiologie de 
la  surprise, par contre, reste encore relativement méconnue (Murphy et al., 2003).  
Voyons maintenant comment fonctionne le système auditif. 
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 1.2 TRAITEMENT AUDITIF 
 1.2.1 Propriétés physiques d'un son 
 Une onde sonore est caractérisée par sa fréquence, son amplitude et sa durée (Firszt 
et al, 2006, Boatman et al., 2006). Ces caractéristiques sont captées et traitées par le 
système auditif pour reconstruire notre environnement sonore. 
 La fréquence est considérée comme le ratio de cycles par secondes d'une onde 
sonore et se mesure en Hertz (Hz). Perceptuellement, l'information fréquentielle est liée à 
la hauteur tonale d'un son. L'amplitude d'une onde sonore, quant à elle, est la grandeur de 
l'onde en décibels (dB) et a un impact direct sur l'intensité perçue d'un son. La phase 
temporelle d'un son est tout simplement le comportement de la fréquence et de l'amplitude 
dans le temps, et est mesurée en millisecondes (ms) ou en secondes (s) (Boatman, 2006).  
 Chacune de ces caractéristiques acoustiques peut être simple ou complexe et peut 
interagir avec les deux autres afin de donner des variables perceptives plus ou moins 
complexes. Les tons purs sont un exemple de stimuli sonores simples, car ils ne sont 
constitués que d'une seule composante fréquentielle qui ne varie pas dans le temps ni dans 
son amplitude (Boatman et al., 2006). Ce type de son est toutefois peu représentatif de 
notre réalité perceptive car les sons environnementaux et les sons vocaux que nous 
entendons quotidiennement sont beaucoup plus complexes. Les sons vocaux, par exemple, 
contiennent plusieurs composantes fréquentielles différentes qui varient dans le temps et 
dans leur intensité.  
 Voyons maintenant comment le système auditif capte et traite les caractéristiques 
acoustiques de base afin de former ces percepts auditifs complexes, tels que la 
reconnaissance d'une voix humaine ou la reconnaissance d'une émotion. 
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1.2.2 Neuroanatomie du système auditif1 
 Le système auditif peut être subdivisé en système périphérique et central. Il est 
composé de faisceaux ascendants et descendants qui relient l'oreille externe au cortex 
cérébral (Boatman et al., 2006).  
 
1.2.2.1 Système auditif périphérique 
 Le système périphérique auditif comprend l'oreille externe, médiane et interne. 
L'oreille externe capte les ondes sonores par le pavillon et le canal auditif, et les amène à se 
projetter sur la membrane tympanique. Cette dernière transmet la vibration à trois petits 
osselets, qui enclenchent la transmission mécanique du message de l'oreille médiane à 
l'oreille interne. Ces os exercent une pression caractéristique à l'onde sonore sur la fenêtre 
ovale, qui induira le mouvement du liquide lymphatique, qui à son tour fera bouger la 
membrane basilaire de la cochlée dans l'oreille interne. Des cellules ciliées, situées sur 
cette membrane, sont organisées de manière tonotopique et transforme le signal mécanique 
en information nerveuse en l'envoyant dans le nerf auditif. À partir du nerf auditif, l'on 
quitte le système auditif périphérique pour pénétrer  dans le système auditif central. 
 
1.2.3.2 Système auditif central 
Le système auditif central se divise en trois structures majeures; le tronc cérébral, le 
thalamus et le cortex. 
  Dans le tronc cérébral, le signal parcours les noyaux cochléaires, les collicules 
inférieurs, transite par le corps genouillé médian du thalamus, pour ensuite atteindre les 
                                                            
1 Cette section est basée sur  Boatman et al., 2006 
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cortex auditifs primaire et secondaire. L'aire auditive primaire (A1) se trouve dans le gyrus 
de Heschl et est située sur la partie postérieure du planum supratemporal dans les deux 
hémisphères (Brugge et al., 1985; de Ribaupierre, 1997). Les régions temporales qui 
ceinturent  A1 constituent le cortex auditif secondaire (Galaburda et al., 1983). La figure 
2.1 illustre ces structures . 
 
 1.2.3 Neuroanatomie fonctionnelle du système auditif 
  1.2.3.1 Psychoacoustique élémentaire 
 Fonctionnellement, l'information fréquentielle et temporelle est organisée de 
manière tonotopique et périodotopique tout au long des voies auditives, des régions sous-
corticales aux régions corticales (Lauter et al., 1985, Griffiths et al, 2001, Langner et al., 
1997). Alors que les structures du tronc cérébral seraient essentielles notamment pour la 
localisation spatiale (Heffner et al., 1989) ainsi que pour la transmission des informations 
acoustiques de base (Friszt et al., 2006), l'intégration de ces caractéristiques s'effectueraient 
à partir du thalamus et de l'aire auditive primaire (Boatman et al., 2006). C'est dans les 
régions  auditives primaires et secondaires que s'effectue le traitement auditif de haut 
niveau, notamment la reconnaissance vocale qui englobe le traitement linguistique et 
paralinguistique (Konig et al., 2005).  
  1.2.3.2 Reconnaissance vocale 
 Dans une étude d'imagerie utilisant des sons vocaux linguistiques (mots, phrases) et 
non-linguistiques (rires, soupirs, toussements), Belin et al. (2000) ont identifié les régions 
bilatérales se situant sur la surface supérieure du sulcus temporal supérieur comme étant 
spécifiquement activées par la voix humaine. Ces régions ne répondaient pas à d'autres 
sons humains comme des claquements de doigts, des cris d'animaux, des sons 
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environnementaux et divers sons contrôlant pour les caractéristiques acoustiques de base.  
 Bien que la perception vocale ne semble pas clairement latéralisée,  les aspects 
linguistiques et paralinguistiques d'un message vocal semblent l'être (Ethofer et al., 2006b, 
Lindell, 2006). 
 
 1.2.3.3 Fonctions linguistiques et paralinguistiques 
 Les fonctions linguistiques impliquent les processus nécessaires à la 
compréhension de l'aspect verbal et sémantique d'un message. Les fonctions 
paralinguistiques, quant à elles, concernent les éléments non-verbaux de la communication 
utilisés pour modifier le sens d'un message. Dans la modalité vocale, elles concernent la 
variation de la hauteur tonale, de l'intensité sonore  et de l'intonation de la voix (Banse et 
al., 1996).  
 La prosodie, considérée comme le véhicule principal de l'information émotionnelle 
auditive (Wildrgruber et al., 2006), s'insère dans les processus paralinguistiques. Cette 
dernière serait constituée de variations d'intonation, de rythme et de timbre vocal (Lehiste, 
1970;  Murray and Arnott, 1993; Banse and Scherer, 1996; Cutler et al., 1997; 
Bachorowski and Owren, 2003; Sidtis and Van-Lancker-Sidtis, 2003; Scherer et al., 2003 ). 
Il faut toutefois distinguer la prosodie linguistique, qui aide à la compréhension lexicale et 
sémantique d'un message, de la prosodie émotionnelle (Firszt et al., 2006).  Des études 
lésionnelles (Blonder et al., 1991, Bowers et al., 1987., Borod et al., 2002) ainsi que 
d'imagerie cérébrale (Ethofer et al., 2006, Wiethoff et al., 2008) ont démontré une 
supériorité de l'hémisphère droit dans le traitement de la prosodie émotionnelle, tandis que 
les processus linguistiques sont bien connus pour leur recrutement préférentiel de 
l'hémisphère gauche (Thierry et al., 2003, Lewis et al., 2004, Belin et al., 2000). 
12 
 
 Hormis ces considérations topographiques, une autre question cruciale consiste en 
la séquence temporelle du traitement cérébral des phénomènes émotionnels.  Les 
instruments électrophysiologiques, tel l'électroencéphalogramme (EEG), connus pour leur 
sensibilité temporelle, peuvent aider à éclairer cette question.  
 
 1.3 – ÉLÉCTROPHYISOLOGIE DES ÉMOTIONS 
  1.3.1 EEG : introduction 
 La sensibilité temporelle de l'EEG en fait une des méthodes d'enregistrement de 
l'activité cérébrale les plus prisées en neurosciences (Birbaumer et al., 1990). Une des 
façons les plus courantes d’analyser les données EEG est la méthode de potentiels évoqués 
(PÉ) (Luck, 2005). Cette méthode consiste en l’identification dans un ensemble de données 
de « composantes » de PÉ qui se distinguent du bruit, après un moyennage des essais liés à 
une condition expérimentale donnée. Ces composantes PÉ sont caractérisées par leur 
polarité, leur latence,  leur amplitude et leur topographie. Ces valeurs seraient intimement 
liées à une fonction psychologique sous-jacente, qui serait déductible grâce au protocole 
expérimental utilisé (Luck, 2005). Un PÉ peut être considéré sur le plan 
neurophysiologique comme la sommation des potentiels post-synaptiques de populations 
neuronales engagés par une tâche expérimentale. La grandeur de l’amplitude d’un PÉ 
serait directement lié au nombre de neurones déchargeant selon la même orientation. La 
topographie du signal serait tributaire des multiples dipôles orientés selon l’anatomie 
gyrale et sulcale des structures corticales ou sous-corticales activées par la tâche requise 
(Nunez et al., 2006). Démêler la provenance de ces signaux est un problème complexe, et 
la sensibilité spatiale constitue la principale faiblesse de cette méthode (Nunez et al., 
2006). La latence des composantes de PÉs est, avec l’amplitude, l’information la plus 
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pertinente fournie par l’EEG. Ainsi, le traitement cérébral d’un phénomène quelconque 
peut être étudié sous l’angle de sa séquence temporelle. Cela permet de mettre de l'ordre 
dans la pléiade de fonctions sensorielles, cognitives et affectives qui surviennent de 
manière séquentielle et parallèle lors du traitement d’un stimulus. 
  Les composantes de PÉ ont permis d'identifier, à ce jour, des composantes 
relativement précoces (0-200ms) liées au traitement sensoriel et perceptif, ainsi que des 
composantes liées au traitement cognitif (200ms+).  Il existe une nomenclature identifiant 
les composantes selon leur polarité  (et débutent alors par un P pour positif ou N pour 
négatif), selon leur ordre d'apparition par polarité (le P ou le N est alors suivit d'un 1 pour 
la première composante positive, 2 pour la deuxième, etc.) ou par la latence moyenne à 
laquelle elles surviennent (le P ou le N est alors suivit d'un 50 ou d'un 100 si l'amplitude se 
situe autour de ces latences). 
 Voyons maintenant plus en détail ce que les études électrophysiologiques ont 
observé concernant les modulations de PÉ classiques à l’aide de stimuli émotionnels. 
Comme le domaine est beaucoup plus avancé du point de vue des études utilisant des 
paradigmes visuels, la revue de littérature d'Olofsson et al. (2008) servira de point de 
départ à la section  portant sur les paradigmes auditifs. 
 
 1.3.2. Études EEG des émotions: études visuelles 
 Études visuelles 
 Dans leur revue de la littérature sur les études de PÉs utilisant des images 
émotionnelles, Olofsson et al.,(2008) ont observé l'effet de la valence, de l'intensité 
émotionnelle, mais aussi des conditions d'enregistrements, des facteurs liés aux stimuli et à 
la tâche sur les composantes PÉs. Ils ont noté des effets propres à chaque variable 
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émotionnelle autant dans les tranches PÉ précoces (100-200ms), moyennes (200-300ms), 
que tardives (300ms+). La constance des effets affectifs sur les PÉs est d'autant plus 
remarquable étant donné la grande disparité des études sur le plan méthodologique. Les 
auteurs notent une certaine tendance de la valence à influencer les processus cérébraux 
légèrement plus tôt que l'intensité émotionnelle, mais cette tendance est relativement 
minime. 
 1.3.2.1 Latences courtes   (100-200ms) 
 Cette tranche temporelle comprend des PÉs qui sont sensibles aux caractéristiques 
physiques d'un stimulus, ainsi qu'à l'attention sélective, notamment la P1 et la N1 
(Olofsson et al., 2008). La  composante P1 (≈100-150ms) semble être sensible à la valence 
d'une image, particulièrement à la valence négative qui semblerait moduler l'amplitude de 
la P1 vers le haut dans les sites occipitaux (Smith et la., 2003, Carretié et al., 2004a,b), 
occipitaux-pariétaux (Delplanque et al., 2004) et frontaux (Carretié et al., 2006). 
L'amplitude accrue de la P1 en réponse aux stimuli négatifs a été interprétée sous l'angle de 
la capacité de ces stimuli à capter l'attention tôt dans la chaîne de traitements perceptifs, 
tandis que les différences de topographies des effets ont été attribuées à des différences 
méthodologiques (Carretié et al., 2006).  
 L'intensité émotionnelle, quant à elle, commencerait à avoir des effets observables 
autour de 150ms et plus.  Dans ce cadre, il a été observé que des images négatives très 
intenses résistaient à l'habituation dans la N1 visuelle, comparé aux stimuli d'autres 
valences et intensité (Carretié et al., 2003). 
 1.3.2.2 Latences médianes   (200-300ms)  
 Cette tranche temporelle reflèterait  des processus de discrimination sensorielle et 
de sélection de la réponse (Di Russo et al., 2006).  Dans cette fenêtre de latence, l'intensité 
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émotionnelle a montré sa capacité à moduler une composante dénommée « Early posterior 
negativity » ou négativité précoce postérieure , qui elle-même reflèterait l'attention 
sélective ''naturelle'' (ou non influencée par un choix attentionel conscient et guidé) 
(Schupp et al., 2003a,b, 2004a,b), 2006a,b). Cette modulation de l'intensité dans cette 
composante fronto-centrale serait indépendante de la valence (Schupp et al., 2003a). 
 La valence, quant à elle, semble également affecter la composante N2, qui serait 
une négativité semblable à la EPN (Olofsson et al., 2008).  
 Dans cette fenêtre temporelle, des modulations affectives de la composante positive 
P2 ont également été observées, mais principalement avec des montages référencés aux 
oreilles ou aux mastoïdes. Ce PÉ serait particulièrement sensible aux différences 
temporelles induites par le traitement différentiel des variables affectives (Amrhein et al., 
2004, Carretié et al., 2001a,b, 2004a,b, Cuthbert et al., 2000, Olofsson et al., 2007). 
 1.3.2.3 Latences longues   (300ms+)  
 La période de 300-700ms se compose de la composante P300 et d'une onde positive 
lente (OPL) subséquente. Ces composantes sont souvent observées à l'aide d'un protocole 
de type oddball, dans lequel une réponse explicite ou implicite est requise en réponse à des 
stimuli cibles rares insérés dans une séquence de stimuli distracteurs fréquents. La P300 
peut être subdivisée en P3a ou en P3b selon qu'elle indexe les processus attentionels ou de 
stockage en mémoire, respectivement (Polich et al., 2007). L'OPL reflèterait les processus 
liés à la mémoire de travail (Azizian et al., 2007, Mecklinger et al., 1996). La P300 et 
l'OPL sont parfois confondues dans le terme « late positive potential » ou potentiel positif 
tardif (PPT) qui dénoterait toute positivité survenant dans la tranche 300-700ms. 
 Les facteurs déterminants de l'amplitude de la P300 sont l'importance de la tâche, la 
motivation, le niveau d'activation physiologique ou psychologique (i.e. l'intensité 
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émotionnelle), et le nombre de ressource attentionelles disponibles. Les effets des variables 
affectives sur ce PÉ ont souvent une topographie pariétale, ce qui suggère que l'intensité 
émotionnelle affecte les structures engagés normalement par le traitement des stimuli 
cibles (Sabatinelli et al., 2007). La P300 est également affectée par la valence, lorsque le 
niveau d'intensité est contrôlé (Cano et al. 2009, Conroy et al, 2007, Rozenkrants et al., 
2007). La valence semblerait avoir un effet différent sur la composante P3a reliée aux 
stimuli rares distracteurs, et la composante P3b reliée aux stimuli rare cibles, 
respectivement. Les stimuli négatifs et positifs semblent avoir une plus grande amplitude 
aux électrodes fronto-centrales pour la P3a lorsque comparés aux neutres (Delplanque et 
al., 2005), tandis que les stimuli à valence positive sembleraient évoquer des amplitudes 
plus grandes que les stimuli à valence négative pour la P3b (Carretié et al., 2006, 
Delplanque et al., 2004). Une intégration théorique de ces différences d'amplitude selon la 
valence et le traitement de stimuli rares cibles et non-cibles n'a pas encore vu le jour, 
notamment dû à l'inconsistances des résultats sur la P3a (Amrhein et al., 2004, Codispoti et 
al., 2006a, b, Cuthbert et al., 2000). 
 L'OPL, quant à elle, aurait une topographie centro-pariétale et serait 
particulièrement sensible à l'intensité émotionnelle, qui influerait dans cette tranche 
temporelle (300-900ms) sur la consolidation d'items pertinents en mémoire (Palomba et al., 
2007. Son amplitude serait corrélée à une bonne reconnaissance lors de tâches impliquant 
le rappel d'items en mémoire (Dolcos et al., 2002). 
 
 1.3.3  Études EEG des émotions: études auditives 
 Nous avons donc pu constater, dans la section précédente, que les processus 
affectifs modulent très tôt les processus cognitifs, notamment par le biais de processus 
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attentionnels accrus dès les premières composantes sensorielles. Ce biais attentif se 
poursuit au delà de ces composantes précoces (P1 et N1), pour également affecter les 
processus discriminatifs (EPN, N2, P2), ainsi que la mémoire de travail (P3b) et à long-
terme (OPL). Voyons maintenant ce qu'il en est dans les études utilisant des sons variant 
dans leur niveau de valence et d'intensité. Le tableau 2.1 fournit un résumé des études de 
PÉ ayant utilisé de tels protocoles. 
 Ce que l'on constate par l'inspection de ce tableau, c'est que, à l'instar des stimuli 
visuels, les stimuli affectifs auditifs modulent autant les composantes précoces (N1; 
Alexandrov et al., 2007), médianes (N2, Thierry et al., 2007), que tardives (P3, Alexandrov 
et al., 2007; P3a; Czigler et al., 2007, Goydke et al., 2004, Thierry et al., 2007, Wamback et 
al., 2004, N300; Bostanov et al., 2004, N400; Wamback et al., 2004). La N1 est 
typiquement obtenue dans tout protocole de stimulation auditive (Näätänen et al, 1987), 
tandis que la N2 auditive est une négativité obtenue dans des tâches de discrimination 
sonore et requiert une attention soutenue (Näätänen et al, 2007).  La P300, quant à elle, est 
censée refléter la comparaison de deux stimuli en mémoire de travail, et est obtenue 
lorsqu’un de ces deux stimuli est présenté fréquemment (son standard) et l’autre rarement 
(son déviant). Le protocole permettant d’évoquer la P300 est dénommé oddball (Polich, 
2007). La latence de la P300 reflèterait le temps de catégorisation du stimulus, ce qui rend 
cette composante très utile pour les études cognitives  (Verleger, 1997). Comme mentionné 
dans une section précédente, la P300 peut être décomposée en P3a et P3b, lorsque l'on 
utilise deux stimuli ou deux catégories de stimuli rares dans la tâche oddball (Polich et al., 
2007). Les stimuli non-cibles rares reflèteraient les processus attentionnels automatiques et 
seraient indexés par la P3a, tandis que les stimuli cibles rares seraient liés aux processus de 
mémoire de travail et seraient reliés à la P3b. 
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 Ce qui ressort également du tableau 2.1 est que malgré le fait que la totalité des 
études rapportées  ont utilisé différentes variantes de protocoles oddball, aucune n'a mise 
l'emphase sur la composante P3b dans ces études.  
  
 
2. OBJECTIFS ET HYPOTHÈSES 
 Nous avons choisi d'utiliser un protocole oddball à trois stimuli pour étudier les 
effets des trois valences (négative, positive et neutre) sur l'amplitude, la latence et la 
topographie des PÉs aux latences courtes, médianes et longues. Nous nous sommes 
appuyés principalement, mais non exclusivement, sur la littérature de PÉ affectifs visuels 
pour les hypothèses concernant les variations d'amplitude, de latence et de topographie en 
fonction de la valence. Pour les hypothèses concernant la topographie, nous nous sommes 
appuyés sur les littérature lésionnelles  et d'imagerie concernant la latéralisation selon la 
valence et la prosodie émotionnelle. Les tests ont également été conduits sur les sons 
contrôles afin de pouvoir départager ce qui pourrait être attribuable aux effets acoustiques 
de base de ce qui devrait être redevable aux processus émotionnels. Aussi, afin de tester 
adéquatement la latéralisation de la prosodie sans effet confondant attribuable au 
traitement sémantique des sons (Fischler et al., 2006, Kissler et al., 2006, Belin et al., 
2008) des sons prosodiques non-verbaux furent utilisés. 
 
 Les hypothèses étaient les suivantes: 
 
(I) Hypothèses concernant l'effet de la valence sur les amplitudes 
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 (a) précoces: il fut postulé que les deux valences auraient des amplitudes plus 
grandes que la valence neutre, étant donné la plus grande capacité des stimuli émotionnels 
à capturer l'attention rapidement (Alexandrov et al., 2007).  
 (b) médianes: nous avons postulé, à l'instar d'études de PÉ utilisant des stimuli 
visuels (Carretie et al., 2001, Huang et al., 2006) , qu'il y aurait un avantage de la valence 
négative sur les deux autres valences. 
 (c) tardives: en se basant sur les mêmes études qu'en (b), ainsi que sur Delplanque 
et al. (2004, 2006a,b), Carretie et al. (2006) et Pollatos et al. (2005), une amplitude plus 
grande a été postulée pour la valence positive comparée à la valence négative. 
 
(II)  Hypothèses concernant l'effet de la valence sur la latence 
 La littérature de PÉs sur le biais de négativité ayant démontré des latences plus 
courtes pour les stimuli négatifs lorsque comparés aux stimuli  positifs et neutres (Carretie 
et al., 2001, Huang et al., 2006), nous avons prédit que nos résultats iraient dans ce sens, 
notamment dans les latences médianes.  
 
(III) Hypothèses concernant la topographie1 
           Pour tester les hypothèses de latéralisation selon la valence (Davidson et al., 1984, 
1999) et la prosodie émotionnelle (Wildgruber et al., 2006), des tests sur les valeurs 
d'amplitude des électrodes latérales ont également été effectués. À cet égard, une 
latéralisation droite pour la valence négative et gauche pour la positive supporterait le 
modèle valence de Davidson, tandis qu'une latéralisation droite des effets pour les deux 
                                                            
1 Étant donné les contraintes d'espace imposés par la revue Neuroreport, les sections rapportant la 
méthodologie ainsi que les résultats quant à ces deux hypothèses ne sont pas présentées dans l'article. 
Elles sont exposées dans la conclusion de ce mémoire. 
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stimuli émotionnels appuierait le modèle de spécialisation hémisphérique de la prosodie 
émotionnelle (Wildgruber etl al., 2006). 
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Abstract  
In an auditory oddball task, negatively (disgust) and positively (laughter) valenced sounds were 
presented as rare targets. To disentangle acoustic effects from emotional ones, a control oddball 
was conceived with a non-emotional scrambled version of the original target sounds as rare 
targets. Results from the emotional oddball that differed from the control oddball showed an 
inverse effect of valence in the P2 and P300 range, with negative valence having higher mean 
amplitude values in the 130-270ms range, but lower values in the 290-460 range when compared 
to ERPs elicited by positive and neutral valence. The P2 results are interpreted as early 
mobilization of attentional resources towards potentially threatening stimuli, while the P300 
results could reflect less detailed evaluation of such stimuli. 
 
Key words: emotion, sounds, ERP, EEG, negativity bias, oddball, P300 
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Introduction 
Core characteristics of emotions are known to be valence and arousal [1,2]. While the effects of 
these properties on classical event-related potentials (ERPs) components are relatively well-
known in the visual domain [3], very little electrophysiological research has been done with 
emotional sounds. So far, studies that have used auditive stimuli to observe emotional effects 
have often used oddball protocols [4,5]. The oddball procedure is known to produce the P300 
component, which indicates evaluating of stimuli[6]. So far, auditive emotional studies using 
valenced stimuli have observed enhanced amplitude for non-target aversive sounds at frontal 
sites when compared to neutral sounds [4,5]. Although effects of negative valence on the frontal 
P300 related to non-targets is accumulating, we are unaware of studies using sounds that have 
focused on valence effect on the parietal P300 related to rare targets. Also, these aforementioned 
studies only used negative and neutral valenced sounds. This study has therefore put focus on 
positive and negative valence effects on the P300 component related to rare target processing. 
Hence, we used a standard oddball protocol, with a neutral vocal sound as standard sound, and 
two emotional sounds (disgust, joy) as rare targets. A control oddball was also designed, to help 
disentangle acoustic effects and allow stronger inferences on the results. To do so, a scrambling 
procedure in the time domain was applied to the two emotional sounds, to produce control 
sounds that kept mostly intact their acoustic properties in the frequency and amplitude domain. 
The condition where rare sounds were distinguished by their valence attribute was coined 
“emotional” oddball (EO), while the other condition was termed “pitch” oddball (PO). 
This design was used to test hypothesis concerning amplitude and latency modulations in the 
P300 latency range. It was postulated that, as was observed in visual studies [7,8], negatively 
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valenced sounds would have smaller amplitude values at parietal sites when compared with 
positive ones. Also, we sought to see if the well-known negativity bias [9] studied in visual ERP 
studies [10,11] could be replicated with emotional sounds instead of pictures. Amplitudes were 
thus expected to be more intense in the P2-P300 range for negative sounds, and jackknife latency 
analysis were also conducted on all components of the study to see if latencies would be shorter 
for negatively valenced sounds. 
 
Methods 
Participants 
Thirteen francophone participants (7 female; main age: 25.2 (20-36) years) were recruited 
through advertisements displayed in two universities in Montreal. Participants were screened for 
normal auditive, psychiatric or neurological conditions and were also drug free. Written consent 
was obtained from each participant before every experiment. One participant was excluded 
because of intensive blinking. Ethical approval of the project was given by the Ethical Comity of 
the Faculty of Arts and Sciences of the University of Montreal.  
 
Stimuli 
Five stimuli were used in this experiment. They consisted of three female vocalizations of the 
letter “a” depicting disgust, joy, or neutrality and a scrambled version of the two emotional 
sounds. The vocal sounds were originally taken from the Montreal Affective Voices database [12], 
but were edited to be of 500ms duration to be fit for electrophysiological study (see [13] for a 
discussion on the topic). Since altering the duration of emotional sounds can impair their 
27 
 
emotional properties [5], they were revalidated in a behavioural assessment study with thirty 
participants. These volunteers were presented with eighteen different edited emotional sounds 
and were asked to identify and give valence and emotional intensity ratings on a self-assessment-
manikin type of scale [14],  ranging from 1 to 9 (1 being the most negative, 9 most positive for 
valence; 1 meaning not intense at all, 9 being most intense for intensity/arousal). The two 
emotional and the neutral vocalization used in this experiment were the best recognized sounds 
of the disgust, joy and neutral category (95%). The disgust (M = 2.07, SD = 0.15) and joyful (M= 
8,27, SD = 0.19) sounds differed on valence ratings (t(29) = 23,08, p<.001),  but not on intensity 
ratings (disgust: M = 6.9, SD= 0.28; joy: M= 7.13, SD= 0.27; [t(29) = 0.67, n.s]). The neutral sound 
differed from both emotional sounds on both categories. 
 
Time-scrambling procedure 
In order to remove any recognizable emotional property of the disgust and joyful vocalizations, a 
time-scrambling procedure was applied to their sound wave using Adobe Audition® software. 
Each sound was separated in short segments of 15ms that were then shuffled 
randomly in the 500ms time window. The amplitude of all sounds (original and edited 
ones) was also normalized to the same value in order to control sound intensity. The 
resulting scrambled sounds were thus similar to the original emotional sounds in frequency 
and amplitude but not in the time domain (fig.11). The clipping procedure resulted in brief 
wide-band edge artifacts at the transition of sound segments. However, they only had a 
minor effect on the frequency information, since a formant analysis showed that the 
                                                            
1 -  Figure 3.1 dans ce mémoire 
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frequency of f0 and the subsequent three formants were similar as in the original sounds. 
Also, the brief artifacts did not interfere with the perception of the scrambled sounds, 
because they form an independent auditory stream. 
A validation study conducted with another thirty participants confirmed that the 
scrambled versions of the sounds were unrecognizable as emotional sounds, even when 
presented amongst the original sounds and other environnemental sounds in a random 
order.   
 
Figure 11. Time scrambling. Showing effects of editing procedure on waveforms of the sounds of the 
experiment. (a) Left: original sound depicting disgust. Right: scrambled version. (b) Left: original sound 
depicting laughter. Right: scrambled version. 
 
Experimental procedure  
Participants were seated in an audiometric room, with their chin placed in a chin rest 
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placed at the middle of the room. Sounds were presented in free-field through two speakers 
(Logitech X-140) placed at equal distance from the participants on each side of them. The 
sound output at the head localization was calibrated at 70dB SPL before each experiment, 
and an audiometric test was conducted on each participant to make sure they had no 
hearing impairment at any frequency band. 
Each participant had to complete two separate oddball tasks, one with the two 
emotional sounds as rare target sounds and the other with the scrambled non-emotional 
sounds as rare targets. Half of the participants did the EO first and the other half started 
with the PO. The standard sound for the two experiments was the neutral vocalisation. The 
volunteers were instructed to count each rare sound, discriminating them by their valence 
in the EO and by their pitch in the PO. At each pause, the participant would give the 
answer to the experimenter, thus giving an evaluation of the attention of the subject as well 
as the understanding of the task.  
 Each oddball condition consisted of 1000 presentations of stimuli. The probability 
for rare sounds of each valence (or of each matching scrambled sound for EST) was 0.10 
while the probability of the standard sound was 0.80. Thus, the frequent sounds were 
presented 800 times and each rare sounds 100 times per oddball condition (thus, one 
participant was exposed to 2000 stimuli; 1000 in the EO and 1000 in the PO). The inter-
stimulus interval was 1100ms +/- 100ms and sounds were presented in a pseudo-
randomized order where rare sounds were separated by at least three standard sounds. Each 
oddball took roughly 25 minutes to complete and were separated by a short pause in the 
middle (at each 12 minutes or so), where participants could say the numbers they counted 
and take a break.  
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EEG recording  
Electroencephalographic (EEG) activity was acquired from 40 Ag/AgCl electrode sites, 
referenced to linked mastoids and with impedances kept below 5KΩ. EEG signals were 
digitized at 500Hz and bandpass filtered offline with 0.05 and 35Hz filters (24dB/oct 
slopes). Ocular artefacts were monitored using vertical (above and below left eye) and 
horizontal electrooculogram electrodes. Eye blinks were mathematically corrected and 
remaining artefacts manually dismissed. Epochs retained for analysis ranged from –100 to 
1000ms after the onset of the sound stimulus. 
 
Statistical analysis 
ERP components were determined by visual inspection of the waveforms as well as semi-
automatic peak detection procedures implanted in BrainVision® software. The P1 was 
measured as the mean amplitude under the curve of the 50-100ms time window, N1, 104-
144ms, N2, 250-350ms, P2, 130-270ms and the P300 of the 290-460ms window.  
Valence effects on mean amplitude were assessed by conducting a repeated-measure 
analysis of variance on midline electrodes in all latency ranges with a two-factor model (3 
valences x 3 midline electrodes). When no interaction was found, analysis were done on 
electrodes maximal for the component (3 valences x key electrode). 
To test the latency hypothesis, two-factors (3 valences x latency) repeated-measures 
ANOVAs were conducted on jackknife-calculated values [15] in each ERP window. Since 
the neutral condition had no latency values in the P300 range, only the remaining two 
valences were tested, with adjusted alpha criteria (.01). All F values reported in the latency 
section have been corrected with the F’= F/(N-1)² formula, as required with latencies that 
are calculated with the jackknife procedure [16]. 
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All statistical tests were done on PO sounds as well, except for latency analysis (since the 
editing procedure on PO sounds rendered these unfit for latency comparisons with the EO 
sounds).  The underlying rationale was that results that went in the same directions in both 
oddballs should be attributed to acoustic effects, and not valence effects. Therefore, the 
discussion will focus on results that differ between the EO and PO conditions. 
 
Results 
Behavioral results 
In 35 out of 52 blocks (4 blocks x 13 subjects), the participants gave the correct number of 
each rare target (i.e., 100% correct). In the remaining 17 blocks, recognition rate was 
above 95%, and false counts at 2.75%. An ANOVA showed that there was no difference in 
omission or false alarms across conditions, indicating that all tasks were of equal difficulty. 
 
ERP results 
The sounds of the experiment displayed a sequence of peaks typically associated with the 
processing of auditive stimuli and cognitive processes: P1, N1, P2, and P300 components. 
All components were maximal at midline electrodes and are displayed in figure 21, which 
shows waveforms associated to EO and PO sounds respectively at key electrodes. 
To lighten up the text structure, only significant results from the EO that differed from the 
PO are reported below. Latency results are omitted because of absence of significant 
differences.  
P1 & N1 
                                                            
1 - Figure 3.2 dans ce mémoire 
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There was no significative interaction between valence and amplitude at midline 
electrodes, but there were differences at Cz according to valence level in the P1 [F(2,24) = 
7.19, p<.005] and N1 ranges [F(2,24) = 26.52, p<.001] . Both emotional sounds had higher 
mean amplitude than the neutral one for the P1 (ps<.05) and the N1 components (ps<.001). 
 
 
Fig. 21. Group average ERPs for (a) Original sounds from the EO: disgust (De), happy (He) and neutral (Ne) 
sound (b) scrambled sounds from the PO: scrambled disgust (Ds), scrambled happy (Hs), and neutral 
sound (Hs), 
 
P2 
There was a significant interaction between valence and amplitude at midline electrodes 
[F(4,48) = 3.38, p<.05]. This effect was driven by negative valence having higher mean 
amplitude at Fz than neutral valence (p<.05), by negative valence having highest amplitude 
values at Cz vs positive (p<.05)  and neutral valence (p<.001), and by neutral valence 
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having lowest overall values at Cz ( vs negative and positive valence; ps<.05). Also, values 
were higher at Cz (vs Fz) for negative and positive valence (ps<.01) while it was highest 
overall at Cz (vs Fz Pz) for neutral valence (p<.01). 
 
P300 
There was a significant interaction between valence and midline electrodes [F(4,48) = 
8.725, p<.001] in this time-window. This effect was driven by positive valence having 
overall higher amplitude values than negative (p<.05) and neutral  conditions(p<.001), and 
neutral valence having lower amplitude values than both other valences (ps<.001 ) at Pz. 
Also, positive valence was higher at Pz (vs Fz) (p<.005). 
 
Discussion  
As expected, we found enhanced mean amplitude for the positive valence condition for the P300 
component when compared to the other two valences at the parietal site. Many studies using 
visual stimuli previously found increased amplitude for positively valenced pictures in the P300 
range when compared to negative and neutral stimuli [7,8,17,18,18,20]. A trend of lower 
amplitudes for negative stimuli in this range has been observed in a study using negative 
emotional sounds as well [21]. Interestingly, in the P2 component, the inverse pattern was 
observed: negative valence had higher mean amplitude compared to positive and neutral valence. 
Such an inverse effect on amplitudes in the P2/P300 window according to valence has been 
reported before [22], although with a very different experimental design. These similar 
results, despite quite large procedural discrepancies, add weight to some of the 
interpretations given by Carretié et al. [22]. Indeed, our findings converge in that at the 
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earlier stage of processing, negative events seems to engage more attentional resources, as 
shown by the enhanced amplitudes in the P2 latency range[10,11]. In the P300 window, 
however, we do not believe the enhanced amplitudes for positively valenced stimuli 
reflected more resource allocating to evaluating of appetitive, pleasant events. Indeed, our 
positive stimuli were not as appealing as those in their experiment, where opposite-sex 
nude pictures were used. Rather, we believe the amplitude difference between positive and 
negative valence in the P300 range could be due to less elaborate evaluation of negative 
events due to inhibitive processes. Thus, while negative stimuli are more likely to capture 
attention early on than positive or neutral ones, this orientation response seems to be 
followed by less acute appraisal of the stimuli. Negativity bias studies [10,23] have shown 
that attention processes engaged by negative are not only stronger, but faster. Since there is 
a well-known tradeoff between speed and precision of processing [24], it could very well 
explain the divergence of effect in the P2 and P300 windows for negative sounds. 
However, our latency results did not show differences in accord with this view, unlike 
other negativity bias studies [10,11,23]. Perhaps it was due to the fact that our sounds, 
varying in their spectral envelopes (see fig.1), were not well suited to test latency 
hypothesis. Another explanation could be that unlike picture processing, the emotional 
information contained in sounds cannot be unfolded in a quick ‘snapshot’ manner (for 
example, visual stimuli of [22] required only 250ms presentation to elicit an emotional 
response, whereas it has been debated whether positive emotional sounds of very short 
latency could be obtained [5]) . As such, the auditive system could require more exposure 
to the stimuli to extract emotional information. Therefore, while our P2 amplitude results 
aligned with some other negativity bias studies in the visual domain [10,11], it remains to 
be seen whether or not this absence of earlier latency effects for negative valence is only 
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due to experimental shortcomings, or rather to the sensory nature of the stimuli used. 
Interestingly, emotional effects of this study were constrained in a time frame that was 
below the duration of our 500ms stimuli. Amplitudes at the P1/N1 complex (indicating 
basic sensory processing) were also higher for emotional sounds, which seems to indicate a 
differential processing of affective stimuli early on. Whether these early effects were due to 
the arousal or valence dimension remains unknown, since  our emotional stimuli differed 
from the neutral one  in both those categories. Future investigations would thus be required 
to identify the time threshold required for a sound to be recognized as emotional, and also 
to disentangle arousal and valence effects on early components.  
 
Conclusion 
Although our emotional and neutral sounds differed drastically in their frequency, time and 
pitch aspects, they produced patterns of results already observed in the emotional ERP 
literature with different protocols and stimuli. There seems to be consistency in the global 
picture of results as well; significant differences not being constrained in one ERP frame 
but rather producing relatively interpretable P2/P300 dissociations according to valence, 
and  N1/P1 according to valence/arousal categories. Whether these results were purely 
emotional or due to acoustical differences remains unknown, but the focus on results from 
the EO differing from the control PO adds weight to the interpretations given herein. 
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4. DISCUSSION GÉNÉRALE 
 Les résultats concernant les amplitudes sont allées dans le sens des hypothèses de 
départ. Notamment, dans les composantes sensibles à l'attention soutenue ainsi qu'aux 
caractéristiques physiques des stimuli (P1 & N1), les amplitudes moyennes ont été plus grandes 
pour les stimuli affectifs que le stimulus neutre (voir figure 4.1). 
   Pour ce qui est des composantes dans les latences médianes (P2), nous avions prédit un 
avantage pour les stimuli négatifs, ce qui fut observé. Comme il est rapporté dans la revue de la 
littérature d'Olofsson et collègues sur les études utilisant des images affectives (2008), notre 
montage référencé aux mastoïdes reliés a bien résulté en une composante médiane de type P2, 
malgré la différente modalité de présentation. Cela souligne l'impact que peuvent avoir les 
paramètres EEG de base sur le comportement de certaines composantes. 
 Cette modulation d'amplitude selon la valence s'est trouvée inversée dans les latences 
tardives indexées par la P300 de notre étude, comme il a été observé dans des études à 
paradigme visuel (Carretié et al., 2006, Delplanque et al., 2004). Nous ne récapitulerons pas 
l'interprétation de ces résultats déjà fournis dans l'article ci-dessus, mais rapporteront et 
39 
 
discuteront plutôt les résultats liés aux hypothèses II et III de la section 2. Ces hypothèses 
n'avaient pas été incluses dans l'article à cause de l'absence de rejet de l'hypothèse nulle (dans le 
cas des analyses de latence) ainsi que du manque d'espace dû aux contraintes de la revue 
Neuroreport.  Les sections ci-dessous présenteront la méthodologie et les résultats se rapportant 
aux tests des hypothèses de latence et de topographie, respectivement. 
 
4.1.1 HYPOTHÈSE DE LATENCE: MÉTHODOLOGIE  
 Pour réduire les problèmes liés à la variance inter-individuelle lors de la mesure des 
latences, la technique d'analyse de latence jacknife   (Ulrich & Miller, 2001) fut utilisée à chaque 
composante de PÉ observée dans notre expérience (voir Kiesel et al., 2008, Miller et al., 1998, 
Ulrich et al., 2001, pour plus de détails). Une version de l’analyse jacknife requiert une estimation 
de la valeur d’amplitude à laquelle un certain pourcentage est atteint. Ces paramètres peuvent 
varier selon la composante étudiée (les composantes précoces sensorielles sont souvent de 
moindre amplitude que les composantes subséquentes) et doivent donc être choisis visuellement 
par l'expérimentateur. Les paramètres choisis pour le calcul de nos latences à chaque composante 
sont illustrées dans le tableau 4.1. Des ANOVAs avec la valence comme facteur furent ensuite 
appliquées aux valeurs de latences ainsi calculées. Les résultats des ANOVAs furent corrigés 
(F'=F/(n-1)2) pour prendre compte de la réduction artificielle de variance induite par la technique 
jacknife (Miller et al., 1998, Ulrich et al., 2001). 
 
4.1.2 HYPOTHÈSE DE LATENCE: RÉSULTATS  
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 Bien que les moyennes brutes de la N1 et la P2 semblaient indiquer une latence  plus 
courte pour la valence négative comparativement aux deux autres, aucun des tests ne fut 
significatif (voir tableau 4.3a). Cette absence de résultats est discutée dans la prochaine section. 
 
4.1.2 HYPOTHÈSE DE LATENCE: DISCUSSION 
 Les moyennes brutes des composantes N1 et P2 semblaient indiquer que les stimuli à 
valence négatifs seraient traités plus rapidement, ce qui aurait été en accord avoir notre 
hypothèse de départ concernant les latences, ainsi qu'avec la littérature portant sur les biais de 
négativité (Carretie et al., 2001, Huang et al., 2006). Les PÉs liés à N1 sont survenus en moyenne 
15ms avant les PÉs des deux autres conditions, tandis que celles en lien avec la P2 avaient un 
avantage de 15-25ms. Ces différences sont assez importantes en terme de traitement cérébral et 
il est étonnant que ces moyennes n'aient pas résulté en de différences significatives au niveau des 
résultats. À cet égard, nous croyons que la grande variabilité de nos données, particulièrement 
dans les latences de la composante P2 (où l'écart-type de la condition valence positive fut de 13), 
pourrait expliquer cette absence de différence significative. Il est probable que les différences 
physiques initiales entre les sons négatifs, positifs et neutres aient induit cette variabilité accrue. 
Si l'on se réfère à la figure 4.2 illustrant les formes d’onde des trois sons de l'étude, l'on peut 
s'imaginer que les stimuli de cette étude n’étaient peut-être pas adéquats pour tester des 
hypothèses de latence étant donné leurs différentes enveloppes. 
 
4.2.1  HYPOTHÈSES DE TOPOGRAPHIE: MÉTHODOLOGIE 
 4..2.1.2  Tests d'amplitude sur électrodes latérales 
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 Pour tester le modèle d'amplitude de la latéralisation hémisphérique selon la valence 
(Davidson et al., 1984, 1999) ou de la prosodie émotionnelle (Wildgruber et al., 2006), des tests t 
appariés furent conduits sur les valeurs d'amplitude des paires d'électrodes latérales de notre 
montage. En sombre sur la figure 4.3 sont les électrodes sur lesquelles les tests ont été effectués. 
Ces électrodes ont été sélectionnées en inspectant visuellement les courbes de PÉ de l'expérience 
(voir figure 4.4), ainsi que par des considérations théoriques concernant l'importance des régions 
frontales et temporales pour les processus émotionnels (Phan et al., 2004, Barbas et al., 2007). À 
cet égard, nous avons postulé que les électrodes frontales temporales latérales seraient plus 
sensibles aux dipôles émotionnels que ceux de la ligne médiane, de par leur proximité aux 
structures déterminantes au traitement émotionnel. 
 Étant donné le nombre de tests t conduits sur les électrodes latérales (quatre tests sur 
quatre paires d'électrodes), le seuil de signification statistique fut ajusté à α = 0.01 (0.05/4 = 
0.0125). Les tests furent également effectués sur la tâche contrôle pour départager les effets 
acoustiques des effets émotionnels. Aussi, les tests ont porté sur les tranches temporelles se 
situant dans la région de la P2, la P300 ainsi qu'une composante négative survenant autour de 
400ms, que nous avons dénommé N400. Pour la N400, les tests ont porté sur la tranche allant de 
300 à 600ms. Pour la P2 et la P300, les même valeurs que celles décrites dans l’article de la 
section 3 ont été utilisées. Le choix de ces trois composantes pour les tests a été guidé par une 
inspection visuelle des courbes. 
 
4.2.2 HYPOTHÈSES DE TOPOGRAPHIE: RÉSULTATS & DISCUSSION 
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 Les résultats des tests sur les électrodes latéraux pour les composantes P2,  P300 et 
N400 sont résumés dans les tableaux 4.3a, 4.3b et 4.3c. Les sections ci-dessous focuseront sur les 
résultats les plus significatifs. 
 
P2 
 Dans la tranche temporelle de 130-270ms, la positivité fut plus grande  à droite qu'à 
gauche pour les électrodes frontales latérales F7-F8 dans la condition de valence négative [t(12) = 
2.25, p < 05]. Aucune latéralisation ne fut observé pour la condition contrôle ainsi que pour la 
valence positive et sa condition contrôle.  
 La positivité fut également plus intense à droite pour la condition de valence positive 
pour les électrodes temporales T3-T4 [t(12) = 2.86, p < 05] et TP7-TP8 [t(12) = 2.47, p < 05]. Cette 
latéralisation ne fut pas observée dans la condition de valence négative ainsi que les conditions 
contrôles. 
 
P300 
 Dans la tranche temporelle de 290-460ms, la positivité fut plus grande à droite qu'à 
gauche pour les électrodes frontales F7-F8 dans la condition contrôle associée à la valence 
positive [t(12) = 2.26, p < 05].   
 En ce qui concerne les électrodes frontales temporales FT7-FT8, les valeurs d'amplitude 
furent plus importantes pour la valence négative [t(12) = 2.24, p < 05] ainsi que la valence positive 
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[t(12) = 2.26, p < 05] à droite. Toutefois, la condition contrôle associée à la valence positive fut 
également significative [t(12) = 2.71, p < 05]. 
 
N400 
 Dans la tranche temporelle de 350-700ms, la négativité fut plus grande à droite qu'à 
gauche pour les électrodes frontales F7-F8 dans la condition contrôle associée à la valence 
positive [t(12) = 3.069, p < 01], mais non dans sa condition contrôle (n.s.). 
 Pour les électrodes frontales temporales FT7-FT8, les valeurs d'amplitude furent plus 
importantes à droite qu'à gauche pour la valence négative [t(12) = 3.936, p < 01] ainsi que la 
valence positive [t(12) = 6.813, p < .001]. La condition contrôle associée à la valence positive fut 
également significative [t(12) = 2.343, p < .001]. 
 Pour les électrodes temporales T3-T4, la positivité fut plus grande à droite qu'à gauche  
pour la condition contrôle associée à la valence positive [t(12) = 4.703, p < 001], mais également 
pour sa condition contrôle [t(12) = 5.722, p < 001]. 
 Enfin, pour les électrodes temporo-pariétales TP7-TP8, les valeurs d'amplitude furent 
plus importantes pour la valence négative [t(12) = 3.65, p <.01] ainsi que la valence positive [t(12) 
= 6.413, p < .001] à droite. La condition contrôle associée à la valence positive fut également 
significative [t(12) = 2.825, p < .001]. 
 
4.2.3 HYPOTHÈSES DE TOPOGRAPHIE: DISCUSSION 
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 Les tests pour les électrodes latérales ont montré que les amplitudes des sons ayant 
une valence  émotionnelle semblent être plus grandes à droite, et ce, pour les composantes P2, 
P300 et la N400. Avant de poursuivre la discussion sur ces résultats, nous devons rappeler que la 
P2 et la P300 ne doivent pas être considérées comme les mêmes composantes que celles décrites 
dans la section 3. En effet, les PÉs discutés dans l'article sont ceux qui ont été mesurés aux 
électrodes centrales, tandis que ceux décrits dans cette section l'ont été aux électrodes latérales. 
À cet égard, des composantes ayant la même polarité et la même latence, mais mesurés à 
différents électrodes risquent de refléter différentes sources intracrâniennes (Urbach et al., 2002) 
et donc ne doivent pas être considérées comme identiques. Nous croyons donc que les électrodes 
latérales que nous avons choisi pour ces tests sont plus aptes à refléter des activations 
émotionnelles de par leur proximité par rapport aux structures impliquées dans le traitement 
émotionnel telles que l'amygdale, le pôle temporal, ainsi que le lobe frontal. Par conséquent, pour 
éviter toute confusion avec les composantes P2 et P300 centrales décrites dans l'article, nous 
référerons ci-dessous aux composantes P2 et P300 ayant été mesurées aux électrodes latérales 
comme étant la P2L et P300L. 
 Ce qui ressort des tests effectués sur les électrodes latérales pour les composantes P2L 
et P300L est le fait que les sons émotionnels, indépendamment du niveau de valence, ont montré 
une tendance générale à être latéralisée à droite. Cet effet fut particulièrement marqué pour la 
négativité survenant entre 300 et 600ms; où les tests ont dépassé le seuil alpha de .01 et même 
de .001, ce qui ne fut pas vrai des conditions contrôles respectives à chaque valence (voir figures). 
Les tests portant sur les composantes P2 et P3 ont bien atteint le seuil de significativité de .05, 
mais étant donné le risque d'erreur statistique de type encouru par le nombre de tests effectués, 
ces résultats doivent être interprétés avec prudence. De plus, pour certains tests dans ces 
latences, la condition contrôle a atteint un seuil de significativité semblable au son émotionnel. 
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Ainsi donc, la discussion portera sur la négativité accrue de la N400 en réponse aux sons 
émotionnels, qui devrait être exempte des risques liés à l'erreur de type I, et dont les effets 
prosodiques n'ont pas été invalidés par la condition contrôle.  
 Tout d'abord, comme, à notre connaissance, aucune littérature n'existe sur une 
composante ayant cette topographie et étant observée avec ce type de tâche (la N400 est 
généralement mesurée dans le cadre de tâches sémantiques; Kutas et al., 1980, 2000), nous nous 
baserons sur le modèle de connectivité prosodique décrit par Wildgruber et al. (2006) pour tenter 
de fournir une interprétation à ces résultats. En effet, Wildgruber et collègues (2006), dans une 
revue de la littérature d'imagerie fonctionnelle, ont conclu que le traitement de la prosodie 
émotionnelle se diviserait en trois étapes: 
1) l'extraction des caractéristiques acoustiques suprasegmentales 
2) la représentation des séquences suprasegmentales significatives 
3) l'évaluation explicite de la prosodie émotionnelle  
 
Les deux premiers processus sont connus pour être latéralisés dans l'hémisphère droit. Le premier 
serait desservi par les aires auditives primaires et secondaires pour l'extraction des 
caractéristiques acoustiques de base, et le deuxième processus serait quant à lui tributaire de la 
partie postérieure du sulcus temporal supérieur droit. Le troisième aspect, l'évaluation explicite 
de la prosodie émotionnelle, serait quant à lui desservi par les cortex frontaux inférieurs 
bilatéraux (ou cortex orbito-frontaux). Ces régions frontales recevraient leur information de 
manière parallèle de l'hémisphère droit qui aurait détecté de manière automatique les aspects 
prosodiques émotionnels d'un message. Comme l'étape trois implique une contribution bilatérale 
des structures frontales, la négativité latéralisée autour de 300-600ms observée dans nos 
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résultats devrait donc refléter les processus automatiques de détection de la prosodie décrits à 
l'étape deux proposée par Wildgruber et al. (2006). De plus, les effets furent plus grands pour les 
électrodes temporales et fronto-temporales, ce qui s'aligne sur la topographie fonctionnelle 
décrite par ce groupe de recherche. L’absence de résultats significatifs pour les sons contrôles 
nous fait également croire que ces résultats ne refléteraient pas les processus d’extraction 
acoustique dépeints à l’étape 1. Advenant que le rejet de l’hypothèse nulle soit réellement 
attribuable à notre interprétation, l’étape deux décrite par Wildgruber se verrait assigner une 
valeur temporelle, qui serait indexée par une négativité fronto-temporale se situant autour de 
300-600ms. 
 
5. CONCLUSION ET IMPLICATIONS 
 L'apport de cette étude se situe principalement sur le plan théorique. Elle a permis de 
départager certains effets de la valence et de la prosodie émotionnelle des effets acoustiques sur 
des composantes éléctrophysiologiques connues telles que la N1, la P1, la P2 et la P300. Les 
résultats de cette étude suggère également l'existence d'une composante électrophysiologique 
différente des PÉs classiques centraux, notamment la N400 latérale, qui serait sensible aux 
attributs prosodiques émotionnels d'un son. Cette composante indexerait un processus 
psychologique survenant dans la portion temporale de l’hémisphère droit qui se situerait entre 
l’étape d’extraction des caractéristiques acoustiques de base d’un son et l’étape de 
reconnaissance explicite de la prosodie émotionnelle d’un son par les cortex frontaux inférieurs 
bilatéraux. 
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 De manière générale, les résultats électrophysiologiques de ce projet sont en harmonie 
avec ce qui fut précédemment observé dans les paradigmes visuels ainsi qu'avec la littérature 
provenant d'études d'imagerie fonctionnelle. À cet égard, nos résultats liés à la prosodie 
émotionnelle constituent un bon complément aux études émotionnelles d’IRMf, qui sont 
sensibles spatialement, mais non temporellement. 
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ANNEXE A - FIGURES 
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Fig.1.1 - Graphique illustrant la relation entre la valence et l'intensité 
émotionnelle, ainsi que l'échelle  mesurant ces deux variables. Tiré de 
Bradley et Lang, 1994. 
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Fig. 2.1 – Schéma représentant la connectivité du système auditif, de l'oreille 
externe jusqu'aux aires auditives corticales. Tiré de Boatman et al., 2006 
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Fig. 4.1 Figure montrant les différences d'amplitude moyenne entre la 
condition neutre (pointillé fin) et les deux valences (trait plein et pointillé 
gras).   
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Fig. 4.2 – Ondelette des sons de dégoût (a), rire (b) et du son neutre (c) de la 
condition oddball émotionnel. 
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Fig 4.3- En sombre, paires d'électrodes sur lesquels les tests de latéralité ont 
été effectués. 
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Fig. 4.4 – Vue d'ensemble des principales électrodes pour la condition oddball émotionnel (a) et pour la 
condition oddball ''scramble'' (b) 
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Figure 4.5 a- Figure montrant les PÉs de la condition dégoût émotionnel (Ed, 
en haut) et dégout ''scramble'' (Sd, en bas) aux paires d'électrodes F7-F8 
(gauche) et FT7-FT8 (droite). Les amplitudes sont plus grandes pour la 
composante P2L et la N400 pour la condition Ed mais non pour la condition 
Sd. 
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Figure 4.5 b- Figure montrant les PÉs de la condition dégoût émotionnel (Ed, 
en haut) et dégout ''scramble'' (Sd, en bas) aux paires d'électrodes T3-T4 
(gauche) et TP7-TP8 (droite). Les amplitudes sont plus grandes pour la 
composante N400 pour la condition Ed mais non pour la condition Sd. 
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Figure 4.5 c- Figure montrant les PÉs de la condition joie émotionnelle (Eh, 
en haut) et joie ''scramble'' (Sh, en bas) aux paires d'électrodes F7-F8 
(gauche) et FT7-FT8 (droite). Les amplitudes sont plus grandes pour la 
composante N400 pour la condition Eh mais non pour la condition Sh. 
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Figure 4.5 d- Figure montrant les PÉs de la condition joie émotionnelle (Eh, 
en haut) et joie ''scramble'' (Sh, en bas) aux paires d'électrodes T3-T4 
(gauche) et TP7-TP8 (droite). Les amplitudes sont plus grandes pour la 
composante N400 pour la condition Eh mais non pour la condition Sh. 
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ANNEXE B-  TABLEAUX 
Étude (année) Ratio 
hommes/femm
e (H/F), 
tranche d'âge 
(A) ou age 
moyen 
(années) 
Charactéristiques  du 
stimulus (S) [durée en 
ms] et objectif 
théorique de l'étude 
(O) 
Charactéristiques 
spéciales de l'étude 
(C) et de la tâche 
(T)  
Effets affectifs (A) 
du stimulus et 
topographie (T) à 
une latence donnée 
[composante] 
Alexandrov et al., 
2007 
H/F: 10/0 
 
A: 21-25 
S: tons purs neutres de 
700 et 730Hz [100 ms] 
 
O: Valence 
C: Évaluation des PÉs à 
des stimuli auditifs 
conditionnés par 
feedback de punition 
ou de récompense  
 
T: Oddball auditif 
A: ~130ms [N1]: 
neg>pos/neu 
~330 [P3]: 
pos>neg/neu 
 
T: N1- auditory cortex 
P3 - parieto-occipital 
Bostanov et al., 2004 H/F: 10/9 
 
A: (26) 
S: quatres vocalisations 
de joie et une de tristesse 
[750-870ms] 
 
O: Reconnaissance 
émotionnelle  
C: Écoute passive avec 
tâche contrôle utilisant 
du priming sémantique 
 
T: Oddball catégoriel 
passif 
A: [N300]: 
reconnaissance 
émotionnelle vocale 
 
T: Cz 
Czigler et al., 2007 H/F: 4/7 
 
A: 19-23 (20.5) 
S: Sons quotidiens 
aversifs, neutres  et deux 
tons purs [350-500ms] 
 
O: Effet de valence 
négative sur la P3a 
C: les sons quotidiens 
étaient rares 
distracteurs; réponse 
réquise au ton pur rare 
 
T: Oddball à 3 stimulis 
A: ~150ms[N2b]: 
neg>neu 
~372-456ms[P3a]: 
neg>neu 
 
T: [N2b]-pariéto-
central 
[P3a]-frontal 
Goydke et al., 2004 H/F: 1/11 
 
A: 20-36 (26) 
S: Quatre tons musicaux 
joyeux ou triste, violon et 
flûte [600ms] 
 
O: Effet de la valence sur 
la MMN 
C: contrôle des effets 
acoustiques  de hauteur 
tonale et de timbre 
 
T: Un oddball passif et 
un actif 
A:  
[P3b]: effets de latence 
neg>pos 
 
T: Pz 
Thierry et al., 2007 H/F: 7/12 
 
A: (20) 
S: Trente sons déplaisants 
et 160 sons neutres 
[1041+/-42ms] 
 
O: Effet de la valence 
négative sur la P3a 
C: Intensité 
émotionnelle contrôlée 
 
T: Oddball à 3 stimuli, 
tâche one-back 
A: ~292ms[N2]: 
neu>neg 
~341ms[P3a:] neg>neu 
 
T: [N2]- AFz 
[P3a]- fronto-central 
Wambacq et al., 2004 H/F: 0/14 
 
A: 19-40 (25.7) 
S: Mots vocaux neutres et 
négatifs [pas mentionné] 
 
O: Effets de la prosodie 
sur la P3a et la N400 
C: Contrôles des 
variables acoustiques et 
émotionnelles, 
sons variant sur des 
critères sémantiques et 
prosodiques 
 
T: Oddball dichotique 
A: [P3a] 
prosodie>sémantique 
[N400] 
sémantique>prosodie 
 
T: [P3a]-frontale 
[N400]- centro-pariétal 
Tableau 2.1 – Résumé des études ERP ayant utilisé des stimuli auditifs émotionnels . Neg = stimuli de 
valence négative; neu = stimuli de valence neutre; pos= stimuli de valence positive. Seuls les résultats 
significatifs sont rapporté dans la dernière colonne. Dans la description des effets affectifs, x < y indique que 
x  eut des valeurs d'amplitude plus basses que y. Les effets d'interaction complexes ne sont pas présentés 
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Composante Amplitude cutoff latence Électrode 
P1 0.75μV 56ms Cz 
N1 -1μV 75ms Cz 
P2 0.5μV 125ms Cz 
P3 3μV 310ms Cz 
 
Tableau 4.1 – Valeurs utilisées pour les analyses de latence jacknife. 
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Composante et 
valence(V) 
Moyennes (M) et 
écart-types (ÉT) 
Valeur du test t (t) 
ou de l'ANOVA (F) 
et valeurs corrigées 
(t'/F') 
Significativité (S) 
P1 
 
V: -/+/= 
M: 67.66/63.47/76.91
 
ÉT: 2.3/1.55/1.84 
F: 451.38 
 
F': 1.394 
n.s. 
N1 
 
V: -/+/= 
M: 
99.18/116.27/113.33 
 
ÉT: 3.14/3.17/2.82 
F: 168.68 
 
F': 3.733 
n.s. 
P2 
 
V: -/+/= 
M: 
138.49/164.43/154.70
 
ÉT: 2.70/13/1.76 
F: 41.72 
 
F': 0.344 
n.s. 
P300 
 
V: -/+ 
M: 322,58/322,15 
 
ÉT: 4.10/2.76 
t: 8.194 
 
t':0.067 
n.s. 
 
Tableau 4.2 – Résultats des analyses de latence jacknife pour chaque composante et chaque 
valence. 
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Paires d'électrodes 
(gauche/droite),   
condition (C) et 
valence(V) 
Moyennes (M) et 
écart-types (ÉT) 
Valeur du test t (t) 
et degrés de 
libertés (dl) 
Significativité (S)
F7/F8 
 
C: Émotion 
 
V: - 
M: 1.87/2.31 
 
ÉT:  1.20/0.93 
T: 2.25 
 
dl: 12 
*<,05 
 
,044 
F7/F8 
C: Contrôle 
V: - 
M: 2.06/2.15 
 
ÉT: 1.10/1.24  
T: 0.561 
 
dl: 12 
n.s. 
 
,585 
F7/F8 
C: Émotion 
V: + 
M: 1.34/1.53 
 
ÉT: 0.82/0.82 
T: 1.29 
 
dl: 12 
n.s. 
 
,220 
F7/F8 
C: Contrôle 
V: + 
M: 1.36/1.57 
 
ÉT: 0.72/0.74 
T: 1.97  
 
dl: 12 
n.s. 
 
,072 
FT7/FT8 
C: Émotion 
V: - 
M: 1.99/2.37 
 
ÉT: 0.99/0.81  
T: 1.86  
 
dl: 12 
n.s. 
 
,087 
FT7/FT8 
C: Contrôle 
V: - 
M: 2.28/2.33 
 
ÉT: 1.08/1.34 
T: 0.295  
 
dl: 12 
n.s. 
 
,773 
FT7/FT8 
C: Émotion 
V: + 
M: 1.43/1.68 
 
ÉT: 0.77/0.87 
T: 1.77  
 
dl: 12 
n.s. 
 
,102 
FT7/FT8 
C: Contrôle 
V: + 
M: 1.35/1.58 
 
ÉT: 0.62/0.72 
T: 1.86  
 
dl: 12 
n.s. 
 
,086 
T3/T4 
C: Émotion 
V: - 
M: 2.04/2.28 
 
ÉT: 0.69/0.78  
T: 1.45 
 
dl: 12 
n.s. 
 
,236 
T3/T4 
C: Contrôle 
V: - 
M: 2.49/2.56 
 
ÉT: 1.11/1.48 
T: 0.29 
 
dl: 12 
n.s. 
 
,777 
T3/T4 
C: Émotion 
V: + 
M: 1.54/1.97 
 
ÉT: 0.75/0.72 
T: 2.86 
 
dl: 12 
*<,05 
 
,014 
T3/T4 
C: Contrôle 
V: + 
M: 1.37/1.53 
 
ÉT: 0.65/0.59  
T: 0.94 
 
dl: 12 
n.s. 
 
,368 
TP7/TP8 
C: Émotion 
V: - 
M: 1.85/2.06 
 
ÉT: 0.63/0.60 
T: 1.64 
 
dl: 12 
n.s. 
 
,127 
TP7/TP8 M: 2.38/2.39 T: 0.006 n.s. 
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Paires d'électrodes 
(gauche/droite),   
condition (C) et 
valence(V) 
Moyennes (M) et 
écart-types (ÉT) 
Valeur du test t (t) 
et degrés de 
libertés (dl) 
Significativité (S)
C: Contrôle 
V: - 
 
ÉT: 1.02/1.25 
 
dl: 12 
 
,995 
TP7/TP8 
C: Émotion 
V: + 
M: 1.44/1.74 
 
ÉT: 0.66/0.69  
T: 2.47  
 
dl: 12 
*<,05 
 
,030 
TP7/TP8 
C: Contrôle 
V: + 
M: 1.26/1.29 
 
ÉT: 0.61/0.50 
T: 0.22  
 
dl: 12 
n.s. 
 
,827 
T5/T6 
C: Émotion 
V: - 
M: 1.78/1.88 
 
ÉT: 0.63/0.57 
T: 0.90  
 
dl: 12 
n.s. 
 
,386 
T5/T6 
C: Contrôle 
V: - 
M: 2.34/2.27 
 
ÉT: 0.93/0.86 
T: 0.53  
 
dl: 12 
n.s 
 
,603 
T5/T6 
C: Émotion 
V: + 
M: 1.38/1.49 
 
ÉT:  0.52/0.64 
T: 1.12  
 
dl: 12 
n.s 
 
,285 
T5/T6 
C: Contrôle 
V: + 
M: 1.24/1.23 
 
ÉT: 0.51/0.43  
T: 0.04  
 
dl: 12 
n.s. 
 
,966 
 
Tableau 4.3a - Résultats des analyses d'amplitude pour les paires d'électrodes latérales pour la 
conditions émotionnelle et contrôle dans la tranche temporelle de la P200L. En sombre, les 
analyses ayant atteint le seuil significatif de *<.05. 
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Paires d'électrodes 
(gauche/droite),   
condition (C) et 
valence(V) 
Moyennes (M) et 
écart-types (ÉT) 
Valeur du test t (t) et 
degrés de libertés 
(dl) 
Significativité (S) 
F7/F8 
C: Émotion 
V: - 
M: 1.66/2.03 
 
ÉT: 0.81/0.85 
t: 1.64 
 
dl: 12 
n.s. 
 
S: ,127 
F7/F8 
C: Contrôle 
V: - 
M: 1.71/1.89 
 
ÉT: 0.88/0.81 
t: 1.14 
 
dl: 12 
n.s. 
 
S: ,275 
F7/F8 
C: Émotion 
V: + 
M: 1.39/1.65 
 
ÉT: 0.50/0.73 
t: 1.92 
 
dl: 12 
n.s.  
 
S: ,078 
F7/F8 
C: Contrôle 
V: + 
M: 1.49/1.81 
 
ÉT: 0.70/0.64 
t: 2.26 
 
dl: 12 
*<.05 
 
S: ,043 
FT7/FT8 
C: Émotion 
V: - 
M: 1.63/2.08 
 
ÉT: 0.66/0.79 
t: 2.24 
 
dl: 12 
*<.05 
 
,045 
FT7/FT8 
C: Contrôle 
V: - 
M: 1.74/1.90 
 
ÉT: 0.87/0.74 
t: 0.956 
 
dl: 12 
n.s. 
 
,357 
FT7/FT8 
C: Émotion 
V: + 
M: 1.48/1.74 
 
ÉT: 0.57/0.59 
T: 2.26 
 
dl: 12 
*<.05 
 
,044 
FT7/FT8 
C: Contrôle 
V: + 
M: 1.51/1.79 
 
ÉT: 0.76/0.63 
T: 2.71 
 
dl: 12 
*<.05 
 
,019 
T3/T4 
C: Émotion 
V: - 
M: 1.57/1.86 
 
ÉT: 0.58/0.80 
T: 1.59 
 
dl: 12 
n.s. 
 
,138 
T3/T4 
C: Contrôle 
V: - 
M: 1.99/1.96 
 
ÉT: 0.88/0.81 
T: 0.143  
 
dl: 12 
n.s. 
 
,888 
T3/T4 
C: Émotion 
V: + 
M: 1.69/1.76 
 
ÉT: 0.61/0.46 
T: 0.50  
 
dl: 12 
n.s. 
 
,626 
T3/T4 
C: Contrôle 
V: + 
M: 1.85/1.93 
 
ÉT: 0.80/1.93 
T: 0.425 
 
dl: 12 
n.s. 
 
,679 
TP7/TP8 
C: Émotion 
V: - 
M: 1.95/1.81 
 
ÉT: 0.73/0.82 
T: 0.67 
 
dl: 12 
n.s 
 
,515 
TP7/TP8 
C: Contrôle 
V: - 
M: 2.50/2.18 
 
ÉT: 0.96/0.93 
T: 1.71 
 
dl: 12 
n.s. 
 
,113 
TP7/TP8 
C: Émotion 
M: 2.11/1.93 
 
T: 0.875 
 
n.s. 
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Paires d'électrodes 
(gauche/droite),   
condition (C) et 
valence(V) 
Moyennes (M) et 
écart-types (ÉT) 
Valeur du test t (t) et 
degrés de libertés 
(dl) 
Significativité (S) 
V: + ÉT: 0.75/0.58 dl: 12 ,399 
TP7/TP8 
C: Contrôle 
V: + 
M: 2.31/2.25 
 
ÉT: 0.81/0.71 
T: 0.250 
 
dl: 12 
n.s 
 
,807 
 
Tableau 4.3b – Résultats des analyses d'amplitude pour les paires d'électrodes latérales pour la 
conditions émotionnelle et contrôle dans la tranche temporelle de la P300L. En sombre, les 
analyses ayant atteint le seuil significatif de *<.05. 
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Paires d'électrodes 
(gauche/droite),   
condition (C) et 
valence(V) 
Moyennes (M) et 
écart-types (ÉT) 
Valeur du test t (t) 
et degrés de 
libertés (dl) 
Significativité (S) 
F7/F8 
C: Émotion 
V: - 
M: -1.66/-2.25 
 
ÉT: 0.82/0.95 
T: 2.147 
 
dl: 12 
n.s 
 
,053 
F7/F8 
C: Contrôle 
V: -  
M: -1.52/-2.53 
 
ÉT: 0.71/0.97 
T: 0.52 
 
dl: 12 
n.s 
 
,959 
F7/F8 
C: Émotion 
V: + 
M: -0.77/-1.25 
 
ÉT: 0.56/0.74 
T: 3.069 
 
dl: 12 
*<,01 
 
,01 
F7/F8 
C: Contrôle 
V: + 
M: -0.80/-0.96 
 
ÉT: 0.69/0.80 
T: 1.321 
 
dl: 12 
n.s 
 
,211 
FT7/FT8 
C: Émotion 
V: - 
M: -1.35/-2.15 
 
ÉT: 0.85/0.81 
T: 3.936 
 
dl: 12 
*<,01 
 
,002 
FT7/FT8 
C: Contrôle 
V: - 
M: -1.44/-1.74 
 
ÉT: 0.98/0.82 
T: 1.386 
 
dl: 12 
n.s. 
 
,191 
FT7/FT8 
C: Émotion 
V: + 
M: -0.58/-1.59 
 
ÉT: 0.63/0.55 
T: 6.813 
 
dl: 12 
*<,01 
 
,000 
FT7/FT8 
C: Contrôle 
V: + 
M: -0.79/-1.14 
 
ÉT: 0.80/0.78 
T: 2.343 
 
dl: 12 
*<,05 
 
,037 
T3/T4 
C: Émotion 
V: - 
M: -1.03/-1.81 
 
ÉT: 0.83/0.74 
T: 4.432 
 
dl: 12 
*<,001 
 
,001 
T3/T4 
C: Contrôle 
V: - 
M: -1.54/-1.95 
 
ÉT: 1.16/0.80 
T: 2.12 
 
dl: 12 
n.s. 
 
,056 
T3/T4 
C: Émotion 
V: + 
M: -0.70/-1.81 
 
ÉT: 0.78/0.74 
T: 4.703 
 
dl: 12 
*<,001 
 
,001 
T3/T4 
C: Contrôle 
V: + 
M: -0.74/-1.95 
 
ÉT: 0.86/0.80 
T: 5.722 
 
dl: 12 
*<,001 
 
,000 
TP7/TP8 
C: Émotion 
V: - 
M: -0.88/-1.57 
 
ÉT: 0.86/0.65 
T: 3.65 
 
dl: 12 
*<,01 
 
,003 
TP7/TP8 
C: Contrôle 
V: - 
M: -1.48/-1.71 
 
ÉT: 1.22/0.65 
T: 1.021 
 
dl: 12 
n.s. 
 
,327 
TP7/TP8 
C: Émotion 
M: -0.46/-1.64 
 
T: 6.413 
 
*<,001 
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Paires d'électrodes 
(gauche/droite),   
condition (C) et 
valence(V) 
Moyennes (M) et 
écart-types (ÉT) 
Valeur du test t (t) 
et degrés de 
libertés (dl) 
Significativité (S) 
V: + ÉT: 0.77/0.27 dl: 12 ,000 
TP7/TP8 
C: Contrôle 
V: + 
M: -0.58/-1.05 
 
ÉT: 0.87/0.56 
T: 2.825 
 
dl: 12 
*<,05 
 
,015 
 
Tableau 4.3c – Résultats des analyses d'amplitude pour les paires d'électrodes latérales pour la 
condition émotionnelle et contrôle dans la tranche temporelle de la N400. En sombre, les 
analyses ayant atteint le seuil significatif d'au moins *<.01. 
 
