In view of recent intense experimental and theoretical interests in the biophysics of liquidliquid phase separation (LLPS) of intrinsically disordered proteins (IDPs), heteropolymer models with chain molecules configured as self-avoiding walks on the simple cubic lattice are constructed to study how phase behaviors depend on the sequence of monomers along the chains. To address pertinent general principles, we focus primarily on two fully charged 50-monomer sequences with significantly different charge patterns. Each monomer in our models occupies a single lattice site and all monomers interact via a screened pairwise Coulomb potential. Phase diagrams are obtained by extensive Monte Carlo sampling performed at multiple temperatures on ensembles of 300 chains in boxes of sizes ranging from 52 × 52 × 52 to 246 × 246 × 246 to simulate a large number of different systems with the overall polymer volume fraction φ in each system varying from 0.001 to 0.1. Phase separation in the model systems is characterized by the emergence of a large cluster connected by inter-monomer nearest-neighbor lattice contacts and by large fluctuations in local polymer density. The simulated critical temperatures, T cr , of phase separation for the two sequences differ significantly, whereby the sequence with a more "blocky" charge pattern exhibits a substantially higher propensity to phase separate. The trend is consistent with our sequence-specific random-phase-approximation (RPA) polymer theory; but the variation of the simulated T cr with a previously proposed "sequence charge decoration" pattern parameter is milder than that predicted by RPA. Ramifications of our findings for the development of analytical theory and simulation protocols of IDP LLPS are discussed. 
Introduction
A central principle of modern biology is that of information 1 . Much of the study of molecular biology aims to ascertain how information embodied in specific sequences of nucleic acids and proteins govern their structures and interactions to serve various physiological functions. Molecular biology of proteins used to focus predominantly on the sequencestructure relationships of globular proteins with highly ordered folded structures. In recent years, however, it has become abundantly clear that intrinsically disordered proteins (IDPs) serve many critical functions, especially those pertinent to cellular signaling and regulation [2] [3] [4] . Unlike globular proteins that fold to an essentially unique structure under physiological conditions, IDPs do not fold by themselves. In the absence of stabilizing interactions with other biomolecules, an IDP can adopt many different structures, i.e., it populates a conformational ensemble. Nonetheless, physics dictates that the conformational distribution in an IDP ensemble is sequence-dependent, not random. Accordingly, to decipher IDPs function biophysically, it is necessary to extend our interest in sequence-structure relationships to a more generalized pursuit of sequence-ensemble relationships. Some IDPs function not merely via binding interactions that lead to formation of discrete molecular complexes 5, 6 . An increasing number of IDPs have now been known to function also at a mesoscopic level by forming droplet-like condensates via liquid-liquid phase separation so as to regulate/stimulate specific set of biochemical reactions. Electrostatic interactions often figure prominently in these phase separation processes (sometimes referred to as coacervation); but other types of interactions, especially cation-π and π-π interactions 7 , can also play significant roles in enabling such functional IDP phase behaviors that, when dysfunctional because, e.g., of mutations of the IDP sequences, can lead to a broad spectrum of diseases [8] [9] [10] [11] [12] [13] [14] . Examples of membraneless organelles-intracellular compartments and subcompartments not bound by lipid membranes-that are underpinned by IDP phase separations include nuage or germ granules 15 , the nucleolus which is the site of ribosome assembly in the nucleus 16 , and stress granules triggered by heat stress 17 . Some IDP condensates exhibit liquid-like hydrodynamic properties 18 , others are observed to be gel-like 19 , or "mature" over time to a state with slower dynamic exchange 20 , including the development of a differentially stabilized core substructure in stress granules 21 in a process that shares certain resemblance to earlier observations of maturation of coacervated elastin droplets into fibrillar structures 22 . In the case of stress granules, formation of liquid-like droplets can also be a precursor to pathological fibrillization 23 .
IDP phase behaviors are sequence dependent. Gaining physical insights into this sequence dependence is important for progress not only in molecular biology but also in materials science 24 . For an intrinsically disordered region of the DEAD-box RNA helicase Ddx4-the phase separation of which underlies nuage or germ granules, it has been shown experimentally that the wildtype sequence phase separates in vitro and in cells, whereas a charge-scrambled variant of the sequence with the same composition of amino acid residues but a different sequential charge pattern does not 15 . In contrast, although the phase behaviors of the Nephrin intracellular domain (NICD) is sequence dependent, the effects of the overall amino acid composition is sufficiently overwhelming that the "precise sequence of NICD appears to matter little" 25 . To address sequence-dependent IDP phase properties, our group has put forth an analytical formulation 26 based on the randomphase-approximation (RPA) polymer theory for electrostatic interactions 27, 28 , affording the first quantitative physical rationalization of the different phase behaviors of Ddx4 and its charge-scrambled variant 15, 26, 29 . The theory predicts in general that the propensity of a polyampholytic IDP sequence with zero net charge to phase separate is correlated with the "blockiness" and perhaps other yet-unspecified attributes of its charge pattern that are captured by the κ (ref. 31 ) and "sequence charge decoration" (SCD) 32-34 parameters 30 .
The same theory further stipulates that whether the solute populations of two different charged IDP sequences (with zero net charge) present in the same aqueous solution demix upon phase separation is largely governed by the difference in their SCD parameters 35 .
Independently, a recent "hybrid" formulation that combines Monte Carlo chain simulations with a Flory-Huggins-like theory tackles how coacervation involving multiple copies of a homopolyanion and a polycation with only half of the monomers charged depends on the sequence of the polycation. Consistent with experiment, the formulation predicts that the tendency to coacervate increases with the blockiness of the polycation 36 . To further substantiate these theoretical/conceptual advances, it is now imperative to assess the approximations that have been invoked to make analytical theories tractable, preferably by direct simulations of explicit-chain models. However, despite notable advances in modeling IDP folding upon binding, using explicit-chain simulation to study IDPs properties in general is still in its infancy 5, 6, [37] [38] [39] , especially for phase behaviors which entail sampling a large number of chain molecules. The immense computational cost required dictates that only coarse-grained chain models are currently feasible to be used for phase separation simulations. Insights have been gained, for example, by treating groups of amino acid residues of IDPs as interaction modules 16, 40 Although the importance of lattice models on the study of folding of small proteins has since diminished-rightfully-as continuum coarse-grained and atomic models that offer higher structural and energetic resolutions become increasingly tractable computationally, simple lattice modeling remains a powerful conceptual tool in the study of protein evolution 80 because of these models' ability to address large-scale sequence-structure relations 81 in a biophysics-informed manner 82 .
Compared to these and many other efforts of using lattice models to study globular proteins, lattice modeling of IDP-like polyampholytes 83 Monte Carlo method to larger N 's is technically problematic for polyampholytes, because of a sharply increasing rejection rate for attempted chain transfers with increasing N (ref. 85, 86) . Here we take an alternate "brute-force" approach. As a case study, we apply direction simulations two fully charged N = 50 sequences with zero net charge but significantly different charge patterns 30, 31 to verify that the sequences with a more blocky charge pattern indeed phase separates much more readily than the strictly alternating sequence with minimum blockiness. The differential effect we observe is significant; but it is also noteworthy that the phase separation tendency seen in our direct explicit-chain simulations is less sensitive to charge pattern [31] [32] [33] than that stipulated by RPA theory 29, 30 , underscoring that quantitative predictions of the theory need to be treated with caution.
Models and Methods
Model polymer chains are configured as self-avoiding walks on a simple cubic lattice (coordination number 6). Each polymeric bond connects two monomers that are nearest neighbors on the lattice. In other words, the length of the bond in our model is fixed as in most lattice protein models 64, 67, 68 . Unlike the bond fluctuation model For any two different monomers labeled µ, i and ν, j (µ, ν = 1, 2, . . . , n label the polymer chains where n is the total number of chains in the simulation system, i, j = 1, 2, . . . , N label the N monomers along each chain) with charges σ µi , σ νj , their electrostatic interaction is given by (U el ) µi,νj = (l B σ µi σ νj /r µi,νj ) exp(−r µi,νj /r S ), where r µi,νj is the spatial distance between the two monomers, l B = e 2 /(4π 0 r k B T ) is Bjerrum length, e is elementary electronic charge, 0 is vacuum permittivity, r is relative permittivity (dielectric constant), k B is Boltzmann constant, and T is absolute temperature. The total potential energy is thus given by
, where the Kronecker symbol δ ij = 1 for i = j, δ ij = 0 for i = j and the first factor in the summation serves to exclude self-interaction terms. Here we use r = 80, which corresponds to that of the water solvent, and a lattice constant a = 3.1Å such that a 3 is approximately the size of a water molecule; and r S is the screening length in the model. For computational efficiency, we impose a 3a cutoff for the interaction, i.e., (U el ) µi,νj = 0 for r µi,νj > 3a, and employ a temperature-independent r S = 10Å. The model polymer bond length is equal to a in this construct. Results for other polymer bond lengths (with a rescaled r S ) may be obtained from the present data by rescaling the temperature. All simulated results reported here are for ensembles of n = 300 identical polymer chains configured in simulation boxes of various sizes. The bulk of the present simulation effort is focused on two fully charged polyampholytes with zero net charge (σ i , σ j = ±1, N i=1 σ i = 0, wherein the µ, ν indices can be dropped from the σ's because our simulated systems are restricted to ensembles of identical sequences). The sequences correspond to those labeled as sv1 and sv15 among the thirty KE sequences first considered in ref. 31 (Fig. 1) . Here K and E stand for lysine and glutamic acid, respec-tively (note that K also denotes degree Kelvin in contexts that should entail no confusion). The charge patterns of these two sequences are significantly different, as reflected by their κ parameters (κ = 0.0009 for sv1 and κ = 0.1354 for sv15) 31 as well as their sequence charge decoration (SCD) parameters 32 , where
with SCD= −0.41 for sv1 and SCD= −4.35 for sv15 32, 35 . In view of the intensive computation required to simulate the phase behaviors of these sequences, investigation of other N = 50 sequences with different KE patterns is left to future efforts. Monte Carlo simulations are used to sample chain configurations 89 . The initial configuration of each of our simulation systems is prepared by randomly placing all the polymers as fully extended chains along the three Cartesian axes of the simulation box in equal numbers. The system is first equilibrated for 10 7 simulation steps, to be followed by a production run with duration ranging from 2 × 10 7 to 10 8 simulation steps. Each simulation step is an attempted move performed on a randomly chosen polymer chain and at a randomly chosen location along the chain. Move acceptance is based on the Metropolis criterion. Excluded volume is enforced by disallowing any two chain monomers to occupy the same lattice site, i.e., attempted moves that would result in such disallowed configurations are rejected. The attempted move is chosen stochastically among four types of moves with the following percentage statistical weights: diagonal (kink jump, 40%), crankshaft (40%), pivot (including end rotation, 10%), and reptation (10%). The first two types of moves are local motions that only involve a small number of monomers, whereas the latter two types of moves entail global motions that can potentially relocate a large number of monomers (up to order N ). The acceptance rates of these moves at the lowest simulation temperature (200 K) are approximately 12%, 2%, 4%, and 0.25%, respectively; the rates are higher at higher temperatures. The function gsl rng.h and the random number generator mt19937 are used for the simulations. We perform two sets of extensive simulations for both sequences sv1 and sv15. The first set of simulations is geared toward addressing the low-concentration side of the coexistence phase boundary by observing whether a percolating polymer cluster develops in the simulation box (see below). These simulations are performed at 9 temperatures (200 K, 300 K, . . . overall distribution of polymer density (see below). These simulations are performed at a fixed overall polymer volume fraction of 0.1 (by using only 52 × 52 × 52 simulation boxes) for 17 different temperatures (200 K, 250K, 300 K, 350 K, . . . , 1000 K). We monitor the evolution of total potential energy as each simulation proceeds to ensure, to the extent possible within our computational resources, that the system reaches a quasi-steady state during the production stage of our simulation by observing a near-leveling of the total potential energy. Nonetheless, at relatively lower temperatures, it is evident that the system is evolving very slowly-with the potential energy stabilizing very gradually-even after a large number of simulation steps (see examples in Fig. 2 ). The ramification of this behavior will be addressed below.
Results and Discussion
Temperature-and Concentration-Dependent Distributions of Polymer Density. We begin by examining our first set of simulations. The temperatures and the overall polymer volume fractions (φ values, referred to interchangeably as concentrations below) of a subset of the simulated systems are represented by the grid points marked by circles or squares in Fig. 3 . For each system, we determine whether there exists a percolating cluster connected by intrachain connectivity and interchain nearest-neighbor contacts that encompasses ≥ 80% of the polymer chains. Snapshots of systems with and without such a cluster are provided by the examples on the right and left, respectively, of Fig. 1 . We arrived at the choice of using ≥ 80% as an intuitive, putative criterion for phase separation after monitoring a variety of clusters under different simulation conditions, and expect that reasonable variations of this criterion would produce similar results. The investigative protocol here is logically akin to the experiments that rely on observation/no observation of droplet formation by microscopy, an experimental technique that is commonly utilized for ascertaining conditions for IDP phase separation (see, e.g., Figure 3B of ref. 23 ). The result of our extensive exploratory study is shown in Fig. 3 . It shows a clear sequence effect. At every temperature we simulated, the sequence with a more blocky charge pattern (sv15, squares in Fig. 3 ) begets such a cluster at a lower concentration φ than the strictly alternating (non-blocky) sequence sv1 (gray circles in Fig. 3 ). It is quite remarkable that at sufficiently low temperature (200 K), a very low φ < 0.01 is sufficient to induce formation of a cluster for sequence sv15 that encompasses ≥ 80% of the chains. In addition to monitoring the formation of a large polymer cluster, phase behavior in the simulation systems is addressed by characterizing fluctuations in polymer density. For each system in the second set of simulations, we determine, as a function of position (x, y, z) within the (large) simulation box, the number of sites within small cubic volumes (small boxes) that are occupied by the polymer chains (Fig. 4) . The ratio of this number with the small cubic volume is the local polymer density (or, equivalently, local polymer con-centration or local polymer volume fraction), denoted as φ(x, y, z) hereafter. Because of periodic boundary conditions, the total number of small boxes we used to sample local density is equal to the number of lattice sites in the simulation box. Most of the results on local polymer density presented below are obtained by using small boxes of size 8 × 8 × 8. Corresponding results from using small boxes of sizes 3 × 3 × 3, . . . , 7 × 7 × 7 are similar. At high temperatures, local polymer density is quite narrowly distributed around a single sharp peak (see Fig. 5a for an example, note that the vertical scale is logarithmic). In contrast, at low temperatures, distributions of local polymer density typically consist of one peak at very low density and a broad plateau-like regime with a very gradual decreasing trend that extends to very high density (Fig. 5b) , a feature indicative of significant heterogeneity in concentration within the simulated ensemble. Fig. 5 also shows that these trends are largely insensitive to the size of small boxes within the range from 3 × 3 × 3 to 8 × 8 × 8 we have considered. Qualitatively, the resulting distributions exhibit very similar shapes. Quantitatively, the lowering of the peak in Fig. 5a and the plateau region in Fig. 5b (by approximately one order of magnitude) when the size of the small box is increased from 3 × 3 × 3 to 8 × 8 × 8 is attributable mainly to two factors: (i) The increase in the number of possible polymer occupancies from 3 3 = 27 to 8 3 = 512 (whereas the total number of small boxes is fixed) means that the support of the distribution is stretched by a factor of ≈ 20. By itself, this consideration would argue that, relative to the distributions for the case with small box size 3 × 3 × 3 in Fig. 5 , a multiplicative factor of ≈ 20 should be applied to the distributions plotted in Fig. 5 for the case with small box size 8 × 8 × 8 to compare the distributions on the same footing, i.e., to bring them to the same normalization.
(ii) In the hypothetical limit of the size of the small boxes approaching that of the simulation box itself, the distributions would become uniform. This consideration implies that, as the size of the small box increases, a general "flattening" tendency of the distribution of polymer occupany is expected. Taking the results in Fig. 5 (peak/plateau for the 3 × 3 × 3 case ≈ 10 times higher than those for the 8 × 8 × 8 case) and consideration (i) above-i.e., a factor of ≈ 20 should be multiplied to the distributions for the 8 × 8 × 8 case to bring them to the same normalization conditions as those for the 3 × 3 × 3 case-together, this expected flattening effect apparently leads to a reduction of the peak and plateau heights of the distributions for small box size of 8 × 8 × 8 from those for small box size of 3 × 3 × 3 by a factor of ≈ 2 if they are compared on a normalized footing. For a given simulation system with a given size of the small box for sampling local polymer density, we define φ(x) as y,z φ(x, y, z)/L 2 , where L is the linear dimension of the cubic simulation box. Thus φ(x) is an average local polymer density, or equivalently the average polymer density over a slab on the y-z plane with a thickness equal to the linear dimension of the sampling small box; φ(y) and φ(z) are defined analogously (Fig. 6a ). An overall average distribution φ u for monitoring the spatial variation of polymer density is defined as [φ(x) + φ(y) + φ(z)]/3, where x = y = z = u (Fig. 6 ). The example in Fig. 6a illustrates that, for the systems considered in our second set of simulations, the highest and lowest φ u values are not much affected by the size of small boxes for sampling local polymer density (the thick solid and dashed curves in Fig. 6a have very similar shapes). The average distribution φ u is bell-shaped at low temperatures (Fig. 6a) , which is indicative of the presence of a cluster with locally elevated polymer density. Not unexpectedly, φ u is essentially flat at high temperatures when the polymers are spatially more evenly distributed (Fig. 6b) . The trend is essentially identical for an alternate order parameter z c for local density (Fig. 7) . Defined as the number of nearest-neighbor contacts per monomer ("contacts" between sequential neighbors µ, i and µ, i + 1 along a chain not counted), z c is analogous to the coordination number collective variable defined in ref. 90 .
Effects of Charge Pattern and Net Charge on Phase Separation. We now proceed to construct phase diagrams from information gleaned from the local polymer density simulations. Because the overall volume fraction φ = 0.1 in these simulations is sufficiently high, polymer clusters always span the entire length of each of the three dimensions of the simulation box (see, e.g., snapshots on the right in Fig. 1 ). This feature allows us to estimate the coexisting volume fractions for systems that are clearly phase separated (e.g., those at or below 350 K in Fig. 6b and Fig. 7 ) by identifying the condensed-phase volume fraction as max[ φ u ] and the dilute-phase volume fraction as min[ φ u ]. This procedure leads to the phase diagrams for sequences sv1 and sv15 in Fig. 8 , wherein data points are plotted for temperatures with max[ φ u ] − min[ φ u ] > 0.01. Although the accuracy of each individual phase diagram is limited by the finite sizes of the simulation systems and numerical uncertainties caused by extreme slow equilibration at low temperatures (see below), the results in Fig. 8 are adequate for comparing the significantly different phase behaviors of the two sequences. Qualitatively consistent with expectation and theory, sequence sv15 has a significantly higher tendency to phase separate than sv1. The critical temperature, T cr , of sv15 is estimated to be approximately 1.9 times that of sv1. Quantitative comparison of our simulation results with predictions from analytical theories is provided below under the next subheading. It is instructive to note the differences between the phase boundaries estimated by local polymer density (data points and thick curves in Fig. 8 ) and the putative phase boundaries suggested by observation of a percolating cluster ( Fig. 3 and thin curves in Fig. 8) , with the latter extending to temperatures above the estimated T cr 's of the former. This finding implies that the existence of a percolating cluster is not sufficient, in general, for a clearly bimodal distribution of local polymer density. In other words, loosely connected polymer clusters can exist above T * cr . For T < T cr , the difference between the two types of estimated phase boundaries may be partly attributed to the fact that phase boundaries are not infinitely sharp 91, 92 , and that the width of the boundary region is expected to be pronounced for finite-size explicit-chain model simulation systems. As mentioned above, equilibration in our simulation systems for sv15 is extremely slow for T ≤ 400 K (Fig. 2) : whereas potential energy essentially levels off toward the end of the simulation (at 3 × 10 7 steps) for T = 800 K, it is still decreasing for T = 400 K, albeit very gradually with a slope ≈ −1.6 × 10 −5 . This situation could be a mere consequence of a basic limitation of lattice chain models. For instance, lattice protein chain models of the HP variety with attractive hydrophobic-like interactions are prone to be trapped kinetically 93 , leading to glassy dynamics and making it difficult to access their lowest-energy states via common Monte Carlo chain moves 94 . Even Gō models with structurally highly specific interactions encounter transient kinetic traps 95 . Nonetheless, inasmuch as Monte Carlo chain moves mimick physical Brownian motions 93, 96 , the slow dynamics suggested by some of our model systems can be reflective of physical behaviors of real polyampholytes. Some IDP condensates require energy input via ATP-dependent processes (not considered in our model) to maintain an "active" liquid-like state 8, 13 . Some IDP condensates are known to undergo functional maturation 20, 22 or pathological fibrillization 23 to condensed states with slower dynamics. If our model is seen as capturing some of the latter slow-dynamics behaviors in a rudimentary manner, the sequence-dependent phase diagrams in Fig. 8 would be relevant to experimental phase behaviors determined at a time scale comparable to that for the onset of maturation, notwithstanding the observation that some of our low-temperature model systems have not fully equilibrated. An obvious feature of lattice polymer models is their imposition of a spatial order that may otherwise be absent. For lattice models of globular proteins, it has been argued that this spatial order can play a structural role similar to the hydrogen bonding network in the hydrophobic cores of folded structures [97] [98] [99] .
Disorder-to-order transitions to solid-like phases have been reported in previous simulations of lattice polyampholytes 86 . Whether such features of the model can be used to gain insights into IDP maturation and fribillization deserves further study. The main goal of our effort here is to explore general principles of sequence-dependent phase behaviors of polyampholytes and other heteropolymers and to use our simulation results to assess analytical theories (see below). Quantitative comparisons with experiment is not our aim. Nonetheless, we should comment upon our consideration of a temperature range far exceeding-even just nominally-that of liquid aqueous solutions under atmospheric pressure (see, e.g., the T = 200 K to 1000 K range in Fig. 8 ). The high simulated T cr values (in K) are a consequence of the strong electrostatic interactions entailed by the two fully charged polyampholytes. Nonetheless, the same trend of sequence dependence is expected to hold for a pair of sequences with similar charge patterns but lower charge densities when, e.g., the charged monomers are interspersed among neutral monomers along the chain. Our results are relevant to those situations. For instance, because the interaction strength scales as much as the square of charge density (or a somewhat lower exponent depending on the sequence 29 ), a polyampholyte with a similar chain length and similar charge pattern of sv15 but with, e.g., ≈ 1/ √ 3 of sv15's charge density could reduce T cr to ≈ 1/3 that for sv15 (i.e., from ≈ 900 K to ≈ 300 K). As discussed above, a scaling down of temperature can also ensue if we apply the current models to polyampholytes with monomer-monomer bond lengths > 3.1Å. A similar interpretative perspective applies to the study of model hydrophobic sequences below.
As another example of sequence-dependent phase behaviors, we compare the simulated phase diagrams of two N = 50 sequences, termed hφ and hφ−, that are constructed for modeling, respectively, an all-hydrophobic sequence and a predominantly hydrophobic sequence with four embedded negatively charged monomers (Fig. 9, top drawings) . Hydrophobic interaction with short spatial range is modeled by a nearest-neighbor attractive contact energy between any pair of hydrophobic monomers on the same chain or on different chains but not sequentially adjacent along a chain. The magnitude of this contact energy is equal to 1/3 of the magnitude of pairwise electrostatic energy in our polyampholyte model at nearestneighbor spatial separation. Unlike charged monomers, hydrophobic monomers have no interaction (energy = 0) beyond nearest neighbor in our model. Hydrophobic interactions are effective, solvent-mediated and thus they are temperature-dependent 100, 101 . However, because our main interest here is the effect of sparsely distributed charges on phase behaviors by comparing two sequences with the same hydrophobic background, not the effect of hydrophobicity itself, we use a temperature-independent model for hydrophobic interactions for simplicity. The interaction among the charged monomers in sequence hφ− follows that of the above polyampholyte model. We conduct simulation at 250 K, 300 K, . . . , 500 K for sequence hφ and 200 K, 250 K, 300 K, and 350 K for sequence hφ− and apply the local polymer density method described above using small boxes of size 8 × 8 × 8. The phase diagrams we estimated from these simulations are provided in Fig. 9 . Not surprisingly, the hφ− sequence with embedded negative charges (gray triangles in Fig. 9 ) has a significantly lower propensity to phase separate (i.e., it has a lower T cr ) than the all-hydrophobic hφ sequence (black diamonds in Fig. 9 ) because of the repulsive electrostatic interactions among the embedded negative charges in hφ−. This example is extremely simple, yet it illustrates how phosphorylations can be used to regulate IDP phase separation in the living cell. Phosphorylations add negative charges to an IDP and thus can modulate its conformational dimensions 34 , and RPA for Coulomb potential with a temperature-independent screening (dashed-dotted curves). In every case, the theory-predicted phase boundary for sv15 is above (has a higher critical temperature T cr than) that for sv1. All RPA-predicted phase boundaries shown here are determined by using a monomer length scale a = 3.1Å and relative permittivity r = 80 (ref. 29) . T , in units of K, is provided by a logarithmic scale to facilitate comparison of ratios of T cr 's for the two sequences.
of FUS LC, with twelve glutamic acid (E) substitutions for serine or threonine at positions 7, 11, 19, 26, 30, 42, 61, 68, 84, 87, 117 , and 131 (the variant is termed FUS LC 12E) also disrupts phase separation 105 . With this in mind, our hφ and hφ− may be viewed as toy models, respectively, of FUS LC and FUS LC 12E (the spacings of the four negative charges at positions 2, 8, 24, and 40 of our hφ− are chosen to mimick the distribution of E residues along FUS LC 12E) for demonstrating the basic principles of how phosphorylations can functionally modulate IDP phase behaviors.
Comparisons with Analytical Theories and Correlations with Charge Pattern Parameters. We now compare our explicit-chain simulated phase diagrams for sequences sv1 and sv15 against RPA predictions for the two polyampholyte sequences (Fig. 10) . We consider three different sequence-dependent RPA formulations: (i) Salt-free RPA, which corresponds to the ρ s = ρ c = 0 case in ref. 29 Here the choice of φ s is equivalent to an NaCl concentration of approximately 200 mM such that the resulting electrostatic screening at 300 K is approximately equal to that entailed by the temperature-independent screening length r S = 10Å introduced in Models and Methods. (iii) RPA for a Coulomb potential with a short-range cutoff and temperature-independent screening, viz.,
where r is the spatial distance between charges σ i and σ j . The Fourier transform (k-space expression) of U (S) ij is given by
. k ) ij in Eq. 3. The coexistence phase boundaries predicted by these three RPA formulations for sequences sv1 and sv15 are shown in Fig. 10 . The predominant trend predicted by all three formulations that T cr is higher for sv15 than for sv1 are qualitatively consistent with our simulations but there are significant quantitative mismatches between theory and simulation. Our simulated results in Fig. 8 indicate that the ratio of the two polyampholytes' critical temperatures T cr (sv15)/T cr (sv1) ≈ 1.9, a value that would not be affected by any potential temperature rescaling we entertained above. In contrast, the corresponding T cr (sv15)/T cr (sv1) ratios predicted by the analytical theories are much larger: (i) 14.3 for salt-free RPA, (ii) 14.4 for RPA with monovalent salt, and (iii) 9.6 for RPA with temperature-independent screening. Another obvious simulation-theory discrepancy in Fig. 10 is that the theory-predicted critical volume fractions φ cr (φ cr 's are the φ values at T cr 's) are significantly lower than those estimated by our explicit-chain simulations.
As a control, we check whether adding an overall FH term in the RPA formulation by introducing a temperature-independent χ parameter in equation 10 of ref. 26 would result in a smaller mismatch with lattice simulation. One possible rationale for adding a FH term is to account for excluded volume effect that may not have been fully taken care of by RPA. We find that adding a repulsive FH term (which might be identified with a stronger excluded volume effect) leads to an even larger mismatch with the simulated T cr (sv15)/T cr (sv1) of approximately 1.9, whereas adding an attractive FH term (which might be caused by an overall background Lennard-Jones-like attraction among the monomers) leads to a smaller mismatch. But the shifts in the T cr (sv15)/T cr (sv1) are small unless |χ| is very large. For instance, whereas T cr (sv15)/T cr (sv1) for the original salt-free RPA is 14.3, the corresponding ratio is 14.9 with a repulsive χ = −0.5, and 13.4 with an attractive χ = 0.5 (Fig. 11) .
To better understand the simulation-theory mismatches for sv1 and sv15, it is instructive to place them in a broader perspective by extending the comparison to encompass previous explicit-chain lattice-simulations results on polyampholyte sequences. Literature reports on simulation studies of polyampholyte phase separations are quite limited, but we found the study by Cheong and Panagiotopoulos on a series of relatively short polyampholytes 86 particularly useful for the present analysis. These authors constructed bond fluctuation models on simple cubic lattices for fully charged N = 2, 4, 8, and 16 polyampholytes (all with zero net charge) to simulate their phase behaviors under the full Coulomb potential (no screening). Here we compare their simulation results for the four N = 8 and three N = 16 sequences they considered against the salt-free RPA results we obtain for the same sequences (Table 1) . We contrast the simulation-theory mismatches for their sequences with those for our two N = 50 sequences sv1 and sv15 by using the reduced temperature
to compare the critical temperatures of these models on the same footing. We also examine the degree to which the phase behaviors of these polyampholytes are correlated with the charge pattern parameters κ (ref. 8.50/3.15 = 2.70 for N = 16. Viewed in this context, the corresponding overestimation of T cr (sv15)/T cr (sv1) by RPA with temperature-independent screening (the one physically most similar to our lattice model) by a factor of 9.6/1.9 = 5.1 relative to the simulated value for our two N = 50 polyampholytes (see above) fits quite well into the trend gleaned from our observations for the N = 8 and N = 16 sequences in Fig. 12a . Nonetheless, future studies that compare the present results against those from other explicit-chain models will be needed to ascertain the degree to which the trend seen here is sensitive to the pecularities of cubic lattice models.
Compared to the good correlations between explicit-chain simulated T * cr and −SCD in Fig. 12a , the correlations between explicit-chain simulated T * cr and κ in Fig. 12b are less definitive. Three of the N = 8 sequences have similar T * cr 's but one sequence has a κ value much lower than that of the other two (the latter have identical κ values, see filled blue circles in Fig. 12b ). In contrast, SCD is better at capturing the small variations of T * cr among these three sequences (filled blue circles in Fig. 12a ). For the three longer N = 16 sequences, κ captures the general trend of how T * cr depends on sequence in that κ increases monotonically with the explicit-chain simulated T * cr . However, the T * cr -κ relationship (solid green lines in Fig. 12b ) deviates much more from linearity than the corresponding T * cr -(−SCD) relationship (solid green lines in Fig. 12a ), so much so that two of the N = 16 sequences with appreciably different T * cr 's are seen to have very similarly low κ values. The κ parameter is an extremely useful intuitive measure of the blockiness of charge distribution along chain sequences 31, 106 (see, e.g., ref. 107 for a recent application). Because κ relies on averaging charges over windows of 5-6 residues, it is not entirely surprising that the effectiveness of this parameter would diminish for short sequences with lengths not much longer than the window for charge averaging. A clear strength of SCD (Eq. 1) is its ability to account for patterning features that encompass charges that are far apart along the chain sequence. SCD emerges from a field-theoretic variational approach to account for sequence-dependent single-polyampholyte conformational dimensions by renormalized Kuhn lengths 32 . In this theory, the average end-to-end distance is a function of SCD; but the corresponding expression for average radius of gyration involves additional charge-pattern terms (cf. equations 6 and 13 of ref. 32). Whereas the extremely good correlations between SCD and RPApredicted T * cr might be partly attributed to the underlying Gaussian chain model shared by both the variational and RPA theories (though the detailed mathematical relationship remains to be explored), it is quite remarkable that the simple SCD parameters are also well correlated with explicit-chain simulated single-polyampholyte radii of gyration 30, 31 as well as T * cr 's for multiple-chain phase separations (Fig. 12a) . It would be very instructive to elucidate what nuanced effects beyond an intuitive characterization of charge blockiness are captured by the SCD parameter.
For completeness, we also include the T * cr 's for the three N = 16 sequences predicted by Fig. 12b ). These theoretically predicted T * cr 's correlate quite well with their explicit-chain simulated counterparts (filled green diamonds in Fig. 12b ), suggesting that this theory can be a useful general approach to study sequence-dependent phase behaviors. Fig. 12c compares the explicit-chain simulated and RPA-predicted critical volume fractions (φ cr ). RPA significantly underestimates φ cr for all nine polyampholytes sequences considered. The φ cr values estimated from explicit-chain simulations of the two N = 50 sequences studied here (filled red squares) are comparable to the explicit-chain simulated φ cr values for the N = 8 and N = 16 sequences (filled green and blue symbols). As has been commented upon 92 , field-theoretic approaches to polyelectrolyte and polyampholyte phase separations tend to significantly underestimate φ cr because the analytical treatments of density fluctuation is not sufficiently accurate. A case in point is that RPA predicts extremely low φ cr 's for polyelectrolytes with neutralizing counterions 27, 28 . Even with an improved analytical treatment 110 , the predicted φ cr 's are still lower than that obtained by explicit-chain simulations 85 . We deem it likely that the underlying Gaussin chain model of RPA leads to underestimations of interchain attraction and thus a general underestimation of φ cr . By the same token, the underlying Gaussian chain model does not fully account for the possibilities that strong interchain attractions are achievable by spatially pairing up low-|SCD| sequences in certain specific configurations. This limitation probably contributes to an underestimation of the propensities of low-|SCD| sequences to phase separate and thus a much sharper dependence of T * cr on −SCD than that revealed by explicit-chain simulations (Figs. 10 and 12a ). This idea remains to be tested. It deserves further investigations that consider a set of sequences more extensive than that studied here. All in all, analytical theories are extremely useful conceptual tools and are valuable for predicting and rationalizing trends in sequence-dependent phase separations that are consistent with explicit-chain simulations (Fig. 12) and experiments 26 . Nonetheless, addressing the aforementioned limitations would be necessary to improve their quantitative accuracy.
Conclusions
To recapitulate, we have presented explicit-chain simulation data for n = 300 copies of fully charge polyampholytes with N = 50 monomers configured on simple cubic lattices for an extensive set of temperatures and overall polyampholyte concentrations. A comparison of the results for two specific polyampholyte sequences with significantly different charge patterns indicates that the sequence with a more blocky charge pattern has a significantly higher tendency to phase separate. While this trend is anticipated and is consistent with predictions by RPA theory, the variation of phase-separating tendency with charge pattern is milder in the present lattice model than that predicted by RPA. Similar qualitative agreements and quantitative mismatches between explicit-chain simulation and RPA are identified for several shorter polyampholyte sequences that have been simulated previously for their phase properties. Taken together, these findings lend credence to the utility of RPA as an important tool for conceptual development and qualitative predictions. At the same time, they underscore that caution should be exercised in quantitative interpretation of predictions from RPA and other analytical theories. Our analysis suggests that sequence charge decoration (SCD) is an effective parameter for capturing the phase separating tendency of polyampholytes with zero net charge, but the underlying physical reasons for its success remain to be better elucidated. We have also compared the phase behaviors of an all-hydrophobic sequence and a largely hydrophobic sequence with sparsely embedded negative charges as a toy model for exploring effects of phosphorylations on IDP phase separations and to provide a simple rationalization for pertinent experimental observations. Promising future extensions of the present effort include incorporation of structurally and energetically more detailed representations of the interactions as well as construction of continuum (off-lattice) models for sequence-dependent phase behaviors. Adaptation of a recently developed simulation technique for Lennard-Jones homopolymers 111 should be particularly useful in this regard.
