In this paper, one-dimensional (1D) nonlinear wave equation
Introduction and main results

Introduction
The existence of time-periodic solutions for the nonlinear wave equation
has been investigated by many authors. See [2] [3] [4] 6, 7, 9, 11, 21] and the references therein, for example. A wide variety of methods have been brought to bear on the problem, ranging from bifurcation theory (see [14] for example), to variational techniques, pioneered by Rabinowitz [24] , to ideas which exploit the hamiltonian structure of the problem. Recently, combining variational methods, Lyapunov-Schmidt decomposition and Nash-Moser implicit function theory, Berti and Procesi [5] , Gentile, Mastropietro and Procesi [13] obtained small amplitude periodic solutions for completely resonant wave equation (1.1) with V (x) ≡ 0.
Looking for quasi-periodic solutions for hamiltonian partial differential equations (PDEs) such as (1.1), one inevitably encounters the so-called small divisor problem. The KAM (Kolmogorov-ArnoldMoser) theory for PDEs originated by Kuksin [15] [16] [17] and Wayne [25] provides a very powerful tool to deal with this problem. Roughly speaking, the KAM-machinery is to re-formulate the hamiltonian PDE into a perturbation of a non-degenerate, partially integrable system, for which parameters need to be introduced in order to adjust frequencies to overcome small divisor problem.
One way of introducing parameters into (1.1) is to considered parameterized potentials, that is,
where ξ is an n-dimensional parameter. For example, Kuksin [17] showed that there are many quasi-periodic solutions for (1.1) for "most" (in the sense of Lebesgue measure) parameters ξ 's. See also [8, 10, 25] for examples. For nonlinear wave equation with a prescribed potential
owing to the absence of exterior parameters, one needs to find out some suitable Birkhoff normal form, and then extract parameters by amplitude-frequency modulation. In this aspect, [18] is the pioneer work, where nonlinear Schrödinger equation with constant potential is studied by Kuksin and Pöschel, and Birkhoff normal form of order four is used to extract parameters. For nonlinear wave equation, see Pöschel [22] for V (x) ≡ m with m > 0, Yuan [27] for V (x) ≡ m with −1 < m < 0, Yuan [28] for the completely resonant case V (x) ≡ 0, and Yuan [29] for a prescribed non-constant potential.
In this paper, we consider the nonlinear wave equation (1.1) subject to Dirichlet boundary conditions with the prescribed potential V (x) ≡ m and the nonlinearity f (u) = u 5 , that is, u tt − u xx + mu + u 5 = 0, (t, x) ∈ R × [0, π], u(t, 0) = 0 = u(t, π), (1.2) where m is real and positive. We will show that (1.2) admits small amplitude quasi-periodic solutions corresponding to 2-dimensional invariant tori of an associated infinite-dimensional dynamical system, using the KAM scheme. The method allows one to study more general nonlinear terms than the quintic term u 5 in (1.2). See Remark 1 for the details.
By and large, we will search for some suitable Birkhoff normal form of (1.2) so as to introduce parameters into (1.2), while Bambusi [1] discovered special quasi-periodic solutions for the nonlinear wave equation
u(t, 0) = 0 = u(t, π) (1.3) by taking m > 0 as the parameter and avoiding Birkhoff normal form reductions. More precisely, in our paper, we will follow the procedure in [22] , where the existence of quasi-periodic solutions for the nonlinear wave equation
is proved. In [22] , firstly the equation is written as an infinite-dimensional hamiltonian system, then the hamiltonian is put into its partial Birkhoff normal form of order 4, finally the Cantor manifold theorem in [18] is used to obtain the result. During this procedure, there are two important points: the first one is to transform the hamiltonian into its partial Birkhoff normal form, while the second one is to find out an appropriate KAM theorem that can be applied to the normal form. However, the two points are different for (1.2) . First of all, in order to obtain the Birkhoff normal form in [22] , the following proposition (Lemma 4 in [22] ) is essentially important: 
unfortunately, it's hard to give (1.5) a uniform bound from below even if at least 4 members of
|} take values in a finite index set J ⊂ N. Therefore, we have to choose some suitable index set J .
In [22] , the index set
Moreover, for 1D Schrödinger equation with the nonlinearity |u| 6) the authors also consider some admissible index set J . See Liang and You [19] for (1.6) with Dirichlet boundary conditions and J. Geng and Y. Yi [12] for (1.6) with periodic boundary conditions. And for 1D Schrödinger equation with higher order nonlinearity |u|
under periodic boundary conditions, Z. Liang [20] supposed that the index set
Unfortunately, due to the lack of super-linear growth of eigenvalues λ j , the methods in [19, 12, 20] fail for (1.2), because their methods crucially depend on the spectral asymptotics μ j ∼ j 2 .
In our settings, we pick J = {n 1 , n 2 } with n 1 = 1, n 2 10, and thus get the estimates of some divisors in (1.5) ) , which means that, all the parameters are excluded and thus the KAM iteration procedure becomes invalid! Therefore, some higher order terms must to be eliminated. Thus, we have to find out a 10-order partial Birkhoff normal form in order to apply the KAM theorem. However, it is very difficult to calculate the coefficients of all terms of order 10. Fortunately, we only need to eliminate some 10-order terms without normal components, which is justK in (2.57). In Lemma 2.3, we prove the estimates of the divisors
Then by using this lemma, we obtain an appropriate partial Birkhoff normal form of order 10. See Theorem 2.4 for the details. In the following we roughly explain why the KAM iteration procedure is valid now. Seeing the partial normal form (2.60) in Theorem 2.4,Ĝ is the same as above,K is the remaining 10-order non-normal form part withK = O (|z| 9 |ẑ|), and T is the at least 14-order part with T = O (|z| 14 ). Thus, the hamiltonian vector fields are estimated by
. In contrary to (1.10), we know min(3β
, which means the domain of parameters is sufficiently large to obtain a good control of small divisors. Actually, we simply take χ = 4/5, β = 1/3 in our proof. Now we are in a position to search for a KAM theorem applicable to our partial Birkhoff normal form in Theorem 2.4. We will use the KAM theorem in [23] with some modifications. The difference lies in the measure estimates of the resonant sets in the first iteration step, which are defined in terms of the unperturbed frequencies. In [23] , the author used Theorem D to obtain the measure estimates for nonlinear wave equation. While formulating Theorem D, the author assumed that the unperturbed frequencies are affine functions of the parameters, which corresponds to the case for the nonlinear wave equation (1.4) . Considering (1.2), we find out that the unperturbed frequencies are polynomials of the parameters of order 2. Therefore, we cannot use the result of Theorem D directly. Our idea to deal with this problem is to suppose that the conclusion of Theorem D, that is, (4.6) is fulfilled in our KAM theorem (Theorem 4.1 in Section 4). While applying to (1.2), we will prove that (4.6) holds true. So we are able to apply Theorem 4.1 to (1.2) and get quasi-periodic solutions of it.
Main results
We study (1.2) as an infinite-dimensional hamiltonian system on the phase space P = H 
(1.13)
The quasi-periodic solutions of (1.2) to be constructed are of small amplitude. Thus, in first approximation the high order term u 5 may be considered as a small perturbation of the linear equation
The latter is of course well understood and has plenty of quasi-periodic solutions.
To be more precise, let 
Their combined motions are periodic, quasi-periodic or almost-periodic, respectively, depending on whether one, finitely many or infinitely many modes are excited. In particular, for every choice
of 2-modes there is an invariant 4-dimensional linear subspace E J that is completely foliated into rotational tori with frequencies λ n 1 , λ n 2 :
is the positive quadrant in R 2 and and the index set J = {n 1 < n 2 } satisfies
Then, there is a set C * in P 2 with positive Lebesgue measure, a family of 2-tori
which is a higher order perturbation of the inclusion map Φ 0 : 
where the nonlinearity g(u) = g 5 u 5 + k 7 g k u k with g 5 = 0 is real analytic in u, the results of the above theorem can be proved in the same way.
The hamiltonian and partial Birkhoff normal form
To rewrite (1.12) as a hamiltonian in infinitely many coordinates we make the ansatz
The coordinates are taken from some Hilbert space a,p of all real valued sequences w = (w 1 , w 2 , . . .)
Below we will assume that a 0 and p > 1 2 . We then obtain the hamiltonian
with equations of motionṡ
These are the hamiltonian equations of motions with respect to the standard symplectic structure j dq j ∧ dp j on a,p × 
Thus the associated hamiltonian vector field
defines a real analytic map from some neighborhood of the origin in
Note that
It is not difficult to verify that G j 1 ··· j 6 = 0 unless j 1 ± · · · ± j 6 = 0 for some combination of plus and minus signs. Thus, only a codimension one set of coefficients is actually different from zero, and the sum extends only over j 1 ± · · · ± j 6 = 0. In particular, we have
by elementary calculation. In the rest of this section we transform the hamiltonian (2.1) into some partial Birkhoff normal form of order 10 so that it happens, in a sufficiently small neighborhood of the origin, as a small perturbation of some nonlinear integrable system.
For the rest of this paper we introduce complex coordinates
Inserting them into (2.1), we obtain a real analytic hamiltonian 
where
Define the normal form set (6) .
Define the following index sets G =Ḡ +G +Ĝ, (2.11) whereḠ is the normal form part of G with (
andĜ is the part of G with ( j 1 , . . . , j 6 ) ∈ 3 :
(2.14)
We will eliminateG by a symplectic coordinate transformation X 1 F , which is the time-1-map of the flow of a hamiltonian vector X F given by a hamiltonian where {·,·} is Poisson bracket with respect to the symplectic structure i j 1 dz j ∧dz − j . Thus expanding at t = 0 and using Taylor's formula we formally get
Now we need to show the correctness of the definition (2.16) and establish the regularity of the vector field X F . To this end, we prove that the divisors λ j 1 + · · · + λ j 6 are away from zero:
Lemma 2.1. Suppose n 1 = 1, n 2 10 and 0 < m 1 4 . Then for
Proof. This lemma is equivalent to prove that, for j 1 , . . . , j 6 ∈ N and (σ 1 , . . . , σ 6 ) ∈ {1, −1}
We firstly consider the case 6 l=1 σ l j l = 0. In view of
and 0 < m 1 4 , we have . Therefore, in the following, we assume
Introduce the function 24) which is positive, monotone decreasing and convex for t 0. Thus, by (2.23) and (2.24), we have
We secondly consider the case σ k j k + σ l j l = 0 for some 1 k, l 6. Without loss of generality,
Thus by using Lemma 4 in [22] , we get 26) which is larger than . Therefore, in the following, we assume
(2.27) Now our aim is to prove (2.20) 
If (2.28) is true with r = 5, then we know f (n 1 ) f (a). In this case, in view of (2.25), we get
If (2.29) is true, then in view of (2.25), we get, for 1 r 4, 
(2.36)
In the following, we will give the proof in six cases respectively. Case 1: Suppose (2.33) is true. Then in view of (2.25), we get, for 0 r 4,
Case 2: Suppose (2.34) is true. Then in view of (2.25), we get, for 1 r 3,
(2.37)
Observing a = n 1 , we have a 2, and thus
(2.38)
Calculating directly, for n 1 = 1, n 2 10 and 0 < m 1 4 , we have
(2.39) Therefore, by (2.38) and (2.39), we get . Then in view of (2.24) and (2.25), we get 
. By Taylor's formula, we have, for j 1,
where 0 < θ < 1 depends on j. Thus, we have . In view of a + b = 4n 2 and our assumption a b, we know b 2n 2 . Thus in view of (2.24) and (2.25), we get 
Thus, in view of (2.25), we get, for 1 r 3, 
where a = b = 2 is the only possible situation. Thus, in view of (2.25), we get
(2.51) Case 6: Suppose (2.36) is true. Then in view of (2.25), we get, for 1 r 3, In view of (2.5) and the above lemma, in the same way as [22] , the regularity of the vector field X F could be easily established: 
where Λ is in (2.9),Ḡ is in (2.12),Ĝ is in (2.14), and
).
By simple calculation we have
where the first term is order 10 and the second term is at least order 14. In order to obtain a partial Birkhoff normal form of order 10, we need another real analytic, symplectic coordinate change. To this end, define the normal form set N = ( j 1 , . . . , j 10 ) ∈ Z 10 * : There exists a 10-permutation τ such that (6) , j τ (7) = − j τ (8) , j τ (9) = − j τ (10) , . Then for ( j 1 , . . . , j 10 ) ∈ 0 \ N satisfying j 1 ± · · · ± j 10 = 0, we have
Proof. In view of j 1 , . . . , j 10 ∈ {±n 1 , ±n 2 }, n 1 = 1, n 2 10, thus from j 1 ± · · · ± j 10 = 0 we know the number of {±n 2 } in { j 1 , . . . , j 10 } is even. Hence this lemma is equivalent to prove that, for nonnegative integers α,ᾱ, β,β with α +ᾱ + β +β = 10, β +β even, and |α −ᾱ| + |β −β| = 0, we have |αλ n 1 +ᾱλ −n 1 + βλ n 2 +βλ −n 2 | 2.
(2.59)
If β −β = 0, then the left hand of (2.59) is not less than 2λ 1 ; otherwise, the left hand of (2.59) is not less than 2λ n 2 − 8λ 1 . Thus the inequality (2.59) follows from the fact that both 2λ 1 and 2λ n 2 − 8λ 1 are larger than 2. This completes the proof of this lemma. 2 Therefore, we can further obtain the following result: 
Proof of Theorem 1.1
By the last section there exist two real analytic, symplectic changes of coordinates Γ 1 , Γ 2 , which take H into H • Γ 1 • Γ 2 = Λ +Ḡ +Ĝ +K +K + T , where Λ is in (2.9),Ḡ is in (2.12),Ĝ is in (2.14), K is in (2.61),K is in (2.62), T is in (2.63). Letting I = (|z j | 2 : j ∈ N), then we have
Moreover, we know
Step 1: New coordinates. We introduce symplectic polar and real coordinates (x, y, u, v) by setting 2 + G n 2 n 2 n 2 n 2 jj ξ 2 , (3.8) and remainder
(3.9)
The total hamiltonian H = N + P with In the same way, we can obtain the estimate of the Lipschitz semi-norm
In view of (3.22) and (3.29), we know the map ξ → ω(ξ) between Π and its image is a homeomorphism which is Lipschitz continuous in both directions. Finally, there obviously holds l, Ω(ξ) = 0 for all integer vectors l ∈ Z ∞ with 1 |l| 2.
Step 3: Checking assumption B of Theorem 4.1. By (3.8) we knowΩ j = λ j ,
From (2.6) we know 
, we know the assumption (4.2) in Theorem 4.1 is satisfied with κ = 2.
Step 4: Checking assumption C and smallness condition (4.5) of Theorem 4.1. Observing (3.11) for the perturbation P , it can be easily checked that P is real analytic in the space coordinates and Lipschitz in the parameters, and for each ξ ∈ Π its hamiltonian vector field X P is an analytic map from P a,p to P a,p withp = p + 1. In the following we check the smallness condition (4.5). In view of (3.9), we where γ is taken from the KAM theorem. It's obvious that when r is small enough, (3.42) which is just the smallness condition (4.5). Till now there only remains the assumption (4.6) of Theorem 4.1.
Step 5 
(3.43)
In view of (4.3), denotingR (3.44) then to prove the assumption (4.6) is equivalent to prove We only need to give the proof of the most difficult case that l has two non-zero components of opposite sign. In this case, rewriteR kl (α)
where k ∈ Z 2 and i, j ∈ N \ {1, n 2 }, i = j. In view of (4.4), it is sufficient to prove (3.47) where K * , L * are defined in the KAM theorem and here they satisfy 
(3.50) 
larger than C . Thus, by using Lemma 3.1 at the end of this section and noting that |k|, i, j can be bounded by a positive constant depending only on λ n 2 , we get
Since the number of (k, i, j) satisfying 0 < |k| < K * , 0 < i + j < L * can be bounded by a positive constant depending only on λ n 2 , we finally get
, (3.54) which is less than the right hand of (3.47) by the fact χ < 1. Therefore, till now the only remaining task is to prove that at least one of (3.51) and (3.52) holds. Supposing this not true, then we have
We discuss (3.55) in four different cases in the following. We also mention that k ∈ Z 2 , 0 < |k| ). This means that, when r is small enough, the rotational tori persist for most of ξ ∈ Π . Thus Theorem 1.1 follows from Theorem 4.1 in the next section.
Finally, we mention that, here the remaining set of parameters doesn't have full density measure at the origin, since even the considered total parameter domain Π in (3.13) doesn't have full density measure at the origin either.
Lemma 3.1. Suppose that g(x) is a 2-th differentiable function on the closureĪ of I, where I
Proof. This is a special case of Lemma 2.1 in [26] . 2
A KAM theorem
In this section, we introduce a KAM theorem in [23] . We consider small perturbations of a family of linear integrable hamiltonians
with symplectic structure Assumption C: Regularity. The perturbation P is real analytic in the space coordinates and Lipschitz in the parameters, and for each ξ ∈ Π its hamiltonian vector field X P = (P y , −P x , P v , −P u )
T defines near T 0 a real analytic map where ξζ X P = X P (·, ξ) − X P (·, ζ ), and where the supremum is taken over Π .
To state the KAM theorem we also assume that where the constant c 2 also depends on χ andp − p.
Proof. This is a combination of Theorem A and Theorem D in [23] with some modifications.
First, compared with d 1 in [23] , this theorem only concerns the case d = 1 since the case d > 1
is not relevant for the application to the wave equations. Second, the following two assumptions in [23] are removed: (1) the unperturbed frequencies satisfy ξ : k, ω(ξ) + l, Ω(ξ) = 0 = 0 for integer vectors (k, l) ∈ Z n × Z ∞ with 1 |l| 2; (2) the unperturbed frequencies are affine functions of the parameters. These two assumptions are only used to estimate the measure for (k, l) ∈ X . Thus, instead of them, in this theorem the direct assumption (4.6) is sufficient. 2
