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Abstract
Free boundary problems deal with solving partial differential equations in a do-
main, a part of whose boundary is unknown – the so-called free boundary. Beside
the standard boundary conditions that are needed in order to solve the partial
differential equation, an additional boundary condition is imposed at the free
boundary. One aims thus to determine both, the free boundary and the solution
of the partial differential equation.
This thesis is dedicated to the solution of the generalized exterior Bernoulli
free boundary problem which is an important model problem for developing al-
gorithms in a broad band of applications such as optimal design, fluid dynamics,
electromagnentic shaping etc. Due to its various advantages in the analysis and
implementation, the trial method, which is a fixed-point type iteration method,
has been chosen as numerical method.
The iterative scheme starts with an initial guess of the free boundary. Given
one boundary condition at the free boundary, the boundary element method is
applied to compute an approximation of the violated boundary data. The free
boundary is then updated such that the violated boundary condition is satisfied
at the new boundary. Taylor’s expansion of the violated boundary data around
the actual boundary yields the underlying equation, which is formulated as an
optimization problem for the sought update function. When a target tolerance is
achieved the iterative procedure stops and the approximate solution of the free
boundary problem is detected.
How efficient or quick the trial method is converging depends significantly
on the update rule for the free boundary, and thus on the violated boundary
condition. Firstly, the trial method with violated Dirichlet data is examined and
updates based on the first and the second order Taylor expansion are performed.
A thorough analysis of the convergence of the trial method in combination with
results from shape sensitivity analysis motivates the development of higher or-
der convergent versions of the trial method. Finally, the gained experience is
exploited to draw very important conclusions about the trial method with vi-
olated Neumann data, which is until now poorly explored and has never been
numerically implemented.
v
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Chapter 1
Introduction
In many cases, problems in areas such as physics, engineering, finance and bi-
ology are described by partial differential equations for the unknown functions.
If there are additional geometrical unknowns in these problems we speak of free
boundary problems. In practice, free boundary problems are problems, which
consist of a partial differential equation in the domain and boundary conditions
at the boundary of the domain. On the unknown part of the domain though,
the so-called free boundary, there are given two boundary conditions which serve
different purposes; the first one is to solve the differential equation and the second
one is to find the location of the free boundary. The simultaneous solution of both
the unknown function and its domain of definition requires a challenging numer-
ical simulation of the problem. Within the last two decades, various new ideas,
techniques and methods have been developed for the solution of free boundary
problems, and hence many new free boundary problems have been studied.
1.1 Bernoulli’s free boundary problem
The aim of this thesis is to address and analyze some aspects related to Bernoulli’s
free boundary problem, an important model problem for developing algorithms
in shape optimization, fluid dynamics, optimal design, electrochemistry, electro-
magnetics and many further applications.
1
2 1. Introduction
1.1.1 Problem formulation
We consider a generalized version of the exterior Bernoulli free boundary prob-
lem which involves the Poisson equation and non-constant boundary data. The
related domain, displayed in Figure 1.1, can be described as follows: Let T ⊂ R2
denote a bounded domain with free boundary ∂T = Γ. Inside the domain T
we assume the existence of a simply connected subdomain S ⊂ T with fixed
boundary ∂S = Σ. The resulting annular domain T \ S is denoted by Ω.
K
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Figure 1.1: The domain Ω and its boundaries Γ and Σ.
For the given topological situation, the exterior Bernoulli free boundary problem
reads as: Seek the domain Ω and the state u which satisfy the overdetermined
boundary value problem
−∆u = f in Ω (1.1a)
u = g on Σ (1.1b)
u = 0 on Γ (1.1c)
∂u
∂n
= h on Γ (1.1d)
for given data f , g and h. The problem is called exterior free boundary problem
since the exterior boundary Γ is sought such that the overdetermined boundary
value problem (1.1) becomes solvable.
Assumption 1.1. In order to ensure the well posedness of the problem under
consideration the functions f ≥ 0, g > 0 and h < 0 are assumed to be sufficiently
smooth in R2. In particular, we assume that u ∈ C2(Ω), such that second order
derivatives of the solution exist.
1.1. Bernoulli’s free boundary problem 3
The vector n stands for the unit normal vector at Γ and ∂u/∂n denotes the
derivative of u in the normal direction. We like to stress that the sign conditions
on the data ensure that u is positive in Ω and thus it holds in fact ∂u/∂n < 0 on
Γ.
Assumption 1.2. The domain Ω belongs to the class of simply connected,
bounded domains with smooth boundaries which are starshaped with respect
to the origin.
Under this assumption, the domain Ω can be uniquely identified by a periodic
and positive function r which represents the free boundary Γ since the boundary
Σ is fixed. The free boundary is parametrized via polar coordinates by
γ = [0, 2pi]→ Γ, s→ γ(s) := r(s)er(s),
where er(s) =
(
cos(s), sin(s)
)T denotes the unit vector in the outward radial
direction.
The problem under consideration can be viewed as the prototype of a large class
of stationary free boundary problems which are involved in many applications of
various engineering fields. For example, the growth of anodes in electrochemical
processes might be modeled like above with f = 0, g = 1, h = const. and
corresponds to the original Bernoulli free boundary problem [33].
Some early results about the existence and uniqueness of solutions to the Bernoulli
free boundary problem are found in [8, 11, 72]. About the geometric form of
the solutions we address the reader to [1, 4] and the references therein. For
the qualitative theory and the numerical approximation to the related interior
Bernoulli free boundary problem we refer to [36]. The interior Bernoulli free
boundary problem differs from the exterior in two regards. Firstly, the unknown
boundary is the inner one, and secondly, the Dirichlet data at the fixed boundary
and at the free boundary are exchanged.
1.1.2 Solution strategies
In the following, we briefly review the existing strategies to solve free boundary
problems and present some related publications. These strategies are primarily
divided into two categories: the shape optimization methods and the fixed-point
methods. In this thesis we confine ourselves to the examination of the trial
method, which falls into the latter category.
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Shape optimization methods
In classical shape optimization approach one formulates a cost function that at-
tains its minimum at a solution of the free boundary problem and accordingly
updates the free boundary. There are roughly two ways to formulate the free
boundary problem (1.1) as a shape optimization problem. The first one is the
shape variational formulation, where the free boundary problem is related to an
energy functional E whose minimizer is the free boundary. The second one is
a least-squares formulation. In this case, at first the boundary value problem
is solved in the domain Ω with one of the two boundary conditions at the free
boundary. Then the mismatch of the violated boundary condition is tracked
at the free boundary in the least-squares sense. Shape optimization approaches
for the solution of the Bernoulli free boundary problem by tracking either the
Dirichlet or the Neumann data at the free boundary have been investigated, for
instance, in [45, 50, 73, 76] and in [30, 31, 32, 42].
Fixed-point methods
In the fixed-point approach the free boundary problem is solved by constructing
a sequence of trial solutions uk and trial free boundaries Γk by using some update
rule in each iteration. Among the fixed-point methods we distinguish the trial
method. Here, the update rules do not necessarily require the knowledge of shape
sensitivity analysis. However there are algorithms which are based on concepts
from shape optimization, see for example [52, 75, 77, 78].
A single step of the trial method starts with a “trial” free boundary curve Γk. Then
the boundary value problem is solved in the related domain Ωk by considering
either the Dirichlet or the Neumann boundary condition at Γk. The solution of
this problem is used to construct a new boundary curve Γk+1 which comes closer
to the desired free boundary.
When available, trial methods have the advantage of being essentially indepen-
dent of the state problem solver and easy to implement. The drawback however is
that it is not always obvious how to construct appropriate update rules such that
the method converges or a convergence rate of high order is attained. According
to [21] the methods of moving the boundary are classified as local, integral or
global. Convergence and further analytical results for the trial method are in-
cluded in [2, 3, 5, 36]. In [39] a modification of the state problem in view of a
higher convergence order is introduced and the Neumann boundary condition at
the free boundary is substituted by a Robin boundary condition which involves
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the mean curvature of the free boundary. The same is later proved in [75] and
applied in [51, 52, 73, 74]. This modification is moreover exploited in [36], where
not only numerical schemes based on a local parametrization are developed but
also the convergence rate of the corresponding trial method is estimated.
Other methods and applications
Another shape derivative free method to solve free boundary problems is the level
set method which is implemented for Bernoulli’s problem in [13, 14, 56]. It enjoys
the property of allowing changes of the domain’s topology. Nevertheless, all
authors considered only constant Dirichlet and Neumann data which corresponds
to the original Bernoulli free boundary problem.
In [55, 63, 64] an iterative method based on the idea of the analytic continuation of
the field has been used in case of an inverse scattering problem. Inverse problems
possess a slightly different formulation from free boundary problems since the
roles of Σ and Γ are interchanged, which amounts to severely ill-posed problems.
The detection of voids or inclusions in electrical impedance tomography for the
non-destructive testing of materials or for medical diagnostics fall into this type
of problems. Results concerning numerical algorithms are found in [6, 17, 29].
Within the scope of electrical impedance tomography we refer also to [7, 38] for
uniqueness results and [15, 16] for methods using the Dirichlet-to-Neumann map.
In addition to the previously mentioned applications we cite [24, 28, 59, 61] for
electromagnetic shaping problems which in the two-dimensional case [18, 19, 20,
27] fit the generalized form of Bernoulli’s free boundary problem; by considering
the Poisson equation as the state equation. The problem of the maximization of
the torsional stiffness of an elastic cylindrical bar under simultaneous constraints
on its volume and bending rigidity can also be seen as a free boundary problem,
see [26] for the details. Finally, some practical applications of interior and exterior
free boundary problems are concerned with fluid flow in porous media, with heat
flow phase or with chemical reactions [37].
1.2 Trial methods
As we have already mentioned, the subject of this thesis is the trial method for
the solution of the exterior Bernoulli free boundary problem (1.1). The basic
algorithm of the underlying iterative scheme is described in Algorithm 1.1.
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Algorithm 1.1: The trial method
1. Choose an initial guess Γ0 of the free boundary.
2. a) Solve the boundary value problem with one boundary condition
at the free boundary.
b) Update the free boundary according to the remaining boundary
condition at the free boundary.
3. Iterate step 2 until the process becomes stationary up to a specified
precision.
The main ingredient of trial methods is an appropriate update rule for the free
boundary. In fact we look for a suitable update function δrk such that the free
boundary is updated in the radial direction according to
γk+1 = γk + δrker. (1.2)
As step 2b of Algorithm 1.1 suggests, this update function should be chosen
such that the remaining boundary condition will approximately be satisfied at
the new boundary. Since there are given two different boundary conditions at
the free boundary, there are also two different ways to update the free boundary.
There appears to be no general rule for deciding which boundary condition should
be used in solving the elliptic equation and which for moving the free boundary.
The choice depends on the problem and sometimes one is clearly more convenient
or efficient than the other.
In case we choose to update the free boundary according to the Dirichlet boundary
condition we consider the mixed boundary value problem
−∆vk = f in Ωk, vk = g on Σ, ∂vk
∂n
= h on Γk. (1.3)
When the movement strategy of the free boundary is based on the Neumann
boundary condition, this delivers the Dirichlet boundary value problem
−∆wk = f in Ωk, wk = g on Σ, wk = 0 on Γk. (1.4)
For sake of notational clarity we denote by vk or wk the function which satis-
fies the mixed or the Dirichlet boundary value problem, respectively. In both
cases the boundary element method is shown to be an efficient tool to approxi-
mate the missing boundary data. By discretizing the boundary value problem by
parametrized analytic curves, we are able to achieve an exponential convergent
approach for the determination of these boundary data.
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For the update rules, the main idea for obtaining the update function is to use
Taylor’s expansion of the violated boundary data around the current boundary
Γk. We investigate and compare the boundary update rules which are computed
from either the first or the second order Taylor expansion of the Dirichlet data.
The free boundary is then updated not only in certain points of the boundary
but also in the continuous sense. This corresponds to the well known approaches
from optimization: “discretize-then-optimize” and “optimize-then-discretize”.
The trial method is in general a linearly convergent method, which we verify
following the lines of [75]. Nevertheless, we achieve update rules for the free
boundary which enforce the convergence or ensure even quadratic convergence,
see [43]. The novelty in the suggested method is that the state equation (1.3)
needs not to be changed, contrary to the approach in [75]. On the one hand, this
gives the opportunity of applying always the same boundary element method.
On the other hand, the trial method is also applicable for nonconvex boundaries.
For the trial method based on the Neumann boundary condition the situation
is not quite so ideal as in case of Dirichlet boundary condition, and this is the-
oretically and numerically proven. However, taking into account the analysis
procedure and the observations from the trial method with updates for the free
boundary according to the Dirichlet data we succeed to develop an update rule
for which the convergence of the trial method is enforced.
Notice that parts of this thesis have already been published in [43, 44].
1.3 Outline of the thesis
After this introductory chapter the rest of the thesis is structured in two parts.
The first part includes three chapters which focus on the trial method based on
the update of the free boundary according to the Dirichlet data. These chapters
contain in detail results on the boundary element method, on the derivation of
the update rules for the free boundary and on the converge analysis of the trial
method. In particular:
Chapter 2 is dedicated to the determination of the Dirichlet data at the unknown
boundary. By considering a Newton potential we obtain a mixed boundary value
problem for the Laplace equation and are thus able to apply the boundary element
method. For this aim, we first review the fundamentals of the theory of integral
equations including Green’s function and layer potentials. Then, we get the
Neumann-to-Dirichlet map which is a system of integral equations. It is solved
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by the collocation method based on trigonometric polynomials. This method
converges exponentially under specific conditions. Numerical examples verify
this statement.
In Chapter 3 we obtain the update rules via Taylor’s expansion of first and second
order of the Dirichlet data. After a brief introduction to differential calculus, the
update function is found by solving a discrete or continuous least-squares problem.
This suggests mainly two methods to solve the problems: the Gauss-Newton and
the Newton method. Some first numerical tests for the trial method are performed
and conclusions are drawn about the first and second order update rules as well as
about the approaches “discretize-then-optimize” and “optimize-then-discretize”.
The convergence analysis of the trial method is presented in Chapter 4. Here,
results from shape calculus are essential. We recall the basic notations and con-
cepts related to shape and material derivatives and we prove why for the standard
update rule (1.2) only linear convergence of the trial method can be expected.
Nevertheless, we manage to derive an improved update rule for the free boundary
which enforces the convergence. A Newton-type update ensures even quadratic
convergence. Numerical examples conclude this chapter and the thesis’ first part.
The thesis’ second part and Chapter 5 contains the analysis of the trial method in
case of updating the free boundary according to the Neumann data. The analysis
starts with the solution of the Dirichlet-to-Neumann map for the computation of
the violated Neumann data. Then the update function is derived by linearization
of the Neumann data around the current boundary. Numerical tests for the
resulting boundary update rule are performed. These results and the investigation
of the convergence rate reveal some weak points of the trial method, which we
manage to eliminate by considering a modified update rule. In particular we
succeeded in enforcing the convergence of the trial method. The feasibility of the
derived update rules is demonstrated via additional numerical examples.
In the last chapter we make some final conclusions and observations on the pro-
posed trial methods.
Part I
The trial method for prescribed
Neumann data
9

Chapter 2
Boundary element method
The topic of this chapter is the boundary element method for solving elliptic
partial differential equations which have been formulated as equivalent boundary
integral equations. When the solution is desired only at the boundary of the do-
main, then the boundary element method is more efficient than other methods,
see e.g. [41, 70]. Its additional advantages are the easy treatment of exterior
problems and the reduction of an n-dimensional problem defined in the domain
to an (n− 1)-dimensional problem defined on the boundary, as only the bound-
ary of the domain has to be discretized. Although in our problem we have to
solve the mixed boundary value problem for the Poisson equation, we can still
apply the boundary element method by using an ansatz which includes a Newton
potential. Our approach to get the system of integral equations is the direct
formulation based on Green’s fundamental solution. It determines the solution’s
unknown boundary data from the given boundary data. Afterwards, having the
complete Cauchy data of the state at hand, Green’s representation formula can
be used again to calculate the solution in the interior of the domain. As partic-
ular boundary element method we choose the fully discrete collocation method
based on trigonometric polynomials which possesses the unique benefit of an
exponential convergence rate [54, 62].
2.1 Theoretical background
An introduction to integral equations is necessary for the subsequent analysis. We
start with the definition of the function spaces as the smoothness of the domain
is characterized by the function space that is defined on it.
11
12 2. Boundary element method
By Cm(Ω) we denote the linear space of real-valued functions defined on the do-
main Ω, which are m ∈ N times continuously differentiable. For more refined
analysis, we introduce Hölder spaces. An appropriate framework for formulat-
ing refined regularity properties is provided by the spaces of Hölder continuous
functions
Cm,α(Ω) :=
{
φ ∈ Cm(Ω) : ‖φ‖Cm,α(Ω) <∞
}
,
where the norm is defined by
‖φ‖Cm,α(Ω) :=
∑
|β|≤m
sup
x∈Ω
‖∂βφ(x)‖+
∑
|β|=m
sup
x,y∈Ω
x 6=y
‖∂βφ(x)− ∂βφ(y)‖
‖x− y‖α (2.1)
for m ∈ N and 0 < α < 1. Here, for the multi-index β = (β1, . . . , βn) ∈ Nn0 ,
|β| = β1 + · · ·+ βn and ∂β denotes the multivariate derivative
∂β := ∂β11 · · · ∂βnn .
The spaces of Hölder continuous functions are complete vector spaces, and hence
Banach spaces, see for example [79]. The space C0,α(Ω) defines the linear space
of all functions in Ω which are bounded and uniformly Hölder continuous with
exponent α. Note that, in the case α = 1, we talk of Lipschitz continuous
functions. Finally, the usual function spaces C(Ω) and Cm(Ω) can be defined as
C(Ω) := C0,0(Ω) and Cm(Ω) := Cm,0(Ω).
In this thesis, we confine our attention to surfaces that are boundaries of a smooth
domain in Rn. The next definition explains the notion “∂Ω belongs to class Ck”.
Definition 2.1. A bounded open domain Ω ⊂ Rn with boundary ∂Ω is said to be
of class Ck, k ∈ N, if the closure Ω admits a finite open covering
Ω ⊂
p⋃
q=1
Vq
such that, for each Vq that intersects with the boundary ∂Ω, we have the properties:
• the intersection Vq ∩ Ω can be mapped bijectively onto the half-ball H :=
{x ∈ Rn : ‖x‖ < 1, xn ≥ 0} in Rn;
• this mapping and its inverse are k times continuously differentiable;
• the intersection Vq ∩ ∂Ω is mapped onto the disk H ∩ {x ∈ Rn : xn = 0}.
Remark 2.2. On occasion, we will express the property of a domain Ω to be of
class Ck also by saying that its boundary is of class Ck.
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We close this introductory section with the definition of integral operators.
Definition 2.3. An integral operator W : C(Ω)→ C(Ω) is defined by
(Wρ)(x) :=
∫
Ω
k(x,y)ρ(y)dy, x ∈ Ω,
with kernel k : Ω× Ω→ R and density function ρ : Ω→ R. A kernel k is called
weakly singular if k is continuous for all x, y ∈ Ω, with x 6= y, and if there exist
positive constants M and α ∈ (0, n] such that
‖k(x,y)‖ ≤M‖x− y‖α−n for all x,y ∈ Ω with x 6= y.
Within this analytical background at hand, we are able to present the method
for computing the solution of the boundary value problem under consideration.
2.2 Boundary integral equations
The solution of the mixed boundary value problem
−∆v = f in Ω (2.2a)
v = g on Σ (2.2b)
∂v
∂n
= h on Γ (2.2c)
by the boundary element method can be performed by a reformulation as a
boundary integral equation with the help of a Newton potential.
2.2.1 Newton potential
Our objective is to find the Dirichlet data of the solution v satisfying the boundary
value problem (2.2). Despite Poisson’s equation, the boundary element method
can still be applied by making the ansatz
v = v +Nf (2.3)
for a suitable Newton potential Nf and an unknown harmonic function v.
The Newton potential satisfies the equation −∆Nf = f and has to be given
analytically or computed in a sufficiently large domain Ω̂. Nevertheless, since
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this domain can be chosen fairly simple, efficient solution techniques can easily
be applied.
As a consequence, our sight is set to the determination of the Dirichlet data of
the harmonic function v which satisfies the boundary value problem
∆v = 0 in Ω (2.4a)
v = g −Nf on Σ (2.4b)
∂v
∂n
= h− ∂Nf
∂n
on Γ. (2.4c)
The boundary element method for this particular boundary value problem for
the Laplace equation (2.4a) will be the subject of the next sections.
2.2.2 Harmonic functions and Green’s theorems
Potential theory is a valuable source of results concerning harmonic functions.
Some related theorems are listed below and their corresponding proofs can be
found in [54, Chapter 6].
Definition 2.4. A twice continuously differentiable real-valued function v, de-
fined on a domain Ω ⊂ R2, is called harmonic if it satisfies Laplace’s equation
∆v = 0 in Ω.
Theorem 2.5. Harmonic functions defined in smooth domains are analytic.
Theorem 2.6. The function
G(x,y) := − 1
2pi
log ‖x− y‖ (2.5)
is called the fundamental solution of Laplace’s equation. For fixed y ∈ R2 it is
harmonic in R2 \ {y}.
Green’s theorem provides an important tool in the analysis of the Laplace equa-
tion. It results from divergence theorem which reads as follows:
Theorem 2.7 (Divergence or Gauss theorem). Assume that F : Ω → R2
with each component of F being contained in C1(Ω). Then, it holds∫
Ω
∇ · Fdy =
∫
∂Ω
〈F,n〉dσy,
where n is the unit outward normal vector at the boundary ∂Ω.
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Theorem 2.8 (Green’s theorem). Let Ω be a bounded domain of class C1 and
let n denote the unit normal vector at the boundary ∂Ω directed to the exterior
of Ω. Then, for u ∈ C1(Ω) and v ∈ C2(Ω) we have Green’s first theorem∫
Ω
{
u∆v + 〈∇u,∇v〉}dy = ∫
∂Ω
u
∂v
∂n
dσy (2.6)
and for u, v ∈ C2(Ω) we have Green’s second theorem∫
Ω
(
u∆v − v∆u)dy = ∫
∂Ω
(
u
∂v
∂n
− v ∂u
∂n
)
dσy. (2.7)
The assumption ∂Ω is of class C1 ensures that the normal vector n is well defined
everywhere at ∂Ω.
Given the Cauchy data of the function v at the boundary ∂Ω, i.e., the Dirichlet
and the Neumann data of v at ∂Ω, the solution of (2.4) can be represented
everywhere inside the domain Ω in the following form:
Theorem 2.9 (Green’s representation formula). Let Ω be as in Theorem
2.8 and let v ∈ C2(Ω) be harmonic in Ω. Then, it holds
v(x) =
∫
∂Ω
{
G(x,y)
∂v
∂n
(y)− ∂G(x,y)
∂ny
v(y)
}
dσy, x ∈ Ω. (2.8)
Having in mind the application of the integral operators in boundary value prob-
lems, we expand the theory from the domain Ω to the boundary ∂Ω. This can
be achieved by the layer potentials and the associated jump relations.
2.2.3 Boundary integral operators
The representation formula (2.8) contains two potentials, the single-layer poten-
tial
τ(x) :=
∫
∂Ω
G(x,y)ρ(y)dσy, x ∈ R2 \ ∂Ω
and the double-layer potential
ω(x) :=
∫
∂Ω
∂G(x,y)
∂ny
ρ(y)dσy, x ∈ R2 \ ∂Ω,
where the densities ρ are the Cauchy data of v at the boundary ∂Ω. The Cauchy
data coincide with the boundary conditions which are not both given for bound-
ary value problems. In the two-dimensional case, the potentials τ and ω are
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called logarithmic single-layer potential and logarithmic double-layer potential,
respectively. Obviously, the potentials τ and ω are harmonic functions. If we
assume the C2-regularity of the boundary and an integrable density function ρ,
then they are analytic too.
The above potentials are defined for x ∈ R2\∂Ω while the limit formulae describe
the behavior of the potentials when approaching the boundary ∂Ω.
Theorem 2.10. Let ∂Ω be of class C2 and ρ ∈ C(∂Ω). Then, the single-layer
potential τ with density ρ is continuous throughout R2. For x ∈ ∂Ω, we have
τ(x) =
∫
∂Ω
G(x,y)ρ(y)dσy,
where the integral exists as an improper integral.
Theorem 2.11. For ∂Ω of class C2, the double-layer potential ω with density
ρ ∈ C(Ω) can continuously be extended from Ω to Ω and from R2 \ Ω to R2 \ Ω
with limiting value
ω±(x) =
∫
∂Ω
∂G(x,y)
∂ny
ρ(y)dσy ± 1
2
ρ(x), x ∈ ∂Ω,
where
ω±(x) = lim
ε→+0
ω
(
x± εn(x)).
The integral exists as an improper integral.
Taking the limit of the potentials for x approaching ∂Ω leads to the definition of
the single-layer integral operator(Vρ)(x) = lim
∂Ω3z→x
τ(z), x ∈ ∂Ω (2.9)
and the definition of the double-layer operator(Kρ)(x) = lim
∂Ω3z→x
ω(z) +
1
2
ρ(x), x ∈ ∂Ω. (2.10)
Let us now introduce the boundary integral operators with respect to the bound-
aries A,B ∈ {Γ,Σ}. The single-layer operator is given by
(VABρ)(x) :=∫
A
G(x,y)ρ(y)dσy
=− 1
4pi
∫
A
log ‖x− y‖2ρ(y)dσy, x ∈ B. (2.11)
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The double-layer operator reads as
(KABρ)(x) :=∫
A
∂G(x,y)
∂ny
ρ(y)dσy
=
1
2pi
∫
A
〈ny,x− y〉
‖x− y‖2 ρ(y)dσy, x ∈ B. (2.12)
Considering that ∂Ω = Γ ∪ Σ, the jump relations from Theorems 2.10 and 2.11
can be written in terms of these operators. The mapping properties of the inte-
gral operators (2.11) and (2.12), included in (2.8), are specified by the following
theorem.
Theorem 2.12. Let ∂Ω be of class C2 and A,B ∈ {Γ,Σ}. Then, the operators
VAB and KAB are bounded as mappings from C1,α(A) into C1,α(B).
We formulate now the result that establishes the desired unique relation between
the Dirichlet and the Neumann data of v at the boundary ∂Ω.
2.2.4 Dirichlet-to-Neumann map
By considering the limiting values of the potentials of the boundary, Green’s
representation formula (2.8) provides the direct boundary integral formulation of
the problem (2.4), namely∫
Γ∪Σ
G(x,y)
∂v
∂n
(y)dσy =
1
2
v(x) +
∫
Γ∪Σ
∂G(x,y)
∂ny
v(y)dσy, x ∈ ∂Ω. (2.13)
Inserting the boundary integral operators (2.11) and (2.12) into (2.13) yields thus
∑
A∈{Γ,Σ}
(
VAB ∂v
∂n
)
=
∑
A∈{Γ,Σ}
(1
2
I +KAB
)
v on B ∈ {Γ,Σ}. (2.14)
The equation (2.14) represents the relation between the Cauchy data of the func-
tion v at the domain’s boundary ∂Ω = Γ ∪ Σ. This relation is known as the
Dirichlet-to-Neumann map. In matrix form it can be written as
[ VΓΓ VΣΓ
VΓΣ VΣΣ
]
∂v
∂n
∣∣∣
Γ
∂v
∂n
∣∣∣
Σ
 =
 12I +KΓΓ KΣΓ
KΓΣ 1
2
I +KΣΣ
[ v|Γ
v|Σ
]
. (2.15)
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2.2.5 Existence and uniqueness of the solution
For the mixed boundary value problem (2.4) the issue of existence and uniqueness
of the solution is settled in [70, Theorem 4.11]. The existence and uniqueness of
the solution to the boundary integral equations (2.15) are seen as follows.
Remark 2.13. We consider the case of a first kind integral equation for the
single-layer operator with the logarithmic singularity of the form
− 1
4pi
∫
A
log ‖x− y‖2ρ(y)dσy = q(x).
We notice that the homogeneous equation
− 1
4pi
∫
A
log ‖x− y‖2ρ(y)dσy = 0
does not always have the trivial solution. For example, in case of a circular
boundary A of radius 1 and density ρ = 1, one can verify by direct integration
that
∫
A
log ‖x− y‖2dσy = 0. In order to avoid the non-uniqueness of the solution
of the boundary integral equation (2.15) we shall assume that
diam(Ω) < 1,
see [48, 80]. This can always be guaranteed by an appropriate scaling of the
domain Ω.
Remark 2.14. In general, the existence and the uniqueness of the solution to
operator equations can equivalently be expressed by the existence of the inverse
operator. In [70] it was proven that V is continuous and bijective provided that
the logarithmic capacity of ∂Ω is strictly less than one, for which a sufficient
criteria is diam(Ω) < 1. More details about the first kind integral equation
with logarithmic kernel can be found in [40, 49, 66, 67]. In case of the second
kind integral equation with compact operator the existence and uniqueness of its
solution is established by the first and second Fredholm theorem, see [54].
For the boundary value problem (2.4), the Dirichlet-to-Neumann map (2.15)
induces the following system of integral equations[ 1
2
I +KΓΓ −VΣΓ
KΓΣ −VΣΣ
] v|Γ∂v
∂n
∣∣∣
Σ
 = [ VΓΓ −KΣΓVΓΣ −1
2
I −KΣΣ
] (h− ∂Nf∂n )∣∣∣Γ
(g −Nf )|Σ
 .
(2.16)
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As we are interested in finding the Dirichlet data of v by giving its Neumann data
at the free boundary, from now on we will refer to system (2.16) as Neumann-
to-Dirichlet map. Due to Remark 2.14 about the existence and the uniqueness
of the solution of the first and the second kind integral equation when compact
operators are included, we can deduce that the above system of integral equations
is solvable.
At last, we comment on the well-posedness of the boundary integral equations
(2.15). The well-posedness of a problem in the sense of Hadamard is defined as
the existence and uniqueness of the solution besides a continuous dependence of
the solution on the given data. We have seen that the existence and the unique-
ness of the solution of an operator equation are fulfilled whenever the operators
are bijective. Moreover, for a bounded linear operator which maps a Banach
space bijectively onto another Banach space, the inverse operator is bounded and
therefore continuous by the inverse mapping theorem. These observations indi-
cate the well-posedness of problem (2.15), which can thus be numerically solved,
as we will see later, without any difficulty.
2.3 Solution of the boundary integral equation
The first step to solve the system of the boundary integral equations (2.15) is the
parametrization of the boundaries and, as a consequence, the parametrization of
the integral operators. Afterwards, we apply the collocation method.
2.3.1 Parametrization of the boundaries
For our purposes, we have assumed that ∂Ω = Γ∪Σ is of class C2. In particular,
we assume that the fixed boundary Σ is sufficiently smooth and parametrized by
γΣ : [0, 2pi] 7→ Σ.
If the domain T is starlike, then the free boundary Γ is parametrizable via polar
coordinates according to
γΓ : [0, 2pi] 7→ Γ, γΓ = r(s)er(s),
where er(s) =
(
cos(s), sin(s)
)T denotes the unit vector in the radial direction.
The radial function r ∈ C2per
(
[0, 2pi]
)
with
C2per
(
[0, 2pi]
)
:=
{
r ∈ C2([0, 2pi]) : r(i)(0) = r(i)(2pi), i = 0, 1, 2} (2.17)
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is a positive function. Moreover, taking into account that the unit normal vec-
tor should point in the outward direction of Ω, the boundary curve γΓ should
be counter-clockwise oriented while the boundary curve γΣ should be clockwise
oriented.
2.3.2 Parametrized integral operators
Having established the solvability of the integral equations included in (2.15), we
are now concerned with their parametrization.
The single-layer operator VAB reads in parametrized form as(
VAB ∂˜v
∂n
)(
γB(s)
)
:= − 1
4pi
∫ 2pi
0
kVA,B(s, t)
∂˜v
∂n
(
γA(t)
)
dt, s ∈ [0, 2pi] (2.18)
with kernel
kVA,B(s, t) = log ‖γB(s)− γA(t)‖2 (2.19)
for A 6= B and density function
∂˜v
∂n
(
γA(t)
)
=
∂v
∂n
(
γA(t)
)‖γ ′A(t)‖.
For the double-layer operator KAB we obtain(KABv)(γB(s)) := 12pi
∫ 2pi
0
kKA,B(s, t)v
(
γA(t)
)
dt, s ∈ [0, 2pi] (2.20)
with kernel
kKA,B(s, t) =
〈nA(t),γB(s)− γA(t)〉
‖γB(s)− γA(t)‖2
‖γ ′A(t)‖ (2.21)
for A 6= B.
The parametrized form of the equation (2.14) is given by
− 1
4pi
∑
A∈{Γ,Σ}
∫ 2pi
0
kVA,B(s, t)
∂˜v
∂n
(
γA(t)
)
dt
=
1
2
v
(
γB(s)
)
+
1
2pi
∑
A∈{Γ,Σ}
∫ 2pi
0
kKA,B(s, t)v
(
γA(t)
)
dt. (2.22)
In the special case of the integral operators being defined on the same boundary,
the kernels are singular for s = t. The limit value of the kernel of the double-layer
integral operator is given by the following lemma.
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Lemma 2.15. Assume that ∂Ω is of class C2, represented by a twice continuously
differentiable parametrization γA. Then, the kernel of the double-layer operator(KAAv)(γA(s)) = 12pi
∫ 2pi
0
kKA,A(s, t)v
(
γA(t)
)
dt (2.23)
is continuous and given by
kKA,A(s, t) =

〈nA(t),γA(s)− γA(t)〉
‖γA(s)− γA(t)‖2
‖γ ′A(t)‖, s 6= t
1
2
〈nA(t),γ ′′A(t)〉
‖γ ′A(t)‖
, s = t.
(2.24)
Proof. The main tool for the approximation of the kernel in case of s = t is the
Taylor expansion of the parametrization γA(s) around t:
γA(s) = γA(t) + γ
′
A(t)(s− t) +
1
2
γ ′′A(t)(s− t)2 + o(|s− t|3). (2.25)
Then the limiting value of the kernel kKA,A when s→ t is written as
lim
s→t
kKA,A(s, t) = lim
s→t
〈nA(t),γA(s)− γA(t)〉
‖γA(s)− γA(t)‖2
‖γ ′A(t)‖
=
〈nA(t),γ ′A(t)(s− t) +
1
2
γ ′′A(t)(s− t)2〉
‖γ ′A(t)(s− t)‖2
‖γ ′A(t)‖.
As 〈nA(t),γ ′A(t)〉 = 0, it is an immediate result that the kernel kKA,A is continu-
ously extendable by the value
lim
s→t
kKA,A(s, t) =
1
2
〈nA(t),γ ′′A(t)〉
‖γ ′A(t)‖2
‖γ ′A(t)‖ =
1
2
κ(t)‖γ ′A(t)‖,
where κ denotes the curvature of the boundary A.
The fundamental solution of the Laplace equation in two spatial dimensions con-
tains a logarithmic singularity. Therefore, for the weakly singular single-layer
operator VAA, the treatment is more involved and follows the approach in [9, 54].
For the proper numerical approximation of the single-layer operator VAA(
VAA ∂˜v
∂n
)(
γA(s)
)
= − 1
4pi
∫ 2pi
0
log ‖γA(s)− γA(t)‖2
∂˜v
∂n
(
γA(t)
)
dt,
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we split the kernel into two terms
(
VAA ∂˜v
∂n
)(
γA(s)
)
:=
(
V1 ∂˜v
∂n
)(
γA(s)
)− (V2 ∂˜v
∂n
)(
γA(s)
)
. (2.26)
The first term on the right hand side of (2.26) corresponds to the single-layer
operator in case of a circular boundary
(
V1 ∂˜v
∂n
)(
γA(s)
)
:= − 1
4pi
∫ 2pi
0
log
(
4 sin2
(s− t
2
)) ∂˜v
∂n
(
γA(t)
)
dt, s ∈ [0, 2pi].
(2.27)
The second term on the right hand side of (2.26) with kernel kVA,A represents the
perturbation from the unit circle to the given boundary curve, i.e.,
(
V2 ∂˜v
∂n
)(
γA(s)
)
:=
1
4pi
∫ 2pi
0
kVA,A(s, t)
∂˜v
∂n
(
γA(t)
)
dt, s ∈ [0, 2pi]. (2.28)
In particular, the kernel of the operator V2 is smooth, provided that the boundary
is smooth. We continue with the derivation of the exact form of the kernel kVA,A.
Lemma 2.16. The kernel kVA,A of the operator V2 is given by
kVA,A(s, t) =

log
‖γA(s)− γA(t)‖2
4 sin2
(s− t
2
) , s 6= t
log ‖γ ′A(t)‖2, s = t.
(2.29)
Proof. Using the same procedure and tools as in the proof of Lemma 2.15 and
in view of the trigonometric term sin2(s) and its approximation by the Taylor
expansion sin2(s− t) = (s− t)2 + o(|s− t|4), straightforward calculation shows
lim
s→t
kVA,A(s, t) = lim
s→t
log
‖γA(s)− γA(t)‖2
4 sin2
(s− t
2
) = log ‖γ ′A(t)(s− t)‖2
(s− t)2 = log ‖γ
′
A(t)‖2.
Having finally derived the parametrized form of the integral equations in (2.22) as
well as the contained kernels, we move on to the approximation of the boundary
integrals operators.
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2.3.3 Operator approximation
A fundamental concept for approximately solving the system of operator equa-
tions
∑
A∈{Γ,Σ}
(
VAB ∂˜v
∂n
)(
γB(s)
)
=
∑
A∈{Γ,Σ}
(1
2
I +KAB
)
v
(
γB(s)
)
, B ∈ {Γ,Σ}
is to replace it by
∑
A∈{Γ,Σ}
(
VnAB
∂˜v
∂n
n)(
γB(s)
)
=
∑
A∈{Γ,Σ}
(1
2
I +KnAB
)
vn
(
γB(s)
)
, B ∈ {Γ,Σ},
(2.30)
which includes an approximating sequence VnAB, KnAB : C1,α(∂Ω)→ C1,α(∂Ω), n→
∞, for each of the bounded linear operators VAB, KAB : C1,α(∂Ω) → C1,α(∂Ω).
For practical reasons, we aim here at the reduction of our system of integral
equations to a finite dimensional linear system of equations. This is succeeded
by an appropriate choice of the approximating sequence of bounded linear opera-
tors. In the two-dimensional case, the parametrized form (2.22) of the boundary
integral equations contains periodic functions. This suggests the use of a global
approximation in the form of trigonometric polynomials. There are several ben-
efits in using trigonometric methods. In the first place, they provide schemes
which converge of high order and under proper conditions even of exponential
order. Additionally, in connection with the Fast Fourier Transform (FTT), see
[34, 60], which provides a simple and fast tool to efficiently handle the Fourier
representation of trigonometric functions, the trigonometric methods are also
computationally cheap.
By ρ(i), i = 1, 2, we denote the density functions in equation (2.22), namely
ρ(1)(t) =
∂˜v
∂n
(t) and ρ(2)(t) = v(t).
We assume that the densities are trigonometric functions with Fourier represen-
tations of the form
ρ(i,n)(tk) =
n∑
m=0
a(i)m cos(mtk) +
n−1∑
m=1
b(i)m sin(mtk), i = 1, 2. (2.31)
The Fourier coefficients a(i)m and b(i)m are given by point evaluation in the equidis-
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tantly distributed points tk = pik/n, k = 0, . . . , 2n− 1:
a(i)m =
1
n
2n−1∑
k=0
ρ(i)(tk) cos(mtk), m = 0, . . . , n,
b(i)m =
1
n
2n−1∑
k=0
ρ(i)(tk) sin(mtk), m = 1, . . . , n− 1.
In order to simplify the notation, in what follows we omit the superscript n for
the numerical approximation of the quantities contained in (2.30).
2.3.4 Collocation method
The collocation method to approximately solve the boundary integral equations
in (2.22) consists of seeking a solution from a finite dimensional subspace Xn =
span{s0, . . . , s2n−1} ⊂ C
(
[0, 2pi]
)
so that the integral equations are satisfied at
the collocation points. Let sj = pij/n, j = 0, . . . , 2n − 1, be an even number of
equidistantly distributed points on the interval [0, 2pi], the so-called collocation
points. We require that the integral equations (2.22) are satisfied in these points,
that is,
− 1
4pi
∑
A∈{Γ,Σ}
∫ 2pi
0
kVA,B(sj, t)
∂˜v
∂n
(
γA(t)
)
dt
=
1
2
v
(
γB(sj)
)
+
1
2pi
∑
A∈{Γ,Σ}
∫ 2pi
0
kKA,B(sj, t)v
(
γA(t)
)
dt (2.32)
for all j = 0, . . . , 2n − 1. Inserting the ansatz (2.31) into (2.32), we obtain a
linear system of equations for the unknown coefficients a(i)m and b(i)m of the approx-
imating trigonometric polynomial. Nonetheless, it is more efficient to replace the
representation (2.31) by using the trigonometric Lagrange basis defined by the
interpolation property Lk(sj) = δjk, j, k = 0, . . . , 2n− 1. The Lagrange basis for
the trigonometric polynomials is explicitly given by
Lk(s) =
1
n
{
1 +
n−1∑
m=1
cosm(s− tk) + cosn(s− tk)
}
, s ∈ [0, 2pi]. (2.33)
Replacing the continuous periodic functions v and ∂˜v/∂n by their trigonometric
approximations, i.e.
v(s) =
2n−1∑
k=0
v(tk)Lk(s) and
∂˜v
∂n
(s) =
2n−1∑
k=0
∂˜v
∂n
(tk)Lk(s),
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the system (2.32) becomes
− 1
4pi
∑
A∈{Γ,Σ}
2n−1∑
k=0
∂˜v
∂n
(tk)
∫ 2pi
0
kVA,B(sj, t)Lk(t)dt
=
1
2
v(sj) +
1
2pi
∑
A∈{Γ,Σ}
2n−1∑
k=0
v(tk)
∫ 2pi
0
kKA,B(sj, t)Lk(t)dt. (2.34)
The collocation method is a semi-discrete method. In order to make the method
fully discrete we have to use a quadrature formula. The system of integral equa-
tions (2.34) involves operators with either continuous or weakly singular kernels.
Therefore we proceed with the approximation of each boundary integral oper-
ator. Replacing the continuous periodic function ∂˜v/∂n by its trigonometric
interpolation polynomial (2.31), the singular part (2.27) is written as(
V1 ∂˜v
∂n
)
(sj) = − 1
4pi
2n−1∑
k=0
∂˜v
∂n
(tk)
∫ 2pi
0
log
(
4 sin2
(sj − t
2
))
Lk(t)dt. (2.35)
Let Rk denote the quadrature weight in (2.35), namely,
Rk(sj) =
1
2pi
∫ 2pi
0
log
(
4 sin2
(sj − t
2
))
Lk(t)dt.
Then, making use of the relation
1
2pi
∫ 2pi
0
log
(
4 sin2
t
2
)
eimtdt =

0, m = 0
− 1|m| , m = ±1,±2, . . . ,
(2.36)
(see [54, Lemma 8.21] for more details) and substituting the Lagrange basis ac-
cording to (2.33), we can evaluate the quadrature weight Rk. This yields
Rk(sj) = − 1
n
{ n−1∑
m=1
1
m
cosm(sj − tk) + 1
n
cosn(sj − tk)
}
.
Hence, the singular part of the operator VAA is computed by(
V1 ∂˜v
∂n
)
(sj) = −1
2
2n−1∑
k=0
Rk(sj)
∂˜v
∂n
(tk). (2.37)
We formulate next the fully discrete collocation method for the smooth part V2
defined in (2.28) of the operator VAA in (2.26). As the kernel of the integral
operator (2.28) is continuous, we get from the interpolation of the density(
V2 ∂˜v
∂n
)
(sj) =
2n−1∑
k=0
∂˜v
∂n
(tk)
∫ 2pi
0
kVA,A(sj, t)Lk(t)dt. (2.38)
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The approximation of the integral in (2.38) by the composite trapezoidal rule in
the quadrature points tk = pik/n, k = 0, . . . , 2n− 1, yields(
V2 ∂˜v
∂n
)
(sj) = − 1
4n
2n−1∑
k=0
kVA,A(sj, tk)
∂˜v
∂n
(tk). (2.39)
To summarize, the single-layer operator VAA from equation (2.26) in the colloca-
tion points is given by
(VAA ∂˜v
∂n
)
(sj) = −1
2
2n−1∑
k=0
{
Rk(sj) +
1
2n
kVA,A(sj, tk)
} ∂˜v
∂n
(tk), 0 ≤ j ≤ 2n− 1.
The boundary integral operators VAB from (2.18) for A 6= B and KAB from
(2.20), which have smooth and continuous kernels, are directly computed by the
composite trapezoidal rule. This means that(
VAB ∂˜v
∂n
)
(s) = − 1
4pi
∫ 2pi
0
kVA,B(s, t)
∂˜v
∂n
(t)dt, s ∈ [0, 2pi],
for A 6= B is approximated by the quadrature
(
VAB ∂˜v
∂n
)
(sj) = − 1
4n
2n−1∑
k=0
kVA,B(sj, tk)
∂˜v
∂n
(tk), 0 ≤ j ≤ 2n− 1.
Likewise, the double-layer operator
(KABv)(s) = 1
2pi
∫ 2pi
0
kKA,B(s, t)v(t)dt, s ∈ [0, 2pi]
is fully discretized in the form
(KABv)(sj) = 1
2n
2n−1∑
k=0
kKA,B(sj, tk)v(tk), 0 ≤ j ≤ 2n− 1,
where the kernel is given either by (2.21) in case of A 6= B or by (2.24) in case
of A = B.
Plugging all together, we obtain the linear system of equations
C

∂˜v
∂n
(
γΓ(tk)
)
∂˜v
∂n
(
γΣ(tk)
)
 = D
[
v
(
γΓ(tk)
)
v
(
γΣ(tk)
) ] (2.40)
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with
C =
 −
1
2
{
Rk(sj) +
1
2n
kVΓ,Γ(sj, tk)
}
− 1
2n
log ‖γΓ(sj)− γΣ(tk)‖
− 1
2n
log ‖γΣ(sj)− γΓ(tk)‖ −
1
2
{
Rk(sj) +
1
2n
kVΣ,Σ(sj, tk)
}

and
D =

1
2
I +
1
2n
kKΓ,Γ(sj, tk)
1
2n
〈
nΣ(tk),γΓ(sj)− γΣ(tk)
〉
‖γΓ(sj)− γΣ(tk)‖2
‖γ ′Σ(tk)‖
1
2n
〈
nΓ(tk),γΣ(sj)− γΓ(tk)
〉
‖γΣ(sj)− γΓ(tk)‖2
‖γ ′Γ(tk)‖
1
2
I +
1
2n
kKΣ,Σ(sj, tk)

.
Here, the kernels that show up in (2.40) are given by the relations (2.24) and
(2.29).
2.4 Exponential convergence
In this section, the convergence analysis of the collocation method is presented.
The collocation method can be considered as a special case of a projection method
with a projection operator being generated by interpolation. As a result, the
general error and convergence analysis for projection methods are applicable.
Provided that the integral equations in (2.22) are uniquely solvable and that the
kernels kVA,B and kKA,B are twice differentiable, the approximated system of integral
equations (2.30) is also uniquely solvable for sufficiently large n. For n → ∞,
the approximate solutions ρn converge uniformly to the solution ρ of the integral
equations. Results about the convergence of the collocation method [54, Chapter
13] show that the error ‖ρn−ρ‖ between the exact solution ρ and the approximate
solution ρn is uniformly bounded by the error ‖ρnint − ρ‖ of the trigonometric
interpolation polynomial ρnint to the exact solution ρ. This means that, for a
smooth parametrization and analytic exact solution ρ, the approximation error
decreases exponentially [53, 54].
In our case, we moreover have to consider that we approximate the solution of the
system of equations (2.40) whose right hand side contains integral equations which
are not exactly but approximately computed by the trapezoidal rule. Thereby
additional approximation errors are imposed to the system. However, since the
matrix E = C−1D is well conditioned, the convergence order of the error remains
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exponential. Therefore, our next objective is to examine if the requirements for
an exponential convergence hold. Namely, we want to prove that the kernels kVA,B
and kKA,B are analytic.
Due to Theorem 2.5 we know that harmonic functions are analytic. Then, in
the case of the integral operators VAB (2.18) and KAB (2.20) with A 6= B, the
corresponding kernels are analytic as they include the Green function and its
normal derivative, respectively. In case A = B, it remains to prove that the
kernels kVA,A and kKA,A are also analytic functions. For sake of simplicity in the
underlying proofs of the subsequent theorems, we use s for the collocation points
instead of sj = pij/n, j = 0, . . . , 2n − 1 and t for the quadrature points instead
of tk = pik/n, k = 0, . . . , 2n− 1.
Lemma 2.17. The kernel kVA,A which is given by (2.29) is an analytic function.
Proof. For 2n grid points in [0, 2pi] and n ≥ 1 there occur three cases.
1. If |s−t| ≤ 2pi, due to the assumption of smoothness of γA, the kernel kVA,A(s, t)
is analytic in the domain
Q := {(s, t) ∈ [0, 2pi]× [0, 2pi] : |s− t| < 2pi}.
Indeed, for s 6= t, we rewrite the kernel in the form
kVA,A(s, t) = log
‖γA(s)− γA(t)‖2
(s− t)2
(s− t
2
)2
sin2
(s− t
2
) . (2.41)
Inserting, the Taylor expansion of the parametrization γA, the first factor in
(2.41) can be written as:
‖γA(s)− γA(t)‖2
(s− t)2 =
∥∥∥∥∥
∞∑
i=1
γ
(i)
A (t)
i!
(s− t)i
∥∥∥∥∥
2
(s− t)2
=
(s− t)2
(s− t)2
∥∥∥∥∥
∞∑
i=1
γ
(i)
A (t)
i!
(s− t)i−1
∥∥∥∥∥
2
=
∥∥∥∥∥
∞∑
i=1
γ
(i)
A (t)
i!
(s− t)i−1
∥∥∥∥∥
2
. (2.42)
For sake of simplicity, we assume that the convergence radius of the Taylor series
is bigger than 2pi. Therefore, we can conclude that (2.42) is a convergent power
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series. For the second part, denoting σ =
s− t
2
, we obtain
sinσ
σ
=
1
σ
∞∑
i=0
(−1)iσ2i+1
(2i+ 1)!
=
∞∑
i=0
(−1)iσ2i
(2i+ 1)!
= 1− σ
2
3!
+
σ4
5!
− σ
6
7!
+ · · · .
Using the ratio test on θi =
∞∑
i=0
(−1)iσ2i
(2i+ 1)!
, we conclude that the limit of successive
ratios is less than 1 for any σ, i.e.,
lim
i→∞
∣∣∣∣θi+1θi
∣∣∣∣ = limi→∞
∣∣∣∣(−1)i+1σ2i+1(2i+ 3)! (2i+ 1)!(−1)iσ2i
∣∣∣∣
= lim
i→∞
∣∣∣∣ σ2(2i+ 2)(2i+ 3)
∣∣∣∣ = 0.
Therefore the series converges for all σ. From the property of analytic functions
that the reciprocal of an analytic function that is nowhere zero is analytic, we
conclude that the kernel of the singular layer potential is an analytic function
since |σ| =
∣∣∣s− t
2
∣∣∣ ≤ pi.
2. If 2pi + s− t ≤ 0, then it follows
kVA,A(s, t) =

log
‖γA(s)− γA(t)‖2
4 sin2
(2pi + s− t
2
) , (s, t) 6= (0, 2pi)
log ‖γ ′A(t)‖2, (s, t) = (0, 2pi).
Due to the 2pi-periodicity the kernel kVA,A(s, t) is analytic (see equations (2.41)
and (2.42)) in the domain Q := {(s, t) ∈ [0, 2pi]× [0, 2pi]\(0, 2pi)}.
3. If 2pi + t− s ≤ 0, then it holds
kVA,A(s, t) =

log
‖γA(s)− γA(t)‖2
4 sin2
(2pi + t− s
2
) , (s, t) 6= (2pi, 0)
log ‖γ ′A(t)‖2, (s, t) = (2pi, 0).
Using the same argument as before, the kernel is analytic in the domain Q :=
{(s, t) ∈ [0, 2pi]× [0, 2pi]\(2pi, 0)}.
Likewise, we prove the analyticity of the kernel kKA,A.
Lemma 2.18. The kernel kKA,A given by (2.24) is an analytic function.
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Proof. For s 6= t, the kernel can be rewritten in the form
〈nA(t),γA(s)− γA(t)〉
(s− t)2
(s− t)2
‖γA(s)− γA(t)‖2
‖γ ′A(t)‖. (2.43)
Insering the Taylor expansion of the smooth parametrization γA yields for the
first factor of (2.43)
〈
nA(t),
∞∑
i=1
γ
(i)
A (t)
i!
(s− t)i
〉
(s− t)2 =
〈
nA(t),
∞∑
i=2
γ
(i)
A (t)
i!
(s− t)i−2
〉
.
This is obviously an analytic function. By Lemma 2.17 and equation (2.42), the
second factor of (2.43) is also analytic. Finally, for (2.43) the assumption of
analyticity holds, as the product of analytic functions is an analytic function. All
arguments hold also in case s = t, the kernel thereby is proven to be analytic.
Having proved all the necessary requirements for an exponential convergence, we
point to [54] and present the following theorem.
Theorem 2.19. The fully discrete collocation method is converging exponentially
provided that the parametrization and the solution v are analytic functions.
The validity of Theorem 2.19 will be shown by numerical examples not only in
the next section but also in the upcoming chapters.
Example 2.20. In this example we are looking for the Dirichlet data of the
function v at the boundary Γ by applying collocation method, as it is presented
in Section 2.3.4. We consider the domain Ω being described by a peanut shaped
boundary Σ and a perturbed ellipse Γ as seen in Figure 2.1. The corresponding
parametrizations read as
γΣ : [0, 2pi]→ Σ, s 7→ γΣ(s) =
[
0.03 sin(s)
(
1.25 + cos(2s)
)
0.045 cos(s)
]
and
γΓ : [0, 2pi]→ Γ, s 7→ γΓ(s) =
√
0.006 cos2(3s) + 0.004 sin2(3s)
[
cos(s)
sin(s)
]
.
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KY
1
Figure 2.1: The domain Ω under consideration.
The harmonic function
v(x, y) = log
(√
(x− x0)2 + (y − y0)2
)
with (x0, y0) /∈ Ω satisfies the homogeneous partial differential equation (2.4a),
i.e., f = 0 and thus also Nf = 0. We are interested in approximating the value
of the unknown Dirichlet data of v at the boundary Γ by the boundary element
method and compare it with the analytically given result. In Figure 2.2, the
relative L2-error between the analytical and the approximate Dirichlet data of v
is illustrated with respect to the number of boundary elements (# of BE) per
boundary. The table at the right hand side of the figure contains the values of
these errors. Figure 2.2 verifies the predicted exponential convergence.
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Figure 2.2: Relative L2-error versus the number of boundary elements.
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Moreover, by looking at the numerical results one can deduce that, for an appro-
priate number of boundary elements, the collocation method can compute the
desired Dirichlet data at the boundary Γ sufficiently accurate. 4
Chapter 3
Update equations and numerical solution
The trial method for the solution of the free boundary problem requires an up-
date rule for the free boundary. In combination with the iterative scheme of the
trial method (see Algorithm 1.1), this update rule leads to the determination of
the unknown free boundary Γ. This will be the subject of this chapter. At the
beginning we review the theory behind optimization problems, including results
in differential calculus as they appear in [58]. Then, we derive the update equa-
tions via Taylor’s expansion of the first and second order of the Dirichlet data of
the state at the current boundary Γk. We aim to elaborate the convergence of the
trial method based on the resulting first order and second order update equation.
The first order update rule for boundary updates in the normal direction has
already been used in the context of the trial methods, e.g., in [36, 75], and in
the context of the level set methods, e.g., in [56]. In order to derive the update
rules we need to determine the update function which appropriately updates the
current free boundary in the radial direction. Therefore, the derived update equa-
tions are formulated as minimization problems which are solved by optimization
methods. There are two different approaches to numerically tackle minimization
problems: “discretize-then-optimize” [35, 47, 58] and “optimize-then-discretize”
[34, 47]. We discuss and implement in this chapter both approaches, since our
goal is to compare them in order to conclude which is the more efficient approach.
Finally, we present some numerical examples of the trial method so far to validate
that the trial method based on the second order update rule has a more robust
performance.
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3.1 Introduction to continuous optimization
In this section we address the theory which deals with the optimization of a linear
or a nonlinear function, cf. [12, 58, 60]. The basic formulation of an unconstrained
optimization problem of a smooth function f : Rd → R is
min f (x),
where x = (x1, x2, . . . , xd) ∈ Rd is a real vector. A local minimizer for f is an
argument vector which gives the smallest function value inside its ε-neighborhood.
More precisely:
Definition 3.1. The point x? is called a local minimizer for f if there exists an
ε > 0 such that
f (x?) ≤ f (x) for all ‖x? − x‖ ≤ ε.
The point x? is called a strict local minimizer for f if there exists an ε > 0 such
that
f (x?) < f (x) for all ‖x? − x‖ ≤ ε with x? 6= x.
If f is twice continuously differentiable, we may be able to tell that x? is a local
minimizer by examining the gradient ∇f (x?) and the Hessian ∇2f (x?). First, we
assume that f ∈ C1(Rd) and the gradient of f is denoted by
∇f (x) =
(
∂f (x)
∂x1
,
∂f (x)
∂x2
, . . . ,
∂f (x)
∂xd
)T
=
(
Df (x)
)T
.
Definition 3.2. Let V 6= 0 be a vector in Rd. The derivative of f in the direction
V is the function defined by the limit
∂f
∂V
(x) :=
d
dε
f (x+ εV)
∣∣∣
ε=0
= lim
ε→0
f (x+ εV)− f (x)
ε
.
If the function f is differentiable at x, then the directional derivative exists along
any vector V, and one has ∂f /∂V = VT∇f = 〈∇f ,V〉. Provided that f ∈
C2(Rd), the Hessian ∇2f of f is given by
∇2f (x) =

∂2f (x)
∂x21
. . .
∂2f (x)
∂x1∂xd
... . . .
...
∂2f (x)
∂xd∂x1
. . .
∂2f (x)
∂x2d
 .
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For given directions V,W 6= 0, the second order directional derivatives exist and
it holds
∂2f
∂W∂V
= VT∇2f W = 〈∇2f ·W,V〉.
In particular, they are symmetric, i.e.,
∂2f
∂V∂W
=
∂2f
∂W∂V
.
The mathematical tool used to study minimizers of smooth functions is Taylor’s
expansion.
Theorem 3.3 (Taylor’s expansion). Suppose that f : Rd → R is continuously
differentiable and that V ∈ Rd. Then it holds
f (x+V) = f (x) +
∂f
∂V
(x) + o(‖V‖2). (3.1)
Moreover, if f is twice continuously differentiable, we find
f (x+V) = f (x) +
∂f
∂V
(x) +
1
2
∂2f
∂V2
(x) + o(‖V‖3). (3.2)
Note that we will only consider a vector field V with ‖V‖ so small that the last
term is negligible compared to the others. Assuming that x? is a local minimizer,
necessary and sufficient optimality conditions which use the gradient and the
Hessian of f at x? are presented in the following theorems. Their proofs can be
found in [58].
Theorem 3.4 (First order necessary condition). If x? is a local minimizer
and f is continuously differentiable in an open neighborhood of x?, then ∇f (x?) =
0.
The local minimizers are among the points xs with ∇f (xs) = 0, which are called
stationary points. The stationary points are the local maximizers, the local mini-
mizers and the saddle points. To distinguish between them, we refer to the follow-
ing theorem. To that end, we first recall that a matrix A is positive semidefinite
if VTAV ≥ 0 and positive definite if VTAV > 0 for all V 6= 0.
Theorem 3.5 (Second order necessary condition). If x? is a local mini-
mizer of f and ∇2f exists and is continuous in an open neighborhood of x?, then
∇f (x?) = 0 and ∇2f (x?) is positive semidefinite.
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Now we describe sufficient conditions, which are applied on the derivatives of f
at a stationary point x? so as to guarantee that x? is a local minimizer.
Theorem 3.6 (Second order sufficient condition). Suppose that ∇2f is con-
tinuous in an open neighborhood of x? and that ∇f (x?) = 0 and ∇2f (x?) is
positive definite. Then x? is a strict local minimizer of f .
In case of a convex objective function the necessary condition from Theorem 3.4
becomes also a sufficient condition and the following theorem holds.
Theorem 3.7. Let f be convex and differentiable. Then any stationary point x?
is a global minimizer of f .
Having introduced the necessary theoretical background, we proceed to the deriva-
tion of the update rules of the free boundary via Taylor’s expansion.
Note 3.8. The results we obtain in the sequel refer only to the free boundary
Γ. Due to this we find it more notationally proper and clear to use γ for its
parametrization instead of γΓ.
3.2 Update equations via Taylor’s expansion
The trial method is an iterative procedure, where in each step we obtain a new
approximation of the free boundary, denoted by Γk and with parametrization γk.
The current exterior boundary Γk identifies also the domain Ωk, in which the
solution vk of the boundary value problem (2.2) is sought, i.e.,
−∆vk = f in Ωk
vk = g on Σ (3.3)
∂vk
∂n
= h on Γk .
In Chapter 2, we have seen that we can apply the boundary element method by
means of the ansatz
vk = vk +Nf (3.4)
to the boundary value problem
∆vk = 0 in Ωk
vk = g −Nf on Σ (3.5)
∂vk
∂n
= h− ∂Nf
∂n
on Γk .
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The Dirichlet data of vk at the boundary Γk are found by the Neumann-to-
Dirichlet map (2.16). Then, we obtain the Dirichlet data of vk at the boundary
via the ansatz (3.4).
We remind that, as introduced in Section 1.1.1, the domain Ωk is assumed to
be simply connected and starshaped with respect to 0. The main advantage
of this assumption is that the boundary Γk of such domains can uniquely be
described by a continuous radial function rk of the polar angle s. Moreover, vice
versa, each radial function rk ∈ C2per
(
[0, 2pi]
)
can identify the boundary Γk via
the parametrization
γk : [0, 2pi]→ Γk, s 7→ γk(s) = rk(s)er(s),
where er(s) =
(
cos(s), sin(s)
)T is the unit vector in the outward radial direction.
Note that the unit normal vector is given by
n =
γ ′⊥k
‖γ ′k‖
=
r′k
[
sin(s)
− cos(s)
]
+ rk
[
cos(s)
sin(s)
]
√
r2k + r
′2
k
and that similarly the unit tangential vector is written as
t =
γ ′k
‖γ ′k‖
=
r′k
[
cos(s)
sin(s)
]
+ rk
[− sin(s)
cos(s)
]
√
r2k + r
′2
k
.
We get an update of the old free boundary Γk by moving it in the radial direction
such that the omitted boundary condition of the overdetermined boundary value
problem (1.1) is fulfilled. In terms of the parametrization of the free boundary
the update rule reads
γk+1 = γk + V, (3.6)
where V := δrker is a vector field in the radial direction. Even if the direction of
the update is fixed, the magnitude of the perturbation is described by the update
function δrk := δr(rk), which has to be sought in an appropriate space, namely
δrk ∈ C2per
(
[0, 2pi]
)
. In the present setting, the new boundary Γk+1 is determined
by the requirement, that the violated Dirichlet condition should be satisfied on
it:
vk ◦ γk+1 != 0 on [0, 2pi]. (3.7)
The equation (3.7) in combination with the Taylor expansion of first and second
order of the Dirichlet data vk around the current boundary Γk, associated with
the radial function rk, will provide the desired update rules of the free boundary
Γk.
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3.2.1 First order update equation
The first order update equation results from the linearization of the equation
(3.7) around γk. Hence, in view of γk+1 = γk + δr1ker, we obtain
vk ◦ (γk + δr1ker) ≈ vk ◦ γk +
(∂vk
∂er
◦ γk
)
δr1k.
Due to (3.7), this yields the linear equation
vk ◦ γk +
(∂vk
∂er
◦ γk
)
δr1k
!
= 0 (3.8)
for the unknown update function δr1k. We decompose the derivative of vk in the
direction er in its normal and tangential components:
∂vk
∂er
◦ γk =
(∂vk
∂n
◦ γk
)
〈er,n〉+
(∂vk
∂t
◦ γk
)
〈er, t〉. (3.9)
By inserting (3.9) into equation (3.8) and considering the Neumann boundary
condition ∂vk/∂n = h, cf. (3.3), (3.8) becomes equivalent to
vk ◦ γk +
[
(h ◦ γk)〈er,n〉+
(∂vk
∂t
◦ γk
)
〈er, t〉
]
δr1k = 0. (3.10)
Provided that ∂vk/∂er 6= 0 for all s ∈ [0, 2pi], we finally arrive at
δr1k = − vk ◦ γk
(h ◦ γk)〈er,n〉+
(∂vk
∂t
◦ γk
)
〈er, t〉
. (3.11)
Here, the tangential derivative of vk at the boundary Γk is expressed via the
ansatz (3.4) by
∂vk
∂t
=
∂vk
∂t
+
∂Nf
∂t
. (3.12)
Since the Newton potential is given analytically, we are able to compute all its
necessary derivatives. Moreover, the tangential derivate of vk is given by
∂vk
∂t
◦ γk =
1
‖γ ′k‖
∂(vk ◦ γk)
∂s
,
in which the right hand side is computed by differentiating the trigonometric
representation of the approximation vk with respect to s (see Chapter 2, Section
2.3.3).
Relation (3.10) corresponds to the most common update rule and has, for ex-
ample, been used in [36, 56, 75]. However, there the update is performed in the
normal direction rather than the radial direction which might lead to a degener-
ation of the domain.
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3.2.2 Second order update equation
The second order update rule is derived from a second order Taylor’s expansion
of vk ◦ (γk + δr2ker) with respect to δr2k, i.e.,
vk ◦ (γk + δr2ker) ≈ vk ◦ γk +
(∂vk
∂er
◦ γk
)
δr2k +
1
2
(∂2vk
∂e2r
◦ γk
)
δr22k. (3.13)
Since (3.7) should be satisfied for the new boundary Γk+1, we conclude to the
following second order update equation:
vk ◦ γk +
(∂vk
∂er
◦ γk
)
δr2k +
1
2
(∂2vk
∂e2r
◦ γk
)
δr22k
!
= 0. (3.14)
Because of our regularity assumptions at the boundary Γk, we are able to compute
the derivatives of the twice continuously differentiable function vk. Notice that,
assuming more regularity of Γk, even a higher order Taylor expansion can be
exploited here.
The directional derivative ∂vk/∂er in (3.14) has been computed in (3.9), whereas
for the second order directional derivative ∂2vk/∂e2r, we refer to the following
lemma.
Lemma 3.9. The second order derivative of vk in the direction er is given by
∂2vk
∂e2r
◦ γk =
(∂2vk
∂t2
◦ γk
)(
〈er, t〉2 − 〈er,n〉2
)
− (f ◦ γk)〈er,n〉2
+ 2
(
∂h
∂t
◦ γk − κ
(∂vk
∂t
◦ γk
))
〈er,n〉〈er, t〉, (3.15)
where κ = −〈γ ′′k,n〉/‖γ ′k‖2 stands for the curvature of the boundary Γk.
Proof. We split the second order derivative of vk in the direction er into its normal
and tangential components
∂2vk
∂e2r
◦ γk = 〈(∇2vk ◦ γk) · n, er〉〈er,n〉+ 〈(∇2vk ◦ γk) · t, er〉〈er, t〉
=
(∂2vk
∂n2
◦ γk
)
〈er,n〉2 + 2
( ∂2vk
∂n∂t
◦ γk
)
〈er,n〉〈er, t〉
+
(∂2vk
∂t2
◦ γk
)
〈er, t〉2. (3.16)
The derivative of vk’s Neumann data with respect to s reads
∂
∂s
(∂vk
∂n
◦ γk
)
= ‖γ ′k‖
( ∂2vk
∂n∂t
◦ γk
)
+
〈
∇vk ◦ γk,
∂n
∂s
〉
. (3.17)
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In view of the derivative of the normal vector with respect to s, i.e., ∂n/∂s =
κ‖γ ′k‖t, and the Neumann boundary condition at Γk, equation (3.17) can be
rewritten as
∂2vk
∂n∂t
◦ γk =
∂h
∂t
◦ γk − κ
(∂vk
∂t
◦ γk
)
. (3.18)
According to the smoothness assumptions, the derivatives ∂2vk/∂n2 = 〈∇2vk ·
n,n〉 and ∂2vk/∂t2 = 〈∇2vk · t, t〉 are coupled also at the free boundary by the
Poisson equation, namely
−∆vk = −∂
2vk
∂n2
− ∂
2vk
∂t2
= f. (3.19)
By inserting the relations (3.18) and (3.19) into (3.16), the latter becomes (3.15).
This concludes the proof.
Having the second order derivative of vk in the direction er (3.15) at hand, we
find the update function δr2k as the solution of the following nonlinear equation
vk +
[
h〈er,n〉+ ∂vk
∂t
〈er, t〉
]
δr2k +
1
2
[
∂2vk
∂t2
(
〈er, t〉2 − 〈er,n〉2
)
− f〈er,n〉2 + 2
(∂h
∂t
− κ∂vk
∂t
)
〈er,n〉〈er, t〉
]
δr22k = 0 on Γk. (3.20)
In order to assemble the second order update equation it is necessary to express
(3.20) by known or computable terms. For this purpose, we will make use of the
ansatz (3.4) and the fact that the Newton potential is given analytically, so that
one can compute all its required derivatives. Therewith, the tangential derivative
of vk at the boundary Γk is given by (3.12) and the second order derivative of vk
in the tangential direction is
∂2vk
∂t2
=
∂2vk
∂t2
+
∂2Nf
∂t2
. (3.21)
Herein, the second order tangential derivative of the function vk can be computed
by the second order derivative of vk with respect to s:
∂2vk
∂s2
=
∂
∂s
〈∇vk,γ ′k〉
= 〈∇2vk · γ ′k,γ ′k〉+ 〈∇vk,γ ′′k〉
= ‖γ ′k‖2
∂2vk
∂t2
+ 〈γ ′′k, t〉
∂vk
∂t
+ 〈γ ′′k,n〉
∂vk
∂n
on Γk. (3.22)
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Equation (3.22), along with the given Neumann boundary condition ∂vk/∂n = h,
changes to
∂2vk
∂t2
◦ γk =
1
‖γ ′k‖2
∂2(vk ◦ γk)
∂s2
− 〈γ
′′
k, t〉
‖γ ′k‖3
∂(vk ◦ γk)
∂s
+ κ
(
h− ∂Nf
∂n
)
◦ γk. (3.23)
The quantities ∂(vk ◦ γk)/∂s and ∂2(vk ◦ γk)/∂s2 which appear in (3.20) are
computed by differentiating the trigonometric representation of the approximate
Dirichlet data vk. These analytical computations provide the essential basis for
the subsequent numerical implementation of the trial method.
3.3 Solution of the update equations
In this section, we will describe the numerical methods to solve the linear update
equation (3.8) and the nonlinear equation (3.14), where δr1k and δr2k are the
unknown update functions. The approximate update function will be used to
update the free boundary Γk. Repeating this update procedure, as the trial
method suggests, we shall obtain the solution of the free boundary problem.
We will reformulate the equations (3.8) and (3.14), respectively, as an optimiza-
tion problem for the unknown update function. Optimization problems gov-
erned by partial differential equations are usually solved by the “optimize-then-
discretize” approach. Advances in computing power allow us to use an alternative
approach, namely the “discretize-then-optimize” approach, which transforms the
original problem into a larger discrete optimization problem. The “discretize-
then-optimize” approach corresponds to the pointwise update of the free bound-
ary, while an update in variational form is achieved by applying the “optimize-
then-discretize” approach. From a structural point of view these two approaches
are completely different. Namely:
1. In the “discretize-then-optimize” approach, all the quantities of the prob-
lem are first discretized which results in a finite dimensional minimization
problem.
2. In the “optimize-then-discretize” approach, first the minimization problem
is derived from the given continuous problem which is then discretized and
solved numerically.
There is no rule of thumb which approach has to be preferred. It depends on
the application and computational method which approach should be taken for
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tackling the numerical solution of the optimization problem. In this chapter, we
develop and implement both approaches in order to use in the sequel the more
efficient one.
Note 3.10. In the following sections, to simplify the notation, we drop the it-
eration index k from the update function δrk and from all other functions which
are defined relative to the boundary Γk.
3.3.1 “Discretize-then-optimize” approach
For the numerical computations, we discretize the radial function r ∈ C2per
(
[0, 2pi]
)
associated with the free boundary Γ by a finite Fourier series according to
r(si) = a0 +
ν−1∑
m=1
(
am cos(msi) + bm sin(msi)
)
+ aν cos(νsi).
Hence, the update function δr should be also represented by a respective Fourier
series. In the current simulation, we assume the real set of trigonometric basis
functions expressed by
{φj(s)}2νj=1 = {sin((ν − 1)s), . . . , sin(s), 1, cos(s), . . . , cos(νs)}. (3.24)
Therefore the discretized update function can be also written as
δrν(si) =
2ν∑
j=1
δ̂rνjφj(si). (3.25)
We aim now at the solution of the update equations (3.8) and (3.14) in 2n equidis-
tantly distributed points si = pii/n, i = 1, . . . , 2n, where n ≥ ν. To that end, we
define the residual vector function F from R2ν to R2n as
F(δrν) :=
[
v(si) +
∂v
∂er
(si)δr
ν(si)
]
i=1,...,2n
(3.26)
and as
F(δrν) :=
[
v(si) +
∂v
∂er
(si)δr
ν(si) +
1
2
∂2v
∂e2r
(si)
(
δrν(si)
)2]
i=1,...,2n
, (3.27)
respectively. Note that all the terms contained in the residual vector functions
(3.26) and (3.27) have been computed in Section 3.2. Subsequently, we con-
sider the least-squares method which consists in minimizing ‖F(δrν)‖22. This is
equivalent to looking for
δr† = argmin
δrν
{F(δrν)}, (3.28)
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where F : R2n → R is the objective function given by
F(δrν) := ∥∥F(δrν)∥∥2
2
=
(
F(δrν)
)TF(δrν). (3.29)
The discrete optimization problem (3.28) and (3.29) can now be solved numeri-
cally with the help of appropriate algorithms, which are briefly described below.
The linear discrete least-squares method
The discrete least-squares method for the linear residual vector function (3.26)
leads to the well known normal equations. Namely, we find the minimizer δr† of
(3.29) by solving directly the normal equations, which can be expressed as
JTJδr† = −JTF(0), (3.30)
where δr† = [δ̂rνj ]j=1,...,2ν . Here, J ∈ R2n×2ν is the Jacobian matrix which contains
the partial derivatives with respect to the components of the update function,
i.e.,
J =
[
∂F(δrν)
∂δ̂rνj
]
j=1,...,2ν
. (3.31)
Note that J does not depend on δrν since F is only linear in δrν . Applying the
chain rule, the Jacobian matrix (3.31) of the linear residual function (3.26) reads
J =
[
∂v
∂er
(si)
∂δrν
∂δ̂rνj
]
i=1,...,2n
j=1,...,2ν
. (3.32)
As F is a linear function, F is certainly convex, and Theorem 3.7 applies.
The nonlinear discrete least-squares method
We now describe the Gauss-Newton method (see [58]) for minimizing the ob-
jective function (3.29) in case of the nonlinear residual function (3.27). The
Gauss-Newton method is an iterative method and based on a linear approxima-
tion of the components of F in the neighborhood of δrν . For an arbitrary small
p with trigonometric coefficients p = [p̂j]j=1,...,2ν , Taylor’s expansion yields
L(p) := F(δrν + p) ≈ F(δrν) + J(δrν)p,
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where J ∈ R2n×2ν is the Jacobian matrix (3.31), given by
J(δrν) =
[( ∂v
∂er
(si) +
∂2v
∂e2r
(si)δr
ν(si)
)∂δrν
∂δ̂rj
]
i=1,...,2n
j=1,...,2ν
. (3.33)
Replacing F in (3.29) by this Taylor expansion, we obtain
F(δrν + p) = (F(δrν + p))TF(δrν + p)
≈ (F(δrν))TF(δrν) + pT (J(δrν))TJ(δrν)p
+ 2pT
(
J(δrν)
)TF(δrν) =: L(p). (3.34)
A single iteration of the Gauss-Newton method consists in finding p which mini-
mizes the quadratic functional L(p). The gradient of L is
∇L(p) = 2(J(δrν))TJ(δrν)p + 2(J(δrν))TF(δrν)
and the Hessian of L is
∇2L(p) = 2(J(δrν))TJ(δrν). (3.35)
We notice that ∇L(0) = ∇F(δrν). If J(δrν) has full rank, then the Hessian
(3.35) is positive definite. According to Theorems 3.6 and 3.7, the functional
L(p) admits a unique minimizer when the gradient of L(p) is equal to zero. This
minimizer p is thus found by solving(
J(δrν)
)TJ(δrν)p = −(J(δrν))TF(δrν). (3.36)
The direction p is a descent direction for F . Indeed, it holds
pT∇F(δrν) = pT (J(δrν))TF(δrν) = −pT (J(δrν))TJ(δrν)p = −‖J(δrν)p‖2 < 0.
The next step of the iterative Gauss-Newton method is to update δrν according
to δrν + p and to repeat the procedure by linearizing around this updated δrν .
We stop the iteration when a suitable criterion can guarantee that the minimizer
δr† = δrν is found. This stopping criterion should hence reflect that the actual
gradient of the objective function F is zero, see Theorem 3.4. This means that
∇F(δr†) = (J(δr†))TF(δr†) = 0,
or in other words that
R(δr†) :=
∥∥(J(δr†))TF(δr†)∥∥ < tol (3.37)
for a small positive tolerance chosen by the user. For further details we refer to
[71].
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Implementations of the Gauss-Newton method for nonlinear equations have shown
that the method might take bad steps by being too long. This suggests two ways
of improving the Gauss-Newton algorithm; using either a line search or a trust
region strategy. That way, the so-called damped Gauss-Newton method is in-
troduced, see [23]. Since the damped Gauss-Newton method shall take descent
steps which satisfy the line search criterion, it is locally convergent for almost
all nonlinear least-squares problems. In our simulation, we choose a damping
parameter ξ0 = 1, which we halve in each step until a descent direction is found.
The iterative procedure starts with δrν = 0. For this value of the update function
δrν we determine the residual function from (3.27) and the Jacobian matrix from
(3.33). By plugging them into (3.36), we obtain the update direction p. The next
step is to successively increase ı = 0, 1, 2, . . . until F(δrν + 2−ıp) < F(δrν) holds.
Then, we update δrν correspondingly by adding 2−ıp and check if the stopping
criterion (3.37) is fulfilled for a specific tolerance. If the stopping criterion is not
satisfied, we repeat the same process. Otherwise, we terminate since the desired
minimizer δr† is found.
3.3.2 “Optimize-then-discretize” approach
In Section 3.3.1, we got involved with the problem of minimizing some cost func-
tion F for a trigonometric polynomial δr at the discrete points s1, . . . , s2n for
some n ≥ ν. Instead, suppose now we simply wish to minimize F throughout
all points of [0, 2pi]. To that end, we define the (continuous) residual function F ,
which either results from the first order update equation
F (δr) := v +
∂v
∂er
δr (3.38)
or results from the second order update equation
F (δr) := v +
∂v
∂er
δr +
1
2
∂2v
∂e2r
δr2. (3.39)
Thus, questions like “How should one pick the points si?” or “What value should
n take?” arise. Assume that we uniformly distribute the points si equispaced
over [0, 2pi] by si = pii/n. The least-squares formula, when scaled by pi/n, takes
the form of a Riemann sum that, in the n→∞ limit, approximates an integral:
lim
n→∞
pi
n
n∑
i=0
((
F (δr)
)
(si)
)2
=
∫ 2pi
0
((
F (δr)
)
(s)
)2
ds. (3.40)
That is, in the limit we are actually minimizing an integral, rather than a sum.
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We shall equip the linear space C
(
[0, 2pi]
)
with an inner-product.
Definition 3.11. The inner-product of two functions f, g ∈ C([0, 2pi]) is given
by
〈f, g〉 :=
∫ 2pi
0
f(s)g(s)ds.
The inner-product induces a norm via
‖f‖L2 := 〈f, f〉1/2 =
(∫ 2pi
0
(
f(s)
)2
ds
)1/2
.
Thus, in view of (3.40), the minimization of (3.40) gives rise to the continuous
least-squares method with the objective function F : C([0, 2pi])→ R given by
F(δr) := 〈F (δr), F (δr)〉 = ‖F (δr)‖2L2 =
∫ 2pi
0
((
F (δr)
)
(s)
)2
ds. (3.41)
The Galerkin method is a powerful and flexible tool for finding approximate
solutions in a variational formulation like (3.41). Moreover, it is a member of
the larger class of methods known as methods of weighted residuals [34]. In
such methods equations are solved, the solution of which is assumed to be well
approximated by a function of a particular form having a finite number of degrees
of freedom that it depends on. We have so far used the assumption that the
solution δr is expressed by a Fourier series (3.25) with orthonormal basis function
set {φj(s)} given by (3.24), i.e.,
δr(s) =
2ν∑
j=1
δ̂rjφj(s), s ∈ [0, 2pi]. (3.42)
Consequently, δr ∈ Vν , where Vν = span{φj, j = 1, . . . , 2ν}. If the ansatz (3.42)
is inserted into the variational functional (3.41), the variational problem reduces
to a finite dimensional optimization problem. In order to reach a minimum of
the cost functional (3.41) we require that the derivative of F in the direction φ
satisfies
dF [φ](δr) = lim
ε→0
F(δr + εφ)−F(δr)
ε
= 2
∫ 2pi
0
F (δr)
∂F (δr)
∂δr
φds = 0 (3.43)
for all φ. If we demand (3.43) only for all φ in Vν , then we arrive at the Galerkin
method:
Find δr ∈ Vν such that dF [φ](δr) = 0 for all φ ∈ Vν .
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When numerical integration is used to calculate the involved integrals for the
residuals (3.38) and (3.39), we end up with a possibly nonlinear system of equa-
tions. For the approximation of the integrals, the trapezoidal rule will be used.
In what follows, we elaborate separately on the linear residual function (3.38)
and the nonlinear one (3.39).
Linear Galerkin method
The (linear) first order update equation (3.8) leads to a linear optimization prob-
lem. Considering the function (3.38), the update δr†(s), which is the minimizer
of F(δr), is found by directly solving the equation[
dF [φ`] (δr†)
]2ν
`=1
= 0 (3.44)
where φ`, ` = 1, . . . , 2ν, are the basis functions in Vν . Equation (3.44) for the
residual function (3.38) reads as[〈(
v +
∂v
∂er
δr†
) ∂v
∂er
, φ`
〉]2ν
`=1
= 0,
which is equivalent to[〈( ∂v
∂er
)2
ψl, φ`
〉]2ν
l,`=1
δr† = −
[〈
v
∂v
∂er
, φ`
〉]2ν
`=1
, (3.45)
where δr† is the vector containing the Fourier coefficients of the trigonometric
representation of the function δr†. We assemble the linear system of equations
(3.45) with the help of the trapezoidal rule and the Fast Fourier Transform.
Nonlinear Galerkin method
In case of the nonlinear residual function (3.39), we employ Newton’s iterative
method to solve (3.44). The first order directional derivative of the objective
function F is given by (3.43), while its second order derivative in the directions
ψ and φ is
d2F [ψ, φ](δr) = lim
ε→0
dF [φ](δr + εψ)− dF [φ](δr)
ε
,
= 2
∫ 2pi
0
[(∂F (δr)
∂δr
)2
+
∂2F (δr)
∂δr2
F (δr)
]
ψφds. (3.46)
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Here, only the trigonometric basis functions in Vν need to be considered. More
precisely, for the residual function (3.39), the first order directional derivatives
are expressed by the gradient
G(δr) =
[
dF [φ`] (δr)
]2ν
`=1
=
[
2
∫ 2pi
0
(
v +
∂v
∂er
δr +
1
2
∂2v
∂e2r
δr2
)( ∂v
∂er
+
∂2v
∂e2r
δr
)
φ`ds
]2ν
`=1
,
and the second order directional derivatives are expressed by the Hessian
H(δr) =
[
d2F [ψl, φ`] (δr)
]2ν
l,`=1
=
[
2
∫ 2pi
0
(( ∂v
∂er
+
∂2v
∂e2r
δr
)2
+
(
v +
∂v
∂er
δr +
1
2
∂2v
∂e2r
δr2
)∂2v
∂e2r
)
ψlφ`ds
]2ν
l,`=1
.
For the Newton method one has then to compute
p = −(H(δr))−1G(δr), (3.47)
where the vector p contains the Fourier coefficients of the Newton update p =
δrnew − δr. If the Hessian is positive definite, then it follows that δr is downhill.
Further, if H(δr) stays positive definite in all the steps and if the starting point
is sufficiently close to a minimizer, then the Newton method converges rapidly
towards the solution.
Nevertheless, due to a series of drawbacks, the basic version of the Newton method
is not suitable for a general purpose optimization algorithm. For instance, the
Hessian may not always be positive definite when δr is far from the solution. In
this case, the sequence of iterates might be heading towards a saddle point or
even a maximizer. Moreover, the Newton method is well defined only if Hessian
remains non-singular. For these reasons, the use of the Hessian matrix might be
impractical.
As an alternative, the Quasi-Newton method is suggested. The idea underlying
Quasi-Newton method is to use an approximation to the inverse Hessian. Since
second derivatives are not required, the Quasi-Newton method is sometimes more
efficient than the Newton method. The most popular Quasi-Newton algorithm
is the BFGS method, named for its discoverers Broyden, Fletcher, Goldfarb, and
Shanno, see [12, 58]. Here, the search direction has the form
p = −BG(δr), (3.48)
where B is a suitable approximation of the inverse Hessian matrix H−1. The
iterative scheme usually starts with B = I and δr = 0 and the new approximation
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of the inverse Hessian matrix B is given by
Bnew = B +
(
p−By)pT + p(p−By)T
yTp
−
(
p−By)TyppT(
yTp
)2
with y = G(δrnew)−G(δr).
In each step of both, the Newton method and the Quasi-Newton method, it is
necessary to validate the descent direction. Namely, we compute the residual
function F (δrnew) and check if(F(δrnew))(s) = ∫ 2pi
0
((
F (δrnew)
)
(s)
)2
ds <
∫ 2pi
0
((
F (δr)
)
(s)
)2
ds =
(F(δr))(s).
(3.49)
The trapezoidal rule for the computation of the integrals in (3.49) yields the
following condition for the descent direction:
pi
n
2n∑
i=1
((
F (δrnew)
)
(si)
)2
<
pi
n
2n∑
i=1
((
F (δr)
)
(si)
)2
.
If the inequality holds, we examine the stopping criterion ‖dF [φ](δrnew)‖ < tol.
Otherwise we perform a line search analogously to Section 3.3.1 until the descent
direction and thus δrnew is found. This iterative procedure is performed until we
finally find δr† = δrnew which satisfies the stopping criterion.
After the brief description of the algorithms and the presentation of their basic
theoretical properties we proceed to the numerical implementation.
3.4 Numerical examples
In this section, we perform numerical tests in order to compare the trial method
based on the first and on the second order update equation. The free boundary is
updated according to the update rule (3.6). Exploiting the starshapeness of the
domain, this update rule contains in fact only the radial function of the boundary
Γk, i.e.,
rk+1 = rk + δr(rk). (3.50)
Note that, for the Poisson equation with right hand side f equal to a constant,
an appropriate Newton potential is given by the function
Nf (x, y) = −f(x2 + y2)/4.
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This Newton potential enables the analytical computation of all the necessary
derivatives which are contained in the update equations (3.8) and (3.14).
Example 3.12. For the first example, we assume a kite-shaped fixed boundary
Σ with parametrization
γΣ : [0, 2pi]→ Σ, s 7→ γΣ(s) =
[−0.1 cos(s) + 0.065 cos(2s)
0.15 sin(s)
]
.
The initial guess Γ0 of the free boundary is a slightly perturbed ellipse which is
parametrized by
γ0 : [0, 2pi]→ Γ0, s 7→ γ0(s) =
√
0.04 cos2(2s) + 0.06 sin2(2s)
[
cos(s)
sin(s)
]
.
We solve the generalized Bernoulli free boundary problem with respect to the
data
f(x, y) = 60, g(x, y) = x2 + y2 + 1, h(x, y) = −λ(x2 + y2 + 1),
where λ is a positive constant. The Newton potential is analytically determined
byNf (x, y) = −15(x2+y2). The numerical setting is as follows. We use 80 degrees
of freedom to represent the unknown boundary Γk (i.e., ν = 40) and 600 boundary
elements per boundary. The trial method stops when the update function satisfies
‖δr‖ ≤ 10−8. Figure 3.1 shows the boundary Σ and the solutions Γ? of the
free boundary problem for different values of the parameter λ. The outermost
boundary corresponds to λ = 20 and the innermost boundary to λ = 40.
0

Figure 3.1: Solutions of the generalized Bernoulli free boundary problem in case
of a kite-shaped interior boundary.
In Table 3.1, we present the number of boundary updates that the trial method
requires in order to reach the optimal free boundary Γ? when the discrete least-
squares method is used for the solution of the update equations. Recall that this
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corresponds to the normal equations for the solution of the first order update
equation (3.8) (see Algorithm 3.1) and to the Gauss-Newton method in case of
the second order update equation (3.14) (see Algorithm 3.2).
parameter λ 20 25 30 35 40
1st order update 23 31 – – –
1st order with damping (α = 0.8) 23 22 21 20 19
1st order with damping (α = 0.5) 42 41 39 37 36
2nd order update 27 28 29 29 31
Table 3.1: Number of boundary updates of the trial methods for a kite-shaped
interior boundary in case of pointwise updates.
The results in Table 3.1 suggest that the trial method based on the first order
update rule converges only if the parameter λ is small enough (row entitled “1st
order update”). Whereas, the trial method based on the second order update rule
converges for all choices of the parameter λ (row entitled “2nd order update”).
We observe that a modification of the update rule by introducing an appropriate
damping parameter α can help to enforce convergence in case of the first order
update also for large values of λ. Namely, for 0 < α ≤ 1, the update of the
radial function is calculated by rk+1 = rk + αδr. Then, as it is seen in Table 3.1,
convergence for all values of λ is achieved for the particular choices α = 0.5 and
α = 0.8 (rows entitled “1st order with damping”). Nevertheless, even if we can
always attain convergence for the trial method based on the first order update
with a proper damping parameter, there is no systematic rule for choosing this
parameter.
Algorithm 3.1: Trial method for updating the free boundary according
to the Dirichlet data based on the first order update equation and the
“discretize-then-optimize” approach.
Data: The mixed BVP with Dirichlet data on Σ, Neumann data on the
free boundary and an initial free boundary Γ0.
Set k = 0 and ‖δr†0‖ = 1.
while ‖δr†k‖ > tol do
1. Solve the BIE (2.16) to determine the missing Dirichlet boundary
data of vk on Γk.
2. Compute the terms of the update equation (3.8).
3. Solve the normal equations (3.30) to find the update function δr†k.
4. Update the free boundary according to γk+1 = γk + δr
†
ker.
5. Set k = k + 1.
end
Result: The solution Γ? of the free boundary problem.
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Algorithm 3.2: Trial method for updating the free boundary according
to the Dirichlet data based on the second order update equation and the
“discretize-then-optimize” approach.
Data: The mixed BVP with Dirichlet data on Σ, Neumann data on the
free boundary and an initial free boundary Γ0.
Set k = 0 and ‖δr†0‖ = 1.
while ‖δr†k‖ > tol do
1. Solve the BIE (2.16) to determine the missing Dirichlet boundary
data of vk on Γk.
2. Compute the terms of the update equation (3.14) and set δrk = 0.
3. Use the damped Gauss-Newton method (3.36) to find the update
function δr†k.
4. Update the free boundary according to γk+1 = γk + δr
†
ker.
5. Set k = k + 1.
end
Result: The solution Γ? of the free boundary problem.
Figure 3.2 displays the error between the actual iterate rk and the optimal radial
function r? versus the number of iterations. What we note is that both the trial
method based on the first order update rule and the trial method based on the
second order update rule converge linearly. However, the latter is more robust
unless we use a suitable damping for the first one, see Table 3.1.
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Figure 3.2: Convergence history of the trial methods for a kite-shaped interior
boundary and λ = 25 in case of pointwise updates.
We now solve the same free boundary problem for the same values of the pa-
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rameter λ using the “optimize-then-discretize” approach, as it was described in
Section 3.3.2. The solution of the linear equation (3.8) is found by the gradient
method (see Algorithm 3.3) while the nonlinear equation (3.14) is solved by the
Newton/Quasi-Newton method (see Algorithm 3.4). The number of iterations in
the trial method are shown in Table 3.2. For the solution of the nonlinear equation
(3.14) we have distinguished between the Newton method and the Quasi-Newton
method. For the convergence of the Newton method it is necessary that we are
already close to the solution of (3.14). This is a condition that can be satisfied
for some value of the parameter λ but not in general. Therefore, our strategy
consists in either applying directly the Newton method when we are close to the
solution or employing first the Quasi-Newton method until the norm of the gra-
dient (3.37) is relatively small and switching then to the Newton method so that
we can benefit from its quadratic convergence rate. Nevertheless, the convergence
order of the trial method is still only linear. A plot of the error with respect to
the number of boundary updates would be similar to Figure 3.2.
parameter λ 20 25 30 35 40
1st order update 23 – – – –
1st order with damping (α = 0.8) 23 22 21 20 19
1st order with damping (α = 0.5) 42 41 39 37 36
2nd order update 27 28 29 – –
Table 3.2: Number of boundary updates of the trial methods for a kite-shaped
interior boundary in case of variational updates.
Algorithm 3.3: Trial method for updating the free boundary according
to the Dirichlet data based on the first order update equation and the
“optimize-then-discretize” approach.
Data: The mixed BVP with Dirichlet data on Σ, Neumann data on the
free boundary and an initial free boundary Γ0.
Set k = 0 and ‖δr†0‖ = 1.
while ‖δr†k‖ > tol do
1. Solve the BIE (2.16) to determine the missing Dirichlet boundary
data of vk on Γk.
2. Compute the terms of the update equation (3.8).
3. Use equation (3.45) to find the update function δr†k.
4. Update the free boundary according to γk+1 = γk + δr
†
ker.
5. Set k = k + 1.
end
Result: The solution Γ? of the free boundary problem.
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Algorithm 3.4: Trial method for updating the free boundary according
to the Dirichlet data based on the second order update equation and the
“optimize-then-discretize” approach.
Data: The mixed BVP with Dirichlet data on Σ, Neumann data on the
free boundary and an initial free boundary Γ0.
Set k = 0 and ‖δr†0‖ = 1.
while ‖δr†k‖ > tol do
1. Solve the BIE (2.16) to determine the missing Dirichlet boundary
data of vk on Γk.
2. Compute the terms of the update equation (3.14) and set δrk = 0.
3. Use the Newton method (3.47) or the Quasi-Newton method (3.48)
to find the update function δr†k.
4. Update the free boundary according to γk+1 = γk + δr
†
ker.
5. Set k = k + 1.
end
Result: The solution Γ? of the free boundary problem.
By comparing the results from the pointwise and the variational formulation of
the update equations (3.8) and (3.14), we notice that, when the trial method is
converging for both cases, then it requires the same number of boundary updates.
Another observation is that, after having performed several tests variational up-
dates are more unstable and create more oscillations on the approximations of the
free boundary during the iterative process compared to the pointwise updates.
The consequence of these oscillations is that the trial method is not converging
for particular values of the parameter λ.
In connection with the previous chapter on the boundary element method we
present some more results concerning the Dirichlet data of v? computed by the
Neumann-to-Dirichlet map on the optimal boundary Γ?. In Section 2.4, we have
seen that the accuracy of the Dirichlet data of v at the free boundary Γ depends
on the number of the boundary elements that have been used for the boundary
element method. Moreover, a valid optimal boundary Γ? is that, for which the
requirement (3.7) is satisfied. Here, for the parameter λ = 20, we solve the free
boundary value problem for different numbers of boundary elements (# of BE)
and degrees of freedom for the representation of the boundary curve (dof Γ). In
Figure 3.3, the L2-norm of the Dirichet data of v? at Γ? with respect to the “#
of BE” and the “dof Γ” is depicted.
Table 3.3 contains the respective values of this norm. It is clearly seen that both,
the number of boundary elements and the degrees of freedom for the representa-
tion of the free boundary, have to be increased in order to raise the accuracy of
the finite approximation of v?. 4
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Figure 3.3: The L2-norm of the Dirichlet data of v? at the optimal approximate
free boundary Γ? with respect to the degrees of freedom for the representation
of the boundary Γ (dof Γ) and the number of boundary elements (# of BE).
aaaaaaa
#
of BE
dof Γ 8 16 24 32 40
50 0.242 0.0275 0.00551 0.00111 2.88 · 10−4
70 0.293 0.0276 0.00514 1.36 · 10−4 2.01 · 10−5
90 0.164 0.00325 1.56 · 10−4 9.57 · 10−6 8.45 · 10−7
110 1.12 · 10−13 4.7 · 10−14 1.92 · 10−14 2.05 · 10−14 3.98 · 10−14
130 1.12 · 10−13 2.41 · 10−14 1.37 · 10−14 4.48 · 10−14 2.58 · 10−14
Table 3.3: The L2-norm of the Dirichlet data of v? at the optimal approximate
free boundary Γ?.
Example 3.13. In our second example, we solve the free boundary problem (1.1)
in case of the Laplace equation (f = 0) and non-constant boundary data
g(x, y) = x2 + y2 + 1 and h(x, y) = −λ(x2 + y2 + 1),
where λ is again a positive constant. The fixed boundary Σ is assumed to be
peanut-shaped, parametrized by
γΣ : [0, 2pi]→ Σ, s 7→ γΣ(s) =
[
0.03 sin(s)
(
1.25 + cos(2s)
)
0.045 cos(s)
]
.
The initial guess Γ0 of the free boundary is a flower-shaped boundary, whose
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parametrization reads
γ0 : [0, 2pi]→ Γ0, s 7→ γ0(s) =
√
0.004 cos2(6s) + 0.003 sin2(6s)
[
cos(s)
sin(s)
]
.
This time the numerical setting consists of 60 degrees of freedom for the represen-
tation of the unknown boundary Γk (i.e., ν = 30) and 600 boundary elements per
boundary. The trial method is terminated when the norm of the update function
δr is smaller than 10−8. The solutions of the free boundary problem are shown
in Figure 3.4 for different values of the parameter λ.
0

Figure 3.4: Solutions of the Bernoulli free boundary problem in case of a
peanut-shaped interior boundary.
In Table 3.4, we present the number of executed boundary updates until the
solution of the free boundary problem is achieved. We perform both, first and
second order updates as well as pointwise and variational updates. The results
are consistent with what we already observed in Example 3.12. Namely, the
second order update is more robust than the first order update.
In all cases the trial method converges linearly, see Figure 3.5. In view of the
fact that the trial method based on the approach “discretize-then-optimize” is
converging for particular values of the parameter λ, while the method based on
the approach “optimize-then-discretize” does not, we can deduce that the first
approach is more efficient than the second one. However, for those values of
the parameter λ where the trial method converges for the pointwise as well as
the variational formulation, it is noteworthy that in both cases the optimal free
boundary is detected after the same number of iterations. 4
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parameter λ 40 50 60 70 80 90
1st order update 27 28 27 27 25 –
pointwise 1st order with damping (α = 0.8) 16 19 22 23 24 25
updates 1st order with damping (α = 0.5) 27 32 36 39 41 42
2nd order update 29 28 27 26 25 23
1st order update 27 28 – – – –
variational 1st order with damping (α = 0.8) 16 19 22 – – –
updates 1st order with damping (α = 0.5) 27 32 36 38 40 40
2nd order update 29 28 27 26 25 23
Table 3.4: Number of boundary updates of the trial methods in case of a
peanut-shaped interior boundary.
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Figure 3.5: Convergence history of the trial methods for a peanut-shaped
interior boundary and λ = 50 in case of variational updates.
Example 3.14. The last example of this chapter is for a flower-shaped fixed
boundary Σ, parametrized by
γΣ : [0, 2pi]→ Σ, s 7→ γΣ(s) =
√
0.3 cos2(3s) + 0.5 sin2(3s)
[
cos(s)
sin(s)
]
.
We consider the original Bernoulli free boundary problem which corresponds to
the Laplace equation (f = 0) and constant boundary data
g(x, y) = 1 and h(x, y) = −λ, λ > 0.
The boundary value problem is solved for 60 degrees of freedom to represent
the boundary Γ and 500 boundary elements per boundary. Moreover, a random
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boundary is used as initial guess Γ0. The solutions of the free boundary problem
for the chosen values of the parameter λ and the number of boundary updates
that the trial method requires in order to achieve convergence are presented in
Figure 3.6 and Table 3.5, respectively. The outermost boundary corresponds to
λ = 6 and the innermost boundary to λ = 16.
0

Figure 3.6: Solutions of the original Bernoulli free boundary problem in case of
a flower-shaped interior boundary.
parameter λ 6 8 10 12 14 16
pointwise 1st order update – – – – – –
updates 1st order with damping (α = 0.4) 41 44 47 49 50 51
2nd order update 21 20 18 17 16 16
variational 1st order update – – – – – –
updates 1st order with damping (α = 0.4) 41 44 47 49 50 51
2nd order update 21 20 18 17 16 16
Table 3.5: Number of boundary updates of the trial methods in case of a
flower-shaped interior boundary.
For the chosen values of the parameter λ, we observe that the trial method based
on the first order update rule is not converging. Therefore, a damping parameter
is introduced. After having performed many tests in order to find a suitable
damping parameter α for this example, we come up with the value α = 0.4. In
contrast to the previous two examples, we observe that the method based on the
first order update rule demands considerably more iterations for the solution of
the free boundary problem. The prompt convergence of the trial method based
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on the second order update rule validates that this method is very efficient to
solve the free boundary problem. 4

Chapter 4
Convergence of the trial method
In this chapter, we investigate the convergence of the trial method. Following the
lines of [75], we explore under which conditions we gain convergence and what
is its rate. We review first some preliminary results from shape calculus and
the theory of the fixed-point iteration method. By exploiting results from shape
sensitivity analysis [22, 46, 68] we derive update rules for which the trial method
shows a better performance. The novelty of the suggested method, compared
to the already existing ones [36, 39, 75], is that this method does not require a
change of the state equation (3.3). Furthermore, a fixed-point iterative scheme
based on the Newton method is developed. In this case, the trial method is
converging quadratically provided that the iterative process starts with an initial
approximation which is close to the solution of the free boundary problem. The
efficiency of the proposed trial methods is verified by numerical results at the end
of this chapter.
4.1 Shape calculus
Shape calculus is the study of changes with respect to the shape of geometrical
objects. It has been mostly developed in the field of shape optimization for ap-
plications such as optimal shape design, free boundary problems etc. In practice,
shape sensitivity analysis corresponds to the calculation of partial derivatives
with respect to the parameters that specify the geometry. As a valuable source
of the theory related with shape optimization, we refer to [22, 25, 46, 68].
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4.1.1 Domain variations
To carry out the sensitivity analysis of the solution v of the boundary value
problem
−∆v = f in Ω
v = g on Σ (4.1)
∂v
∂n
= h on Γ
one needs to introduce a family of perturbations {Ωε} of the given domain Ω ⊂ R2
for small ε > 0. In order to construct a family of transformations, one uses the
velocity method [22, 68] and its special case, the perturbation of the identity.
An important subclass of the perturbation of identity involves perturbations in a
specific direction only. In this case, although the direction is fixed, the magnitude
of the perturbation is prescribed by a scalar field at the boundary.
In this thesis, we consider perturbations of the identity and more specifically
perturbations in the radial direction. For a sufficiently smooth perturbation field
V : Ω→ R2, we can define the perturbed domain Ωε as
Ωε :=
{
(I + εV)(x) : x ∈ Ω}. (4.2)
Consequently, the perturbation of the boundary Γ in the direction V is given by
Γε :=
{(
I + εV
)
(x) : x ∈ Γ}.
We denote by Tε the transformation
Tε(x) = x+ εV(x), x ∈ Ω, (4.3)
which deforms the domain Ω into the domain Ωε = Tε(Ω) with boundary Γε
as illustrated in Figure 4.1. It is assumed that the domains Ω and Ωε have the
same topological properties and possess the same regularity, e.g. Ω and Ωε are
simply connected domains of class C2. The perturbation of identity is introduced
and studied in [57, 65]. Due to the fact that the perturbation of the identity
is equivalent to the velocity method with respect to first order derivatives, we
can still use the velocity method and the related notation to present further
theoretical results and details from shape calculus.
4.1.2 Shape calculus for the state
Shape sensitivity analysis is a fundamental tool in shape optimization to analyze
the relationship between the geometry and the solution of the state equation.
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Figure 4.1: Variation of the domain.
Recall that the solution v of the boundary value problem (4.1) is defined with
respect to the domain Ω. Compared with this, in the perturbed domain Ωε with
boundaries Γε and Σ, the solution of the boundary value problem satisfies
−∆vε = f in Ωε
vε = g on Σ (4.4)
∂vε
∂n
= h on Γε.
Hence, when the deformation xε = x + εV is interpreted as a flow with initial
velocity field V, the following definition becomes conclusive.
Definition 4.1. Let V be a vector field in C2(R2). A shape functional J : Ω→ R
is called shape differentiable at the domain Ω, if the Eulerian derivative
dJ [V](Ω) = lim
ε→0
J(Ωε)− J(Ω)
ε
, Ωε = Tε(Ω)
exists for all directions V and the mapping V 7→ dJ [V](Ω) is linear and contin-
uous. The expression dJ [V](Ω) is called the shape derivative of J at Ω in the
direction V.
Additionally, partial derivatives of the state v which occur because of the trans-
formation (4.3) of the domain Ω appear. As an important concept, the material
derivative v˙ is introduced. It is computed by pulling back vε to the reference
domain Ω, thus by differentiating vε(x) := vε ◦ (I + εV)(x) = vε(xε).
Definition 4.2. The material derivative of v in the direction V is defined as the
limit
v˙[V](x) :=
dvε[V](x)
dε
∣∣∣
ε=0
= lim
ε→0
vε(x)− v(x)
ε
, x ∈ Ω.
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In contrast, the linearization of the state v alone, without considering that the
point where the state is being evaluated has been moved, leads to the local
shape derivative. The local shape derivative dv[V] at a point x is defined by
differentiating vε(x) directly.
Definition 4.3. The local shape derivative of v at Ω in the direction V is given
by
dv[V](x) :=
dvε[V](x)
dε
∣∣∣
ε=0
= lim
ε→0
vε(x)− v(x)
ε
, x ∈ Ω.
The relation between the material and the local shape derivative is expressed in
the following remark.
Remark 4.4. The chain rule combines the material and the local shape derivative
by the relation
v˙[V] = dv[V] + 〈∇v,V〉. (4.5)
In our forthcoming computations, beside the material derivative of the function
v, we will also need the material derivative of the unit normal vector. To that
end, we will remind the definition of the unit normal vector in the context of
shape calculus as it was introduced in [22, 68], and we will derive its material
derivative.
4.1.3 Material derivative of the normal vector
Let {e1, . . . , eN} be the canonic orthonormal basis in RN . We use the notation
ζ = (ζ ′, ζN) for a point ζ = (ζ1, . . . , ζN) in RN , where ζ ′ = (ζ1, . . . , ζN−1). The
open unit ball in RN is denoted by B and we define the sets
B+ := {ζ ∈ B : ζN > 0},
B− := {ζ ∈ B : ζN < 0},
B0 := {ζ ∈ B : ζN = 0}.
Lemma 4.5. Let the domain Ω be a subset of RN such that ∂Ω 6= ∅ and let
k > 0 be an integer. If Ω is locally of class Ck at x ∈ ∂Ω, then there exist a
neighborhood U(x) of x and a bijective map cx : U(x) → B with the following
properties:
(i) cx ∈ Ck
(
U(x);B
)
(ii) zx := c−1x ∈ Ck
(
B;U(x)
)
,
(iii) int Ω ∩ U(x) = zx(B+), (iv) Γx := ∂Ω ∩ U(x) = zx(B0),
(v) B0 = cx(Γx).
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More information about the properties stated in Lemma 4.5 can be found in [22].
Especially, for sets of class C1, the normal vector at the boundary ∂Ω can be
characterized through the Jacobian matrices of cx and zx. By definition of B0, it
holds {e1, . . . , eN−1} ⊂ B0 and the tangent space TyΓx, at y to Γx is the vector
space spanned by the N − 1 vectors
{Dzx(ζ ′, 0)ei : 1 ≤ i ≤ N − 1}, (ζ ′, 0) = cx(y) ∈ B0, (4.6)
where Dzx(ζ) is the Jacobian matrix of zx at the point ζ:
(Dzx)`,m := ∂m(zx)`.
Due to (4.6), a normal vector field to Γx at y ∈ Γx is given by
mx(y) = (Dzx)
−T (ζ ′, 0)eN = (Dzx)−T
(
z−1x (y)
)
eN ,
since
〈mx(y), Dzx(ζ ′, 0)ei〉 = 〈eN , ei〉 = δiN , 1 ≤ i ≤ N.
Thus, the unit normal field n(y) at y ∈ Γx is given by
n(y) =
(Dzx)
−T (z−1x (y))eN∥∥(Dzx)−T (z−1x (y))eN∥∥ for all y ∈ Γx. (4.7)
We consider the perturbation of the domain Ω as it was described in (4.2) and
the associated transformation being given by (4.3). For Ωε and xε = Tε(x), we
choose the following new neighborhood and local diffeomorphism:
zε := Tε ◦ zx : B → Uε := Tε
(
U(x)
)
z−1ε := (Tε ◦ zx)−1 = cε = cx ◦T−1ε : Uε → B.
(4.8)
The normal vector on Γε∩Uε is given by the same expression as in (4.7) but with
zε in place of zx:
nε(y) =
(Dzε)
−T (z−1ε (y))eN∥∥(Dzε)−T (z−1ε (y))eN∥∥ for all y ∈ Γε. (4.9)
In view of (4.8), the following relations hold for the enumerator of (4.9):
Dzε = D(Tε ◦ zx) = (DTε ◦ zx)Dzx,
D(Tε ◦ zx) ◦ (Tε ◦ zx)−1 = [DTεDzx ◦ z−1x ] ◦T−1ε
(DTε ◦ zx)−T ◦ (Tε ◦ zx)−1eN = [(DTε)−T (Dzx)−T ◦ z−1x eN ] ◦T−1ε . (4.10)
We recognize the enumerator of the normal vector at y ∈ Γx on the right hand
side of equation (4.10) when we compare it with (4.7). Therefore, inserting (4.7)
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into (4.10) and the resulting expression into (4.9), the normal vector nε := nε(Tε)
is given by
nε =
(DTε)
−Tn
‖(DTε)−Tn‖ . (4.11)
Having the definition of the normal vector nε at hand, we report Remark 4.6 and
Lemma 4.7 which provide essential results for the computation of the material
derivative of the normal vector in Lemma 4.8.
Remark 4.6. Let A(ε) ∈ Rm×m be a matrix where each entry is a differentiable
function with respect to ε such that A(ε)−1 exists for some ε > 0. Then, the
derivative of the inverse matrix with respect to ε is given by
d
dε
A(ε)−1 = −A(ε)−1 dA(ε)
dε
A(ε)−1.
Lemma 4.7. For the transformation (4.3) of the domain Ω and a velocity field
V, the following identities are valid:
(i) DTε|ε=0 = I (ii) d
dε
Tε
∣∣∣
ε=0
= V
(iii)
d
dε
DTε
∣∣∣
ε=0
= DV (iv)
d
dε
(DTε)
T
∣∣∣
ε=0
= (DV)T
(v)
d
dε
(DT−1ε )
∣∣∣
ε=0
= −DV.
Proof. For the proof of these identities, we address the reader to [68].
The following lemma presents the material derivative of the normal vector at the
boundary Γ.
Lemma 4.8. The material derivative of the normal vector in the direction V is
given by
n˙[V](x) =
〈(
DV(x)
)T
n(x),n(x)
〉
n(x)− (DV(x))Tn(x), x ∈ Γ. (4.12)
Proof. According to Definition 4.2, the material derivative of the unit normal
vector is defined as
n˙[V](x) =
dnε[V](x)
dε
∣∣∣
ε=0
(4.13)
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with nε being given by (4.11). Since DT0(x) = I (cf. Lemma 4.7, relation (i)),
the quotient rule for the computation of the derivative in (4.13) yields
n˙[V](x) =
d
dε
[(
DTε(x)
)−T
n(x)
]∣∣∣
ε=0
− n(x) d
dε
∥∥(DTε(x))−Tn(x)∥∥2∣∣∣ε=0.
(4.14)
Using Remark 4.6 and the relations (iv) and (v) from Lemma 4.7, the expression
(4.14) is equivalent to
n˙[V](x) = −n(x) d
dε
∥∥(DTε(x))−Tn(x)∥∥2∣∣∣ε=0 − (DV(x))Tn(x). (4.15)
For any vector v(ε) where the components are differentiable functions, the chain
rule gives
d
dε
∥∥v(ε)∥∥
2
∣∣∣
ε=0
=
1
‖v(0)‖2
〈 d
dε
v(ε)
∣∣
ε=0
,v(0)
〉
.
Hence, for v(ε) =
(
DTε(x)
)−T
n(x), one has v(0) = n(x) and thus, again due to
Remark 4.6
d
dε
v(ε)
∣∣∣
ε=0
= −(DV(x))Tn(x).
Moreover, the first term on the right hand side of (4.15) reads as
−n(x) d
dε
∥∥(DTε(x))−Tn(x)∥∥2∣∣∣ε=0 = n(x)〈(DV(x))Tn(x),n(x)〉.
This leads finally to the desired expression.
At this point we like to mention that a smooth boundary variation V : Γ → R2
which acts on the free boundary Γ can always smoothly be extended to a do-
main perturbation V˜ : Ω → R2 such that V˜|Γ = V. This is important for our
subsequent analysis since each iteration of the trial method imposes a bound-
ary variation in the direction V = qer, where q stands for an arbitrary scalar
function in C2per
(
[0, 2pi]
)
. For this reason, it makes sense to determine the mate-
rial derivative of the normal vector also in the case of a vector field of the form
V = qer.
Lemma 4.9. LetV = qer be the direction of the perturbation field at the boundary
Γ. Then, the material derivative of the unit normal vector in the direction V is
given by
n˙[qer] = q
〈er, t〉
‖γ ′‖ t− q
′ 〈er,n〉
‖γ ′‖ t. (4.16)
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Proof. The material derivative of the unit normal vector in case of an arbitrary
vector field V is given by (4.12). Moreover, the definition of the normal vector
does not depend on the actual domain which means that its local shape derivative
vanishes. In accordance with Remark 4.4, the material derivative of the normal
vector is equal to its directional derivative. Since (DV)T = ∇V, 1 this yields the
identity
n˙[V] =
∂n
∂V
= −〈∇V · n, t〉t. (4.17)
For the subsequent computations, we require an extension q˜ of q into the neigh-
borhood of Γ. Given a point x = γ(s) + tn(s) ⊂ R2 with t being sufficiently
small, we thus set q˜(x) = q(s). Hence, the gradient of the vector field V˜ = q˜er
can be written as
∇V˜ = q˜∇er + (∇q˜)eTr . (4.18)
By inserting (4.18) into (4.17) we obtain
∂n
∂(q˜er)
= −q˜〈∇er · n, t〉t− 〈(∇q˜)eTr · n, t〉t. (4.19)
We compute the terms included in (4.19) as follows. The gradient of the unit
radial vector er = γ/‖γ‖ in polar coordinates 2 is given by
∇er(s) = 1‖γ(s)‖
[ − sin(s)
cos(s)
]
∂er(s)
∂s
=
e⊥r (s)
(
e⊥r (s)
)T
‖γ(s)‖ , (4.20)
where
e⊥r (s) =
[ − sin(s)
cos(s)
]
.
Hence, it holds
〈∇er · n, t〉t =
〈e⊥r (e⊥r )T
‖γ‖ · n, t
〉
t =
tTe⊥r (e⊥r )Tn
‖γ‖ t =
〈e⊥r , t〉〈e⊥r ,n〉
‖γ‖ t. (4.21)
1Given a vector V = (V1, V2), it holds that
DV =
[
∂V1
∂x
∂V1
∂y
∂V2
∂x
∂V2
∂y
]
, ∇V =
[
∂V1
∂x
∂V2
∂x
∂V1
∂y
∂V2
∂y
]
.
2The gradient of a function f(r, s) given in polar coordinates is computed as
∇f(r, s) = 1
r
[
r cos(s) − sin(s)
r sin(s) cos(s)
] ∂f∂r∂f
∂s
 .
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Exploiting the identities
〈e⊥r , t〉 = −〈er,n〉, 〈e⊥r ,n〉 = 〈er, t〉 and
〈er,n〉
‖γ‖ =
1
‖γ ′‖ ,
(4.21) can be further simplified to
〈∇er · n, t〉t = −〈er,n〉〈er, t〉‖γ‖ t = −
〈er, t〉
‖γ ′‖ t. (4.22)
Employing again polar coordinates, the gradient of q˜ is seen to be
∇q˜(γ(s) + tn(s)) = 1‖γ(s)‖
[ − sin(s)
cos(s)
]
∂q(s)
∂s
= − e
⊥
r
‖γ‖q(s)
′,
and thus the second term on the right hand side of (4.19) becomes
〈(∇q˜)eTr · n, t〉t = −
q′
‖γ‖〈e
⊥
r , t〉〈er,n〉t = q′
〈er,n〉
‖γ ′‖ t. (4.23)
Finally, the validity of (4.16) follows from plugging (4.22) and (4.23) into (4.19).
This form of the material derivative of the normal vector constitutes a valuable
tool for the forthcoming analysis of the local shape derivative of the state. Ad-
ditionally, it will be useful for the convergence analysis of the trial method and
the numerical solution of the free boundary problem.
4.1.4 Shape derivative of the state
What remains to be analyzed in this brief review of shape calculus is the local
shape derivative of the mixed boundary value problem (4.1). The subsequent
lemma refers to this derivative.
Lemma 4.10. The local shape derivative dv under the perturbation V is given
as the solution of the boundary value problem
∆dv[V] = 0 in Ω (4.24a)
dv[V] = 0 on Σ (4.24b)
∂dv[V]
∂n
= 〈∇h,V〉 − 〈∇2v ·V,n〉 − 〈∇v, n˙[V]〉 on Γ . (4.24c)
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Proof. The functions v from (4.1) and vε from (4.4) satisfy both the Poisson equa-
tion with the same inhomogeneity. Due to the linearity of the Laplace operator
and taking into account Definition 4.3, it follows that
∆dv[V](x) = lim
ε→0
∆vε(x)−∆v(x)
ε
= 0, x ∈ Ω.
Besides the boundary data g at the fixed boundary Σ, also the functions f and
h are invariant of the geometry of the domain Ω. This implies that their local
shape derivative is zero and, due to Remark 4.4, their material derivative is equal
to their derivative in the direction V, i.e.,
h˙[V] = 〈∇h,V〉 and f˙ [V] = 〈∇f,V〉. (4.25)
The Neumann data at xε = Tε(x) ∈ Γε read as
h(xε) = 〈∇vε,nε〉 ◦ xε = 〈∇vε,nε〉 ◦Tε(x) = 〈(∇vε) ◦Tε(x),nε(xε)〉. (4.26)
We remind that ∇v = (Dv)T and apply the chain rule to obtain
∇(vε(xε)) = (D(vε(xε)))T
=
((
(Dvε) ◦Tε(x)
)
DTε(x)
)T
=
(
DTε(x)
)T (
(∇vε) ◦Tε(x)
)
.
Thus, the first factor of the resulting inner product in (4.26) is given by
(∇vε) ◦Tε(x) =
(
DTε(x)
)−T∇(vε(xε)).
The boundary data h from (4.26) become
h(xε) =
〈(
DTε(x)
)−T∇(vε(xε)),nε(xε)〉
=
((
DTε(x)
)−T∇(vε(xε)))Tnε(xε)
=
(∇vε(xε))T (DTε(x))−1nε(xε).
We take the derivative of h(xε) with respect to ε at ε = 0 and use Remark 4.6
and Lemma 4.7 to obtain
h˙[V] =
(∇v˙[V])Tn− (∇v)T (DV)n+ 〈∇v, n˙[V]〉. (4.27)
Rewriting equation (4.27) shows that the normal derivative of the material deriva-
tive of v is given by
∂v˙[V]
∂n
= h˙[V] + 〈∇v, (DV)n〉 − 〈∇v, n˙[V]〉. (4.28)
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Alternatively, we can also compute the normal derivative of (4.5), which gives
∂v˙[V]
∂n
=
∂dv[V]
∂n
+ 〈∇2v ·V,n〉+ 〈∇v, (DV)n〉. (4.29)
Hence, combining (4.28) and (4.29), we obtain an equation which leads to the
Neumann data of the local shape derivative dv[V] at Γ. Namely, it holds that
∂dv[V]
∂n
= h˙[V] + 〈∇v, (DV)n〉 − 〈∇v, n˙[V]〉 − 〈∇2v ·V,n〉 − 〈∇v, (DV)n〉
= h˙[V]− 〈∇v, n˙[V]〉 − 〈∇2v ·V,n〉. (4.30)
Inserting (4.25) into (4.30) concludes the proof.
If we consider the specific perturbation V = qer, the material derivative of the
normal vector is given by (4.16). By decomposing the derivatives included in
(4.24c) into the normal and the tangential direction, the Neumann boundary
condition (4.24c) can be rewritten as
∂dv[qer]
∂n
=
(∂h
∂n
− ∂
2v
∂n2
)
〈qer,n〉+
(∂h
∂t
− ∂
2v
∂t∂n
)
〈qer, t〉
− ∂v
∂t
(
q
〈er, t〉
‖γ ′‖ − q
′ 〈er,n〉
‖γ ′‖
)
. (4.31)
Having derived all the necessary information from sensitivity analysis, we will get
a deeper insight into the convergence behavior of the trial method via Banach’s
fixed-point theorem.
4.2 Banach’s fixed-point theorem
The trial method corresponds to a fixed-point iteration method. This provides
an elegant basis for its convergence analysis. Let us assume that the update rule
rk+1 = rk + δr(rk), k = 0, 1, 2, . . . (4.32)
defines a mapping Φ : C2per
(
[0, 2pi]
)→ C2per([0, 2pi]) given by
Φ(rk) = rk + δr(rk), rk ∈ C2per
(
[0, 2pi]
)
, (4.33)
where δr stands for the update function. Our interest is to review the theoretical
properties of fixed-point iteration methods, particularly the convergence analysis.
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For sake of notational convenience we assume that X := C2per
(
[0, 2pi]
)
denotes
the Banach space equipped with the norm ‖ · ‖X = ‖ · ‖C2per([0,2pi]) as defined in
(2.1). We indicate the fixed-point of (4.33) by r?, i.e., Φ(r?) = r?, and state the
following definition.
Definition 4.11. We say an operator Φ : X → X is contractive with contractivity
constant ϑ ∈ [0, 1) if
‖Φ(x)− Φ(y)‖X ≤ ϑ‖x− y‖X for all x, y ∈ X.
The most important method to analyze the solvability theory of equations such
as (4.32) is Banach’s fixed-point theorem, see [10, 41] for details.
Theorem 4.12 (Banach’s fixed-point theorem). Assume that Φ : X → X
is a contractive mapping with contractivity constant ϑ < 1. Then, the following
results hold.
(i) Existence and uniqueness: There exists a unique r? ∈ X such that
r? = Φ(r?).
(ii) Convergence and error estimates of the iteration: For any r0 ∈ X,
the sequence {rk} ⊂ X which is defined recursively by the iteration rk+1 =
Φ(rk), k = 0, 1, . . . , converges to the fixed-point r?:
‖rk − r?‖X → 0 as k →∞.
For the error, the following bounds are valid:
‖rk − r?‖X ≤ ϑ
k
1− ϑ‖r0 − r1‖X ,
‖rk − r?‖X ≤ ϑ
1− ϑ‖rk−1 − rk‖X ,
‖rk+1 − r?‖X ≤ ϑ‖rk − r?‖X . (4.34)
Proof. For the proof we address the reader to [10, Theorem 5.1.3].
We close this compact summary of the theory of the fixed-point iteration method
with some remarks about the rates of convergence. We say that the sequence rk
converges linearly to r? if there exists a ϑ ∈ (0, 1) such that
lim
k→∞
‖rk+1 − r?‖X
‖rk − r?‖X = ϑ.
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The number ϑ is called the rate of convergence. If there holds ϑ = 0, then the
sequence is said to converge superlinearly. Moreover, if we have
lim
k→∞
‖rk+1 − r?‖X
‖rk − r?‖2X
= ϑ,
for a ϑ > 0, then the sequence converges quadratically. In particular, we notice
that the inequality (4.34) implies linear convergence of the fixed-point iteration
method.
4.3 Convergence rate of the trial method
According to Banach’s fixed-point theorem, there exists a unique solution of the
fixed-point iteration if the mapping Φ is contractive. The convergence rate is
established by computing the limit
lim
k→∞
‖rk+1 − r?‖X
‖rk − r?‖X = limk→∞
‖Φ(rk)− Φ(r?)‖X
‖rk − r?‖X .
By considering arbitrary perturbations of the optimal free boundary Γ? in the
radial direction qer, with ‖q‖X = 1, this limit can be estimated by
lim
k→∞
‖rk+1 − r?‖X
‖rk − r?‖X ≤ sup‖q‖X=1
lim
ε→0
‖Φ(r? + εq)− Φ(r?)‖X
ε
= sup
‖q‖X=1
‖dΦ[q](r?)‖X . (4.35)
As firstly stated in [75], we can thus deduce a sufficient condition for the conver-
gence of the trial method. Namely, if sup‖q‖X=1 ‖dΦ[q](r?)‖X < 1, then the trial
method converges. If it holds in addition that inf‖q‖X=1 ‖dΦ[q](r?)‖X > 0, then
the convergence rate is only linear.
In what follows, we define admissible perturbed domains Ω?ε with boundaries Γ?ε
and Σ by the connection
Γ?ε ↔ r?ε = r? + εq,
with q ∈ C2per
(
[0, 2pi]
)
and ε > 0 being sufficiently small, and investigate the
convergence rate of the trial method based on the first order update rule by
using (4.35).
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4.3.1 Convergence in case of the first order update rule
As we have seen in Chapter 3, the first order update equation
v ◦ γ +
( ∂v
∂er
◦ γ
)
δr(r) = 0 (4.36)
results from the first order Taylor expansion of the Dirichlet data at the boundary
Γ and leads to the update function
δr(r) = − v ◦ γ
∂v
∂er
◦ γ
(4.37)
provided that ∂v/∂er(s) 6= 0 for all s ∈ [0, 2pi]. In this case, the mapping
ΦD : C
2
per
(
[0, 2pi]
)→ C2per([0, 2pi]), r 7→ ΦD(r) = r + δr(r) (4.38)
is well defined. We intend to prove convergence for the respective fixed-point
iteration method by estimating the directional derivative dΦD[q] on Γ?. Since,
the mapping ΦD contains the update function δr, we start by presenting a theorem
about the directional derivative of δr.
Theorem 4.13. Consider the trial method based on the first order update equa-
tion (4.36). Then, the derivative of the update function δr in the direction q ∈ X
is given by
dδr[q](r) = −dv[qer] ◦ γ
∂v
∂er
◦ γ
− q +
(v ◦ γ)
(
∂dv[qer]
∂er
◦ γ
)
( ∂v
∂er
◦ γ
)2 + q(v ◦ γ), (4.39)
where dv[qer] denotes the local shape derivative of v in the direction V = qer.
Proof. Let the perturbed boundary Γε be parametrized by γε = rεer = (r+εq)er.
Denote the solutions to the underlying boundary value problems (4.1) relative to
the domains Ω and Ωε by v and vε , i.e.,
−∆v = f in Ω, −∆vε = f in Ωε
v = g on Σ, vε = g on Σ
∂v
∂n
= h on Γ,
∂vε
∂nε
= h on Γε.
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Then, the derivative of δr in the direction q is given by
dδr[q](r) = lim
ε→0
δr(rε)− δr(r)
ε
= − lim
ε→0
1
ε
(
vε ◦ γε
∂vε
∂er
◦ γε
− v ◦ γ
∂v
∂er
◦ γ
)
= − lim
ε→0
1
ε
(vε ◦ γε)
( ∂v
∂er
◦ γ
)
− (v ◦ γ)
(∂vε
∂er
◦ γε
)
( ∂v
∂er
◦ γ
)(∂vε
∂er
◦ γε
)
= − lim
ε→0
1
ε
( ∂v
∂er
◦ γ
)
(vε ◦ γε − v ◦ γ)− (v ◦ γ)
(∂vε
∂er
◦ γε −
∂v
∂er
◦ γ
)
( ∂v
∂er
◦ γ
)(∂vε
∂er
◦ γε
) .
(4.40)
We treat the terms in the enumerator of (4.40) separately. The first term is
rewritten as
lim
ε→0
vε ◦ γε − v ◦ γ
ε
= lim
ε→0
vε ◦ γε − v ◦ γε + v ◦ γε − v ◦ γ
ε
= lim
ε→0
vε ◦ γε − v ◦ γε
ε
+ lim
ε→0
v ◦ γε − v ◦ γ
ε
= dv[qer] ◦ γ + q
( ∂v
∂er
◦ γ
)
. (4.41)
Equation (4.41) includes the local shape derivative dv[qer] and the directional
derivative ∂v/∂er. The first occurs from the change of the geometry of the
boundary Γ due to its perturbation in the direction V = qer, and satisfies the
boundary value problem (4.24). For the second term of the enumerator in (4.40)
we get
lim
ε→0
∂vε
∂er
◦ γε −
∂v
∂er
◦ γ
ε
= lim
ε→0
∂vε
∂er
◦ γε −
∂v
∂er
◦ γε +
∂v
∂er
◦ γε −
∂v
∂er
◦ γ
ε
= lim
ε→0
∂vε
∂er
◦ γε −
∂v
∂er
◦ γε
ε
+ lim
ε→0
∂v
∂er
◦ γε −
∂v
∂er
◦ γ
ε
=
∂dv[qer]
∂er
◦ γ + ∂
∂(qer)
( ∂v
∂er
◦ γ
)
=
(∂dv[qer]
∂er
+ q
∂2v
∂e2r
)
◦ γ + q〈∇v ◦ γ,∇er · er〉. (4.42)
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The directional derivative of the local shape derivative ∂dv[qer]/∂er and the
second order directional derivative of the state ∂2v/∂e2r are contained in (4.42).
Making use of the fact that the gradient of er is expressed in polar coordinates
by (4.20), the third term of (4.42) vanishes, i.e.,
〈∇v ◦ γ,∇er · er〉 =
〈
∇v ◦ γ, e
⊥
r (e
⊥
r )
Ter
‖γ‖
〉
= 0.
If we insert (4.41) and (4.42) into (4.40), we obtain finally (4.39).
We shall return now to (4.35) and focus on the derivation of the directional
derivative dΦD[q] at the optimal boundary Γ?.
Proposition 4.14. Let the trial method be based on the first order update equa-
tion (4.36). Then, for a given perturbation q ∈ X, it holds that
dΦD[q](r
?) = − dv
?[qer] ◦ γ?
(h ◦ γ?)〈er,n〉 , (4.43)
where γ? = r?er and dv?[qer] denotes the local shape derivative of v? into the
direction V = qer. Especially, the latter satisfies the boundary value problem
∆dv?[qer] = 0 in Ω
? (4.44a)
dv?[qer] = 0 on Σ (4.44b)
∂dv?[qer]
∂n
=
(
κh+
∂h
∂n
+ f
)
〈qer,n〉 on Γ? . (4.44c)
Proof. On the optimal boundary Γ?, the following identities are valid
v? ◦ γ? = 0, ∂v
?
∂t
◦ γ? = 0 and ∂v
?
∂n
◦ γ? = h ◦ γ?. (4.45)
Therefore, in view of Theorem 4.13, the derivative of ΦD in the direction q reads
as
dΦD[q](r
?) = lim
ε→0
ΦD(r
? + εq)− ΦD(r?)
ε
= q + dδr[q](r?)
= −dv
?[qer] ◦ γ?
∂v?
∂er
◦ γ?
, (4.46)
where the local shape derivative dv?[qer] is the solution of the boundary value
problem (4.24) at the optimal domain Ω?. Note that, due to equation (3.9) and
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the relations in (4.45), the derivative of v? in the direction er satisfies at the
optimal boundary Γ?
∂v?
∂er
◦ γ? = (h ◦ γ?)〈er,n〉.
With this result, (4.46) changes to the desired equation (4.43).
That the Neumann boundary condition of the boundary value problem (4.24)
is written at the optimal boundary Γ? as in (4.44c) is seen from equation (4.31)
when we take into account the relations from (4.45) and additionally insert (3.18)
and (3.19).
Proposition 4.14 shows that equation (4.43) yields the norm∥∥dΦD[q](r?)∥∥X = ∥∥∥∥ dv?[qer] ◦ γ?(h ◦ γ?)〈er,n〉
∥∥∥∥
X
.
The requirement for a (local) convergence of the trial method is that the mapping
ΦD is contractive, i.e., ∥∥∥∥ dv?[qer] ◦ γ?(h ◦ γ?)〈er,n〉
∥∥∥∥
X
!
< 1. (4.47)
From this result, it is obvious that the question whether the trial method based
on the first order update equation is (locally) converging or not can be answered
by inspecting the local shape derivative.
Since it holds in general(
κh+
∂h
∂n
+ f
)
6= 0 almost everywhere on Γ?,
and consequently the Neumann data (4.44c) and the local shape derivative dv?[qer]
are nonzero for all directions 0 6= q ∈ X. The reasoning for this is that dv?[qer]
satisfies the Laplace equation with a homogeneous boundary condition on Σ and,
hence, the Dirichlet data dv?[qer] can only vanish if it holds dv?[qer] = 0 in Ω?.
Therefore, we generally expect only linear convergence of the trial method, as
already observed in the numerical experiments of Section 3.4.
Remark 4.15. The update δr2 = δr2(r) computed from the second order update
equation
v ◦ γ +
( ∂v
∂er
◦ γ
)
δr2(r) +
1
2
(∂2v
∂e2r
◦ γ
)
δr22(r) = 0 (4.48)
coincides with the update δr1 = δr1(r) computed from the first order update
equation (4.36) except for a higher order term, i.e., δr2(r) = δr1(r) + (r) with
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‖(r)‖X = O
(‖δr1(r)‖2X). Hence, all the results about the convergence remain
essentially valid also in the case where the trial method is based on the second
order update equation (4.48).
4.3.2 Improved trial method
In Section 4.3.1 we have shown that the computation of the local shape derivative
dv?[qer] enables the evaluation of the convergence rate of the trial method. Hence,
a question of great importance arises. What happens if ‖dΦD[q](r?)‖X ≥ 1? Can
we then enforce convergence of the trial method or is it possible to obtain even
superlinear convergence? A superlinearly convergent trial method for interior
Bernoulli’s free boundary problem has been proposed in [36], called the implicit
Neumann method. Results on a quadratically convergent trial method can be
found in [39, 52, 73, 75], where the solution of a Robin boundary value problem
was suggested. Unfortunately, this Robin boundary value problem is only well-
posed if the free boundary is convex. In contrast, our objective is to avoid the
solution of a boundary value problem other than (4.1) since this would require
the change of the boundary element method.
Until now we have seen that the convergence of the trial method is closely related
to the update rule of the free boundary, namely, the definition of the self-mapping
ΦD. Due to this observation, we suggest to modify the initially proposed mapping
ΦD in (4.38) by introducing a constant damping parameter α as follows
ΦD : X → X, r 7→ ΦD(r) = r + αδr(r). (4.49)
Thus, the derivative (4.43) becomes
dΦD[q](r
?) = (1− α)q − α dv
?[qer] ◦ γ?
(h ◦ γ?)〈er,n〉 .
From this expression, it is not obvious how to choose the damping parameter α to
ensure that ‖dΦD[q](r?)‖X < 1. This result, established for a constant parameter
α, triggers the idea of considering a function α(r) : [0, 2pi] → R instead of a
constant. Within this framework, the self-mapping ΦD is modified according to
ΦD : X → X, r 7→ ΦD(r) = r + α(r)δr(r). (4.50)
Notice that r? is still a fixed-point of ΦD. We shall now determine the function
α(r) : [0, 2pi] → R such that superlinear convergence of the method is ensured.
In other words, we seek a function α(r) for which
lim
k→∞
‖rk+1 − r?‖X
‖rk − r?‖X = limk→∞
‖ΦD(rk)− ΦD(r?)‖X
‖rk − r?‖X = 0. (4.51)
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We remind that the parametrization of the perturbed boundary Γ?ε is γ?ε = r?εer =
(r?+εq)er. Following the same procedure as in the proof of Proposition 4.14, the
derivative of the mapping ΦD with respect to a given direction q is computed by
dΦD[q](r
?) = lim
ε→0
ΦD(r
? + εq)− ΦD(r?)
ε
= lim
ε→0
r? + εq + α(r?ε)δr(r
?
ε)− r? − α(r?)δr(r?)
ε
= q + d(αδr)[q](r?)
= q + dα[q](r?)δr(r?) + α(r?)dδr[q](r?). (4.52)
Recall Theorem 4.13 and that by construction δr(r?) = 0. Thus, (4.52) yields
dΦD[q](r
?) = q − α(r?)
( dv?[qer] ◦ γ?
〈∇v? ◦ γ?, er〉 + q
)
. (4.53)
A superlinearly convergent scheme is derived if we define the function α(r) such
that (4.51) is satisfied for the direction q := limk→∞(rk−r?)/‖rk−r?‖X provided
that this limit exists. Nevertheless, since r? is unknown, q would not be accessible
even in the case of existence. Hence, we choose just q = 1 which corresponds to
the radial direction V = er. This leads to
α(r) =
∂v
∂er
◦ γ
dv[er] ◦ γ + ∂v
∂er
◦ γ
. (4.54)
The expression (4.54) depends on the actual state v and on its local shape deriva-
tive. The local shape derivative dv[er] can be evaluated in complete analogy to
the solution of the mixed boundary value problem (4.24) by using the Neumann-
to-Dirichlet map as it was described in Section 2.2. Hence, one additional solve
of the Neumann-to-Dirichlet map is necessary per iteration step.
Remark 4.16. The condition(
κh+
∂h
∂n
+ f
)
< 0 on Γ? (4.55)
is very often required in connection with the convergence theory of free boundary
problems, see e.g. [30, 31, 77, 78]. Since it holds also 〈er,n〉 > 0 in case of a
starlike domain, the prescribed Neumann data of the local shape derivative dv[er]
are negative at Γ?, cf. (4.44c). Hence, under the condition (4.55), there holds
dv[er] < 0 in Ω? and thus dv[er] < 0 at Γ?. As a consequence, the denominator
of
(
α(r?)
)
(s) is negative for all s ∈ [0, 2pi]. We finally conclude that α(r) is well
defined at least in a neighborhood of r? if (4.55) holds.
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The convergence rate of the trial method with damping parameter α from (4.54),
as it is demonstrated by numerical examples in Section 4.5, is an improved linear
one. However, the goal of deriving a quadratically convergent trial method can
be realized and we present the corresponding update rule in the next section.
4.3.3 Newton method
A quadratically convergent trial method is derived by use of Newton’s method.
It is obtained by demanding that the update function δr(rk) on the boundary Γk,
given by (4.37), becomes zero, i.e.,
δr(rk)
!
= 0.
Linearizing the update function around the actual boundary Γk gives
δr(rk+1) ≈ δr(rk) + dδr[q](rk) != 0.
The derivative of the update function δr with respect to a direction q ∈ X is
given by equation (4.39), namely,
dδr[q](rk) = −dvk[qer] ◦ γk∂vk
∂er
◦ γk
− q +
(vk ◦ γk)
(∂dvk[qer]
∂er
◦ γk
)
(∂vk
∂er
◦ γk
)2 + q(vk ◦ γk),
(4.56)
where dvk[qer] is the local shape derivative of the state vk associated with the
domain Ωk. Hence, the Newton update q is determined as the solution of the
equation
dδr[q](rk)
!
= −δr(rk). (4.57)
To solve this equation, we perform the fixed-point iteration
q`+1 = δr(rk)− dvk[q`er] ◦ γk∂vk
∂er
◦ γk
+
(vk ◦ γk)
(∂dvk[q`er]
∂er
◦ γk
)
(∂vk
∂er
◦ γk
)2 + q`(vk ◦ γk),
(4.58)
for ` = 0, 1, 2, . . . . A good initial guess is q0 = δr(rk) which would be the first
iterate when starting with q−1 = 0. Nevertheless, several of these inner iterations
will be performed, each of which requires one solve of the Neumann-to-Dirichlet
map to calculate the local shape derivative dvk[q`er]. Finally, the free boundary
will be updated in each iteration according to the update rule rk+1 = rk + q`.
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4.3.4 Inexact Newton method
Rather than computing the exact directional derivative (4.56) one could use an
approximation instead in the equation (4.57) for the Newton update. This sim-
plification leads to the well-known inexact Newton method.
Given a function F , the exact Newton method to solve the equation F (x) = 0 is
calculated by
− F (x)
F ′(x)
= ∆x.
Now, in place of the previous equation, we consider the perturbed equation
− F (x)
F ′(x) + ε
= ∆˜x.
The Taylor expansion with respect to the perturbation leads to
− F (x)
F ′(x) + ε
= − F (x)
F ′(x)
+ ε
F (x)(
F ′(x)
)2 +O(ε2).
When ε = O(‖F (x)‖), we get thus the equation
∆˜x = ∆x+O(‖F (x)‖2). (4.59)
Relation (4.59) indicates that the update obtained by the exact Newton method
and the inexact Newton method is essentially the same for a perturbation of order
O(‖F (x)‖). In particular, both methods are known to converge quadratically, see
[47, 58].
In our problem, we denote by E(q) the third and forth term on the right hand
side of equation (4.56). In view of (4.37) it can be rewritten as
E(q) = −δr(rk)
∂dvk[qer]
∂er
◦ γk + q
(∂vk
∂er
◦ γk
)
∂vk
∂er
◦ γk
,
which is obviously a term of order O(‖δr‖X) provided that ‖q‖X = 1. The inexact
Newton method consists of using the inexact derivative of the update function
in the direction q. This means that we employ dδr[q] − E(q) instead of dδr[q]
to solve the update equation. As it has been shown in (4.59), we obtain then
essentially the same update in both cases. More precisely, the inexact Newton
update q is determined by the fixed-point iteration
q`+1 = δr(rk)− dvk[q`er] ◦ γk∂vk
∂er
◦ γk
, ` = 0, 1, 2, . . . , (4.60)
with initial guess q0 = δr(rk).
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4.4 Trial method for circular boundaries
In this section, by exploiting the properties of circular domains, we intend to
analytically validate the results obtained until now.
Let the domain Ωk be described by the concentric circular boundaries Σ and Γk
with radius rΣ and rk, where rk > rΣ such that the free boundary Γk is outer to
the fixed boundary Σ. We consider the mixed boundary value problem for the
Laplace equation with Dirichlet boundary condition g(rk) = 1 at the boundary
Σ and Neumann boundary condition h(rk) at the boundary Γk:
−∂
2vk
∂r2
− 1
r
∂vk
∂r
= 0 in Ωk
vk = 1 on Σ (4.61)
∂vk
∂r
= h on Γk.
The solution to this boundary value problem reads
vk(rk) = h(rk)rk log
rk
rΣ
+ 1.
In case of circular boundaries, the following identities hold
〈er,n〉 = 1, 〈er, t〉 = 0 and κ = 1
rk
.
The trial method for the problem under consideration corresponds to the fixed-
point iteration
ΦD(rk) = rk + δr(rk).
Since the first order update equation (3.11) yields δr(rk) = −vk(rk)/h(rk), the
mapping ΦD is explicitly written as
ΦD(rk) = rk − 1
h(rk)
− rk log rk
rΣ
. (4.62)
As we have seen in Section 4.3 the norm of the derivative of the mapping ΦD
in the direction q is required to study the convergence of the trial method. In
the special case of concentric circular boundaries, where we assume that the free
boundary moves only in the radial direction V = qer with q = 1, the directional
derivative dΦD[q](r?) is equivalent to the derivative of the ΦD with respect to the
radius of the boundary Γk evaluated at the boundary Γ?. This means that the
convergence of the trial method depends on the derivative
∂ΦD
∂r
(r?) = − log r
?
rΣ
+
1(
h(r?)
)2 ∂h∂r (r?). (4.63)
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Alternatively, we can find the derivative of ΦD with respect to rk also by (4.43),
which leads to
∂ΦD
∂r
(r?) = −dv
?[er](r?)
h(r?)
. (4.64)
The local shape derivative dv?[er] is the solution of the boundary value problem
(4.24), which for circular boundaries reads
−∂
2dv?[er]
∂r2
− 1
r
∂dv?[er]
∂r
= 0 in Ω?
dv?[er] = 0 on Σ (4.65)
∂dv?[er]
∂r
=
h
r?
+
∂h
∂r
on Γ? .
This yields the solution dv?[er] of the boundary value problem (4.65) being writ-
ten at the boundary Γ? as
dv?[er](r?) = −
(
h(r?) + r?
∂h
∂r
(r?)
)
log
rΣ
r?
,
which, in view of the Dirichlet boundary condition at the optimal boundary and
the identity h(r?) = −
(
r? log
r?
rΣ
)−1
, can be rewritten as
dv?[er](r?) = −h(r?) log rΣ
r?
− 1
h(r?)
∂h
∂r
(r?).
Inserting this into (4.64), we get the derivative of ΦD:
∂ΦD
∂r
(r?) =
h(r?) log
rΣ
r?
+
1
h(r?)
∂h
∂r
(r?)
h(r?)
= − log r
?
rΣ
+
1(
h(r?)
)2 ∂h∂r (r?). (4.66)
It is clear that (4.66) coincides with (4.63). We can summarize the results from
the convergence theory on circular domains as follows:
Convergence: The trial method converges locally with a linear rate if the self-
mapping ΦD is contractive. This holds if
∥∥∂ΦD(r?)/∂r∥∥X < 1, which is equivalent
to the inequality
−1 < − log r
?
rΣ
+
1(
h(r?)
)2 ∂h∂r (r?) < 1.
In case of constant Neumann data h and as long as r? > rΣ, this inequality
simplifies to the condition
log
r?
rΣ
< 1 ⇔ rΣ < r? < e rΣ.
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Damped fixed-point iteration: If we modify the mapping ΦD from (4.62) in
accordance with
ΦD(rk) = rk − α
(
1
h(rk)
+ rk log
rk
rΣ
)
,
then we can determine a damping parameter α for which the norm of the deriva-
tive of ΦD is smaller than 1, i.e.,∥∥∥∥∂ΦD∂r (r?)
∥∥∥∥
X
=
∣∣∣∣∣1− α
(
1 + log
r?
rΣ
− 1(
h(r?)
)2 ∂h∂r (r?)
)∣∣∣∣∣ !< 1.
This choice would ensure locally linear convergence. For constant Neumann
boundary data, a suitable damping parameter α which enforces convergence
should satisfy the inequality
0 < α < 2
(
1 + log
r?
rΣ
)−1
.
Superlinear convergence rate: We achieve quadratic convergence by an r-
dependent choice of the damping parameter, i.e. α = α(r), such that the deriva-
tive of ΦD at the optimal boundary becomes zero, i.e.∥∥∥∥∂ΦD∂r (r?)
∥∥∥∥
X
=
∣∣∣∣∣1− α(r?)
(
1 + log
r?
rΣ
− 1(
h(r?)
)2 ∂h∂r (r?)
)∣∣∣∣∣ = 0.
As long as the optimal Γ? is not a-priori known, we employ the function α(r)
being given as
a(r) =
(
1 + log
r
rΣ
− 1(
h(r)
)2 ∂h∂r (r)
)−1
in each step of the iterative method. This choice coincides with that of the
improved trial method introduced in Section 4.3.2.
Example 4.17. In the numerical example, we consider the concentric circular
boundaries Σ and Γ0 with radius rΣ = 0.04 and r0 = 0.05, respectively. We find
that for the constant Neumann data h(r) = −3 the optimal boundary Γ? is of
radius r? = 0.20. The topological set-up is found in the left plot of Figure 4.2.
If we apply the update rule without any damping parameter α, then the method
is not converging. This result is absolutely justified since∥∥∥∥∂ΦD∂r (r?)
∥∥∥∥
X
=
∣∣∣∣ log r?rΣ
∣∣∣∣ = 1.63 > 1.
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When we perform the damped trial method for the update rule with a constant
damping parameter α, we find that the method is converging linearly when the
parameter α is chosen between these values
0 < α < 2
(
1 + log
r?
rΣ
)−1
= 0.76.
Finally, in case of using the damping parameter α(rk) =
(
1 + log
rk
rΣ
)−1
, we
obtain quadratic convergence since the direction of the update is always in the
radial direction. These observations are validated by the right plot of Figure
4.2, where the convergence rates of the trial method are visualized in case of
the update rule with the constant damping parameter α = 0.6 and in case of the
update rule with the function α(r). We observe quadratic convergence in the first
case and the method requires only 5 boundary updates to detect the optimal Γ?.
In the second case, the method needs almost 6 times more iterations to reach the
desired accuracy. 4
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Figure 4.2: The solution of the free boundary problem and the convergence
history of the trial methods in case of a circular domain.
4.5 Numerical examples
In the last part of this chapter we wish to illustrate and validate the theoretical
findings for the respective trial methods by numerical examples. Our prior inter-
est is concentrated on comparing the different trial methods with respect to their
convergence rate. One of the conclusions which has been drawn in Chapter 3 is
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that the “discretize-then-optimize” approach performs better than the “optimize-
then-discretize” approach. Therefore, the updates are always computed by the
discrete least-squares method as it was exhibited in Section 3.3.1.
Example 4.18. The first example concerns Poisson’s equation with inhomogein-
ity f(x, y) = 5 and non constant boundary data
g(x, y) = x2 + y2 + 1 and h(x, y) = −λ(x2 + y2 + 1),
where λ is a positive constant. The fixed boundary Σ is chosen to be peanut-
shaped with parametrization
γΣ : [0, 2pi]→ Σ, s 7→ γΣ(s) =
[
0.03 sin(s)
(
1.25 + cos(2s)
)
0.045 cos(s)
]
.
The solutions of the free boundary problem for different values of the parameter λ
are depicted in Figure 4.3. The numerical setting consists in 60 degrees of freedom
to represent the unknown boundary Γk, 500 boundary elements per boundary,
and the stopping criterion ‖δr‖ < 10−8. The random boundary displayed in
Figure 4.3 is the initial approximation Γ0.
0

Figure 4.3: Solutions of the free boundary problem in case of a peanut-shaped
interior boundary.
It is seen in Table 4.1 that the trial method based on the first order update
equation does not converge for all the parameters λ under consideration (row
entitled “1st order update”), whereas, the trial method based on the second or-
der update equation always converges (row entitled “2nd order update”). That
updating the free boundary by the second order update equation is more robust
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has already been our observation from the numerical examples in Chapter 3. In-
troducing a damping parameter (α = 0.7) in the first order update rule enforces
the convergence of the respective trial method (row entitled “1st order update
with damping”). Moreover, as long as we add the update δr with the suggested
parameter α(r) from (4.54), we see that the trial method is converging for both
the first order and the second order update equation (rows entitled “improved 1st
order update” and “improved 2nd order update”, respectively). Indeed, according
to Figure 4.4, we obtain a nicely improved (linear) convergence rate.
parameter λ 40 50 60 70 80 90
1st order update 31 29 29 – – –
1st order update with damping (α = 0.7) 14 17 20 22 23 23
improved 1st order update 11 11 11 14 16 17
Newton & improved 1st order update 6 6 6 6 7 7
2nd order update 31 29 28 27 26 25
improved 2nd order update 12 11 13 24 26 30
Newton & improved 2nd order update 10 10 10 9 9 9
inexact Newton update 5 6 6 6 6 7
Table 4.1: Number of boundary updates of the trial methods in case of a
peanut-shaped interior boundary.
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Figure 4.4: Convergence history of the trial methods in case of a peanut-shaped
interior boundary and λ = 50.
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The Newton method does not converge for our initial guess. We apply though one
of the improved update rules first until the update function δr is small enough,
that is ‖δr‖ < 10−2. Then, we start the Newton method. The number of iterations
is shown in Table 4.1 in the rows entitled “Newton & improved 1st order update”
and “Newton & improved 2nd order update”. The associated green, blue and
brown graphs in Figure 4.4 validate quadratic convergence.
At last we refer to the inexact Newton method, which, in contrast to the exact
Newton method, is converging for the chosen initial guess (row entitled “inex-
act Newton update”) and offers also quadratic convergence as the brown graph
validates.
At this point we wish to emphasize that the trial method based on the improved
update differs considerably from the trial method based on a Newton type update
by the number of times the Neumann-to-Dirichlet map is solved. More precisely,
in case of the improved update, the Neumann-to-Dirichlet map is solved twice for
every boundary update, once for finding the state vk and once for finding the local
shape derivative dvk. To compute the Newton update, apart from the solution
of the state problem, the solution of the Neumann-to-Dirichlet map for the local
shape derivative in the fixed-point iteration (4.58) is repeated until a suitable
update function is found. To our experience, we need about 10–20 iterations to
obtain the Newton update sufficiently accurate. 4
Example 4.19. For the second numerical example we choose a random interior
boundary Σ, while the initial guess Γ0 of the free boundary is assumed to be a
slightly perturbed ellipse being parametrized by
γ0 : [0, 2pi]→ Γ0, s 7→ γ0(s) =
√
0.045 cos2(2s) + 0.035 sin2(2s)
[
cos(s)
sin(s)
]
.
We consider the Laplace equation and the boundary data given by
g(x, y) = x2 + y2 + 1 and h(x, y) = −λ(x2 + y2 + 1),
where λ is a positive constant. This time we use 70 degrees of freedom for the
representation of the free boundary and 500 boundary elements per boundary.
The stopping criterion for the trial method is again ‖δr‖ < 10−8. In Figure 4.5 we
present a visualization of the domain and the solutions Γ? of the free boundary
problem for the different parameters λ.
Table 4.2 contains the number of boundary updates being employed by the differ-
ent trial method for the solution of the free boundary problem. On the one hand,
we notice that neither the first nor the second order update rule converge without
any damping parameter for all the values of the parameter λ under consideration.
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On the other hand, the improved first and second order updates converge always
and require significantly less boundary updates. However, the convergence is
linear in both cases as Figure (4.6) shows.
K0
Y
Figure 4.5: Solutions of the free boundary problem in case of a random interior
boundary.
parameter λ 30 40 50 60 70 80 90 100
1st order update 30 – – – – – – –
improved 1st order update 10 10 10 11 12 12 11 11
Newton & improved 1st order update 6 6 7 7 7 8 8 8
2nd order update 30 28 25 23 – – – –
improved 2nd order update 10 10 10 11 12 12 12 13
Newton & improved 2nd order update 6 6 7 8 8 8 9 9
inexact Newton update 5 6 6 6 7 7 7 7
Table 4.2: Number of boundary updates of the trial methods in case of random
interior boundary.
For all the values of λ under consideration we also discover that the exact Newton
method is not converging. On the contrary, if we combine exact Newton updates
and improved updates, after some burn-in when the solution is too far away from
the optimal boundary Γ?, we still obtain a quadratically convergent trial method.
During the tests we have observed for λ = 15 that the exact Newton method also
converges since the initial approximation Γ0 is close enough to the optimal Γ?.
Nevertheless, as we see from Table 4.2, the trial method with inexact Newton
update convergences faster than any other trial method.
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Figure 4.6: Convergence history of the trial methods in case of a random
interior boundary and λ = 100.
But what about the execution time of the trial methods? We see from Table 4.2
that the trial method with improved first order update needs in average slightly
less iterations than the trial method with improved second order update. In
combination with the simpler computation of the update one can deduce that
the trial method with improved first order update is the faster one. In Table 4.3,
we thus compare the computing time of the trial method based on the improved
first order update and based on the inexact Newton update for different number
of degrees of freedom for the representation of the free boundary Γ (dof Γ).
dof Γ ‖v?‖ improved 1st order inexact Newton
20 0.0303 5.501587 sec 16.957234 sec
60 0.0020 4.931886 sec 8.683680 sec
100 1.8963e-04 10.414140 sec 7.747184 sec
160 7.2416e-06 24.214333 sec 9.524349 sec
Table 4.3: Comparison of the computing times of the trial method for different
numbers of degrees of freedom for the representation of the free boundary.
Note that as we have also explained in Chapter 2, the number of degrees of
freedom on Γ can influence the accuracy of the solution of the free boundary
problem. What we observe in Table 4.3 is that, for a small number of degrees of
freedom for the representation of the free bondary, the trial method with improved
update rule is quicker than the inexact Newton method. Whereas, for a large
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number of degrees of freedom, which also ensures a smaller value of the Dirichlet
data of the state on Γ?, the trial method with improved first order update rule
becomes more costly with respect to the time compared to the inexact Newton
method. 4
Example 4.20. The trial methods we have constructed are also applicable for
free boundary problems with several inner boundaries. This is demonstrated by
an example where the boundary Σ is composed of the union of four circles as can
be seen in Figure 4.7.
K0
Y1
Y2Y4
Y3
Figure 4.7: Solutions of the original Bernoulli free boundary problem in case of
several interior boundaries.
We consider the original Bernoulli free boundary problem which corresponds to
the choice
f(x, y) = 0, g(x, y) = 1, h(x, y) = −λ.
The extension of the boundary element method introduced in Chapter 2 to the
new topological configuration is straightforward. On each boundary, we apply
400 boundary elements which leads to 2000 boundary elements in all. The free
boundary is discretized by 80 degrees of freedom. For the initial approximation
of the free boundary, we have chosen a circle. The trial method is again stopped
if the update function satisfies ‖δr‖ < 10−8.
In Table 4.4, the number of iterations of the different trial methods are listed.
We observe that the trial method is converging for all the suggested update rules
and values of the parameter λ. In particular, the standard trial method converges
for all chosen parameters λ. Compared to this, the improved first order update
converges slightly faster. The same is observed for the related trial methods based
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on the second order update equation. The fastest method is again the inexact
Newton method which converges immediately for the present initial guess. 4
parameter λ 10 12 14 16 18 20
1st order update 18 22 27 32 39 48
improved 1st order update 14 18 21 28 35 38
2nd order update 18 22 26 32 38 47
improved 2nd order update 12 16 22 28 26 44
inexact Newton update 7 8 8 9 10 11
Table 4.4: Number of boundary updates of the trial methods in case of several
interior boundaries.
Part II
The trial method for prescribed
Dirichlet data
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Chapter 5
Solution of the free boundary problem
The last part of this thesis is dedicated to the trial method for the solution of the
free boundary problem when the state problem has a Dirichlet boundary condition
at the free boundary and the free boundary is updated according to the Neumann
boundary condition. Some theoretical results concerning the convergence of the
respective trial method can be found in [3]. There is nevertheless, to the best of
our knowledge, no article with numerical results on this trial method apart from
the case of axially symmetric domains. For instance, in [69], there has been shown
that updating the free boundary according to the Neumann boundary condition
makes the trial method easier under certain circumstances.
In the previous chapters, we have delivered a detailed analysis of the trial method
for the usual technique of updating the free boundary according to the Dirichlet
data. The extension of this analysis to the trial method for violated Neumann
data is straightforward. Starting from recalling the iterative scheme of the trial
method, in complete analogy to the previous chapters, we develop trial methods
for the solution of the free boundary problem. Giving a more detailed review
of the chapter, this consists of the derivation of an update rule for the unknown
boundary and some first numerical tests, from which we observe severe difficulties
in the convergence of the respective trial method. This behavior is completely
explained by an investigation of the underlying fixed-point iteration method. For
this aim a proper theoretical foundation, which includes results from Section 4.1
and the shape derivative of the state, is set. At the end of the chapter, we derive a
stabilized version of the trial method and show its efficiency by numerical results.
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5.1 Torso of the trial method
The free boundary problem consists in finding the domain Ω and an associated
function w such that the overdetermined boundary value problem (1.1) is sat-
isfied. Hence, given a trial free boundary Γ and the Dirichlet data at the free
boundary, the state w is uniquely defined by the boundary value problem
−∆w = f in Ω
w = g on Σ (5.1)
w = 0 on Γ.
The trial method for the solution of the free boundary problem is described by
the iterative procedure in Algorithm 5.1.
Algorithm 5.1: The trial method with update according to the
Neumann data.
1. Choose an initial guess Γ0 of the free boundary.
2. a) Compute the Neumann data of wk on Γk by applying the boundary
element method to the Dirichlet boundary value problem (5.1).
b) Update the free boundary according to the update rule
γk+1 = γk + βδrker, (5.2)
where the update δrk is determined by Taylor’s expansion of the
Neumann data, such that the Neumann boundary condition is ap-
proximately satisfied at the new boundary Γk+1. The parameter β
stands for a correction factor.
3. Iterate step 2 until the process becomes stationary up to a specified
precision.
Before computing the update rule for the free boundary in detail, we remind in
the following the Dirichlet-to-Neumann map and validate the exponential con-
vergence of the collocation-based boundary element method with a numerical
result.
As it was described in Chapter 2, we can apply the boundary element method
for the solution of the boundary value problem (5.1) by considering the ansatz
w = w +Nf (5.3)
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for a suitable Newton potential Nf , which satisfies ∆Nf = −f . The harmonic
function w has thus to satisfy the boundary value problem
∆w = 0 in Ω
w = g −Nf on Σ (5.4)
w = −Nf on Γ .
The associated Dirichlet-to-Neumann map (2.14) is written as
[ VΓΓ VΣΓ
VΓΣ VΣΣ
]
∂˜w
∂n
∣∣∣
Γ
∂˜w
∂n
∣∣∣
Σ
 =
 12 +KΓΓ KΣΓ
KΓΣ 1
2
+KΣΣ
[ −Nf |Γ
g −Nf |Σ
]
, (5.5)
where VAB is the single-layer operator (2.11) and KAB is the double-layer operator
(2.12). The numerical approximation of the boundary integral operators leads to
the linear system (2.40). Theorem 2.19 about the convergence of the proposed
boundary element method remains in force also for the Dirichlet boundary value
problem.
Example 5.1. We consider the same domain as in Example 2.20 and the har-
monic function
w(x, y) = log
(√
(x− x0)2 + (y − y0)2
)
,
with (x0, y0) /∈ Ω and prescribe the Dirichlet data w|∂Ω. Then, we compute
the Neumann data of w at the boundary Γ numerically by the boundary ele-
ment method and compare them with the analytically computed Neumann data
∂w/∂n|Γ. The convergence plot in Figure 5.1 validates the exponential conver-
gence order of the collocation method. Additionally, we present in the table on
the right side of Figure 5.1 the exact values of the relative L2-error with respect
to the number of boundary elements (# of BE) per boundary.
The analysis of the boundary element method concludes the step 2a of the Algo-
rithm 5.1. We now proceed to step 2b in which the update function δrk is to be
determined. 4
5.2 Determining the update rule
As we have already mentioned, our first objective is to solve the free boundary
problem by applying the standard update rule, irrespective of the convergence of
the trial method. For this, we aim at the determination of the update function
δrk ∈ C2per
(
[0, 2pi]
)
which, due to the starshapness of the boundaries, updates the
free boundary according to the rule rk+1 = rk + βδrk.
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Figure 5.1: Relative L2-error versus the number of boundary elements.
5.2.1 Update equation
The update function δrk is found by the requirement that the Neumann boundary
condition should be fulfilled at the new boundary Γk+1, i.e.,
∂wk
∂n
◦ γk+1 != h ◦ γk+1. (5.6)
The first order Taylor expansion of the Neumann data of wk around the actual
boundary Γk
∂wk
∂n
◦ γk+1 ≈
∂wk
∂n
◦ γk +
∂
∂(δrker)
(∂wk
∂n
◦ γk
)
(5.7)
in combination with equation (5.6) leads to the update equation
h ◦ γk+1 =
∂wk
∂n
◦ γk +
∂
∂(δrker)
(∂wk
∂n
◦ γk
)
(5.8)
for the unknown update function δrk. For sake of the subsequent numerical
simulation, we intend to express (5.7) by terms which are known or computable.
We start with the computation of the derivative of the Neumann data of the state
wk in the direction V.
Lemma 5.2. Let the function wk satisfy the boundary value problem (5.1) in the
domain Ωk. The derivative of the Neumann data of wk in the direction V = δrker
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is given by
∂
∂(δrker)
(∂wk
∂n
◦ γk
)
=
((∂2wk
∂n2
◦ γk
)
〈er,n〉+
(∂2wk
∂n∂t
◦ γk
)
〈er, t〉
)
δrk. (5.9)
Proof. The Neumann data of the function wk are defined as the inner product of
the gradient of the function wk and the unit normal vector at the boundary Γk,
that is
∂wk
∂n
◦ γk = 〈∇wk ◦ γk,n〉. (5.10)
Thus, by applying the product rule, the directional derivative of the Neumann
data of wk is given by
∂
∂(δrker)
(∂wk
∂n
◦ γk
)
= δrk〈(∇2wk ◦ γk) · n, er〉+
〈
∇wk ◦ γk,
∂n
∂(δrker)
〉
.
(5.11)
The first term on the right hand side of equation (5.11) is computed by decom-
posing the second order directional derivative of wk into its normal and tangential
components as follows
〈(∇2wk ◦ γk) · n, er〉 = 〈(∇2wk ◦ γk) · n,n〉〈er,n〉+ 〈(∇2wk ◦ γk) · n, t〉〈er, t〉
=
(∂2wk
∂n2
◦ γk
)
〈er,n〉+
(∂2wk
∂n∂t
◦ γk
)
〈er, t〉. (5.12)
We exploit formula (4.16) to obtain the directional derivative of the normal as
∂n
∂(δrker)
= δrk
〈er, t〉
‖γ ′k‖
t− δr′k
〈er,n〉
‖γ ′k‖
t. (5.13)
Inserting (5.12) and (5.13) into (5.11), we arrive at the directional derivative of
the Neumann data of wk at the boundary Γk:
∂
∂(δrker)
(∂wk
∂n
◦ γk
)
=
[(∂2wk
∂n2
◦ γk
)
〈er,n〉+
(∂2wk
∂n∂t
◦ γk
)
〈er, t〉
+
(∂wk
∂t
◦ γk
)〈er, t〉
‖γ ′k‖
]
δrk −
(∂wk
∂t
◦ γk
)〈er,n〉
‖γ ′k‖
δr′k. (5.14)
Finally, due to the Dirichlet boundary condition wk = 0 at Γk, the tangential
derivative of wk is equal to zero at Γk and (5.9) follows.
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The directional derivative of the Neumann data of the function wk, as it is de-
scribed in (5.14), coincides with the derivative which has been proven in [64,
Theorem 3.11] in the context of inverse scattering problems. However, by using
results from shape sensitivity analysis, we are able to obtain a much simpler proof
of this relation.
With the help of equation (5.9), we exhibit in Lemma 5.3 the first order update
equation for the unknown function δrk.
Lemma 5.3. Let the directional derivative of the Neumann data of wk being
given by (5.9). Then, the update equation (5.7) reads as
h ◦ γk+1 =
∂wk
∂n
◦ γk −
[((
κ
∂wk
∂n
+ f
)
◦ γk
)
〈er,n〉 − ∂
∂t
(∂wk
∂n
◦ γk
)
〈er, t〉
]
δrk,
(5.15)
where κ = −〈γ ′′k,n〉/‖γ ′k‖2 denotes the curvature of the boundary Γk.
Proof. Due to (5.9), equation (5.8) can be transformed to
h ◦ γk+1 =
∂wk
∂n
◦ γk +
[(∂2wk
∂n2
◦ γk
)
〈er,n〉+
(∂2wk
∂n∂t
◦ γk
)
〈er, t〉
]
δrk. (5.16)
We compute the second order directional derivative ∂2wk/(∂n∂t) by differentiat-
ing ∂wk/∂n with respect to s. Namely, we have
∂
∂s
(∂wk
∂n
◦ γk
)
= ‖γ ′k‖
∂2wk
∂n∂t
◦ γk + 〈∇wk ◦ γk,
∂n
∂s
〉, (5.17)
where ∂n/∂s = κ‖γ ′k‖t. Equation (5.17) implies that
∂2wk
∂n∂t
◦ γk =
∂
∂t
(∂wk
∂n
◦ γk
)
− κ
(∂wk
∂t
◦ γk
)
. (5.18)
According to the smoothness assumptions, the terms ∂2wk/∂n2 and ∂2wk/∂t2
are coupled via the Poisson equation. As in Chapter 3, from the second order
derivative of wk with respect to s, cf. (3.22), we obtain the derivative ∂2wk/∂n2
in accordance with
∂2wk
∂n2
◦ γk = −
1
‖γ ′k‖2
∂2(wk ◦ γk)
∂s2
+
(〈γ ′′k, t〉
‖γ ′k‖2
∂wk
∂t
− κ∂wk
∂n
− f
)
◦ γk. (5.19)
The desired equation (5.15) is now an immediate consequence after inserting the
equations (5.18) and (5.19) into (5.16) and taking into account that the Dirichlet
data are equal to zero at Γk.
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Equation (5.15) is now an implicit equation for the update function δrk since
the term h ◦ γk+1 also depends on it. Hence, we should also linearize the given
Neumann data with respect to δrk. With this approach we introduce a new
approximation error in our numerical solution but we still avoid to solve the
equation implicitly. The Taylor expansion of h around γk is given by
h ◦ γk+1 = h ◦ γk +
( ∂h
∂er
◦ γk
)
δrk
= h ◦ γk +
[(∂h
∂n
◦ γk
)
〈er,n〉+
(∂h
∂t
◦ γk
)
〈er, t〉
]
δrk. (5.20)
Considering (5.20), the update equation (5.15) for the free boundary Γk is ex-
pressed as(∂wk
∂n
− h
)
−
[(
κ
∂wk
∂n
+ f +
∂h
∂n
)
〈er,n〉+
(
∂
∂t
(∂wk
∂n
)
− ∂h
∂t
)
〈er, t〉
]
δrk = 0.
(5.21)
Finally, we reach a computable expression of the update equation (5.21) if the
ansatz (5.3) is inserted there. This yields the normal derivative of wk at Γk in
accordance with
∂wk
∂n
=
∂wk
∂n
+
∂Nf
∂n
. (5.22)
Moreover, the term (5.17) can be rewritten as
∂
∂s
(∂wk
∂n
◦ γk
)
=
∂
∂s
(∂wk
∂n
◦ γk +
∂Nf
∂n
◦ γk
)
=
∂
∂s
(∂wk
∂n
◦ γk
)
+ ‖γ ′k‖
(∂2Nf
∂n∂t
◦ γk
)
+ κ‖γ ′k‖
(∂Nf
∂t
◦ γk
)
.
From this the term ∂2wk/(∂n∂t) results in the form
∂2wk
∂n∂t
◦ γk =
1
‖γ ′k‖
∂
∂s
(∂wk
∂n
◦ γk
)
+ κ
(∂Nf
∂t
◦ γk
)
+
∂2Nf
∂n∂t
◦ γk. (5.23)
The normal derivative ∂wk/∂n at Γk, which is contained in equation (5.21), is
found by the Dirichlet-to-Neumann map (5.5). Additionally, since the approxi-
mate Neumann data ∂wk/∂n have a trigonometric representation, their derivative
with respect to s can analytically be computed.
Remark 5.4. The derivation of a second order update equation, as done in Sec-
tion 3.2.2, would require the analytical computation of the second order derivative
of the Neumann data of wk in the direction δrker. For the determination of this
term more smoothness on the boundary is necessary, at least C3-smoothness,
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which forms a very artificial space in the present context. Additionally, we re-
mind that the theoretical and numerical results from Chapters 2 and 3 reveal
that, even if the second order update equation yields a more robust trial method
compared to the (standard) first order update equation, it is still not better than
the trial method with improved first order update when an appropriate function
β(rk) is imposed as damping parameter. Therefore, we confine our investigation
to the first order update equation to derive later the improved first order update
rule.
5.2.2 Solution of the update equation
For the numerical solution of the linearized update equation (5.21), we apply the
same numerical techniques as they were described in Section 3.3. Namely, we
formulate the linear update equation as a minimization problem in the discrete
or in the continuous least-squares sense. The linear residual function in case of
the discrete least-squares method reads(
F(δrνk)
)
(si) =
(∂wk
∂n
(si)− h(si)
)
−
[(
κ(si)
∂wk
∂n
(si) + f(si) +
∂h
∂n
(si)
)
〈er,n〉
−
(
1
‖γ ′k‖
∂
∂s
(∂wk
∂n
(si)
)
− ∂h
∂t
(si)
)
〈er, t〉
]
δrνk(si),
where δrνk(si) is the update function discretized similarly to (3.26). Likewise, we
define the function
(
F (δrk)
)
(s) for the variational formulation in the space Vν
(for more details consult the theory presented in Section 3.3.2).
5.2.3 Numerical examples
We close this section by executing some numerical tests of the trial method when
the standard update rule (5.2) with constant damping parameter β is performed.
Example 5.5. In the first example, we have chosen an ellipse as the initial guess
of the free boundary Γ0 and an x-shaped interior boundary Σ. The respective
parametrizations are
γ0 : [0, 2pi]→ Γ0, s 7→ γ0(s) =
√
0.1 cos2(2s) + 0.12 sin2(2s)
[
cos(s)
sin(s)
]
and
γΣ : [0, 2pi]→ Σ, s 7→ γΣ(s) =
√
0.01 cos2(2s) + 0.05 sin2(2s)
[
cos(s)
sin(s)
]
.
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We consider the overdetermined boundary value problem for Poisson’s equation
with f(x, y) = 80 and boundary data
g(x, y) = x2 + y2 + 1, h(x, y) = −λ.
An appropriate Newton potential is analytically given byNf (x, y) = −20(x2+y2).
The free boundary is represented by 16 degrees of freedom and the boundary ele-
ment method is performed with 600 boundary elements per boundary. Note that
this numerical setting, particularly the number of the unknowns in the discretiza-
tion of the free boundary Γ, are adjusted to the difficulties that were observed
during the tests. The stopping criterion remains the same as in previous chapters,
namely ‖δr‖ < 10−8. The solutions which are computed by the trial method for
the chosen values of the parameter λ are displayed in Figure 5.2.
K0
Y
Figure 5.2: Solutions of the free boundary problem in case of an x-shaped
interior boundary.
parameter λ 11 12 13 14 15 16
pointwise standard update 188 – – – – –
updates update with damping (β = 0.8) 239 65 – – – –
update with damping (β = 0.5) 386 76 47 34 26 43
variational standard update 188 – – – – –
updates update with damping (β = 0.8) 239 78 – – – –
update with damping (β = 0.5) 386 76 47 34 214 –
Table 5.1: Number of boundary updates of the trial method in case of an
x-shaped interior boundary.
It can be seen in Table 5.1 that, likewise to the trial method with first order
update for the Dirichlet data (cf. Section 3.4), the trial method with first order
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update for the Neumann data does not converge without damping (row entitled
“standard update”). We stress that the damping parameters β = 0.5 and β =
0.8 were found by trial and error, i.e., without following any systematic rule
(row entitled “update with damping”). Again, the approach “discretize-then-
optimize” shows better performance than the approach “optimize-then-discretize”.
Furthermore, it is remarkable that in this example the trial method requires
considerably more iterations to detect the solution of the free boundary problem
than in the examples presented in Section 3.4. As regards the convergence order
of the trial method, there is no doubt that this is only linear. Thus, we attach no
importance to graphically display the convergence history of the trial method. 4
Example 5.6. For the same domain and numerical setting as described in Ex-
ample 5.5 we consider now the Laplace equation instead of the Poisson equation,
i.e., f = 0, and thus Nf = 0. The resulting optimal boundary Γ? for the values
of the parameter λ under consideration are graphically illustrated in Figure 5.3.
Y
K0
Figure 5.3: Solutions of the free boundary problem in case of an x-shaped
interior boundary.
The associated numbers of updates needed by the trial method to converge are
tabulated in Table 5.2. This table suggests convergence of the trial method
only in case of a damping parameter β which is smaller than in Example 5.5.
The damping parameter contributes to the convergence of the trial method by
avoiding oscillations of the free boundary during the iterative procedure. The
standard update without damping does not converge for any of the parameters
λ under consideration. The approach “optimize-then-discretize” for minimizing
the defect in equation (5.21), as we have noticed also in Section 3.4, causes more
oscillations than the approach “discretize-then-optimize”. Therefore, from now
on we consider only the first approach. 4
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parameter λ 3 4 5 6 7 8
pointwise standard update – – – – – –
updates update with damping (β = 0.1) 74 65 57 51 53 –
variational standard update – – – – – –
updates update with damping (β = 0.1) – – – 51 – –
Table 5.2: Number of boundary updates of the trial method in case of an
x-shaped interior boundary.
Example 5.7. In the third example the interior boundary Σ is peanut-shaped
with parametrization
γΣ : [0, 2pi]→ Σ, s 7→ γΣ(s) =
[ −0.025 cos(s)
0.03 sin(s)
(
1.25 + cos(2s)
)] .
The numerical setting of this problem involves the Poisson equation with f(x, y) =
10, the boundary data g(x, y) = 1 and h(x, y) = −λ(x2 + y2 + 1), the Newton
potential Nf (x, y) = −52(x2 + y2), 26 degrees of freedom for the representation
of the free boundary and 400 boundary elements on each boundary. The trial
method starts with the boundary Γ0 being a circle of radius 0.08.
Y
K0
Figure 5.4: Solutions of the free boundary problem in case of a peanut-shaped
interior boundary.
In Figure 5.4 are displayed the domain under consideration and the solutions of
the free boundary problem for the chosen values of the parameter λ. The number
of iterations of the trial method for each value of the parameter λ, as they are
tabulated in Table 5.3, show again a poor convergence of the trial method unless
a damping parameter is introduced. 4
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parameter λ 15 20 25 30 35
standard update – – – – –
update with damping (β = 0.1) 74 69 64 60 58
Table 5.3: Number of boundary updates of the trial method in case of a
peanut-shaped interior boundary.
In contrast to the trial method which is based on boundary updates according
to the Dirichlet data, the trial method which is based on boundary updates
according to the Neumann data shows a weak performance with respect to the
convergence. This is caused by the fact that the Neumann data seems to be
more sensitive with respect to oscillations which are generated by the update
procedure for the free boundary. Algorithm’s 5.1 peculiar behavior is explained
in the subsequent section where the convergence analysis of the trial method is
elucidated.
5.3 Convergence of the trial method
The update of the free boundary in the radial direction is equivalent to a per-
turbation of the domain Ω in the same direction, i.e., V = qer. In this regard,
results from shape sensitivity analysis apply.
5.3.1 Shape derivative of the state
The function w satisfies the boundary value problem (5.1). In Lemma 5.8, we
determine the boundary value problem that the associated local shape derivative
dw satisfies.
Lemma 5.8. The local shape derivative dw under the perturbation V is given as
the solution of the boundary value problem
∆dw[V] = 0 in Ω (5.24a)
dw[V] = 0 on Σ (5.24b)
dw[V] = −∂w
∂n
〈V,n〉 on Γ . (5.24c)
Proof. The results from the proof of Lemma 4.10 about the differential equation
in Ω and the boundary condition at Σ apply also here. To determine the Dirichlet
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data at Γ we compute the material derivative of the function w under the pertur-
bation V with the help of the Definition 4.2. The Dirichlet data of function wε
at the boundary Γε are equal to zero and the same holds for the Dirichlet data
of the function w at the boundary Γ. Hence, we obtain
w˙[V](x) = lim
ε→0
wε(xε)− w(x)
ε
= 0, x on Γ.
From Remark 4.4, the orthogonality argument and the boundary condition w = 0
on Γ we finally get
dw[V] = −〈∇w,V〉 = −〈∇w,n〉〈V,n〉 = −∂w
∂n
〈V,n〉.
The unknown Neumann data of the local shape derivative dw at the boundary
Γ can be found by applying the boundary element method to the Dirichlet-to-
Neumann map (5.5) associated with the boundary value problem (5.24).
5.3.2 Convergence rate of the trial method
The technique of determining the convergence order of the trial method follows
the procedure described in Section 4.3 in a very similar way. To that end, the
self-mapping ΦN : C2per
(
[0, 2pi]
)→ C2per([0, 2pi]) is defined by
ΦN(r) := r + δr(r),
where δr is the update function resulting from the first order Taylor expansion of
the Neumann data with respect to δr at the boundary Γ. Namely, it holds that
δr(r) =
∂w
∂n
◦ γ − h ◦ γ((
κ
∂w
∂n
+ f +
∂h
∂n
)
◦ γ
)
〈er,n〉 −
(
1
‖γ ′‖
(∂w
∂n
◦ γ
)′
− ∂h
∂t
◦ γ
)
〈er, t〉
,
(5.25)
provided that the denominator of (5.25) is pointwisely nonzero on [0, 2pi]. In view
of relation (4.35), we examine the convergence of the trial method by estimating
the directional derivative dΦN [q] at Γ?. The following theorem provides the
necessary calculations.
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Theorem 5.9. Consider the trial method based on the update function (5.25).
Then, for a given perturbation V = qer, it holds
dΦN [q](r
?) =
∂dw?[qer]
∂n
◦ γ?((
κh+ f +
∂h
∂n
)
◦ γ?
)
〈er,n〉
, (5.26)
where γ? = r?er and ∂dw?[qer]/∂n denotes the Neumann data of the local shape
derivative of w? into the direction qer, which satisfies the boundary value problem
∆dw?[qer] = 0 in Ω
?
dw?[qer] = 0 on Σ (5.27)
dw?[qer] = −h〈qer,n〉 on Γ? .
Proof. The operator ΦN at the optimal boundary Γ? with parametrization γ?
and at the boundary Γ?ε with parametrization γ?ε = r?εer = (r? + εq)er is given as
ΦN(r
?) = r? + δr(r?) and ΦN(r? + εq) = r? + εq + δr(r?ε),
respectively. We compute the derivative of ΦN at r? in the direction q as follows:
dΦN [q](r
?) = lim
ε→0
ΦN(r
? + εq)− ΦN(r?)
ε
= lim
ε→0
r? + εq + δr(r? + εq)− r? − δr(r?)
ε
= q + lim
ε→0
δr(r? + εq)− δr(r?)
ε
, (5.28)
where
δr(r?ε) =
∂w?ε
∂nε
◦ γ?ε − h ◦ γ?ε((
κ
∂w?ε
∂nε
+ f +
∂h
∂n ε
)
◦ γ?ε
)
〈er,nε〉 −
(
∂
∂t ε
(∂w?ε
∂nε
◦ γ?ε
)
− ∂h
∂t ε
◦ γ?ε
)
〈er, tε〉
and δr(r?) = 0 by construction. The functions w?ε and w? satisfy the boundary
value problems
−∆w? = f in Ω?, −∆w?ε = f in Ω?ε
w? = g on Σ, w?ε = g on Σ
w? = 0 on Γ?, w?ε = 0 on Γ
?
ε.
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On the optimal boundary it holds (∂w?/∂n)◦γ? = h◦γ?. Applying this relation
to (5.28), the first term of the enumerator of (5.28) becomes
∂w?ε
∂nε
◦ γ?ε −
∂w?
∂n
◦ γ? = 〈∇w?ε ◦ γ?,n〉 − 〈∇w? ◦ γ?,n〉+ 〈∇w?ε ◦ γ?ε,nε〉
− 〈∇w?ε ◦ γ?,nε〉+ 〈∇w?ε ◦ γ?,nε〉 − 〈∇w?ε ◦ γ?,n〉
while the second term of the enumerator is equivalent to
lim
ε→0
h ◦ γ?ε − h ◦ γ?
ε
=
∂h
∂(qer)
◦ γ?. (5.29)
Hence, in view of
lim
ε→0
1
ε
(∂w?ε
∂nε
◦ γ?ε −
∂w?
∂n
◦ γ?
)
=
∂dw?[qer]
∂n
◦ γ? + ∂
∂(qer)
(∂w?
∂n
◦ γ?
)
+
〈
∇w? ◦ γ?, ∂n
∂(qer)
〉
.
and (5.29), we obtain
lim
ε→0
1
ε
(∂w?ε
∂nε
◦ γ?ε − h ◦ γ?ε
)
=
∂dw?[qer]
∂n
◦ γ? + ∂
∂(qer)
(∂w?
∂n
◦ γ?
)
+ 〈∇w? ◦ γ?, ∂n
∂(qer)
〉 − ∂h
∂(qer)
◦ γ?.
(5.30)
In (5.30), the Neumann data of the local shape derivative dw?[qer] at the bound-
ary Γ? are contained. In accordance with equation (5.9), the derivative of the
Neumann data of w? in the direction V = qer is given by
∂
∂(qer)
(∂w?
∂n
◦ γ?
)
=
[(∂2w?
∂n2
◦ γ?
)
〈er,n〉+
( ∂2w?
∂n∂t
◦ γ?
)
〈er, t〉
+
(∂w?
∂t
◦ γ?
)〈er, t〉
‖γ?′‖
]
q −
(∂w?
∂t
◦ γ?
)〈er,n〉
‖γ?′‖ q
′. (5.31)
Due to the Dirichlet boundary condition w? = 0 at Γ?, equation (5.31) simplifies
according to
∂
∂(qer)
(∂w?
∂n
◦ γ?
)
=
[(∂2w?
∂n2
◦ γ?
)
〈er,n〉+
( ∂2w?
∂n∂t
◦ γ?
)
〈er, t〉
]
q.
The derivative of the normal vector at the boundary Γ in the direction V = qer
is expressed by
∂n
∂(qer)
= q
〈er, t〉
‖γ ′‖ t− q
′ 〈er,n〉
‖γ ′‖ t (5.32)
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(details about (5.32) are reported in Section 4.1.3). Since the derivative of the
normal vector (5.32) is pointing only to the tangential direction and since it
holds w? = 0 at the boundary Γ?, the third term on the right hand side of (5.30)
vanishes. For the subsequent step, we bear in mind the preceding results about
the terms included in (5.30) and recall the relations (5.18) and (5.19). This in
combination with the decomposition of the derivative ∂h/∂(qer) into its normal
and tangential components changes (5.30) to
lim
ε→0
∂w?ε
∂nε
◦ γ?ε − h ◦ γ?ε
ε
=
∂dw?[qer]
∂n
◦ γ? −
((
κ
∂w?
∂n
+ f +
∂h
∂n
)
◦ γ?
)
〈qer,n〉
+
(
∂
∂t
(∂w?
∂n
◦ γ?
)
− ∂h
∂t
◦ γ?
)
〈qer, t〉. (5.33)
Inserting (5.33) into (5.28) and taking into account that (∂w?/∂n) ◦ γ? = h ◦ γ?,
it follows that
dΦN [q](r
?) =
∂dw?[qer]
∂n
◦ γ?((
κ
∂w?
∂n
+ f +
∂h
∂n
)
◦ γ?
)
〈er,n〉 −
(
∂
∂t
(∂w?
∂n
◦ γ?
)
− ∂h
∂t
◦ γ?
)
〈er, t〉
=
∂dw?[qer]
∂n
◦ γ?((
κh+ f +
∂h
∂n
)
◦ γ?
)
〈er,n〉
,
which completes finally the proof.
The convergence of the trial method is ensured when the mapping ΦN is contrac-
tive. This holds if the norm of (5.26) at Γ? is smaller than 1, that is,
∥∥dΦN [q](r?)∥∥X =
∥∥∥∥∥∥∥∥
∂dw?[V]
∂n
◦ γ?((
κh+ f +
∂h
∂n
)
◦ γ?
)
〈er,n〉
∥∥∥∥∥∥∥∥
X
!
< 1.
Since h < 0 and 〈V,n〉 6= 0 for all nontangential fields V, the solution dw? of the
boundary value problem (5.24) is not zero and thus ∂dw?[V]/∂n, too. Therefore
one can expect only linear convergence of the trial method. What is more, in
contrast to the directional derivative dΦD[q] (4.43) where the denominator is al-
ways strictly negative near the optimal boundary, the denominator in (5.26) may
have zeros. Consequently, the possibility of a non-defined directional derivative
cannot be excluded. A practicable and efficient way to avoid such a problem and
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the risk of divergence of the trial method is to choose a sufficiently large value
for the inhomogenity f such that the denominator does not change the sign.
Note that, for the particular case of a free boundary problem with the Laplace
equation and constant Neumann data h(x, y) = const. at Γ, the method con-
verges only when the optimal boundary Γ? is convex. In any other case, as the
denominator contains the curvature κ, the directional derivative of ΦN , i.e.,
dΦN [q](r
?) =
1
κh〈er,n〉
(
∂dw?[V]
∂n
◦ γ?
)
(5.34)
is not well defined. This result provides a satisfactory explanation for the oscil-
lations of the free boundary and the divergence of the method which were many
times observed during the numerical tests.
Looking back to Example 5.5 we can deduce that the large value of the inho-
mogenity of the Poisson equation, i.e., f(x, y) = 80, constitutes the reason for
the convergence of the trial method for larger values of the parameter λ compared
to Example 5.6 where the Laplace equation is considered. The conclusions from
equation (5.34) can also explain the observation in Example 5.6 that the trial
method always converges even though only the Laplace equation is considered;
the optimal boundaries are all convex.
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Figure 5.5: Denominator of the update function (5.25) in case of the Laplace
equation and Neumann data h = −7 (left) and h = −8 (right).
In Figures 5.5 and 5.6 we plot the denominator of the update function δr from
(5.25) and the denominator of the derivative of ΦN from (5.34) when using the
same domain and numerical setting as in Example 5.6. In particular, the value
of the denominators are displayed for λ = 7 (left plot) and for λ = 8 (right
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Figure 5.6: Denominator of the derivative (5.34) in case of the Laplace equation
and Neumann data h = −7 (left) and h = −8 (right).
plot). In the first case the trial method is converging, while in the second case no
convergence is achieved. However, both outcomes can be explained by studying
the graphics in more detail. There, for λ = 7 it is seen that, the denominator
of the update function δr remains always negative while the denominator of the
derivative of ΦN remains always positive. Hence, the update is well defined for
λ = 7. This is though not the case for λ = 8 as we observe that the denominator
in both functions is changing the sign.
5.3.3 Modified update rule
Our suggestion to overcome this difficulty, which occurs always in case of the
Laplace equation and h = const., is to modify the update rule. Namely, instead
of the update function (5.25) we propose to use
∆r(r) := κδr(r) =
∂w
∂n
◦ γ − h(∂w
∂n
◦ γ
)
〈er,n〉 − 〈er, t〉
κ‖γ ′‖
∂
∂s
(∂w
∂n
◦ γ
) . (5.35)
The self-mapping is thus accordingly modified to
Φm(r) = r + ∆r(r). (5.36)
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Following the proof of Theorem 5.9, we compute the derivative of Φm in the
direction q as follows:
dΦm[q](r
?) = lim
ε→0
Φm(r
? + εq)− Φm(r?)
ε
= q + lim
ε→0
∆r(r? + εq)−∆r(r?)
ε
= q + lim
ε→0
∆r(r? + εq)
ε
= q +
1
h〈er,n〉 limε→0
1
ε
∂w?ε
∂nε
◦ γ?ε − h
ε
(5.37)
By using that ∂w?/∂n = h at the optimal boundary Γ?, the limit in (5.37)
corresponds to
lim
ε→0
∂w?ε
∂nε
◦ γ?ε − h
ε
=
∂dw?[qer]
∂n
◦ γ? + ∂
∂(qer)
(∂w?
∂n
◦ γ?
)
+ 〈∇w? ◦ γ?, ∂n
∂(qer)
〉.
(5.38)
We can compute the derivative of Φm by using the given Dirichlet boundary
condition at the boundary Γ? and inserting (5.38) into (5.37). This leads to
dΦm[q](r
?) = q +
∂dw?[qer]
∂n
◦ γ? − κhq〈er,n〉
h〈er,n〉
= (1− κ)q + 1
h〈er,n〉
(
∂dw?[qer]
∂n
◦ γ?
)
. (5.39)
The mapping Φm is contractive if
∥∥dΦm[q](r?)∥∥X =
∥∥∥∥∥(1− κ)q + 1h〈er,n〉
(
∂dw?[qer]
∂n
◦ γ?
)∥∥∥∥∥
X
< 1.
In particular, for the new modified self-mapping Φm we obtain a denominator
which is always negative near the optimal boundary, as h < 0 and 〈er,n〉 > 0 in
case of starlike domains.
5.3.4 Improved trial method
For the modified update rule from Section 5.3.3 we derive an improved trial
method in a similar way as in Section 4.3.2. We introduce a function β(r) which
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transforms the self-mapping Φm to
Φm(r) = r + β(r)∆r(r). (5.40)
The directional derivative of the self-mapping (5.40) at the optimal boundary is
given by
dΦm[q](r
?) = q + β(r?) lim
ε→0
∆r(r?ε)
ε
,
which in view of (5.39) reads as
dΦm[q](r
?) = q + β(r?)

∂dw?[qer]
∂n
◦ γ?(∂w?
∂n
◦ γ?
)
〈er,n〉 − 〈er, t〉
κ‖γ?′‖
(
∂
∂s
(∂w?
∂n
◦ γ?
)) − κq
 .
(5.41)
The function β(r) : [0, 2pi]→ R should improve the trial method in two regards.
Firstly, it should avoid the necessity to conduct endless tests of the trial method
until an appropriate damping parameter is found. Secondly, the function β(r)
should be chosen such that the speed of convergence is increased. These goals
are achieved if we define the function β(r) such that the derivative from (5.41)
vanishes for the direction
q := lim
k→∞
rk − r?
‖rk − r?‖X ,
provided that this limit exists. Unfortunately, r? is not known beforehand. Nev-
ertheless, the choice qk = rk − rk−1 with q0 = 1 is proven by numerical results to
be a direction for which the function β could enforce the convergence. Hence, we
perform updates of the free boundary by using the update rule
γk+1 = γk + β(rk)∆r(rk)er
for the update function (5.35) and the function β given by
β(rk) =
[
1
h〈er,n〉
(
∂dwk[qker]
∂n
◦ γk
)
− κqk
]−1
qk. (5.42)
The Neumann data of the shape derivative contained in (5.42) are found by
applying the boundary element method to the boundary value problem (5.24).
Before we close this section, we would like to comment on the choice of the
function β(rk). Numerical tests have shown that it can be chosen as in (5.42)
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but also as
β(rk) =

∂dwk[qker]
∂n
◦ γk(∂wk
∂n
◦ γk
)
〈er,n〉 − 〈er, t〉
κ‖γ ′k‖
∂
∂s
(∂wk
∂n
◦ γk
) − κqk

−1
qk. (5.43)
Likewise, for the boundary value problem (5.24) there is the possibility to consider
in the Dirichlet boundary condition (5.24c) either the Neumann data of wk at
the actual boundary Γk or the desired Neumann data at the optimal boundary.
For the numerical results in Section 5.4 the second alternative in combination
with (5.42) has been employed. However, numerical tests do not clearly show
the superiority of one of these choices. In fact, all above mentioned alternatives
could be applied.
The results about the convergence of the trial method are illustrated and validated
in the following section in case of circular boundaries.
5.3.5 Trial method for circular boundaries
For concentric circular boundaries Σ and Γk, the corresponding Dirichlet bound-
ary value problem is given as
−∂
2wk
∂r2
− 1
r
∂wk
∂r
= 0 in Ωk
wk = 1 on Σ (5.44)
wk = 0 on Γk .
The solution of the boundary value problem (5.44) is analytically computable.
On the new boundary Γk+1 the Neumann boundary condition with constant data
should be satisfied. The unknown Neumann data at the actual boundary Γk are
given by
∂wk
∂r
(rk) =
1
rk log
rΣ
rk
.
Since the curvature of a circle is constant and given by κ = 1/rk, the update
function (5.25) becomes in view of the identities 〈er,n〉 = 1 and 〈er, t〉 = 0
δr(rk) =
∂wk
∂r
(rk)− h
κ
∂wk
∂r
(rk)
= − h
rk
∂wk
∂r
(rk)
+ rk.
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The standard update rule used in the trial method is thus
rk+1 = rk + δr(rk) = 2rk − hr2k log
rΣ
rk
.
Hence, the associated self-mapping is defined as
ΦN(rk) = 2rk − hr2k log
rΣ
rk
.
Its derivative at the optimal boundary reads as
∂ΦN
∂r
(r?) =
1
log
rΣ
r?
. (5.45)
We can check the validity of (5.26) by computing ∂ΦN(r?)/∂r directly from this
formula, i.e., by using
∂ΦN
∂r
(r?) =
1
κh
∂dw?[er]
∂r
(r?). (5.46)
The Neumann data of the shape derivative dw?[er] are given as the Neumann
data of the solution to the boundary value problem
−∂
2dw?[er]
∂r2
− 1
r
∂dw?[er]
∂r
= 0 in Ω?
dw?[er] = 0 on Σ
dw?[er] = −h on Γ? .
The solution dw? can analytically be computed on circular domains and its Neu-
mann data are
∂dw?[er]
∂r
(r?) =
h
r? log
rΣ
r?
= h2. (5.47)
Substituting the enumerator of (5.46) by (5.47) leads to
∂ΦN
∂r
(r?) =
1
log
rΣ
r?
,
which coincides indeed with (5.45).
We distinguish three aspects related to the convergence of the trial method.
Convergence: The fixed-point iteration method converges locally and has a
fixed-point whenever
1∣∣∣log rΣ
r?
∣∣∣ < 1.
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Damped fixed-point iteration: Nevertheless, we can always get linear con-
vergence by introducing a suitable constant β such that
∥∥∥∥∂ΦN∂r (r?)
∥∥∥∥
X
=
∣∣∣∣∣∣∣∣1− β
1 + 1
log
r?
rΣ

∣∣∣∣∣∣∣∣ < 1.
Hence, the parameter β should lie in the interval
0 < β < 2
1 + 1
log
r?
rΣ

−1
.
Superlinear convergence rate: For a superlinear convergence, the damping
parameter
β =
1 + 1
log
r?
rΣ

−1
should be used in the update rule for the free boundary. Then, the derivative
∂ΦN/∂r vanishes and yields the desired superlinear convergence.
Example 5.10. A numerical example is always helpful for the validation of the
theoretical findings. To that end, we consider the boundaries Γ0 and Σ as they
are displayed in Figure 4.2 of Example 4.17 and the Neumann data h = −20. In
this case, the optimal free boundary has radius r? = 0.1. The trial method with
the standard update (i.e. β = 1) is not converging. We discover that
1∣∣∣ log rΣ
r?
∣∣∣ = 1.04 > 1,
which explains the divergence of the respective trial method. However, if we will
choose a damping parameter β such that the following inequality is satisfied
0 < β < 2
1 + 1
log
r?
rΣ

−1
= 0.96,
then the method is converging linearly (see the red graph in Figure 5.7). When
using the function β(rk) given by
β(rk) =
1 + 1
log
rk
rΣ

−1
,
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we gain quadratic convergence (see the blue graph in Figure 5.7). 4
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Figure 5.7: Convergence history of the trial methods in case of a circular
domain.
5.4 Numerical examples
In the last section we present some tests which show in practice the improvement
in the convergence of the trial method by applying the new update rules.
Example 5.11. In the first example we consider the original Bernoulli free
boundary problem. This means that we search for the boundary Γ such that
the Laplace equation is satisfied in domain Ω with Dirichlet boundary condition
g(x, y) = 1 on Σ, homogeneous Dirichlet boundary condition on Γ and constant
Neumann boundary condition h(x, y) = −λ on Γ. We prescribe a peanut-shaped
fixed boundary Σ with parametrization
γΣ : [0, 2pi]→ Σ, s 7→ γΣ(s) =
[
0.06 sin(s)
(
1.25 + cos(2s)
)
0.085 cos(s)
]
.
The initial guess to the trial free boundary is chosen to be the ellipse parametrized
by
γ0 : [0, 2pi]→ Γ0, s 7→ γ0(s) =
√
0.01 cos2(2s) + 0.012 sin2(2s)
[
cos(s)
sin(s)
]
.
The free boundary problem is solved with 30 degrees of freedom for the repre-
sentation of the free boundary and 600 boundary elements per boundary. In
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Figure 5.8, the solutions of Bernoulli’s free boundary problem are displayed for
the values of the parameter λ under consideration, where the outermost boundary
corresponds to λ = 10 and the innermost boundary to λ = 18.
K0
Y
Figure 5.8: Solutions of the free boundary problem in case of a peanut-shaped
interior boundary.
It is seen from Figure 5.8 that for the smallest value λ = 10 the optimal boundary
Γ? is approximately an ellipse and hence convex. Therefore, as we figure out of
Table 5.4, the trial method is converging for an appropriate damping parameter
not only for the modified update rule (row entitled “modified update with damp-
ing (β = 0.01)”) but also for the standard update rule (row entitled “update with
damping (β = 0.005)”). Note that, the stopping criterion of the trial method
is ‖∆r‖ < 10−8 and ‖δr‖ < 10−8, respectively. For the rest of the values of λ
for which, as in Figure 5.8 is shown, the optimal boundary is nonconvex, the
trial method is not converging any more in case of the standard update function
(5.25). In both cases however, we notice that a damping parameter is essential.
The determination of an appropriate damping parameter is an expensive pro-
cedure. An unnecessarily small damping parameter can increase the number of
iterations drastically, while an inappropriate bigger one can lead to divergence.
This time and effort can be saved thanks to the improved modified update rule.
The efficiency of this rule is shown in Table 5.4 (row entitled “improved modified
update”) where we observe that the trial method is converging for all values of λ
under consideration. The convergence order of the trial methods is always only
linear and thus we again omit to graphically represent the convergence history of
the trial methods. 4
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prameter λ 10 12 14 16 18
update with damping (β = 0.005) 230 – – – –
modified update with damping (β = 0.01) 93 81 65 114 77
improved modified update 101 84 89 132 131
Table 5.4: Number of boundary updates of the trial method in case of a
peanut-shaped interior boundary.
Example 5.12. In the second example we solve the Bernoulli free boundary
problem for the Laplace equation with constant Neumann data h = −λ on Γ
and Dirichlet data g = 1 on Σ. The interior boundary Σ is randomly generated,
cf. Figure 5.9. The initial guess Γ0 is an ellipse which is parametrized by
γ0 : [0, 2pi]→ Γ0, s 7→ γ0(s) =
√
0.1 cos2(2s) + 0.11 sin2(2s)
[
cos(s)
sin(s)
]
.
The solutions of the free boundary problem are shown for the chosen values of λ
in Figure 5.9. The implementation uses 50 degrees of freedom, i.e., ν = 25, to
represent the free boundary and 500 boundary elements per boundary.
Y
K0
Figure 5.9: Solutions of the free boundary problem in case of a random interior
boundary.
In Table 5.4 the numbers of iterations needed by the trial method to converge are
shown. There are no results with respect to the standard update rule as in this
case (like in the examples in Section 5.2.3) the optimal boundary is nonconvex
for all chosen values of the parameter λ. Thus, the trial method based on the
standard update rule is not converging in this case. The improvement of the trial
method based on the modified update rule and based on the function β(r) is also
demonstrated by this example. 4
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prameter λ 8 10 12 14 16
modified update with damping (β = 0.01) 179 146 130 122 125
improved modified update 114 94 92 101 92
Table 5.5: Number of boundary updates of the trial method in case of a random
interior boundary.
Example 5.13. The last example refers to a domain Ω which consists of several
interior boundaries. We solve the associated original Bernoulli free boundary
problem, where its solutions are depicted in Figure 5.10 for different values of the
Neumann data h = −λ.
Y1
Y2
Y4
Y3
K0
Figure 5.10: Solutions of the free boundary problem in case of several interior
boundaries.
For the implementation there have been used 400 boundary elements per bound-
ary, i.e., 2000 in all, and 30 degrees of freedom for the representation of the free
boundary. As it is shown in Table 5.6, we achieve convergence for the trial method
and for all the chosen values of the parameter λ when the modified update rule
(5.35) with damping parameter β = 0.05 is applied. The standard update rule
converges for the same damping parameter only for λ = 2, as for this value the
optimal boundary is convex. The improved modified update rule shows a slight
improvement in the number of the iterations for some values of the parameter λ.
The convergence rate of the trial methods remains linear in this case too. 4
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parameter λ 2 4 6 8 10 12
update with damping (β = 0.05) 125 – – – – –
modified update with damping (β = 0.05) 117 65 49 45 46 51
improved modified update 118 79 68 48 51 –
Table 5.6: Number of boundary updates of the trial method in case of several
interior boundaries.
Chapter 6
Conclusion
This thesis is a significant contribution to the current literature on trial methods
for the solution of free boundary problems. The research started with the choice of
the violated boundary condition and consequently with the choice of the boundary
value problem which defines the state equation.
Firstly, the boundary value problem with Neumann boundary condition at the
free boundary has been considered. On this boundary value problem, there are
many works published concerning its numerical solution. However, this is the
first time in the context of trial methods that the collocation method has been
employed as boundary element method to solve the state equation instead of the
usual Galerkin method. The collocation method based on trigonometric poly-
nomials, in particular, combines an exponential approximation power with the
ability of computing higher order derivatives of the functions which are neces-
sary for the update rules. Besides Poisson’s equation, our method applies also
for the Stokes or the Helmholtz equation, due to the fact that they are all par-
tial differential equations for which the fundamental solution is explicitly known.
Therefore, we can formulate the state problem as a boundary integral equation
and solve it numerically by a boundary element method.
Secondly, the effect of a second order update on the convergence of the trial
method has been investigated. We discovered that the trial method based on
the second order update equation is more robust compared to the trial method
based on the first order update equation. However, there is always the possibility
of inserting some damping parameter to eliminate the oscillations during the
iterative process and hence to enforce the convergence also in case of the first
order update equation. This can be a costly procedure as long as there exists no
systematic rule for the determination of such a damping parameter. Additionally,
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it does not necessarily ensure the convergence of the trial method.
This finding enhanced our understanding of the trial method but a thorough
examination of the convergence analysis of the trial method was still necessary.
So we explained the linear convergence of the trial method and obtained some
indication about the construction of a higher order convergent scheme. By means
of shape sensitivity analysis the matter of always getting linear convergence was
elucidated and an improved and robust trial method was derived. Next, one of
the most significant findings to emerge from this thesis was proposed, namely
a Newton-type update. It yields a powerful trial method as regards the follow-
ing three aspects; it converges quadratically, it is applicable also for nonconvex
boundaries and it does not require the change of the state equation.
In contrast to the trial method with violated Dirichlet boundary data, very little
is found in the literature about the trial method for violated Neumann data. In
the last part of the thesis, we shed light on the theoretical aspects about the
convergence analysis of the related trial method. Furthermore, to the best of
our knowledge, we were the first that numerically implemented the trial method
for this problem without considering only concentric circular domains. For these
reasons, this thesis contains valuable results on this class of trial methods, with
the most important one being the stabilized update equation so that the trial
method converges also for nonconvex free boundaries.
The derived trial methods for the solution of a free boundary problem can be
used in various applications. One thus has to bear in mind that the main issue of
the trial method is that the update function should be carefully defined. A future
perspective of the results of this thesis is their extension to the three-dimensional
case. Then, the described collocation method is not applicable anymore but can
be substituted by the Galerkin method, whereas the derivation of the update
equations and update rules follows in a very similar way the presented technique.
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