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1. INTRODUCTION
The method of quasilinearization has been systematically used by
w xBellman 1, 2 in investigating the approximate solutions to nonlinear
w xdifferential equations. Recently, Lakshmikantham et al. 5, 7]11 general-
ized the method of quasilinearization by weakening the convex condition
which is required in Bellman’s work. In this paper, we will extend their
methods to discuss the monotone iterative technique for partial differen-
tial equations of first order.
The author thanks Dr. Lakshmikantham and Dr. Malek for providing
him with preprints of their papers. He is also grateful to the referee for
kindly pointing out many mistakes in the original manuscript.
2. MAIN RESULTS
w xIn this paper, we follow the notations in 6 and discuss the initial value
 .problem IVP for first order partial differential equation
u q f t , x u s g t , x , u , u 0, x s f x , 1 .  .  .  .  .t x
w n x w x w .where f g C V, R , g g C V = R, R , V s t, x : 0 F t F T , a F x F
n x n  . 1ww x xb, a, b, x g R , fu s  f t, x u , and f g C a, b , R .x is1 i x i w xWe need the following two theorems from 5 .
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w xTHEOREM 1 6, Theorem 2.1 . Assume that
 . 1w x  .  .  .  .A a , b g C V, R , a q f t, x a F g t, x, a , a 0, x F f x ,0 t x
 .  .  .  .  .and b q f t, x b G g t, x, b , b 0, x G f x , for t, x g V;t x
 .  .A f t, x is quasimonotone nonincreasing in x for each t and1
 .  .0 G f t, a , 0 F f t, b ;
 .  .  .  .A g t, x, u y g t, x, u F L u y u whene¨er u G u for some2 1 2 1 2 1 2
L G 0.
 .  .Then a t, x F b t, x on V.
w xRemark 1. Examining the proof of Theorem 1 6, Theorem 2.1 , one
 .can find that A can be slightly weakened as follows2
 X .  .A For a given d ) 0, there exists L ) 0 such that g t, x, u y2 1
 .  .g t, x, u F L u y u whenever yd - u F u - d.2 1 2 2 1
This observation is useful in this paper.
w x  .  .THEOREM 2 6, THEOREM 2.2 . Assume that A and A hold.1 2
Suppose further that
 .  .  .A for each t , x g V, there exists a unique solution x t , x of3 0 0 0 0
x9 s f t , x , x t s x , 2 .  .  .0 0
 .  .on 0 F t F T , x t, t , x is continuously differentiable with respect to t , x ,0 0 0 0
and the relation
­ x ­ x
t , t , x q t , t , x f t , x s 0 .  .  .0 0 0 0 0 0­ t ­ x0 0
holds;
 . w xA for each x g a, b and y g R, there exists a unique solution4 0 0
 .y t, 0, y ; x of0 0
y9 s g t , x t , 0, x , y , y 0 s y 3 .  .  . .0 0
 .  .  .on 0 F t F T , where x t, 0, x is the unique solution of 2 , and y t, 0, y ; x0 0 0
 .is continuously differentiable with respect to y , x .0 0
 .  .Then there exists a unique solution u t, x for the problem 1 on V.
Now we state and prove our theorem.
 .  .  .THEOREM 3. Assume that A , A , and A hold with a F b on V.0 1 3
1w x  .  .  .Suppose that g, f g C V = R, R , and g t, x, u q f x, t, u and f t, x, u
 .are con¨ex in u for each t, x g V. Furthermore, for a gi¨ en d ) 0, there
exist M , M ) 0 such that1 2




f t , x , u y f t , x , ¨ F M u y ¨ , 5 .  .  .  .u u 2
where yd F ¨ F u F d and k ) 0.
 .If u is a solution of the IVP 1 , then there exist monotone sequences
 .  .  .  .a t, x , b t, x and the function r t, x , r t, x such thatn n
a F a F ??? F a F r F u F r F b F ??? F b F b1 n n 1
on V, and
lim a t , x s r t , x , lim b t , x s r t , x .  .  .  .n n
nª` nª`
w xuniformly on t g 0, T for each x.
 .In addition, if A is satisfied, then r and r are actually solutions of the4
 .IVP 1 and
a F r s u s r F b
on V. In this case, the rate of convergence is k q 1.
 .  .  .Proof. Let G t, x, u s g t, x, u q f t, x, u , and consider the linear
IVP
u q f t , x u s g t , x , h q G t , x , h y f t , x , j u y h , 6 .  .  .  .  .  .t x u u
w xwhere j , h g C V, R , and a F j , h F b on V.
1w xSince g, f g C V = R, R , Mean Value Theorem yields M , M ) 03 4
such that
yM u y ¨ F g t , x , h q G t , x , h y f t , x , j u y h 4 .  .  .  .  .3 u u
y g t , x , h q G t , x , h y f t , x , j ¨ y h 4 .  .  .  .u u
F M u y ¨ , 7 .  .4
where u G ¨ .
 . 1w xThat the right-hand side of 6 is linear in u and g, f g C V = R, R
 w x.  .implies that see 3, pp. 95]99 A is satisfied with respect to4
y9 s g t , x t , 0, x , h t , x t , 0, x .  . . .0 0
q G t , x t , 0, x , h t , x t , 0, x .  . . .u 0 0
yf t , x t , 0, x , j t , x t , 0, x .  . . .u 0 0 8 .
= y y h t , x t , 0, x , . . .0
y 0 s y . . 0
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 .  .By Theorem 2, there exists unique solution u t, x of 6 on V for each
w xh, j g C V, R such that a F j , h F b on V.
Let a and b be the solutions of1 1
a q f t , x a s g t , x , a .  .1 t 1 x
q G t , x , a y f t , x , b a y a , 9 .  .  .  .u u 1
a 0, x s f x , .  .1
and
b q f t , x b s g t , x , b .  .1 t 1 x
q G t , x , a y f t , x , b b y b , 10 .  .  .  .u u 1
b 0, x s f x . .  .1
We prove a F a first.1
a q f t , x a F g t , x , a .  .t x
s g t , x , a q G t , x , a y f t , x , b a y a , .  .  .  .u u
a 0, x F f x . 11 .  .  .
 .  .  .Comparing 9 and 11 , an application of Theorem 1 yields a t, x F
 .  .  .a t, x . b t, x G b t, x can be proved similarly.1 1
To prove b G a , we need to note that the convexity of g q f and f1
implies
g t , x , u G g t , x , ¨ q f t , x , ¨ q G t , x , ¨ u y ¨ y f t , x , u .  .  .  .  .  .u
12 .
and
f t , x , u G f t , x , ¨ q f t , x , ¨ u y ¨ . 13 .  .  .  .  .u
Then
b q f t , x b .1 t 1 x
s g t , x , b q G t , x , a y f t , x , b b y b .  .  .  .u u 1
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 .12
G g t , x , a q f t , x , a q G t , x , a b y a y f t , x , b .  .  .  .  .u
q G t , x , a y f t , x , b b y b .  .  .u u 1
s g t , x , a q f t , x , a y f t , x , b q G t , x , a b y a .  .  .  .  .u 1
y f t , x , b b y b .  .u 1
 .13
G g t , x , a q f t , x , b a y b q G t , x , a b y a .  .  .  .  .u u 1
y f t , x , b b y b .  .u 1
s g t , x , a q G t , x , a y f t , x , b b y a , .  .  .  .u u 1
b 0, x s f x . 14 .  .  .1
 .  .  .Comparing 11 and 14 , and applying Theorem 1, we have a t, x F
 .  .  .b t, x , and analogously a t, x F b t, x .1 1
Next we are to prove a F b .1 1
a q f t , x a .1 t 1 x
s g t , x , a q G t , x , a y f t , x , b a y a , .  .  .  .u u 1
 .12
F g t , x , a q f t , x , a y f t , x , a y f t , x , b a y a .  .  .  .  .1 1 u 1
F g t , x , a q f t , x , a a y a y f t , x , b a y a .  .  .  .  .1 u 1 1 u 1
F g t , x , a , by the convexity of f and a F b , .  .1 1
a 0, x s f x . .  .1
On the other hand,
b q f t , x b .1 t 1 x
s g t , x , b q G t , x , a y f t , x , b b y b , .  .  .  .u u 1
 .12
G g t , x , b q f t , x , b q G t , x , b b y b y f t , x , b .  .  .  .  .1 1 u 1 1
q G t , x , a y f t , x , b b y b , .  .  .u u 1
G g t , x , b q f t , x , b y f t , x , b y f t , x , b b y b .  .  .  .  .1 1 u 1
 .13
G g t , x , b , .1
b 0, x s f x . .  .1
1w x  X .g g C V = R, R guarantees that g satisfies A when a F u F2 2
u F b. Theorem 1 together with Remark 1 yields a F b .1 1 1
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Thus we have proved
a F a F b F b . 15 .1 1
In general, let a and b be the solutions ofn n
a q f t , x a s g t , x , a .  .nt n x ny1
q G t , x , a y f t , x , b a y a , .  .  .u ny1 u ny1 n ny1
a 0, x s f x , 16 .  .  .n
and
b q f t , x b s g t , x , b .  .nt n x ny1
q G t , x , a y f t , x , b b y b , .  .  .u ny1 u ny1 n ny1
b 0, x s f x , 17 .  .  .n
where n G 1, a s a , b s b. By a standard induction argument, we can0 0
prove
a F a F ??? F a F b F ??? F b F b . 18 .1 n n 1
   ..  ..Since a s y t, 0, f x 0, t, x ; x 0, t, x on V where y sn n n
 .  .y t, 0, y ; x is the unique solution of 8 with h s a , j s b , andn 0 0 ny1 ny1
 .   . .y s f x . Hence a s y t, 0, f x ; x . The monotone sequence0 0 n n 0 0
   . .4y t, 0, f x ; x converges uniformly and monotonically and we sup-n 0 0
  . .   . .pose that lim y t, 0, f x ; x s y t, 0, f x ; x on 0 F t F T. It isnª` n 0 0 0 0
easy to see that
y9 t , 0, f x ; x s g t , x t , 0, x , y t , 0, f x ; x , .  .  . .  . .0 0 0 0 0
y 0 s f x , .  .0
 .    ..  ..and we define r t, x s y t, 0, f x 0, t, x ; x 0, t, x on V. Similarly we
 .   .4can define r t, x with respect to the monotone sequence b t, x .n
 .If, in addition, A holds, then the limit functions, r, r are actually4
 .solutions of 1 , and we have
a F r s u s r F b
 .on V due to the uniqueness of solution of IVP 1 by Theorem 2. In this
case, we can discuss the rate of convergence.
YONG-ZHUO CHEN732
 .  .  .  .  .  .Let p t, x s u t, x y a t, x , q t, x s b t, x y u t, x ,nq1 nq1 nq1 nq1
 .where t, x g V. For each x, we have
pX s g t , x , u y g t , x , a .  .nq1 n
y G t , x , a y f t , x , b a y a .  .  .u n u n nq1 n
s G t , x , u y G t , x , a y f t , x , u q f t , x , a .  .  .  .n n
y G t , x , a y f t , x , b a y u q u y a .  .  .u n u n nq1 n
F G t , x , u p y f t , x , a p .  .u n u n n
q G t , x , a y f t , x , b p .  .u n u n nq1
y G t , x , a y f t , x , b p .  .u n u n n
s g t , x , u y g t , x , a p q f t , x , u y f t , x , a p .  .  .  .u u n n u u n n
q G t , x , a y f t , x , b p .  .u n u n nq1
q f t , x , u y f t , x , a p .  .u u n n
y f t , x , u y f t , x , b p .  .u u n n
F M pkq1 q M pkq1 q 3Lp q M pkq1 q M q k p1 n 2 n nq1 2 n 2 n n
F M q 3M pkq1 q 3Lp q M q kq1 , .1 2 n nq1 2 n
<  . < <  . <where L G g t, x, u and L G f t, x, u on V = R. Applying au u
w xGronwall-type inequality 4, Lemma 1.1.1 , we get
< <max u t , x y a t , x .  .nq1
 .t , x gV
3 LT < < kq1F Te M q 3M max u t , x y a t , x .  .  .1 2 n
 .t , x gV
< < kq1qM max u t , x y b t , x . .  .2 n 5
 .t , x gV
Similarly, we can prove
< <max b t , x y u t , x .  .nq1
 .t , x gV
3 LT < < kq1F Te 2 M q 3M max b t , x y u t , x .  .  .1 2 n
 .t , x gV
< < kq1q M q M max u t , x y a t , x . .  .  .1 2 n 5
 .t , x gV
2w x  .  .Remark 2. If g, f g C V = R, R , then conditions 4 and 5 are
satisfied for k s 1. Therefore we get the quadratic convergence.
The following corollary will discuss the case where g can be split into a
difference of two convex or concave functions, which was discussed exten-
w xsively in 9 .
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 .  .  .COROLLARY. Assume that A , A , and A hold with a F b on V.0 1 3
Suppose that
g t , x , u s g t , x , u y g t , x , u , .  .  .1 2
1w x  .where g , g g C V = R, R are con¨ex functions in u for each t, x g V.1 2
Furthermore, we ha¨e
kg t , x , u y g t , x , ¨ F M u y ¨ , 19 .  .  .  .iu iu i
where i s 1, 2, u G ¨ , and k ) 0.
 .If u is a solution of the IVP 1 , then there exist monotone sequences
 .  .  .  .a t, x , b t, x and the functions r t, x , r t, x such thatn n
a F a F ??? F a F r F u F r F b F ??? F b F b1 n n 1
on V, and
lim a t , x s r t , x , lim b t , x s r t , x .  .  .  .n n
nª` nª`
w xuniformly on t g 0, T for each x.
 .In addition, if A is satisfied, then r and r are actually solutions of the4
 .IVP 1 and
a F r s u s r F b
on V. In this case, the rate of convergence is k q 1.
 .  .Proof. Let f t, x, u s g t, x, u . Then g q f is convex in u for each2
 .t, x g V. This corollary is reduced to Theorem 3.
Remark 3. The proof of the corollary suggests that the conditions
w x w ximposed by Theorem 2.2 in 10 and Theorem 3.1 in 9 are equivalent.
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