There are many sources of uncertainty in the recording and modelling of membrane action potentials (APs) 
Introduction
Mathematical models of single-cell electrophysiology are used in cardiac safety to predict effects of pharmaceutical compounds that block multiple ion channels. Data from screening with mathematical models of cardiac action potentials can help us to understand what combined effect a drug will have on overall cellular electrophysiology [1] . Moreover, a single cell expresses beat-to-beat variability when measuring action potentials (APs), which adds another layer of variability onto making predictions.
In particular, stem cell-derived cardiomyocytes [2] have been proposed for use in pharmaceutical safety testing, but different batches of these cells show different ion channel expression, which will lead to different responses to compounds. The first mathematical model of these cells was developed by Paci et al. [3] . Tailoring models to individual cells or batches of cells should allow greater predictive power when considering compound effects on ion channels. Treating model parameters as random variables and using a hierarchical Bayesian approach to infer probability distributions instead of single best-fit point-estimates, the uncertainties associated with beat-to-beat variability, model fitting, and model predictions can be quantified and propagated to obtain ranges of possible predicted outcomes.
A general equation for an AP model is
where V is the membrane voltage, C m is the membrane capacitance, the G i are the maximal ion current conductances, the O i are the open probabilities for the ion channels, the E i are the ionic reversal potentials, and I stim is an externally applied stimulus current. i indexes the various ion currents that are included in the model.
These ion channels are generally the targets or offtargets of drugs that are of concern in terms of cardiac safety. We therefore treat the G i as the parameters of interest. We can model drug effects by scaling the G i , since decreasing a G i represents a blocking of that ion channel, so that less of that ion current is flowing across the cell membrane.
Methods

Statistical model
We work in a Bayesian framework, where we treat the parameters of interest as random variables. Then, given some data, we infer probability distributions, called the posterior distribution for these parameters. We are effectively finding all sets of parameter values which allow us to fit our model to the data, while assigning these sets different probability densities describing how good a fit they provide.
Suppose that the voltage trace produced by a model given by Equation (1) is y = f (G), where G is a vector of maximal current densities parameters, and y is the computed voltage trace. We model one dataset as being an observation of the true system behaviour, described by f (G), plus some Normal random noise with standard deviation σ.
However, we wish to capture inter-experiment or beatto-beat variability. We therefore treat each each dataset as a realisation of the underlying model, but solved with different sets of parameter values, G i , where i = 1, . . . , N e and N e is the number of datasets, or experiments. We use a hierarchical statistical model to describe these sets of parameters as being related to each other through some overarching Normal distribution with meanĜ and independent standard deviationsσ.
We therefore have
for i = 1, . . . , N e . A schematic of this hierarchical model is given in Figure 1 . Figure 1 . All circled variables are parameters for which we wish to infer probability distributions.
To quantify the observational uncertainty and interexperiment variability, we want to infer probability distributions for all G i ,Ĝ,σ, and σ. Given these distributions, we can construct posterior predictive distributions for G i which will allow us to make predictions for how a cell will behave in a future experiment.
Synthetic data
We use synthetic data as a way to eliminate 'model uncertainty'. That is, we work in a framework in which we have a 'perfect', or 'correct', model. This is a best-case scenario which we will never have when using real experimental data, but it provides a starting-point from which to develop our analysis.
We use synthetic data generated from the Paci et al. model from the CellML repository [4] , which has 12 ion currents. We attempt to infer distributions for the maximal densities for all 12 of these currents. We define the 'top-level' distribution, i.e. the distribution from which the G i will be drawn, as a Normal distribution whose mean is the published set of maximal conductance values, and standard deviations of 0.1× those values. The synthetic data is generated by solving the model equations in Chaste [5] , given a set of maximal conductance parameter values drawn from the pre-defined distribution, and then adding random observation noise to every data point. This noise was Normally distributed with standard deviation 0.25 mV. This value was chosen by computing the standard deviation of a relatively flat region of a real experimental voltage trace from a canine cardiomyocyte, as in [6] . These synthetic datasets are plotted for N e = 5 and N e = 10 in Figure 2. 
Parameter inference
The posterior distribution, p(θ|data), is defined using Bayes' Theorem:
where p(data|θ) is the likelihood of the observed data given parameters θ and p(θ) is the prior distribution of the parameters. The prior distribution contains our prior knowledge or belief about the parameters before observing any data. The integral in the denominator of Equation (4) is generally intractable, so we use Markov chain Monte Carlo (MCMC) methods [7] to approximate p(θ|data). MCMC methods only require that we know the posterior distribution up to a factor of a constant, so it is enough to have that to allow us to construct an approximation to the posterior distribution. We 'forget' the parameter values used to generate the synthetic data and use an adaptive Metropolis-withinGibbs [8] MCMC method to infer distributions for all G i , G,σ, and σ. Suppose there are d parameters in the mathematical model, i.e. G = (G 1 , G 2 , . . . , G d ) , then there are a total of (N e + 2)d + 1 parameters in the statistical model. We attempt to infer distributions for all (N e + 2)d + 1 parameters using MCMC. In this example, the Paci et al. model has 12 ion currents, so d = 12 here. We first have to specify prior distributions over the 'top-level' parameters,Ĝ,σ, and σ. We choose a uniform prior for σ which is wide enough to capture any plausible values of the observational noise standard deviation. We use a Normalinverse-gamma distribution as the prior distribution over G andσ, which allows us to use conjugate prior [7] properties to speed up the MCMC sampling.
The aim is to identify how much information is present about the parameters in each individual trace as well as how they are related across experiments. This should allow us to quantify inter-experiment variability and provide ranges of predictions for future experiments along with associated probabilities.
Results
We use the mean absolute percentage error (MAPE) as an estimator for a 'successful' inference of a parameter. For the intra-experimental parameters G i , we say that we have successfully inferred a parameter when its MAPE is less than 0.05, i.e. when, on average, the samples are within 5% of the value used to generate that voltage trace.
We are able to infer tight distributions for some parameters, but not for all of them. For example, in the case where N e = 5, we infer a relatively tight distribution for G Na around the values used to generate the synthetic traces. However, for other parameters, the inferred distributions do not capture the original value. Figure 3 shows inferred marginal distributions for G Na and G Kr for a single AP trace. In the bottom plot, the G Kr distribution is to the left of the 'true' value since the 'true' values for the other 4 traces are also to the left and so the information shared across the hierarchical model places more probability mass to the left of the red line.
This tells us that that particular voltage trace contains much more information about G Na than about G Kr . We find that, of the 12 conductance parameters we wish to infer per experiment, we can consistently recover 5 of them, and can recover up to 10 for different experiments. This suggests that we use a more complicated experimental protocol to generate a dataset with more information about specific parameters.
We can construct the posterior predictive distributions by summing the Normal distributions defined by our samples ofĜ andσ at every iteration in the MCMC and then normalising. This approximates the over-arching distribution which governs how the G i are distributed. To make predictions of how a cell will behave in a future experiment, we would sample values of G from this distribution many times to construct a range of predicted AP traces. The posterior predictive distributions for the cases where N e = 5 and N e = 10 are plotted in Figure 4 , along with the 'true' distribution we are trying to approximate. Increasing the number of datasets being fit to increases the overall information content, so we can better approximate the true distribution.
Conclusions
Some of the ion current densities in AP models could be tailored to the individual cells upon which the experiments are performed. Using a Bayesian framework allows us to quantify and propagate uncertainties introduced through observational, residual, and input uncertainty [9] . In the case of multiple cells, or beat-to-beat variability, we can treat each AP as a separate dataset and using hierarchical MCMC methods to fit the model to the data simultaneously, while sharing information among the traces. In- creasing the number of datasets being fit to is important for increasing accuracy of predictions, but does increase computational cost.
