Loss of neurons in the neocortex is generally thought to result in a final reduction of cerebral volume. Yet, little is known on how the developing cerebral cortex copes with death of early-born neurons. Here, we tackled this issue by taking advantage of a transgenic mouse model in which, from early embryonic stages to mid-corticogenesis, abundant apoptosis is induced in the postmitotic compartment. Unexpectedly, the thickness of the mutant cortical plate at E18.5 was normal, due to an overproduction of upper layer neurons at E14.5. We developed and simulated a mathematical model to investigate theoretically the recovering capacity of the system and found that a minor increase in the probability of proliferative divisions of intermediate progenitors (IPs) is a powerful compensation lever. We confirmed experimentally that mutant mice showed an enhanced number of abventricular progenitors including basal radial glia-like cells and IPs. The latter displayed increased proliferation rate, sustained Pax6 expression and shorter cell cycle duration. Altogether, these results demonstrate the remarkable plasticity of neocortical progenitors to adapt to major embryonic insults via the modulation of abventricular divisions thereby ensuring the production of an appropriate number of neurons.
Introduction
Brain injuries due to neuronal death during embryonic development are caused by intrauterine infection/inflammation and hypoxia and represent major causes of cortical function abnormalities and microcephaly (Rees et al. 2011 ). In the developing mouse cerebral cortex, excessive cell death due to gene mutations or cell ablation, including that of deep layer neurons (Toma et al. 2014) , have mostly been correlated with a reduction of cortical neurons (Rajaii et al. 2008; Borello et al. 2014) . Conversely, it has also been reported that traumatic brain injury (TBI) (Conti et al. 1998) influence adult neurogenesis by increasing proliferation of neural stem and progenitor cells in the subventricular zone (SVZ) of the lateral ventricle and in the dentate gyrus of the hippocampus (Gao et al. 2009; Sawada and Sawamoto 2013; Sun 2014) . Furthermore, dying cells have been suggested to release signals that influence surrounding tissue by either triggering regeneration or promoting additional apoptosis in different model systems (Fuchs and Steller 2015) . However, whether early neuronal death can be rescued in the developing cerebral cortex is still unknown.
In the neocortex, cortical neurons migrate out from the proliferative zones to form 6 neuronal layers in an inside-out manner so that early-born neurons form deep layers and late-born neurons upper layers (Angevine and Sidman 1961; Rakic 1972 Rakic , 1974 . The generation of a precise number and subtype of cortical neurons depends on a tight spatial and temporal control of distinct progenitor pools and their proliferation/differentiation rates. In the mouse cerebral cortex, 2 main types of neural progenitor cells exist during development, radial glial cells (RGs), and intermediate progenitor cells (IPs) (Haubensak et al. 2004; Englund et al. 2005; Götz and Huttner 2005) . RGs divide at the apical side of the ventricular zone (VZ) and give rise to RGs, neurons, or IPs (Haubensak et al. 2004; Miyata et al. 2004; Noctor et al. 2004 ). IPs undergo self-consuming divisions in the SVZ generating the vast majority of cortical neurons. In mice, very few IPs go through 1 or 2 proliferative divisions before terminal mitosis (Noctor et al. 2004; Attardo et al. 2008; Arai et al. 2011; Wong et al. 2015) . In mammals, the number of neurons, and, in particular, upper layers neurons, is amplified by an additional type of progenitor, the outer RGs (oRGs) (also known as basal RGs [bRGs]). Originally described as specific to ferrets and primates, oRGs (Fietz et al. 2010; Hansen et al. 2010; Pilz et al. 2013) are now known to be present in low numbers also in the intermediate zone (IZ) of the mouse (Shitamukai et al. 2011; Wang et al. 2011) . Both cell intrinsic and extrinsic factors regulate the generation and proliferation properties of cortical progenitors (Dehay and Kennedy 2007; Taverna et al. 2014) . While cell intrinsic changes of cell cycle parameters in neural progenitor cells primarily influence the production of neurons (Calegari et al. 2005; Dehay and Kennedy 2007; Lange et al. 2009; Pilaz et al. 2009; Arai et al. 2011 ), growing evidence also shows a contribution of the postmitotic compartment in controlling neurogenesis through a feedback signaling on progenitor cells (Seuntjens et al. 2009; Griveau et al. 2010; Teissier et al. 2012; Parthasarathy et al. 2014; Toma et al. 2014) .
Here, we show that massive cell death in the postmitotic compartment during early cortical development promotes the generation of proliferative IPs and bRGs-like and, ultimately, leads to an increase in the number of upper layer neurons at the end of gestation recovering for the number of lost neurons in deep layers. These results indicate that compensatory mechanisms exist in the mouse developing cortex to rescue early neuronal loss and suggest that the proliferative properties of RGs and IPs are modulated by signals produced by dying cells or of cell density in the postmitotic compartment.
Materials and Methods

Ethics Statement
All animals were handled in strict accordance with good animal practice as defined by the national animal welfare bodies, and all mouse work was approved by the Veterinary Services of Paris (Authorization number: 75-1454) and by the Animal Experimentation Ethical Committee Buffon (CEEA-40) (Reference: CEB-34-2012) .
Mouse lines
Dbx1
loxP-stop-loxP-DTA mice (Bielle et al. 2005) were crossed with Nestin:Cre (provided by F. Tronche) to generate Dbx1 DTA ;Nes:Cre embryos. A functional DTA is expressed exclusively upon Cremediated recombination under the control of the Nestin promoter resulting in ablation of Dbx1-expressing cells in the CNS starting at E10.5. Dbx1 loxP-stop-loxP-DTA and Nes:Cre embryos were used as controls for all experiments. For Supplementary Figure 5 Dbx1 loxP-stop-loxP-DTA mice were crossed to Nkx2.1:Cre animals (Kessaris et al. 2006 ). In the telencephalon, this eliminated specifically Dbx1-expressing cells in the MGE and POA, thus Dbx1-derived cortical interneurons. All animals were maintained on a C57Bl/6J background. Embryos were genotyped by PCR using primers specific for the different alleles (Cre and DTA).
Tissue Preparation and Immunohistochemistry
For staging of embryos, midday of the vaginal plug was considered as embryonic day 0.5 (E0.5). Embryos were fixed by immersion in 4% PFA, PBS at 4°C for 4 h or O/N for E14.5 and O/N for e18.5 brains and subsequently rinsed in PBS for 3 × 20 min. Brains were cryoprotected overnight in 30% sucrose, PBS, and embedded in O.C.T. compound (Sakura). Embedded tissues were sectioned on a cryostat with a 14 µm step for E14.5 and 18 µm for E18.5. Immunohistochemistry on sections was performed as previously described (Pierani et al. 2001) or using an unmasking protocol (Arai et al. 2011) . Primary antibodies used were chick anti-Tbr2 (Millipore, 1:500); goat anti-Brn2 (Santa Cruz, 1:250); rabbit antiactive Caspase 3 (Cell Signaling, 1:400), anti-Pax6 (Biolegend, 1:500), anti-PH3 (Millipore, 1:500) and anti-Tbr1 (Abcam, 1:500); rat anti-Ctip2 (Abcam, 1:300); mouse anti-Tuj1 (BabCo, 1:1000). Fluorescent secondary antibodies used were Cy3 donkey antimouse (Jackson ImmunoResearch Laboratories, 1:700), Cy5 donkey antigoat (Jackson ImmunoResearch Laboratories, 1:500), Alexa 488 donkey anti-chick (Jackson ImmunoResearch Laboratories, 1:1000). Nuclei were counterstained with 4′,6-diamidino-2-phenylindole (DAPI) (Invitrogen, 1:2000) . Terminal deoxynucleotidyl transferase-mediated biotinylated UTP nick end labeling (TUNEL) staining was performed using In Situ Cell Death Detection Kit according to the manufacturer's protocol (Roche [Sigma] ). In situ hybridation was performed as previously described (Bielle et al. 2005) . For DAB (3,3′-diaminobenzidine tetrahydrochloride) immunostaining subsequent to Dbx1 mRNA in situ detection, the hybridization was processed in the absence of PK treatment. Anti-Tbr2 and antiactive caspase 3 antibodies were detected with a biotinylated secondary antibody using the Elite Vectastain ABC kit (Vector Laboratories).
Mathematical Models of Cell Divisions and Differentiations
We have introduced a model built upon the one introduced in Hsu et al. 2015 . The model reproduces the sequence of divisions that a pool of progenitor cells undergoes during the neurogenesis phase. We have considered in this study 3 main cell types: 1) radial glia progenitors (RG cells), 2) intermediate progenitors (IPs), and 3) neurons. Experimentally, these correspond to 1)
Pax6
+ cells in VZ, 2) Tbr2 + cells (thus pooling the different types of IP cells) (Noctor et al. 2004; Gal et al. 2006; Fietz et al. 2010; Hansen et al. 2010; Arai et al. 2011; Betizeau et al. 2013; Tyler and Haydar 2013; Florio and Huttner 2014) IPs may undergo 2 types of divisions or differentiation: 6. Symmetric proliferative divisions to produce 2 IPs (the number of such divisions from a given cell is limited to 1, or 2 depending on the mutant scenario considered). 7. Symmetric neurogenic divisions giving 2 neurons.
Neurons created are assumed to migrate to upper or deep layers with a probability depending on their birthdate. Similarly, the rate at which each division occurs is a function of time. We have chosen the following parameters reproducing closely the WT phenotype that we and others measured (Gao et al. 2014; Hsu et al. 2015) .
We started with an initial progenitor pool of RG E8 = 50. The total number of RGs division within each Δt = 0.1 is inversely proportional to RG cell cycle T RG . Consistent with experiments (Manuel et al. 2015) , we have considered that T RG varies in time, and linearly increases during cortical development (Takahashi et al. 1995; Calegari and Huttner 2003; Dehay et al. 2015; Manuel et al. 2015 
RG
In each simulation step Δt, the intensity of the divisions and differentiations of RGs are parameterized by the probabilities Prob i (t) (i = 1, 2, 3, 4, 5, numbered as in the above description list) depicted in Figure 8A : The model is thus complete once we have set the probability of divisions and differentiation of IPs. In WT model, the probability that an IP performs one proliferative division (thus eventually generating 4 neurons) is constant in time and fixed consistently with the biological data to 10%. All other IPs directly perform a symmetric neurogenic division, giving birth to 2 neurons. IPs have a fixed cell cycle duration T IP = 1.3d (27.6 h). Newborn neurons choose to enter deep or upper layer depending on the timing of birth, which is described as ( ) Figure 4A , all divisions, and differentiations associated to RG are not influenced by the probability p of IPs undergoing 2 symmetric proliferative divisions. The total number of RGs, as well as the number of neurons N RG and IP (IP RG ) generated directly from RGs are independent of p. IPs neurons are generated as in the following model:
From this relationship it is easy to compute the number of neurons generated from IPs:
Since IP RG is constant, N IP is an affine function of p.
Parameters for the Mutant Models
The different mutant used for our simulations in Fig. 8 are based on the same model as the WT, but we varied the starting and end time of the compensation process t start and t end , varied the cell cycle duration of IPs (T IP ), the probability p of proliferative divisions of IPs and the number of divisions these cells undergo (N div ). The precise modalities and timing of the compensation are described in the results section, and the quantitative parameters for all models are provided in Table 1 .
EdU Pulse and Cumulative Labeling and Staining
EdU injection was carried out using an intraperitoneal injection of 3.3 mg/kg EdU (Invitrogen), PBS into pregnant females. We performed a single-pulse EdU injection at E14.5 and analyzed at E18.5 (Fig. 3) . For the calculation of each phase of the cell cycle we used the Nowakowski method, applied to E14.5 mouse cortices (Nowakowski et al. 1989; Takahashi et al. 1993 , Proportional to cell death 23% at E14.5 1995; Calegari and Huttner 2003; Lange et al. 2009; Arai et al. 2011; Turrero Garcia et al. 2016 ) and performed EdU cumulative labeling by injections every 3 h up to 18 h after the first injection (Fig. 6E ). Embryos were analyzed at 0.5, 6, 9, and 18 h. We quantified RGs (Tbr2 − DAPI + ) and IPs (Tbr2 + DAPI + ) that incorporated EdU at each time point in the VZ/SVZ. We considered that a negligible proportion of progenitors do not proliferate in the VZ and SVZ as we did not observe any neuronal contamination in the VZ and SVZ in the control as previously reported (Arai et al. 2011) , but also in the mutant, using triple immunostaining with Pax6, Tbr2, and Tbr1/Ctip2 (data not shown and Supplementary Fig. 4A ). Control RGs and mutant IPs reached a growth fraction (GF) of 1 within 18 h. Mutant RGs reached a GF of 0.95 at 18 h as non proliferating bRGs-like are also present in the VZ/SVZ of Dbx1 DTA ;Nes:Cre mutant embryos and represent a negligible percentage of around 5% of the counted cells. We calculated the length of G2 + M + G1 (X, T C -T S ), as indicated by the time point at which the EdU labeling index reached the plateau (e.g., when all the progenitors were EdU 
Immunofluorescence Coupled With EdU Staining
Immunofluorescence and EdU staining were performed on 14 and 18 μm coronal cryosections of the telencephalon prepared from PFA O/N-fixed E14.5 and E18.5 embryos, respectively. Immunofluorescence and EdU staining was performed as previously described (Arai et al. 2011 ) using the Edu labeling Kit from Invitrogen.
Images Acquisition
Images of immunofluorescence were acquired on a Zeiss LSM710 inverted confocal microscope and processed with the ZEN 2012 software and bright-field images of brain sections using a VHX-900F series Keyence microscope.
Statistical Analysis
For all experiments, results were obtained from at least 3 pairs of control and mutant embryos from at least 2 litters. All the quantifications were made on 100 µm wide boxes spanning the entire VZ/SVZ (Figs 1C, 5, 6 and Supplementary Fig. 5 ), the IZ (Fig. 7) , the entire cortical plate (CP) (Figs 1E, 2, 3 and Supplementary Fig. 3 ) and the IZ/CP (Fig 1C) in the dorso-lateral part of the rostral cortex. For each animal we selected 1 or 2 sections (n = 3 or n = 6). For all quantifications, normal distribution was confirmed and unpaired, 2-tailed t-test on group means was performed for statistical analysis, using the Microsoft Excel software.
Results
Generation of a Mouse Model for Early Embryonic Neuronal Death
To investigate the consequences of early cell death on cortical development, we analyzed Dbx1 DTA ;Nes:Cre (hereafter Mutant) embryos (Bielle et al. 2005) . From the onset of neurogenesis (embryonic [E] day 11.5) to midneurogenesis (E14.5), the mutant developing cerebral cortex displayed a high number of dying cells as measured by immunohistochemistry for active Caspase 3, and Tunel staining compared with controls ( Fig. 1A and Supplementary Fig. 1A ). No differences in cell death were observed at E16.5 ( Supplementary Fig. 1B ). Neuronal death throughout the cortical primordium correlated with a specific ectopic expression of Dbx1 mRNAs in the dorsal and lateral pallial SVZ and IZ in addition to its normal site of expression in the ventral pallium (VP) at the pallial-subpallial boundary (PSB) (Supplementary Fig. 2 ). This began at E11.5 upon death of Dbx1-derived Cajal-Retzius cells (Bielle et al. 2005) . The majority of active Caspase 3 + cells appeared to be in the superficial half of the cortical wall and very few were detected in the deep half, close to the ventricle ( Fig. 1B and Supplementary Fig. 2 ). In order to characterize which cells were dying in the mutant at E14.5, we used immunostaining for Tuj1, a marker of young neurons, and Tbr2, a marker of SVZ progenitors (Englund et al. 2005) , to distinguish the postmitotic compartment, corresponding to the IZ and the CP, from the SVZ (Fig. 1B) . The vast majority of activated Caspase 3 + cells was present in the Tuj1 and 2) suggesting that young neurons at E14.5 are undergoing cell death. We, thus, quantified the number of neurons in the CP in the dorsolateral cortex using Tbr1, a marker of early-born deep layer neurons (Englund et al. 2005) , and observed a significant decrease (~20%) in mutants compared with control cortices (Ctrl 100% ± 0.7; Mut 82% ± 3, P < 0.05) (Fig. 1D ,E). Similar results were obtained using Ctip2, another marker of early-born neurons ( Supplementary Fig. 1D ). These results indicate that extensive cell death during the first half of corticogenesis leads to a decrease in the number of deep layer neurons at E14.5.
Overproduction of Upper Layer Neurons in Mutants at E14.5
We then investigated the consequences of early neuronal death on cortical development at later stages. Unexpectedly, we observed that the thickness of the dorso-lateral CP in the mutant was similar to the control at E18.5 ( Fig. 2A ,E). We quantified the numbers of deep and upper layers cortical neurons in the CP using Tbr1 and Ctip2 as markers of layers V-VI, and Brn2 of layers II-IV. We observed a 29% decrease in the number of Tbr1 + neurons (Ctrl 100% ± 7; Mut 71% ± 3, P < 0.05) (Fig. 2B, F) and a 37% reduction in that of Ctip2 + neurons (Ctrl 100% ± 7;
Mut 63% ± 5, P < 0.05) (Fig. 2C,G) . In contrast, the number of Brn2 + neurons was increased by 17% (Ctrl 100% ± 0.4; Mut 117% ± 0.5, P < 0.001) (Fig. 2D ,H). These results reveal an overproduction of upper layer neurons occurring in the mutant cortex in response to early-born neuronal loss. Since the peak of upper layer neuron generation is at E14.5, we studied finely the proliferation and differentiation properties of progenitor cells at this stage. To this end, we performed EdU (5-ethynyl-2-deoxyuridine)-birthdating using a single injection of EdU at E14.5 and immunostaining for EdU, Tbr1, Ctip2, and Brn2 at E18.5 ( Fig. 3A-F 
Brn2
+ neurons was unchanged in bin 1 and 4, we observed a higher number in bins 2 and 3 in mutants suggesting that no lagging neurons are detected in bin 4, and that the overproduced Brn2 + neurons accumulate in prospective layers IV and V, as determined with respect to Ctip2 labeling of layer V (see also Fig. 3C ). Together these results indicate that an enhanced number of Brn2 + cells are generated at E14.5 and are able to migrate properly to the upper half of the CP in the mutant. However, we also observed that many Brn2 + cells were EdU - (Fig. 3E,F) , opening the possibility that a precocious differentiation of these neurons was occurring in the mutant cortex. We, thus, performed EdUbirthdating at E12.5 and analyzed at E18.5. In both controls and mutants the vast majority of EdU + neurons coexpressed Ctip2, and Tbr1, and were located in the deep portion of the CP, whereas none coexpressed Brn2 + (data not shown).
All together, these results demonstrate that in mutant cortices the temporal sequence in the generation of deep and upper layer neurons is unaltered, while an overproduction of Brn2 + neurons by progenitor cells at E14.5 is mediating the increase of the number of upper layers neurons observed at E18.5.
IP Proliferation as a Powerful Compensation Mechanism
The fact that the cortical thickness is recovered despite massive neuronal loss in mutants indicates the presence of a powerful adjustment mechanism for neurogenesis that compensates for the cell death by increasing the number of generated neurons. In order to test possible mechanisms by which this compensation may occur, we developed, and simulated a mathematical model describing the sequence of divisions and differentiation of a pool of progenitor cells as a function of time (see Materials and Methods).
In this model, the only divisions expanding the number of neurons are the asymmetric neurogenic divisions of RGs into a sented as mean ± standard error of the mean (SEM). Unpaired Student's t-test (n = 3). *P < 0.05 and ***P < 0.0001. Scale bars: 100 µm (A), 50 µm (B), and 20 µm (C).
neuron and a RG cell, and symmetric neurogenic divisions of IPs into 2 neurons. In order to compensate for a loss of neurons, the mutant mice should therefore adjust the number of these divisions. Increasing the number of asymmetric divisions of RGs could arise by shortening their cell cycle duration: the number of created neurons would increase as the inverse of the cell cycle duration. This compensation is thus limited in vivo by the fastest possible cell cycle. Concerning IPs, we expected that they dispose of a tremendous capacity to generate neurons by increasing the rate of symmetric proliferative divisions they perform. Indeed, this mechanism may increase exponentially fast the pool of IPs, thus the number of generated neurons. This capacity is largely underexploited in wild-type (WT) mice: it was reported that only 10% of IPs are undergoing (at least) one symmetric proliferative division before terminal mitosis based on time-lapse microscopy and sustained Pax6 expression which promotes symmetric proliferative divisions (Noctor et al. 2004; Arai et al. 2011; Wong et al. 2015) . We, thus, investigated in Figure 4 the role of both cell cycle duration and proliferative divisions of IPs in our mathematical model, with parameters fitted to data we and others obtained in WT mice (Gao et al. 2014; Hsu et al. 2015) . We observed that using the capability of IPs to divide recursively by increasing the proportion of IPs performing symmetric proliferative divisions we could indeed compensate for a massive loss of neurons (Fig. 4A ). This compensation could only occur at the expense of an imbalance in the number of upper and deep layers neurons (Fig. 4B ) since neurons would be generated later in the developmental program, after IPs symmetric divisions. Note that this disparity could be slightly counterbalanced by shortening IPs cell cycle duration without affecting the total number of neurons (Fig. 4 C,D) . In particular, a cell cycle duration of 27.6 h, as observed in WT mice (Arai et al. 2011) , corresponds to a fraction of neurons in deep layers equal to 53% as measured experimentally in WT mice ( Fig. 4D and Supplementary Fig. 3 ) (Hsu et al. 2015) . Since IPs were not reported to show a high number of multiple symmetric divisions, in the model we limited to 2 the total number of symmetric proliferative divisions one IP may undergo. Even under this limitation, the increase in the number of generated neurons was largely sufficient to already compensate for a substantial loss of neurons. We quantified in Figure 4A ,B the effect of an increased fraction of IPs performing 2 symmetric divisions on the final number of neurons and on the proportion of neurons in deep and upper layers. In detail, we considered that in addition to the 10% of IPs performing one symmetric proliferative division as observed in WT mice, a proportion p of IPs perform 2 symmetric divisions. Theoretically, we showed (see Materials and Methods) that the number of neurons generated from RGs, N RG , is independent on the probability of IPs undergoing 2 symmetric proliferative divisions p (see Fig. 4A light blue area), while the number of neurons generated from IPs, N IP , is an affine increasing function of p (see Fig. 4A pink area), consistent with the simulations of the model (blue line with error bars in Fig. 4A ). Increasing p augmented the proportion of later-born upper layers neurons (Fig. 4B) . Figure 4A shows the dramatic efficacy of the capacity of IPs making 2 symmetric proliferative divisions: as the proportion of IPs dividing twice increases to 90%, the number of neurons generated was more than tripled (going from 1.05 × 10 6 to 3.1 × 10 6 total Ctrl 3 ± 1, Mut 3 ± 1). Unpaired Student's t-test (n = 3). *P < 0.05, **P < 0.001. Scale bars: 100 µm (B), 50 µm (C and E), and 10 µm (D and F).
number of neurons). No more than 22% of IPs undergoing 2 symmetric proliferative divisions was sufficient to compensate for a complete loss of all deep layer neurons and 43% to compensate for a total loss of both deep and upper layer neurons. These theoretical observations prompted us to investigate more closely the number of IPs performing symmetric proliferative division, as well as possible modifications of the cell cycle duration in RGs and IPs.
Decrease in the Number of RGs and Increase of Proliferating IPs in the Mutant VZ/SVZ
To examine whether the model prediction of a change in the proliferative properties of RGs and/or IPs indeed contributed to the increase of upper layer neurons at E18.5, we quantified the number of RGs (Pax6 
Tbr2
-) and IPs (Tbr2 + ) in the mutant and control VZ/SVZ at E14.5 (Fig. 5A) . We controlled that these were progenitors by coimmunolabeling with Ctip2, and found them all negative. We observed a decrease in the number of Pax6 
-RGs in the mutant (Ctrl 197 ± 10; Mut 161 ± 8, P < 0.05; n = 5) and an increase in that of Tbr2 + IPs (Ctrl 122 ± 6; Mut 155 ± 11, P < 0.05; n = 5) ( Fig. 5A-C Betizeau et al. 2013; Florio and Huttner 2014) . Neurogenic IPs undergo only one round of division to produce 2 neurons, whereas proliferative IPs, defined as expressing both Tbr2, and Pax6, mainly in primates and recently in mice (Wong et al. 2015) , undergo at least 1-2 rounds of proliferative divisions before producing neurons. In the mouse, only 10% of IPs was reported to be proliferative and our quantification of Pax6 + Tbr2 + in control cortices at E14.5 confirmed these data (Fig. 5D) . In mutant animals, we, however, observed a 2-fold increase in the number of IPs that express both Pax6 and Tbr2 (Ctrl 10% ± 1; Mut 23% ± 4, P < 0.05; n = 5) (Fig. 5D ) suggesting that an increase in proliferative IPs might indeed occur in the mutant cortex. We, therefore, quantified the number of progenitors undergoing mitosis using phosphoHistone 3 (PH3) immunostaining (Fig. 6A) . We considered as RGs all the cells in the VZ/SVZ that were DAPI + Tbr2 − , since cells that do not express Tbr2 are almost all Pax6 + in both compartments and only a negligible number of Tbr2 − postmitotic neurons were found in the VZ/SVZ (Fig. 5A, Supplementary Fig. 4A ) (Arai et al. 2011) . No differences in the ratio of dividing RGs (PH3
− ) (Ctrl 17% ± 4; Mut 15% ± 1, P < 0.05; n = 3) were observed between mutants and control cortices at E14.5 (Fig. 6A,C) . In contrast, we detected a 2-fold increase in the percentage of dividing IPs (PH3 + DAPI + Tbr2 + ) (Ctrl 5% ± 1; Mut 9% ± 0.5 P < 0.05; n = 3) ( Fig. 6A,B,D) . Altogether these results demonstrate that early death in the postmitotic compartment differentially affects cortical progenitors at mid-corticogenesis with a reduction in the number of RGs, but not their proportion in mitosis, and an increase in dividing IPs, possibly proliferative IPs, that coexpress Pax6. These results also support the mathematical model prediction that an increase in the proliferative capacity of IPs mediates the enhanced generation of upper layers neurons at mid-corticogenesis.
IPs Display a Shorter Cell Cycle Length in Mutants
We next investigated the model prediction of variation in the cell cycle duration. It was already reported that progenitors have different cell cycle durations depending whether they go through proliferative or neurogenic division (Lange et al. 2009; Pilaz et al. 2009; Arai et al. 2011) . To investigate whether the increase of PH3 + IPs in the mutant was due to a change in their cell cycle length and/or specifically of the M-phase, we performed cumulative S-phase labeling using EdU injections at 3 h intervals to calculate the duration of the total cell cycle length (T C ) and of each cell cycle phase (Nowakowski et al. 1989 ). Pregnant females were sacrificed at different time points after the first injection at E14.5 (0.5, 6, 9, and 18 h) (Fig. 6E) (Fig. 6E ). This revealed that the length of the G2+M+G1 (T C -T S ), as indicated by the time point at which the EdU labeling index reached the plateau (Fig. 6E) , was not significantly different for RGs between controls (11.5 h) and mutants (12.1 h). However, for IPs, the T C -T S was shorter in mutants (16.7 h) compared with controls (24.5 h). For both progenitor types in control cortices, the cell cycle lengths were similar to the ones previously reported (Arai et al. 2011) . Moreover, for RGs the proportion of cells in S-phase measured 30 min after EdU injection (Ctrl: 38%, Mut: 32%), the total cell cycle length (Ctrl: 18.5 h, Mut: 17.8 h) (Fig. 6E) as well as the length of the Sphase (T S ) (Ctrl: 7 h, Mut: 5.5 h) was not significantly different between controls and mutants. In contrast, for IPs, the proportion of cells incorporating EdU was significantly increased for the mutant compared with the control (Ctrl: 11%, Mut: + for RGs and IPs, respectively. Unpaired Student's ttest (n = 3). * P < 0.05. (E) Experimental scheme of cumulative EdU injections from E14.5 every 3 h (on the left). Animals were sacrificed at 0.5, 6, 9, and 18 h after the first EdU injection. Immunohistochemistry for EdU (red) and Tbr2 (green) staining after cumulative EdU labeling for 6 h (on the left) counterstained for DAPI (blue). Calculation of cell cycle parameters (on the right). Proportion of EdU-labeled progenitors nuclei over the total number of nuclei (EdU labeling index) after cumulative EdU labeling for 0.5, 6, 9, and 18 h. The intercept of the cumulative EdU labeling curve with the y axis indicates the proportion of cells in S-phase.
Color-coded arrows indicate the time point at which the labeling index reaches a plateau (T C -T S ) (see Materials and Methods). The EdU labeling index was separately determined for RGs (Tbr2 − EdU + ) and IPs (Tbr2 + EdU + ) in WT and mutants. Data are represented as mean ± SEM. Unpaired Student's t-test (n = 3). *P < 0.05.
Calculated length of cell cycle phases (bottom right panel) of RGs (Tbr2 − EdU + ) and IPs (Tbr2 + EdU + ). TC: total cell cycle; TS: S-phase; TM: M-phase. Scale bars: 20 µm (A, E), 10 µm (B).
19%) but the length of the S-phase was not (Ctrl: 3 h, Mut: 3.9 h). IPs also displayed a shortening of the T C in mutants (Ctrl: 27.5 h, Mut: 20.5 h). Finally, the percentage of cells in M phase estimated using PH3 labeling showed that the length of the M-phase (T M ) was unaltered for both RGs and IPs (RGs, Ctrl: 3.1 h, Mut: 2.7 h; IPs, Ctrl: 1.3 h, Mut: 1.8 h) in the control compared with the mutant cortex (Fig. 6E,C,D) . Since the G 2 phase has not been shown to change during development or between progenitor types (Arai et al. 2011) , our results strongly suggest that the reduced cell cycle length of mutant IPs is due to a shortening of the G1 phase (T G1 ). These results show that at mid-corticogenesis mutant IPs also display a shortening of the cell cycle. As the model suggests, this acceleration in the cell cycle duration limits the imbalance between upper and deep layers, as visible from the decay of the proportion of deep layer neurons as cell cycle duration increases (Fig. 4D ).
bRGs-Like Progenitors Number Increases in the Mutant Cortex
In the mouse neocortex, among the basal progenitor (BP) population, more than 90% are IPs and a small fraction are basal RGs (bRGs) (Miyata et al. 2004; Noctor et al. 2004; Shitamukai et al. 2011; Wang et al. 2011; Martinez-Cerdeno et al. 2012) . bRGs are a population of progenitors that delaminate from the VZ, populate the SVZ and IZ and share the molecular markers of apical RGs (aRGs) (for review see (Lui et al. 2011; Florio and Huttner 2014) ). These express Pax6, Sox2, and can also express Tbr2 (Wang et al. 2011 ). They undergo only asymmetric selfrenewing neurogenic divisions but not symmetric proliferative divisions in the mouse (Shitamukai et al. 2011; Wang et al. 2011) . In ferrets and primates, including humans, this population is largely expanded, represents the vast majority of BPs and has the capacity to undergo multiple rounds of proliferative divisions before generating neurons (Fietz et al. 2010; Hansen et al. 2010; Betizeau et al. 2013; Pilz et al. 2013) . Surprisingly when analyzing the expression of Pax6 in the cerebral cortex of mutants we observed a greater than 10-fold increase in the number Pax6 + cells located outside of the VZ, namely in the SVZ and IZ, compared with controls (Ctrl 0.7 ± 0.7; Mut 15 ± 0.6) (Figs 5A and 7A-C). These cells did not express neuronal markers such as Ctip2 (Fig. 7B,B  1 ,B   2 ). A small fraction expressed Tbr2 at low levels and all coexpressed Sox2 + (Fig. 7B,B  3 ,B 4 ). Furthermore, we showed that all ectopic Sox2 + cells in the IZ expressed the Ki67 marker of cycling cells (Fig. 7B,B  5 ,B 6 ). These results show that also an excess of cycling bRGs-like is produced in the mutant cerebral cortex.
Predicting the Timing of Neurogenesis Compensation
The data obtained experimentally on the increase of proliferative IPs proportion and on the reduction of their cell cycle duration thus agrees with the qualitative predictions derived from the mathematical model. The massive increase of bRGs-like cells observed experimentally also led us to consider this as a potential important element to incorporate into the model. We thus investigated further the capacity of bRG-like cells to generate neurons in the mutant mice. Unexpectedly, we found experimentally that none of the bRG-like cells in mutant mice appeared to go through the S-phase within an 18 h period as determined by sequential injections of EdU every 3 h, whereas few bRGs-like in control mice did incorporate EdU (Supplementary Fig. 4B ). We, thus, conclude that bRG-like cells are unlikely to contribute substantially to the overproduction of upper layers neurons in mutant cortices at E14.5 and did not incorporate them in the model. In order to infer the possible mechanisms of the compensation phenomenon based on the observation of the mutant mice phenotype, we developed a mathematical model of the mutant mice by fitting it with all quantifications measured experimentally. We considered that IPs can shorten their cycle duration down to 20.4 h and imposed that the ratio of IPs performing 2 symmetric divisions at E14.5 is at most 23%. In this model, the fine modalities and timing of the compensation mechanism are unknown. The free parameters were, thus, the ratio ≤ p 23% of IPs performing 2 symmetric divisions, as well as the initiation and termination of proliferative divisions of IPs. We thus simulated a few hypotheses on the possible compensation scenarios for these free parameters which should be consistent with the data collected in our experiments (Fig. 8) .
We first tested whether the compensation could occur when IPs can perform only one symmetric division. In such conditions (MUT 1 in Fig. 8A ) simulations showed that even if the ratio of IPs performing one symmetric division jumped from 10% to 23% as soon as neuronal death occurs and remained steady until the end of the neurogenesis period, the total number of neurons generated would remain lower than in WT mice. We conclude that the compensation observed experimentally requires that a fraction of IPs must perform at least 2 symmetric divisions.
We then considered the effect of limiting the compensation mechanism to the period of neuronal death. To this end, we limited to 23% the ratio of IPs performing symmetric divisions consistently with the data and tested different hypotheses. First, if among these dividing cells we conserved 10% performing one symmetric division, as in the WT mice, and an extra 13% of IPs performing 2 symmetric divisions, this was not sufficient to compensate for neuronal loss (data not shown). We found nevertheless that maintaining a fixed proportion ≤ p 23% (actually exactly equal to 23%) of IPs performing 2 symmetric divisions during the whole phase of neuronal death leads to recover a number of neurons consistent with the WT mice (MUT2 in Fig. 8A ). Of course, the scenario proposed in MUT2 is unrealistic. It is indeed not plausible that an instantaneous and synchronous response of all 13% of IPs occurs immediately at the onset of the neuronal death phase. Moreover, the 23% of IPs performing symmetric division only provides a compensation for a specific total loss of cells that cannot be predicted at the onset of the neuronal death phase. Indeed for a fixed ratio of IPs performing symmetric division, shall neuronal death period or rate increase (or decrease), this ratio would lead to undercompensation or overcompensation. However, MUT2 is particularly interesting in that it shows that even using the full compensation capacity of the symmetric division of IPs during the whole neuronal death period is barely enough to compensate, which strongly argues in favor of the need of an additional mechanism to compensate.
A realistic mechanism shall adapt to the number of dying cells. We, thus, designed an adaptive compensation mechanism that smoothly interpolates between WT and mutant levels as a function of the number of neurons dead in the near past (MUT3 in Fig. 8A ). The experimental observation that the number of RGs is decreased while the number of IPs is increased motivated us to incorporate in our model the capacity of RGs to perform a self-consuming symmetric division into 2 IPs (Florio and Huttner 2014) . In this model, we assumed that the cell cycle duration, the probability of IP proliferation and the probability of symmetric division of RGs into IPs depended on the total number d of dead cells within the previous 12 h. In response to cell death, we assumed that the cell cycle accelerated, IPs made more proliferative divisions and RGs increased their rate of symmetric division to 2 IPs (see Materials and Methods). The parameters were adjusted to match the quantitative measurements observed both in WT and mutant mice. In detail, IP cell cycle duration was chosen to vary linearly from 27.6 h, when no cells have died in the previous half-day, to 20.4 h at the peak of cell death in the model. The probability of IPs performing only 1 symmetric division decreases as d increases from 0.1 to 1, while the probability p of IPs performing 2 proliferative divisions increases proportionally to d. The parameters were adjusted to interpolate between WT and mutant data, that is, for proliferating IPs from 10% in the absence of cell death to 23% at E14.5 in the mutant mice. With this model and by only fitting the type of response curve to cell death, we obtained a very good agreement of the model to the mutant phenotype (Fig. 8B) . Indeed, with this model, the neuronal loss is precisely compensated, and the ratio between deep and upper layers neurons obtained is perfectly consistent with the mutant mice data. Moreover, the model provided finer information on the timing of the compensation mechanism compared with the development of the WT mice (Fig. 8B) . Indeed, the simulations showed that the growth of the neuronal population is initially slower in MUT3 (Fig. 8B yellow solid lines) compared with the WT model (Fig. 8B yellow dashed lines) due to cell death. This results in a 20% decrease of the total number of neurons at E14.5 chiefly affecting deep layers, consistent with the data. At E14.5, we observed an increase of the neuronal generation rate that initiates the compensation process. This increase originates from the combined effect of 1) the termination of the neuronal death period and 2) the emergence of the neurons generated by proliferative IPs. Indeed, cell death triggers proliferation of IPs at E11.5, and each of these cells differentiates into 8 neurons after 3 cell cycles (thus slightly before E14.5). Moreover, this model also displays a 10% decrease of RGs at E14.5, which is due to precocious RG differentiation into 2 IPs, consistent with the decrease measured in mutant mice. This precocious differentiation together with the presence of proliferative IPs (each generating 4 IPs after 2 cell cycles) gives rise to a peak of IPs appearing between E14 and E16, which corresponds to the experimental observation of 20% more IPs at E14.5 in mutants. We thus conclude that this model precisely fits the experimental observations of the compensation mechanism in the mutant mice. It also strongly suggests that the self-consuming symmetric division of RGs into 2 IPs in response to cell death allows designing a realistic compensation scenario leading to a phenotype perfectly consistent with the mutant mice.
Notably, the interest of this model goes beyond the specific mutant studied experimentally (Dbx1 DTA ;Nes:Cre) and can be used to test for the neurogenic capacity of the system in response to different values of cell death intensity and cell cycle duration. Indeed, we observed that the model, with the parameters we chose for the mutant mice (MUT3), adjusts very nicely to different intensities of cell death. For instance, in Figure 8C we have considered the effect of a very high rate of neuronal death leading to a complete loss of neurons generated before E14 in the mutant model MUT3. Strikingly, we found that similarly to the mutant mice, a perfect compensation of the neuronal loss is reached, with of course a dramatic imbalance in the ratio between upper and deep layer neurons.
The analysis of the model thus led us to conclude that it is plausible, by adjusting only as a function of the number of dead cells in the past hours the probability of IPs to perform symmetric self-renewing division, the capacity of RGs to generate 2 IPs and the shortening of the cell cycle duration, to reproduce all experimental observations of the mutant phenotype in model MUT3, and that those parameters are sufficient to rescue the loss of neurons for a wide variation of cell death levels.
Discussion
We have shown that early neuronal loss triggers a compensation mechanism at mid-corticogenesis which promotes the expansion of abventricular progenitor pools, including IPs, and bRGs-like, in the mouse developing cerebral cortex. This leads to an increase in upper layers neurons and hence a rescue in final neuronal numbers. Mathematical modeling predicted that a minor increase in the probability of proliferative divisions of IPs is a powerful compensation lever of the system and that the compensation capacity is proportional to cell death. The expansion of abventricular proliferation and of upper layer neurons is associated with cortical evolution and mediates the complexification of cortical functions. Our results strongly argue in favor of the notion that amplification of pre-existing mechanisms rather than innovative acquisitions underlies cortical evolution and open the possibility of a crucial role exerted by the postmitotic compartment on the control of the amplification of abventricular proliferation in primates. They also suggest that through the manipulation of corticogenesis, neuronal content, although with an unbalance of deep versus upper layer neurons, can be recovered before birth after brain injury during embryonic life.
Mathematical Modeling of Compensation
Mathematical modeling was crucial to predict how compensation might occur in the mutant cortex through the amplification of self-renewing IPs as a primary determinant (Fig. 4) .
Furthermore, we developed, and precisely fitted to the experimental data a mathematical model emulating the sequences of divisions and differentiation of the cell populations contributing to the generation of the neuronal populations. The model is based on specific parameters that essentially govern the time profile of cell divisions and differentiation on WT embryos and postnatal animals. These are estimated in the present study based on data collected in the literature or our own data. This thus provides a stochastic version of the system proposed by Finlay and collaborators (Workman et al. 2013; Cahalane et al. 2014 ) that includes more cell types and that is well fit to mice brains. The model is very flexible and allows adding more cell types when necessary. Here for instance, the present model refines the mathematical system proposed in Hsu et al. (2015) by adding a population of IPs which plays an essential role in the Dbx1 DTA ;Nes:Cre mutants and predict the requirement of increase self-renewing proliferation of IPs and the decrease in their cell cycle length to mimic the observed phenotype. Moreover, it led us to quantify precisely the mathematical model in order to fit accurately to the data. The interest of the model is also that it can be used to predict the possible phenotypes in diverse situations. In particular, we presented in Figure 8C an hypothetical scenario in which massive cell death would lead to a total loss of neurons generated before E14.5 and we observed that IPs have the theoretical capacity to compensate this extreme loss of neurons. One important perspective of this work would be to model the signaling pathways that govern these probabilities of divisions and differentiations.
Progenitor Pools, Cell Cycle Regulation, and Cortical Evolution
We have shown that upon early death in the postmitotic compartment at mid-corticogenesis the RG pool is decreased but retains its proliferation rate, whereas that of abventricular progenitor pools, both IPs, and bRGs-like, is augmented. This suggests that a precocious differentiation of RGs into IPs occurs in mutants by mid-corticogenesis. The mutant IPs display the molecular signature of proliferative self-renewing IPs as a significant proportion maintains high Pax6 expression and their cell cycle length is reduced due to a shortening of the G1 phase. In the WT mouse only approximately 10% of IPs are proliferative and~90% are neurogenic (Noctor et al. 2004; Arai et al. 2011; Shitamukai et al. 2011; Wong et al. 2015) . Neurogenic IPs are thought to downregulate Pax6, and by contrast proliferative IPs to sustain Pax6 expression (Shitamukai et al. 2011; Wong et al. 2015) . Sustained Pax6 expression has recently been shown to promote multiple rounds of symmetric division of IPs in the mouse cortex as suggested to enhance proliferation in primates (Fietz et al. 2010; Betizeau et al. 2013; Florio and Huttner 2014; Wong et al. 2015) . Furthermore, the mechanism controlling the expansion versus differentiation of neural progenitors depends on cell cycle regulation. Total cell cycle duration is different between each progenitor type (Nowakowski et al. 1989; Lange et al. 2009; Pilaz et al. 2009; Arai et al. 2011) and it has been shown that G1 shortening is sufficient to promote the generation and expansion of IPs (Glickstein et al. 2009; Lange et al. 2009 ). Thus, both shortening of the G1 phase and high Pax6 expression as observed in Dbx1 DTA ;Nes:Cre mutants are consistent with an increase in the self-renewing capacity of IPs.
During evolution of the cerebral cortex, increased neuronal number is achieved by augmenting the pool of neural stem and progenitor cells (Lui et al. 2011) and, in particular, by enhancing their proliferative capacity. In human and macaque, the vast majority of IPs is proliferative and maintains Pax6 expression. Furthermore in macaque, there is a smaller difference in the total cell cycle length between RGs and IPs than that reported in the mouse, allowing them to proliferate faster (Arai et al. 2011; Betizeau et al. 2013) . The combination of the increase in the number of IPs undergoing mitosis, possibly being proliferative IPs because of the Pax6, and Tbr2 co-expression, and their reduced cell cycle length, suggests that IPs in Dbx1 DTA ;Nes:Cre mutants resemble what has been observed in primates.
An additional modality by which the progenitor pool is enhanced during evolution is via another population of abventricular dividing precursors, namely bRGs. We found that the generation of this progenitor type is also augmented in Dbx1 DTA ;Nes:Cre mutant cortices, further arguing in favor of the presence in these mutants of the alteration of a global mechanism central to the control of abventricular proliferation and upper layers neuron numbers during evolution. This is evocative of the fact that mutants for genes involved in spindle orientation have been reported to display enhanced abventricular self-renewing progenitors, and in particular bRG-like precursors (Konno et al. 2008; Postiglione et al. 2011; Shitamukai et al. 2011; Kielar et al. 2014) . Interestingly, all these mutants also have in common the temporal appearance of these progenitors at mid-corticogenesis and some rescue properties at later stages, which led to the conclusion that cell fate is not affected. The most prominent difference is that the overall neuronal content is recovered in Dbx1 DTA ;Nes:Cre mutants but the proportion of deep and superficial neurons is altered. In most mouse mutants for progenitor proliferation parameters both deep and upper layer neurons are affected in a similar manner, with parallel loss or increase in both as in mutants for precocious differentiation (Hsu et al. 2015) or increased proliferation (Teissier et al. 2012) . It was actually recently proposed that the number of upper layers will be scaled to that of the previously born deep layers (Toma et al. 2014 ). This raises the interesting question of what determines whether or not scaling of deep and upper layer neurons occurs. One possibility is that a temporal shift in the onset of the genesis of abventricular progenitors is a crucial determinant that would control specifically the number of intracortical projection neurons (superficial layer neurons) independently on their subcortical projection neuron counterparts (deep layers neurons) in cortical development and evolution. The second possibility is that not all progenitor types have the same capacity to respond to scaling mechanisms and/ or injuries. In favor of this, it has been previously shown that brain injuries can promote neurogenesis in different areas of the adult brain which normally undergo neurogenesis but also in areas which are non-neurogenic (Ekdahl et al. 2009; Gao et al. 2009; Sawada and Sawamoto 2013; Sun 2014) . Quiescent neural progenitors, specifically, respond to brain injury in the adult hippocampus by increasing their proliferation rate, but not other progenitors types (Gao et al. 2009; Sawada and Sawamoto 2013; Sun 2014) . It was also shown that compensation cannot occur when neural progenitors committed to generate upper cortical neurons are eliminated by environmental insults, such as X-irradiation (Selemon et al. 2013 ) and absent cells cannot be replaced adequately by the later generated neurons. During development of the neocortex in the mouse, we showed that early neuronal death specifically promotes the amplification of progenitors in the SVZ/IZ but not in the VZ supporting that specific pools of progenitors have the ability to counterbalance the injured brain.
Our data also highlights that recovery of neuronal number does not imply that of function as deep and upper layers neurons serve very distinct roles by forming descending subcerebral tracks and cortico-cortical connections, respectively. Thus, measurements of brain volume or in general neuronal numbers, as often used in human pathology, is not a reliable criteria to determine abnormalities and specific progenitors types and neuronal populations should be carefully analyzed.
Mechanism Promoting the Feedback Control Regulating IPs and bRGs-Like Amplification
In Dbx1 DTA ;Nes:Cre mutants, either cell death per se and/or the absence of early-born neurons could lead to IPs and bRGs-like amplification and trigger a mechanism which compensates neuronal content at the end of corticogenesis.
Enhanced abventricular dividing progenitors in Dbx1 DTA ;Nes: Cre mutants could be induced by the presence of dying cells. Apoptotic cells have been shown to release signals influencing the proliferation of neighboring cells in various systems (Fuchs and Steller 2015) . Major general cell death in the postmitotic compartment has been described in multiple mutants (Yang et al. 2004; Rajaii et al. 2008; Borello et al. 2014) . However, none of these mutants displayed enhanced proliferation but rather a decrease in the number of progenitors and neurons in the cerebral cortex. Recently, Toma et al. (2014) demonstrated that the sequential acquisition of the competence to generate upper layer neurons requires a negative feedback from deep layers neurons and that an early ablation of postmitotic neurons prevents the generation of upper layer neurons. In this report no increase in the number of IPs or of superficial layer neurons was observed although massive cell death was present in the postmitotic compartment. Furthermore, we did not observe a temporal shift in the timing of generation of early and lateborn neurons as observed by Toma et al. Together these data strongly argue against a general role of cell death itself in enhancing abventricular progenitor proliferation rate and fate as observed in Dbx1 DTA ;Nes:Cre mutants. It rather argues in favor of distinct mechanisms underlying the phenotypes in these 2 mutants and either independent on cell death or dependent on the death of a specific cell/progenitor population or on its timing and which will be distinct in each mutant.
The most likely cause of the phenotype in Dbx1 DTA ;Nes:Cre mutants is the lack of early-born neurons. These include first early-born preplate neurons, namely Cajal-Retzius cells by E11.5, and subsequently CP transient neurons (Bielle et al. 2005; Teissier et al. 2010 ) and deep layers neurons starting at E12.5 (this report). We can exclude that Dbx1-derived interneurons originating in the POA, which are also eliminated in these mutants, are responsible of the increase of abventricular self-renewing progenitors as this phenotype was not observed in Dbx1 DTA ;Nkx2.1:Cre ( Supplementary Fig. 5 ). In these embryos specific ablation of Dbx1 progenitors in the subpallium did not lead to cell death in the neocortical primordium ( Supplementary Fig. 5 ). Moreover, specific ablation of Dbx1-derived CP transient neurons in Dbx1 DTA ;E1-Ngn2:Cre starting at E11.5 and sparing Cajal-Retzius cells (Teissier et al. 2010; Teissier et al. 2012) , caused an opposite phenotype with precocious neurogenesis and a depletion of Tbr2 + progenitors and both deep and upper layer neurons. Consistently, the ablation of deep layer neurons reported by Toma et al. (2014) occurs after E11.5, also likely sparing Cajal-Retzius cell death. Together, these data argue in favor of Cajal-Retzius cell loss as a primary determinant of the phenotype observed in Dbx1 DTA ;Nes:Cre mutants.
Several reports have started to unravel the existence of a feedback control from the postmitotic compartment on progenitors (Seuntjens et al. 2009; Griveau et al. 2010; Teissier et al. 2012; Toma et al. 2014; Srivatsa et al. 2015) but the molecular mechanisms are still under investigation. In the developing neocortex, specific overexpression of Ntf3, a Sip1 target neurotrophin, in neurons promotes an overproduction of IPs at the expense of RGs and a shift from deep to upper layer neuron generation (Parthasarathy et al. 2014) . It is, thus, possible that the lack of a feedback diffusible signal as a consequence of early neuron loss is also involved in inducing a switch from RGs to IPs in Dbx1 DTA ;Nes:Cre. However, this signal is unlikely to be mediated by Ntf3 since its decrease due to neuronal loss would result in an opposite effect and, thus, a decrease in the generation of IPs. Furthermore, Sip1 mutants display a temporal shift of both deep and upper layer generation whereas in Dbx1 DTA ;Nes:Cre the timing of deep and upper layer production is as in WT mice. Whether a feedback signal from the postmitotic compartment reaches progenitors via cell-cell contacts or diffusible molecules and whether is direct onto RGs or IPs or through other intermediaries remains to be determined. Although recent papers have pointed out the role of earlyborn neurons in the control of neurogenesis, our results point for the first time to the existence of a rescuing mechanism which in the absence of this feedback control allows the cerebral cortex to compensate for early neuronal loss by overproducing abventricular progenitor pools and boosting the generation of upper layer neurons. It is tempting to speculate that during cortical evolution, the increased size of the germinal zones prevents this negative feedback from the postmitotic compartment to be effective and allows the progenitors to continue proliferating. Our results open the possibility that through the manipulation of corticogenesis, neuronal content can in some cases be recovered before birth even after major brain injury during embryonic life and provide a mouse model allowing to shed light on how this process could occur in physiological and pathological conditions.
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