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HOMEOMORPHISMS OF p-ADIC SPACES ARISING FROM
GRAPH-THEORETICAL CONSIDERATIONS
ALBERTO COBOS AND LUIS M. NAVAS
Abstract. Given two primes p, q, we show how to construct an ex-
plicit homeomorphism between the rings of p-adic integers Zp and Zq ,
based on their representation as inverse limit spaces and considering the
associated tree graphs.
1. Introduction.
For a fixed prime number p, let vp(x) denote the p-adic valuation on the
rational numbers Q, namely vp(x) = n ∈ Z when x 6= 0 and x = p
nx∗ where
x∗ does not contain p in its factorization, and vp(0) =∞. The corresponding
p-adic absolute value |x|p = p
−vp(x) on Q is non-archimedean, that is to
say, it satisfies not only the triangle inequality but the stronger ultrametric
inequality |x+ y|p ≤ max
(
|x|p, |y|p
)
.
Recall that the field of p-adic numbers Qp may be defined as the com-
pletion of the metric space (Q, | · |p). The same argument used to con-
struct the real numbers R as the completion of Q with respect to the usual
(archimedean) absolute value | · | shows that vp(x) and | · |p extend uniquely
to Qp, which is indeed a field with Q isometrically embedded as a dense
subfield. In this approach, the ring of p-adic integers Zp is the closed unit
ball |x|p ≤ 1 in Qp. It is also the closure of the ring of ordinary integers Z
in the p-adic topology.
One can also define Zp as the inverse or projective limit of Z/p
nZ under
the reduction maps φn : Z/p
nZ → Z/pn−1Z. In other words, an element
x ∈ Zp corresponds to a sequence (x¯n)
∞
n=1 with x¯n ∈ Z/p
nZ and x¯n ≡
x¯n−1 mod p
n−1. We can choose representatives xn of the residue classes
x¯n ∈ Z/p
nZ with 0 ≤ xn < p
n, and using the base p representation of a non-
negative integer, write xn =
∑n−1
k=0 akp
k with unique digits ak ∈ {0, 1, . . . , p−
1}. This leads to the representation of x ∈ Zp as an infinite sum
∑∞
k=0 akp
k.
Both points of view coincide, with the infinite series
∑∞
k=0 akp
k converging
to x ∈ Zp in the metric topology induced by |·|p. For elements of Qp it suffices
to add a finite number of negative degree terms. Thus we have an analogy
between Qp and a formal power series ring in one variable.
1.1. The p-adic topology. Since Zp is a non-archimedean metric space,
every ball is a clopen set, i.e. both open and closed, two balls are either
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disjoint or one is included in the other, and every point of a ball is its center.
Zp is thus Hausdorff and totally disconnected. Its representation as the
inverse limit of finite rings with the discrete topology implies it is compact.
Finally, it is a perfect space, since every ball contains infinitely many points.
Reduction modulo pn subdivides Zp into p
n disjoint clopen copies, con-
sisting of the balls B(a, p−n+1) where a ranges over the integers 0 ≤ a < pn.
These are also the p-adic completions of the arithmetic progressions a+ pnZ
modulo pn, namely a + pnZp. This process can be structured sequentially,
first taking residues modulo p, then p2, etc., corresponding to subdividing
Zp into the p balls B(a0, 1) = a0+pZp for 0 ≤ a0 < p, then subdividing each
of these balls into p others, B(a0 + a1p, p
−1) = a0 + a1p + p
2Zp, and so on.
In this way each p-adic integer x is the intersection of a unique sequence of
these balls. This provides the visual representation of Zp = lim←−
Z/pnZ as an
infinite complete p-ary tree and a point x as a path down through this tree
from the top node.
1.2. The Cantor set. Recall that the classical “middle thirds” Cantor set
C is constructed by removing from the interval I = [0, 1] ⊆ R the open
middle subinterval (13 ,
2
3), and proceeding in this manner with the remaining
intervals. This leaves a set which is compact, totally disconnected, and
perfect. Alternatively, C consists of those real numbers x ∈ [0, 1] whose
ternary expansion is missing the middle digit 1. Here x =
∑∞
n=1 an2
−n with
a0 ∈ {0, 2} and convergence is in the usual Euclidean topology defined by
the archimedean absolute value | · | on R.
This construction of C represents it as a complete infinite binary tree, so it
is reasonable to expect that C is at least homeomorphic to Z2, even though
the respective topologies are quite different. It is a nice exercise to prove
this.
It is perhaps a little less obvious that C is homeomorphic to Zp for any
prime p, since a priori it is not clear how infinite subdivision into different
parts p, q yield homeomorphic spaces, even if the topologies are both of the
same ultrametric type.
2. Inverse limit spaces and Brouwer’s Theorem
It turns out that, up to homeomorphism, the Cantor set C is the only
compact, metrizable, totally disconnected perfect topological space. This
result is due to Brouwer [1].
Theorem 2.1 (Brouwer’s Theorem). Every compact, metrizable, totally dis-
connected, and perfect topological space is homeomorphic to the Cantor set.
In light of the theorem, a Cantor space can be defined as any compact,
metrizable, totally disconnected and perfect space or simply as any space
homeomorphic to the classical Cantor set C. Brouwer’s Theorem is not an
obvious result. An interesting consequence of it, for example, is that the
continuous images of C comprise every compact metric space.
We will give a brief sketch of the proof following [3], since the method is
the basis of our construction of homeomorphisms between spaces of p-adic
integers.
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We will prove that any two compact, metrizable, totally disconnected and
perfect spaces are homeomorphic. Since the Cantor set C is all of these
things, this will prove Brouwer’s Theorem.
The proof uses the existence of inverse limits in the category of topological
spaces, which provides a logical structure in which to frame the results. We
only need to deal with sequences. Recall that an inverse limit sequence of
topological spaces Xn is a sequence
X0
f1
←−−−−− X1
f2
←−−−−− X2
f2
←−−−−− · · ·
where each map fn : Xn → Xn−1 is continuous. The inverse limit space is
X∞ = lim←−
n
Xn =
{
x = (xn)
∞
n=0 ∈
∞∏
n=0
Xn : fn(xn) = xn−1∀n ∈ N
}
,
with the subspace topology induced by the product topology. X∞ is a closed
subset of the product. Cantor’s Intersection Theorem can be used to show
that if each Xn is a nonempty compact Hausdorff space, then so is X∞.
Maps between inverse limit sequences (Xn, fn) and (Yn, gn) are given by a
sequence of maps φn : Xn → Yn making the following diagram commutative:
(1)
· · · Xn−1 Xn · · ·
· · · Yn−1 Yn · · ·
φn−1
fn
φn
gn
In other words, φn−1 ◦ fn = gn ◦ φn for all n ∈ N. A map between inverse
sequences induces a map φ : X∞ → Y∞ between the limits by φ(x0, x1, . . . ) =
(φ0(x0), φ1(x1), . . . ). If each φn is continuous then so is φ. If each Xn and Yn
is a nonempty compact Hausdorff space and the φn are homeomorphisms,
then φ is a homeomorphism between the inverse limits. In fact, in this
context it is enough that the φn be continuous bijections.
The chief ingredients that make the proof work are the subdivision prop-
erties of clopen sets in compact totally disconnected spaces. These are given
in the following two straightforward lemmas.
Lemma 2.2. Let X be a compact totally disconnected metric space. Then
for each δ > 0 there is a finite partition of X into clopen sets of diameter
less than δ.
Using this lemma we can recursively construct a sequence of finite parti-
tions {Un}
∞
n=0 of X such that Un consists of clopen sets of diameter less than
2−n and Un is a refinement of Un−1 for each n ∈ N, which for finite partitions
means that each set in Un−1 subdivides into a finite number of sets of Un.
We will denote the refinement relation by Un  Un−1.
The connection with inverse limits is as follows: consider each Un as a
finite topological space with the discrete topology. Consider the container
maps cn : Un → Un−1, sending a set U ∈ Un to the unique V ∈ Un−1
containing U . This is an inverse limit sequence whose limit U∞ = lim←−
Un
consists of nested sequences U0 ⊇ U1 ⊇ · · · with Un ∈ Un. It is not hard
to check that U∞ is homeomorphic to X via the map which sends a point
x ∈ X to the unique sequence (U0, U1, . . . ) ∈ U∞ such that {x} =
⋂∞
n=0 Un.
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Thus we have exhibited any compact totally disconnected metric space as
an inverse limit of finite discrete spaces.
Note that we did not assume X was perfect. We need this for the next
subdivision property, which completes the picture.
Lemma 2.3. Let X be a compact Hausdorff totally disconnected perfect
space. Then for any nonempty clopen set U ⊆ X and any n ∈ N, there
is a partition of U into n nonempty clopen sets U1, . . . , Un.
This is easy to see proceeding by successive partitions into two nonempty
clopen sets, and allows us to extend the construction above of X as an
inverse limit to two compact, metrizable, totally disconnected and perfect
topological spaces X, Y . We can now recursively construct two sequences
{Un}
∞
n=0, {Vn}
∞
n=0 of finite partitions of X and Y respectively, such that Un
and Vn consist of clopen sets of diameter less than 2
−n, with Un  Un−1,
Vn  Vn−1 for all n ∈ N and, crucially, such that Un and Vn have the same
number pn of elements for all n, with isomorphic inclusion relations, that is
to say, we can number
(2) Un = {Un,1, . . . , Un,pn}, Vn = {Vn,1, . . . , Vn,pn},
in such a way that Un+1,j ⊆ Un,i if and only if Vn+1,j ⊆ Vn,i.
The construction of these two sequences of partitions of X and Y is clear:
at the nth step, given any pair of finite partitions Un, Vn into sets of diameter
2−n, with possibly different numbers of elements, use Lemma 2.3 to further
subdivide one or more of the sets in the partition with less elements, until
they have the same number. Now number the sets as in (2) and proceed
to subdivide each Un,i and the corresponding Vn,i into a finite number of
clopen subsets with diameter less than 2−(n+1), again using Lemma 2.3 to
make the subdivisions have the same number of elements. These pieces form
the refined partitions Un+1 and Vn+1.
Note that in fact we can make each Un,i and Vn,i break into the same
number of pieces, independently of i, although this is not necessary for the
construction.
Finally, it is now clear that the maps φn : Un → Vn sending Un,j to Vn,j
define a map between the corresponding inverse limit sequences. Since each
φn is a bijection, and the Un, Vn are finite discrete spaces, we conclude that
the induced map φ : U∞ = lim←−
Un → V∞ = lim←−
Vn is a homeomorphism.
Since these limits are respectively homeomorphic to X and Y , this proves
Brouwer’s Theorem, and also provides a method of constructing explicit
homeomorphisms.
3. Tilings of the p-ary tree
Let us consider the sequence of partitions and clopen covers of Zp given
by {Un}
∞
n=0 where U0 = {Zp} = {B(0, p)} and Un = {a+p
nZp} where a runs
over any complete set of residues modulo pn, for example {0, 1, . . . , pn − 1}.
Since this does not depend on the choice of such a set, we may write Un =
{a+ pnZp : a ∈ Z/p
nZ} = {B(a, p1−n) : a ∈ Z/pnZ}.
It is clear that the partitions Un are of the form discussed in §2, namely
they are finite partitions of Zp into clopen sets which are successive refine-
ments Un  Un−1 for all n ∈ N. The corresponding inverse limit may be
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represented as the complete p-ary tree, which we will denote Tp. For ex-
ample, Z2 is the binary tree shown in Figure 1. Even without the abstract
results of the previous section, this representation makes it at least intu-
itively clear that Z2 is homeomorphic to the Cantor set C. The obvious
self-replicating property of the p-ary tree Tp can be regarded as a symbolic
representation of the fractal nature of Zp.
ǫ
0
00
000 001
01
010 011
1
10
100 101
11
110 111
Figure 1. First few levels of the binary tree T2 homeomor-
phic to Z2 and the Cantor set C.
We will construct homeomorphisms between Zp and Zq via maps between
the corresponding p-ary and q-ary trees Tp and Tq. As in the proof of
Brouwer’s Theorem, to define a homeomorphism, it is enough to exhibit two
sequences of finite clopen partitions {Un}
∞
n=0, {Vn}
∞
n=0 of Zp and Zq such
that the nth partitions in each sequence have the same number of elements
and isomorphic inclusion relations and such that the diameter of elements
in Un and Vn is bounded by some sequence in n converging to 0.
We can construct such partitions systematically by replication or tiling of
two subtrees S, S′ of Tp and Tq respectively, whose sets of leaves (childless
nodes) have the same number of elements.
In order to proceed with our construction of explicit homeomorphisms
between Zp and Zq, we need to review some terminology from graph theory
and data structures, especially as it pertains to trees. For a graph G we will
let V (G) and E(G) denote its vertex and edge sets respectively. We will
say that two subgraphs of a graph are almost disjoint if they do not share
a common edge. Since we will be concerned with rooted trees, we will also
refer to nodes, child and parent nodes, etc. In particular for a subtree S we
will denote by L(S) its collection of leaves, that is to say, the childless nodes
of S, and by L∗(S) the complement V (S) \ L(S).
For our purposes it will be convenient to identify the vertex set V (Tp) of
the complete p-ary tree Tp with the set of p-ary words Σ
∗
p, consisting of finite
strings over the alphabet Σp = {0, 1, 2, . . . , p − 1}, as we did in fig. 1. Thus
the set of edges E(Tp) consists of pairs e = (w,wc) where w ∈ Σ
∗
p and c ∈ Σp
is a single character.
As is well-known, Σ∗p is a cancellative monoid with respect to concatena-
tion, denoted by juxtaposition, with the empty word ǫ as identity element.
We will denote the length of a word w by |w|, with |ǫ| = 0. The length is a
monoid morphism Σ∗p → N0, namely |vw| = |v|+ |w|.
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Recall that v is a prefix of w if w = vw′ for some word w′, i.e. if v is a left
factor of w. The empty word is a prefix of every word. The prefix relation
is a partial order on words which we will denote by ≤.
In our model of Tp, the prefix relation coincides with the ancestor relation,
namely v ≤ w if and only if v is an ancestor of w, or equivalently w is a
descendant of v. In particular, if w = a0a1 · · · an−1 ∈ Σ
∗
p, the unique path
from w to the root node ǫ is obtained by removing one character at a time
from w proceeding from right to left: a0 · · · an−1 → a0 · · · an−2 · · · → a0 → ǫ
(see fig. 1).
To a word w = a0a1 · · · an−1 ∈ Σ
∗
p we associate the natural number ν(w) =
a0+ a1p+ · · ·+ an−1p
n−1 ∈ [0, pn) and the p-adic ball Bw = B(ν(w), p
−n+1)
in Zp. The empty word ǫ is assigned the ball Bǫ = Zp. Clearly every p-adic
ball is of the form Bw for some word w ∈ Σ
∗
p.
The relevance of word operations to the problem of constructing covers
by balls is a consequence of the following simple observation.
Lemma 3.1. For two words v,w ∈ Σ∗p, v ≤ w if and only if Bv ⊇ Bw.
Proof. Since every point of a p-adic ball is its center, B(ν(w), p−m+1) ⊆
B(ν(v), p−n+1) iff |ν(w)−ν(v)|p < p
−n+1 andB(ν(w), p−m+1) ⊆ B(ν(w), p−n+1)
iff n ≤ m and ν(w) ≡ ν(v) mod pn iff n ≤ m and ai = bi for 0 ≤ i ≤ n− 1,
i.e. v ≤ w. 
Corollary 3.2. Bv ∩ Bw 6= ∅ if and only if either v ≤ w or w ≤ v.
Proof. Two p-adic balls which are not disjoint satisfy an inclusion relation.

Note that Σ∗p acts on Tp on the left via prefixing, i.e. left multiplication on
itself as vertex set, with the induced action on edges, w(v, v′) = (wv,wv′).
We will refer to this action as left translation or simply translation. Although
V (Tp) = Σ
∗
p as sets, we will use slightly different notation for words when
we are concerned with the monoid action.
Definition. A tiling of the complete p-ary tree Tp consists of:
• A “tile” S, which is a nontrivial (E(S) 6= ∅) finite subtree of Tp.
• A subset Ω ⊆ Σ∗p such that Tp is the almost disjoint union of the translates
ωS. We will denote this by
Tp =
⊔
ω∈Ω
ωS.
Note that this means that both every vertex of Tp, i.e. every word w, is of
the form w = ωs where ω ∈ Ω and s ∈ V (S), and also every edge of Tp is of
the form ωe where ω ∈ Ω and e ∈ E(S).
Lemma 3.3. Any tile S is a subtree rooted at ǫ and is therefore closed under
prefixes, namely if v ∈ V (S) and w ≤ v then w ∈ V (S).
Proof. In a tiling, since the empty word ǫ must also have the form ωs, we
must have ǫ ∈ Ω∩V (S). In particular a tile S is necessarily a subtree rooted
at ǫ, and therefore for any v ∈ V (S), the unique path from v to the root
node is contained in S. In terms of words, this means S is closed under
prefixes. 
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Lemma 3.4. For a nontrivial subtree S of Tp which is rooted at ǫ, the
following properties are equivalent:
(1a) The balls {Bℓ : ℓ ∈ L(S)} corresponding to the leaves of S form a
partition of Zp.
(1b) For any word w ∈ Σ∗p, there is some ℓ ∈ L(S) such that either w ≤ ℓ
or ℓ ≤ w.
(1c) For any word w ∈ Σ∗p, either w ∈ L
∗(S) = V (S) \ L(S) or ℓ ≤ w for
some ℓ ∈ L(S).
(1d) For any word w ∈ Σ∗p, either w ∈ V (S) or ℓ ≤ w for some ℓ ∈ L(S).
Proof.
• (1a) =⇒ (1b): Let w ∈ Σ∗p. Since Bw ⊆ Zp =
⊔
ℓ∈L(S) Bℓ, we must have
Bw ∩ Bℓ 6= ∅ for some ℓ ∈ L(S), hence either w ≤ ℓ or ℓ ≤ w.
• (1b) =⇒ (1a): The union U =
⊔
ℓ∈L(S) Bℓ is a clopen subset of Zp. If
U ( Zp, then Bw ∩ U = ∅ for some w ∈ Σ
∗
p. Since Bw ∩ Bℓ = ∅ for every
ℓ ∈ L(S), neither w ≤ ℓ nor ℓ ≤ w for every leaf ℓ ∈ L(S).
• (1b) ⇐⇒ (1c): If ℓ ≤ w for some ℓ ∈ L(S), there is nothing to show;
otherwise, observe that by Lemma 3.3, if w < ℓ for some ℓ ∈ L(S), then
w ∈ V (S)\L(S) and conversely, if w ∈ V (S)\L(S) then, since S is a finite
subtree, any path in S starting at w and formed by successive descendants
eventually ends in a leaf ℓ, in which case w < ℓ.
• (1c) ⇐⇒ (1d): The second follows trivially from the . Conversely if (1d)
holds and w ∈ Σ∗p then if ℓ ≤ w doesn’t hold for any leaf, in particular
w /∈ L(S), and by (1d) we must have w ∈ V (S) \ L(S). 
Proposition 3.5. For a nontrivial subtree S of Tp which is rooted at ǫ, the
following properties are equivalent:
(1) The balls {Bℓ : ℓ ∈ L(S)} form a partition of Zp.
(2) Each non-leaf node of S has p child nodes in S, i.e. sΣp ⊆ V (S) if
s ∈ V (S) \L(S). We will say that each such node splits completely in S.
Proof. Recall that such an S is closed under prefixes.
• (1) =⇒ (2): Suppose s ∈ V (S) \ L(S) and let c ∈ Σp. By (1) there is
some ℓ ∈ L(S) such that ℓ ≤ sc or sc ≤ ℓ. In the latter case sc ∈ V (S) and
we are done. If ℓ ≤ sc then we are also done if equality holds. Otherwise,
since |c| = 1, then ℓ ≤ s, but since ℓ is a leaf, this implies s = ℓ ∈ L(S),
contradicting the initial assumption.
• (2) =⇒ (1): If {Bℓ : ℓ ∈ L(S)} does not cover Zp, then by Lemma 3.4,
there is some w ∈ Σ∗p such that neither w ≤ ℓ nor ℓ ≤ w for all ℓ ∈ L(S).
Clearly w /∈ V (S) since otherwise some leaf ℓ is a descendant of w, i.e.
w ≤ ℓ. Let s ∈ V (S) be the first node of S encountered along the path
from w to the root node ǫ. The previous node on this path is of the form
sc with c ∈ Σp and sc /∈ V (S). Since s ≤ w but no leaf prefixes w, we
must have s ∈ V (S) \ L(S) yet sc /∈ V (S). 
Theorem 3.6. For a nontrivial subtree S of Tp which is rooted at ǫ, the
following properties are equivalent:
(1) S is a tile in some tiling Tp =
⊔
ω∈Ω ωS.
(2) The balls {Bℓ : ℓ ∈ L(S)} form a partition of Zp.
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(3) All p child nodes of any non-leaf node of S belong to S.
In addition, if these properties hold, then Ω may be chosen to be the sub-
monoid of Σ∗p generated by the leaves of S.
Proof. The equivalence of (2) and (3) has already been established in Propo-
sition 3.5.
• (1) =⇒ (3): Suppose that S is a tile but that (3) doesn’t hold. This
means there is a word s ∈ V (S) \L(S) which does not split completely in
S, i.e. such that sc /∈ V (S) for some character c ∈ Σp. Choose such an
s having minimal length. Thus, if σ ∈ V (S) \ L(S) with |σ| < |s| then σ
must split completely in S.
Consider the edge (s, sc) ∈ E(Tp). Since S is a tile, there is some ω ∈ Ω
and an edge (σ, σc′) ∈ E(S) such that (s, sc) = ω(σ, σc′). Then c = c′ and
s = ωσ with (σ, σc) ∈ E(S). Since sc /∈ V (S), we have (s, sc) /∈ E(S) and
in particular ω 6= ǫ. Hence |σ| < |s|. In addition since σc ∈ V (S), σ is not
a leaf, so σ ∈ V (S) \ L(S). Thus σΣp ⊆ V (S). On the other hand, since
also s ∈ V (S) \ L(S), s has some child, i.e. sb ∈ V (S) for some b ∈ Σp,
so (s, sb) ∈ E(S). But then (s, sb) = ω(σ, σb) ∈ E(S) ∩ ωE(S). However,
since ω 6= ǫ the subtrees S and ωS are almost disjoint. Thus we arrive at
a contradiction which implies that (3) holds.
• (2) ⇐⇒ (3) =⇒ (1): We will show that given (2) or the equivalent
property (3), S is a tile with Ω the submonoid of Σ∗p generated by L(S).
We will show first that any w ∈ Σ∗p is of the form w = ωs for some ω ∈ Ω
and s ∈ V (S). This is trivial if w ∈ V (S), thus assume w /∈ V (S). Then
by (2) and Lemma 3.4, there is some leaf ℓ1 ∈ L(S) such that ℓ1 ≤ w.
Thus w = ℓ1w1 for some word w1. If w1 ∈ V (S) we are done, otherwise
there is some ℓ2 ∈ L(S) such that ℓ2 ≤ w1 and then w = ℓ1ℓ2w2 for some
w2. Proceeding in this manner we arrive at a factorization w = ℓ1 · · · ℓns
with ℓj ∈ L(S) and s ∈ V (S), thus w ∈ ωV (S) for ω = ℓ1 · · · ℓn ∈ Ω. We
may assume that s ∈ V (S) \ L(S) since otherwise we can incorporate s
into the product of leaves and replace it with the empty word ǫ which is
indeed in V (S) \ L(S) since S is nontrivial.
Now consider any edge (w,wc) ∈ E(Tp), with w ∈ Σ
∗
p and c ∈ Σp.
Write w = ωs with ω ∈ Ω and s ∈ V (S) \ L(S). By (3) sc ∈ V (S), hence
(w,wc) = ω(s, sc) ∈ ωE(S).
Finally, let us see that the translates ωS are almost disjoint. Let α, β ∈
Ω. We need to show that if αE(S) ∩ βE(S) 6= ∅ then α = β. If the
intersection is nonempty, there are edges (sj, sjcj) ∈ E(S) for j = 1, 2
such that α(s1, s1c1) = β(s2, s2c2), i.e. αs1 = βs2 and αs1c1 = βs2c2.
This implies c1 = c2. Denote the common value by c. Note that sj ∈
V (S) \ L(S). Since Ω is the submonoid generated by L(S), we may write
α = ℓ1 · · · ℓn and β = ℓ
′
1 · · · ℓ
′
m with ℓi, ℓ
′
j ∈ L(S) for all i, j. We thus have
two factorizations
ℓ1 · · · ℓns1 = ℓ
′
1 · · · ℓ
′
ms2
where sj ∈ V (S) \ L(S). We will show such a factorization is unique,
imitating the proof of unique factorization of integers into primes. Without
loss of generality assume |ℓ1| ≤ |ℓ
′
1|. Then in fact ℓ1 ≤ ℓ
′
1 and, since both
are leaves of S, ℓ1 = ℓ
′
1. Cancelling these terms leaves a shorter relation.
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We must have n = m, otherwise eventually we would arrive at a relation
of the form s1 = ℓ
′′
1 · · · ℓ
′′
ks2 or s2 = ℓ
′′
1 · · · ℓ
′′
ks1 with ℓ
′′
j ∈ L(S). In the
first case ℓ′′1 ≤ s1, which since ℓ
′′
1 ∈ L(S) and s1 ∈ V (S), can only hold if
ℓ′′1 = s1, contradicting s1 /∈ L(S), and similarly in the second case. Since
n = m, successive cancellations show that ℓj = ℓ
′
j for all j and s1 = s2. In
particular α = β. 
Remark 3.7. It may be shown that given a tile S, the only possible choice for
the subset Ω such that Tp is the disjoint union of the translates {ωS : ω ∈ Ω},
is in fact the submonoid generated by the leaves of S, which we will denote
by Ω = 〈L(S)〉.
4. p-adic homeomorphisms via tiling
Theorem 3.6 shows that we may construct many tilings of Tp via the
process of completely splitting nodes into all their possible p children. If
S is such a tile, then translation by its leaves covers all of Tp in almost
disjoint fashion, i.e. S “tiles” Tp. We construct Ω = 〈L(S)〉 successively as
Ω =
⋃∞
n=0 Ln(S) where
L0(S) = {ǫ}, Ln(S) = {ℓ1 · · · ℓn : ℓ1, . . . , ℓn ∈ L(S)} (n ≥ 1).
We can replicate S by defining
S0 = S, Sn =
n⊔
k=0
Lk(S)S
where Lk(S)S =
⊔
ℓ1 · · · ℓkS with each ℓj ranging over L(S). For example,
S1 = S⊔L1(S)S = S⊔
⊔
ℓ∈L(S) ℓS. It is easy to check that L(Sn) = Ln+1(S)
for all n ≥ 0. Note that Sn+1 is obtained by adding to Sn the translates of
S at each element of L(Sn).
Since each Sn is easily verified to be a tile, the balls corresponding to its
leaves L(Sn) = Ln+1(S) form a nested sequence of partitions of Zp which as
we saw in §2, defines a homeomorphism of the inverse limit space with Zp.
Note that by the unique factorization result in the proof of Theorem 3.6,
the number of elements in the nth partition is #Ln+1(S) = #L(S)
n+1 for
all n ≥ 0. Also note that the number of descendants of an element of L(Sn)
that belong to L(Sn+1) is exactly #L(S). This means that in such a nested
sequence of partitions every clopen ball is subdivided in to #L(S) clopen
balls in the next partition.
As explained at the beginning of §3, to define a homeomorphism between
Zp and Zq it suffices to construct tiles S of Tp and S
′ of Tq having the
same number of leaves and assign to them the partitions {Un = L(Sn)} and
{Vn = L(S
′
n)} described above. If we construct S in n steps by successively
completely splitting certain nodes starting with the root node, then the
number of leaves of S is easily verified to be 1 + (p − 1)(s0 + s1 + · · · + sk)
where sj is the number of nodes completely split at the jth step. In other
words, N = #L(S) = 1 + (p− 1)s where s is the total number of splittings,
and similarly N ′ = #L(S′) = 1 + (q − 1)s′. Hence we wish to find positive
integer values of s, s′ such that
1 + (p− 1)s = 1 + (q − 1)s′.
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The general solution of this Diophantine equation is s = (q − 1)m/d and
s′ = (p − 1)m/d where d = gcd(p − 1, q − 1) is the greatest common factor
of p− 1 and q − 1 and m ∈ N.
Let us study the process in more detail. We aim to assign to any solution
(x, y) = (s, s′) of the Diophantine equation (p− 1)x = (q− 1)y a homeomor-
phism between Zp and Zq. For this, we shall first build from such a solution
tiles for Tp and Tq. This provides a homeomorphism as already explained,
and we shall describe it more explicitly using blocks of digits.
Fix a number s ≥ 1 and a prime p. Our goal is to find a tile S of Tp with
#L(S) = 1+(p−1)s. In order to do so, we fix a partition s−1 = s1+. . .+sn
where, sk ∈ Z≥0 and 0 ≤ sk ≤ 1 + (p − 1)(1 + . . . + sk−1). Then the tile S
is constructed as follows:
(1) Define S0 = {ǫ},
(2) let S1 = S0 ⊔ Σp,
(3) for k ≥ 1, choose w1, . . . , wsk ∈ L(S
k) and let
Sk+1 = Sk ⊔
(
sk⊔
i=1
wiΣp
)
.
Then #L(Sk+1) = 1 + (p − 1)(1 + s1 + . . . + sk) for all 2 ≤ k ≤ n, in
particular S = Sn+1 satisfies #L(S) = 1 + (p − 1)s. As mentioned above,
each sk indicates the number of leaves we have to split in S
k to obtain Sk+1,
which makes sense since sk ≤ #L(S
k) by the bounds above. In particular
we always take s0 = 1 so that our tree is not trivial. Note that any tile S
with #L(S) = 1 + (p− 1)s can be recovered for a suitable choice of leaves.
Before describing the associated homeomorphism, we show there is a more
systematic way of constructing S. We consider a total order ≤′ in Σp, which
we will always take as the usual order in Σp = {0, . . . , p − 1}. This induces
a total order ≤′ in Σ∗p as follows: let w1, . . . , wr, w
′
1, . . . , w
′
s ∈ Σp, then
w = w1 · · ·wr ≤
′ w′ = w′1 · · ·w
′
s if and only if w = w
′, or r < s, or r = s and
there exists 1 ≤ i ≤ r such that w1 = w
′
1, . . . , wi−1 = w
′
i−1, wi <
′ w′i. This is
a natural choice in terms of the tree Tp since we are ordering the nodes first
by length as words (which corresponds to depth inside the tree), and nodes
of the same depth are ordered left-to-right according to the convention of
fig. 1. However the chosen order could be replaced by a total order with the
property w < w′ whenever |w| < |w′| for most of what follows, except for the
final explicit expression of homeomorphisms in digits, which is nicer when
using this particular order.
We will say that a tile S is explicit if it satisfies that leaves are chosen
according to the order ≤′. We present some examples of explicit and not
explicit tiles in Z3 in figs. 2 and 3, where the tiles are represented by black
dots.
It is easy to check that explicitness implies that there is some m ∈ Z≥0
such that for every l ∈ L(S), |l| ∈ {m,m + 1}. Also, up to changing n in
the partition of s− 1, we can assume the integers sk are of the form sk = p
k
for all 1 ≤ k ≤ n − 1 and sn > 0. In that case, the tile S is constructed by
successively splitting all nodes of Tp of length < n together with the first sn
nodes of length n (according to ≤′), m above is equal to n and at least one
leave of S has length equal to n + 1. For such n, we denote L = n+ 1 ≥ 1,
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•
•
◦ ◦ ◦
•
◦ ◦ ◦
•
◦ ◦ ◦
•
•
• • •
•
◦ ◦ ◦
•
◦ ◦ ◦
Figure 2. Two examples of explicit tiles of Z3
•
•
◦ ◦ ◦
•
• • •
•
◦ ◦ ◦
•
•
•
• • •
• •
•
◦ ◦ ◦
•
◦ ◦ ◦
Figure 3. Two examples of tiles of Z3 which are not explicit
which satisfies that all leaves of S have length equal to L or L−1, and there
is at least one leaf in L(S) of length L. Note such L is uniquely determined
by s since s = 1 implies L = 1 and if s > 1 then L is determined by
1 + p+ . . . + pL−2 < s ≤ 1 + p+ . . .+ pL−1.
It is also possible to compute the numbers of leaves nL−1, nL of lengths
L − 1 and L respectively in terms of s. Indeed, by the previous discussion
sn = sL−1 = s−(1+. . .+p
(L−2)) is the number of words of length L−1 not in
L(S) (since they are splitted), thus one easily sees that nL−1 = p
L−1−sL−1 =
(1+ . . .+ pL−1)− s and nL = p · sL−1. Moreover, if we let A = L(S)∩Σ
L−1
p
and let B = ΣL−1p \A, then L(S) = A ⊔ (BΣp), unless A = ∅, in which case
L(S) = BΣp = Σ
L
p (we are using here our particular choice of order ≤
′).
Finally, we introduce the blocks of digits. Given (s, s′) ∈ N2 such that
(p − 1)s = (q − 1)s′, we can apply the previous discussion to get explicit
tiles S of Tp and S
′ of Tq such that #L(S) = #L(S
′) = (p − 1)s + 1. If we
choose a bijection τ : L(S) → L(S′), then we can define a homeomorphism
ϕ : Zp → Zq where the image of a =
∑∞
k=0 akp
k ∈ Zp is determined as
follows: regarding a as the infinite word a0 · a1 · · · an · · · ∈ Σ
Z≥0
p , we can
uniquely factorize a = l1 · l2 · · · ln · · · with ln ∈ L(S) for all n ∈ N, and let
ϕ(a) = τ(l1) · τ(l2) · · · τ(ln) · · · .
4.1. Examples.
Example 1. We now present and example for p = 3, q = 5. The associated
Diophantine equation is 2x = 4y, whose minimal positive solution is (s, s′) =
(2, 1). First of all, we construct the explicit tile S of T3 represented in
fig. 4, whose parameters are L = 2, n1 = 2, n2 = 3,#L(S) = 5 and A =
{(1), (2)}, B = {(0, 0), (0, 1), (0, 2)}. Next, we construct the explicit tile S′
of T5, see fig. 5, with parameters L
′ = 1, n′0 = 0, n
′
1 = 5,#L(S
′) = 5 and
A′ = ∅, B′ = {(0), (1), (2), (3), (4)}.
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•
•
• • •
•
◦ ◦ ◦
•
◦ ◦ ◦
Figure 4. figure
The explicit tile S
•
• • • • •
Figure 5. figure
The explicit tile S′
Consider the bijection τ : L(S)→ L(S′) with τ(0, 0) = (0), τ(1) = (1), τ(2) =
(2), τ(0, 1) = (3), τ(0, 2) = (4). Then from S and S′ we can construct the
sequence of partitions Un = Ln(S) and Vn = Ln(S′) for n ≥ 1 as in §4. Note
that for v ∈ Ln(S), w ∈ Ln+1(S), we have w is contained in v as balls if
and only if v is a prefix of w by theorem 3.1. Then the bijection τ trivially
extends to a bijection τ : Un → Vn by letting τ(l1 · · · ln) = τ(l1) · · · τ(ln),
which respects prefix relation, thus inclusion of balls. In other words, τ
gives isomorphic inclusion relations for {Un} and {Vn}.
Then to compute the image of a =
∑∞
k=0 akp
k ∈ Z3, we have to factorize
a using the elements of L(S) and apply τ to this factorization. For example,
the image of a = (2, 1, 0, 1, 0, 2, 0, 0, 0, 0, 0, 1, 0, 0, 0, . . .) = (2) · (1) · (0, 1) ·
(0, 2) · (0, 0) · (0, 0) · (0, 1) · (0, 0) · (0, . . .) is ϕ(a) = (2, 1, 3, 4, 0, 0, 3, 0, . . .).
We can also represent the bijection τ using colours as follows:
◦
◦
• • •
• •
◦
• • • • •
Two nodes are of the same colour if τ maps one to the other. Then ϕ can
be represented by the following colourings.
◦
◦
•
◦
• • •
• •
•
◦
• • •
• •
•
◦
• • •
• •
•
◦
• • •
• •
•
◦
• • •
• •
◦
•
• • • • •
•
• • • • •
•
• • • • •
•
• • • • •
•
• • • • •
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These colourings show the fractal flavour of this construction. Note we are
only colouring the nodes corresponding elements of Ln(S) or Ln(S
′), so not
all nodes in T3 (i.e. not all balls in Z3) are coloured. In terms of digits, the
fact that the node corresponding to 0 in T3 is not coloured corresponds to the
fact that only knowing the first digit of a is 0 is not enough to determine the
first digit of its image, we need to know the second digit too. This is allowed
since an element of Z3 corresponds to an infinite sequence of digits. This
behaviour explains why we talk about blocks of digits, because the image of
an element is determined using its factorization by elements of L(S).
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