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We consider the so-called GI/GI/N queueing network in which
a stream of jobs with independent and identically distributed ser-
vice times arrive according to a renewal process to a common queue
served by N identical servers in a First-Come-First-Serve manner.
We introduce a two-component infinite-dimensional Markov process
that serves as a diffusion model for this network, in the regime where
the number of servers goes to infinity and the load on the network
scales as 1 − βN−1/2 + o(N−1/2) for some β > 0. Under suitable
assumptions, we characterize this process as the unique solution to a
pair of stochastic evolution equations comprised of a real-valued Itoˆ
equation and a stochastic partial differential equation on the posi-
tive half line, which are coupled together by a nonlinear boundary
condition. We construct an asymptotic (equivalent) coupling to show
that this Markov process has a unique invariant distribution. This
invariant distribution is shown in a companion paper [1] to be the
limit of the sequence of suitably scaled and centered stationary dis-
tributions of the GI/GI/N network, thus resolving (for a large class
service distributions) an open problem raised by Halfin and Whitt in
[19]. The methods introduced here are more generally applicable for
the analysis of a broader class of networks.
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1. Introduction.
1.1. Overview. Most stochastic networks are typically too complex to be
amenable to exact analysis. Instead, a common approach is to develop ap-
proximations that can be rigorously justified via limit theorems in a suitable
asymptotic regime. Diffusion models, which capture fluctuations of the state
of the network around its mean behavior, and their invariant distributions
have been well studied for networks of single server queues in heavy traf-
fic (i.e., queues near instability). Most diffusion models for which rigorous
limit theorems have been established thus far have been finite-dimensional
processes (e.g., reflected Brownian motions) or (in the case of certain non-
head-of-the-line policies) deterministic mappings of a finite-dimensional pro-
cess (see, e.g., [11, 27, 28]). In contrast, functional central limit theorems
for many-server networks with general service distributions lead naturally
to diffusion models that are truly infinite-dimensional, and therefore require
new techniques for their analysis. Whereas several limit theorems for many-
server queues have been established (see Section 1.3 for a review), not much
work has been devoted to the analysis of the associated diffusion limit.
The goal of this work is to introduce useful representations of diffusion
models of many-server queues with general service distributions, and to de-
velop techniques for the analysis of the associated processes and their invari-
ant distributions. In particular, we seek to resolve an open question related
to the GI/GI/N queue, which is a network of N parallel servers to which a
common stream of jobs with independent and identically distributed (i.i.d.)
service requirements arrive according to a renewal process, wait in a common
queue if all servers are busy, and are processed in a First-Come-First-Serve
manner by servers when they become free. When the system is stable, an
important performance measure is the steady state distribution of X(N),
the total number of jobs in the network, which includes those waiting in
queue and those in service. A quantity of particular interest is the steady
state probability that the queue is non-empty. An exact computation of
this quantity is in general not feasible for large systems. However, when
the service distribution G is exponential and the traffic intensity (i.e., the
ratio of the mean arrival rate to the mean service rate) of the system has
the form 1 − βN−1/2 + o(N−1/2) for some β > 0, and the interarrival dis-
tribution satisfies some minor technical conditions, Halfin and Whitt [19,
Theorem 2] showed that the sequence of centered and renormalized pro-
cesses Xˆ(N) = (X(N) −N)/√N converges weakly on finite time intervals to
a positive recurrent diffusion X with a constant negative drift when X > 0
3and an Ornstein-Uhlenbeck type restoring drift when X < 0. Moreover, they
also showed that, as the number of servers N goes to infinity, the invariant
distribution of Xˆ(N) converges to the (unique) invariant distribution of the
diffusion X [19, Proposition 1 and Corollary 2], which provides an explicit
approximation for the steady state probability of an N -server queue being
strictly positive for large N . Indeed, the asymptotic scaling for the traffic in-
tensity mentioned above, which is commonly referred to as the Halfin-Whitt
asymptotic regime, was shown in [19] to be the only scaling that ensures
that, in the limit, the probability of a positive queue is non-trivial (i.e., lies
strictly between zero and one).
However, statistical analysis has shown that service distributions are typ-
ically non-exponential [7], and the problem of obtaining an analogous re-
sult for general, non-exponential service distributions was posed as an open
problem in [19, Section 4]. This problem has remained unsolved except for
a few specific distributions [15, 21, 41], even though tightness of the se-
quence of scaled queue-length processes was recently established under gen-
eral assumptions by Gamarnik and Goldberg [14, 16]. The missing element
in converting the tightness result of [14] to a convergence result was the
identification and unique characterization of a candidate limit distribution.
In analogy with the exponential case, a natural conjecture would be that the
limit distribution is equal to the unique stationary distribution (assuming
one can be shown to exist) of the process X obtained as the limit (on every
finite interval) of {Xˆ(N)}. However, whereas for exponential service distri-
butions both the process Xˆ(N) and its limit X are Markov processes, this is
no longer true for more general service distributions. Specifically, although
convergence (over finite time intervals) of the sequence of scaled processes
{Xˆ(N)} has been established for various classes of service distributions (see,
e.g., [34, 30, 15, 35, 33, 24]), the obtained limit is not Markovian, with the
exception of the work in [24], which is discussed further in Section 1.3. This
makes characterization of the stationary distribution of X challenging. It is
easy to see that, except for special classes of distributions (e.g., phase-type
distributions, as considered in [34]), any Markovian diffusion limit process
will be infinite-dimensional. The key challenge is then to identify a suitable
diffusion model, whose invariant distribution can be analyzed and shown to
be the limit of the stationary distributions of the GI/GI/N queue.
1.2. Discussion of Results. The first contribution of this article is to in-
troduce a two-component Markov process (X,Z) that serves as a diffusion
model in the Halfin-Whitt asymptotic regime (see Definition 4.12). The first
component X is real-valued and is the limit of the sequence {XˆN}. The
second component Z = {Z(t, ·), t ≥ 0}, which takes values in the Hilbert
4space H1(0,∞) of square integrable functions on (0,∞) that have a square
integrable weak derivative, keeps track of just enough additional informa-
tion so that (X,Z) is a Markov process. Under suitable conditions on the
service distribution, we characterize the components X and Z to be the
unique solution to a coupled pair of stochastic equations driven by a Brow-
nian motion and an independent space-time white noise (see Theorem 3.7).
Specifically, X satisfies an Itoˆ equation with a constant diffusion coefficient
and a Z-dependent drift, and Z is an H1(0,∞)-valued process driven by a
space-time white noise that satisfies a (non-standard) stochastic partial dif-
ferential equation (SPDE) on the domain (0,∞). The two components are
further linked by a nonlinear boundary condition: at each time t ≥ 0, Z(t, 0)
is a (deterministic) nonlinear function of X(t). A precise formulation of these
equations is given in Definition 3.6. The SPDE characterization of (X,Z) fa-
cilitates the use of tools from stochastic calculus to compute performance
measures of interest and natural generalizations would potentially also be
useful for studying diffusion control problems for many-server networks, in
a manner analogous to Brownian control problems that have been studied
in the context of single-server networks [20].
The second contribution of this article (see Theorem 3.8) is to estab-
lish uniqueness of the invariant distribution of the Markov process (X,Z).
Standard methods for establishing ergodicity of finite-dimensional Markov
processes such as positive Harris recurrence are not well suited to this setting
due to the infinite-dimensional nature of the state space. Other techniques
such as the dissipativity method used for studying ergodicity of nonlinear
SPDEs (see, e.g. [9, 31]) also appear not immediately applicable due to
the non-standard form of the equations, in particular, the presence of the
non-linear boundary condition. Instead, we adopt the asymptotic (equiva-
lent) coupling approach developed in a series of papers by Hairer, Mattingly,
Scheutzow and co-authors (see, e.g., [12, 17, 3, 18] and references therein)
to show that (X,Z) has a unique invariant distribution. The asymptotic
equivalent coupling that we construct has a different flavor from that used
in previous works, and entails the analysis of a certain renewal equation. We
believe that SPDEs with this kind of boundary condition are likely to arise
in the study of scaling limits and control of other parallel server networks,
and so our constructions could be useful in a broader context.
In a companion paper [1] we introduce an H1(0,∞)-valued process Z(N)
that, together with X(N), serves as a state descriptor of the GI/GI/N queue
(see Section 2.2). As depicted in Figure 1, we show in [1, Theorem 2.1]
that each Yˆ (N)
.
= (Xˆ(N), Zˆ(N)) has a stationary distribution pˆi(N) and, in
[1, Proposition 5.1] that the sequence {pˆi(N)} is tight, building on earlier
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results in [14]. Furthermore, under convergence assumptions on the ini-
tial conditions, it follows from [1, Proposition 7.1] that for every t ≥ 0,
the marginal Yˆ (N)(t) = {(Xˆ(N)(t), Zˆ(N)(t))} converges weakly to the cor-
responding marginal Y (t) = (X(t), Z(t)) of the diffusion model with the
limiting initial condition. In particular, initializing the N -server system such
that Yˆ (N)(0) has law pˆi(N), and considering a subsequence that converges
to some limit Y (0), whose law denoted by pi, this implies that along that
subsequence, Yˆ (N)(t) converges to Y (t), where Y is the diffusion model with
initial condition Y (0). Since Yˆ (N)(t) has law pˆi(N) by stationarity, the law of
Y (t) is pi for each t ≥ 0. Theorems 3.7 and 3.8 then imply that pi is the unique
invariant distribution of the diffusion model. When combined, these results
show that it is also the limit of the sequence {pˆi(N)}N∈N (see Theorem 3.10),
thus resolving in the affirmative (for a large class of service distributions)
the open question posed in [19] and reiterated in [14].
More generally, this work also serves to illustrate the usefulness of the
technique of asymptotic (equivalent) coupling for the study of stability prop-
erties of many-server stochastic networks with general service distributions.
Our framework would also allow one to use the general theory of Markov
processes, although in an infinite-dimensional setting, to try to obtain a
convenient characterization or numerical approximation of the limiting dis-
tribution. Such questions are relegated to future work.
1.3. Relevant Prior Work on Infinite-dimensional Representations of the
GI/GI/N queue. A Markovian state descriptor for the GI/GI/N queue was
proposed by Kaspi and Ramanan in [23, 24] in terms of a pair (X(N), ν(N)),
where ν
(N)
t is a finite measure on [0,∞); see Section 2.1. A functional strong
law of large numbers (or fluid) limit was established in [23] and the sequence
of suitably renormalized fluctuations of the state around the fluid limit (in
the subcritical, critical and supercritical regimes) was shown to converge in
the Halfin-Whitt regime to a limit process (X, ν) in [24]. However, (X, ν) lies
in a somewhat complicated space (the ν component is distribution-valued)
6and turns out not to be a Markov process on its own (i.e., the Markov
property of the state is lost in the limit) unless one imposes very stringent
assumptions on the service distribution, or one adds a third component to
Markovianize the state. A key insight that led to our simpler representation
is the observation that the first and third components (when the latter is
chosen to be on a suitable space) on their own form a nice Markov process
(X,Z). It is worth pointing out that the choice of the state space of (X,Z)
is somewhat subtle (see Remark 3.9 for an elaboration of this point).
For the simpler case of infinite-server queues, the Z process in our repre-
sentation can be shown to be Markovian on its own, there is no nonlinear
coupling with X to deal with, and the dynamics are simpler to describe (via
a linear SPDE). In this case, it is more straightforward to establish unique-
ness and identify the form of the invariant distribution without resorting to
any asymptotic coupling argument. Other works that consider infinite-server
queues include [10] and [36]. Specifically, in [36] a different representation of
the state in the space of tempered distributions is used, and a diffusion limit
is characterized as a tempered-distribution-valued Ornstein Uhlenbeck pro-
cess. While this choice of state space facilitates the analysis of the invariant
distribution, it requires stronger conditions on the service distribution, such
as infinite differentiability of the hazard rate function and boundedness of
all its derivatives (see [36, Assumption 1.2]).
1.4. Outline of the Rest of the Paper. In Section 3, we introduce the
assumptions on the service distribution and the diffusion model SPDE, and
state our main results, Theorems 3.7 and 3.8. In Section 4, we provide an
explicit construction of the diffusion model (X,Z) and show that it is the
unique solution to the diffusion model SPDE, and is also a time-homogeneous
Feller Markov process. The proof of Theorem 3.7 is given at the end of Section
4.5. In Section 5, which is devoted to the proof of Theorem 3.8, we construct
a suitable asymptotic equivalent coupling to show that the diffusion model
has at most one invariant distribution. Proofs of a few additional results are
relegated to Appendices A and B.
1.5. Notation. The following notation will be used throughout the pa-
per. Z, Z+ and N are the sets of integers, nonnegative integers and positive
integers, respectively. Also, R is the set of real numbers and R+ the subset of
nonnegative real numbers. For a, b ∈ R, a∧ b and a∨ b denote the minimum
and maximum of a and b, respectively. Also, a+
.
= a ∨ 0 and a− .= −(a ∧ 0).
For a set B, 1B (·) is the indicator function of the set B (i.e., 1B (x) = 1 if
x ∈ B and 1B (x) = 0 otherwise). Moreover, with a slight abuse of notation,
1 denotes the constant function equal to 1 on any domain V .
7For every n ∈ N and subset V ⊂ Rn, C(V ), Cb(V ) and Cc(V ) are respec-
tively, the spaces of continuous functions on V , bounded continuous functions
on V and continuous functions with compact support on V . For f ∈ C[0,∞)
and T > 0, ‖f‖T denotes the supremum of |f(s)| over s ∈ [0, T ], and ‖f‖∞
denotes the supremum of |f(s)| over [0,∞). A function for which ‖f‖T <∞
for every T < ∞ is said to be locally bounded. Also, C0[0,∞) denotes the
subspace of functions f ∈ C[0,∞) with f(0) = 0, C1[0,∞) denotes the set
of functions f ∈ C[0,∞) for which the derivative, denoted by f ′, exists and
is continuous on [0,∞) (with f ′(0) denoting the right derivative at 0), and
C1b [0,∞) represents the subset of functions in C1[0,∞) that are bounded
and have a uniformly bounded derivative. Moreover, for every Polish space
X , C([0,∞);X ) denotes the set of continuous X -valued functions on [0,∞).
Recall that when V ⊂ R, a function f : V 7→ R is uniformly continuous on
an interval I ⊂ V if for every  > 0, there exists a δ > 0 such that for every
t, s ∈ I with |t− s| < δ, |f(t)− f(s)| ≤ . A function f : (0,∞) 7→ R is called
locally uniformly continuous if, for every 0 < T <∞, it is uniformly contin-
uous on the interval I = (0, T ). Note that for a locally uniformly continuous
function f , the limit limt↓0 f(t) exists and f can be continuously extended
to [0,∞) by setting f(0) .= limt↓0 f(t).
Let L1(0,∞), L2(0,∞), and L∞(0,∞), denote, respectively, the spaces
of integrable, square-integrable and essentially bounded measurable func-
tions on (0,∞), equipped with their corresponding standard norms. Also,
let L1loc(0,∞) denote the space of locally integrable functions on [0,∞).
For any f ∈ L1loc(0,∞) and a function g that is bounded on finite inter-
vals, g ∗ f denotes the (one-sided) convolution of two functions, defined as
f ∗g(t) .= ∫ t0 f(t−s)g(s)ds, t ≥ 0. Note that f ∗g is locally integrable and lo-
cally bounded. Let H1(0,∞) denote the space of square integrable functions
f on (0,∞) whose weak derivative f ′ exists and is also square integrable,
equipped with the norm
‖f‖H1 =
(
‖f‖2L2(0,∞) + ‖f ′‖2L2(0,∞)
) 1
2
.
The space H1(0,∞) is a separable Banach space, and hence, a Polish space
(see e.g. [6, Proposition 8.1 on p. 203]). Also, for a function t 7→ {u(t, r), r >
0} ∈ C([0,∞),H1(0,∞)), ∂ru(t, ·) denotes the weak derivative of u(t, ·) for
every t ≥ 0. Finally, recall that every function f ∈ H1(0,∞) is almost every-
where equal to an absolutely continuous function whose derivative coincides
with the weak derivative of f , almost everywhere [13, Problem 5 on p. 290].
Finally, for two measures µ, ν on a measurable space (Ω,F), µ is said to be
absolutely continuous with respect to ν, denoted µ  ν, if for every subset
8A ∈ F , ν(A) = 0 implies µ(A) = 0. When µ  ν and ν  µ, µ and ν are
said to be equivalent, and this is denoted by µ ∼ ν.
2. State representations of the N-server queue. To motivate the
form of the SPDE description of the diffusion model, we recall dynamical
equations for the N -server model, first for the measure-valued state descrip-
tor of the GI/GI/N queue introduced in [23, 24] in Section 2.1, and then for
the reduced state representation in Section 2.2.
2.1. A Measure-Valued Representation for the GI/GI/N Queue. Recall
that the total number of jobs in system at time t is denoted by X(N)(t).
Also, let a
(N)
j (t) denote the age of job j, which is the amount of service that
the job has received by time t. In [23], the GI/GI/N queue was described by
the state (X(N), ν(N)), where ν
(N)
t is the finite measure
ν
(N)
t =
∑
j
δ
a
(N)
j (t)
,
which is the sum, over jobs in service at time t, of unit Dirac masses at the
ages of the jobs. In particular, ν
(N)
t (1) is the number of jobs in service (recall
that ν
(N)
t (1) is the integral of the constant function 1 with respect to ν
(N)
t ),
and the non-idling property implies
(2.1) (X(N)(t)−N) ∧ 0 = ν(N)t (1)−N.
Let E(N)(t) and D(N)(t) be the cumulative number of jobs that, respectively,
arrived into and departed from the system during [0, t]. Then, the following
equation reflects a simple mass balance for the number of jobs in system:
(2.2) X(N)(t) = X(N)(0) + E(N)(t)−D(N)(t).
Moreover, definingK(N)(t) to be the number of jobs that have entered service
during [0, t], a mass balance equation for the number of jobs in service implies
(2.3) K(N)(t) = ν
(N)
t (1)− ν(N)0 (1) +D(N)(t).
Now, consider the Halfin-Whitt regime where the service distribution has
unit mean and the arrival rate satisfies λ(N) = N−β√N+o(√N) as N →∞.
In [23], a fluid (or functional law of large numbers) limit was obtained and
shown to have (X
∗
, ν∗) = (1, G(x)dx) as an invariant state. The dynamics
of the “diffusion-scaled” processes
(Xˆ
(N)
t , νˆ
(N)
t )
.
=
1√
N
(X(N) −NX∗, ν(N) −Nν∗),
9and Hˆ(N)(t)
.
= (H(N)(t)− t)/√N for H = E,D,K, were studied in detail in
[24]. It was shown in [24, Corollary 5.5] that
(2.4) Dˆ(N)(t) =
∫ t
0
νˆ(N)s (h)ds+ Mˆ(N)(1),
where h is the hazard rate function of the service time distribution, and
Mˆ(N) is a ca`dla`g orthogonal martingale measure with covariance functional
(2.5) 〈Mˆ (N)(B), Mˆ (N)(B˜)〉 =
∫ t
0
(∫
B∩B˜
h(x)ν¯(N)s (dx)
)
ds,
for any Borel subset B, B˜ of [0,∞), and for any bounded continuous function
ϕ on [0,∞)2, Mˆ (N)(ϕ) represents the stochastic integral of ϕ with respect
to Mˆ (N) (see [24, Section 4.1] and [40, Chapters 1 and 2] for more details on
martingale measures). Therefore, (2.2) implies that
(2.6) Xˆ(N)(t) = Xˆ(N)(0) + Eˆ(N)(t)−
∫ t
0
νˆ(N)s (h)ds− Mˆ(N)(1).
It was also shown, in [24, Proposition 6.2], that for f ∈ C1b [0,∞), νˆ(N)t (f)
satisfies
(2.7) νˆ
(N)
t (f) = νˆ
(N)
0 (f)+
∫ t
0
νˆ(N)s
(
df
dx
− hf
)
ds+f(0)Kˆ(N)(t)−Mˆ(N)(f),
with
(2.8) Kˆ(N)(t) = νˆ
(N)
t (1)− νˆ(N)0 (1) +
∫ t
0
νˆ(N)s (h)ds+ Mˆ(N)(1),
and νˆ(N) and Xˆ(N) further coupled through the following diffusion-scaled
version of the non-idling condition in (2.1):
(2.9) νˆ
(N)
t (1) = Xˆ
(N)(t) ∧ 0.
Furthermore, it was shown in [24, Theorem 3] that {(Xˆ(N), νˆ(N))}N∈N
converges to a limit process (X, ν) that is characterized by a coupled pair of
stochastic evolution equations. However, this process is not very amenable
to analysis: it takes values in the somewhat complicated state space R×H−2
(where H−2 is a certain distribution space), and is not Markov on its own
(i.e., the Markov property of the state representation is not preserved in
the limit), although it could be Markovianized by the addition of a third
component, thereby making the state space even more complicated.
10
2.2. A Reduced Representation. We now consider a more tractable repre-
sentation Y (N)
.
= (X(N), Z(N)) for the GI/GI/N model, used in [1], in which
we append to X(N)(t), the number of jobs in system, a function-valued ran-
dom element Z(N)(t, ·) defined as follows: for every t ≥ 0,
(2.10) Z(N)(t, r)
.
=
∑
j
G(a
(N)
j (t) + r)
G(a
(N)
j (t))
, r ≥ 0,
where the summation is over the indices of jobs in service at time t. Roughly
speaking, Z(N)(t, r) is the conditional expected number of jobs receiving
service at time t that will still be in the network at time t + r, given the
network state at time t. The key advantage of this representation is that the
process Z(N) lies in a simpler Hilbert space, but at the same time contains
enough information so as to lead to a diffusion model that is Markov.
Defining a one-parameter family of functions {ϑr; r ≥ 0} by
(2.11) ϑr(x)
.
=
G(x+ r)
G(x)
, r, x ≥ 0,
the random element Z(N)(t, ·) can be written in terms of ν(N)t as
(2.12) Z(N)(t, r)
.
= ν
(N)
t (ϑ
r).
Note ϑ0 = 1, and hence, Z(N)(t, 0) = ν
(N)
t (1) is the number of jobs in
service at time t. Further, define Z¯∗(r) .= 〈ϑr, ν∗〉 = ∫∞0 G¯(x + r)dx and
set Zˆ(N)(t, ·) .= (Z(N)(t, r) − NZ¯∗(r))/√N . Then, substituting f = ϑr in
the equation (2.7), noting that ∂xϑ
r − hϑr = ∂rϑr and ϑr(0) = G(r), and
invoking the relation
(2.13) ν
(N)
t (∂rϑ
r) =
∑
j
g(a
(N)
j (t) + r)
G(a
(N)
j (t))
= −∂rZ(N)(t, r),
we observe that Zˆ(N) satisfies
(2.14)
Zˆ(N)(t, r) = Zˆ(N)(0, r) +
∫ t
0
∂rZˆ
(N)(s, r)ds+G(r)Kˆ(N)(t)− Mˆ(N)t (ϑr),
where, substituting ν
(N)
· (1) = Z(N)(·, 0) and 〈h, νˆ(N)s 〉 = −∂rZˆ(N)(s, 0) in
(2.8) and (2.9), we have
(2.15) Kˆ(N)(t) = Zˆ(N)(t, 0)− Zˆ(N)(0, 0)−
∫ t
0
∂rZˆ
(N)(s, 0)ds+ Mˆ(N)t (1),
11
and
(2.16) Zˆ(N)(t, 0) = Xˆ(N)(t) ∧ 0.
The diffusion model SPDE introduced in Section 3.2 is a limit analog of the
equations in the last three displays.
3. Assumptions and Main Results.
3.1. Assumptions. Throughout, the function G represents the cumula-
tive distribution function (cdf) of the service distribution in the GI/GI/N
model, and G
.
= 1−G denotes the complementary cdf.
Assumption I. The function G satisfies the following properties:
a. G is continuously differentiable with derivative g and
∫∞
0 G(x)dx = 1.
b. The function h defined by
(3.1) h(x)
.
=
g(x)
G(x)
, x ∈ [0,∞),
is uniformly bounded, that is, H
.
= supx∈[0,∞) h(x) <∞.
c. The derivative g is continuously differentiable with derivative g′, and
the function
h2(x)
.
=
g′(x)
G(x)
, x ∈ [0,∞),
is uniformly bounded, that is, H2
.
= supx∈[0,∞) |h2(x)| <∞.
Remark 3.1. Assumption I.a implies that the service distribution has
a continuous probability density function (p.d.f.) g and finite mean that
is set (by changing units if necessary) to be 1. Note that h represents the
hazard rate function of the service time distribution, and the boundedness
of h implies that the support of the service time distribution is all of [0,∞).
Assumption II. For some  > 0, there exists a finite positive constant
c such that G(x) ≤ c x−2− for all sufficiently large x. In other words, the
service time distribution has a finite (2 + ) moment.
Remark 3.2. Since G(x) ≤ 1 and ∫∞0 G(x)dx = 1, G lies in L1(0,∞) ∩
L2(0,∞). Hence, Assumptions I.b and I.c, respectively, imply that g and g′
also lie in L1(0,∞)∩L2(0,∞).Also, Assumption II and the bound ∫∞· G(x)dx ≤
1 imply that
∫∞
· G(x)dx also lies in L
1(0,∞) ∩ L2(0,∞).
12
It is easily verified (see Appendix F) that Assumptions I and II are satis-
fied by a large class of distributions of interest, including phase-type distri-
butions, Gamma distributions with shape parameter α ≥ 2, Lomax distribu-
tions (i.e., generalized Pareto distributions with location parameter µ = 0)
with shape parameter α > 2, and the log-normal distribution, which has
been empirically observed to be a good fit for service distributions arising in
applications [7, Section 4.3].
3.2. An SPDE. In this section, we introduce an SPDE that is shown in
Theorem 3.7 to characterize the diffusion model Y = (X,Z).
3.2.1. Driving Processes. The SPDE is driven by a Brownian motion
B and an independent space-time white noise M on [0,∞)2 based on the
measure g(x)dx⊗ dt, defined on a common probability space (Ω,F ,P), i.e.,
M = {Mt(A), A ∈ B[0,∞), t ∈ [0,∞)} is a continuous martingale measure
with covariance given by
(3.2) 〈M(A),M(A˜)〉t = t
∫ ∞
0
1A∩A˜ (x) g(x)dx, A, A˜ ∈ B([0,∞)).
For definitions and properties of martingale measures and space-time white
noise, we refer the reader to [40, Chapters 1 and 2]. For every bounded
measurable function ϕ on [0,∞)× [0,∞),
the stochastic integral of ϕ on [0,∞)× [0, t] with respect to the martingale
measure M is denoted by
(3.3) Mt(ϕ) .=
∫∫
[0,∞)×[0,t]
ϕ(x, s)M(dx, ds).
Note that M·(ϕ) is a continuous Gaussian process with independent incre-
ments. Also, let F˜t .= σ(B(s),Ms(A); 0 ≤ s ≤ t, A ∈ B(0,∞)), and let the
filtration {Ft} denote the augmentation (see [22, Definition 7.2 of Chapter 2])
of {F˜t} with respect to P. Recall that the stochastic integral {Mt(ϕ), t ≥ 0}
is an {Ft}-martingale with (predictable) quadratic variation
(3.4) 〈M(ϕ)〉t =
∫ t
0
∫ ∞
0
ϕ2(x, s)g(x)dx ds.
The processes B and M arise as limits of suitably scaled fluctuations
of the arrival and departure processes, respectively, in the GI/GI/N model.
Specifically, the fluctuations Eˆ(N) of the scaled renewal arrival processes con-
verge weakly to the process E(t) = σB(t)−βt, t ≥ 0, where β is the constant
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in the Halfin-Whitt scaling, and σ > 0 is a constant that depends on the
mean and variance of the interarrival times (see [24, Remark 5.1]). Moreover,
it follows from [23, Lemma 5.9] and [24, Corollary 8.3] that when the fluid
limit is invariant, with ν·(dx) ≡ G(x)dx (referred to as the critical case in
[24]), for suitable test functions f , the sequence of scaled local martingales
Mˆ(N)(f) converges to M(f); indeed, the covariance functional (3.2) is the
limit of the covariance functional of Mˆ(N), obtained by replacing ν¯N by its
limit ν¯ in the expression (2.5). Furthermore, the independence of M and B
follows from the asymptotic independence result of [24, Proposition 8.4].
3.2.2. The Diffusion Model SPDE. To introduce the state space Y of the
diffusion model, we first list relevant properties of the space H1(0,∞).
Lemma 3.3. The space H1(0,∞) satisfies the following properties:
a. For every function f ∈ H1(0,∞), there exists a (unique) function f∗ ∈
C[0,∞) such that f = f∗ a.e. on (0,∞).
b. The embedding I : H1(0,∞) 7→ C[0,∞) that takes f to f∗ is continu-
ous.
c. For every t ≥ 0, the mapping f 7→ f(t + ·) is a continuous mapping
from H1(0,∞) into itself. Also, for every f ∈ H1(0,∞), the translation
mapping t 7→ f(t+ ·) from [0,∞) to H1(0,∞) is continuous. Moreover,
(3.5) lim
t→∞ ‖f(t+ ·)‖H1 = 0.
Proof. Part a is proved in [6, Theorem 8.2]. Since ‖f∗‖T ≤ ‖f∗‖L∞(0,∞)
for f∗ ∈ C[0,∞) and T < ∞, part b follows immediately from the bound
(5) of [6, Theorem 8.8]. Part c is elementary; however, a proof is provided in
Appendix C.
Using I to denote the embedding from H1(0,∞) to C[0,∞) as defined
above, we define the space
Y .=
{
(x, f) ∈ R×H1(0,∞) : I[f ](0) = x ∧ 0} ,
which will serve as the state space of the diffusion model.
Corollary 3.4. Y is a closed subspace of R × H1(0,∞) and hence, is
a Polish space.
Proof. Note that the mapping f∗ 7→ f∗(0) is continuous from C[0,∞) to
R, and hence by part b of Lemma 3.3, the mapping that takes f ∈ H1(0,∞)
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to I[f ](0) is continuous fromH1(0,∞) to R. Since x 7→ x∧0 is also continuous
on R, the set Y is the pre-image of the closed set {0} under the continuous
map I[f ](0)− x ∧ 0, and hence is closed.
Remark 3.5. Lemma 3.3 asserts that for every function f ∈ H1(0,∞),
there exists a unique continuous function f∗ on [0,∞) whose restriction to
(0,∞) belongs to the equivalence class of f . This continuous representative
is used to define the evaluation of f on [0,∞); in particular, we use f(0) to
denote the evaluation of f∗ at 0. For ease of notation (and as is customary in
the literature, see, e.g., [6, Remark 5, Section 8]), we denote the continuous
representative of f again by f .
Using the notation of Remark 3.5, we can rewrite the state space Y as
(3.6) Y .=
{
(x, f) ∈ R×H1(0,∞) : f(0) = x ∧ 0} .
Let Y be equipped with its Borel σ-algebra B(Y). We now introduce the
diffusion model SPDE. Note that the diffusion model equations (3.8), (3.9)
and (3.10) for (X,Z) in Definition 3.6 below are simply limit analogs of the
equations (2.14)-(2.15), (2.9) and (2.6), respectively, of the GI/GI/N model.
Definition 3.6 (Diffusion Model SPDE). Let Y0 = (X0, Z0(·)) be a Y-
valued random element defined on (Ω,F ,P), independent of B and M. A
continuous Y-valued stochastic process Y = {(X(t), Z(t, ·)); t ≥ 0} is said to
be a solution to the diffusion model SPDE with initial condition Y0 if
1. Y is {FY0t }-adapted, where FY0t .= Ft ∨ σ(Y0);
2. Y (0) = Y0, P-almost surely;
3. P-almost surely, ∂rZ(·, ·) : (0,∞) × (0,∞) 7→ R is locally integrable
and for every t > 0, there exists (a unique) F ∗t ∈ C[0,∞) such that the
function
(3.7) r 7→
∫ t
0
∂rZ(s, r)ds
is equal to F ∗t a.e. on (0,∞). Again, with a slight abuse of notation,
for r ≥ 0 (and in particular, r = 0) we denote by ∫ t0 ∂rZ(s, r)ds the
evaluation of the continuous representative F ∗t at r.
4. P-almost surely, Z satisfies
Z(t, r) =Z0(r) +
∫ t
0
∂rZ(s, r)ds−Mt(ϑr)
(3.8)
+G(r)
{
Z(t, 0)− Z0(0)−
∫ t
0
∂rZ(s, 0)ds+Mt(1)
}
, ∀t, r ≥ 0,
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subject to the boundary condition
(3.9) Z(t, 0) = X(t) ∧ 0, ∀t ≥ 0,
and X satisfies the stochastic equation
(3.10) X(t) = X0 + σB(t)− βt−Mt(1) +
∫ t
0
∂rZ(s, 0)ds, ∀t ≥ 0.
Given B,M as above, we say the diffusion model SPDE has a unique solution
if for every initial condition Y0 and every two solutions Y and Y˜ with initial
condition Y0, P{Y (t) = Y˜ (t);∀t ≥ 0} = 1.
3.3. Main Results. We first state our results and then describe how they
are useful for showing convergence of stationary distributions of the centered
and scaled number of jobs Xˆ(N) in system in the Halfin-Whitt regime, thus
resolving the open problem posed in [19]. To state our first result, recall
that a Markov family {P y; y ∈ Y} with corresponding transition semigroup
{Pt; t ≥ 0} is called Feller if for every continuous and bounded function F
on Y, Pt[F ] is a continuous function.
Theorem 3.7. Suppose Assumptions I-II hold. Then, for every Y-valued
random element Y0, there exists a unique solution Y to the diffusion model
SPDE with initial condition Y0. Furthermore, if P
y is the law of the solution
with initial condition y ∈ Y, then {P y; y ∈ Y} is a time-homogeneous Feller
Markov family.
The proof of Theorem 3.7 is given at the end of Section 4.5. Let {Pt; t ≥ 0}
be the transition semigroup associated with the Markov family {P y; y ∈ Y}
of Theorem 3.7, and recall that a probability measure µ on (Y,B(Y)) is said
to be an invariant or stationary distribution for {Pt} If
(3.11) µPt = µ, t ≥ 0.
Theorem 3.8. Suppose Assumptions I-II hold. Then the transition semi-
group {Pt; t ≥ 0} associated with the diffusion model SPDE has at most one
invariant distribution.
Theorem 3.8 is proved in Section 5.6.
Remark 3.9. A key contribution of our work is the identification of a
suitable augmentation of the state X, with a function-valued process such
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as Z, that facilitates the analysis of both the process and its invariant distri-
bution. It is worth emphasizing that the most convenient choice of function
space for Z is not completely obvious. For example, Z could also be viewed as
a continuous process taking values in the spaces L2(0,∞), C[0,∞), C1[0,∞),
orW1,1(0,∞), the Sobolev space of integrable functions with integrable weak
derivatives on (0,∞). However, in the case of L2(0,∞) or C[0,∞), X does
not seem to admit a representation as a nice Itoˆ process, and it is not clear if
(X,Z) is a Feller process. On the other hand, although the choice of C1[0,∞)
leads to a Feller process, it seems difficult to show uniqueness of the invari-
ant distribution in this space. Lastly, when the state space of Z is chosen
to be W1,1(0,∞), it is possible to show that (X,Z) is both a continuous
homogeneous Feller process and has a unique invariant distribution (albeit
the latter only under more restrictive assumptions on G). However, in this
case, it does not seem easy to establish convergence of the centered scaled
marginals ZˆN (t) to Z(t), which is a key step in [1] that is used to identify
the limit of the sequence of scaled N -server stationary distributions. The
choice of the space H1(0,∞) for Z allows us to establish all three properties
at once; in particular, the Hilbert structure of H1(0,∞) is exploited in [1,
Lemma 7.3 and Proposition 7.1] to establish finite-dimensional convergence
of ZˆN (t) to Z(t) (when the initial conditions converge in a suitable sense).
The assumption β > 0 is not necessary for the results of this paper;
however, we impose it since it is needed to prove existence of the stationary
distribution pi. As explained in Section 1.2, the motivation for our results
above is that, when combined with those of [1], they yield the following
result, which in particular establishes existence of a stationary distribution
for {Pt}.
Theorem 3.10. ([1, Theorem 2.2]) Suppose Assumptions I-II hold. In
addition, suppose G has a finite (3 + ) moment for some  > 0, and g′
has a bounded weak derivative g′′ which satisfies g′′(x) = O(x−(2+)) as
x → ∞. Then the transition semigroup {Pt; t ≥ 0} associated with the dif-
fusion model SPDE has a unique stationary distribution pi. Moreover, pˆi(N)
converges weakly to pi as N →∞.
Remark 3.11. It is possible to establish existence of the invariant dis-
tribution of {Pt} under a finite (2 + ) moment assumption via a different
argument, namely by an application of the Krylov-Bogoliubov theorem to-
gether with certain bounds on Xˆ that are obtained from uniform bounds on
the fluctuations of the number of jobs Xˆ(N) in the N server queue obtained
in [1, Corollary 5.1].
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4. An Explicit Solution to the SPDE. The goal of this section is
to prove Theorem 3.7. We start by establishing existence and uniqueness
of a solution to the diffusion model SPDE. First, in Section 4.1, we state
a number of basic results that are required to define a candidate solution,
which we call the diffusion model. In Section 4.2, we provide an explicit
construction of this Y-valued stochastic process. In Section 4.3, we verify
that Y is indeed a solution to the diffusion model SPDE and in Section 4.4,
prove that it is the unique solution. Finally, in Section 4.5 we show that the
diffusion model is a time-homogeneous Feller Markov process.
4.1. Preliminaries. In this section we establish regularity properties of
various objects that arise in the analysis of the SPDE.
4.1.1. Properties of the Martingale Measure. Recall the definition given
in Section 3.2 of the continuous martingale measure M and stochastic in-
tegral Mt(ϕ). We now define two families of operators that allow us to
represent some relevant quantities in a more succinct manner. Consider the
family {Ψt, t ≥ 0} of operators that map functions on [0,∞) to functions on
[0,∞)× [0,∞), and are defined as follows: for every t ≥ 0,
(4.1) (Ψtf)(x, s)
.
= f(x+ (t− s)+) G(x+ (t− s)
+)
G(x)
, (x, s) ∈ [0,∞)2.
In particular, for any bounded function f on [0,∞), supt≥0 ‖Ψtf‖∞ ≤ ‖f‖∞,
and hence, Ψt maps the space Cb[0,∞) of continuous bounded functions on
[0,∞) to the space Cb([0,∞) × [0,∞)) of continuous bounded functions on
[0,∞)× [0,∞). Next, consider the family of operators {Φt, t ≥ 0} which are
defined as follows: for every t ≥ 0, let
(4.2) (Φtf)(x)
.
= f(x+ t)
G(x+ t)
G(x)
, x ∈ [0,∞),
for any function f on [0,∞). The operator Φt clearly maps the space Cb[0,∞)
into itself.
Observe that the family of functions {ϑr; r ≥ 0} defined in (2.11) admits
the representation
(4.3) ϑr = Φr1, r ≥ 0.
Also, Φ0f = f and the family of operators {Φt, t ≥ 0} satisfies the semigroup
property:
ΦtΦs = Φt+s, t, s ≥ 0.
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Furthermore, for every function f defined on [0,∞) and s, t > 0,
(4.4) (ΨsΦtf)(x, v) = (Ψs+tf)(x, v), (x, v) ∈ [0,∞)× [0, s].
Next, we define a family of stochastic convolution integrals: for t ≥ 0 and
f ∈ Cb[0,∞),
Ht(f) .=Mt(Ψtf) =
∫∫
[0,∞)×[0,t]
f(x+ t− s) G(x+ t− s)
G(x)
M(dx, ds).(4.5)
Recall that a stochastic process or random field {ξ1(t); t ∈ T } with index
set T is called a modification of another stochastic process or random field
{ξ2(t); t ∈ T } defined on a common probability space, if for every t ∈ T ,
ξ1(t) = ξ2(t), almost surely. In contrast, ξ1 and ξ2 are said to be indistin-
guishable if P{ξ1(t) = ξ2(t) for all t ∈ T } = 1. Lemma 4.1 and Proposition
4.3 below show that we can choose suitably regular modifications of certain
stochastic integrals.
Lemma 4.1. Suppose Assumption I holds. Then, {Mt(Φr1); t, r ≥ 0},
{Mt(Ψt+r1); t, r ≥ 0} and {Mt(Ψt+rh); t, r ≥ 0} have modifications that
are jointly continuous on [0,∞)2.
Proof. Fix T ∈ (0,∞), 0 ≤ s ≤ t ≤ T and 0 ≤ r, u ≤ T . Recalling from
(3.2) the quadratic variation process of integrals with respect to M, and
using the Burkholder-Davis-Gundy inequality for martingales (see e.g [40,
Theorem 7.11]), there exists a constant cˆ1 <∞ such that for every bounded
measurable function ϕ on [0,∞)× [0,∞),
(4.6) E
[
|Mt(ϕ)−Ms(ϕ)|6
]
≤ cˆ1
(∫ t
0
∫ ∞
0
ϕ2(x, v)g(x)dxdv
)3
.
Let cˆ2 <∞ be such that (a+ b)6 ≤ cˆ2(a6 + b6), and set c .= cˆ1cˆ2 <∞. Then,
by (4.2) and the bound (4.6), E[|Mt(Φr1)−Ms(Φu1)|6] is bounded by
c E
[|Mt(Φr1)−Ms(Φr1)|6]+ c E [|Ms(Φr1− Φu1)|6]
≤ c
(∫ t
s
∫ ∞
0
G(x+ r)2
G(x)2
g(x)dxdv
)3
+ c
(∫ s
0
∫ ∞
0
(G(x+ r)−G(x+ u))2
G(x)2
g(x)dxdv
)3
.
19
where c
.
= cˆ1cˆ2 <∞. Then, by Assumption I.b and the mean value theorem,
there exists r∗ ∈ [r, u] such that
E
[|Mt(Φr1)−Ms(Φu1)|6] ≤ c|t− s|3 + cT 3(∫ ∞
0
g(x+ r∗)2
G(x)2
g(x)dx
)3
|r − u|6
≤ c|t− s|3 + cT 3H6(2T )3|r − u|3.
Note that the inequality |r− u| ≤ 2T is used in the second line, which holds
because r, u ∈ [0, T ]. Therefore, by the Kolmogorov-Centsov theorem (see,
e.g., [37, Theorem I.25.2], with n = 2, α = 6 and  = 1), the random field
{Mt(Φr1); t, r ≥ 0} has a continuous modification.
In a similar fashion, by definition (4.1) and another application of the
bound (4.6), there exists r∗ ∈ [t+ r, s+ u] such that
E
[|Mt(Ψt+r1)−Ms(Ψs+u1)|6]
≤ c
(∫ t
s
∫ ∞
0
G(t+ x+ r − v)2
G(x)2
g(x)dxdv
)3
+ c
(∫ s
0
∫ ∞
0
(G(t+ x+ r − v)−G(s+ x+ u− v))2
G(x)2
g(x)dxdv
)3
≤ c|t− s|3 + c
(∫ s
0
∫ ∞
0
g(x+ r∗ − v)2
G(x)2
g(x)dxdv
)3
(|t− s|+ |r − u|)6
≤ c|t− s|3 + cˆ2cT 3H6(2T )3(|t− s|3 + |r − u|3)
≤ c˜(|t− s|3 + |r − u|3),
for some c˜ < ∞. Again, by the Kolmogorov-Cˇentsov theorem, the process
{Mt(Ψt+r1); t, r ≥ 0} has a continuous modification. Similarly, using As-
sumption I.c and (4.1), we obtain
E
[|Mt(Ψt+rh)−Ms(Ψs+uh)|6] ≤ c|t− s|3 + c3T 3H62 (2T )3|t+ r − s− u|3
≤ c˜(|t− s|3 + |r − u|3),
for some c, c˜ < ∞. Thus, {Mt(Ψt+rh); t, r ≥ 0} has a continuous modifica-
tion.
Remark 4.2. By Mt(Φr1), Mt(Ψt+r1) and Mt(Ψt+rh), we always de-
note the jointly continuous modification. Note that, by substituting r = 0
in Lemma 4.1, this also implies the continuity of the stochastic processes
t 7→ Mt(1), t 7→ Ht(1) and t 7→ Ht(h).
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Proposition 4.3. Let Assumption I-II hold. Then {Mt(Ψt+·1); t ≥ 0}
has a continuous H1(0,∞)-valued modification. Also, almost surely, for every
t ≥ 0, the function r 7→ Mt(Ψt+r1) has weak derivative −Mt(Ψt+rh) on
(0,∞).
To prove Proposition 4.3 we need the following intermediate result on
properties of the random element Mt(Ψt+·1) for fixed t ≥ 0.
Lemma 4.4. If Assumption I.b holds, then the following properties hold:
a. For every t ≥ 0, almost surely,
(4.7) Mt(Ψt+r1) = Ht(1)−
∫ r
0
Mt(Ψt+uh)du, ∀r ≥ 0;
b. If, in addition, Assumption II holds, then for every t ≥ 0, the random
functions r 7→ Mt(Ψt+r1) and r 7→ Mt(Ψt+rh) lie in L2(0,∞), almost
surely.
Proof. We start by proving property a, which is similar in spirit to,
but not a direct consequence of, Lemma E.1 of [24]. For fixed t > 0, by
Assumption I.b, the function
(Ψt+uh)(x, s) =
g(x+ t+ u− s)
G(x)
,
is measurable in (u, x, s), bounded and satisfies∫ r
0
(Ψt+uh)(x, s)du =
G(x+ t− s)
G(x)
−G(x+ t+ r − s)
G(x)
= Ψt1(x, s)−Ψt+r1(x, s).
Since M is an orthogonal, and therefore a worthy, martingale measure, by
the stochastic Fubini theorem for martingale measures (see e.g. [40, Theorem
2.6]) we have∫ r
0
Mt(Ψt+uh)du =Mt
(∫ r
0
Ψt+uh du
)
=Mt(Ψt1)−Mt(Ψt+r1),
Since Ht(1) =Mt(Ψt1), equation (4.7) follows from the last display.
Now we turn to the proof of property b. For every t, r ≥ 0, (3.4), (4.1)
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and Assumption I.b imply that
E[Mt
(
Ψt+r1
)2
] =
∫ t
0
∫ ∞
0
G(x+ t+ r − s)2
G(x)2
g(x)dxds
≤ t
∫ ∞
0
G(x+ r)2
G(x)2
g(x)dx
≤ tH
∫ ∞
r
G(x)dx.
Similarly, we have
E[M(Ψt+rh)2] = ∫ t
0
∫ ∞
0
g(x+ t+ r − s)2
G(x)2
g(x)dxds
≤ H2
∫ t
0
∫ ∞
0
G(x+ t+ r − s)2
G(x)2
g(x)dxds
≤ tH3
∫ ∞
r
G(x)dx.
Therefore, Fubini’s theorem and the last two inequalities together show that
max
(
E
[∫ ∞
0
Mt
(
Ψt+r1
)2
dr
]
,E
[∫ ∞
0
Mt
(
Ψt+rh
)2
dr
])
≤ t(H3 ∨H)
∫ ∞
0
∫ ∞
r
G(x)dx dr,
which is finite by Assumption II (see Remark 3.2). Therefore, the L2 norms
of bothMt
(
Ψt+·1
)
andMt
(
Ψt+·h
)
are finite in expectation, and hence finite
almost surely.
Corollary 4.5. Suppose Assumptions I.b-II hold. Then for every t ≥
0, almost surely, the function Mt(Ψt+·1) lies in H1(0,∞) and has weak
derivative −Mt(Ψt+·h).
Proof. Fix t ≥ 0. It follows from part a of Lemma 4.4 that almost surely,
the function r 7→ Mt(Ψt+r1) is (locally) absolutely continuous with density
(and hence, weak derivative) −Mt(Ψt+·h). Moreover, part b of the same
lemma shows that both the function Mt(Ψt+·1) and its weak derivative,
−Mt(Ψt+·h), lie in L2(0,∞), almost surely.
Corollary 4.5 shows that {Mt(Ψt+·1); t ≥ 0} is anH1(0,∞)-valued stochas-
tic process. Next, we show that this process has a continuous modification.
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Lemma 4.6. Let Assumptions I-II hold. Then the H1(0,∞)-valued pro-
cess {Mt(Ψt+·1); t ≥ 0} has a continuous modification.
Proof. Choose T ≥ 0 and 0 ≤ s ≤ t ≤ T , and define
(4.8) ζs,t(r)
.
=Mt(Ψt+r1)−Ms(Ψs+r1), r ∈ (0,∞).
Then for every r ≥ 0,
ζs,t(r) =
∫∫
[0,∞)×[0,t]
Ψt+r1(x, v)M(dx, dv)−
∫∫
[0,∞)×[0,s]
Ψs+r1(x, v)M(dx, dv)
=
∫∫
[0,∞)×[0,s]
(Ψt+r1(x, v)−Ψs+r1(x, v))M(dx, dv)
+
∫∫
[0,∞)×(s,t]
Ψt+r1(x, v)M(dx, dv).
Since Ψt+·1 and Ψs+·1 are deterministic functions and M has independent
increments, this shows that {ζs,t(r); r ≥ 0} is the sum of two independent
Gaussian processes. Therefore, {ζs,t(r); r ≥ 0} is a Gaussian process with
covariance function σ(r, u) = σ1(r, u) + σ2(r, u), where for r, u ≥ 0,
σ1(r, u)
.
= E [Ms(Ψt+r1−Ψs+r1)Ms(Ψt+u1−Ψs+u1)] ,
σ2(r, u)
.
= E
 ∫∫
[0,∞)×(s,t]
Ψt+r1(x, v)M(dx, dv)
∫∫
[0,∞)×(s,t]
Ψt+u1(x, v)M(dx, dv)
 .
Using the fact that for 0 ≤ s, t <∞ and a ≥ 0,
(Ψt+a1−Ψs+a1) (x, v) = G(t+ a+ x− v)−G(s+ a+ x− v)
G(x)
,
by the mean value theorem for G, (3.4), Assumption I.b, and the monotonic-
ity of G, we have for some t1, t2 ∈ (s, t),
σ1(r, u) = |t− s|2
∫ s
0
∫ ∞
0
g(t1 + r + x− v)g(t2 + u+ x− v)
G(x)2
g(x)dx dv
≤ TH3|t− s|2
∫ ∞
0
G(x+ r)G(x+ u)
G(x)
dx,
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and an analogous calculation shows that
σ2(r, u) =
∫ t
s
∫ ∞
0
G(t+ r + x− v)G(t+ u+ x− v)
G(x)2
g(x)dx dv
≤ H|t− s|
∫ ∞
0
G(x+ r)G(x+ u)
G(x)
dx.
Setting CT
.
= (1 + T 2H2)H, this implies that for every r, u ≥ 0,
(4.9) σ(r, u) ≤ CT |t− s|
∫ ∞
0
G(x+ r)G(x+ u)
G(x)
dx.
Recall that given a pair of jointly Gaussian random variables (ξ1, ξ2) with
covariance matrix Σ = [σ(i, j)]i,j=1,2, E
[
ξ21ξ
2
2
]
= σ(1, 1)σ(2, 2) + σ(1, 2)2.
Applying this identity with ξ1 = ζs,t(r) and ξ2 = ζs,t(u), and using (4.9) and
the Cauchy-Schwarz inequality, we obtain
E
[
ζs,t(r)
2ζs,t(u)
2
] ≤C2T |t− s|2(∫ ∞
0
G(x+ r)2
G(x)
dx
)(∫ ∞
0
G(x+ u)2
G(x)
dx
)
+ C2T |t− s|2
(∫ ∞
0
G(x+ r)G(x+ u)
G(x)
dx
)2
≤2C2T |t− s|2
(∫ ∞
r
G(x)dx
)(∫ ∞
u
G(x)dx
)
.(4.10)
Then, by Tonelli’s theorem,
E
[‖ζs,t(·)‖4L2] =E
[(∫ ∞
0
ζ2s,t(r)dr
)2]
=E
[∫ ∞
0
∫ ∞
0
ζ2s,t(r)ζ
2
s,t(u)dr du
]
=
∫ ∞
0
∫ ∞
0
E
[
ζ2s,t(r)ζ
2
s,t(u)
]
dr du.
The bound (4.10) then implies that
E
[‖ζs,t(·)‖4L2] =≤ 2C2T |t− s|2(∫ ∞
0
∫ ∞
r
G(x)dx dr
)2
≤ C˜T |t− s|2
for C˜T
.
= 2C2T
(∫∞
0
∫∞
r G(x)dx dr
)2
, which is finite by Assumption II (see
Remark 3.2). Substituting the definition (4.8) of ζs,t into the last inequality,
it follows that
(4.11) E
[‖Mt(Ψt+·1)−Ms(Ψs+·1)‖4L2] ≤ C˜T |t− s|2.
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Now, note that by (4.8) and Corollary 4.5, almost surely, ζs,t(·) has weak
derivative
ζ ′s,t(r)
.
= −Mt(Ψt+rh) +Ms(Ψs+rh).
Using estimates analogous to those used above, one can show that
(4.12) E
[‖Mt(Ψt+·h)−Ms(Ψs+·h)‖4L2] ≤ C ′T |t− s|2,
where now
C ′T = 2
(
H2 + 2T 2HH22
)2(∫ ∞
0
∫ ∞
r
G(x)dx dr
)2
,
which is finite by Assumptions I and II. Combining (4.11) and (4.12), for
every s, t ≤ T , we have
E
[‖Mt(Ψt+·h)−Ms(Ψs+·h)‖4H1] ≤ C˜T |t− s|2,
for a finite C˜T that depends only on T . The existence of an H1(0,∞)-
continuous modification of Mt(Ψt+·h) then follows from a version of Kol-
mogorov’s continuity criterion for stochastic processes taking values in gen-
eral Polish spaces (see, e.g., Lemma 2.1 in [39]).
Proof of Proposition 4.3. Proposition 4.3 follows from Corollary 4.5
and Lemma 4.6.
Remark 4.7. By the continuous embedding result of Lemma 3.3.b, given
a real-valued function f on [0,∞)×(0,∞) such that t 7→ f(t, ·) is continuous
from [0,∞) to H1(0,∞), the mapping (t, r) 7→ f(t, r) has a representative
that is a jointly continuously function on [0,∞)× [0,∞). Therefore, the con-
tinuous modification of {Mt(Ψt+·(1); t ≥ 0} in Proposition 4.3 is indistin-
guishable from the jointly continuous modification of {Mt(Ψt+r(1); t, r ≥ 0}
in Remark 4.2.
Next, we establish a simple relation used in the proof of Theorem 3.7.
Lemma 4.8. Suppose Assumption I holds. Then, almost surely, for all
t, r ≥ 0,
(4.13) Mt(Ψt+r1) =Mt(Φr1)−
∫ t
0
Ms(Ψs+rh)ds.
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Proof. Since, from (4.1) and (4.2) it is clear that
∫ t
u Ψs+rh(x, u)ds =
Ψt+r1 − Φr1, the stochastic Fubini theorem for martingale measures ([40,
Theorem 2.6]) shows that for every r ≥ 0, almost surely,
(4.14) Mt(Ψt+r1) =Mt(Φr1)−
∫ t
0
Ms(Ψs+rh)ds, ∀t ≥ 0;
However, Lemma 4.1 and Remark 4.2 show that both sides of (4.14) are
jointly continuous in (t, r). This implies the stronger statement that almost
surely, the equality in (4.14) is satisfied for every r, t ≥ 0.
Setting r = 0 in (4.13), we see that, almost surely,
(4.15) Ht(1) =Mt(1)−
∫ t
0
Hs(h)ds, t ≥ 0.
4.1.2. An Auxiliary Mapping. Next, we introduce an auxiliary mapping
that appears in the explicit construction of the diffusion model (see Definition
4.12). For every t ≥ 0, define
(4.16) (Γtκ)(r)
.
= G(r)κ(t)−
∫ t
0
κ(s)g(t+ r − s)ds, r ∈ [0,∞),
for κ ∈ C[0,∞). The following lemma establishes useful properties of the
mapping Γt.
Lemma 4.9. Under Assumptions I-II, the following assertions hold:
a. For every t ≥ 0 and κ ∈ C[0,∞), the function Γtκ lies in H1(0,∞) ∩
C1[0,∞) and has derivative
(4.17) (Γtκ)
′(r) = −g(r)κ(t)−
∫ t
0
κ(s)g′(t+ r− s)ds, r ∈ [0,∞).
b. For every t ≥ 0, the mapping Γt : C[0,∞)→ H1(0,∞) is continuous.
c. For every κ ∈ C[0,∞), the mapping t 7→ Γtκ from [0,∞) to H1(0,∞)
is continuous.
Proof. The proof is postponed to Appendix B.
4.2. The Diffusion Model. Here, we explicitly construct our proposed
diffusion model Y = (X,Z). In the next two subsections we show that Y is
indeed the unique solution to the diffusion model SPDE. The X-component
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of this process is defined in terms of the (deterministic) centered many-server
(CMS) mapping introduced in [24], and recalled below as Definition 4.11.
The first assertion of Lemma 4.10 below, which characterizes the CMS
mapping, and shows it is continuous, can be deduced from a more general
result established in [24] (see Proposition 7.3 and the proof of Lemma 7.4
therein). Since the proof of this characterization is simpler in our context
(because we only consider the so-called critical regime) for completeness, we
include a direct proof below. Recall that C0[0,∞) denotes the set of functions
f ∈ C[0,∞) with f(0) = 0.
Lemma 4.10. Given (η, x0, ζ) ∈ C0[0,∞) × R × C[0,∞) with ζ(0) =
x0 ∧ 0, there exists a unique pair (κ, x) ∈ C0[0,∞) × C[0,∞) that satisfies
the following equations: for every t ∈ [0,∞),
x(t) ∧ 0 = ζ(t) + κ(t)−
∫ t
0
g(t− s)κ(s)ds,(4.18)
κ(t) = η(t)− x+(t) + x+0 .(4.19)
Furthermore, the mapping Λ : C0[0,∞)×R×C[0,∞) 7→ C0[0,∞)×C[0,∞)
that takes (η, x0, ζ) to (κ, x) is continuous and non-anticipative, that is, for
every T ∈ (0,∞) and (κi, xi) = Λ(ηi, x0, ζi), i = 1, 2, if (η1, ζ1) and (η2, ζ2)
are equal on [0, T ], then (κ1, x1) coincides with (κ2, x2) on [0, T ].
Proof. Fix (η, x0, ζ) ∈ C0[0,∞) × R × C[0,∞) with ζ(0) = x0 ∧ 0, and
set
(4.20) r(t)
.
= ζ(t) + η(t)−
∫ t
0
g(t− s)η(s)ds+G(t)x+0 , t ≥ 0.
Then, substituting κ from (4.19) into (4.18), it is straightforward to see that
(κ, x) satisfy (4.18) and (4.19) if and only if x satisfies the Volterra equation
(4.21) x(t) = r(t) +
∫ t
0
g(t− s)x+(s)ds, t ≥ 0,
and κ satisfies (4.19). However, since F (x) = x+ is Lipschitz and the assump-
tions on (η, x0, ζ) imply that r is continuous and r(0) = x0, there exists a
unique solution x to (4.21) (Theorem 3.2.1 of [8] shows that a unique so-
lution exists on a finite interval, while Theorem 3.3.6 of [8] ensures that
the solution can be extended to the whole interval [0,∞)). Defining κ as in
(4.19), with x replaced by x, it follows that (κ, x) is the unique solution to
the equations (4.18)-(4.19) associated with (η, x0, ζ). Let Λ denote the map
that takes (η, x0, ζ) to this unique solution.
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The continuity of Λ follows from Proposition 7.3 in [24]. To prove the non-
anticipative property, for i = 1, 2, define ri by (4.20) with η and ζ replaced
by ηi and ζi. We need to show that for every t ∈ [0, T ], if (η1, ζ1) and (η2, ζ2)
agree on [0, t], we have r1(t) = r2(t). Subtracting equation (4.21) with x and
r replaced by xi and ri, i = 1, 2, respectively, and defining ∆x = x1−x2, we
have
∆x(t) =
∫ t
0
g(t− s) (x+1 (s)− x+2 (s)) ds, t ∈ [0, T ].
Using the fact that the map F (x) = x+ is Lipschitz with constant 1, we have
|∆x(t)| ≤
∫ t
0
g(t−s)|x+1 (s)−x+2 (s)|ds ≤
∫ t
0
g(t−s)|∆x(s)|ds t ∈ [0, T ].
Since ∆x(0) = 0, Gronwall’s inequality implies ∆x(t) = 0 for t ∈ [0, T ].
Then, because κi satisfies (4.19) with η and x replaced by ηi and xi, respec-
tively, we also have κ1(t) = κ2(t) for t ∈ [0, T ].
Definition 4.11 (Centered Many-Server Mapping). Equations (4.18)
and (4.19) are called the centered many-server (CMS) equations associated
with (η, x0, ζ), and the mapping Λ that takes (η, x0, ζ) to the unique solution
(κ, x) of the CMS equations associated with (η, x0, ζ) is called the centered
many-server (CMS) Mapping.
Recall that B is a Brownian motion and for fixed σ, β > 0, define
(4.22) E(t)
.
= σB(t)− βt, t ≥ 0.
Definition 4.12 (Diffusion Model). For every Y-valued random ele-
ment Y0 = (X0, Z0), the diffusion model Y
Y0 = {Y Y0(t); t ≥ 0} with initial
condition Y0 is defined by Y
Y0(t) = (X(t), Z(t, ·)), where
(4.23) (K,X)
.
= Λ(E,X0, Z0 −H(1)),
and for every t, r ≥ 0,
(4.24) Z(t, r)
.
= Z0(t+ r)−Mt(Ψt+r1) + ΓtK(r),
where {Ψt; t ≥ 0} and {Γt; t ≥ 0} are given by (4.1) and (4.16), respectively.
Deterministic initial conditions will be denoted by lower case: y = (x0, z0) ∈
Y. Also, when the initial condition Y0 is clear from the context, we will often
not mention it explicitly, and also omit the superscript Y0 and just use Y to
denote the diffusion model.
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Remark 4.13. Note that E and H(1) have continuous sample paths and
E(0) = H0(1) = 0. Also, for every Y-valued random element (X0, Z0), by
Lemma 3.3.a and Remark 3.5, Z0 has a representative (also denoted by Z0)
which is continuous on [0,∞) and satisfies Z0(0) = X0 ∧ 0 by the definition
of Y. Therefore, almost surely, (E, x0, Z0 −H(1)) lies in the domain of the
CMS mapping Λ. Hence, (K,X) in (4.23) is well defined and (by Lemma
4.10) satisfies a.s.,
X(t) ∧ 0 = Z0(t)−Ht(1) +K(t)−
∫ t
0
g(t− s)K(s)ds,(4.25)
K(t) = σB(t)− βt−X+(t) +X+0 ,(4.26)
for t ≥ 0. Also, almost surely for every t ≥ 0, Z0 ∈ H1(0,∞) implies Z0(t+ ·)
lies in H1(0,∞) (see Lemma 3.3.c), the continuity of K and Lemma 4.9.a
imply ΓtK(·) ∈ H1(0,∞), and Proposition 4.3 implies r 7→ Mt(Ψt+r1) lies
in H1(0,∞). Thus, Z(t, ·) in (4.24) also lies in H1(0,∞) and furthermore,
by Lemma 3.3.a, has a continuous modification, so Z(t, r) in (4.24) is well
defined for r ∈ [0,∞).
4.3. Existence of a Solution. We now show that the diffusion model
defined in Section 4.2 is indeed a solution to the diffusion model SPDE.
Throughout this section, we fix Y0 = (X0, Z0) ∈ Y and let Y = Y Y0 be the
diffusion model with initial condition Y0, as specified in Definition 4.12.
Proposition 4.14. Suppose Assumptions I-II hold. Then the diffusion
model Y = (X,Z) with initial condition Y0 satisfies the following properties:
a. Almost surely, the sample paths of {Z(t, ·); t ≥ 0} are H1(0,∞)-valued
and continuous, and for every t ≥ 0, the weak derivative ∂rZ(t, ·) of
Z(t, ·) satisfies for a.e. r ∈ (0,∞),
(4.27)
∂rZ(t, r) = Z
′
0(t+r)+Mt(Ψt+rh)−g(r)K(t)−
∫ t
0
K(s)g′(t+ r − s)ds.
b. Almost surely, Z(t, 0) = X(t) ∧ 0, for all t ≥ 0.
c. {Y (t); t ≥ 0} is an almost surely continuous Y-valued process.
Proof. For part a, we look at each term in the definition of Z in (4.24)
separately. Since Z0 ∈ H1(0,∞), the translation mapping t 7→ Z0(t + ·) is
continuous in H1(0,∞) by Lemma 3.3.c and for each t > 0, Z0(t+·) has weak
derivative Z ′0(t+·). For the second term, by Proposition 4.3, {Mt(Ψt+·1); t ≥
0} is a continuous H1(0,∞)-valued process and almost surely, for every t ≥ 0,
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the function r 7→ Mt(Ψt+r1) has weak derivative r 7→ −Mt(Ψt+rh). Finally
for the third term, since the range of the CMS map Λ lies in C0[0,∞) ×
C[0,∞) (see Definition 4.11 and Lemma 4.10), almost surely, the process K
defined in (4.23) is continuous. Therefore, by Lemma 4.9.c, {(ΓtK); t ≥ 0}
is a continuous H1(0,∞)-valued process. Also, by (4.17), for every t ≥ 0,
r 7→ ΓtK(r) has weak derivative −g(r)K(t) −
∫ t
0 K(s)g
′(t+ r − s)ds. This
completes the proof of part a.
Next, for part b, substituting r = 0 in (4.24) and the definition (4.16) of
Γt, and using the identity Ht(1) =Mt(Ψt1) from (4.5), we obtain
Z(t, 0) = Z0(t)−Ht(1) +K(t)−
∫ t
0
K(s)g(t− s)ds.
The assertion in b then follows from equation (4.25).
Finally, since the range of Λ lies in C0[0,∞)×C[0,∞) (see Definition 4.10
and Lemma 4.10), by (4.23) {X(t); t ≥ 0} is a.s. continuous. Along with
parts a and b above, this proves part c.
Next, we show that Z satisfies the regularity condition required in part 3
of Definition 3.6.
Lemma 4.15. Suppose Assumptions I-II hold, and let Y = (X,Z) be
the diffusion model with initial condition Y0. Then, almost surely, (s, r) 7→
∂rZ(s, r) is locally integrable on (0,∞)×(0,∞) and for every t ≥ 0, there ex-
ists a continuous function F ∗t on [0,∞) such that the function r 7→
∫ t
0 ∂rZ(s, r)ds
is equal to Ft almost everywhere on (0,∞). Moreover, for every t, r ≥ 0∫ t
0
∂rZ(s, r)ds = Z0(t+ r)− Z0(r) +Mt(Φr1)−Mt(Ψt+r1)
−
∫ t
0
K(s)g(t+ r − s)ds.(4.28)
Remark 4.16. Recall again that for r ≥ 0 (and, in particular, r = 0),∫ t
0 ∂rZ(s, r)ds, Z0(t+r) and Z0(r) in the above identity denote the evaluation
of their corresponding continuous representative at r.
Proof of Lemma 4.15. By Proposition 4.14.a, almost surely for every
s ≥ 0, the weak derivative ∂rZ(s, ·) of r 7→ Z(s, r) exists and is given by
(4.27). We prove the claims separately for each term on the right-hand side
of (4.27). First, since Z0(·) ∈ H1(0,∞), the mapping (s, r) 7→ Z ′0(r + s) is
clearly locally integrable on (0,∞)× (0,∞) and for every t ≥ 0, and almost
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every r ∈ (0,∞),
(4.29)
∫ t
0
Z ′0(s+ r)ds = Z0(t+ r)− Z0(r).
Moreover, for every t ≥ 0, since Z0(·) ∈ H1(0,∞), Z0(t + ·) also lies in
H1(0,∞), and therefore by Lemma 3.3.a, there exists a continuous function
on [0,∞), that is equal to Z0(t+ r)− Z0(r) almost everywhere on (0,∞).
Next, Lemma 4.1 implies that almost surely, (s, r) 7→ Ms(Ψs+rh) is jointly
continuous and hence, locally integrable on (0,∞)× (0,∞). Also, for every
t ≥ 0, by (4.13) of Lemma 4.8,
(4.30)
∫ t
0
Ms(Ψs+rh)ds =Mt(Φr1)−Mt(Ψt+r1), r ≥ 0.
By Lemma 4.1, r 7→ Mt(Φr1)−Mt(Ψt+r1) is continuous on [0,∞).
Finally, it follows from the continuity of K, g and g′ (see Assumption
I) that the mapping (s, r) 7→ g(r)K(s) + ∫ s0 K(v)g′(s + r − v)dv is jointly
continuous and hence, locally integrable on (0,∞)× (0,∞). Also, for every
t ≥ 0, using Fubini’s theorem,∫ t
0
(
g(r)K(s) +
∫ s
0
K(v)g′(s+ r − v)dv
)
ds
= g(r)
∫ t
0
K(s)ds+
∫ t
0
∫ t
v
K(v)g′(s+ r − v)ds dv
=
∫ t
0
K(s)g(t+ r − s)ds.(4.31)
Again, by the continuity of K and g, the mapping r 7→ ∫ t0 K(s)g(t+ r− s)ds
is continuous on [0,∞). Equation (4.28) then follows from equations (4.27)-
(4.31).
We now obtain an alternative characterization of the diffusion model
SPDE (3.8)-(3.10).
Lemma 4.17. Given a Y-valued random element Y0 = (X0, Z0(·)), let
{Y (t) = (X(t), Z(t, ·)); t ≥ 0} be a continuous Y-valued process that satisfies
conditions 1-3 of Definition 3.6, and suppose (X,Z) satisfies equations (3.9)
and (3.10). Then, (X,Z) satisfies equation (3.8) if and only if for all t, r ≥ 0,
Z(t, r) = Z0(r) +
∫ t
0
∂rZ(s, r)ds−Mt(Φr1) +G(r)K(t),(4.32)
with K(t) = σB(t)− βt−X+(t) +X+0 .
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Proof. Comparing (4.32) and (3.8), and recalling that ϑr = Φr1, it is
clear that these two equations are equivalent if and only if for every t ≥ 0,
the following identity holds:
(4.33) K(t) = Z(t, 0)− Z0(0)−
∫ t
0
∂rZ(s, 0)ds+Mt(1).
On the other hand, by (3.9) and (3.10) and the definition of K given above,
for t ≥ 0, we have
Z(t, 0) = X(t)−X+(t)
= X0 + σB(t)− βt−Mt(1) +
∫ t
0
∂rZ(s, 0)ds−X+(t)
= K(t)−Mt(1) +
∫ t
0
∂rZ(s, 0)ds+X0 −X+0 .
Equation (3.9) (for t = 0) also implies that Z0(0) = Z(0, 0) = X(0) ∧ 0 =
X0 −X+0 . When substituted into the last display, (4.33) follows.
Proposition 4.18. Suppose Assumptions I-II hold, and given a Y-valued
random element Y0, let Y = {Y (t); t ≥ 0} be the diffusion model with ini-
tial condition Y0 specified in Definition 4.12. Then Y is a solution to the
diffusion model SPDE with initial condition Y0.
Proof. By Proposition 4.14.c, Y is a continuous Y-valued process. We
show that it satisfies conditions 1-4 of Definition 3.6. Condition 2 holds
because Y (0) = Y0 by definition, and condition 3 follows from Lemma 4.15.
Next, we verify condition 1 of Definition 3.6 by showing that Y is {FY0t }-
adapted. Fix t ≥ 0, and note that the stopped processes {E(s ∧ t); s ≥ 0}
and {Hs∧t(1); s ≥ 0} agree with E and H(1), respectively, on [0, t]. Hence,
by definition (4.23) of (K,X) and the non-anticipative property of Λ proved
in Lemma 4.10, we have(
K(· ∧ t), X(· ∧ t)) = Λ(E(· ∧ t), X0, Z0 −H·∧t(1)).
Clearly, {E(s ∧ t); s ∈ [0,∞)} and {Hs∧t(1), s ∈ [0,∞)} are Ft-measurable,
while X0 and Z0 are σ(Y0)-measurable. Therefore, by the continuity, and
hence, measurability of the mapping Λ proved in Lemma 4.10, X(t) and
K(· ∧ t) are FY0t -measurable. Moreover, from the definition of the mapping
Γt, for every κ and r ≥ 0, the value of (Γtκ)(r) does not depend on the
values of κ outside the interval [0, t], and hence, ΓtK = ΓtK(· ∧ t). On
the other hand, Γt is continuous by Lemma 4.9.c, and hence ΓtK(· ∧ t)
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is also FY0t -measurable. Also, Mt(Ψt+·1) is Ft-measurable and Z0(t + ·) is
σ(Y0)-measurable by definition. Therefore, Z(t, ·) defined in (4.24) is FY0t -
measurable. Consequently, Y is {FY0t }-adapted, and condition 1 follows.
We now turn to the proof of condition 4. By Lemma 4.17 it suffices to show
that X and Z satisfy equations (4.32), (3.9) and (3.10). First, substituting∫ t
0 ∂rZ(s, r)ds from (4.28), and using the definition (4.16) of Γt, the right-
hand side of (4.32) is equal to
Z0(r) + Z0(t+ r)− Z0(r) +Mt(Φr1)−Mt(Ψt+r1)
−
∫ t
0
K(s)g(t+ r − s)ds−Mt(Φr1) +G(r)K(t)
= Z0(t+ r)−Mt(Ψt+r1) + ΓtK(r).
By (4.24), this is equal to Z(t, r), which proves (4.32). Moreover, Proposition
4.14.b shows that the relation X(t) ∧ 0 = Z(t, 0) in (3.9) holds. Combining
this relation with the expression for X+(t) from (4.26), we have almost
surely, for every t ≥ 0,
X(t) = X+(t) +X(t) ∧ 0 = X+0 + σB(t)− βt−K(t) + Z(t, 0).
Together with the expression for Z(t, 0) in (4.24) and for Γt in (4.16), both
with r = 0, this implies
(4.34) X(t) = X+0 + σB(t)− βt+ Z0(t)−Ht(1)−
∫ t
0
K(s)g(t− s)ds,
whereas substituting r = 0 in (4.28), we have almost surely, for every t ≥ 0,
(4.35)
∫ t
0
∂rZ(s, 0)ds = Z0(t)−Z0(0)+Mt(1)−Ht(1)−
∫ t
0
K(s)g(t−s)ds,
where we have used the identities Ht(1) =Mt(Ψt1) and Φ01 = 1. Equation
(3.10) then follows from (4.35), (4.34) and the relation Z0(0) = X(0) ∧ 0.
This completes the proof.
4.4. Uniqueness. Here, we show that the diffusion model SPDE has a
unique solution. We first establish uniqueness of the weak solution to a trans-
port equation within a certain class of functions.
Lemma 4.19. Suppose Assumption I holds, and a function F ∈ C[0,∞)
with F (0) = 0 is given. Let ξ : [0,∞)×[0,∞) 7→ R be a function that satisfies
the following two properties:
33
1. The mapping t 7→ ξ(t, ·) lies in C([0,∞);H1(0,∞)). For each t > 0, let
∂rξ(t, ·) denote the weak derivative of ξ(t, ·).
2. The function ∂rξ : (0,∞)× (0,∞) 7→ R is locally integrable.
Then ξ satisfies the equation
(4.36) ξ(t, r) =
∫ t
0
∂rξ(s, r)ds+G(r)F (t), a.e. r ∈ (0,∞),
for every t ≥ 0 if and only if
(4.37) ξ(t, r) = ΓtF (r), t, r ≥ 0,
with Γt as defined in (4.16).
Proof. This result would be standard if ξ and F were continuously dif-
ferentiable functions. In that case, (4.36) would reduce to the classical inho-
mogeneous transport equation ∂tξ(t, r) = ∂rξ(t, r) + G(r)F
′(t) with initial
condition ξ(0, ·) ≡ 0, whose unique solution is [13, Section 2.1.2]:
ξ(t, r) =
∫ t
0
G(t−s+r)F ′(s)ds = G(r)F (t)−
∫ t
0
F (s)g(t−s+r)ds = ΓtF (r).
While there are several related results, there appears to be no readily quotable
result for the class of ξ and F mentioned above. Thus, for completeness, we
include a proof in Appendix D.
Proposition 4.20. Suppose Assumptions I-II hold. Then, for every Y-
valued random element Y0 = (X0, Z0), there is at most one solution to the
diffusion model SPDE of Definition 3.6 with initial condition Y0.
Proof. For i = 1, 2, let Yi = (Xi, Zi) be a solution to the diffusion model
SPDE with initial condition Y0, and define Ki(t)
.
= σB(t)−βt−X+i (t)+X+0 .
We need to show that P{Y1(t) = Y2(t);∀t ≥ 0} = 1. Denote ∆H = H1 −H2
for H = Y,X,Z,K, and note that ∆K(t) = X+2 (t)−X+1 (t), t ≥ 0. By Lemma
4.17, for i = 1, 2, Zi satisfies the equation (4.32) with K replaced by Ki, and
hence ∆Z satisfies the following nonhomogeneous transport equation:
∆Z(t, r) =
∫ t
0
∂r∆Z(s, r)ds+G(r)∆K(t), t, r ≥ 0,
with ∆Z(0, ·) ≡ 0. By Definition 3.6, both Z1, Z2 and hence ∆Z satisfy
properties 1 and 2 of Lemma 4.19. Therefore, by (4.37) of Lemma 4.19, with
F replaced by ∆K, we have
(4.38) ∆Z(t, r) = Γt∆K(r), t, r ≥ 0.
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Since ∆K is continuous almost surely, an application of Lemma 4.9.a shows
that for every t ≥ 0, ∆Z(t, ·) is continuously differentiable on [0,∞), with
continuous derivative
∂r∆Z(s, r) = −g(r)∆K(s)−
∫ s
0
∆K(u)g′(r + s− v)dv, r, s ∈ [0,∞).
In particular, the function δ(s)
.
= ∂r∆Z(s, 0) is well defined on [0,∞) and
satisfies
(4.39) δ(s) = −g(0)∆K(s)−
∫ s
0
∆K(u)g′(s− v)dv.
Also, recalling the constants H and H2 from Assumptions I.b and I.c, and
the fact that
∫∞
0 G(x) = 1 by Assumption I.a and Remark 3.1, we see that
(4.40) |∂r∆Z(s, r)| ≤ (H +H2)‖∆K‖t, ∀s ∈ [0, t], r ≥ 0.
On the other hand, for i = 1, 2, Xi satisfies (3.10) with Z replaced by Zi.
Therefore,
(4.41) ∆X(t) =
∫ t
0
∂r∆Z(s, 0)ds =
∫ t
0
δ(s)ds,
In turn, this implies
(4.42) |∆K(t)| = |X+1 (t)−X+2 (t)| ≤ |∆X(t)| ≤
∫ t
0
|δ(s)|ds, t ∈ [0,∞),
which, when combined with (4.39) and the bounds in Assumption I, shows
that for every T <∞ and t ∈ [0, T ],
|δ(t)| ≤ g(0)|∆K(t)|+
∫ t
0
|g′(t− s)||∆K(s)|ds
≤ H
∫ t
0
|δ(s)|ds+H2
∫ t
0
(∫ v
0
|δ(s)|ds
)
dv
≤ (H + TH2)
∫ t
0
|δ(s)|ds.
Since δ(0) = 0, by Gronwall’s lemma this implies δ(t) = 0 for all t ≥ 0.
When combined with (4.42), this implies that ∆X(t) = ∆K(t) = 0 for all
t ≥ 0, which in turn implies ∆Z(t, ·) = 0 due to (4.38). Thus, we have shown
that Y1(t) = Y2(t) for all t ≥ 0, which proves the desired uniqueness.
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4.5. Markov Property. Finally, we show that the family of laws {P y, y ∈
Y} associated with the diffusion model of Section 4.2 is a time-homogeneous
Feller Markov family. For s ≥ 0, we define the operator Θs as follows: for
every function F on [0,∞), the shifted function ΘsF is defined by
(4.43) (ΘsF ) (t)
.
= F (s+ t)− F (s), t ≥ 0.
Also, for every f ∈ Cb[0,∞), we define the shifted convolution integral as
(4.44) (ΘsH)t(f) .=Ms+t(Ψs+tf)−Ms(Ψs+tf), t ≥ 0.
Then, the identity (4.4) shows that
(ΘsH)t(Φr1) =Ms+t(Ψs+t+r1)−Ms(Ψs+t+r1).(4.45)
Lemma 4.21. Suppose Assumptions I-II hold, and let Y0 be a Y-valued
random element. If Y = (X,Z) is the diffusion model with initial condition
Y0, then almost surely, for every s ≥ 0,
(4.46) Z(s+ t, r) = Z(s, t+ r) + (ΓtΘsK)(r)− (ΘsH)t(Φr1), t, r ≥ 0,
and (ΘsK,X(s+·)) solves the CMS equation associated with (ΘsE,X(s), Z(s, ·)−
(ΘsH)(1)), i.e.,
(4.47) (ΘsK,X(s+ ·)) = Λ (ΘsE,X(s), Z(s, ·)− (ΘsH)·(1)) .
Proof. By (4.24) and (4.16) we have
(4.48)
Z(s, t+r) = Z0(s+t+r)−Ms(Ψs+t+r1)+G(t+r)K(s)−
∫ s
0
K(v)g(s+t+r−v)dv.
Also, by definition (4.43) of ΘsK and (4.16) of Γt, we have
(ΓtΘsK)(r) = G(r)(ΘsK)(t) +
∫ t
0
(ΘsK)(v)g(t+ r − v)dv
= G(r)
(
K(s+ t)−K(s))− ∫ t
0
(K(s+ v)−K(s)) g(t+ r − v)dv
= G(r)K(s+ t)−G(r)K(s)−
∫ t+s
s
K(v)g(t+ s+ r − v)dv
−K(s)(G(t+ r)−G(r))
= G(r)K(s+ t)−
∫ t+s
0
K(v)g(t+ s+ r − v)dv −G(t+ r)K(s)(4.49)
+
∫ s
0
K(v)g(t+ s+ r − v)dv
= (Γs+tK)(r)− (ΓsK)(t+ r).(4.50)
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Substituting Z from (4.24) (with t and r replaced by s and t+r, respectively)
and using equations (4.45) and (4.50), the right-hand side of (4.46) is equal
to
Z0(s+ t+ r)−Ms(Ψs+t+r1) + ΓsK(t+ r) + (Γs+tK)(r)− (ΓsK)(t+ r)
−Ms+t(Ψs+t+r1) +Ms(Ψs+t+r1)
= Z0(s+ t+ r) + (Γs+tK)(r)−Ms+t(Ψs+t+r1),
= Z(s+ t, r),
where the last equality uses (4.24). This proves (4.46).
To prove (4.47), subtract equation (4.26) with t = s from the same equa-
tion with t replaced by t+ s, and use (4.22), to get
(ΘsK)(t) = K(s+ t)−K(s) = E(s+ t)− E(s)−X+(s+ t) +X+(s),
= (ΘsE)(t)−X+(s+ t) +X+(s).(4.51)
Additionally, by Proposition 4.14.b with t replaced by s+ t, X(s+ t) ∧ 0 =
Z(s+ t, 0). Substituting Z(s+ t, 0) from (4.46), using definition (4.16) of Γt
and the identity Φ01 = 1, we obtain
(4.52) X(s+t)∧0 = Z(s, t)−(ΘsH)t(1)+(ΘsK)(t)−
∫ t
0
(ΘsK)(v)g(t−v)dv.
Equation (4.47) then follows from (4.51), (4.52) and Definition 4.11 of Λ
(also see Lemma 4.10).
Lemma 4.22. Suppose Assumptions I-II hold. Then, for every s ≥ 0, the
processes {ΘsE(t); t ≥ 0} and {(ΘsH)t(1); t ≥ 0} are independent of Fs, and
have the same distribution as the processes E and H(1), respectively. More-
over, for every s, t ≥ 0, the H1(0,∞)-valued random element (ΘsH)t(Φ·1)
is independent of Fs and has the same distribution as Ht(Φ·1).
Proof. Fix s ≥ 0. By definition (4.22) of E and (4.43) of ΘsE, we have
ΘsE(t) = E(s+ t)− E(s) = σB(s+ t)− σB(s)− βt, t ≥ 0.
Since B has independent stationary increments and is independent of M,
B(s+t)−B(s) is independent of Fs for all t ≥ 0, and {B(s+t)−B(s); t ≥ 0}
is itself a Brownian motion. Hence, the claim for (ΘsE) follows.
Next, define the martingale measure M˜ as follows: M˜t(A) .=Ms+t(A)−
Ms(A) for t ≥ 0, A ∈ B[0,∞). Since M is a white noise independent of B,
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M˜ is again a white noise with the same distribution asM, and independent
of Fs. Also, for any continuous f , using (4.44) we have
(ΘsH)t(f) =Ms+t(Ψs+tf)−Ms(Ψs+tf)
=
∫ s+t
s
∫ ∞
0
G(t+ s− v + x)
G(x)
f(x)M(dv, dx)
=
∫ t
0
∫ ∞
0
G(t− v + x)
G(x)
f(x)M˜(dv, dx)
= M˜t(Ψtf).
Substituting f = 1 and f = Φr1,, we conclude that the processes (ΘsH)·(1)
and (ΘsH)t(Φ·1) are independent of Fs, and have the same distribution as
{Ht(1); t ≥ 0} and Ht(Φ·1), respectively.
Proposition 4.23. Let Assumptions I-II hold. Then {P y; y ∈ Y}, where
P y is the law of the diffusion model Y y with initial condition y, is a time-
homogeneous Feller Markov family.
Proof. The Feller property can be deduced from the proof of Theorem
5(2) in Section 9.5 of [24], but since in our case the Markov process is homo-
geneous, the proof is simpler and so we include it here. Let Y y = (Xy, Zy)
be the diffusion model with initial condition y ∈ Y. Recall from Proposi-
tion 4.3 that for any s, t ≥ 0, Ms+t(Ψs+t+·1) and Ms(Ψs+t+·1) both lie
in H1(0,∞) almost surely, and hence, so does (ΘsH)t(Φ·1), using equation
(4.45). First, we claim that for every t ≥ 0, there exists a continuous map-
ping Πt : R×H1(0,∞)×C[0,∞)2×H1(0,∞) 7→ R×H1(0,∞) such that for
s ≥ 0,
Y y(s+ t) =
(
Xy(s+ t), Zy(s+ t, ·))
= Πt
(
Y y(s),ΘsE(·), (ΘsH)·(1), (ΘsH)t(Φ·1)
)
.(4.53)
Recall that C0[0,∞) is the space of continuous functions f with f(0) = 0, and
for notational convenience, set D .= R×H1(0,∞)×C0[0,∞)2. To see why the
claim is true, first recall that the embedding from H1(0,∞) to C[0,∞) and
the evaluation map f 7→ f(t) from C[0,∞) to R are continuous (see Lemma
3.3.b for the former). Then, by the representation of (Xy(s+ ·),ΘsK(·)) in
(4.47) and the continuity of the CMS mapping Λ : C0[0,∞)×R×C[0,∞) 7→
C0[0,∞)×C[0,∞) from Lemma 4.10, it follows that there exists a continuous
mapping F 1t : D 7→ C0[0,∞)× R such that for every s ≥ 0,
(ΘsK(·), Xy(s+ t)) = F 1t (Xy(s), Zy(s, ·),ΘsE(·), (ΘsH)·(1)).
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Moreover, it follows from the representation of Zy(s + t, ·) in (4.46), the
continuity of Γt established in Lemma 4.9.b, and the continuity of the shift
mapping f(·) 7→ f(t+ ·) on H1(0,∞), that there exists a continuous function
F 2t : H1(0,∞)×C0[0,∞)×H1(0,∞) 7→ H1(0,∞) such that for every s ≥ 0,
Zy(s+ t, ·) = F 2t (Zy(s, ·),ΘsK(·), (ΘsH)t(Φr1)).
The claim follows from the last two displays.
Next, we prove the Markov property of the family {P y; y ∈ Y}. For every
y ∈ Y, Fys = Fs∨σ(y) = Fs, and hence by condition 1. of Definition 3.6 and
Proposition 4.18, (Xy(s), Zy(s, ·)) is Fs-measurable. Also, ΘsE(·), (ΘsH)·(1)
and (ΘsH)t(Φ·1) are independent of Fs by Lemma 4.22. Hence, for every
bounded and measurable functional F : Y 7→ R, using the claim (4.53) we
have
E [F (Y y(s+ t))|Fs] = E
[
F
(
Πt
(
Y y(s),ΘsE(·), (ΘsH)·(1), (ΘsH)t(Φ·1)
)) ∣∣∣Fs]
= E
[
F
(
Πt
(
Y y(s),ΘsE(·), (ΘsH)·(1), (ΘsH)t(Φ·1)
)) ∣∣∣Y y(s)]
= E [F (Y y(s+ t))|Y y(s)] .
Moreover, using the simple observation that for any two independent ran-
dom variables ξ1 and ξ2, and any bounded measurable function f , one has
E[f(ξ1, ξ2)|ξ1] = Q(ξ1) where Q(a) = E[f(a, ξ2)] (this is immediate to see for
separable functions of the form f(a, b) = f1(a)f2(b), and can be extended
to general bounded measurable functions using the linearity of conditional
expectation and the monotone convergence theorem), and applying Lemma
4.22, for every y′ ∈ Y, we have
E
[
F (Y y(s+ t))|Y y(s) = y′] = E [F (Πt(y′,ΘsE(·), (ΘsH)·(1), (ΘsH)t(Φ·1)))]
= E
[
F
(
Πt
(
y′, E,H(1),Ht(Φ·1)
))]
= E
[
F (Y y
′
(t))
]
.(4.54)
The last two displays show that the family {P y; y ∈ Y} is a time-homogeneous
Markov family.
Finally, we prove the Feller property. Recall that {Pt} denotes the transi-
tion semigroup corresponding to the Markov family {P y}, and note that for
every t ≥ 0 and bounded continuous function F , by another use of (4.54),
Pt[F ](y) = E [F (Y y)(t)] = E
[
F
(
Πt
(
y,E,H(1),Ht(Φ·1)
))]
, y ∈ Y.
By the continuity of the mapping Πt and (4.54) and an application of the
bounded convergence theorem, the mapping y 7→ Pt[F ](y) is continuous, and
hence the Markov family {P y} is Feller.
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Proof of Theorem 3.7. Existence of a solution follows from Propo-
sition 4.18 while uniqueness follows from Proposition 4.20, and the Feller
Markov property is proved in Proposition 4.23.
5. Uniqueness of the Invariant Distribution. This section is de-
voted to the proof of Theorem 3.8. As mentioned in the introduction, to
prove uniqueness of the invariant distribution, we will adopt the so-called
asymptotic (equivalent) coupling method, which is particularly well suited to
infinite-dimensional Markov processes. In Section 5.1, we first describe this
method in the generality required for our problem, following the exposition
in [18]. At the end of Section 5.1, we discuss the main steps involved in
applying this framework to our problem, which are carried out in Sections
5.2–5.6.
5.1. Asymptotic Coupling: The General Framework. Let X be a Polish
space with a compatible metric d(·, ·), equipped with the Borel σ-algebra
B(X ). As usual, let XR+ denote the space of X -valued functions on [0,∞).
We endow XR+ with the Kolmogorov σ-algebra B(X )R+ , which is the σ-
algebra generated by all cylinder sets. Let M1(XR+) and M1(XR+ × XR+)
denote the spaces of probability measures on (XR+ ,B(X )R+) and (XR+ ×
XR+ ,B(X )R+ ⊗ B(X )R+). For every m1,m2 ∈ M1(XR+), recall that a cou-
pling of m1 and m2 is a probability measure γ ∈M1(XR+×XR+) whose first
and second marginals, respectively, arem1 andm2, that is, Π
(i)
# γ = mi for i =
1, 2, where, Π(i) is the ith coordinate projection map, and Π
(i)
# γ is the push-
forward of the measure γ under Π(i). Define C(m1,m2) ⊂ M1(XR+ × XR+)
to be the set of couplings of m1 and m2. One can relax the definition of a
coupling to define the space of absolutely continuous couplings as follows:
(5.1) C˜(m1,m2) .= {γ ∈M1(XR+ ×XR+); Π(i)# γ  mi, i = 1, 2}.
If γ in C˜(m1,m2) satisfies Π(i)# γ ∼ mi, i = 1, 2, γ will be referred to as an
equivalent coupling of m1 and m2. In contrast to a coupling, the correspond-
ing marginals of an absolutely continuous (or equivalent) coupling γ need
only be absolutely continuous with respect to (resp., equivalent to), and not
necessarily equal to, m1 and m2, respectively.
Let {Pt} = {Pt; t ≥ 0} be the transition semigroup of a Markov kernel
on (X ,B(X )). For every y ∈ Y, let P y denote the distribution of the Markov
process with initial value y and transition semigroup {Pt} on the path space
(XR+ ,B(X )R+) (P y is denoted in [18] by P[0,∞)δy). Recall that a probability
measure µ on (X ,B(X )) is called an invariant distribution for the semigroup
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{Pt} if (3.11) holds for every t ≥ 0. Finally, let D be the set of pairs of paths
that meet at infinity:
(5.2) D .=
{
(x, y) ∈ XR+ ×XR+ : lim
t→∞ d(x(t), y(t)) = 0
}
,
and note that D ∈ B(X )R+ ⊗ B(X )R+ .
Recall that a probability measure µ on (X ,B(X )) is called an invariant
distribution for the semigroup {Pt} if (3.11) holds for every t ≥ 0.
Proposition 5.1. Assume there exists a measurable set A ∈ B(X ) and a
mapping Υ : A×A 3 (y, y˜) 7→ Υy,y˜ ∈ C˜(P y, P y˜) with the following properties:
(I) µ(A) > 0 for any invariant probability measure µ of {Pt}.
(II) For every measurable set B ∈ B(X )R+ ⊗B(X )R+, (y, y˜) 7→ Υy,y˜(B) is
measurable.
(III) For every y, y˜ ∈ A, Υy,y˜(D) > 0.
Then {Pt} has at most one invariant probability measure.
Proof. Proposition 5.1 can be easily deduced from [18, Theorem 1.1.
and Corollary 2.2]. For completeness, its proof is provided in Appendix E.
Also, see [12, Theorem 2] and [32, Lemma 8.5].
Remark 5.2. As observed in Remark 1.2 of [18], for the purpose of
Proposition 5.1, in the definition (5.1) of C˜, one can without loss of gener-
ality replace absolute continuity by (the apparently stronger condition of)
equivalence. This is because if there is an absolutely continuous coupling
Υ that satisfies conditions (II) and (III) of Proposition 5.1, then the mea-
sure 12(Υ + P
y ⊗ P y˜) is an equivalent coupling that also satisfies the same
conditions. Thus, we refer to the approach to establishing uniqueness of the
invariant distribution by invoking Proposition 5.1 as the asymptotic equiva-
lent coupling approach.
In Sections 5.2-5.6, we apply the asymptotic equivalent coupling frame-
work of Proposition 5.1, with X = Y, in order to establish uniqueness of
the invariant distribution of the transition semigroup {Pt} associated to the
Markov family {P y; y ∈ Y} of the diffusion model defined in Section 4.2. Let
A be the measurable subset of Y defined as
(5.3) A
.
= {(x, z) ∈ Y : x ≥ 0}.
First, in Section 5.2, for each pair y, y˜ ∈ A, we construct a pair of stochastic
processes (Y y, Y˜ y˜) on a common probability space and define the mapping
(5.4) Υy,y˜ : (y, y˜) ∈ A×A 7→ Law(Y y, Y˜ y˜) ∈M1(YR+ × YR+),
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where Law(Y y, Y˜ y˜) denotes the joint distribution of (Y y, Y˜ y˜). The required
measurability properties are proved in Section 5.3. Next, in Section 5.4, we
show that Υy,y˜(D) > 0, and in Section 5.5 we show that the law of Y y is
P y, and that the law of Y˜ y˜ is equivalent to P y˜, thus establishing that Υ
defines an asymptotic equivalent coupling. Finally, we combine these results
in Section 5.6 to complete the proof of Theorem 3.8.
Remark 5.3. It is worthwhile to clarify why, in Proposition 5.1, we for-
mulate a continuous-time version of the asymptotic coupling theorem, rather
than deduce the result by simply applying the original discrete-time version
established in [18, Corollary 2.2] to the discrete skeleton of the continuous-
time process (i.e., the Markov chain obtained by sampling at integer times).
To show uniqueness of the invariant measure of the continuous-time Markov
process, is clearly suffices to show uniqueness of the invariant measure of
its discrete skeleton (that is, the Markov chain obtained by sampling the
continuous process at integer times). In turn, by Corollary 2.2 of [18], for
uniqueness of the invariant measure of the discrete skeleton, it suffices to
verify the three conditions of that corollary, which are the natural discrete
analogs of properties (I), (II) and (III) of Proposition 5.1. Now, the con-
tinuous version of properties (II) and (III) immediately imply the discrete
version because any asymptotic equivalent coupling of the continuous-time
process on some set A induces a corresponding asymptotic equivalent cou-
pling of the discrete skeleton. Thus, if A = X then the discrete-time version
can be directly invoked because in this case the first condition of Corollary
2.2 of [18], which states that µ(A) > 0 for every invariant measure µ of the
discrete skeleton, is trivially satisfied. However, when A is a strict subset
of X then the property that µ(A) > 0 for all invariant measures µ of the
continuous-time process need not imply that µ(A) > 0 for all invariant mea-
sures of the discrete skeleton, since the latter could in general be strictly
larger. Moreover, in some situations (as turns out to be the case in our ap-
plication), it may be relatively easy to show the former, but non-trivial to
show the latter. In such cases, it is more convenient to directly apply the
continuous-time version of the result, as formulated in Proposition 5.1.
5.2. Construction of a Candidate Coupling. Fix two initial conditions
y = (x0, z0) and y˜ = (x˜0, z˜0) in the set A defined in (5.3), and let Y = Y
y
be the diffusion model with initial condition y. Then, by Definition 4.12,
Y = (X,Z) and the associated process K satisfy (4.23) and (4.24) with
(x0, z0) in place of (X0, Z0). In particular, (K,X) = Λ(E, x0, z0 − H(1)).
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Now, define the (random) locally integrable function
(5.5) R(t)
.
= z′0(t) +Ht(h)− g(0)K(t)−
∫ t
0
K(s)g′(t− s)ds.
Combining (4.15) and (4.28), the latter with r = 0, we have
(5.6)
∫ t
0
R(s)ds =
∫ t
0
∂rZ(s, 0)ds.
We now construct another process Y˜ , which starts from y˜, on the same
probability space. Fix λ > 0. Given X defined above, it is easy to see that
P-almost surely, the linear integral equation
X˜(t) = x˜0 − x0 − λ
∫ t
0
X˜(s)ds+X(t) + λ
∫ t
0
X(s)ds,(5.7)
has a unique continuous solution X˜, which has the from
(5.8) X˜(t) = x˜0e
−λt + F (t)− λ
∫ t
0
e−λ(t−s)F (s)ds, t ≥ 0,
where F (t)
.
= X(t)− x0 + λ
∫ t
0 X(s)ds. Since Y satisfies the diffusion model
SPDE, by Proposition 4.18, X satisfies (3.10), which when combined with
(5.6) and (5.7), shows that for t ≥ 0,
X˜(t) = x˜0 + σB(t)− βt−Mt(1)− λ
∫ t
0
X˜(s)ds+ λ
∫ t
0
X(s)ds+
∫ t
0
R(s)ds.
(5.9)
Also, for t ≥ 0, define
(5.10) K(t)
.
= σB(t)−βt−(X˜+(t)− x˜+0 )+∫ t
0
(
R(s) + λX(s)− λX˜(s))ds.
Clearly, K is also continuous, almost surely. We now introduce a process R˜
that, as shown in Corollary 5.5 below, can be characterized as the unique
(almost surely locally integrable) solution to the following renewal equation:
R˜(t) =z˜′0(t)− g(0)K(t)−
∫ t
0
K(s)g′(t− s)ds+Ht(h) +
∫ t
0
g(t− s)R˜(s)ds.
(5.11)
In Proposition 5.4, we first collect some general results on solutions of the
renewal equation. Part a of the proposition is used below in the proof of
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Corollary 5.5, part b is used in Section 5.4 to establish an asymptotic con-
vergence property of the diffusion model, and part c is used in Section 5.3
to establish measurability properties of the candidate asymptotic coupling.
Recall the definition of the convolution operator ∗ from Section 1.5.
Proposition 5.4. Suppose Assumption I.a holds.
a. If f ∈ L1loc(0,∞), the renewal equation
(5.12) ϕ = f + g ∗ ϕ
has a unique locally integrable solution ϕ∗.
b. If G has a finite second moment, the function f lies in L2(0,∞) and
its integral If (t) .=
∫ t
0 f(s)ds, t ≥ 0, lies in L2(0,∞), then the solu-
tion ϕ∗ of the renewal equation (5.12) also lies in L2(0,∞). More-
over, there exist constants c1, c2 <∞ such that
(5.13) ‖ϕ∗‖L2 ≤ c1‖f‖L2 + c2‖If‖L2 .
c. If f ∈ C[0,∞), then the solution ϕ∗ of the renewal equation (5.12)
also lies in C[0,∞) and the mapping that takes f to ϕ∗ ∈ C[0,∞) is
continuous.
Proof. While existence and uniqueness of solutions to renewal equations
under various conditions have been extensively studied (see, e.g., [2, Theorem
2.4, p. 146]), the particular version stated above appears not to be readily
available in the literature. Hence, we provide the proof in Appendix A.
Corollary 5.5. There exists a unique locally integrable process R˜ that
satisfies equation (5.11).
Proof. Almost surely, due to the continuity of K defined in (5.10), the
continuity of t 7→ Ht (see Remark 4.2), the fact that z˜′0 ∈ L2(0,∞), and the
local integrability of g′, the function
t 7→ z˜′0(t)− g(0)K(t)−
∫ t
0
K(s)g′(t− s)ds+Ht(h)
lies in L1loc(0,∞). The corollary then follows from Proposition 5.4.a.
Next, for t ≥ 0, define
(5.14) K˜(t)
.
= K(t)−
∫ t
0
R˜(s)ds.
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Substituting K(t) from above into (5.11) and simplifying terms, we obtain
(5.15) R˜(t) = z˜′0(t) +Ht(h)− g(0)K˜(t)−
∫ t
0
K˜(u)g′(t− u)du,
which we observe is analogous to (5.5). Moreover, recall the definition (4.16)
of the family of mappings {Γt; t ≥ 0}, and in a fashion analogous to the
definition of Z in (4.24), define
(5.16) Z˜(t, r)
.
= z˜0(t+ r)−Mt(Ψt+r1) +
(
ΓtK˜
)
(r), t, r ≥ 0.
Since K˜ is almost surely continuous, it follows from (the proof of) Propo-
sition 4.14.a that Z˜ is also a continuous H1(0,∞)-valued process. Finally,
set Y˜ (t) = Y˜ y˜(t)
.
= (X˜(t), Z˜(t)), t ≥ 0, and define Υy,y˜ to be the joint
distribution of (Y y, Y˜ y˜).
5.3. Proof of the Measurability Property. In this section we prove the
measurability condition (II) of Proposition 5.1 for the family of candidate
equivalent couplings {Υy,y˜, (y, y˜) ∈ Y × Y} that we constructed in the last
section. Let (Y y, Y˜ y˜) be the associated processes defined therein.
Lemma 5.6. Suppose Assumptions I-II hold, and let A be the measurable
subset of Y defined in (5.3). Then, for every B ∈ B(X )R+ ⊗ B(X )R+, the
mapping (y, y˜) 7→ Υy,y˜(B) from A×A to R is measurable.
Proof. We claim that for every t ≥ 0, almost surely, the mapping
(y, y˜) 7→ (Y y(t), Y˜ y˜(t)) is continuous from A×A to Y×Y. We first show that
assuming the claim, the assertion of the lemma holds, and then we prove the
claim.
Assuming that the claim holds, for every k ≥ 1, t1, . . . , tk ≥ 0 and func-
tions ϕ1, ..., ϕk ∈ Cb(Y×Y;R), by invoking the bounded convergence theorem
we conclude that the mapping
(y, y˜) 7→ E
[
ϕ1
(
Y y(t1), Y˜
y˜(t1)
)
... ϕk
(
Y y(tk), Y˜
y˜(tk)
)]
.
is continuous, and hence, measurable. The assertion in the lemma then fol-
lows from the definition of the Kolmogorov σ-algebra and a standard mono-
tone class argument.
We now turn to the proof of the claim. Fix t ≥ 0. We start by show-
ing that the mapping from y = (x0, z0) ∈ Y to Y y(t) is continuous, almost
surely. Fix ω ∈ Ω0, where Ω0 is a subset of Ω with P{Ω0} = 1, on which
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Proposition 4.14 holds and the Brownian motion {B(t); t ≥ 0} has con-
tinuous paths. Recall again that C0[0,∞) denotes the space of continuous
functions f on [0,∞) with f(0) = 0. The map from y = (x0, z0) ∈ Y to
(E, x0, z0 − H(1)) ∈ C0[0,∞) × R × C[0,∞) is continuous due to Lemma
3.3.b. Since (K,X) = Λ(E, x0, z0 − H(1)) by definition (4.23), and the
CMS mapping Λ is continuous by Lemma 4.10, it follows that the map-
ping y ∈ Y 7→ (K,X) ∈ C0[0,∞)× C[0,∞) is continuous. In particular, for
fixed t > 0, the mapping y 7→ X(t) is continuous and, by the definition (4.24)
of Z(t, ·), continuity of the translation map (Lemma 3.3.c) and continuity of
the mapping Γt (Lemma 4.9.b), the mapping y 7→ Z(t, ·) ∈ H1[0,∞) is also
continuous. Thus, we have shown that the mapping y ∈ Y 7→ Y y(t) ∈ Y is
continuous for every ω ∈ Ω˜ and t ≥ 0.
Next, we prove continuity of the mapping (y, y˜) = ((x0, z0), (x˜0, z˜0)) ∈
A× A 7→ Y˜ y˜(t) ∈ Y. It is clear from the equation (5.8) and the form of the
function F specified below (5.8) that the map (x0, x˜0, X) ∈ R2×C[0,∞) 7→
X˜ ∈ C[0,∞) is continuous. Together with the continuity of y 7→ X proved
above, this implies that the map (y, y˜) ∈ Y2 7→ X˜ ∈ C[0,∞) is continuous.
Next, recall that by the definition of A, if y = (x0, z0) ∈ A then z0(0) =
x0 ∧ 0 = 0. Using this identity, equation (5.6) and equation (4.28) with
r = 0, we have
IR(t) .=
∫ t
0
R(s)ds = z0(t) +Mt(1)−Mt(Ψt1)−
∫ t
0
K(u)g(t− u)du.
When combined with the continuity of the mappings z0 ∈ H1(0,∞) 7→ z0 ∈
C[0,∞) (which holds by Lemma 3.3.b) and y 7→ K (established above), this
implies that the mapping (y, y˜) ∈ A × A 7→ IR ∈ C[0,∞) is continuous.
In turn, due to the continuity of the mappings that take (y, y˜) to X and
X˜ established above, this implies that the map from (y, y˜) ∈ A × A to
K ∈ C[0,∞) defined in (5.10) is also continuous. Next, observe from (5.11)
that R˜ satisfies the renewal equation R˜ = F˜ + g ∗ R˜ where
F˜ (t)
.
= z˜′0(t)− g(0)K(t)−
∫ t
0
K(s)g′(t− s)ds+Ht(h), t ≥ 0.
Therefore, IR˜ defined as IR˜(t) =
∫ t
0 R˜(s)ds, t ≥ 0, satisfies the renewal
equation IR˜ = IF˜ + g ∗ IR˜, where, using the identity z˜0(0) = x˜0 ∧ 0 = 0
(which holds because y˜ ∈ A), we obtain
IF˜ (t)
.
=
∫ t
0
F˜ (s)ds = z˜0(t)− g ∗K(t) +
∫ t
0
Hs(h)ds, t ≥ 0.
Therefore, IF˜ lies in C0[0,∞) and the map from (y, y˜) to IF˜ is continuous.
An application of Proposition 5.4.c then shows that IR˜ also lies in C[0,∞),
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and that the map from IF˜ to IR˜ and hence, from (y, y˜) to IR˜, is contin-
uous. Consequently, K˜ ∈ C[0,∞) defined in (5.14) is also obtained as a
continuous map of (y, y˜). Finally, by definition (5.16) of Z˜(t, ·), continuity
of the translation map (Lemma 3.3.c) and the continuity of the mapping
Γt (Lemma 4.9.b), Z˜(t, ·) can also be expressed as a continuous mapping of
(y, y˜). Therefore, the mapping (y, y˜) ∈ A×A 7→ Y˜ y˜(t) ∈ Y is also continuous
for every ω ∈ Ω0. This completes the proof of the claim, and hence, the proof
of the lemma.
5.4. Asymptotic Convergence. In this section, we prove condition (III) of
Proposition 5.1, that is, the asymptotic convergence of the processes Y = Y y
and Y˜ = Y˜ y˜ whenever their respective initial conditions y = (x0, z0) and
y˜ = (x˜0, z˜0) lie in the set A. Specifically, given the processes defined in
Section 5.2, define ∆H
.
= H − H˜ for H = Y , y, Z, z0, K, X, X+, X−, x0,
and R. Our goal is to show that almost surely,
(5.17) ∆Y (t)→ 0 in Y, as t→∞.
This will follow from (5.19) and Lemma 5.9 below.
Subtracting X from both sides of equation (5.7), we see that ∆X satisfies
the integral equation
(5.18) ∆X(t) = ∆x0 − λ
∫ t
0
∆X(s)ds,
whose solution is given by
(5.19) ∆X(t) = ∆x0e
−λt.
Clearly, ∆X(t) converges to zero with probability one as t→∞.
We now turn to the proof of the asymptotic convergence of ∆Z, which
consists of two main steps. In the first step (see Lemma 5.7) we use the
fact that ∆R satisfies a certain renewal equation to show that it is square
integrable. In the second step (Lemma 5.9) we combine the square integra-
bility of ∆R with other estimates to show that ∆Z(t, ·) converges to zero in
H1(0,∞). First, note that on substituting the expression for K from (5.10)
into the definition of K˜ in (5.14), subtracting this from the equation for K
in (4.26), and recalling the definition of E from (4.22), we obtain
(5.20) ∆K(t) = −∆X+(t) + ∆x+0 −
∫ t
0
∆R(s)ds− λ
∫ t
0
∆X(s)ds.
When combined with (5.18) and the fact that x0, x˜0 ≥ 0, (5.20) further
simplifies to
(5.21) ∆K(t) = −∆X−(t)−
∫ t
0
∆R(s)ds.
47
Lemma 5.7. Let Assumptions I-II hold. Then t 7→ ∆R(t) ∈ L2(0,∞),
almost surely. Moreover, there exist deterministic constants C¯1, C¯2 <∞ such
that
(5.22) ‖∆R‖L2 ≤ C¯1‖∆z0‖H1 + C¯2|∆x0|.
Proof. Subtracting (5.15) from (5.5), we obtain
∆R(t) =∆z′0(t)− g(0)∆K(t)−
∫ t
0
∆K(s)g′(t− s)ds.(5.23)
Substituting ∆K from (5.21) into (5.23) and using Fubini’s theorem, we see
that ∆R satisfies the renewal equation
(5.24) ∆R = F¯ + g ∗∆R,
with
F¯ (t)
.
=∆z′0(t) + g(0)∆X
−(t) + (∆X− ∗ g′)(t), t ≥ 0.(5.25)
We now claim that there exists C <∞ such that
(5.26) max
(‖F¯‖L2 , ‖IF¯ ‖L2) ≤ ‖∆z0‖H1 + C|∆x0| <∞,
where IF¯ (t) .=
∫ t
0 F¯ (s) ds. We first show how the proof of the lemma follows
from the claim. Indeed, since ∆R satisfies the renewal equation (5.24), G
has a finite second moment by Assumption II, and F¯ and IF¯ lie in L2(0,∞)
by (5.26), Proposition 5.4.b implies that there exist deterministic constants
such that
‖∆R‖L2 ≤ c1‖F¯‖L2 + c2‖IF¯ ‖L2 .
When combined with (5.26), this implies that ∆R lies in L2(0,∞) and sat-
isfies (5.22) with C¯1
.
= c1 + c2 and C¯2
.
= (c1 + c2)C. It only remains to prove
the claim (5.26).
First, note that for every t ≥ 0, using the fact that ∆z0(0) = −∆x−0 = 0
because y, y˜ ∈ A implies x−0 = x˜−0 = 0, we have
IF¯ (t) =
∫ t
0
∆z′0(s)ds+ g(0)
∫ t
0
∆X−(s)ds+
∫ t
0
∆X− ∗ g′(s)ds
=∆z0(t) + g(0)
∫ t
0
∆X−(s)ds+
∫ t
0
∆X−(s)
(
g(t− s)− g(0))ds
=∆z0(t) + ∆X
− ∗ g(t).(5.27)
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Moreover, by Young’s inequality (see, e.g., [4, Theorem 3.9.4]), Assumption
I.c, the finite mean assumption on G and (5.19), we have
(5.28) ‖∆X− ∗ g′‖L2 ≤ ‖g′‖L1 ‖∆X−‖L2 ≤ H2‖∆X−‖L2 <∞.
Together with (5.25), (5.27) and Minkowski’s integral inequality, this implies
that
‖F¯‖L2 ≤ ‖∆z0‖H1 + (g(0) +H2)‖∆X−‖L2 ,
‖IF¯ ‖L2 ≤ ‖∆z0‖H1 +H2‖∆X−‖L2 .
Since ‖∆X−‖L2 ≤ 1√2λ |∆x0| due to (5.19), we conclude that (5.26) holds
with C
.
= (g(0) +H2)/
√
2λ. This completes the proof of the lemma.
In Lemma 5.9 below, we use (5.22) to prove the asymptotic convergence
of ∆Z(t, ·). The proof of Lemma 5.9 makes use of the following elementary
result on the convolution operator.
Lemma 5.8. Let v ∈ L1(0,∞), and suppose w ∈ L1loc(0,∞) is bounded
and w(t)→ 0 as t→∞. Then ϕ .= v ∗ w satisfies limt→∞ ϕ(t) = 0.
Proof. Fix ε > 0 and choose t0 < ∞ such that ess supt≥t0 |w(t)| ≤ ε,
where ess sup f is the essential supremum of a function f . Then for t ≥ t0,
φ(t) =
∫ t0
0
w(s)v(t− s)ds+
∫ t
t0
w(s)v(t− s)ds,
which implies that
|φ(t)| ≤ ||w||∞
∫ t
t−t0
|v(s)|ds+ ε‖v‖L1 .
Sending t→∞ in the last display, and noting that ∫ tt−t0 |v(s)|ds→ 0 because
v ∈ L1(0,∞), it follows that lim supt→∞ |φ(t)| ≤ ε‖v‖L1 . Since ε > 0 is
arbitrary, the lemma follows on sending ε ↓ 0.
Lemma 5.9. Under Assumptions I-II, almost surely, ∆Z(t, ·) → 0 in
H1(0,∞) as t→∞.
Proof. Subtracting (5.16) from (4.24), we see that
∆Z(t, r) = ∆z0(t+ r) + (Γt∆K)(r).
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Using (4.16) and (5.21) to expand the right-hand side above, we have
(5.29) ∆Z(t, r) = ∆z0(t+ r)−G(r)∆X−(t) + ζ(t, r) + ξ(t, r),
where ζ(t, r)
.
=
∫ t
0 ∆X
−(s)g(t+ r − s)ds and ξ(t, r) .= − ∫ t0 ∆R(s)G(t+ r −
s)ds. To prove the lemma, it suffices to show that almost surely, the H1(0,∞)
norm (as a function of r) of each of the terms on the right-hand side of (5.29)
goes to zero as t→∞. For the first term, ‖∆z0(t+ ·)‖H1 → 0 as t→∞ by
(3.5) of Lemma 3.3. For the second term, by (5.19) we have
‖G(·)∆X−(t)‖H1 = ‖G‖H1 |∆X−(t)| ≤ ‖G‖H1 |∆x0|e−λt,
which converges to zero because ‖G‖H1 is finite by Assumption I.b.
Next, since ∆X− is continuous and g′ is bounded and continuous by As-
sumption I.c, by the bounded convergence theorem, for each t ≥ 0, ζ(t, ·)
has a weak derivative
∂rζ(t, r) =
∫ t
0
∆X−(s)g′(t+ r − s)ds
=
∫ t
0
∆X−(t− s)g′(r + s)ds, a.e. r ∈ (0,∞).
Therefore, applying Ho¨lder’s inequality and Tonelli’s theorem, we see that
‖ζ(t, ·)‖2L2 =
∫ ∞
0
(∫ t
0
∆X−(t− s)g(r + s)ds
)2
dr
≤
∫ ∞
0
(∫ t
0
∆X−(t− s)2g(r + s)ds
)(∫ t
0
g(r + s)ds
)
dr
≤
∫ t
0
∆X−(t− s)2
∫ ∞
0
g(r + s)dr ds
=
(
(∆X−)2 ∗G) (t),
and, likewise, we have
‖∂rζ(t, ·)‖2L2 ≤
∫ ∞
0
(∫ t
0
∆X−(t− s)|g′(r + s)|ds
)2
dr
≤ H22
∫ ∞
0
(∫ t
0
∆X−(t− s)G(r + s)ds
)2
dr
≤ H22
∫ t
0
∆X−(t− s)2
∫ ∞
0
G(r + s)dr ds
= H22
(
(∆X−)2 ∗
∫ ∞
·
G(r)dr
)
(t).
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Now, (∆X−)2 is integrable by (5.19) and both G and
∫∞
· G(s)ds are contin-
uous, bounded by 1, lie in L1(0,∞) and vanish at infinity. Thus, it follows
from Lemma 5.8 that as t → ∞, ‖ζ(t, ·)‖L2 → 0 and ‖∂rζ(t, ·)‖L2 → 0, and
consequently, ‖ζ(t, ·)‖H1 → 0. Similarly, since ∆R is continuous and G has a
continuous and bounded density g due to Assumption I.b, by the bounded
convergence theorem, for each t ≥ 0, ξ(t, ·) has weak derivative
∂rξ(t, r) =
∫ t
0
∆R(s)g(r + t− s)ds, a.e. r ∈ (0,∞).
An exactly analogous analysis then shows that
‖ξ(t, ·)‖2L2 ≤
(
∆R2 ∗G) (t),
and
‖∂rξ(t, ·)‖2L2 ≤ H
(
∆R2 ∗
∫ ∞
·
G(r)dr
)
(t).
Again, since ∆R2 is integrable by Lemma 5.7 and both G and
∫∞
· G(s)ds
are integrable, bounded by 1 and vanish at infinity, another application of
Lemma 5.8 shows that as t→∞, ‖ξ(t, ·)‖L2 → 0 and ‖∂rξ(t, ·)‖L2 → 0, and
consequently, ‖ξ(t, ·)‖H1 → 0. This completes the proof.
5.5. Marginal Distributions. In this section, we continue to use the ∆H
notation introduced in Section 5.4. The main result of this section is as
follows:
Proposition 5.10. If Assumptions I-II hold, then Y y has distribution
P y, and the distribution of Y˜ y˜ on YR+ is equivalent to P y˜.
Proof. Y y has distribution P y by definition. For fixed y˜ ∈ Y, to show
that the distribution of Y˜ = Y˜ y˜ is equivalent to P y˜, we first show that Y˜
satisfies the same equations as Y , but with B replaced by some process B˜,
and then invoke Girsanov’s theorem to prove that B˜ is a Brownian motion
on the entire time interval [0,∞) under another probability measure P˜ that
is equivalent to P. Let B˜t
.
= Bt −
∫ t
0 m(s)ds, where m is defined by
(5.30) m(s)
.
= −R(s) + R˜(s)− λ(X(s)− X˜(s)) = −∆R(s)− λ∆X(s),
and set E˜
.
= σB˜(t)− βt. We will first show that
(5.31) (K˜, X˜) = Λ(E˜, x˜0, z˜0 −Ht(1)),
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where Λ is the CMS mapping introduced in Definition 4.11. To prove (5.31),
first note that the expression (5.9) for X˜ can be rewritten as
(5.32) X˜(t) = x˜0 + E˜(t)−Mt(1) +
∫ t
0
R˜(s)ds.
By equation (5.15) for R˜, relation (4.15), and Fubini’s theorem, we have∫ t
0
R˜(s)ds =
∫ t
0
z˜′0(s)ds+
∫ t
0
Hs(h)ds− g(0)
∫ t
0
K˜(s)ds
−
∫ t
0
(∫ s
0
K˜(v)g′(s− v)dv
)
ds
= z˜0(t)− z˜0(0)−Ht(1) +Mt(1)−
∫ t
0
K˜(s)g(t− s)ds.
Together with (5.32), this implies
(5.33) X˜(t) = x˜0 + E˜(t) + V˜ (t)− V˜ (0)− K˜(t),
where
(5.34) V˜ (t)
.
= z˜0(t)−Ht(1) + K˜(t)−
∫ t
0
K˜(s)g(t− s)ds.
Also, by definitions (5.10) and (5.14) of K and K˜ and equation (5.30), we
have
(5.35) K˜(t) = K(t)−
∫ t
0
R˜(s)ds = E˜(t)− X˜+(t) + x˜+0 .
Substituting K˜ from (5.35) in (5.33) and noting from (5.34) and the fact
that (x˜0, z˜0) ∈ Y, V˜ (0) = z˜0(0) = −x˜−0 , we conclude that
(5.36) V˜ (t) = X˜(t) ∧ 0 = −X˜(t)−.
Comparing the equation obtained on substituting V˜ from (5.36) into (5.35)
with the CMS equation (4.25), and comparing (5.35) with the CMS equation
(4.26), it follows that (5.31) holds. Furthermore, Z˜ defined in (5.16) has the
same form as the expression (4.24) for Z, but with K replaced by K˜. In
summary, we have shown that Y˜ is defined in the same way as the process
Y y˜ in Definition 4.12, except that B is replaced by B˜. Therefore, to complete
the proof, it suffices to show that there exists a new probability measure P˜
on (Ω,F) that is equivalent to P and under P˜, B˜ is a Brownian motion
independent of M.
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Define the process {Nt; t ≥ 0} as
(5.37) Nt
.
= exp
(∫ t
0
m(s)dB(s)− 1
2
∫ t
0
m2(s)ds
)
, t ≥ 0,
where m = −(∆R+λ∆X) is as above. Consider the local martingale M(t) .=∫ t
0 m(s)dBs, with quadratic variation 〈M〉t =
∫ t
0 m
2(s)ds, t ≥ 0. Note that
〈M〉∞ = ||m||2L2 , and by (5.30), (5.22) and (5.19), there exist constants C,
C¯1, C¯2 <∞ such that
‖m‖2L2 ≤ 2‖∆R‖2L2 +2λ2‖∆X‖2L2 ≤ 4C¯21‖z0‖2H1 +(4C¯22 +λ)|∆x0|2
.
= C <∞.
Therefore, E[exp(〈M〉∞/2)] < ∞, which implies that N is a uniformly in-
tegrable exponential martingale (see, e.g., [25, Section 3]). Then, by Doob’s
convergence theorem, Nt converges almost surely as t→∞ to an integrable
random variable N∞. The inequality 〈M〉∞ < ∞ also implies that M is it-
self a uniformly integrable martingale. Therefore, by another application of
Doob’s convergence theorem, almost surely, M(t) has a finite limit as t→∞,
which ensures that N∞ is almost surely positive. Define a probability mea-
sure P˜ on (Ω,F) by:
(5.38) P˜(A) = E [1AN∞] , A ∈ F ,
where E denotes expectation with respect to P. Since N∞ is almost surely
positive, P˜ is equivalent to P. Also, by Girsanov’s theorem (see, e.g., [38, The-
orem (38.5), Chapter IV]), {B˜(t) = B(t) − ∫ t0 m(s)ds, t ≥ 0} is a Brownian
motion under P˜. Moreover, recall that under P, for every A1, A2 ∈ B[0,∞),
M(Ai), i = 1, 2, is a martingale independent of B, 〈M(Ai), B〉 ≡ 0. Thus, by
[22, Proposition 5.4, Chapter 3] (note that since N is a martingale, for every
T > 0 and A ∈ FT , P˜(A) = E [1ANT ], and hence, our definition of P˜ is com-
patible with its definition (5.4) in [22, Chapter 3]) under P˜,M(Ai) is a mar-
tingale, 〈M(A1),M(A2)〉t = t
∫∞
0 1A1∩A2 (x) g(x)dx and 〈B˜,M(Ai)〉 ≡ 0
for i = 1, 2. Therefore, under P˜, M is a martingale measure with covari-
ance function given in (3.2) and is independent of B˜. This completes the
proof.
5.6. Proof of Theorem 3.8.
Proof of Theorem 3.8. Proposition 4.23 shows that the diffusion model
Y is a time-homogeneous Feller Markov process on the Polish space Y. Let
P = {Pt, t ≥ 0} be the transition semigroup associated to Y . In order to
show that {Pt} has at most one invariant distribution, it suffices to show that
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the candidate coupling {Υy,y˜, (y, y˜) ∈ A2} constructed in Section 5.2 satisfies
the conditions of Proposition 5.1. Recall that A = {(x, z) ∈ Y ;x ≥ 0}. For
every y, y˜ ∈ A, it follows from Lemma 5.6 that the mapping (y, y˜) 7→ Υy,y˜(B)
is measurable for every B ∈ B(X )R+ ⊗ B(X )R+ and from Proposition 5.10
that Υy,y˜ ∈ C˜(P y, P y˜). Moreover, (5.17) follows from (5.19) and Lemma 5.9,
and hence, Υy,y˜(D) = 1. So, to complete the proof of the theorem, it suffices
to show that the subset A satisfies the first condition of Proposition 5.1.
Let µ be an invariant distribution of {Pt}. Assume to the contrary that
µ(A) = 0. Let Y0 be a Y-valued random element distributed as µ, and
let Y = (X,Z) be the diffusion model with initial condition Y0. Since µ is
invariant for {Pt}, for every t ≥ 0, Y (t) is also distributed as µ, and therefore,
P{Y (t) ∈ A} = P{X(t) ≥ 0} = 0. Equivalently, we have P{X(t) < 0} = 1
for all t ≥ 0. Since X has continuous sample paths almost surely, this implies
that
(5.39) P{X(t) ≤ 0 for every t ≥ 0} = 1.
By (4.25), (4.26) and (5.39), almost surely, for every t ≥ 0 we have K(t) =
σB(t)− βt−X+(t) +X+(0) = σB(t)− βt, and
X(t) = X(t) ∧ 0 = Z0(t) + σB(t)− βt−Ht(1)−
∫ t
0
g(t− s)(σB(s)− βs)ds
= Z0(t)− βt+ β
∫ t
0
sg(t− s)ds+ σ
∫ t
0
G(t− s)dBs −Ht(1).
For every t > 0, σ
∫ t
0 G(t − s)dBs and −Ht(1) are two independent finite
variance Gaussian random variables that are independent of Z0(·). There-
fore, X(t) is the sum of the random variable Z0(t), an independent zero-
mean Gaussian random variable with finite covariance, and a finite constant
ct
.
= βt − β ∫ t0 sg(t − s)ds, which therefore satisfies P{X(t) > 0} > 0. This
contradicts (5.39), and hence, µ(A) > 0, and the proof is complete.
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APPENDIX A: PROPERTIES OF THE RENEWAL EQUATION
Proof of Proposition 5.4.. For part a, let U =
∑∞
n=0G
∗n be the re-
newal function associated with the distribution function G, where G∗n de-
notes the n-fold convolution of G. Since the service distribution with cdf G
has probability density function g, by [2, Proposition 2.7, Section V], U has
density u = U ∗ g, which satisfies the equation u = g + g ∗ u. Moreover,
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since g is continuous (and hence locally bounded), u is also locally bounded.
Define the function ϕ∗
.
= f + u ∗ f . Then the local integrability of f and
local boundedness of u imply the local integrability of ϕ∗, and, using the
distributive and associative properties of the convolution operation, we have
g∗ϕ∗ = g∗(f+u∗f) = g∗f+(g∗u)∗f = g∗f+(u−g)∗f = u∗f = ϕ∗−f.
Therefore, ϕ∗ is a solution to the equation ϕ = f + g ∗ ϕ given in (5.12).
To show that ϕ∗ is the unique solution to (5.12) that lies in L1loc(0,∞),
let ϕi ∈ L1loc(0,∞), i = 1, 2, be two solutions to (5.12). Then ϕ = ϕ1 −ϕ2 is
a solution to the equation ϕ = g ∗ ϕ. For ε > 0, let ηε(x) .= 1(0,ε)(x)/ε, and
note that the function ϕε
.
= ϕ ∗ ηε satisfies
ϕε = ϕ ∗ η = g ∗ ϕ ∗ ηε = g ∗ ϕε.
Also, for every T <∞,
|ϕε(t)| ≤ 1
ε
∫ T
0
|ϕ(x)|dx <∞, t ∈ [0, T ],
where the finiteness holds since ϕ ∈ L1loc(0,∞). Hence, ϕε is locally bounded
and satisfies the renewal equation ϕε = g ∗ ϕε (i.e., with “input function”
identically equal to zero). However, by [2, Theorem 2.4, p. 146], this implies
ϕε ≡ 0. Since this holds for every ε > 0, this implies ϕ ≡ 0.
To see why part b holds, first note that f ∈ L2(0,∞) implies f ∈ L1loc(0,∞).
Therefore, ϕ∗ = f + u ∗ f is a solution to (5.12) from part a, and, moreover,
it satisfies
|ϕ∗(t)| ≤ |f(t)|+ |u∗f(t)| ≤ |f(t)|+
∣∣∣∣∫ t
0
f(t− s)(u(s)− 1)ds
∣∣∣∣+ ∣∣∣∣∫ t
0
f(s)ds
∣∣∣∣ ,
and hence, recalling the notation If (t) =
∫ t
0 f(s)ds,
(A.1) ‖ϕ∗‖L2 ≤ ‖f‖L2 + ‖f ∗ (u− 1)‖L2 + ‖If‖L2 .
With some abuse of notation, we also let U denote the renewal measure
associated with the distribution G, and let l+ denote Lebesgue measure on
(0,∞). Then, since u − 1 is the density of the signed measure U − l+ with
respect to l+ on (0,∞), we have ∫∞0 |u(s)−1|ds = ||U− l+||TV , where ‖·‖TV
is the total variation norm. Since G has a finite second moment (and has
mean 1), it follows from [29, eqn. (6.10), p. 86] (with λ = 1) that ||U− l+||TV
is finite and hence, u − 1 ∈ L1(0,∞). By Young’s inequality, we then have
||f ∗ (u − 1)||L2 ≤ ||u − 1||L1 ||f ||L2 . Substituting this inequality into (A.1),
we obtain the bound (5.13) with c1 = 1 + ‖u− 1||L1 <∞ and c2 = 1.
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Finally, to see why c holds, note that since f ∈ C[0,∞) and u is bounded
on finite intervals, u∗f also lies in C[0,∞), and hence, so does ϕ∗ = f+u∗f .
Moreover, for every f1, f2 ∈ C[0,∞) and corresponding solutions ϕ1∗, ϕ2∗, we
have
‖ϕ1∗ − ϕ2∗‖T ≤ (1 + U(T )) ‖f1 − f2‖T , ∀T ≥ 0,
and the continuity claim follows.
APPENDIX B: PROPERTIES OF THE AUXILIARY MAPPING Γ
Proof of Lemma 4.9. We first prove property a. Fix t ≥ 0. By As-
sumption I.a, the mapping r 7→ G(r)κ(t) is continuously differentiable with
derivative −g(r)κ(t). Also, by Assumption I.c, g is continuously differen-
tiable with derivative g′, and since s 7→ κ(s) is continuous, the mapping
r 7→ ∫ t0 κ(s)g(t + r − s)ds is continuously differentiable with derivative∫ t
0 κ(s)g
′(t+ r − s)ds. Therefore, Γtκ ∈ C1[0,∞).
Furthermore, from (4.16), we have
|(Γtκ)(r)| ≤ |κ(t)|G(r) + ‖κ‖t
∫ t+r
r
g(s)ds ≤ 2‖κ‖tG(r).(B.1)
Since the right-hand side of (B.1) is a uniformly bounded and integrable
function of r ∈ (0,∞), it follows that for each t ≥ 0, Γtκ ∈ L2(0,∞).
Furthermore, using Assumption I.c and (4.17), we have
|(Γtκ)′(r)| ≤ |κ(t)|g(r) + ‖κ‖t
∫ t+r
r
|g′(s)|ds
≤ ‖κ‖t
(
HG(r) +H2
∫ ∞
r
G(u)du
)
.(B.2)
Again, G and
∫∞
· G(u)du are bounded and integrable by Assumption II, and
therefore, (Γtκ)
′ also lies in L2(0,∞). Thus, Γtκ ∈ H1(0,∞). This completes
the proof of part a.
For part b, let κ and κ˜ be functions in C[0,∞). By linearity of the mapping
Γt and the bounds (B.1) and (B.2), we have
(B.3) ‖Γtκ− Γtκ˜‖L2 ≤ 2‖G‖L2‖κ− κ˜‖t,
and
(B.4) ‖(Γtκ)′ − (Γtκ˜)′‖L2 ≤ C1‖κ− κ˜‖t,
with C1
.
= H‖G‖L2 +H2‖
∫∞
· G(u)du‖L2 , which is finite by Assumption I.c
and Assumption II. The assertion in part b. then follows from (B.3) and
(B.4).
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For part c, fix T ≥ 0. For every 0 ≤ s < t ≤ T , by definition (4.16) of
{Γt; t ≥ 0}, Minkowski’s integral inequality, Assumption I.b and Fubini’s
theorem, we have
‖Γtκ− Γsκ‖L2 ≤ ‖G‖L2 |κ(t)− κ(s)|+
∥∥∥∥∫ t
s
κ(u)g(·+ t− u)du
∥∥∥∥
L2
+
∥∥∥∥∫ s
0
κ(u)|g(·+ t− u)− g(·+ s− u)|du
∥∥∥∥
L2
≤ ‖G‖L2 |κ(t)− κ(s)|+ ‖κ‖TH
∥∥∥∥∫ t−s
0
G(·+ u)du
∥∥∥∥
L2
+ ‖κ‖T
∥∥∥∥∫ s
0
|g(·+ u)− g(·+ t− s+ u)|du
∥∥∥∥
L2
≤ ‖G‖L2 |κ(t)− κ(s)|+ ‖κ‖TH‖G‖L2 |t− s|(B.5)
+ ‖κ‖T
∫ T
0
‖g(t− s+ u+ ·)− g(u+ ·)‖L2du.
The first two terms in (B.5) converge to zero as |t−s| → 0 by the continuity
of κ. Also, since Assumption I implies that g is square integrable, for every
u ∈ [0, T ], the term ‖g(t− s+ u+ ·)− g(u+ ·)‖L2 is bounded by 2‖g‖L2 and
hence, the third term converges to zero as t → s by an application of the
bounded convergence theorem and continuity of the translation map in the
L2 norm.
Similarly, for every 0 ≤ s < t ≤ T , by definition (4.17) of (Γκ)′ and
Assumption I.c,
‖(Γtκ)′ − (Γsκ)′‖L2 ≤ ‖g‖L2 |κ(t)− κ(s)|+ ‖κ‖TH2‖G‖L2 |t− s|
(B.6)
+ ‖κ‖T
∫ T
0
‖g′(·+ u)− g′(·+ t− s+ u)‖L2du.
Again, the first two terms on the right-hand side above converge to zero
as |t − s| → 0 by the continuity of κ, and the third term converges to
zero as |t − s| → 0 by continuity of the translation map in the L2 norm,
boundedness of ‖g′‖L2 (see Assumption I.c and Remark 3.2) and the bounded
convergence theorem. The H1(0,∞)-continuity of t 7→ Γtκ follows from (B.5)
and (B.6).
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APPENDIX C: PROPERTIES OF H1(0,∞)
Proof of Lemma 3.3.c. The first claim follows from the following ele-
mentary inequality: for every f1, f2 ∈ H1(0,∞),
‖f1(t+ ·)− f2(t+ ·)‖2H1 =
∫ ∞
t
(f1(u)− f2(u))2du+
∫ ∞
t
(f ′1(u)− f ′2(u))2du
≤ ‖f1 − f2‖H1 .
For the second claim, fix f ∈ L2(0,∞) and  > 0. Since Cc(0,∞) is dense in
L2(0,∞), there exists a function f˜ that is uniformly continuous on (0,∞)
such that ‖f − f˜‖L2 ≤ . Therefore, for every t, t0 ∈ (0,∞),
‖f(t+ ·)− f(t0 + ·)‖L2 ≤ ‖f(t+ ·)− f˜(t+ ·)‖L2 + ‖f˜(t+ ·)− f˜(t0 + ·)‖L2
+ ‖f˜(t0 + ·)− f(t0 + ·)‖L2
≤ 2+ ‖f˜(t+ ·)− f˜(t0 + ·)‖L2 .
Taking the limit as t→ t0 on both sides of the last inequality, by the uniform
continuity of f˜ and the dominated convergence theorem, we have
lim
t→t0
‖f(t+ ·)− f(t0 + ·)‖L2 ≤ 2+ lim
t→t0
‖f˜(t+ ·)− f˜(t0 + ·)‖L2 = 2.
Since  > 0 is arbitrary, this shows that the translation map t 7→ f(t+ ·) is
continuous in L2(0,∞). If f ∈ H1[0,∞), then f ′ ∈ L2(0,∞) and so the above
argument also shows that the map t 7→ f ′(t + ·) is continuous in L2(0,∞),
which proves the continuity of t 7→ f(t+·) in H1(0,∞). Finally, by definition,
‖f(t+ ·)‖2L2 =
∫ ∞
0
f2(t+ x)dx =
∫ ∞
t
f2(x)dx.
Since f ∈ L2(0,∞), the right-hand side above converges to zero as t → ∞.
Similarly, since f ′ ∈ L2, limt→∞ ‖f ′(t+ ·)‖L2 = 0, and (3.5) follows.
APPENDIX D: SOLUTION TO THE TRANSPORT EQUATION
We now provide a full justification of Lemma 4.19. Define ξ(t, r) = ΓtF (r),
for t, r ≥ 0. First, we show that ξ is indeed a solution to (4.36). Since
F ∈ C[0,∞), by Lemma 4.9, t 7→ ξ(t, ·) = ΓtF ∈ C([0,∞);H1(0,∞)) and for
every s ≥ 0, ΓsF has weak derivative (ΓsF )′(r) = −g(r)F (s)−
∫ s
0 F (u)g
′(s+
r − u)du, r ∈ (0,∞).
Because F , g and g′ are continuous (see Assumption I), the mapping
(s, r) 7→ (ΓtF )′(r) is continuous, and hence, locally integrable. Moreover, for
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t, r ≥ 0,∫ t
0
∂rξ(s, r)ds+G(r)F (t)
=
∫ t
0
(ΓsF )
′(r)ds+G(r)F (t)
= −g(r)
∫ t
0
F (s)ds−
∫ t
0
∫ s
0
F (u)g′(r + s− u)du ds+G(r)F (t)
= −
∫ t
0
F (u)g(r + t− u)du+G(r)F (t),
which is equal to ΓtF (r). Here, the application of Fubini’s theorem in the
second equality above is justified because g′ and F are continuous and hence
locally integrable. This shows that ξ satisfies (4.36).
Next, let ξ˜ be any function that satisfies properties 1 and 2 of Lemma 4.9
and equation (4.36). Then ξ◦ .= ξ − ξ˜ also satisfies properties 1 and 2, and
(D.1) ξ◦(t, r) =
∫ t
0
∂rξ
◦(s, r)ds, a.e. r ∈ (0,∞), for t ≥ 0.
Fix δ > 0 and T > 0, and for  ∈ (0, δ), let ρ be a regularizing kernel:
ρ =
1

ρ
( ·

)
,
for a positive function ρ ∈ C∞c (R) with
∫
R ρ(x)dx = 1 and supp(ρ) ⊆ [−1, 1].
For t ≥ 0, define ξ◦ (t, ·) .= ξ◦(t, ·)∗ρ, and note that for every  ∈ (0, δ), ξ◦ (t, ·)
is continuously differentiable on (,∞) (in particular, ξ◦ (t, ·) ∈ C1[δ,∞)),
with ∂rξ
◦
 (t, ·) = (∂rξ◦)(t, ·)∗ρ. Hence, ∂r[ξ◦ (t, r)]2 = 2∂rξ◦ (t, r)ξ◦ (t, r), and
since ξ◦ ∈ L2(0,∞),
lim
r→∞ ξ
◦
 (t, r) = limr→∞
∫ ∞
r−
ξ◦(t, x)ρ(r−x)dx ≤ lim
r→∞ ‖ξ
◦(t, r−+·)‖L2‖ρ‖L2 = 0.
In turn, this yields
(D.2) (ξ◦ )
2(t, r) = −2
∫ ∞
r
∂rξ
◦
 (t, x)ξ
◦
 (t, x)dx, t, r ≥ 0.
Next, convolving both sides of (D.1) with ρ and using Fubini’s theorem
(which is justified since ρ has compact support), for every  ∈ (0, δ) we have
(D.3)
ξ◦ (t, r) =
(∫ t
0
∂rξ
◦(s, ·)ds
)
∗ρ(r) =
∫ t
0
(∂rξ
◦(s, ·) ∗ ρ) (r)ds =
∫ t
0
∂rξ
◦
 (s, r)ds.
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Also, for every fixed r ≥ δ and every t, s ≥ 0, we have
|∂rξ◦ (t, r)− ∂rξ◦ (s, r)| ≤
∫ ∞
0
|∂rξ◦(t, x)− ∂rξ◦(s, x)| ρ(r − x)dx
≤ ‖ρ‖L2‖∂rξ◦(t, ·)− ∂rξ◦(s, ·)‖L2 .
Since ξ◦ ∈ C([0,∞),H1(0,∞)) by the assumptions of the lemma, the right-
hand side of the above display converges to zero as s → t, and hence, the
mapping s 7→ ∂rξ◦ (s, r) is continuous for every r ≥ δ. Therefore, by equa-
tion (D.3) and the bounded convergence theorem, ξ◦ (·, r) ∈ C1[0,∞) for
every r ≥ 0, and the equation (D.3) can then be written as the classical
(homogeneous) transport equation
(D.4) ∂tξ
◦
 (t, r) = ∂rξ
◦
 (t, r), t, r ≥ 0,
with initial condition ξ◦ (0, r) ≡ 0. In particular,
(D.5) (ξ◦ )
2(t, r) = 2
∫ t
0
∂tξ
◦
 (s, r)ξ
◦
 (s, r)ds, t, r ≥ 0.
Finally, applying equations (D.5), (D.4) and (D.2) in, respectively, the
second, third and fourth equalities below, we have
‖ξ◦ (t, ·)‖2L2(δ,∞) =
∫ ∞
δ
(ξ◦ )
2(t, r)dr
= 2
∫ ∞
δ
∫ t
0
∂tξ
◦
 (s, r)ξ
◦
 (s, r)dsdr
= 2
∫ t
0
∫ ∞
δ
∂rξ
◦
 (s, r)ξ
◦
 (s, r)drds
= −
∫ t
0
(ξ◦ )
2(s, δ)ds ≤ 0,(D.6)
where Fubini’s theorem can be applied in the third inequality above because∫ t
0
∫ ∞
δ
∂rξ
◦
 (s, r)ξ
◦
 (s, r)drds ≤
∫ t
0
‖∂rξ◦ (s, ·)‖L2‖ξ◦ (s, ·)‖L2ds <∞.
which follows from the assumption that ξ◦ ∈ C([0,∞),H1(0,∞)). The in-
equality (D.6) implies ξ◦ ≡ 0 on [0,∞) × [δ,∞) for every  < δ. Since for
every t ≥ 0, ξ◦ (t, ·) → ξ◦(t, ·) in L2loc(0,∞) (see, e.g., [13, Appendix C.4,
Theorem 6.(iv)]), we conclude that ξ(t, ·) ≡ 0 for every t ≥ 0, as desired.
60
APPENDIX E: A CONTINUOUS VERSION OF THE ASYMPTOTIC
COUPLING THEOREM
In this section, for completeness, we prove the continuous version of Corol-
lary 2.2 of [18], as stated in Proposition 5.1. The proof is a straightfor-
ward adaptation of the proof of [18, Theorem 1.1 and Corollary 2.2] to
the continuous time setting (see also [12, Theorem 2] and [32, Lemma 8.5],
where a continuous version is used). In what follows, recall that for any
semi-group of measurable operators φs : (XR+ ,B(X )R+) 7→ (XR+ ,B(X )R+),
s ≥ 0, on the probability space (XR+ ,B(X )R+), a probability measure µ on
(XR+ ,B(X )R+) is said to be an invariant measure of {φs} if φs#µ = µ for
all s ≥ 0. Also, a set A ∈ B(X )R+ is said to be an invariant set of {φs} if
(φs)−1(A) = A for all s ≥ 0. Finally, an invariant measure µ of {φs} is said
to be ergodic if µ(A) ∈ {0, 1} for every invariant set A of {φs}.
Proof of Proposition 5.1. Define the family {Θs; s ≥ 0} of shift op-
erators Θs as Θsx(·) .= x(s+ ·), x ∈ XR+ , and note that it forms a semigroup
of measurable operators from (XR+ ,B(X )R+) to itself. Let µ1 and µ2 be two
invariant distributions of {Pt}. Given the ergodic decomposition of invariant
measures, we can assume without loss of generality that µ1 and µ2 are both
ergodic invariant distributions of {Pt}. Hence, defining mi .= Pµi , i = 1, 2,
to be the distribution of Markov processes with transition semigroup {Pt}
and initial condition µi, m1 and m2 are ergodic invariant distributions for
the semigroup {Θs}.
First, we extend the definition of the measurable map Υ in the statement
of the proposition from A× A to the whole space X × X by setting Υy,y˜ =
P y × P y˜ for (y, y˜) 6∈ A× A. Next, let Υ¯ ∈ M1(XR+ × XR+) be the measure
given by
Υ¯(B)
.
=
∫
X×X
Υy,y˜(B)µ1(dy)µ2(dy˜), B ∈ B(X )R+ ⊗ B(X )R+ .
Note that by construction, Υ¯ ∈ C˜(m1,m2). Also, since by conditions (I) and
(III) of the proposition, Υ¯y,y˜(D) > 0 for all (y, y˜) ∈ A×A and µ1(A), µ2(A) >
0, it follows that Υ¯(D) > 0.
Now, fix any bounded, Lipschitz function φ on X , and define φ˜ : XR+ 7→ R
by φ˜(x)
.
= φ(x(0)), x ∈ XR+ . By (the continuous-time version of) Birkhoff’s
ergodic theorem (see, e.g., [26, Theorem 1 of Section 1.2]), for i = 1, 2, there
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exist sets Bφi ∈ B(X )R+ with mi(Bφi ) = 1 such that for every xi ∈ Bφi ,
lim
t→∞
1
t
∫ t
0
φ(xi(s))ds = lim
t→∞
1
t
∫ t
0
φ˜(Θsxi)ds
=
∫
XR+
φ˜(xi)mi(dx)
=
∫
X
φ(z)µi(dz).(E.1)
Now, since Υ¯ ∈ C˜(m1,m2), for i = 1, 2, the marginal Π(i)# Υ¯ is absolutely
continuous with respect to mi, which in turn implies Π
(i)
# Υ¯(B
φ
i ) = 1 because
mi(B
φ
i ) = 1. Thus, we have Υ¯(B
φ
1 ×Bφ2 ) = 1. Also, since Υ¯(D) > 0, defining
D¯ .= D ∩ (Bφ1 × Bφ2 ), we have Υ¯(D¯) > 0, and in particular, D¯ is not empty.
Take any (x1, x2) ∈ D¯. Then (x1, x2) ∈ D and by (E.1), we conclude that∣∣∣∣∫X φ(z)µ1(dz)−
∫
X
φ(z)µ2(dz)
∣∣∣∣ = limt→∞ 1t
∣∣∣∣∫ t
0
(φ(x1(s))− φ(x2(s))) ds
∣∣∣∣
≤ lim
t→∞
Cφ
t
∫ t
0
d((x1(s)), x2(s))ds
= 0,
where Cφ is the Lipschitz constant of φ and the last equality follows from
the definition (5.2) of D. Therefore, ∫X φ(z)µ1(dz) = ∫X φ(z)µ2(dz) for every
bounded Lipschitz function φ, and hence, µ1 = µ2.
APPENDIX F: VERIFICATION OF ASSUMPTIONS FOR CERTAIN
FAMILIES OF DISTRIBUTIONS
In this section, we show that a large class of distributions of interest satisfy
our assumptions.
Lemma F.1. Assumption I and Assumption II are satisfied when G be-
longs to one of the following families of distributions:
1. Generalized Pareto distributions with location parameter µ = 0 (a.k.a.
Lomax distribution), and shape parameter α > 2.
2. The log-normal distribution with location parameter µ ∈ (−∞,∞) and
scale parameter σ > 0.
3. The Gamma distribution with shape parameter α ≥ 2.
4. Phase-type distributions.
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Proof. Family 1. The Lomax distribution (equivalently, the generalized
Pareto distribution with location parameter µ = 0) with scale parameter
λ > 0 and shape parameter α > 0 has the following complementary c.d.f.:
G(x) =
(
1 +
x
λ
)−α
, x ≥ 0.
Elementary calculations show that for α > 1, the distribution has a finite
mean, which is equal to λ/(α− 1). In particular, the distribution has mean
1 when λ = α − 1. The probability density function (p.d.f.) g of G clearly
exists, is continuously differentiable and satisfies
g(x) =
α
λ
(
1 +
x
λ
)−(α+1)
, and g′(x) = −α(α+ 1)
λ2
(
1 +
x
λ
)−(α+2)
,
for x ∈ (0,∞). Thus, the hazard rate function h is equal to
h(x) =
g(x)
G(x)
=
α
λ
(
1 +
x
λ
)−1
, x ≥ 0,
which is uniformly bounded by α/λ, and
h2(x) =
g′(x)
G(x)
= −α(α+ 1)
λ2
(
1 +
x
λ
)−2
, x ≥ 0,
which shows that |h2| is uniformly bounded by α(α+ 1)/λ2. Therefore, As-
sumption I is satisfied. Moreover, as x→∞,
G(x) = x−α
(
1
x
+
1
λ
)−α
= O(x−α),
and hence, Assumption II holds when α > 2.
Family 2. The complementary c.d.f. of the log-normal distribution with
location parameter µ ∈ R and shape parameter σ > 0 has the form
Gµ,σ(x) =
1
2
− 1
2
erf
(
log x− µ√
2σ
)
, x ≥ 0,
where erf (y) = 2√
pi
∫ y
0 e
−t2dt is the error function. Simple calculations show
that the mean is given by eµ+σ
2/2, which is equal to 1 when µ = −σ2/2.
Fix σ > 0. For any µ ∈ R, Gµ,σ(x) = G0,σ(cx), with c .= e−µ, for all
x ≥ 0. Therefore, it suffices to verify Assumption I.b, Assumption I.c and
Assumption II for G
.
= G0,σ. The p.d.f. g of G = G0,σ exists, is continuous,
and is given explicitly by
g(x) =
1
x
√
2piσ
e−
(log x)2
2σ2 =
1
xσ
φ
(
log x
σ
)
, x > 0,
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where φ is the p.d.f. of the standard Gaussian distribution. The p.d.f. g itself
is continuously differentiable with derivative
g′(x) = − log x+ σ
2
x2σ3
φ
(
log x
σ
)
, x > 0.
The complementary c.d.f. G can be written as
G(x) = Q
(
log x
σ
)
, x ≥ 0,
where Q is the function Q(z) = 1/2 + 1/2 erf(z/
√
2), which satisfies the
bounds [5, equation (8)]
(F.1) Q(z) ≥ z
1 + z2
φ(z), z ≥ 0.
For x ≥ 0, set zx .= log(x)/σ. Then, using the bound (F.1), for x ≥ eσ (and
hence zx ≥ 1) we have
h(x) =
φ(zx)
xσQ(zx)
≤ (1 + z
2
x)
σzxeσzx
≤ (1 + z
2
x)
σ
e−σzx .
Moreover, for x ∈ [eσ,∞), since log x < x,
g′(x)
g(x)
=
log x+ σ2
xσ2
≤ 1
σ2
+ e−σ,
and hence, h2 = (g
′/g)h is also bounded on [eσ,∞). Moreover,
lim
x→0
g(x) = lim
z→−∞
1√
2piσ
e−σz−
z2
2 = 0,
and
lim
x→0
g′(x) = lim
z→−∞−
z + σ√
2piσ2
e−2σz−
z2
2 = 0.
Since g and g′ are continuous and G is decreasing, it follows from the last two
displays that h and h2 are also bounded on (0, e
σ). Therefore, Assumptions
I holds.
Moreover, it is straightforward to see that for a random variable X with
log-normal distribution,
E [Xn] = enµ+
n2σ2
2 <∞.
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In other words, all moments of the log-normal distribution exist, and in
particular, Assumption II holds.
Family 3. The complementary c.d.f. of a Gamma distribution with shape
parameter α > 0 and rate parameter β > 0 is given by
G(x) =
1
Γ(α)
Γ(α, βx), x > 0,
where Γ(·, ·) is the upper incomplete Gamma function. The mean is α/β,
which is equal to one when α = β. The p.d.f. g is equal to
g(x) =
βα
Γ(α)
xα−1e−βx, x > 0,
which is itself continuously differentiable on (0,∞), with derivative
g′(x) =
βα
Γ(α)
(α− 1− βx)xα−2e−βx, x > 0.
When α ≥ 2,
lim
x→0
h(x) = lim
x→0
g(x) =
βα
Γ(α)
lim
x→0
xα−1 = 0.
Also, by L’Hoˆpital’s rule,
lim
x→∞h(x) = limx→∞
βαxα−1e−βx∫∞
βx t
α−1e−tdt
= lim
x→∞β
α (α− 1)xα−2e−βx − βxα−1e−βx
−βαxα−1e−βx = β.
Moreover, again when α ≥ 2,
lim
x→0
h2(x) = lim
x→0
g′(x) =
βα
Γ(α)
(α− 1) lim
x→0
xα−2 <∞
and by L’Hoˆpital’s rule,
lim
x→∞h2(x) = limx→∞
βα(α− 1− βx)xα−2e−βx∫∞
βx t
α−1e−tdt
= lim
x→∞
βα
(
β2xα−1 − 2β(α− 1)xα−2 + (α− 1)(α− 2)xα−3) e−βx
−βαxα−1e−βx
= −β2.
Since h and h2 are continuous on (0,∞), the last four displays show that
Assumption I holds for α ≥ 2.
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Moreover, the Gamma distribution has finite exponential moments in a
neighborhood of the origin, and in particular, Assumption II holds.
Family 4. A phase-type distribution with size m, an m×m-subgenerator
matrix S (which has eigenvalues with negative real part) and probability row
vector α, the complementary c.d.f. function has the representation
G(x) =
m∑
j=1
pj(x) = αe
xS1, x ≥ 0,
where 1 is an m× 1 column vector of ones and
p(x) = [p1(x), ..., pm(x)]
.
= αexS, x ≥ 0.
Note that the vector α can be chosen such that the mean −αS−11 is set to
one. Defining µ = [µ1, ..., µm]
.
= −S1, the probability density function g can
be written as
g(x) = −αexSS1 = αexSµ =
m∑
j=1
pj(x)µj ,
and is continuous on (0,∞). Therefore, Assumption I.a holds. The p.d.f. g
is continuously differentiable with derivative
g′(x) = −αexSS21 = αexSν, x > 0,
where ν = [ν1, ..., νm]
T .= −S21. The hazard rate function h satisfies
h(x) =
∑m
j=1 pj(x)µj∑m
j=1 pj(x)
≤ max
j=1,...,m
µj <∞, x ≥ 0.
Hence, h is uniformly bounded on [0,∞). Moreover,
|h2(x)| =
∣∣∣∑mj=1 pj(x)νj∣∣∣∑m
j=1 pj(x)
≤ max
j=1,...,m
|νj | <∞, x > 0.
Therefore, Assumptions I.b and I.c hold.
Moreover, for a random variable X with a phase-type distribution,
E [Xn] = (−1)nn!αS−n1 <∞, n ∈ N.
Therefore, all moments are finite and in particular, Assumption II holds.
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