We report some recent attempts to understand the dynamics of complex physiologic fluctuations by adapting and extending concepts and methods developed very recently in statistical physics. We first review recent progress using wavelet-based multifractal analysis, magnitude and sign decomposition analysis and a new segmentation algorithm to quantify multiscale features of heartbeat interval series. We then investigate how heartbeat dynamics change with circadian influences and under pathologic conditions, and we discuss their possible relation to the underlaying cardiac control mechanisms. The analytic tools we discuss may be used on a wider range of physiologic signals. r
Introduction
The central task of statistical physics is to understand macroscopic phenomena that result from microscopic interactions among many individual components driven by competing forces. This problem is akin to many investigations undertaken in 
Concepts and approaches from modern statistical physics
To probe how mechanisms of cardiac regulation generate complex heart rate fluctuations, we have proposed an approach based on concepts and methods derived from statistical physics. The traditional approach considers physiologic systems to be governed by the classical principle of homeostasis which postulates that physiologic systems return to equilibrium after perturbation [10] [11] [12] [13] . Such systems are often characterized by a single dominant time scale. Our preliminary results, however, suggest that physiologic dynamics are characterized by long-range correlations and the absence of a typical dominant time scale, and exhibit scalefree power-law behavior over a broad range of scales [6] . Scale-free behavior is associated with networks of multiple inputs and interactions [14, 15] .
Systems with characteristic scales
In order to understand the concept of ''scale-free'', we start with a discussion of systems with a characteristic scale, the correlation length. Consider a physical quantity which describes some properties of a system. This quantity may vary from one location to another location (or may fluctuate in time). If the system cannot be divided into many isolated sub-parts, the fluctuations of the physical quantity are not completely uncorrelated. There is a well-defined scale for correlation length related to the distance above which the physical properties are uncorrelated (or the smallest scale of the sub-systems that can be treated as independent). This characteristic scale has its practical role in simplifying the problem of describing the system. Several models for studying physical systems take advantage of the existence of this scale. For many physical systems, a similar scale in time also exists. Furthermore, we note that the characteristic scales are frequently related to the exponential decay of a specific quantity. For example, a half life is a characteristic time scale for radioactive particle decay.
Scale-free systems without characteristic scales
Not every system contains a well-defined scale. In statistical physics, attention has been directed at understanding systems that do not have any characteristic scale. A classic example is a ferromagnetic Ising spin system at the critical point [4] . We will use this example to illustrate important aspects of a scale-free system. Consider a lattice with a spin on each lattice site. The spin can take two directions, denoted by 1 and À1; and interacts with its nearest neighbors through ferromagnetic interaction (lower energy when two spins align). If the temperature is high, then the ''randomness'' of the thermal noise dominates. Therefore, each spin is free to choose its own direction with little correlation with its neighbors. If we gradually lower the temperature, we will notice that spins are more correlated (with a short correlation length). A physically meaningful way to define the correlation length for the system is first to connect all nearest neighbor spins that are aligned in the same direction as a ''cluster'', and then to relate the correlation length to the average cluster size. Spins in different clusters know nothing about each other and, therefore, the system can be divided into independent sub-systems (clusters). For high temperature, the distribution of cluster size decays fast (it is extremely rare to find large clusters), so a meaningful correlation scale exists. As we lower the temperature, the size distribution varies (more chance to find large clusters) and the correlation length increases. However, there is no dramatic change in the form of the distribution function. If we continue to lower the temperature, suddenly, at the critical temperature, the distribution function becomes a power law and the correlation length diverges, i.e., the size of the largest cluster one can find becomes comparable to the system size. At this point, the system can no longer be viewed as many independent sub-systems and any characterization of the system must involve the system as a whole: long-range power-law correlations appear.
Power-law scale-invariant correlations
Our preliminary work has focused primarily on the pursuit on the possibility that the fluctuations in cardiac dynamics possess long-range power-law correlations. Systems that have power-law correlations usually have certain scaling properties related to fractal and nonlinear mechanisms, and are described by homogeneous functions. The physical meaning of a homogeneous function is that the value of the function at a new scale is simply related to the value of the function at the original scale by a constant factor-scale invariant systems are identical under change of scale. As such they obey functional equations of the form f ðlxÞ¼l p fðxÞ;which state that when the variable x is changed by a factor l; then the function is replaced by a multiple of itself. The solution of this functional equation is obtained by setting l ¼ 1=x: f ðxÞ¼fð1Þx p :We say that f ðxÞ is a power law with exponent p, and we see that systems that are scale invariant of necessity obey power laws. The converse is also true: any function gðxÞ obeying a power law of the form x p also obeys a functional equation gðlxÞ¼l p gðxÞ:For this reason, a test for scale invariance is to test for power-law behavior.
The scale invariance concept generalizes to functions hðx; yÞ of more than one variable: hðl a x; l b yÞ¼lhðx;yÞ:If l ¼ð1=yÞ 1 = b ;the hðx; yÞ¼y 1 = b hðx=y a = b ;1Þ;so that the original function hðx; yÞ of two independent variables x and y is really a function of a single ''scaled variable'' x=y a=b : This property is recognized in real data by plotting on the y-axis the ''scaled'' function hðx; yÞ=y 1=b and on the x-axis the scaled variable x=y a=b : If the original function hðx; yÞ is a scale invariant, then all the data will ''collapse'' upon a single one-variable curve hðx=y a=b ; 1Þ: Such ''data collapse'' is also an indicator of scale invariant behavior [5] [6] [7] .
Many systems in nature are scale invariant, and the ubiquity of such systems has been popularized under the general term ''fractal''. Hence the words scale invariance, scaling, power law, and fractal are used interchangeably. When applied to perfect geometrical objects, such as the Sierpinski gasket construction, this scale invariance is exact. However when applied to statistical objects, such as a heartbeat time series where multiple extrinsic and intrinsic inputs of stochastic nature play an important role, this scale invariance holds in a statistical sense, and such a scale invariant system is not identical when examined on different scales, but rather has identical statistical properties. Thus even though heart rate fluctuations may appear erratic, they exhibit certain predictable statistical patterns.
Nonstationarity in physiologic signals: limitations of traditional analysis
The healthy heartbeat is generally thought to be regulated according to the classical principle of homeostasis whereby physiologic systems operate to reduce variability and achieve an equilibrium-like state [10, 12, 4] . We find, however, that under normal conditions, beat-to-beat fluctuations in heart rate display the kind of long-range correlations typically exhibited by physical systems far from equilibrium, such as those near a critical point. In healthy subjects such power-law correlations are long-range: they extend over thousands of heartbeats [1, [16] [17] [18] . In contrast, heart rate time series from patients with congestive heart failure show a breakdown of this long-range correlation behavior [19] [20] [21] [22] .
A major problem in quantifying long-range heart rate correlations is the presence of nonstationarity. The signals obtained under constantly varying conditions raise serious challenges to both technical and theoretical aspects of time series analyses. Furthermore, nonstationarities are important features of the data under both healthy and perturbed conditions [23] [24] [25] [26] .
Various problems related to nonstationarity are encountered when attempting to extract both (a) static and (b) dynamic markers of physiologic data when investigating sources of cardiac instability:
(a) Static properties such as averages, standard deviations and distribution functions are widely used to characterize physiologic time series. However, while physiologic signals under different conditions may have the same averages and standard deviations-which is often the case with heartbeat time series-there may be clear differences in the dynamics generating the signals. Hence additional methods, sensitive to local patterns related to nonstationarities, are required if these signals are to be distinguished. Further, it has been also hypothesized [27, 20] that even if the heartbeat fluctuations are different (e.g., smaller) during illness, the pattern of heart rate variability might be otherwise very similar to that in health. In such a case, the interbeat variations for normal and abnormal cardiac dynamics would have the same distribution. Such assumptions are based on more conventional studies of interbeat intervals.
(b) Dynamical properties such as the time ordering (correlations and frequency content) of physiologic fluctuations are traditionally probed by means of correlation and power-spectrum analyses. However, both of these methods assume that the signal studied is stationary, and when applied to nonstationary time series can lead to misleading results. For example, power-spectrum analysis cannot differentiate between a signal where two different frequency components are present and a signal where one of the frequency components is present in the first half of the signal, and another frequency component is present in the second half. The calculation of the power spectrum for these signals leads to almost identical results. Similarly, the presence of linear or higher order polynomial trends can mask true correlations in physiologic fluctuations, e.g., uncorrelated white noise superposed on a linear trend will appear strongly correlated. Thus, traditional methods can be misleading if they are used as the only form of analysis for nonstationary signals.
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Multifractality and cardiac regulation
One problem in physiologic research is the signal processing and analysis of nonstationary time series [2, 23, [28] [29] [30] [31] . Many physiologic time series are extremely inhomogeneous and nonstationary, fluctuating in an irregular and complex manner. As one approach to this problem, we have adapted and applied a wavelet-based multifractal formalism to characterize and quantify specific aspects of the nonstationarity in physiologic signals [8, 19, [32] [33] [34] [35] .
Previously, analyses of the fractal properties of physiologic fluctuations were restricted to second-order linear characteristics such as the power spectrum and the two-point autocorrelation function [2, 3, [36] [37] [38] . These analyses revealed that the behavior of healthy, free-running physiologic systems is often characterized as 1=f -like [1, [16] [17] [18] [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] . Monofractal signals (such as classical 1=f noise) are homogeneous, i.e., have the same scaling properties throughout the entire signal [53] [54] [55] [56] [57] . Monofractal signals can therefore be indexed by a single exponent: the Hurst exponent H [58] .
On the other hand, multifractal signals are inhomogeneous and can be decomposed into many subsets characterized by different local Hurst exponents h, which quantify the local singular behavior and thus relate to the local scaling of the time series. Since the local scaling properties change with time, multifractal signals require many exponents to fully characterize their nonstationary properties [9, 59, 60] . The multifractal approach, a concept introduced in the context of multi-affine functions [61, 62, 56] , has the potential to describe a wide class of signals more complex than those characterized by a single fractal dimension.
To avoid an ad hoc choice of the time scale over which the local Hurst exponent is estimated, and to filter out polynomial trends masking the local singularities in the heart rate signal, we have implemented a wavelet-based algorithm [63] . Wavelets are designed to probe physiologic time series over a broad range of scales and have recently been successfully used in analysis of ECG signals. Our wavelet decomposition reveals a robust self-similar hierarchical organization in the seemingly irregular heartbeat fluctuations with bifurcations propagating from large to small scales [64, 7] . To quantify these hierarchical cascades and to avoid inherent numerical instability in the estimate of local singularities, we employed a ''mean-field'' approach-a concept introduced in statistical physics [4] -which allows us to probe the collective behavior of local singularities throughout the entire signal.
We performed a wavelet-based multifractal analysis to test the hypothesis that a large number of exponents is required to characterize heterogeneous heartbeat interval time series. We analyzed both the daytime (12:00-18:00) and nighttime (0:00-6:00) continuous heartbeat time series records of healthy subjects [65] and the daytime records of patients with congestive heart failure [66] .
We found the heart rate in healthy subjects to be a multifractal signal; our finding was the first demonstration of multifractality in physiologic dynamics. Multifractality in heart rate cannot be explained by activity, as data from subjects during nocturnal hours also showed multifractality [19, 8] . Furthermore, this multifractal behavior could not be attributed to sleep-stage transitions, as we found multifractal features during daytime hours as well, suggesting that intrinsic mechanisms may account for these complex dynamics.
From a physiologic perspective, the detection of robust multifractal scaling in the heart rate dynamics is of interest because it raises the possibility that the control mechanisms regulating the heartbeat interact as part of a coupled cascade of nonlinear feedback loops. In physical systems, such interactions are typically associated with turbulent dynamics and certain systems operating far from equilibrium [67, 68, 4] . Furthermore, our results indicate that the healthy heartbeat is more complex than previously believed, posing a challenge to ongoing efforts to develop realistic models of heart rate control.
We found that heart rate data from subjects with a pathological condition associated with sudden death, e.g., congestive heart failure, show a clear loss of multifractality [19, 8] . For the heart failure subjects, the multifractal spectrum is nonzero only over a very narrow range of exponents h indicating monofractal behavior. Thus the degree of multifractality might prove useful as a diagnostic tool [64, 69, 70] .
What gives rise to multifractality in healthy human heartbeat dynamics? This intriguing question has important implications for basic signaling and feedback mechanisms, and two possible answers can be considered. The first is that the observed multifractality is primarily a consequence of the response of control mechanisms to activity-related stimuli [71] . The second is that the heart rate control mechanisms-even in the presence of weak external noise-endogenously generate multifractal dynamics [72] .
To confirm our initial findings suggesting that the observed multifractal dynamics are related to intrinsic mechanisms of heart rate control, we next analyzed data taken from healthy adult subjects under three control conditions: (i) a ''constant routine'' protocol where physical activity and postural changes were kept to a minimum, (ii) sympathetic blockade, and (iii) parasympathetic blockade. Fig. 1(a) displays the average multifractal spectra DðhÞ for six subjects under both regimens of daily and constant routine. The identical width of the multifractal spectrum DðhÞ suggests that the multifractality does not change with reduced physical activity under the constant routine protocol (Fig. 1) . This finding supports the hypothesis that the multifractality in healthy heartbeat dynamics is endogenous to the regulation of the heart rate [8, 72] .
To further test this hypothesis, we analyzed data from six additional subjects (4 male, 2 female, ages: 21-34 yr), administered a beta-blocking drug [73, 74] , and analyzed data from a placebo control group [75] . We analyzed eight datasets from the six subjects from the second and/or third day of beta-blocker administration. The multifractal spectrum curve DðhÞ for the group receiving the beta-blocker drug differed from that of the control group. This result is consistent with decreased multifractality-a shrinking of the multifractal spectrum-due to the suppression of sympathetic control (Fig. 1(b) ).
We also analyzed the multifractal properties of the heartbeat dynamics of healthy individuals who were administered atropine, which suppresses the parasympathetic control of the heartbeat, and of age-matched controls. Fig. 1c shows the multifractal spectra for the two groups. The curve for the group of parasympathetic blockade is nearly linear, indicating a marked loss of multifractality more apparent than with sympathetic blockade. These results suggest the possibility that multifractality in healthy heartbeat dynamics may arise, at least in part, from the interplay between the two branches of the autonomic system and that the parasympathetic system plays a particularly important role.
The interaction of autonomic and possibly other control mechanisms that generate the complex multiscale dynamics of the heartbeat and other physiologic signals will be a major challenge in our future efforts to model ''real-world'' signaling mechanisms [15, [76] [77] [78] [79] [80] [81] [82] . Heartbeat dynamics during sympathetic blockade with metoprolol display a change in the multifractal spectrum, namely, decreased multifractality as evidenced by the narrower distribution DðhÞ: (c) Parasympathetic blockade study. Suppression of parasympathetic control with atropine leads to a collapse of the multifractal spectrum and to monofractal behavior similar to the behavior observed for congestive heart failure, a condition associated with impaired vagal regulatory mechanisms [19, 8] .
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Magnitude and sign correlations in heartbeat dynamics
To further probe scaling and nonlinear features embedded in nonstationary physiologic signals, we developed a new approach that involves (a) decomposing the signal ''increment'' series (increments between successive heartbeat intervals) into magnitude and sign series (Fig. 2) , and (b) analyzing their respective scaling properties using the detrended fluctuation analysis DFA method (Fig. 3) [83] [84] [85] .We demonstrated that signals with identical long-range power-law correlations (1=f noise) can exhibit different temporal organization for the magnitude and sign, implying that this analysis goes beyond 1=f analysis. Further, we found that the magnitude series relates to the nonlinear properties of the original time series, and that the value of the scaling exponent characterizing the correlations in the magnitude series relates to the width of the multifractal spectrum [8, 86, 87] . On the other hand, the sign series relates to the linear properties of the original signal.
We applied our approach to the heartbeat interval series obtained by Holter monitoring. We previously found that heartbeat increment fluctuations exhibit fractal-like scale-invariant properties and are anticorrelated over a broad range of time scales (i.e., the power spectrum follows a power law where the amplitudes of the higher frequencies are dominant) [20] . Using our new magnitude and sign approach, we found that the magnitude of the heartbeat interval increments exhibits power-law scaling behavior and is positively correlated, unlike the original heartbeat increment time series which is anticorrelated (Fig. 3) [21] .
Positive correlations in the magnitude series indicate that an increment with a large magnitude is more likely to be followed by an increment with a large magnitude. Anticorrelations in the sign series indicate that a positive increment is more likely to be followed by a negative increment. Our result for the temporal organization of heartbeat fluctuations thus suggests that, under healthy conditions, a large increment in the positive direction is more likely to be followed by a large increment in the negative direction. We observe that this empirical rule holds over a broad range of time scales from several up to hundreds of beats. We also found a significant decrease in the short-range scaling exponent for the sign series in heart failure, which may be related to perturbed vagal control affecting relatively high frequency fluctuations. The simultaneous decrease of the long-range scaling exponent of the magnitude series for heart failure patients indicates weaker correlations and loss of nonlinearity that may be related to the observed loss of multifractality in the same group of subjects suggesting impaired feedback mechanisms of cardiac regulation.
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Scale invariance in the nonstationarity of heartbeat fluctuations
Traditional methods of time series analysis do not address the problem of nonstationarity in physiologic signals, and most of the more recent techniques (e.g., wavelets and DFA) focus on removing effects of nonstationarity by filtering out certain features of nonstationarity such as spikes or polynomial trends. However, nonstationarity itself may carry information related to the dynamic regulation of physiologic systems. Working under this hypothesis, we developed a new segmentation algorithm to quantify nonstationarity in physiologic data [25] . Segmentation method for nonstationary signals. The segmentation algorithm [25, 24] we have developed consists of the following procedure (Fig. 4): A sliding pointer is moved from left to right along the signal. At each position of the pointer, the mean of the subset of the signal to the left (m left ) and to the right (m right ) of the pointer is computed. To measure the difference between m left and m right ; the statistic t m left Àm right s D is calculated, where s D is the pooled variance. Next the position of the pointer for which t reaches its maximum value t max is determined, and the statistical significance of t max is estimated. If this significance exceeds a selected threshold P 0 (usually taken to be 95%), the signal is cut at this point into two subsequences; otherwise the signal remains undivided. If the sequence is cut, the procedure continues recursively for each of the two resulting subsequences created by each cut. Before a new cut is accepted, the statistic t between the right-hand new segment and its right neighbor (obtained by a previous cut) as well as between the left-hand new segment and its left neighbor (also obtained by a previous cut) is calculated. If both values of t have a statistical significance exceeding P 0 ; we proceed with the new cut; otherwise we do not cut. Thus all resulting segments have a statistically significant difference in their means. The process stops when none of the possible cutting points has a significance exceeding P 0 : As a result the signal is segmented at the ''significance level P 0 '' (Fig. 4) . t max Pðt max ÞXP 0 ¼ 95%; we can cut the series at x 1 : (c) We iterate the procedure with the segment ½0; x 1 : Since Pðt max ÞX95% and t computed between ½x 2 ; x 1 and ½x 2 ; 2000 is greater than 95%; the series is cut at x 2 : (d) We iterate the procedure with the segment ½x 1 ; 2000; and find Pðt max Þp95%; so this segment is not cut (from Ref. [25] ).
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The specific problem we addressed is how to partition a nonstationary time series (composed of many segments with different mean values) in a way that maximizes the difference in the mean values between adjacent segments. The segmentation method leads to the partitioning of a time series into segments with well-defined means, each significantly different from the mean of the adjacent segments (see Fig. 5(a)-(d) ). We then probed the nonstationarity in a signal through the statistical analysis of the properties of the segments, thereby going beyond 1=f analysis.
We considered 47 heart rate datasets from 18 healthy subjects, 17 cosmonauts during orbital flight, and 12 patients with congestive heart failure. We analyzed the cosmonaut data provided by NASA collaborator Dr. J. Fritsch-Yelle (Houston Space Center). We separately analyzed six-hour subsets of each dataset corresponding to the periods when the subject was awake or sleeping. To quantify the nonstationarity in heart rate variability, we superimposed a plot of the segments obtained by means of our segmentation algorithm ( Fig. 5(a)-(d) ) and analyzed the (e) Probability density functions of the absolute value of the difference between the mean values ('jumps') of consecutive segments. Both healthy and cosmonaut subjects follow an identical distribution while the heart-failure subjects follow a quite different distribution with a higher probability for small jumps consistent with reports of smaller variability in heart failure subjects [88, 89] . All distributions are normalized to unit area. absolute values of the differences between the mean values of consecutive segments, called jumps.
In order to systematically compare the statistical properties of the jumps between different individuals and different groups, we normalized each time series by subtracting the global average (over six hours) and dividing by the global standard deviation. In this way, all individual time series have a zero mean and unit standard deviation (Fig. 5(c) and (d) ). Such a normalization does not affect our segmentation procedure. We found that heart rate fluctuation from both the healthy subjects on earth and the cosmonauts under microgravity conditions follow identical distributions, but the distribution of the jumps obtained from the heart failure group are markedly different-centered around lower values-indicating that even after normalization there is a higher probability for smaller jumps compared to the healthy subjects. This finding suggests a reduction in the response to autonomic inputs for patients with congestive heart failure ( Fig. 5(e) ). Furthermore, these distributions can be collapsed on top of each other by means of a homogeneous transformation [25] . The ratio between the scaling parameters used in this transformation provides a factor by which this feature of the heart rate variability is reduced for the subjects with heart failure as compared to the healthy subjects. These observations extend to previously reported results for the distribution of heartbeat fluctuations obtained by means of wavelet and Hilbert transforms [7, 36] and support the hypothesis that a nonstationarity index itself carries relevant physiologic information.
Sleep-wake scaling differences in human heartbeat dynamics
To further probe the mechanisms of nonstationarity of heartbeat regulation, we investigated circadian influences, a key modulator of many physiologic processes [90, 64] . The question we asked was whether there are characteristic differences in the scaling behavior between sleep and wake cardiac dynamics. Differences in the average value and standard deviation can be systematically observed in plots of the interbeat intervals recorded from subjects during sleep and wake periods (Fig. 6(a) and (b)) [90] . We hypothesized that changes in cardiac control during sleep and wake periods may occur on all time scales and thus could lead to systematic changes in the scaling properties of the heartbeat dynamics [91] . Elucidating the nature of these sleep-wake rhythms could lead to a better understanding of the mechanisms of cardiac regulation and its interaction with the mechanisms of sleep regulation.
We analyzed 30 datasets, each with 24 h of interbeat intervals, from 18 healthy subjects and 12 patients with congestive heart failure. We analyzed the nocturnal and diurnal fractions of the dataset of each subject, which corresponded to the six hours from midnight to 6:00 am and noon to 6:00 pm. We found that at scales above % 1 min (n460) the data during wake hours display long-range power-law correlations over two decades with average exponents a wake % 1:05 for the healthy group and a wake % 1:2 for the heart failure patients. For the sleep data we found a systematic crossover at scale n % 60 beats followed by a scaling regime extending over two decades characterized by a smaller exponent: a sleep % 0:85 for the healthy group and a sleep % 0:95 for the heart failure group (Fig. 6(c) ) [91] . Although the values of the sleep and wake exponents vary from subject to subject, we found that for all individuals studied, the heartbeat dynamics during sleep are characterized by a smaller exponent, indicating stronger anticorrelated behavior in the heartbeat fluctuations during sleep. The physiologic implications of this fundamental change in the temporal properties of cardiac dynamics during sleep will be a focus of this application.
To test the robustness of our results, we also analyzed 17 datasets from six cosmonauts under conditions of microgravity during a long-term orbital flight on the Mir space station [92] . Each dataset contained continuous six-hour periods of data under both sleep and wake conditions. We found that for all cosmonauts the heartbeat fluctuations exhibit an anticorrelated behavior with average scaling exponents consistent with those found for the healthy terrestrial group: the exponent is % 1:04 for the wake phase and % 0:82 for the sleep phase ( Fig. 6(d) ). Thus the larger values for the wake phase scaling exponents cannot be a trivial artifact of activity since cosmonauts are under completely different stress and physical conditions compared to the terrestrial group. Furthermore, the larger value of the average wake exponent for the heart failure group compared to the other two groups cannot be attributed to external stimuli either, since patients with severe cardiac disease are strongly restricted in their physical activity. Instead, our results suggest that the observed scaling characteristics in the heartbeat fluctuations during sleep and wake phases are related to intrinsic mechanisms of heart rate control, the dynamics of which may change during the transition from wake to sleep [91, 93, 94] . Such a change in the dynamical state of cardiac regulation may be associated with previously reported peaks in cardiac vulnerability during sleep-wake transitions [95] [96] [97] and may have important diagnostic and clinical applications.
Scale-invariant patterns in heartbeat dynamics during different sleep stages
Since our findings suggest different regimes of intrinsic regulation of the cardiac dynamics during wake and sleep that may switch on and off with circadian rhythms [91] , we next investigated how the heart rhythms of healthy subjects change within the different sleep stages [98] . We found that different sleep stages are associated with specific types of correlations and different degrees of nonlinearity in heartbeat dynamics [99] , suggesting changes in the cardiac regulation with different sleep stages.
We analyzed 24 records of interbeat intervals (% 7:5 h duration) obtained from 12 healthy individuals during sleep. Fig. 7(a) shows the heartbeat interval time series for a typical healthy subject with periods of light sleep, deep sleep, REM sleep, and short intermediate wake phases. The annotation and duration of the sleep stages were determined based on standard procedures [100] . We next applied our magnitude and sign approach.
The mean values of the scaling exponents obtained using our magnitude and sign approach and their standard deviations for the different sleep stages are shown in Fig. 7 . We found a smaller scaling exponent a mag for light sleep than for REM sleep, indicating weaker long-range power-law correlations (Fig. 7) . Surprisingly, we found that in contrast to REM and light sleep, the magnitude series for deep sleep is uncorrelated, with a mag ¼ 1:5 suggesting random-walk-like Brownian behavior. The The group average values and standard deviations of the fluctuation exponents a mag for the magnitude series and a sign for the sign series for the different sleep/ wake phases. For each of the 24 records from 12 healthy subjects the corresponding second-order DFA fluctuation functions F ðnÞ have been fit into the range of 8pnp13 and 11pnp150 heartbeats for a sign and a mag ; respectively, where the most significant differences between the sleep stages occur. Thus, the correlation behavior of the heartbeat increments and their signs and magnitudes during daytime activity is similar to the behavior we find in REM sleep, but significantly different from the behavior we observe in deep sleep.
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long-range magnitude correlations found for REM sleep indicate nonlinear contributions to the heartbeat regulation, which are reduced during light and deep sleep [8] . Thus, the correlation behavior of the heartbeat increments and their signs and magnitudes during daytime activity is similar to the behavior we find in REM sleep, but quite different from the behavior we observe in deep sleep (Fig. 7) .
Summary
A defining feature of physiologic systems is their complexity. Trying to decode the remarkable range of behavior of living systems in health and disease has emerged as a major focus of contemporary medicine. This enterprise suggests a need for interdisciplinary collaborations among scientists with different backgrounds and the need to foster of multidisciplinary approach to problems at the interface of physics and physiology.
The general objectives of our work are to explore both the physiologic significance and practical utility of heart rate fluctuations. This research should lead to deeper understanding of the multiscale nature of cardiac control mechanisms, and to further development of reliable statistical algorithms with which to identify and quantify healthy and pathologic cardiac dynamics.
