Abstract. We present an operator theoretic side of the story of squeezed states regardless the order of squeezing. For low order, that is for displacement (order 1) and squeeze (order 2) operators, we bring back to consciousness what is know or rather what has to be known by making the exposition as exhaustive as possible. For the order 2 (squeeze) we propose an interesting model of the Segal-Bargmann type. For higher order the impossibility of squeezing in the traditional sense is proved rigorously. Nevertheless what we offer is the state-of-the-art concerning the topic.
In the eighties a tendency to generalize squeezed states, and squeeze operators in particular, to higher orders became present in the physical literature, see [3, 7, 14] . The aforesaid papers provided arguments for impossibility of extending the definition to higher powers. Though their arguments have turned out to be convincing the physical community (apparently the discussion has stopped until recently when two papers [23, 16] touching the matters appear), from the mathematical point of view they are far from being acceptable. The aim of this paper is to provide both communities with definite and rigorous grounds for settling the affair.
We build the topic from scratch turning back to the definition as well as properties of the two low order operators, the displacement and squeeze ones. Everybody working in the field knows they create a group of unitaries but usually, when asked for arguments, delivers something which is rather incapacitate.
As a kind of surprise the main tool which works perfectly for our purpose turns out to be very classical and it is nothing but the von Neumann deficiency indices approach; it makes the answers definite. Needless to say long calculations make it possible to reach the happy outcome. By the way we include a discussion of the role played by C ∞ vectors, which though unsuccessful in deciding for higher orders as argued in a somehow inefficient direction in [7] , makes the whole story more complete. , where P is the orthogonal projection of H onto L; all this is the same as to require PA ⊂ AP. If this happens, the restriction A↾ L is called a part of A in L. If L reduces A and A is densely defined then so is A↾ L .
Basic notions. Let H be a Hilbert space. For an operator A in H, D(A) denotes its domain, R(A) its range and N(A) its null space (the kernel
)
The operators.
Now let H be a separable Hilbert space 5 and (e n ) ∞ n=0 be an orthonormal basis 6 in it. The (abstract) creation and annihilation operators (with respect to the orthonormal basis (e n ) 
We are going to use (12) to sort out essential selfadjointness of the operators
. . with ξ being a complex parameter. Because |ξ| has no impact on the problem we drop it considering just the operators
with θ being a (fixed) real parameter. Therefore
as D is invariant for both (a + ) * and (a − ) * . Consequently, the operators A (k) are symmetric. Moreover, it is a matter of direct calculation that D is a core of (a + ) * and (a − ) * , and that for the closure one has
Notice that by means of the basis (e n )
∞ n=0
with notation e −k = e −k+1 = . . . = e −1 = 0. Defining
It is a kind of straightforward argument to verify the following. 
Notice that (e 
Essential selfadjointness of the operators
a bounded vector if there are a > 0 and b > 0 such that
an analytic vector of A if there is t > 0 such that 8 Notice the difference between i and i; it is not only typographical. 9 Dependence on k has been dropped deliberately, be aware of this. 10 Jacobi operator in a separable Hilbert space acts according to the same (tridiagonal) pattern with respect to a chosen orthonormal basis as Jacobi matrix does (when considered in ℓ 2 with respect to the zero-one basis; in this case it has to be considered in principle as an unbounded operator defined on "finite" vectors). It may happen that even Q(A) is a zero space. However when (essential) selfadjointness is around their nontriviality becomes essential. 
converges for k = 1 with infinite radius of convergence and for k = 2 with t < 1/(2 √ 2). 2 o . The series (9) diverges for k = 3, 4, . . . and furthermore the series
Proof. First we will proof the convergence of (9) for k = 1, 2. (8) gives
Using d'Alembert's test of convergence for the series on the right hand side of (10) we get part 1 o of the Proposition.
To prove the divergence of (9) for k = 3, 4, . . . we rewrite (8) as
Employing d'Alembert's test to the right hand side of (11) we conclude the series in 2 o is divergent.
Lemma 4 and Stirling's formula, i. 
It is included in the classical von Neumann theory of selfadjoint extensions of symmetric operators that A is essentially selfadjoint (that is, its closure is selfadjoint), if and only if
Furthermore, the main part of the theory ensures the existence of selfadjoint extensions in the same space (that is in the sense described in the second paragraph of Subsection 1.1) precisely when both deficiency indices are equal.
Toward determining the deficiency indices of
In order to determine the deficiency indices of A (k,i) take f ∈ H (i) and check the cardinality of linearly independent f 's orthogonal to R(A (k,i) ± i) for both ± i, which reads as
Notice that, due to the third of (1),
Develop
α , f and write according to (4) the left hand side of (13) as follows
Now (13) now takes the form
with f
which is in accordance with (14) . Let us treat the cases k = 1, 2 and k 3 separately.
The cases
Here i = 0 is the only possibility and the formulae (15) and (16), after setting g p
, take the form
If g 0 = 0 we get immediately as the only solution of (17) is g n = 0 for all n = 0, 1, . . . and both ∓. If not, then supposing g 0 = 1 we can proceed as follows.
Normalizing the Hermite polynomials as
Comparing (17) and (18) and taking into account that g 0 = h 0 = 1 and that the Hermite polynomials are the only solutions of (18) we infer that
It is well known that for the measure orthogonalizing Hermite polynomials H n , n = 0, 1 . . ., to be unique (or, in other words, the corresponding moment problem to be determinate) it is necessary and sufficient 11 the series
to diverge for any z with Im z 0. This implies the would-be Fourier coefficients f n are not in ℓ 2 which leaves the hypothetical f out of the space H. 3.3.2. Case k = 2. Considering two parallel cases i = 0 and i = 1 we have to take into account Corollary 2 which results in splitting (13) . Thus the formula (15) also splits in two, i = 0, 1, (20) with p = 0, 1, . . . and f (2,i)
Consider the Meixner-Pollaczek polynomials P 
which sends the recurrence relation 
For the same reason as above the series
are divergent for both ±. Because they are a subseries of
the latter are divergent as well. The argument goes alike. 11 This result, which is a kind of classic in Analysis, in full generality refers to uniqueness of representing measures of any sequence of orthonormal polynomials on the real line. For an easy accessible, contemporary source let us point out [19, Theorem 3] . We are going to use it several times in the sequel without any further mention. 12 Notice that the factor i p in front of the definition of h p neither spoils the orthogonality relation of so defined polynomials nor the series (19).
k 3, to be selfadjoint or not to be, The recurrence (15), after fixing
with (16) turning to
Remark 7. With (25) the zero sequence is the only solution of (24) for each initial conditions d 
are of different sings which contradicts Remark 8.
Comparing this with (24) for "-" and using the uniqueness in Remark 7 we get the conclusion.
Remark 11. Proposition 10 implies |d
p . Henceforth, we can examine exclusively the equation
Proposition 12. With notation α
Using (26), (48) (notice (48) requires k 3) and (49) we have
That gives
Inserting into (26), we get
Now the induction argument gives (27).
Proof. It is clear that
Notice that
Because RHS is equal to d 
or lim
Let us go on with (29) as follows
Suppose (30) holds. Then for the sequence
.
we get immediately x
we get
Due to Raabe's criterion we have
is convergent. This excludes the case (30) to hold. If (31) happens, then passing in (32) with m to +∞ we get
Therefore convergence of the series (33) has been proved.
Generating exp{itA (k)
ξ }. Squeeze operators of any order? 4.1. The groundwork thought over. Suppose we are given a selfadjoint operator B, if E stands for its spectral measure then the spectral integral
(understood as usually in the weak or strong operator topology) gives rise according to the rules of functional calculus to a one parameter (t ∈ R) family of unitary operators which is customarily denoted as e itB . Due to the continuity property of spectral integral it is strongly continuous in t. If B is essentially selfadjoint then its closure B is selfadjoint so one can think of e itB . On the other hand one has a definition: a family {U(t)} t∈R of unitary operators in H is said to be a strongly continuous one-parameter unitary group if
(a) U(s + t) = U(s)U(t), s, t ∈ R; (b) lim h→0 U(t + h) − U(t) f = f for f ∈ H and t ∈ R.
It is clear that the exponential family (e itB ) t∈R just defined is a strongly continuous oneparameter unitary group. The celebrated Stone theorem shows the way back: every strongly continuous one-parameter unitary group is of the form (e itB ) t∈R with a uniquely determined selfadjoint operator B; it establishes a bijection between (e itB ) t∈R and (U(t)) t∈R making them to be replaceable. In conclusion, the spectral integral definition (34) of (e itB ) t∈R is the primary way to defining the unitary group in question and this is made possible at least.
The operator B is pretty often called the (infinitesimal) generator of the group (U(t)) t∈R and is defined by
As a kind of extras attached to Stone's theorem we have for t ∈ R
U(t)D(B) ⊂ D(B),
Remark 15. The repeated use of (35) leads to
Therefore the question is for which f 's the Taylor series (the very left expression)
converges and how.
More on the role of analytic vectors.
The spectral integral (34) allows to determine the unitary group once the spectral measure of its generator is known. A practical question is if one can avoid the spectral representation trying to promote suggestively a kind of Taylor series expansion by means of C ∞ vectors. More precisely, starting with an essentially selfadjoint operator A the question is for which f 's the definition
makes sense. This has to be handled with some caution. An insight into the proof of Lemma 5.1 in [15] shows how to make this construction possible in the case when the set of analytic vectors A(A) of a symmetric operator A is dense. The construction in [15, Lemma 5.1] (mention [10] can be viewed as a sort of follow up of [15] ) is local and can be reiterated resulting in the desired group. In the case when the set of entire vectors E(A) is dense the construction can be made smoother, giving at once the group (U(t)) t∈R the operator A generates. Therefore E(A) is a subspace of H for which one can certainly replace integral with summation in the middle equality of
as a matter of fact the first equality holds for all f ∈ H.
Remark 16. The role of C ∞ vectors in determining essential selfadjointness is described in some details in Fact 3. Though selfadjoint operators themselves have enough C ∞ vectors of any kind appearing there, an essentially selfadjoint ones (in particular the candidate for) may not have even quasianalytic vectors, they simply may not fit in with the domain of an operator which a priori is not closed. This makes the unseen at a first glance difference we want to put strong emphasis on. An acute awareness of this fact helps to monitor the situation we are in. Theorem 17. The displacement exp(i tA (1) ξ ) and squeeze exp(i tA (2) ξ ) operators 13 form a group of unitaries for t ∈ R.
We arrive at this without invoking any kind of the mysterious Baker-Hausdorff-Campell argument with usually appears on this occasion for those who feel some kind of justification is needed.
Keeping up with the notations of Subsection 1.2 the important information launched in Corollary 2 can be encapsulated now. It sheds more light on how the squeeze operator behaves. 
Corollary 18. The Hilbert space H decomposes as H = H
where A (2,i) , i = 0, 1, are Jacobi operators acting as stated by (4) in H (2,i) respectively. Moreover, the operators exp(i t|ξ|A (2,i) ), i = 0, 1, can be retrieved from (4) on the linear spaces D (2,i) defined by (3) as they are composed of analytic vectors of the operators A (2,i) . 13 Notice that α = − i ξ is the complex parameter which customarily emerge in the definitions.
What happens if B is not essentially selfadjoint.
Due to Naȋmark a selfadjoint extension of a symmetric operator A always exists 14 if one allows it to be in a larger space, say K, isometrically including H. On the other hand, if A has equal deficiency indices, the von Neumann theory provides with a plenty of selfadjoint extensions still within H; pick B be either von Neumann's or Naȋmark's 15 extension of A. Then (e itB ) t∈R is well defined as described above.
Passing to the operator A with invariant domain, that is AD(A) ⊂ D(A), which is our case we can still get something interesting. Because 16 U (B) (t)B f = BU (B) (t) f for f ∈ D(B) (the second part of (35)) and because A ⊂ B we get from (38)
regardless of the extension B.
Despite the fact that for k 3 squeeze operators exp(i tA
ξ ) do not exist the situation is not completely hopeless. From the above we get a recipe which can be read as follows:
Summing up the above we come to the operator B
This open a lot of possibilities! We intend to explore them in our future research.
Back to k = 1 and k = 2. Models
Because for k = 1, 2 the operator A
t∈R is a group of unitary operators (cf. Theorem 17).
With z = i tξ we have the displacement operator
; moreover, fixing ξ ∈ C we have D(t, ξ) to be a group as t ∈ R. The same refers to the squeeze operator
5.1. k = 1; the displacement operator.
14 Of course there is a lot of them, a example proof of this is proposed in [18, Proposition 3.7] . 15 Even if A is a Jacobi operator having deficiency indices (1, 1), Naȋmark extensions are at least as much compelling as von Neumann ones, look at [4] for a stimulating example and its analytic background, and some whereabouts at [22] . 16 Notice the notation U (B) as the group now depends on the choice of a selfadjoint extension of A.
Reviving the models. Because the splitting Corollary 2 is not present when
) the way of proposing notable expression for the displacement operator can be done just by "exponentiation" in the corresponding function space, so to speak. In particular we have at our disposal (a) the L 2 (R) representation ("configuration space"); (b) the Segal-Bargmann representation; (c) discrete representation by which we mean a one parameter family of harmonic oscillators acting on Charlier sequences considered in ℓ 2 , cf. [20] ; (d) the one parameter family of holomorphic oscillators as done in [21] (see also [8] ), which interpolates the models (a) and (b). Let us take a brisk look at the case (b) as the most analytic one. The orthonormal basis in the Segal-Barmann space is
] and the unitary equivalence between H and the Segal-Bargmann space is established by
and causes D(t, ξ) to act as a Jacobi operator. Because
n=0 is the set of entire vectors for A (1) ξ formula (37) applies
In the case of abstract Hilbert space the formula (6) (which simplifies substantially as k = 1 and i = 0) combined with the the formula (37) establishes a series representation of the displacement operator. 5.1.2. Around the BCH formula. The renowned Baker-Campell-Hausdorff formula used (or maybe abused) under the circumstance like this is
Let us try to define first the operators exp(z * a + ) and exp(za − ), z ∈ C (40) so as to be put into the right perspective. Because a n + e p = (n + 1) · · · (n + p)e n+p the sequence ( 
Apparently D is not invariant for exp(za + ) but it is so for exp(za − ).
Both of (40) form a group in z ∈ C as operators acting on D; unluckily, they are unbounded. Indeed, for exp(za − )e p to be bounded it would imply there existed C > 0 such that exp(za − )e Furthermore, the left hand side of (39) when z = i tξ is a unitary group in t; each of the two last factors on the right hand side (hence their product) form a group of unbounded operators when z ranges over C. This turns out to be an atypical kind of factorization and has to be a warning for all those who do not play carefully enough with the BCH formula.
Comments. Conclusively, the BCH formula (39) ought to be written (and read too) correctly as exp(z
at least as long as one roots for better description of the objects involved by means of Hilbert space operators than to attract interlocutors by the undisputed charm of Lie group/algebra mitigations.
5.2. k = 2; the squeeze operator. The squeeze operator is defined as
Benefitting from Corollary 2 the orthogonal splitting
H (2,1) which generates that of the operator A (2) as
A (2, 1) and consequently exp(A (2) ) = exp(A (2, 0) ) exp(A (2, 1) ) clarifies the picture. However, instead of being in the space H the harmonic oscillator acts in we go a step further in modeling the action of the squeeze operator. More precisely, we duplicate the model in a way which is parallel to "configuration space" → an analogue of the Segal-Bargmann space where " →" has the appearance of a kind of Segal-Bargmann transform 18 .
In all what follows λ = 1 4 governs A (2, 0) while λ = 3 4 does A (2,1) .
5.2.1.
A (2,i) as Jacobi operators in L 2 (R). From the normalized polynomials p
n already given by (22) we pass to the Meixner-Pollaczek functions
n (x), which, due the formula (9.7.2) in [13] , satisfy the following orthogonality relation 
The basis in H λ [C; ν(|z|) dz] is formed by the monomials
Lemma 19. The reproducing kernel 20 for H λ [C; ν(|z|) dz] calculated for Φ λ,n is equal to
where I α is the modified Bessel function of the first kind.
We start with the formula for the generating function for the Meixner-Pollaczek polynomials, see [13, formula (9.7.12)]:
where M σ,ν is the Whittaker function. Expressing P
and determine the transformation G λ which sends p (λ) n to Φ λ,n as an integral one
with the kernel
Lemma 20.
2 ). By the way, the formula (3.26) in [2] is incorrect which is irrelevant for the rest of the paper. 20 This is one more kernel from which, applying the procedure developed in [11, 12] , one may get a new class of coherent states Proof. Using formulas (7.694) on page 841 of [9] and (7) on page 264 of [6] 
Unitarity of G λ . This can be proved by showing that range of G λ is dense in H λ [C; ν(|z|) dz]. Let us take the function f q ∈ L 2 (R), of the form fq(w) = G λ (q, w). Then (44) and (45) gives
The functions K
w (z) are complete in H λ , this finishes the proof of unitarity of
which means W is the inverse of G.
The integral kernel corresponding to
The image of our Jacobi operator in
Lemma 21.
Proof. Using the recurrence relation (23) and (42), we get The H λ [C; ν(|z|) dz] parallels of the other members of the harmonic oscillator family can be derived as follows. From (42) it can be proved that ("creation" and "annihilation" operators with respect to the basis (Φ λ,n ) ∞ n=0 ) − i zΦ λ,n (z) = (n + 1)(n + 2λ)Φ λ,n+1 (z), i d dz Φ λ,n (z) = n n + 2λ − 1 Φ λ,n−1 (z). (47) Formulas (47) (46) is an image of the symmetric operator (the Jacobi one) it must be necessary symmetric too. It is the multiplication by a rational function with a pole at 0 acting in a space of entire functions. It may look strange at a first glance though our reasoning does not leave any doubt. However, just for disbelievers we add an alternative, direct argument for this a little bit amazing fact.
Symmetricity of M λ means This can done by passing to the polar decompositions combined with the fact that the measure ν(|z|) dz is rotationally invariant.
Appendix. Laborious though indispensable calculations
Proof of Lemma 4. That of (6) For (7) apply the Pythagorean law to (6).
21 Do not get confused with the notation for the Whittaker function, p. 16. 22 Notice the formula for M λ is the same regardless the space it acts in; they as well as the domains depend on λ.
Proof of (49) Proceeding as in the proof of (48) 
which implies (49).
