This volume collects some of the most recent papers addressing models of linguistic composition from the perspective of Generative Lexicon Theory. Generative Lexicon (henceforth GL) developed out of a goal to provide a compositional semantics for the contextual modulations in meaning that emerge in real linguistic usage. Since it was first proposed, GL has developed to account for a broad range of phenomena involving argument alternation, polysemy, type coercion, as well as discourse phenomena and metaphor. Many of the observations from GL regarding the importance of non-verbal meaning towards determining the semantic shifts and alternations in sentence composition have been adopted by other grammatical frameworks and researchers.
• The Mechanisms of Selection: this involves the phenomenon of polymorphism at all levels, including type shifting and polysemy more broadly.
The first challenge above has been addressed by linguists for decades, and is now the focus of two debates, "direct compositionality" (cf. Barker and Jacobson, 2007) and dynamics in semantics (Heim, 1982 , Kamp and Reyle, 1993 , Chierchia, 1995 . The former issue relates to whether syntax reflects any artifice of the semantics in a transparent manner, giving rise to predictable, if not deterministic interpretations. From the perspective of direct compositionality researchers, surface syntax is a fair reflection of the semantic complexity and richness in the language. As a result, syntactic categories and their combinations in syntax are subject to a variety of type shifting and category changing mechanisms. The latter issue relates to how context is modeled in the logical form for an utterance in a discourse.
The second challenge also concerns direct compositionality in the syntax as well as the interpretation of context. Characterizing the nature of argument and type selection is at the core of semantic theory, since it determines the projection of lexical semantic information to compositional interpretations in the sentence, as well as the mutability of meaning through contextual modulations. Much of the work in the GL tradition over the past 10 years has focused on this problem: namely, what information structures and associated mechanisms are necessary in the grammar to allow for creative and novel meanings to emerge in context. This challenge will be the main focus of the present volume.
Generative Lexicon attempts to provide a compositional semantics for the contextual modulations that occur in language in two respects: first, it enriches the data structures associated with the lexical encoding of semantic information; secondly, it enhances the means by which this information is exploited in composition. These two changes result in a semantic theory with a distributed view on what linguistic units are responsible for determining meaning and selection. In recent work, this distinction has been identified as inherent versus selectional polysemy (Pustejovsky 2011, this volume) . In fact, polysemy cannot truly be modeled without enriching the various compositional mechanisms available to the language. In particular, lexically driven operations of coercion and type selection provide for contextualized interpretations of expressions, which would otherwise not exhibit polysemy. This is in contrast with Cruse's (2000) view that it is not possible to maintain a distinction between semantic and pragmatic ambiguity. Cruse suggests that polysemy is best viewed as a continuous scale of sense modulation. The view within GL is generally that a strong distinction between pragmatic and semantic modes of interpretation should be maintained if we wish to model the complexity and provenance of the contributing factors in compositionality.
The notion of context enforcing a certain reading of a word, traditionally viewed as selecting for a particular word sense, is central both to lexicon design (the issue of breaking a word into word senses) and local composition of individual sense definitions. However, most lexical theories continue to reflect a static approach to dealing with this problem: the numbers of and distinctions between senses within an entry are typically frozen into a grammar's lexicon. This sense enumerative approach has inherent problems, and fails on several accounts, both in terms of what information is made available in a lexicon for driving the disambiguation process, and how a sense selection procedure makes use of this information.
The issues mentioned above are addressed from four distinct perspectives in the present volume:
1. Basic Theoretical Mechanisms of GL 2. Analysis of Linguistic Phenomena within GL 3. Interfacing with a GL Lexicon 4. Building GL-related Resources Part I of the volume presents some of the recent theoretical developments in Generative Lexicon Theory. Pustejovsky's chapter, "Type Theory and Lexical Decomposition" (Chap. 2), explores the relation between methods of lexical decomposition and the theory of types. He identifies two approaches to lexical decomposition in grammar: parametric and predicative strategies. He then outlines how the predicative approach to decomposition can be realized within a type theory using richer selectional mechanisms such as those in GL. These mechanisms include two methods of type coercion (introduction and exploitation), operating over a basic three-way type distinction over the domain of interpretation.
In their contribution, "A Type Composition Logic for Generative Lexicon" (Chap. 3), Asher and Pustejovsky discuss the integration of discourse-sensitive logics with the compositional mechanisms available from lexically-driven semantic interpretation, such as that provided in GL. They outline a composition logic required to model complex types within GL, for which they employ SDRT principles. This logic provides a set of techniques governing the type shifting possibilities for various lexical items so as to allow for the combination of lexical items in cases where there is an apparent type mismatch. These techniques themselves follow from the structure of the lexicon and its underlying logic.
Finally, Van Valin's chapter, "Lexical Representation, Co-composition, and Linking Syntax and Semantics" (Chap. 4), addresses the question of whether semantic representation of a sentence is projected from the lexical properties of the verb or is constructed based on the structure of the sentence. This is an ongoing area of research, and both projectionist and constructionist approaches have been proposed. His chapter examines the alleged opposition between these approaches and argues that they are in fact complementary rather than contrasting explanations for semantic interpretation.
Part II of this volume turns to the analysis of specific linguistic phenomena. In "The Telic Relationship in Compounds" (Chap. 5), Bassac and Bouillon study a construction known as Purposive or Telic Compounds in French and Turkish. They propose some interesting generalizations regarding the formation of such compounds, accounted for here by the exploitation of the qualia structure of the compound elements, specifically the telic role. Their analysis also explains various syntactic properties associated with these compounds, such as those involving anaphoric reference and coercion.
Bergler's contribution, "Metonymy and Metaphor: Boundary Cases and the Role of a Generative Lexicon", addresses the question whether structure-based approaches to metonymy resolution can be combined with wider treatments of nonliteral language comprehension, with particular emphasis on the co-occurrence and interaction between metonymy and metaphor. She examines data from the Wall Street Journal for this phenomenon and discusses different approaches to illustrate the tradeoffs and shortcomings of models that are built on the notion of either metaphor or metonymy in isolation.
In his chapter "Spanish Clitics, Events, and Opposition Structure" (Chap. 7), Castaño presents a unified account of the Spanish clitic se, specifically addressing the issue of the so called non-argument clitics, and the multiplicity of thematic roles these clitics are able to participate in. Castaño develops an interesting application and extension to the notion of Opposition Structure and the Qualia role values carried by the predicates in opposition.
Drašković, Pustejovsky and Schreuder, in their chapter "Adjective-Noun Combinations and the Generative Lexicon" (Chap. 8), report on two experimental studies on cognitive processing of adjective-noun combinations in which lexical semantic representations and processes are modeled within GL. They investigate the effects of adjectival qualia structure and the compatibility of semantic interpretation with the head in the adjective-noun combination. Three types of adjective-noun combinations were distinguished namely, intersective (e.g., yellow car), subsective compatible (e.g., interesting car), and subsective incompatible (e.g., fast car). Generally, the findings support a model of semantic interpretation of adjectivenoun combinations where generative, type-driven computational processes are emphasized.
The next chapter discusses how compositional processes from GL can help model a kind of light verb construction in Korean. In "Combination of the Verb HA-'Do' and Entity Type Nouns in Korean: A Generative Lexicon Approach" (Chap. 9), Im and Lee aims to account for direct combination of an entity type noun with the verb HA-'do' (e.g. piano-rul ha-'piano-ACC do') in Korean. The verb HA-'do' coerces some entity type nouns (e.g. pap 'boiled rice') into an event by virtue of the noun's qualia. This chapter extends the qualia of GL by adding an engagement telic role. Qualia are, nevertheless, not pragmatic but composed of information necessary to explain lexical meaning and co-occurrence constraints. Type coercion of the verb HA-'do' has certain constraints related with the qualia of coerced nouns. Finally, they consider co-composition as an alternative to simple type coercion for the crucial operation of type shifting.
In their chapter, "Generative Lexicon Approach to Derived Inchoative Verbs in Korean" (Chap. 10), Kim and Lee present the lexico-semantic structure of the Korean inchoative verbs and their generative mechanism by means of a GL approach. The Korean inchoatives can be classified into three groups, the gradable, the semi-gradable and the ungradable one, considering their aspectul interpretation, semantic properties of their arguments and their opposition structures reflected in their event structures. Also, gradable and semi-gradable inchoatives show the generativity of the lexicon by the type coercion. Their typology and the associated lexico-semantic structures of Korean inchoatives is just a starting point in a larger study of a comprehensive classification of change-of-state verbs.
On a related topic, McNally and Kennedy also address the phenomenon of scale modification in their chapter "Degree vs. Manner Well: A Case Study in Selective Binding" (Chap. 11). They present a semantic analysis of the adverb well which captures its degree and manner readings in a principled fashion via the Generative Lexicon Selective Binding composition rule. Their analysis integrates Kennedy and McNally's (2005) treatment of scale structure with GL, and embeds the resulting semantics in HPSG.
Nakatani's chapter, "V-Concatenation in Japanese" (Chap. 12), examines the semantic properties of a type of Japanese verbal complex, the V-te V predicate, and argues that a non-derivational approach to the semantics of the V-te V predicate is inadequate both descriptively and explanatorily. A generative theory that derives the semantics of this predicate from its parts is explored within GL. The complex predicate formation is characterized as a process of collapsing two or more qualia structures into a single one, a process in which at least three operations and one well-formedness condition on semantic representations are involved.
In the next contribution, "Change of Location and Change of State" (Chap. 13), Lee provides parallels between change of location and certain change of state verbs. Argument reduction is proposed for the link. The GL event structure and headedness are employed to explain the polysemy of spray-verbs in Korean and Japanese. Headedness, along with extensions to the classic GL theory of event structure, allows for a novel and expressive solution to a distinction between certain motion verbs in Korean and Japanese. Lee's analysis advances the expressiveness of GL by incorporating the phenomenon of quantization in variable degree accomplishments (which has been absent from GL) with GL's subeventual structure. It elaborates the mechanisms at work in co-composition to derive multiple interpretations of change of state and creation predicates in Korean, thereby providing an expressive analysis of these data.
The Theory of Event Structure is also discussed and developed in Ono's chapter, "Event Structure and the Japanese Indirect Passive" (Chap. 14). This chapter presents a description and analysis of indirect passives in Japanese in terms of event structure and qualia structure proposed in the framework of the generative lexicon. On the assumption that the event structure of the indirect passive construction is based on the default causative paradigm, the present analysis accounts for the adversative interpretation of indirect passive sentences, the selection restriction on verbs, and the obligatory presence of the adjunct phrase.
In Part III of this volume, "Interfacing the Lexicon", the theme shifts to how lexical information represented with GL data structures, and compositional operations enriched with GL-like type-shifting mechanisms, can be integrated and interfaced to other linguistic theories. The first chapter to address this theme is Badia and Saurí's "Developing a Generative Lexicon within HPSG" (Chap. 15). This contribution discusses how to enrich the semantic treatment normally assumed in HPSG in order to deal with several issues not adequately solved, concerning the representation of: verbal and nominal complement optionality, non-intersective uses of adjectives, selection restrictions imposed by predicates to their arguments, and the implication of syntactically non-expressible participants and events as part of the denotation of lexical items. They enrich the content description level of HPSG as well as its governing principle. The resulting framework, they demonstrate, is implementable in LKB.
Fellbaum's chapter, "Purpose Verbs" (Chap. 16), illustrates how theoretical mechanisms from GL can be integrated with some conventional WordNet classification distinctions. Analogous to the distinction between TYPE and ROLE nouns, she differentiates between MANNER and PURPOSE verbs. Purpose verbs like exercise, treat, and cheat can conflate with manner verbs and contribute an additional, telic meaning component to these verbs. Conflation is triggered by contextual factors that create an "expectation" favoring a purpose interpretation over a pure manner reading. She compares and contrasts purpose verbs with Functional Events in GL. Some Functional Events are also purpose verbs, but Functional Events comprise a much larger and more loosely defined class, so the mapping is not exact.
In their chapter, "Word Formation Rules and the Generative Lexicon: Representing Noun-to-Verb Versus Verb-to-Noun Conversion in French" (Chap. 17), Namer and Jacquey focus on the interface between lexical semantics and word formation, working within the formalism called Morphological Structure Composition Schema (MS-CS), designed within GL. This interface is illustrated in French by the representation of the word formation processes of Noun-to-Verb (NtoV) versus Verb-to-Noun (VtoN) conversion. The relevance of this for lexical semantics is twofold: it's a non-conventional, affix-free, and semantics-driven mechanism; and it is both a productive and frequent phenomenon, observed in several languages. On the basis of a frequency-ranked, semantics-based classification over a large corpus, a unified GL-inspired model is proposed and illustrated through several examples.
The final section of this volume, Part IV, deals with building resources using GL data structures and principles. The first contribution is "Boosting Lexical Resources for the Semantic Web: Generative Lexicon and Lexicon Interoperability" (Chap. 18) by Calzolari, Francesca, Bertagna, Lenci, and Monachini. This chapter confronts two issues involved in making linguistic interoperability and the semantic web a reality: which involves two issues: (i) linguistic content must be dealt with in a multilingual environment; (ii) linguistic standards are needed to achieve interoperability and integration. Within the Semantic Web, ontologies are the key components for managing knowledge, while in Human Language Technology, semantic descriptions are captured within computational lexicons, such as GLinspired lexicons. They describe how such resources can account for the complex, multidimensional and multifaceted nature of meaning in lexicon and ontology design, while also representing an essential interface between advanced research in the field of multilingual lexical semantics and the practical task of developing resources for HLT.
The chapter by Claveau and Sébillot, "Automatic Acquisition of GL Resources, using an Explanatory, Symbolic Technique" (Chap. 19), presents a symbolic machine learning method that automatically infers, from descriptions of noun-verb pairs found in a corpus in which the verb plays (or not) one of the qualia roles of the noun, where corpus-specific morpho-syntactic and semantic patterns that convey qualia relations. They demonstrate that these patterns are explanatory and linguistically motivated, and can be applied to a corpus to efficiently extract GL resources and populate Generative Lexicons. The linguistic relevance of these patterns is examined, and the N-V qualia pairs that they can detect is discussed. Comparisons to other methods for corpus-based qualia extraction are also presented.
In the final contribution to the volume, Copestake addresses the limits to productivity in her chapter "The Semi-Generative Lexicon: Limits on Productivity" (Chap. 20). She argues that, although there are clear motivations for generative devices in the lexicon, there are limits to productivity that must be accounted for. Her article provides an overview of several different classes of semi-productivity, including both lexical and phrasal examples. She then outlines a probabilistic approach to account for these phenomena, which relies on GL devices, but only in part.
