The canonical homomorphisms of the ramification sequence are used to show that in all except GJH^ the successive factor groups are isomorphic to subgroups of the additive group of the residue field or to subgroups of the additive group of derivations on the residue field. Then the Eisenstein polynomial of R 2p over R is used to determine bounds on the range of the the canonical homomorphism. One then constructs inertial automorphisms, using convergent higher derivations to establish that those bounds do, in fact, describe the range. Further, it is found that if GJH^ is nontrivial, it is isomorphic to the group of order 2, and that GJHL contains the first known examples of vrings having inertial automorphisms which are neither derivation automorphisms nor automorphisms of finite order. In addition the Galois theory of totally ramified extensions R pq (q < p) is treated. Necessary and sufficient conditions for R pq /R to be Galois are found as well as the location of the Galois maps in the ramification sequence.
The determination of the factors of the ramification sequence extends the work of MacLane [8] , Heerema [4] and Neggers [9] . The Galois theory of totally ramified extensions R pq (q < p) of an unramified t -ring, treated in §111 generalizes the work of Wishart [13] and Davis and Wishart [1] . The convergent higher derivation used here as in the work of Heerema is completely described in [5] , so a discussion of it will not be included.
In addition to evaluating the factor groups of the ramification sequence, a second object of this work was to determine the relationship of the subgroup of derivation automorphisms G D to the ramification sequence, where aeG D if there exists a convergent higher derivation D = {D y } such that a -Σ~= o D 3 . In earlier work Neggers [9, Theorems 4 and 5] has shown that for arbitrary β, if i ( e + p)/(p -1), G, c G D and that for i, j ^ (e + p)/(p -1), GJG i+1 G ά /G j+1 and H t /G i+ι ~ H s /G i+1 . He also characterized these factor groups in terms of derivations [9, Theorem 6] . Until now in every 62 ROBERT D. DAVIS known case of complete local rings that have been investigated, it has been found that the group of inertial automorphisms is generated by the automorphisms of finite order and G D . However, in the proof of Theorem 3 we exhibit automorphisms that can be neither derivation automorphisms, nor automorphisms of finite order, nor composites of the two.
Let G be the group of automorphisms of R e , and let M be the maximal ideal whose ith power will be denoted throughout by M(j); the residue field is h = RJM. The subgroup G x of automorphisms which induce the identity map on h is called the inertial automorphism group of R e . A chain of normal subgroups of G x is given by the following:
G t = {a e (?! I a(a) -a e M(i) for every a e R e }
Hi = {aeGi\<*(<*>) -α eM(i + 1) for every aeM} so that
This chain of subgroups is known as the ramification sequence of R e .
To stabilize the notation, we will hereinafter denote by V(a) the exponential valuation of an element aeR e ; we denote by either p(a) or a the image of aeR e in the residue field h under the natural map of R onto h) we will assume that h is not perfect, i.e., that h has a nontrivial p-basis, since otherwise Hi = G i+ι ; and we will always assume that the prime p Φ 2. In addition the minimum polynomial of R 2P /R will always be 2p-l
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and s will always denote the least positive integer for which a 8 is a unit in (1.1) . In case no α< is a unit, we will say that s -2p. Letting π denote a prime element for R 2p9 observe that π always satisfies an equation of the form (1.2) π 2p + pu = 0 , where u is a unit in R 2P such that ΰ -α 0 . Moreover, if ΰ e h p , then a veR 2p may be chosen so that π satisfies an equation of the form ( To prove these we need to state a few basic results, some of which are proved elsewhere.
In what follows, if T is a subring of R e , the symbols 2ίf (T, R e (R, R e ) to R e is given by: (1.8) Dy(π) e Af(2) /or 0 < i < n
Proof. First we show by induction that Zλ, (π) e itf(# + 1) if j" m . Thus assume ^-(TΓ) e jfcf(p + 1) for all i such that 2^ -1 < i < r where r ^ m > 2p(n -1). From (1.10) 
Considering B ri observe that 1 + ^2+ * + i 2p = r > 2p{n -1) implying that at least one index in {i 19 i 2 , , i 2p ) is greater than n -1 and at least one other is Φ 0. Thus each such term is in M(q + 2p). Moreover, each such term appears a multiple of p times unless each distinct index appears a multiple of p times so that the sum of these nonexceptional terms is in M(Ap + q). Thus V(f\π)) ^ Ap -1 implies that this sum is in M(V(f\π)) + q + 1). In the exceptional case there are three possibilities:
( Using (1.9) , one checks that the terms in each of these cases are in M(V(f\π)) + q + l). It follows that B r eM(V(f\π)) + q + 1). Now considering A rf it is straightforward to check the values of the terms to verify that pS* >r eM (V'(π) ) + q + 1) except when s = p and i λ < 2^ -1. This case will follow if we can show that pS PtT e M(V(f'(π)) + q + ΐ). Thus recall S* r is a sum of terms of the form . Letting π n = πv {pn~ι~1)/% and w n be the product of w and the remaining factors of v, the result follows.
Suppose now that aeH\G i+1 so that a = e + π*a* 9 where e is the identity map and α* is an additive mapping on R 2p for which a*(M) c M. Then the mapping φ^a) induced on h by α* is a derivation on fc. The mapping φ^.Hi-^ £&(h) is a homomorphism with kernel G i+1 and for a given a: 6 H t \G i+ι , φ t (a) will hereinafter be denoted by δ a . Now suppose a{π) = ττ(l + τr*«) for some zeR 2p . Apply a to (1. Proof. Consideration of the values of the terms in (1.11, s) shows that cc*(u) 6 M since otherwise pπ*a*(u) would have unique minimum value in (1.11, s) . Thus δ a (ΰ) = 0. II* Proof of Theorem 1* It is known that for each i, φι{H^ is a subgroup of the additive group of derivations on h, and we have seen in Lemma 1.3 that if δ e φi{H % ), then δ(ΰ) = <5(α 0 ) = 0. It will be sufficient then to show that we can find an automorphism in H i \G i+1 that will induce the desired derivation on h. We do this by considering several cases. Case 1. i ^ 2 and 0 < s < p. Suppose δ e <£ §%(/*>). It is known [2, Theorem 1] , that δ lifts to a de&(R) for which d(a Q )eM(2p) so define a higher derivation E = {-EJJLo 6 SίfiR, R) as follows: For i = 1, 2, •••, p -1, define E ό = d'/i! and for i ^p, by Theorem A there exist maps E 5 such that E = {^} e <^(JR, JB).
We want to show that we can construct an a D 6 H\G i+ι for i ^ 2 which will induce the given <5 6 £&(h). Thus, define Dj^π^Ej. Clearly,
The rest of this case will be concerned then, with the convergence of (A j + B/)/f\π). In considering Aj we will usually be concerned with the value of Sϊ tj since in most cases the term of minimum value will occur in S* 3 -. For j = 1, A, = 0, J5i = 0, and D^π) e M(i + 1) c ikί(3), since ΐ ^ 2. Now for r < j < p we suppose that D r (π) 6ikί(ir + 1), and consider D 5 {π). Inspection of (1.6) reveals that S*, e M(ij + s) so that A $ -e M(2p + ij + s) and A 3 -/f\π) e M(ij + 1). Since j < p, each term in B ά appears a multiple of p times so that inspection of (1.7) reveals that B ά 6 M(4zp + ίi), and thus B t /f'(π)eM(ij + 1). Hence, for j = 1, 2, ,
does not occur a multiple of p times, and this is the only term which may not be in
. Now suppose that f or p < r < i < 2p, D r (π) e M(i + 2). Then one checks that A 3 /f(π) e Λf(i + 2). Each term in I?,, again appears a multiple of p times so that Bjjf'iπ) e M(i + 2). Thus D^π) 6 M(ί + 2) for p < j < 2p.
In A 2P , observe that S* 2p e M{s + 2% + 2), implying that A 2v lf\π) e lf(ΐ + 2). In jB 2 p the terms of minimum value are D^πf* e M(2pi + 2j>) and D 2 (π) p π p e M(2pi + 2p); all other terms in JS 2?) appear a multiple of p times and it follows that B 2P e M(2pi + 2p) and BJf\π) e M(i + 2). Now let δ e ^0(Λ) and suppose that δ lifts to de&(R).
Since
[ so all the results in Case 1 hold for these values of j, i.e., for i = 1, D/π) eΛf(i + 1) for 0 < j < p. At this point we separate into several subcases.
Case 4(i). s<p -2, p Φ 3. If S is a p-basis for ft, let S be a set of representatives in R of S. Then for j ^ p define Zλ,-by letting Dj(S) = 0 which implies that D t (i2) c AfO") for j ^ p by Lemma A. (4), and
Standard arguments also show that D 3 (π) e Λf(4) for p < j ^ 2p so that D(π) converges by Lemma 1.1 when q = 3, n -2, and m = 2p +1.
4(iii). 8 = p -2, i = 1, w & h p f
and it e h p . The construction for a given δ e £P 0 (h) which lifts to d e <2f{β) is the same as before e M(3p + 1) so that D^TΓ) 6 Λf(4). For i > p define A(S) = 0 so that if j = pm + ft, 0 ^ fc < p, then from Lemma A, A CB) c M(2m + k). We want to show that D s (π) e M(4) for all j > p. We do this by an induction. Thus suppose that D r (π) e Λf(4) for all r such that 2 < r < t. Then, (5) . Next A, 6 M(2p + s + 4) so that A t //'(τr) e Λf(5).
In showing that B t /f'(π) e ikf(4) we need to consider two cases: (1) pjft, (2) t = m^), m ^ 2. In case (1) each term of JE^ occurs a multiple of p times so that B t e M(4p + 4) and BJf'iπ) 6 Λf(p + 6) c Λf(4). In case (2) all terms appear a multiple of p times except for the following three cases:
(iii) ii = ΐ a = = i P = rjj i J>+1 = = i 2P = r 2 where r x + r 2 -m, r x ^ r 2 , and r lf r 2 ^ 0.
In The argument that D(π) converges is standard and will be omitted, except to note that D^π) e Af(4) for 2 < j ^ 2p so we can show convergence using Lemma 1.1 with q -3, n = 2, and m = 2p + 1. It follows that the α^ = Σ A obtained induces the given <? e ^Ί(Λ) so that HJG 2 = ^(A) in this case. Case 8. s = 2p -2, i = 1, and ΰ e fe p . As before, assume that for a 6 H\G 2f a{π) = π(l + TΓ^) and that v e fe p . It follows that a*(v) e M. Further, consideration of the values of the terms in (1.13, 2p -2) reveals that a*(v)eM implies that zeM. It follows that a*(w)eM and, as a result, if δ e ^(iϊi), then δ(w) = 0. We will show that Φ^H,) = ^ (ft), (recalling that if ^ e fe p , ^(λ) = ^(Λ)) by constructing a derivation automorphism that induces δ. 
= & Q (h).
To complete the proof of the theorem we need to consider the ramification groups that occur when s = p and s -2p. One may verify that they are obtained by same procedures as have been used in the previous cases. Only two deserve special mention. 
. R q is a Galois extension of R if and only ifh eontains a primitive qth root of unity. Moreover, if ae Γ(RJR), a(y) -θy where θ is a qth. root of unity in R.
Let t* denote the residue of t modulo p -1, 0 ^ ί* < p -1, and let [ ] denote the greatest integer function. We restate the theorem from [1] with some notational modifications. Proof. From Lemma 3.2 α(τ) = £7. If a extends to R pq , then a(π) = π(l + z). Also recall that aeGi for some i ^ 1. But π satisfies an equation π p + yu t = 0 for some unit % x so that by applying a to this equation we obtain the equation
Inspection of (3.3) reveals that z must be a unit, for otherwise Ύu^ζ -1) would have unique minimum value. It follows that
Thus z p = p(ξ -1) so that z = Θ -1 (mod π) and as a result a(π) = tf r (mod Λf (2)).
It is clear from this lemma that any nontrivial a! e Γ(R q /R) that extends to R pq extends to an aeG\HŴ e conclude this section on Galois theory with
be the minimum polynomial of RpqjR, and let s be as defined in §1. Then R pq /R is Galois if and only if h contains a primitive gth root of unity and one of the sets of conditions below is satisfied:
for a primitive qth root of unity θ in R, the equation
when s = pq (e) q = p -1 αm£ (f) /or a primitive qth root of unity θ in R the equation
Proof. The method of proof is similar to that of Theorem 4. Assuming that R pq /R is Galois, we apply an ae Γ{R P JR) to f(π) = 0 and observe that the given conditions are necessary. To prove they are sufficient, we use the conditions to construct all the roots of f{x) in much the same way as in the proof of Theorem 4. Thus, suppose R pq jR is Galois. Then RJR is Galois so that by Lemma 3.2 h contains the qth roots of unity. Now let θ be the unique multiplicative representative in R of a primitive qth root of unity θ in h. Lemmas 3.2 and 3.3 imply that the action of a on π will be of the form a(π) = π(θ + zπ n ) for some unit z and some integer n > 0. Using the fact that f(a(π)) -0, some straightforward manipulation yields:
Suppose first that s < pg. Since jβ M /i2 is Galois, the fact that (3.4) holds for a primitive qth root implies that it must hold for every qth root of unity θ x . In particular it must hold when θ ί = 1 in which case the middle sum vanishes. Since s < pq, the value of the last sum is less than 2pq + n so the term of index k = p in the first sum has minimal value. It follows that s = n(p -1) so that (a) is necessary. Note that s = w(p -1) implies that n<p. Conversely, if n<p 9 inspection of (3.4) reveals that s < pq. Thus for future reference we note that s < pq if and only if n < p.
Recalling the definition of s and that (3.4) must hold for every gth root of unity θ ί9 pa s π s (θi -1) will be a term of unique minimum value in (3.4) unless (θί -1) 6 M for every qth root of unity θ^ Thus q\s. Similarly α β+1 , , α n3 ,_ 1 eΛί(2j>) so (b) and (c) are necessary. Simplification of the residues of the minimum value terms in (3.4) leads to the equation
in which z = θx. Thus (d) is necessary. Suppose now that s -pq. As before the middle term of (3.4) vanishes when 0 = 1. Equating the values of terms of minimum value yields n = pq/(p -1). It follows that n = p and q = p -1 so that (e) is necessary. The equation in Λ resulting from the fact that the sum of the minimum value terms in (3.4) must be congruent mod M(2pq + n -f 1) is (/) were z = θx. Thus conditions II are necessary when s = pq.
To prove the sufficiency, we construct the roots by induction in a manner similiar to that used in in the proof of Theorem 4. If we assume conditions I of theorem and if for a given qth root of unity θ, we let e 1 be a representative in R pq of a root of (d), then the first approximation for a root of f(x) is π(θ + πX), and one may verify that f [π(θ + ife^eMipq + np+ 1) . 
for a given gth root of unity θ u then one may verify that a complete set of solutions for (3.7, 0J is given by {^" + rξ\r = 0, 1, 2, , p -1}. It follows that R pq contains p roots of f(x) for each qth root of unity θ x and from their construction it is clear that each is distinct. Therefore we have constructed pq roots of f(x), so that R pq /R is Galois and conditions (I) are sufficient. Conditions (II) also imply that R pq /R is Galois in much the same manner as conditions (I). The main difference is that the first approximation for a root of f(x) is given by π(θ + e{K p ), where e x is a representative of a solution of (/). IV* Proofs of Theorems 2 and 3* Now that the location of the Galois groups in the ramification sequence has been determined, we can prove Theorems 2 and 3.
First, for i > 1 and a e G if we define ψi(a) to be the residue in h of (a(π) -π)/π*. Then one may verify that ψ t : Gi -» h is a homomorphism of Gi into h + , the additive group of h, with kernel Hi. With this observation the proof of Theorem 2 follows from a sequence of lemmas. (g(x) ) denote the conjugate polynomial of g{x), f(x) = g(x) (conj g(x) ). Then by using 7 2 = -py from (3.1) one may obtain the following relationships among the coefficients: Proof. Proving (i) first, observe from (4.1) that for 0 < s < p
It follows that t -0, since if all of the 6 0 «> i = 1, 2, f p -1 were nonunits, α β would be a nonunit. Conversely, if t = 0, δ O i is a unit, which implies that % is a unit. Thus s ^ j by definition of s and it follows that 0 < s<p since 0<j<p.
Moreover, if s<i, (4.1, s) for 0 < s < p shows a s would not be a unit. Thus j = s, and the proof of (i) is complete when we observe that if j = s, then 0 < s < p by definition of i.
Statement (ii) follows from (i) and the equation Thus a 6 G\H 2 implies that ρ(a p^( p -l)/α 0 ) has a (p -l)th root. By Lemma 4.3, s = p -1 implies that £ = 0 and j = p -1. Also substituting for the α* from (4.1, i), and observing that 6 OJ , βl -fc^ and &oo = 5*01 we have that tfα^p -l)/2oo) = ^((6,-^p -l)/6 0 )) so that conditions (a) and (b) of Theorem 4 are satisfied. It follows that a is a Galois map. i = 3. Then 2p + * + 2 = 4p so that s = 2p -2. It follows from Lemma 4.3 that t -1 and j -p -2. The minimum value terms are congruent mod Af(4p + 1) which leads to
implying that p(a 2p^2 (2p -2)/2α 0 ) has a (p -l)th root. Observe now, that t = 1 and i = p -2 imply that 6 2) _ 2 = pc + Ύb up _ 2 for some c 6 J? and where δ ltP _ 2 is a unit. Thus 6 1>2 ,_ 2 = p(b p -2 /y). It follows from (4.1, i) that
has a (p -l)th root so that (a) and (b) of Theorem 4 are satisfied. Thus if a 6 G 3 \H 3 , a is a Galois map.
ί -4. Then p = 3 and s = 2p which means that a ύ e M(2p) for i = 1, 2, , 2p -1. Also, as before, this implies that p(a 0 z 2 -1) = 0 or that
But p(a Q ) = jθ(i/δo) so that (4.3) implies that y has a square root. It follows that we have the second case of Theorem 4 and that a is a Galois automorphism. In an analysis similar to that of Lemma 4.4, one finds that i = 2 implies that G 2 = iϊ 2 and that i = 3 implies that σ = 2p -2 and that g*-1 = p(wσ/2v p ). But tί; = α σ , Ψ = α G and σ = -2. Thus from the relations (4.1,2p-2) and Lemma 4.3 it follows that p(-b p -2 (p-2)/ (7(-b Q ) 2 ) has a (p -l)th root and that j -p -2 so that the first set of conditions of Theorem 4 is satisfied since F^-a/T) = 0. When i = 4 we find that σ = 2p and p = 3, so applying a to (4.5) and using the fact that the minimum value terms must be in M(βp + 1), it follows that so that p -3 implies that y has a square root. Thus the second set of conditions of Theorem 4 is satisfied. The same sort of analysis shows that if i > 4, G< = H^ Therefore, in this case if G 4 Φ H i9 R 2P /R 2 is Galois and GJHi is the group of order p. The converse follows from the fact that the Galois maps are always in G\Hi for some i. Proof. For a e G 2 \H 2 , one finds that applying a to (1.3) with * = p yields an equation having a term of unique minimum value which is impossible. Thus G 2 = H 2 .
Suppose now that i > 2 and σ is as defined in Case 3 of the proof of Lemma 4.1. Then one can verify that V{f\π)) = 2p + <τ -1. Also, we choose S to include a p . H iy so we show here that ψ t is surjective. Let a e h + and let a e R Zp be a representative of α. Then define A(#P) = -(/'(TOTΓ^GO/P, and A(S\{α P }) = 0. ThenD x (π) ΞΞ π'a (modilf(ί+1)) and D 1 {R)cM{σ + ί-p). For i<j <p define Zλ,.(S) = 0 so that Dj(R)c:M(ij + i), and Zλ, (ττ) e W + 3 + 1). At this point we separate into cases. In both cases for a given i, ψ t (a D ) -a and a D eG\Hi. Thus ψV. Gi -> Λ + is surjective and it follows that ψ t {Gi) = Gi/JE^ = fe + . The rest of this section is concerned with the factor GJH X .
LEMMA 4.7. If G ι Φ H lt then GJH 1 is isomorphie to the group of order 2.
