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 Tangible interaction on tabletop, an illustrated federating 
framework 
Abstract. Since many years, the Human-Computer Interaction community is interested 
in the tangible user interfaces (TUI). A part of these TUI focuses on the interaction 
performed with one or several objects. The domain is in extension by the development 
of contactless objects (using NFC, RFID technology, etc.). In the system, tangible 
objects could represent data, action, or complex part. Interaction on a table, which is a 
common furniture in the everyday life and used in multiple activities (desktop, coffee 
table, kitchen table, etc.), opens a new way for the research and development in HCI. 
This article proposes to use a framework, previously proposed in a conjunct article, to 
characterize applications supported by the couple <interactive tabletop, tangible 
object>. These applications aim at supporting complex business tasks; they are 
described from a technological point of view on the one hand, and from an applicative 
point of view on the other hand. These applications show the benefit brought by the 
couple <interactive tabletop, tangible object> to the interaction and they are immersed 
in the framework. The framework shows with these instantiations that it is generic and 
supports such descriptions. 
Key words: Tangible interaction, interactive tabletop, framework, business application 
Résumé. Depuis plusieurs années, les interfaces tangibles impliquant des interactions 
réalisées via un ou plusieurs objets prennent une importance grandissante en 
interaction homme-machine. Ce domaine est en extension grâce au développement 
d'objets exploitant des technologies sans contact (NFC, RFID, etc.). L’objet tangible 
représente un sujet ou une action ; cet objet agit sur le système, telle une action sur 
une interface « classique ». L’interaction sur table, c’est-à-dire sur un meuble présent 
dans la vie courante et utilisé à diverses fins (bureau, table à manger, table de salon, 
table bar, etc.), ouvre un champ nouveau de recherche et de développement. Nous 
proposons d'illustrer un cadre proposé dans un article conjoint, en positionnant des 
applications mettant en œuvre le couple <table, objet tangible>. Plusieurs applications, 
visant à supporter chacune une tâche métier complexe, sont décrites à la fois d’un 
point de vue technologique et d’un point de vue applicatif. Ces applications montrent 
les apports de l’association <table, objet tangible> à l’interaction et sont caractérisées 
selon les dimensions du cadre de conception présenté dans un article conjoint, 
montrant ainsi la généricité et le pouvoir descriptif du cadre proposé. 
Mots-clés : interaction tangible, table interactive, cadre de référence, application métier 
1 INTRODUCTION 
Cet article vise à illustrer avec différents travaux associant interfaces tangibles et tables 
interactives un cadre de référence associant ces deux concepts. L’adjectif « tangible » a 
deux significations dans le langage courant : « Qu'on connaît par le toucher ; matériel, 
sensible : la réalité tangible. » et « Que chacun peut constater, qui ne saurait être mis en 
doute : donner des preuves tangibles … » (Larousse, 2013). Cette notion a été exploitée en 
Interaction Homme-Machine, visant à proposer à l’utilisateur « d’autres moyens »1 pour 
interagir.  
Cet article est le résultat de réflexions menées par des membres du Groupe de Travail 
(GT) TANGINT/FR de l’AFIHM2, centré sur l’interaction tangible. Au cours des échanges liés 
à l’interaction tangible au sein de ce GT, nous avons identifié plusieurs domaines d’utilisation 
de l’interaction tangible : l’interaction tangible en relation avec la 3D, l’interaction corporelle 
s’intégrant, selon certaines définitions, dans le domaine de l’interaction tangible et enfin 
l’interaction tangible en relation avec les tables interactives. Dans cet article, c’est sur ce 
dernier type d’interaction que nous nous focalisons. Les tables interactives permettent 
d’interagir seul ou à plusieurs de manière collaborative ou non. Elles peuvent être dotées de 
différentes technologies et être mises en œuvre dans différents contextes. 
Ainsi, afin de dresser un bilan des avancées du GT TANGINT, un premier article 
conjoint (Lepreux et al., 2016), présente un ensemble de définitions et de modèles, puis 
propose un cadre fédérateur. Dans cet article, ce cadre est illustré par des applications et 
des prototypes concrets réalisés par les acteurs de la communauté francophone. Les 
systèmes sont présentés relativement aux systèmes présents dans la littérature et 
systématiquement positionnés dans le cadre. Ce bilan de l’existant et sa structuration visent 
à recenser et à positionner les facteurs de conception essentiels au développement des 
surfaces interactives associées à une interaction tangible.  
Cet article présente dans la section 2 le cadre de référence proposé dans l'article 
conjoint. La section 3 se focalise sur des applications faisant intervenir des interactions 
tangibles sur table dans un contexte d’usage centralisé tandis que la section 4 focalise sur 
celles qui se situent dans un contexte d’usage distribué ; ces applications sont décrites et 
positionnées dans le cadre de référence. Une discussion est proposée ouvrant sur des 
perspectives de recherche. 
LES APPORTS DE CETTE RECHERCHE :
ü Catégorisation de tables à interaction tangible dans un contexte d'usage centralisé
ü Catégorisation de tables à interaction tangible dans un contexte d'usage distribué
2 CADRE DE REFERENCE3 
Nous utilisons le cadre de (Dubois, 2009) comme support analytique aux systèmes à 
interaction tangible. Ce cadre propose des axes de variabilité pour des Systèmes Interactifs 
Mixtes (SIM). Un SIM, selon (Dubois, 2009) est un système interactif qui tire profit des 
capacités de stockage, de rendu et de transformation de données numériques par un 
système informatique et qui facilite l’intégration et l’exploitation des aptitudes physiques et 
habitudes de l’utilisateur, ainsi que des ressources physiques présentes dans son 
environnement d’interaction. Ces systèmes englobent donc les systèmes relevant de la 
réalité augmentée, de la virtualité augmentée, de la réalité mixte, des interfaces tangibles et 
1 Au sens POST-WIMP, au-delà du WIMP (Windows, Icon, Menu, Pointer) qui désigne le moyen d’interaction par écran, clavier, souris. 
2 AFIHM, Association Francophone d’Interaction Homme-Machine (http://afihm.org/). 
3 Dans un but pédagogique, cette partie reprend intégralement celle disponible dans l’article conjoint (Lepreux et al., 2016). 
des systèmes enfouis. Ce cadre n’est donc pas spécifique aux systèmes à interface tangible 
mais est adéquat comme cadre de référence. 
Dans un premier temps, les sources de variabilité utilisées dans le cadre sont décrites, 
ensuite le cadre sera présenté globalement. 
2.1 Sources de variabilité 
Cinq sources principales de variabilité entre les nombreuses formes de Systèmes 
Interactifs Mixtes présentés dans la littérature ont été identifiées (voir la Figure 1). Les deux 
premières sources contribuent à cerner le contour de la situation d’interaction mixte. Il s’agit
de la place du monde physique dans un SIM et des différentes formes de communication en 
entrée / sortie. Deux autres sources de variabilité ont trait à la situation d’usage induite par le 
SIM. Il s’agit de la cohérence entre les espaces d’interaction d’une part et de la cohérence 
entre les mondes physiques et numériques d’autre part. Enfin, les technologies utilisées 
constituent la cinquième et dernière source de variabilité des SIM. 
Figure 1. Diagramme de Kiviat des sources de variabilité (Dubois, 2009) 
2.1.1 Place du monde physique en entrée et en sortie 
Le monde physique peut occuper différentes places dans un SIM et ainsi contribuer de 
différentes manières à la communication avec le système informatique. En effet, un SIM peut 
s’appuyer sur le monde physique en entrée et peut avoir un impact sur le monde physique 
en sortie. En entrée, sept aspects physiques (position, présence, mouvement, orientation, 
forme, reconnaissance, combinaison) constituent un ensemble courant mais non exhaustif 
des places que peut occuper le monde physique dans un SIM pour contribuer à la 
transmission d’information au système informatique. Des aspects complémentaires tels que 
la rugosité ou la densité des objets pourraient, par exemple, être également pris en compte. 
En sortie, trois différents aspects physiques (rendu d’information dans le monde physique, 
déplacement d’un objet physique, aucun effet physique mais déclenchement d’une action 
numérique) constituent un ensemble non exhaustif de places que peut occuper le physique 
dans le rôle rempli par un SIM en termes de production d’information en sortie.
2.1.2 Formes de communication en entrée / sortie 
Une forme de communication d’entrée / sortie d’un SIM décrit les moyens employés 
pour diffuser et encoder les composantes du monde physique échangées au cœur d’un SIM 
pour permettre au monde physique de prendre les différentes places évoquées dans la 
section précédente. D’une part, il existe plusieurs formes possibles pour un même aspect 
physique : par exemple reconnaître un objet peut s’appuyer sur un encodage exploitant la 
variation d’une onde radio ou sur l’analyse du contenu d’une image. D’autre part, chacune de 
ces formes d’entrée / sortie peut donner lieu à une implémentation basée sur différentes 
solutions techniques. Par exemple, l’analyse visuelle d’une scène peut reposer sur une 
caméra infrarouge ou sur une caméra classique. 
2.1.3 Cohérence entre les espaces d’interaction d’entrée et de sortie 
Dans un SIM, des entités physiques et numériques coexistent. Pour accompagner 
l’utilisateur dans la réalisation de sa tâche et l’aider à atteindre ses objectifs, ces entités 
physiques et numériques doivent être reliées pour déclencher les traitements appropriés. Par 
exemple, dans Digital Desk (Wellner, 1991), les ressources nécessaires à l’interaction en 
entrée sont manipulées au niveau de la zone de rendu des informations produites par le 
système. Les espaces d’interactions en entrée et en sortie forment différentes configurations 
de l’environnement d’interaction. Ces différentes configurations induisent des variations de
cohérence entre les espaces d’interaction qui peuvent être organisées selon deux 
dimensions : d’une part l’attention (faible ou forte) qu’il est nécessaire de porter aux 
dispositifs d’interaction en entrée pour transmettre une information et, d’autre part, la 
continuité entre les espaces d’interaction en entrée et en sortie qui peut exister ou non. 
Quatre situations de cohérence entre les espaces d’interaction émergent alors (cf. Figure 1).
2.1.4 Cohérence entre les mondes physique et numérique 
En IHM, il est habituel de distinguer deux aspects de l’interaction : la perception et 
l’action. Ces deux aspects reposent respectivement sur le contenu et le comportement des 
échanges entre l’utilisateur et le système. Analyser la cohérence entre les mondes physique 
et numérique mis en présence dans un SIM peut donc en partie s’appuyer sur l’analyse du 
contenu et du comportement des liens existants entre les ressources physiques et 
numériques. Ces liens, dans un SIM, constituent la base des échanges entre l’utilisateur et le 
système informatique. À partir d’une comparaison binaire (similaire ou différent), quatre 
situations distinctes sont possibles (cf. Figure 1).
2.1.5 Technologies utilisées 
En entrée, le dispositif le plus fréquemment utilisé a pour but la localisation d’éléments 
physiques. Des capteurs divers (lumière, pression, etc.) peuvent aussi être utilisés. Du point 
de vue des espaces de sortie, il s’agit essentiellement de rendre visible de l’information 
(écrans, vidéoprojecteurs, casques monoculaires, semi-transparents, immersifs ou à 
affichage déporté, lentille jouant le rôle d’un écran semi-transparent, …). Enfin, à la frontière 
de ces deux espaces d’interaction se situent les dispositifs à retours d’efforts.
2.2 Cadre de variabilité des SIM 
Ces cinq dimensions (place du monde physique, formes de communication, cohérence 
entre les espaces d’interaction, cohérence entre les mondes physique et numérique, 
dispositifs) peuvent être utilisées pour prendre conscience des spécificités d’un SIM, et 
mettre ainsi en évidence l’hétérogénéité potentielle des SIM que nous sommes amenés à 
concevoir et implémenter. Le diagramme de la Figure 1 reprend ces différents axes. 
Les axes de variabilité utilisés pour cartographier et caractériser les SIM, traduisent trois 
préoccupations différentes, représentées sur la gauche de la Figure 1. Les quatre premiers 
axes (place du physique et forme de communication en entrée et en sortie) définissent le 
contour de l’interaction dans une situation d’interaction mixte. Deux axes complémentaires 
(cohérence des espaces d’interaction et des mondes physique et numérique) ont trait à la 
situation d’usage induite par le SIM. Enfin, les deux derniers axes (technologies en entrée et 
en sortie) représentent les préoccupations premières du domaine des SIM, l’appropriation de 
technologies émergentes. 
Les deux sections qui suivent présentent cinq applications issues de la communauté 
francophone dans lesquelles interviennent une table interactive et des objet(s) tangible(s). La 
section 3 regroupe trois applications à visée d’utilisation centralisée tandis que la section 4 
porte sur deux applications à usage distribué. Pour chaque application, nous précisons le 
contexte des travaux, la technologie utilisée et les services proposés. Chaque application est 
ensuite positionnée dans le cadre de référence présenté ci-dessus. 
3 APPLICATIONS CENTRALISEES SUR TABLES À INTERACTION 
TANGIBLE 
Les trois applications à utilisation centralisée sont les suivantes. ColorTable concerne la 
planification urbaine ; elle propose d’immerger la table tangible dans un environnement plus 
global afin d’impliquer les usagers dans la gestion de leur environnement. GéoTUI permet à
des géophysiciens d’explorer à l’aide d’objets tangibles la visualisation 3D de couches 
terrestres sur une table. TangiSence porte sur l’usage d’une table dans le domaine de 
l’apprentissage par de très jeunes enfants. 
3.1 Planification urbaine : ColorTable 
La planification urbaine est un sujet complexe en raison de la diversité des acteurs et 
des domaines impliqués (nouvelles technologies, politique, économie, demandes sociétales).
Cette complexité appelle de nouvelles solutions en sorte que les différents acteurs puissent 
participer au processus de planification selon une approche ascendante.
Les interfaces tangibles offrent des perspectives intéressantes comme le montrent de 
nombreux travaux fondateurs. Citons BUILD-IT (Rauterberg et al., 1998, Fjeld et al., 2001), 
Urp (Underkoffler and Ishii, 1999), Illuminating Clay (Piper et al., 2002), the Luminous Table 
(Ishii et al., 2002), BenchWorks (Seichter, 2004) ou ARTHUR (Broll et al, 2004). De même, 
la planification urbaine a servi de scénario type en Réalité Augmentée (par ex. 
Schnädelbach et al., 2002).  
La nouveauté de la ColorTable tient à la combinaison de solutions techniques existantes 
et à leur extension par de nouvelles fonctionnalités, comme la définition de routes ou 
l'exploration de paysages sonores, résultats d’une conception itérative et participative de
projets urbains réels impliquant une diversité d’acteurs (informaticiens, concepteurs, artistes, 
spécialistes en sciences sociales, et planificateurs urbains expérimentés).  
3.1.1 Description de la technologie de la ColorTable 
La ColorTable (Maquil, 2015) a été développée dans le cadre d’un projet européen FP6 
intégré au projet IPCity. Les principaux composants de la ColorTable (cf. Figure 2) sont les 
suivants : 
· Une table ronde (120 cm de diamètre) sert de surface commune de manipulation
d’objets tangibles colorés et de plans papier à différentes échelles.
· Un vidéoprojecteur affiche sur la table la configuration en cours de conception : cartes et
mesures produites par le système et, pour chaque objet tangible, sa fonction de
représentation (objet urbain, route ou zone). Cet affichage informe l’utilisateur sur les
mesures et complète l'affichage d'informations additionnelles relatives aux objets 
tangibles présents. 
· Les objets tangibles sont des blocs de bois de formes et couleurs distinctes de
dimensions 3x3x3cm pour les cubes et les cylindres, 8x3x3cm pour les parallélépipèdes
et 8x5x3cm pour les pyramides. Ils représentent des éléments architecturaux et
atmosphériques.
· Une webcam fixée à 1,5 m au-dessus de la table filme la table et détecte les objets
(forme et couleur) qui y sont posés.
· Deux ordinateurs portables assurent le suivi des objets colorés, chargent les contenus
cibles de la base de données, et produisent les visualisations. En fonction de la
configuration et de l’application, d’autres outils multimédias peuvent être utilisés pour
fournir des sorties visuelles et audio.
Figure 2. La ColorTable 
3.1.2 Application de la ColorTable : planification collaborative d’urbanisme 
Il s’agit d’une table interactive tangible conçue pour les situations de travail collaboratif 
pour des équipes multidisciplinaires. Suivant un processus itératif de conception 
participative, ce projet a impliqué une équipe composée d’informaticiens, de concepteurs, 
d’artistes, et de spécialistes en sciences sociales, travaillant ensemble avec des 
planificateurs urbains expérimentés, de manière à identifier les besoins, explorer les 
possibilités de conception, élaborer les solutions techniques et observer et analyser l’usage 
des technologies directement sur le terrain. La ColorTable est installée à l’intérieur d’une
tente4 (cf. Figure 3 a et b) en sorte que les participants puissent collaborer sur le terrain.
Comme dans BUILD-IT (Rauterberg et al., 1998), la scène est projetée sur deux grands 
écrans verticaux offrant différents points de vue. Ces vues interactives invitent et 
encouragent le processus de conception urbaine. Contrairement à BUILT-IT, les scènes de 
la ColorTable ne sont pas des images de réalité virtuelle, mais intègrent la réalité sous 
plusieurs formes : vues en perspective du site urbain sur les écrans verticaux et vue 
d’ensemble inspirée des cartes sur la table. Pour naviguer dans le panorama, les utilisateurs 
peuvent changer l’orientation du point de vue avec un petit disque attaché à droite sous la 
table. Les différents points de vue panoramiques sont préenregistrés ; ils peuvent être 
chargés individuellement par lecture de code-barre (des codes-barres sont fixés sur les 
positions correspondantes du plan physique). 
Une collection de contenus spécifiques au scénario (images 2D, modèles 3D, objets 
animés représentant des flux, sons) est stockée à l’avance dans une base de données 
4 Appelée MR tent, enfermant un ensemble d'outils de Réalité Mixte (MR) 
multimédia. Ils peuvent être accédés par de petites cartes magnétiques de contenu que les 
utilisateurs posent sur des aires réceptives spécifiques sur le bord de la table. 
Figure 3. La ColorTable dans les projets de planification urbaine (a) la  tente vue de l'extérieur, (b) une 
vue de l'intérieur dont la table interactive et deux écrans de projection, (C) Projection sur un écran. 
Comme dans Urp (Underkoffler and Ishii, 1999) ou BUILD-IT (Rauterberg et al., 1998), 
la fonctionnalité de base de la ColorTable est de placer des objets tangibles colorés sur la 
carte projetée qui représente le site urbain. Par exemple, un objet triangulaire produit un 
simple objet virtuel (cf. Figure 4(a)), montrant un modèle 3D ou un panneau photographique 
(cf. Figure 4(b)). Chaque objet placé sur la table est aussi montré dans des vues en 
perspective.  
Figure 4. (a) Objets triangulaires et leur feedback et (b) affichage de la vue associée dans la ColorTable 
(a)  (b) 
Par rapport aux travaux précédemment cités, un éventail de fonctions est ajouté (Maquil, 
2015) :
· Ajout de routes et de flux : pour décider des types de transport, leur vitesse de
circulation et leur fréquence, les utilisateurs définissent les types de routes, animées par
des flux d’objets numériques qui se déplacent sur un chemin donné. Pour créer des
routes, des objets rectangulaires sont positionnés à chaque point de délimitation. Les
couleurs différencient les autoroutes, les routes normales, les chemins et les voies de
tramway visualisés par des bandes de largeur variable et peuplées de piétons, cyclistes,
voitures et tramways.
· Afin de discuter de l’allocation et de l’utilisation du territoire, une zone peut être spécifiée
par ses frontières avec les routes. Les cellules sont visualisées comme un fil de fer dans
la vue haute et texturées de manière abstraite dans la vue en perspective.
· Exploration de paysages sonores : un son 3D est associé à chaque objet et à chaque
panorama de la ColorTable. Le paysage sonore résultant peut être activé de trois
manières différentes, par l’activation de positions d’écoute variées. Les utilisateurs
peuvent basculer la vue de la caméra comme position d’écoute et entendre le son qui
correspond au panorama ou à la diffusion de la vidéo. Une autre possibilité est d’activer
la position d’écoute selon une partie de flux, le son résultant correspond alors au chemin
d’un élément se déplaçant dans le flux. Enfin, la position d’écoute peut être contrôlée
interactivement par un objet tangible de son, définissant la position et l’orientation des
auditeurs virtuels.
· Historique et persistance : quand les utilisateurs s’accordent sur une scène intéressante,
ils peuvent déclencher une mémorisation (en quelque sorte, un « gel » de la situation).
Tous les objets tangibles colorés placés sur la table sont ajoutés à la scène de manière
persistante et les objets physiques correspondants peuvent être retirés de la table. Cette
configuration est alors stockée dans un fichier d’historique pour être chargée
ultérieurement. Un objet « gelé » peut être annulé uniquement par un objet physique
spécial appelé « objet effaceur ». En plus de la capacité de geler, les utilisateurs
peuvent commander une capture d’écran de leurs compositions à tout moment. Les
vues courantes sont alors enregistrées comme image et automatiquement imprimées.
La fonctionnalité « histoire » permet non seulement un retour dans le temps à un état
intéressant, mais aussi d’utiliser la temporalité comme une part du processus
d’inspiration en regardant l’évolution des scènes au cours du temps.
3.1.3 Positionnement de la ColorTable dans le cadre de référence 
Nous nous limitons ici à la modification d’objets urbains, tâche clé de ColorTable dans 
laquelle interviennent la table et des objets tangibles. La Figure 5 montre le modèle de 
tâches correspondant exprimé dans le formalisme KMAD (Baron et al., 2006). Ce modèle 
sert ensuite à l’analyse de la cohérence entre les espaces d'interaction en entrée et en 
sortie, de même entre les mondes physique et numérique. 
Figure 5. Arbre de tâches modélisant la modification d’objets urbains dans la ColorTable 
Comme le montre la Figure 6, les entrées se font avec des technologies optiques (caméra) 
et RFID en sorte que le système détecte la présence, la position, l'orientation, la forme et la 
couleur des objets tangibles. Les informations sont communiquées de façon visuelle et 
sonore par trois vidéoprojecteurs et huit haut-parleurs. La position et l’orientation des objets 
tangibles (cube en bois) permettent de définir le point de vue d'une caméra virtuelle sous la 
forme d'un rendu en perspective montrant la couleur, la transparence, la taille et la hauteur 
du sol sur les murs verticaux.  
La cohérence entre les espaces d’interaction est détaillée dans la Figure 7. L’attention 
nécessaire pour manipuler les objets tangibles dépend de la précision visée. Une position 
approximative peut être due à une attention faible, tandis qu’une position bien alignée avec 
différents éléments demande une haute attention. La continuité est assurée puisque les 
modifications sont visualisées en temps réel dans tous les affichages. 
Concernant la cohérence entre les mondes physiques et numériques (Figure 8), seul le 
déplacement d’objets montre une cohérence forte. Les objets urbains sont déplacés de la 
même façon dans le monde physique et sur les deux affichages. Les autres paramètres 
(hauteur du sol, taille, transparence et couleur) ne sont affichés de façon cohérente que dans 
les vues en perspective. Les objets physiques ne réagissent pas aux manipulations, et la 
table ne montre que les valeurs sélectionnées. 
Figure 6. La ColorTable dans le cadre de référence pour la tâche Modifier des objets urbains 
3.1.4 Conclusion sur la ColorTable 
Sur le plan technique, la ColorTable (Maquil et al., 2008 ; Wagner et al., 2009, Maquil, 
2015) se différencie des autres travaux par son mode de capture. Elle ne permet pas de 
détecter des marqueurs fiduciaires, chacun avec un identifiant unique, mais plutôt des 
propriétés naturelles de chaque objet, telles que la couleur, la forme et la taille. Cette 
méthode de capture permet d'homogénéiser les objets physiques dans la place du monde 
physique en entrée. Les objets tangibles assurent une bonne cohérence entre les mondes 
physiques et numériques. 
Sur le plan conceptuel, la ColorTable est l’un des rares exemples de recherche portant 
sur l’étude de la conception et de l’usage d’une table tangible sur une longue période (4 
ans). Les itérations multiples dans le cadre d’ateliers de conception participative ont permis 
de développer un prototype élaboré possédant plus de dix fonctionnalités et plus de 100 
objets physiques. Les ateliers participatifs ont montré comment cet espace d’interaction 
complexe a permis aux participants de créer de nouvelles formes de narrations qui intègrent 
la spatialité, différentes formes de représentation, ainsi que l’engagement haptique (Wagner, 
2012). Cet outil a encouragé les participants à contribuer autrement au processus de 
planification. Ils utilisent de nouvelles pratiques, différentes des discussions habituelles, qui 
favorisent l'expert urbain (Maquil et al., 2008). Ainsi, la ColorTable a créé un nouveau 
langage qui tient compte de la complexité des problèmes urbains tout en restant accessible 
à tous. 
Figure 7. Cohérence entre les espaces d’interaction dans ColorTable pour la tâche de modification 
d’objets urbains. 
Figure 8. Cohérence entre les mondes physique et numérique dans ColorTable, pour la tâche de 
modification d’objets urbains. 
L’instanciation du cadre de référence pour la ColorTable montre la diversité des
possibilités en termes d’entrées et sorties, et de liens entre les effets des fonctionnalités.
Cette instanciation montre également l’une des limites de l’interaction tangible pour la 
planification urbaine : la cohérence entre le monde physique et numérique ne peut être 
assurée pour la modification des éléments urbains puisque les objets en bois ne peuvent 
changer de forme physique.
Enfin, lors de l'instanciation du cadre pour cette application, nous avons été confrontés à 
la difficulté de représenter l'entièreté des fonctionnalités d'un système complexe comme la 
ColorTable, dans une seule instance du cadre. En effet, si on place l'ensemble des 
fonctionnalités et modes d'interaction d'un système aussi complexe, le modèle se remplit de 
l'ensemble des possibilités de captures et d'affichages et le cadre n'apporte plus sa fonction 
de positionnement. C'est pourquoi la solution a été de présenter dans l'article l'instanciation 
sur une seule sous-partie des fonctionnalités (choix d'un but impliquant  table interactive et 
objets tangibles). De plus, notons que la décomposition du but en tâches est utile pour 
spécifier les cohérences entre les espaces d'interaction et entre les mondes physiques et 
numériques qui au sein d'un même but, ne donne pas les mêmes caractéristiques en 
fonction des tâches. Ce niveau de granularité n'était pas prévu par le cadre initial (Dubois, 
2009, Lepreux et al., 2016), c'est l'instanciation par les systèmes présentés dans l'article qui 
l'ont mis en exergue. 
3.2 Interaction tangible pour les géosciences : GeoTUI 
Il existe un réel besoin d’une interaction POST-WIMP dans le domaine de l'ingénierie du 
pétrole. En effet, les géophysiciens doivent apporter divers éléments de réponse avant que 
ne soit décidée l’implantation d’un puits pétrolier. Notamment, ils doivent localiser une poche 
de pétrole et spécifier l’emplacement optimal du forage qui permettra d’exploiter la plus 
grande quantité de pétrole possible. Pour ce faire, les géophysiciens ont besoin de connaître 
la composition exacte du sous-sol, et d’étudier, par exemple, les pressions qui s’exercent. 
Un modèle (au sens mathématique) du sous-sol doit donc être élaboré. Un modèle 
préliminaire, sous la forme d'un nuage de points, est d'abord obtenu par acquisition 
sismique. Géologues et géophysiciens interprètent ce modèle brut et itèrent des hypothèses 
sur la nature des roches, jusqu’à obtenir un modèle mathématique le plus proche possible de 
la réalité. Des coupes 2D dans le modèle 3D sont successivement réalisées pour 
comprendre et modifier le modèle. Ces différentes tâches sont classiquement réalisées avec 
des systèmes informatiques via des interfaces graphiques (GUI). Nombre de géophysiciens, 
pourtant compétents, rencontrent des difficultés pour réaliser ce modèle mathématique avec 
les GUI. En effet, les réflexions géophysiques mobilisent énormément les ressources 
mentales du spécialiste et requièrent une forte concentration. Les outils actuels (menus 
déroulants, textes à saisir, cases à cocher) demandent beaucoup d’attention et éloignent le 
géophysicien de sa réflexion. La nécessité de collaborer entre géophysiciens et géologues 
pour obtenir un modèle précis ajoute des contraintes sur le type d'interaction à concevoir.
L’enjeu est double : simplifier l’interaction et faciliter le travail en co-présence.  
Nous notons de la part des géophysiciens et des géologues une réelle volonté de 
changer les modes d'interactions avec leurs simulateurs pour augmenter leur rentabilité. La 
réalité virtuelle est porteuse de points d'amélioration, en particulier dans sa dimension 
collaborative avec les salles immersives. Les grands instituts et organismes ont aménagé 
ces types de salles pour optimiser les conditions de travail. Mais, aujourd'hui, ces salles sont 
très peu utilisées. Le coût important du dispositif et la place qu’il requiert (une très grande 
salle dédiée à un seul usage) ne permettent pas d’en posséder plus d’un exemplaire. Les 
utilisateurs doivent donc se conformer à un planning de réservation. Les téraoctets de 
données qui sont manipulés doivent être transférés et la plupart du temps traduits en un 
autre format que celui utilisé sur les postes de travail. Quant aux casques, ils ne sont parfois 
pas supportés par les utilisateurs. Ils ne favorisent pas la concentration et empêchent toute 
communication interpersonnelle. L'immersion totale ne s'impose donc pas comme une 
solution satisfaisante pour un travail quotidien. Une solution envisagée par un groupe 
pétrolier consiste en un "mur d'écrans" associé à une interaction au doigt. Si elle assure une 
grande précision en visualisant une coupe à l'échelle 1:1 (tous les pixels sont affichés sur le 
même mur), cette solution ne favorise pas les interactions simultanées de plusieurs 
personnes et impose la station debout. Nous faisons l’hypothèse que l'interaction à plusieurs 
personnes (2 à 4 géologues et géophysiciens) avec les logiciels de visualisation et les 
calculateurs existants de géologie et de géophysique, est plus ergonomique et adaptée aux 
conditions de travail quotidiennes, lorsqu’elle prend la forme d’une table interactive sur 
laquelle l’utilisateur déplace des interacteurs tangibles.
Il y a peu de travaux relatifs à des applications sur tables interactives appliqués au 
domaine de l’ingénierie du pétrole. (Ishii et al., 2004) ont proposé une interface permettant 
de sculpter des surfaces géologiques. Et, récemment, deux applications ont été réalisées sur 
la table Microsoft Surface (Sultanum et al., 2010 ; Petrotek, 2013). Elles permettent de 
contrôler des plans relatifs à la production/extraction de pétrole et d’interagir de manière 
tactile et tangible pour l’ingénierie des réservoirs.
GeoTUI est un prototype de table d’interaction multimodale (Couture et al., 2008) 
(équipée d’outils, de règles qui sont autant de TUI) pour l’aide aux géophysiciens chargés de 
reconstituer un modèle tridimensionnel du sous-sol profond sur la base de l’interprétation de 
données sismiques. GeoTUI combine les avantages liés à un espace de travail traditionnel, 
cartes en papiers, crayons, règles, avec la puissance de simulation des logiciels de géologie. 
Ce prototype a permis également une expérimentation de nouvelles formes 
d’interactions tangibles et de montrer que les interacteurs proposés sont adaptés au contrôle 
de données. En effet, deux campagnes de tests, échelonnées sur 1 an, ont été menées. 
Chaque fois, le prototype GeoTUI a été transporté jusqu’à IFP Energies Nouvelles, afin de 
mener des tests utilisateurs sur le lieu de travail des géophysiciens. La première 
expérimentation était exploratoire. Elle a permis de confirmer la supériorité des interfaces 
tangibles sur une table interactive par rapport à une interface type GUI pour des séries 
d'exercices métiers ; ce qui n'est pas surprenant compte tenu du résultat bien connu du 
bénéfice pour la réalisation d'une tâche d'une manipulation directe par rapport à une 
manipulation indirecte. Elle a également permis de convaincre le partenaire métier et les 
géophysiciens, sur qui les expérimentations sont centrées, de l'intérêt d'un système de type 
table interactive. La seconde expérimentation, avec 12 sujets, avait pour but de qualifier les 
différents modes d'interaction pour réaliser une ligne de coupe. 
Figure 9. GeoTUI lors d’une expérimentation à l’IFP Energie Nouvelle : trépied, caméra, pavé numérique, 
palet, etc. 
3.2.1 Description de la technologie de GeoTUI 
Le prototype de GeoTUI, visible en Figure 9, est équipé d’une caméra couleur ieee1394 
Sony XC-555P et d’un vidéoprojecteur EPSON EMP 7200. Ces deux dispositifs sont fixés en 
hauteur sur un trépied SHOWTEC 70128 Alu Stand double T-bar à élévation variable. Le 
tout se range dans un carton (20x20x1,50 cm) et une valise (50x75x30 cm). Pour faire 
fonctionner l’interface, une table ou un bureau est requis. La seule contrainte concerne la 
surface du meuble utilisé : elle ne doit pas comporter de dessins de nœud de bois trop 
contrastés, ni présenter un aspect trop sombre, afin de ne pas perturber la vision de 
l’utilisateur. Les interacteurs proposés sont : une règle de 30 cm, des palets ronds de 35 mm 
de diamètre, un boîtier de validation muni de quatre boutons physiques, un pour valider la 
coupe sélectionnée et obtenir un plan de coupe, un pour revenir à la carte, un pour effacer 
les cinq dernières traces de coupe sur la carte et un pour accrocher/décrocher un palet à un 
tracé de coupe. L’interface utilisateur GeoTUI communique via socket avec l’application 
JOHN (Jerry On tHe Net) développée par IFP Energies nouvelles (Jurado et al. 1996). 
3.2.2 Application de GeoTUI 
Pour situer une coupe et pour manipuler des points de contrôle, les interacteurs 
tangibles disponibles comprennent une règle et des palets. Le travail en équipe peut être 
amélioré par cette approche, où l'usage d'une interaction multimodale et d'une interface 
tangible lors de réunions de travail permet une interactivité entre les utilisateurs ; interactivité 
d'autant plus forte que les données peuvent être manipulées à plusieurs autour d'une table. 
GeoTUI propose donc un espace de travail qui se rapproche des conditions de travail 
usuelles des géophysiciens dans les bureaux d’études. La surface de la table devient ainsi 
un espace d’échange privilégié où les utilisateurs peuvent partager une carte géographique 
et un tracé sismique. La carte géographique est affichée sur la surface de la table à l’aide 
d’un vidéoprojecteur, et le système informatique peut connaître la position des interacteurs 
(règle, palets) en utilisant une caméra. GéoTUI offre ainsi une informatique présente, mais 
non intrusive, qui observe l’espace de travail de l’utilisateur. Espace d’action et espace de 
perception se rejoignent sur la table, satisfaisant en cela le principe de (Norman 1999). 
3.2.3 Positionnement de GeoTUI dans le cadre de référence 
La description de GeoTUI selon le cadre de référence est illustrée en Figure 10. Les 
formes de communication sont visuelles, tant en entrée (localisation des interacteurs par 
analyse des images capturées par une caméra) qu’en sortie (affichage des données, cartes 
géographiques et coupes géologiques, par vidéo-projection). Une ligne de coupe se déduit 
par la détection de la position et de l’orientation des objets physiques (palets ou règle, selon 
l’interaction choisie). Une forme de communication complémentaire utilise le toucher par 
l’appui sur les boutons mécaniques d’un boîtier pour enclencher les actions. 
La Figure 11 et la Figure 12 traduisent respectivement la cohérence entre les espaces 
d’interaction et la cohérence entre les mondes physique et numérique pour le cas de la règle 
comme interacteur et pour le cas de la tâche d’exploration d’un volume de sous-sol par 
sélections successives de coupes. Cette tâche est ici modélisée à l’aide de K-MADe (Caffiau 
et al., 2010). Remarquons que ces illustrations auraient été différentes pour un palet et deux
palets, également disponibles dans GeoTUI.  
L’attention portée au dispositif d’interaction en entrée (la règle manipulée directement 
sur la carte vidéo-projetée) peut être qualifiée de faible. Ceci a été vérifié lors 
d'expérimentations décrites dans (Couture et al., 2008). L'interaction avec une règle ou avec 
deux palets ou avec une souris ont été comparées. L'interaction avec la règle demande 
moins d'attention que les deux autres formes d'interaction (Couture et al., 2008). L’utilisation 
co-localisée des interacteurs (de la règle en l’occurrence, mais cela est également valable 
pour les palets) sur l’affichage de la carte permet d’établir que les espaces d’interaction en 
entrée et en sortie sont superposés. En revanche, la superposition des espaces d’interaction 
en entrée et en sortie n’est pas conservée concernant l’utilisation du boîtier physique pour 
valider les actions. Cependant, de par les observations de manipulation bimanuelle 
asymétrique de l’ensemble règle+boîtier (Rivière et Couture, 2007) et de par l’emploi de vrais 
boutons physiques palpables qui dépassent de la surface du boîtier et autorisent de ne pas 
porter d’attention visuelle au dispositif, nous considérons l’attention portée à ce boîtier 
comme faible. 
 Concernant la cohérence entre les mondes physiques et numériques, nous la 
considérons comme ayant des contenus et comportements similaires pour l’interacteur règle 
(Figure 12) alors que nous la considérerions comme différents, tant en termes de 
comportement que de représentation, pour les autres interacteurs construits à partir d’ancres 
physiques (1 palet ou 2 palets). Pour la cohérence du boîtier de validation, bien que l’action 
d’appui discrète et brève sur un bouton physique (c’est-à-dire, non continue, non inscrite 
dans le temps) soit adaptée à la représentation d’une opération discrète de validation, nous 
considérons les contenus et comportement de ce boîtier vis-à-vis de la tâche comme 
différents car il est dans ce cas difficile de parler de similarité. 
Figure 10. GeoTUI dans le cadre de référence. 
Figure 11. Cohérence entre les espaces d’interaction dans GeoTUI, pour l’interacteur règle et pour la 
tâche d’exploration. 
Figure 12. Cohérence des mondes physique et numérique dans GeoTUI, pour l’interacteur règle et pour la 
tâche d’exploration. 
3.2.4 Conclusion sur GeoTUI 
Sur le plan technique, la détection optique et la vidéo-projection par le dessus ne sont 
pas qu’un choix de prototypage. C’est aussi un choix qui offre au système la particularité 
d'être indépendant du matériel table. La fixation des dispositifs d’entrée et de sortie sur le 
trépied permet de recourir à l’utilisation d’une table déjà en place.
Sur le plan conceptuel, interagir dans le plan horizontal d’une table, permet de retrouver 
les conditions spontanées de travail des utilisateurs métier. Pour parfaire cette orientation 
conceptuelle, tous les composants WIMP ont été retirés au seul profit d’outils physiques pour 
interagir avec le monde numérique. Il est montré expérimentalement qu’interagir dans le plan 
horizontal avec des outils physiques n’est pas suffisant pour produire des conditions 
d’interaction supérieures à une GUI. Le choix d’un interacteur adapté à la tâche (en 
l’occurrence, la règle) est nécessaire pour obtenir l’effet que les utilisateurs attendent. En 
effet, les participants ont constaté une meilleure concentration - sur le problème à résoudre 
(d'après ce qu’ils expriment par retour de questionnaire), quand l'interacteur est adapté. 
En décrivant les propriétés physiques captées par la technologie utilisée en entrée, 
l’instanciation du cadre de référence pour GeoTUI laisse envisager le remplacement par une 
technologie équivalente. Cette instanciation fait également apparaître des propriétés 
importantes de l’interaction mise en œuvre, comme le niveau d’attention faible et le 
comportement similaire pour la tâche impliquée. En revanche, d’autres aspects importants 
ne sont pas reflétés par le cadre de référence. Par exemple, concernant la mobilité du 
système, la table et le trépied utilisés ne sont pas évoqués alors qu’ils autorisent de déplacer 
facilement le système pour la conduite d’expérimentations in situ. Ou, concernant la 
collaboration, il n’apparaît pas que l’interaction a lieu dans le plan horizontal, alors qu’elle
recrée les conditions de travail usuelles des utilisateurs métiers. 
3.3 Interaction tangible pour enfants : TangiSense 
De nombreux chercheurs se sont intéressés aux tables comme support éducatif. Par 
exemple, Thomson (Thomson et al., 1992, Ampofo et al., 1993) et (Fyhri et al., 2004) ont 
montré que la table (c’est-à-dire une table standard et non interactive) est un bon compromis 
entre le besoin de recréer l'environnement réel et celui qui expose les enfants dans des 
situations de trafic routier réel. Ainsi, (Fyhri et al., 2004) utilisent le concept de table 
(maquette avec des objets représentant la circulation routière) pour sensibiliser les enfants à 
la problématique du trafic routier.  
(Do-Lenh et al., 2010) et (Dillenbourg & Evans, 2011) proposent différentes 
configurations de mise en œuvre de tables interactives en salle de classe. Les mises en 
situation simulées sur tables avec objets permettent aux enfants de se projeter dans des 
situations et d’en connaître les conséquences, ce qui favorise l’apprentissage. Par exemple, 
Labrune et McKay (2005) montrent un apprentissage et une utilisation aisés par des jeunes 
enfants d’une caméra tangible, appelée Tangicam, associée à une table interactive 
DiamondTouch. Par ailleurs, trois activités de dessin, de spécification de couleurs et de 
partition musicale ont été proposées dans (Rivière et al., 2011). 
Les recherches actuelles montrent que les tables interactives peuvent aisément 
s’intégrer dans les écoles (Dillenbourg & Evans, 2011, Kubicki et al., 2012a, Shaer et al., 
2012, Kharrufa et al., 2013), permettant aux jeunes enfants de travailler de manière ludique 
soit individuellement, soit collectivement, et dans ce dernier cas de leur donner la possibilité 
de collaborer. Les élèves peuvent travailler en même temps autour de la table, manipuler 
des objets avec l’aide de leur professeur (également présent autour de la table). Ces acquis 
sont à l’origine de l’application « apprentissage et reconnaissance des couleurs » disponible 
sur la table interactive TangiSense (Kubicki et al., 2015). 
3.3.1 Description de la technologie de TangiSense 
La table interactive TangiSense (Kubicki et al., 2012b) (cf. Figure 13) permet des 
interactions avec des objets numériques mais également avec des objets tangibles (Soute et 
al., 2009). Les interactions avec ces derniers sont rendues possibles grâce à la technologie 
RFID. L’utilisation de la RFID permet de détecter les objets présents à la surface de la table, 
de les identifier grâce à une ou plusieurs étiquettes collées en dessous de l’objet (une 
étiquette RFID étant unique), de stocker des informations directement dans ces objets ou 
encore de les superposer. Il est donc possible de travailler avec un ensemble d’objets sur 
une table, de sauvegarder les informations dans ces objets (par exemple, leur dernière 
position) pour ensuite les réutiliser sur une autre table à un autre moment tout en 
embarquant les informations avec soi (par exemple, le dernier état d’une partie d’échecs). 
Les interactions sur la table interactive TangiSense, met en jeu des objets tangibles qui 
peuvent eux-mêmes agir sur des objets virtuels affichés ou vidéoprojetés (mais qui ne 
peuvent pas être directement manipulés). Dans sa première version, conçue par la société 
RFIdées5, TangiSense est une surface de « dalles » contenant chacune 64 antennes (8 x 8) 
de 2,5 cm de côté sur une surface de 1x1m. 
Figure 13. La table TangiSense et une application d’apprentissage en co-présentiel, d’après (Kubicki et 
al., 2012b) 
Afin de gérer les interactions (table-objets) et d’intégrer de l’ « intelligence » à la table, 
une architecture a été proposée intégrant un Système Multi-agent (Lebrun et al., 2013). 
Cette architecture, représentée dans la Figure 14, comprend les couches suivantes : 
· La couche matérielle (« Hardware ») correspond à la table proprement dite,
· La couche intergicielle (« Middleware ») détecte les objets tangibles (équipé chacun
d’une étiquette RFID), traite les événements produits par les objets tangibles et
communique les modifications de position au Système Multi-Agents.
· La couche Système Multi-Agents (SMA) avec sa capacité de raisonnement, gère le
comportement des objets tangibles et des objets numériques. A chaque objet tangible
et/ou numérique, est associé un agent (Lebrun et al., 2010). Les informations provenant
des lecteurs RFID sont transmises par la couche Intergiciel. Ces informations sont
utilisées par les agents pour construire la vision de leur environnement. L'organisation
hiérarchique entre les agents permet une gestion intelligente des objets mais également
5 www.rfidees.com 
de leur attribuer des rôles (Adam et al., 2008). Afin de concevoir un Système Multi-
Agents qui contrôle le comportement des objets tangibles ou numériques pour une 
application donnée, il est impératif de définir les relations entre les différents types 
d'agents ainsi que les rôles fonctionnels qu'ils vont jouer dans l'application. 
· La couche « Interface Homme-Machine » (IHM) se charge de communiquer avec les
utilisateurs et transmet les informations liées aux interactions des utilisateurs aux autres
couches basses (par exemple la création et le déplacement d'un objet numérique sous
un objet tangible manipulé par un utilisateur). La couche IHM contient l'intégralité des
méthodes pour le rendu visuel grâce aux LED ou à la vidéoprojection et  rendu sonore.
Figure 14. Architecture logicielle de la table interactive TangiSense (Kubicki et al., 2013) 
3.3.2 Application de TangiSense : apprentissage pour enfants 
L’objectif de l’application « apprentissage et reconnaissance des couleurs » était 
d’observer comment les enfants allaient interagir avec la table dans un contexte collaboratif 
et avec des interactions « naturelles » (tangibles). Le scénario de l’application s’appuyant sur 
le programme d’enseignement dans les écoles maternelles françaises, nous avons demandé 
à un professeur des écoles d’imaginer un ou plusieurs scénarios nécessitant l’utilisation
d’une table interactive et d’un ensemble d’objets sans donner de limite ou de contrainte. Il en 
est ressorti une application simple où les enfants doivent replacer un ensemble d’objets 
ayant « perdu leur couleur » dans le cadre de la couleur appropriée (par exemple, un soleil 
en « noir et blanc » à placer dans le cadre de couleur jaune). Pour cela, l’enfant dispose d’un 
ensemble d’objets (petits cubes en bois comportant chacun une image en noir et blanc). 
L’enfant doit ensuite déterminer ce que l’image représente, y associer la couleur appropriée 
et venir placer l’objet dans le cadre coloré affiché sur la table interactive. Une fois les objets 
placés, l’enfant est invité à vérifier ses choix à l’aide d’un personnage représentant un 
magicien. Le magicien lance alors la procédure de vérification et annonce à l’enfant les 
éventuelles erreurs ou bonnes réponses. 
Lors d'une première évaluation en milieu écologique (école maternelle) avec des enfants 
âgés de 3 à 5 ans, les observations ont montré que ceux-ci interagissaient avec l'application 
sur table interactive de manière aisée (Kubicki et al., 2011 ; Kubicki et al., 2015) : ces 
utilisateurs ont facilement compris l’objectif et le fonctionnement. Lors d'une évaluation 
menée cette fois avec des adultes (Kubicki et al., 2012b), l’objectif était de proposer 
différentes configurations d’affichage incitant ou non à la collaboration autour de la table : 
c'est-à-dire que les affichages montraient des zones de travail qui étaient, soit partagées, 
soit dédiées à des utilisateurs (avec autant de zones que de participants). Ainsi, l'objectif 
était d'analyser comment les participants se positionnaient autour de la table selon les 
différentes configurations, et si cela avait un impact sur la collaboration. Dans les deux cas, 
l’interaction avec les objets tangibles a été bien acceptée et bien comprise. Beaucoup de 
suggestions d’applications sur table interactive (apprentissage des nombres pour des 
enfants un peu plus âgés, en gardant les mêmes principes d'interaction avec des objets 
tangibles), beaucoup d’idées de jeux de plateau (échecs, dames, Monopoly®, etc.) ou 
d’applications orientées métier (souvent en lien avec la gestion d’espace), nous ont été 
proposées par les participants (enseignants en école dans le cadre de la première 
évaluation, ingénieurs, doctorants et enseignants-chercheurs dans le cadre de la seconde).
3.3.3 Positionnement de TangiSense dans le cadre de référence 
La Figure 15 montre le positionnement de TangiSense dans le cadre de référence. La
technologie en entrée est principalement la RFID pour les objets tangibles. Ces objets 
peuvent être équipés de un ou plusieurs tags. En sortie, la table permet un affichage 
uniquement à l’aide de LED intégrées dans la dalle de capture RFID. Un système de 
vidéoprojection peut être ajouté si un affichage plus fin est nécessaire. Des haut-parleurs 
décentralisés peuvent également être connectés. Ces technologies s’appuient donc sur des 
formes de communication visuelle, sonore et tangible. 
La Figure 16 et la Figure 17 traduisent respectivement la cohérence entre les espaces 
d’interaction et la cohérence entre les mondes physique et numérique pour l'ensemble des 
tâches de l'application "apprentissage des couleurs". Comme dans les exemples précédents, 
la tâche est modélisée à l’aide de K-MADe (Caffiau et al., 2010).  
Dans cette application, nous considérons deux types de dispositifs d’interaction en 
entrée (les objets cubes et l'objet magicien). L'attention associée pour chacun de ces objets 
peut être qualifiée de faible. L’utilisation de ces objets sur l’affichage des zones permet 
d’établir que les espaces d’interaction en entrée et en sortie sont superposés.
Concernant la cohérence entre les mondes physiques et numériques, nous la 
considérons comme ayant des contenus et comportements similaires pour ce qui est de 
l'ensemble des objets qui sont posés (Figure 17) ; mais individuellement, il y a une différence 
entre les deux mondes car l'image affichée est un halo lumineux, à visée ici uniquement de 
feedback de détection de l'objet. Concernant l'objet magicien, il y a bien continuité puisque la 
réaction du monde virtuel est en continuité avec l'objet. Concernant les tâche automatiques 
(ou système), on retrouve trois types de comportement : pas de comportement lors de la 
tâche d'affichage des zones, des comportements similaires lors du traitement des différents 
objets cubiques associés à des images, et un traitement différent pour le "magicien" car se 
déroulant en fonction des autres objets posés (dépendant du traitement des données). 
Figure 15. TangiSense dans le cadre de référence 
Figure 16. Cohérence entre les espaces d’interaction dans TangiSense pour l’application « apprentissage 
et reconnaissance des couleurs » 
Figure 17. Cohérence des mondes physiques et numériques dans TangiSense pour l’application 
« apprentissage et reconnaissance des couleurs » 
3.3.4 Conclusion sur TangiSense 
Sur le plan technique, la particularité et l’innovation technologique de la table interactive 
TangiSense résident dans l’utilisation de la technologie RFID pour la détection des objets
tangibles. Cette technologie possède de nombreux avantages par rapport à la vision par
ordinateur (cf. Kubicki, 2011 - chapitre 1) utilisée principalement par les tables interactives. 
Parmi ces avantages, citons la résistance à toute condition lumineuse ainsi que la détection 
d’objets superposés (la technologie permet par exemple de détecter l’ensemble des objets 
pouvant être contenus dans un panier). Ces caractéristiques se sont d’ailleurs révélées 
profitables dans l’expérimentation de l’application « apprentissage et reconnaissance des 
couleurs » en école avec des enfants en bas âge (Kubicki et al., 2015). 
Sur le plan conceptuel, le développement de l’application « apprentissage et 
reconnaissance des couleurs » a montré que les tables interactives pouvaient être utilisées 
dans différents domaines et que leurs avantages étaient particulièrement intéressants dans 
le domaine de l’éducation. Nous avons pu en effet, avec l’aide de professeurs des écoles, 
proposer des méthodes d’apprentissage innovantes pour des enfants en écoles maternelles 
où les formes, les objets, les chiffres et les nombres sont au programme de l’éducation 
nationale. 
L’instanciation du cadre de référence pour la table interactive TangiSense met en 
évidence les avantages technologiques de la RFID. Nous remarquons par exemple que cette 
technologie permet l’identification d’objets, la détection de leur position et/ou de leur 
mouvement. Par ailleurs, le positionnement de TangiSense dans le cadre de référence met 
en évidence une limite de la table : les LEDS offrent un retour visuel de faible résolution 
nécessitant un dispositif externe, comme un vidéoprojecteur, si une « haute résolution » est 
requise. Ces limites ont été pour la plupart levées avec la nouvelle version de la table 
TangiSense v2 que nous présentons dans la section 4.
4 APPLICATIONS DISTRIBUEES SUR TABLES À INTERACTION 
TANGIBLE 
Cette section présente deux applications distribuées : TangiSense V2 appliquée à la 
gestion de trafic routier comportant deux tables connectées utilisées par différents décideurs,
et INDIGO comportant une table et d’autres dispositifs pour faciliter le processus collaboratif 
de gestion de crise au niveau stratégique. 
4.1 TangiSense v2, pour la gestion de trafic routier 
La gestion de trafic routier est notre première expérience d’utilisation de la table 
TangiSense v2 dans un contexte distribué. 
4.1.1 Description de la technologie de Tangisense v2 
Les tables TangiSense exploitées dans un contexte distribué utilisent la nouvelle version 
(v2) avec écran HD intégré ; elles ont été développées par la société RFIdées dans le cadre 
du projet ANR IMAGIT. Un système multi-agent assure les communications entre les tables 
et autres dispositifs d’interaction : les agents représentant les tables communiquent afin de 
transmettre aux autres plates-formes connectées les interactions qui se déroulent en 
« local » (Lebrun et al., 2010 ; Garbay et al., 2012). Comme le montre la Figure 18, plusieurs 
solutions architecturales sont envisageables pour distribuer les interfaces utilisateurs entre 
les tables et d’autres plates-formes d’interaction (téléphones mobiles, laptops).
Des objets tangibles génériques, appelés Tangigets, servent de support à la 
collaboration à distance par objets tangibles (Caelen et al., 2011 ; Lepreux et al., 2012). Ces 
Tangigets se répartissent en six catégories : (1) les objets de contrôle dédiés à l’application, 
(2) les objets du contexte de l’application, (3) les objets de contrôle de l’interface utilisateur,
(4) les objets de communication, (5) les objets de coordination et (6) les objets de création
d’objets.
Figure 18. Distribution pilotée par la tablemaître de l’interface utilisateur (gauche) vs. Distribution en 
réseau (droite) (Lepreux et al., 2012) : les interfaces distribuées sont définies par les plates-formes 
« sources » (UI1, UI2, etc.) et sont composées dans les plates-formes cibles ; par exemple UI1 à droite est 
représentée par un cadre jaune et est composé dans UI4 et UI3. 
4.1.2 Application de TangiSense V2 : gestion de trafic routier 
L’objectif du simulateur développé dans le cadre de cette recherche est de permettre la 
coordination/collaboration entre différents types d’acteurs de manière distribuée sur au 
moins deux tables interactives de type TangiSense v2 connectées (cf. Figure 20). Les 
acteurs interagissent sur la table à l’aide de tangigets dont certains sont utiles à la 
collaboration et d’autres à l’application de gestion de trafic qui existe par ailleurs en version 
centralisée sur TangiSense (Lebrun et al., 2010 ; Kubicki et al., 2013, cf. Figure 19). Des 
objets tangibles permettent de positionner ou modifier la signalisation et/ou les flux de 
circulation (objets stop, feux, limitation de vitesse, etc.) : les véhicules virtuels intégrés au 
trafic s’adaptent automatiquement à la présence des objets tangibles posés sur la table. En 
effet, la simulation à base d’agents prend en compte les modifications instantanément et 
donne directement un aperçu aux acteurs autour de la table (expert en sécurité, responsable 
des travaux, etc.). 
Figure 19. Table interactive TangiSense utilisée dans un contexte collaboratif centralisé impliquant des 
objets tangibles et virtuels : simulation de trafic routier, cas d’affichage d’information par LEDs et vidéo-
projection (Kubicki et al., 2013) 
Le simulateur doit permettre aux différents acteurs de procéder à diverses simulations, 
de manière co-localisée ou à distance, afin de trouver une politique commune en matière de 
gestion des flux, de gestion de crise (par exemple, l’évacuation de zone) (Kolski et al., 2013). 
Figure 20. Deux tables interactives de type TangiSense v2 connectées utilisées dans un contexte 
collaboratif distribué impliquant des objets tangibles et virtuels : simulation de trafic routier (Kolski et al., 
2013).  
4.1.3 Positionnement de TangiSense V2 dans le cadre de référence 
La Figure 21 montre le positionnement de TangiSense v2 dans le cadre de référence. 
Tout comme la table interactive TangiSense, la TangiSense v2 exploite comme technologie 
en entrée principalement la RFID. En sortie, cette table a évolué vers un affichage à écran 
LED (le LCD n’était pas compatible avec la technologie RFID). Il est toujours possible de 
positionner des haut-parleurs mais ce n’est pas utilisé dans l’application présentée. Ces 
technologies permettent donc encore une fois des formes de communication visuelle, sonore 
et tangible. 
Concernant la cohérence entre les espaces d’interaction, la Figure 22 montre que pour 
cette tâche de modification de feu de signalisation, les espaces en entrée sont identiques 
aux espaces en sortie (la plan de la ville). Il y a donc continuité et ce quel que soit le type de 
tâches (pour ce qui concerne les tâches interactives et automatiques, la tâche utilisateur ne 
provoquant pas d'interaction avec le SIM). Pour l'ensemble de ces tâches, l'attention reste 
faible. 
Dans la Figure 23, nous remarquons que l’objet feu tricolore a plus de sens avec le 
monde physique que l’image collée sur un cube, disponible dans l’application 
d’apprentissage des couleurs en relation avec la TangiSense. Le choix d’objet pour cette 
application étant plus grand, la sémantique des objets était nécessaire. Indépendamment de 
la technologie, ce sont les applications (leur conception) qui influent sur les espaces de 
cohérence, à la fois sur la cohérence entre les espaces d’interaction et sur la cohérence 
entre les mondes physiques et numériques. 
Figure 21. TangiSense v2 dans le cadre de référence 
Figure 22. Cohérence entre les espaces d’interaction dans TangiSense v2 pour l’application de gestion 
de trafic routier distribué 
Figure 23. Cohérence des mondes physiques et numériques dans TangiSense v2 pour l’application de 
gestion de trafic – tâche « modifier un feu tricolore » 
4.1.4 Conclusion sur TangiSense V2 
Selon une perspective technologique, la table interactive TangiSense v2, dans sa 
version avec écran HD intégré, associée à un ensemble d’objets tangibles a été utilisée afin 
de proposer une nouvelle forme de simulation. D'une part, l'apport de l'écran permet un 
affichage sans ombre à l'utilisateur (par rapport à la vidéoprojection utilisée en lien avec la 
TangiSense v1). Il permet de maintenir une cohérence entre le monde physique et le monde 
numérique (similaires dans les deux cas aussi bien en termes de contenu que de 
comportement par rapport à la version TangiSense v1). L'affichage d'un grand nombre 
d'informations dans un contexte collaboratif peut être risqué si l'information n'est pas affichée 
de manière lisible pour l'utilisateur concerné (par exemple, si l'orientation du texte est mal 
adaptée à la position de l'utilisateur) ou si l'information nécessaire à certains utilisateurs ne 
doit pas être visible par d'autres. Ces préoccupations ne rentrent pas dans le cadre du travail 
présenté dans cet article. L'application a été adaptée dans un contexte distribué sur 
plusieurs tables interactives (dans notre cas : deux tables pour l’instant), avec actions 
simultanées de plusieurs groupes d’acteurs sur la même application. La technologie RFID 
rend possible le suivi des objets et la transmission de l’information, ce qui permet via un
système multi-agent (SMA) de gérer les objets (et les actions associées) et le contexte 
d’interaction pour un affichage adéquat (Garbay et al., 2012 ; Lebrun et al., 2013).  
Selon une perspective conceptuelle, les objets tangibles détectés par la table peuvent 
être utilisés et manipulés par chaque groupe d’utilisateurs qui peuvent être des décideurs, 
coopérant ensemble autour d’un problème donné (ex. analyse d’un problème à résoudre, 
contribuant à la gestion de crise). Le SMA peut être utilisé dans toute application combinant 
des applications distribuées et des objets tangibles. Il permet de combiner des rôles 
différents pour les agents responsables de la gestion des objets virtuels et/ou des objets 
tangibles. Ce simulateur permet à différents utilisateurs de travailler ensemble (en 
coopération) sur la table en manipulant directement les objets physiques de l’infrastructure 
routière, qui sont une partie des composants tangibles de la simulation (ex. feux tricolores,
panneaux de signalisation, etc.).
Le cadre de référence a été utilisé pour une sous-tâche de l’application qui a pour 
particularité d'avoir des conséquences en local (sur la table où l'objet est posé) mais aussi 
sur la simulation ; il peut donc, si le focus de la seconde table est sur cette zone 
géographique, avoir des répercussions sur l'affichage de la table distante. Le cadre permet 
bien de montrer la continuité entre les espaces et plus globalement de montrer les choix de 
conception pour ce type de tâches (réalisées à l'aide d'un objet en interaction sur une zone 
précise). Le positionnement dans le cadre de référence a permis de montrer les particularités 
techniques du système utilisé (table TangiSense v2 et objets tangibles). Le cadre - en 
particulier la cohérence entre les espaces d’interaction et la cohérence entre les mondes 
physiques et numériques - permet de montrer les choix de conception de l’application en lien 
avec la technologie. 
4.2 INDIGO : Gestion de crise au niveau stratégique 
Dans INDIGO, la table et les différentes techniques d’interaction associées à un 
processus collaboratif de gestion de crise ont été mises en œuvre pour faciliter des réunions 
au niveau stratégique avec un large spectre de profils utilisateurs allant de l’expert en 
technologie à l’utilisateur inexpérimenté. Elles constituent le résultat d’une recherche 
technologique et ergonomique poussées pour répondre aux requis d’experts en gestion de 
crise. L’aspect multi-profil est un des points sensibles du projet. Pour favoriser son utilisation 
dans un contexte réel, où les niveaux hiérarchiques ainsi que les niveaux d’expertise en 
technologie se croisent, il était indispensable d’offrir aux utilisateurs une interface intuitive. 
Au-delà des limites de cette intuitivité, des vecteurs d’apprentissage devaient être mis à 
disposition des utilisateurs les plus réticents afin qu’ils puissent passer outre les 
appréhensions que peuvent susciter ce type de nouvelles technologies. Pour conclure, à la 
lumière d’évaluations en situation réelle, il est apparu que la combinaison des modalités 
tangible et tactile a été la réponse efficace à cette problématique.  
La table interactive iLight a été conçue et développée par Immersion SAS et en partie 
financée par le septième programme-cadre de l’Union Européenne (FP7) dans le cadre du 
projet INDIGO (Ahmad et al., 2012). Ce projet avait pour objectif de concevoir, développer et 
valider un environnement collaboratif innovant intégrant les dernières avancées en matière 
de réalité virtuelle et de simulation afin d'homogénéiser et d'améliorer la gestion d'une crise 
réelle complexe (voir Figure 24). Parmi ses principales caractéristiques, le système permet 
une visualisation interactive de la crise par la mise à disposition, au cœur d’un même 
environnement collaboratif, de données en provenance du terrain et de simulations. Ainsi,
dans cet environnement, les responsables stratégiques de différents services (pompier, 
politique, police) peuvent rapidement prendre des décisions critiques grâce à l’intégration 
des différentes informations au sein d’un unique système. L’image opérationnelle commune 
est au cœur de la gestion de crise. La tâche principale associée à ce cas d’usage est donc la 
visualisation, la manipulation, et l’annotation de cartes 2D et 3D.
Figure 24. Environnement collaboratif pour la gestion de crise dans INDIGO 
4.2.1 Description de la technologie d’INDIGO 
L’environnement d’INDIGO est organisé autour d’une table tactile multipoint conçue pour 
offrir un espace cohérent avec la tenue d’une réunion en termes d’ergonomie et de confort. 
Pour une question de flexibilité en entrée et en sortie, cet environnement permet le partage 
instantané des écrans d’un ou plusieurs dispositifs personnels sur un écran disposé à côté 
de la table. La table mesure 1,6m par 1m et possède toutes les caractéristiques pour en 
assurer la stabilité malgré les nombreux utilisateurs présents autour de la table avec leurs 
dispositifs personnels. La gestion du tactile est conçue à partir d’une Microsoft Surface 2 de 
40 pouces et des solutions gestuelles Ilight commercialisées par Immersion.  
4.2.2 Application d’INDIGO : gestion de crise 
L’intégration des technologies citées précédemment a permis la mise en œuvre d’une
interaction pour la composition cohérente de translations, rotations et zooms homogènes sur 
les représentations 2D et 3D de zone de crise (voir Figure 25).
Figure 25. Visualisation, Manipulation et Annotation des cartes 2D/3D dans INDIGO 
La table tactile dispose également d’objets tangibles permettant d’améliorer l’expérience 
utilisateur : une règle, un stylo et des boutons (cf. Figure 26). La règle et le stylo ont été 
conçus pour être compatibles avec la technologie infra-rouge des surfaces de Microsoft 
puisqu’aucune solution de ce type n’est à ce jour disponible. La mise en œuvre de ces 
solutions et des métaphores d’interaction qui les accompagnent ont été motivées par les 
contraintes d’intuitivité soulignées par les utilisateurs. Comme pour le projet GeoTUI décrit 
précédemment, par leur affordance (Norman, 1999) et leur familiarité visuelle, les objets 
tangibles sont apparus comme un moyen de provoquer la prise en main du système et au-
delà, d’offrir un moyen de conserver les habitudes associées au processus de gestion de 
crise. En effet, les observations menées auprès des experts ont montré là encore que des 
outils comme la règle ou le stylo sont toujours au cœur des procédés de réflexion et de prise 
de décision autour d’une carte. Les efforts associés à ces deux premiers objets tangibles ont 
été de garantir une communication robuste avec le système. Des efforts plus spécifiques ont 
également été menés comme la métaphore basée sur la « rature » pour effacer certains 
tracés avec le stylo. Pour la règle, une contribution importante a été de développer une 
graduation qui s’adapte dynamiquement à l’échelle du contenu numérique. Afin de garantir 
un usage flexible de ces deux outils, leur conception a été réalisée en sorte de permettre leur 
utilisation combinée (par exemple, l’annotation d’une zone de sécurité de 2 km de large 
autour d’un endroit stratégique pour la gestion de crise). Finalement, une solution de type 
boutons interactifs physiques a également été conçue et produite dans cette même volonté. 
Ces derniers permettent à l’utilisateur d’accéder très facilement à des fonctions 
traditionnelles comme l’impression, le tableau blanc ou encore faire apparaître le clavier 
numérique sans avoir à passer par la modalité tactile. Ils permettent également d’améliorer 
l’expérience utilisateur en lui offrant la possibilité de sauvegarder des points de vue dans 
l’environnement 2D et 3D. Ainsi, les utilisateurs peuvent construire leur réflexion à plusieurs 
échelles et les faire évoluer rapidement en faisant référence à ces différentes échelles. 
Figure 26. Solutions tangibles connectées à la table interactive d’INDIGO (stylo, règle, et boutons) 
Les fonctions de la table interactive, comme les boutons (voir Figure 27), ont également 
été mises en œuvre sur un tableau interactif. Ce tableau a pour vocation de gérer un
processus d’organisation moins collaboratif qu’avec la table. Il a été utilisé pour des séances 
de récapitulation (« debriefing ») ou pour observer et commenter les prises de décision au 
cours de la crise. 
Figure 27. Système du tableau interactif pour le niveau opérationnel dans INDIGO 
Figure 28. INDIGO dans le cadre de référence 
4.2.3 Positionnement d’INDIGO dans le cadre de référence 
La Figure 28 montre le positionnement d’INDIGO dans le cadre de référence. Nous 
remarquons que des technologies très différentes sont ici combinées en entrée, tels que l’IR, 
l’analyse d’image et l’utilisation d’un boîtier. L’arbre des tâches associé à l’utilisation de la 
règle est vu en Figure 29. Il y a pour chacune des sous-tâches continuité des espaces en 
entrée et sortie et l'attention demandée est faible. Le système prend en compte le niveau de 
zoom de l’affichage afin d’augmenter la règle d’une graduation cohérente ; la continuité est 
donc maintenue. 
Figure 29. Analyse de la tâche “Mesurer une distance” avec la règle tangible dans INDIGO 
4.2.4 Conclusion sur INDIGO 
Sur le plan technique, la table INDIGO a la particularité de proposer un ensemble fini 
d’objets physiques qui répondent à des besoins liés à la manipulation de système 
d’information géographique. INDIGO ne présente pas de méthode générique permettant 
d’intégrer l’objet selon une interface homogène. Le projet avait pour objectif de proposer une 
boîte à outils dont le seul défi de conception était l’utilisation par des non-experts. Le résultat 
est donc basé sur des briques technologiques hétérogènes mélangeant marqueurs visuels, 
suivi infrarouge, écran déporté et boutons physiques.  
Sur le plan conceptuel, INDIGO a la particularité d’être un projet de recherche sur la 
thématique de la gestion de crise. Il s’agissait de fournir une table interactive pouvant 
accueillir des réunions de crise et améliorer les prises décision. Cette spécificité implique 
d’importantes contraintes de robustesse au regard des conditions extrêmes de ces sessions 
de travail (stress, temps limité, enjeux importants). Les itérations avec les utilisateurs ont 
montré que les objets tangibles avaient pour principal avantage de rompre la barrière 
préexistante entre le personnel technique généralement dédié à la manipulation des outils 
numériques et le personnel stratégique généralement focalisé sur la prise de décision. En 
engageant l’ensemble des acteurs, les objets tangibles ont permis de faire de l’outil 
numérique un moyen d’échanger, de construire et d’expérimenter. Le positionnement 
d’INDIGO dans le cadre de référence a permis de mettre en évidence que la simplicité 
d’utilisation n’était pas nécessairement liée à l’homogénéité technique. 
5 DISCUSSION 
Le cadre de référence destiné initialement pour les Systèmes Interactifs Mixtes a montré 
son utilité pour prendre de la hauteur par rétro-ingénierie, par rapport à différents types de 
systèmes sur table interactive, exploitant la tangibilité, aussi bien dans le cas d'une seule 
table, que de plusieurs tables connectées. Il est ainsi possible de décrire la manière dont 
s'intègre le monde physique, aussi bien en entrée et en sortie du système interactif. De plus, 
les tâches représentatives qui doivent être réalisées à l'aide du système peuvent également 
être positionnées, permettant ainsi de montrer la cohérence entre les mondes physiques et 
numériques. De même qu'entre les espaces d'interaction. Ce modèle peut donc être d'un 
apport efficace pour l'analyse et la spécification de systèmes à interaction tangible. D'autre 
part ce modèle peut être utilisé dans une démarche de comparaison de systèmes ou 
d'alternative de conception en mettant en évidence à la fois les technologies en entrée et en 
sortie et les formes de communication. Avec l'apport de l'analyse des tâches dans le modèle 
initialement proposé, le modèle enrichi fournit une cohérence entre les modèles d'analyse et 
de conception des IHM. Cette intégration apporte un gain en analyse de l'usage et les 
impacts sur l'interaction peuvent être décrits de manière plus fine. 
Un tel modèle permet donc de progresser dans les démarches méthodologiques liées à 
l'analyse et la conception de l'interaction tangible sur table interactive.  
En prenant de la hauteur sur chaque système à l'aide du cadre, nous nous sommes 
rendus compte qu'il permet de détecter des forces et des faiblesses :  
- par exemple dans GeoTUI, l’attention portée au dispositif d’interaction en entrée,
lorsque la règle était manipulée directement sur la carte vidéo-projetée, a été qualifiée de 
faible, et ceci avait été vérifié lors d'expérimentations (Couture et al., 2008). Le modèle 
pourrait permettre d'estimer certaines caractéristiques a priori à la conception.  
- De même dans TangiSense v1, l’instanciation aurait permis de mettre en évidence les
limites de la plateforme, comme par exemple un unique retour visuel à l’aide de LEDs 
(résolution faible). 
- D'autre part, nous avons noté dans l'application de planification urbaine que la
cohérence entre le monde physique et numérique ne peut être assurée pour la modification 
des éléments urbains puisque les objets en bois ne peuvent changer de forme physique ; 
ainsi les objets déformables, voire auto-formables, sont une autre piste de recherche dans le 
contexte de l'interaction tangible. Voir à ce sujet les travaux de Coutrix et ses collègues 
(Robinson et al., 2016).
Le modèle semble donc pouvoir contribuer à l'évaluation préliminaire des systèmes à 
interaction tangible, durant les phases d'analyse et de conception. C'est un point qu'il 
s'agirait de vérifier plus en profondeur lors d'études complémentaires, faisant l'objet d'une de 
nos perspectives de recherche. 
Après exploitation du cadre sur des systèmes très différents, il apparait que la notion de 
contexte d'exploitation pourrait y être plus finement considéré/visualisé, dans le cas où pour 
le même système, le passage d'un état à un autre entraine par exemple des nécessités 
différentes en terme d'attention.  
Lors de la mise en œuvre du cadre de référence, celui-ci a montré une faiblesse liée à la 
description d’un système complet (axes impliqués : (1) cohérence entre les espaces 
d’interaction et (2) cohérence entre les mondes physiques et numériques). C’est pourquoi 
nous avons choisi de décomposer chaque système en un ou plusieurs arbres de tâches et 
de présenter dans cet article une description d’une tâche représentative impliquant 
numérique et tangible. 
6 CONCLUSION 
Cet article se positionne par rapport aux interfaces tangibles, faisant l’objet d’un vaste 
courant de recherche, aussi bien au niveau international que national. Un cadre de référence 
a été exploité dans l’article, celui proposé par (Dubois, 2009). Il a été choisi dans la mesure 
où il fournit des axes de variabilité pour des Systèmes Interactifs Mixtes (SIM). Rappelons 
que, selon cet auteur, un SIM tire profit des capacités de stockage, rendu et transformation 
de données numériques par un système informatique et facilite l’intégration et l’exploitation 
des aptitudes physiques et habitudes de l’utilisateur, ainsi que des ressources physiques 
présentes dans son environnement d’interaction. Comme précisé dans la section 2, les 
applications visées dans cet article, fonctionnant sur table interactive avec objets tangibles, 
peuvent être considérées comme des systèmes mixtes, exploitant explicitement éléments 
numériques et tangibles. 
Un certain nombre de travaux de recherche, issus de la communauté francophone en
Interaction Homme-Machine et illustratifs du domaine, exploitant des interactions tangibles 
sur table interactive, a alors été présenté. Pour chacun de ces travaux, la technologie 
proposée a été décrite, de même que sa mise en œuvre sur une application afin de valider 
les principes (modèles et/ou conception) liés aux enjeux introduits. De plus, chacun d’entre 
eux a été positionné par rapport au cadre de référence, qui a montré son pouvoir descriptif 
selon chacun de ses axes.  
Les trois premiers travaux décrits correspondent à des applications centralisées 
(focalisation sur une table avec objets tangibles) : 
· La ColorTable a été exploitée dans un cadre de planification urbaine, pour supporter des
situations de travail collaboratif impliquant des équipes de conception multidisciplinaires.
· GeoTUI, dispositif tangible, a montré son intérêt dans des applications de géosciences
et a permis de valider l’usage d’une règle et de boutons pour des découpes dans le
sous-sol.
· Une autre table interactive, nommée TangiSense, a été introduite ; une de ses
applications concerne l’apprentissage dédié à de très jeunes enfants (3 à 5 ans).
Les deux derniers travaux décrits correspondent à des applications distribuées. De
nouveaux défis découlent d’un tel cadre : 
· Une application de simulation de trafic routier, existante en version centralisée, a été
illustrée en distribué sur une version évoluée de la table TangiSense (cas de deux tables
connectées). Dans ces travaux les objets utilisés sont soit génériques, soit dédiés à
l’application métier. Dans les deux cas ils sont conçus pour être affordants pour les
utilisateurs.
· L’application INDIGO a été utilisée avec une visée de gestion de crise au niveau
stratégique. Pour cette application, une table tactile est couplée à des dispositifs
tangibles (boutons, stylets, règles) afin de fournir des fonctionnalités génériques.
Il ressort en premier lieu que les tables tangibles répondent à de nombreux cas
d’usages et d’activités déjà pratiquées spontanément sur une table. En allant plus loin, la 
configuration même des surfaces interactives doit être étudiée en fonction de l'activité 
pratiquée. 
Les perspectives des travaux évoqués sont nombreuses et augmenteront encore avec 
l’introduction progressive des tables interactives dans le domaine public. Ainsi l’arrivée des 
objets tangibles interagissant avec des tablettes (voir par exemple le jeu Appmates6 qui 
permet à un enfant de rouler avec une voiture objet sur un iPad) montre un intérêt pour ces 
recherches même s’il manque encore dans de tels produits à surface restreinte la possibilité 
de collaboration qui est plus aisée par les tables ayant une plus grande surface. L’interaction 
avec des objets mobiles de type robots fait l’objet d’autres perspectives. Les objets ne 
seraient plus statiques mais pourraient faire des retours (interaction de sortie) à l’utilisateur.
Dans le cadre d’applications distribuées, ces robots permettraient de maintenir une 
consistance entre les tables distantes. Pour finir, il reste encore de nombreuses perspectives 
sous l’angle de l’analyse, de la conception et de l’évaluation de tels systèmes, aussi bien 
dans le cadre d’interactions centralisées que distribuées.
LES PERSPECTIVES D’APPLICATION DE CETTE RECHERCHE :
ü Conception d'applications à interaction tangible
ü Catégorisation d'applications à interaction tangible
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