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A NEW PHASE TRANSITION IN THE PARABOLIC ANDERSON MODEL
WITH PARTIALLY DUPLICATED POTENTIAL
STEPHEN MUIRHEAD1, RICHARD PYMAR2, AND NADIA SIDOROVA3
Abstract. We investigate a variant of the parabolic Anderson model, introduced in previous work,
in which an i.i.d. potential is partially duplicated in a symmetric way about the origin, with each
potential value duplicated independently with a certain probability. In previous work we established
a phase transition for this model on the integers in the case of Pareto distributed potential with
parameter α > 1 and fixed duplication probability p ∈ (0, 1): if α ≥ 2 the model completely
localises, whereas if α ∈ (1, 2) the model may localise on two sites. In this paper we prove a new
phase transition in the case that α ≥ 2 is fixed but the duplication probability p(n) varies with the
distance from the origin. We identify a critical scale p(n) → 1, depending on α, below which the
model completely localises and above which the model localises on exactly two sites. We further
establish the behaviour of the model in the critical regime.
1. Introduction
1.1. The parabolic Anderson model with partially duplicated potential. Given a potential
field ξ : Zd → R, the parabolic Anderson model (PAM) is the solution to the Cauchy problem with
localised initial condition
∂tu(t, z) = ∆u(t, z) + ξ(z)u(t, z), (t, z) ∈ (0,∞)× Zd, (1.1)
u(0, z) = 1{0}(z), z ∈ Zd,
where ∆ is the discrete Laplacian acting on functions f : Zd → R by
(∆f)(z) =
∑
|y−z|=1
(f(y)− f(z)), z ∈ Zd,
with | · | the standard `1 distance.
The PAM models the interaction between two competing forces: a smoothing effect coming from the
Laplacian, and a roughening effect coming from irregularities in the potential. It is well-known that
the PAM exhibits certain intermittent phenomena [4, 6], for example if the potential is sufficiently
inhomogeneous the solution will tend to concentrate, at typical large times, on a small number of
spatially-disjoint clusters of sites [3, 5, 7, 10]. If the potential is a random field, the strongest form
of this phenomenon is known as complete localisation, in which there exists a Zd-valued process Zt
such that, as t→∞,
u(t, Zt)∑
z∈Zd u(t, z)
→ 1 in probability. (1.2)
In [8] we introduced a variant of the PAM in which the potential is partially duplicated in a sym-
metric way about the origin; our motivation was to investigate the kind of duplication of a strongly
inhomogeneous potential that could cause complete localisation to fail. To the best of our knowledge,
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2 A NEW PHASE TRANSITION IN THE PAM WITH PARTIALLY DUPLICATED POTENTIAL
this was the first study of the complete localisation phenomenon in the PAM for a potential that was
not independent. We recall this model now.
We restrict our attention to the case d = 1, and define an auxiliary random field ξ0 : Z → [1,∞)
consisting of independent Pareto random variables with parameter α > 1, that is, with distribution
function
F (x) = 1− x−α, x ≥ 1.
Abbreviate N0 = N ∪ {0}, and define a random field ξ : Z→ [1,∞) by setting ξ(n) = ξ0(n) for each
n ∈ N0 and, for each n ∈ N, independently setting
ξ(−n) =
{
ξ0(n) with probability p(n),
ξ0(−n) with probability q(n),
(1.3)
where p : N→ [0, 1] are pre-determined duplication probabilities and q(n) = 1− p(n). The model we
consider is the solution to (1.1) with partially duplicated potential ξ. If p ≡ 0 we recover the PAM
with i.i.d. Pareto distributed potential for which it is known [7] that complete localisation holds (note
that the restriction α > 1 ensures that the solution exists, see [4]). On the other hand, if p ≡ 1 then
a simple symmetry argument shows that complete localisation fails.
In [8] we analysed the model for fixed duplication probabilities p(n) ≡ p ∈ (0, 1). We discovered
a phase transition in the parameter α: if α ≥ 2 the PAM exhibits complete localisation for any
p ∈ (0, 1), whereas if α ∈ (1, 2) there is a positive probability (depending on p) that the model has
non-negligible mass on exactly two sites at typical large times. The fact that the critical value of
α = 2 does not depend on the value of p surprised us, and led naturally to the question we consider
in this paper:
In the case α ≥ 2, might complete localisation fail if we allow p(n) to vary with n?
It is easy to guess a reasonable answer to this question: since fixed p(n) ≡ p ∈ (0, 1) results in complete
localisation, and for p ≡ 1 complete localisation fails, it is natural to expect that complete localisation
will fail if p(n) → 1 sufficiently quickly. This intuition turns out to be correct, and our main result
identifies precisely a critical scale p(n) → 1, depending on α, below which the model completely
localises and above which the model localises on exactly two sites with overwhelming probability; in
contrast to the case of fixed p(n) ≡ p ∈ (0, 1), these outcomes happen with overwhelming probability.
We complete the picture by analysing the behaviour of the model for p(n)→ 1 at the critical scale.
For simplicity, we have decided to omit the case α ∈ (1, 2) from our results. Although this case can
also be treated with our methods, it is less interesting because it lacks a critical scale. Indeed for any
p(n) → 1 the model localises on exactly two sites with overwhelming probability; this is completely
natural in view of our results in [8]. We have also chosen not to treat the case d ≥ 2; there are major
additional technicalities present in higher dimensions (see the comments in [8] for more detail), and
we leave this for future work.
1.2. The phase transition in the model. We now state our results more formally. For the
remainder of the paper we assume α ≥ 2. Let p : N→ [0, 1] be an eventually increasing sequence such
that p(n)→ 1 as n→∞, and define q(n) = 1− p(n). We denote by the same symbols the functions
p, q : R+ → [0, 1] defined by p(x) = p(dxe) and q(x) = q(dxe) (and similarly for all functions defined
on N in the sequel).
Let ξ be defined as at (1.3) using the sequence of duplication probabilities p(n). We henceforth
refer to ξ as the potential, and denote its corresponding probability and expectation by Prob and E
respectively.
It follows from [4] by the same argument as in the i.i.d. case that the solution to (1.1) exists since
α > 1, and is given by the Feynman-Kac formula
u(t, z) = E
[
exp
{∫ t
0
ξ(Xs)ds
}
1{Xt = z}
]
, (t, z) ∈ (0,∞)× Z,
where (Xt)t≥0 is a continuous-time random walk on Z with generator ∆ started at the origin and P
and E are its corresponding probability and expectation. We denote by
U(t) =
∑
z∈Z
u(t, z)
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the total mass of the solution.
Let D = {z ∈ N0 : ξ(z) = ξ(−z)} denote the set of positive integers whose potential values are
duplicated, and E = N0\D the set of integers whose potential values are unique (or exclusive) to
them. Note that this notation differs slightly to [8], where D and E were subsets of Z rather than N0.
For each t > 0, define the functional Ψt : Z→ R by
Ψt(z) = ξ(z)− |z|
t
log ξ(z).
Let Z(1)t ∈ D be a maximiser of Ψt over D; the proof of the existence of Z(1)t is standard since α > 1
(see for instance [8, Lem. 3.2]). Again this notation differs slightly to [8], where Z(1)t was defined as
a maximiser of Ψt over N.
Our first result is to establish, in all regimes, that the solution of the model eventually concentrates,
at typical large times, on the sites Z(1)t and −Z(1)t . This result is similar to [8, Thm. 1.2], and actually
holds for any p(n) ∈ [0, 1] and α > 1; to avoid complications we treat formally only the case of
eventually increasing p(n)→ 1 and α ≥ 2.
Theorem 1.1 (Localisation of the model). As t→∞,
1
U(t)
[
u(t, Z(1)t ) + u(t,−Z(1)t )
]→ 1 in probability.
The next series of results – the main results of the paper – establish the phase transition in the model,
identifying the critical scale p(n) → 1 below which the model completely localises (i.e. localisation
on one site) and above which the model localises on exactly two sites. It is most convenient to define
the critical scale p(n)→ 1 by reference to the rate of growth of the increasing function
η(n) =
n∑
z=1
q(z) =
∫ n
0
q(x) dx, n ∈ N0, (1.4)
which is the expected value of the counting function N(n) defined as
N(n) =
n∑
z=1
1{z ∈ E}.
The critical scale for η(n) is then given by the function κ : N→ R+
κ(n) :=
{
n2/α if α > 2,
n
logn if α = 2.
(1.5)
Here and in the sequel we use f(x) = o(g(x)) and f(x)  g(x) interchangeably to denote that
f(x)/g(x)→ 0 as x→∞. Similarly, we use f(x) ∼ g(x) to denote that f(x)/g(x)→ 1 as x→∞.
Theorem 1.2 (Subcritical regime). Let η(n) κ(n). As t→∞,
u(t, Z(1)t )
u(t,−Z(1)t )
→ 1 in probability.
Theorem 1.3 (Supercritical regime). Let η(n) κ(n). As t→∞,∣∣∣ log u(t, Z(1)t )
u(t,−Z(1)t )
∣∣∣→∞ in probability.
Remark that, in the supercritical regime, Theorems 1.1 and 1.3 together imply that the model com-
pletely localises (i.e. equation (1.2) holds), whereas in the subcritical regime, Theorems 1.1 and 1.2
together imply that the model localises on exactly two sites (note that Z(1)t 6= 0 eventually almost
surely by Lemma 3.7 below). Indeed in the supercritical regime we actually show more, namely that
the solution is, for large times, distributed approximately evenly across two sites.
Our final result establishes the behaviour of the model in the critical regime. In this regime the model
also localises on two sites, but unlike in the subcritical regime the amount of mass on each site is
random; we exhibit a limit theorem for this behaviour.
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Theorem 1.4 (Critical regime). Let η(n) ∼ βκ(n) with β > 0. As t→∞,
u(t, Z(1)t )
u(t,−Z(1)t )
⇒ exp{√2βσBN},
where ⇒ denotes weak convergence, σ is the positive constant defined by
σ2 :=
{
α
(α−2)(α−1)2 if α > 2,
1 if α = 2,
B is a random variable defined through the weak limit
B
L
= lim
t→∞
(Z(1)t )
1/α
ξ(Z(1)t )
which exists and is strictly positive almost surely, and N is an independent standard normal random
variable. In Proposition 3.3 we give the explicit law of the random variable B.
Remark 1. The condition that p(n) → 1 is eventually increasing is mostly technical, and it could be
replaced by other regularity assumptions without significant change to the results. In the non-critical
regimes we use this condition only in the proof of Lemma 3.9, and here it would be sufficient to
assume instead that η is regularly varying. In the critical regime we additionally use this condition
in the proof Lemma 3.2, which allows us to deduce the asymptotic behaviour of q(n) from that of
η(n). Without this condition we would need to assume, rather than deduce, that q(n) satisfies this
asymptotic behaviour. 
Remark 2. Observe that, in the case α > 2, the constant σ2 in Theorem 1.4 is the variance of ξ(0), a
Pareto random variable with parameter α. Naturally, this constant approaches infinity as α ↓ 2, and
in the case α = 2 we instead need to change the scale κ(n) by a logarithmic factor in order to get a
non-trivial limit for the ratio u(t, Z(1)t )/u(t,−Z(1)t ). 
Remark 3. As in [8], our results can be recast as a demonstration of the robustness, or lack thereof,
of the total mass of the solution of the PAM with i.i.d. potential under a resampling of some of
the potential values. More precisely, suppose u(t, z) denotes the solution of the PAM on Z with
the i.i.d. potential ξ0, with U(t) =
∑
z u(t, z) the total mass of the solution. Now resample each
potential value ξ(z) independently with probability q(|z|), and let u˜(t, z) be the solution of the PAM
with this resampled potential, with U˜(t) =
∑
z u˜(t, z) the total mass of the solution. Defining η
and κ as at (1.4) and (1.5), our methods, suitably translated, demonstrate the following phase tran-
sition. If η(n)  κ(n), then U(t)/U˜(t) → 1 in probability. By contrast, if η(n)  κ(n), then
| logU(t)/U˜(t)| → ∞ in probability. 
1.3. Heuristics for the critical scale. It is well-known [7] that the solution to the PAM with i.i.d.
Pareto potential is sharply peaked, with the peaks having first-order approximation
log u(t, z) ≈ tΨ(t) = tξ(z)− |z| log ξ(z).
As discussed in [8], the PAM with partially duplicated potential is difficult to analyse because there
can be two sites which maximise this functional, and so in order to distinguish these we must turn
to the second-order contributions; since these depend on the potential values along paths to Z(1)t and
−Z(1)t , they are challenging to understand. Although second-order contributions were also studied
in [8], our results require a significantly finer analysis, particularly in the critical regime, which adds
additional complications.
We now present heuristics demonstrating how the second-order contributions give rise to the phase
transition in Theorems 1.2 and 1.3.
The Feynman-Kac formula allows us to decompose the total solution U(t) into contributions from
each geometric path from the origin. In [8] we showed that in the case α < 2 it is sufficient to consider
only the direct paths to Z(1)t and −Z(1)t , in the sense that the contribution to U(t) from all other
paths is negligible in comparison. On the contrary, for α ≥ 2 we believe this to no longer be the case,
and we must consider paths with loops in order to capture the dominant contribution.
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Despite this, we show in Proposition 2.2 that, in the subcritical and critical regimes at least, we can
adequately control these loops so as to represent u(t, Z(1)t )/u(t,−Z(1)t ) as a sum over all non-duplicated
sites, namely by writing
log
u(t, Z(1)t )
u(t,−Z(1)t )
≈
∑
z∈E∩[1,Z(1)t ]
[
log
(
1− ξ(−z)
ξ(Z(1)t )
)
− log
(
1− ξ(z)
ξ(Z(1)t )
)]
. (1.6)
Formalising (1.6) is one of the main obstacles to overcome in this paper, and it is considerably more
challenging than the equivalent statement in [8]. Indeed our argument breaks down entirely in the
supercritical regime, and a modification of the technique is needed; this will be discussed in more
detail in Section 2.
Focusing on the subcritical and critical regimes, we give heuristics for the scale of (1.6), showing how
its behaviour is determined by whether η(n)  κ(n). If we make the (unjustified, but revealing)
assumption that we can perform a Taylor expansion, (1.6) becomes
log
u(t, Z(1)t )
u(t,−Z(1)t )
≈ ξ(Z(1)t )−1
∑
z∈E∩[1,Z(1)t ]
(ξ(z)− ξ(−z)). (1.7)
In the case α > 2, we can apply a central limit theorem (again this is unjustified, but revealing):
as there are approximately η(Z(1)t ) sites in E ∩ [1, Z(1)t ], and by the symmetry of the model, the
fluctuations in the sums in (1.7) are of order η(Z(1)t )
1/2. Since we prove in Proposition 3.3 that
ξ(Z(1)t ) ≈ (t/ log t)1/(α−1) and Z(1)t ≈ (t/ log t)α/(α−1),
the right-hand side of (1.7) is of order
Z(1)t
−1/α
η(Z(1)t )
1/2.
Notice that this expression is o(1) if and only if η(n)  κ(n), and hence we conclude that (1.7) is
o(1) in the subcritical regime, and of finite order in the critical regime.
In the case α = 2, the fluctuations in the sums in (1.7) are instead of order η(Z(1)t )
1/2(log η(Z(1)t ))
1/2,
and so the right-hand side of (1.7) is of order
Z(1)t
−1/2
η(Z(1)t )
1/2(log η(Z(1)t ))
1/2.
Again this expression is o(1) if and only if η(n) κ(n), and so we reach the same conclusion.
2. Outline of the proof
In this section we give an outline of the proof of our main results. Along the way we introduce four key
intermediate statements, and complete the proofs of Theorems 1.1–1.4 assuming these statements.
2.1. Outline of the key steps. The main steps in the proof are similar to those undertaken in [8],
but with certain additional complications. In particular, our technique in Step 2 below is significantly
more involved than its equivalent in [8]; this is explained in more detail below.
Step 1: Trimming the path set. As already remarked, the Feynman-Kac formula allows us to
decompose the total solution U(t) based on contributions from geometric paths from the origin. The
first step is to eliminate paths that a priori make a negligible contribution to the solution, either
because they do not end at {−Z(1)t , Z(1)t } or because they make too many jumps. This step is rather
similar to in [8], and here we have streamlined the approach.
To define the a priori negligible paths, we first introduce the scales
rt =
( t
log t
) α
α−1
and at =
( t
log t
) 1
α−1
which, as formalised in Proposition 3.3, give the asymptotic order of Z(1)t and ξ(Z
(1)
t ) respectively.
For technical reasons, we also introduce some auxiliary positive monotone scaling functions ft → 0
and gt →∞ which can be thought of as being arbitrarily slowly decaying or growing. We shall need
these scales to satisfy
gt, 1/ft  log log t (2.1)
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as well as
log gt, log(1/ft)

log η(rt) (2.2a)
log
rt
η(rt)
(2.2b)∣∣∣ log η(rt)
κ(rt)
∣∣∣, (2.2c)
unless the functions on the right-hand side do not tend to infinity (which happens to log η(rt) in the
regime when η(n) converges and to
∣∣ log(η(rt)/κ(rt))∣∣ in the critical regime; observe that log(rt/η(rt))
always tends to infinity due to q(n)→ 0). These requirements guarantee that any power of gt and ft
will be slower growing or decaying than any powers of the functions under the logarithms on the right-
hand side. Observe that (2.2a) and (2.2b) allows us to separate η from its lower and upper limits
(the case of bounded η we treat somewhat separately), whereas (2.2c) allows us, in the non-critical
regimes, to separate η from the critical scale.
Define Rt = Z
(1)
t (1 + ft) and let Jt be the number of jumps of (Xs) by time t. We decompose the
total mass U(t) into a significant component
U0(t) = E
[
exp
{∫ t
0
ξ(Xs)ds
}
1{Jt ≤ Rt, Xt ∈ {−Z(1)t , Z(1)t }}
]
and a negligible component U1(t) = U(t)− U0(t).
In Section 3 we prove that U1 is negligible with respect to U as long as certain typical properties of ξ
hold. To define these properties, let Z(2)t be a maximiser of Ψt on the set D \ {Z(1)t } and let Z(e±)t be
a maximiser of Ψt on the set −E ∪E. The proof of the existence of Z(2)t and Z(e±)t is standard. The
typical properties are contained in the event
E1t =
{
ft <
Z(1)t
rt
< gt, ft <
ξ(Z(1)t )
at
< gt,
Ψt(Z
(1)
t )−Ψt(Z(2)t )
at
> ft,Ψt(Z
(e±)
t ) < Ψt(Z
(2)
t ),
ξ(Z(1)t )− ξ(z)
at
> ft ∀ |z| ∈ [0, Rt] \ Z(1)t , ξ(z) <
|z|
t
log
|z|
2et
∀ |z| > rtgt
}
,
which in particular guarantees a large gap between the value of Ψt at sites in {−Z(1)t , Z(1)t } and all
other sites. Our main conclusion in this step is summarised by the following proposition.
Proposition 2.1. Almost surely,
U1(t)
U(t)
1E1t → 0
as t→∞.
Step 2: Representing the ratio u(t, Z(1)t )/u(t,−Z(1)t ) as a sum over non-duplicated sites.
The next step is to formalise (1.6) representing the ratio u(t, Z(1)t )/u(t,−Z(1)t ) as a sum over the
non-duplicated sites between −Z(1)t and Z(1)t . As mentioned in Section 1.3, this equation is only valid
in the subcritical and critical regimes; in the supercritical regime we show instead that the ratio
u(t, Z(1)t )/u(t,−Z(1)t ) can be decomposed into a sum over a subset of the non-duplicated sites, and
another term that we are able to control. Our choice of this subset will turn out to be extremely
delicate.
To make this precise we introduce some more notation. Define a threshold function
θt =

1 if η(n) κ(n) or η(n) ∼ βκ(n),
ft
[
η(rt)
r
2/α
t
] 1
α−2
if η(n) κ(n) and α > 2,
at exp
(
− rtη(rt)ft
)
if η(n) κ(n) and α = 2,
and note that 1  θt  at in the supercritical regime by (2.2c) and since rt = aαt . Let Kt be the
subset of non-duplicated sites with potential exceeding the threshold
Kt =
{
z ∈ Z : |z| ∈ E ∩ [1, Z(1)t ] and ξ(z) > θt
}
.
Observe that in the subcritical and critical regimes Kt contains all non-duplicated sites between −Z(1)t
and Z(1)t , whereas in the supercritical regime Kt consists only of the non-duplicated sites between
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−Z(1)t and Z(1)t with high values of ξ. Denote by K+t and K−t the subsets of Kt consisting of the points
lying between 0 and Z(1)t , and 0 and −Z(1)t , respectively.
In order to state our formalisation of (1.6), we shall also need to guarantee certain typical properties
of the subset Kt, as well as controlling potential values near Z(1)t and −Z(1)t . These are contained in
the event
E2t =
{
ft <
θαt |K+t |
η(rt)
< gt, ft <
θαt |K−t |
η(rt)
< gt,[
Z(1)t − α,Z(1)t + α
] ∩ N ⊂ D, 2ξ(z) < ξ(Z(1)t ) for all 0 < |z − Z(1)t | ≤ α}.
Observe that, if η(n)→∞, then on the event E2t ,
log gt, log(1/ft) log |K+t |, (2.3)
by (2.2a) in the subcritical and critical regimes, (2.2b) in the supercritical regime. To ease notation,
we combine the typical properties introduced thus far into the event
Et = E1t ∩ E2t .
We are now ready to formalise (1.6). For each t > 0, let Ft be the σ-algebra generated by D, Z(1)t ,
Kt and {ξ(z) : z /∈ Kt}. For each z ∈ Kt, let
Qt(z) = − log
(
1− ξ(z)
ξ(Z(1)t )
)
1{ξ(z) < ξ(Z(1)t )}1{Et},
and denote
Q+t =
∑
z∈K+t
Qt(z) , Q
−
t =
∑
z∈K−t
Qt(z) and Qt = Q
+
t −Q−t .
Proposition 2.2. There is an Ft-measurable random variable Pt such that
log
u(t, Z(1)t )
u(t,−Z(1)t )
= Qt + Pt + o(1), (2.4)
where the o(1) term tends to zero almost surely on Et in the non-critical regimes, and in probability
in the critical regime. In the subcritical and critical regimes Pt = 0.
Proving Proposition 2.2 is the cornerstone of the paper, and is undertaken in Sections 4 and 5. The
analysis is similar to in [8], but considerably more involved for reasons we explain now.
In [8], our overall approach was to isolate a small number of sites and show that: (i) only paths that
visit these sites once make a non-negligible contribution to the solution; (ii) hence, as in (2.4), we
may represent the ratio u(t,−Z(1)t )/u(t, Z(1)t ) as a sum over these sites; and (iii) the contribution to
the ratio u(t,−Z(1)t )/u(t, Z(1)t ) from just these sites already has sufficient fluctuations to determine
the behaviour of the model. There was a clear balance in choosing these sites: we needed enough for
step (iii) to be available, but few enough that steps (i) and (ii) were still possible. In that paper it
turned out to be sufficient in step (iii) to take an arbitrarily slowly-growing number of sites, so the
equivalent statement to (2.4) was relatively easy to prove.
In the present paper we use a similar technique, but the balance is much more delicate. In particular,
it is no longer sufficient to take an arbitrarily slowly-growing number of sites. In the subcritical and
critical regimes we find that it is possible, and sufficient, to take all the sites in E∩ [1, Z(1)t ] to make (a
variant of) this argument work. In the supercritical regime, by contrast, it is not possible to capture
enough of the solution from paths visiting these sites a small number of times. Instead we identify
further subsets K+t ⊂ E ∩ [1, Z(1)t ] and K−t ⊂ (−E) ∩ [−Z(1)t , 1] such that the fluctuations of
ξ(Z(1)t )
−1
 ∑
z∈K+t
ξ(z)−
∑
z∈K−t
ξ(z)
 . (2.5)
already tend to infinity; naturally, we choose these as top order statistics in order to maximise the
scale of the fluctuations. It turns out that our choice of K−t and K+t are just sufficient to guarantee
enough fluctuations in (2.5); we explain this further when we examine Step 4 of the proof below.
Step 3: The typical properties. The next task is to establish that the typical properties contained
in Et hold eventually with overwhelming probability. In particular we establish the following.
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Proposition 2.3. Prob(Et)→ 1 as t→∞.
The proof of Proposition 2.3 is given in Section 6, using a combination of point process techniques
developed in Section 3.2 and more direct methods; the analysis is similar to in [8], so we do not describe
it in further details here. One immediate consequence is that, in combination with Proposition 2.1,
the proof of Theorem 1.1 is complete.
Step 4: Fluctuation theory. The final step is to use standard theory to study the scale of the
fluctuations of Qt. To state the main result in this step, recall the σ-algebra Ft, and let ProbFt , EFt
and VarFt denote, respectively, the conditional probability, expectation and variance with respect
to Ft. Define centred, rescaled versions of Qt(z) and Qt,
Vt(z) =
Qt(z)− EFtQt(z)√
VarFtQt
, Vt =
∑
z∈K+t
Vt(z)−
∑
z∈K−t
Vt(z) =
Qt − EFtQt√
VarFtQt
, (2.6)
and denote
FVt(x) = EFt1{Vt ≤ x}
as the conditional distribution function of Vt.
The fluctuation theory we apply is in essence a Lindenberg central limit theorem for triangular arrays,
and the consequence we draw is summarised in the following proposition.
Proposition 2.4. In the non-critical regimes, at t→∞,
VarFtQt →
{
0 if η(n) κ(n),
∞ if η(n) κ(n), (2.7)
in probability. In the critical regime, as t→∞,
VarFtQt ⇒ 2βσ2B2, (2.8)
where σ and B are as in Theorem 1.4.
In the critical and supercritical regimes, as t→∞,
sup
x∈R
|FVt(x)− Φ(x)| → 0 in probability, (2.9)
where Φ denotes the distribution function of a standard normal random variable.
The proof of Proposition 2.4 is given in Section 7. A key simplification in the proof is to exploit the
fact that Z(1)t is the maximiser of Ψt over D and not over N (as was the case in [8]); this ensures that,
conditionally on Ft, the random variables Qt(z), z ∈ Kt, are an i.i.d. sequence.
Combined with Proposition 2.2, we are now able to give a full asymptotic description of the solution in
the subcritical and critical regimes, completing the proofs of Theorems 1.2 and 1.4. In the supercritical
regime, we make use of the fact that, conditional on Ft, the random variable Qt converges in the limit
to a normally distributed random variable (in fact, all that is required is that the limiting measure
be non-atomic). Combined with Proposition 2.2 and the growth of VarFtQt, after averaging over the
σ-algebra Ft we deduce Theorem 1.3.
To conclude, we present heuristics as to why our choice of Kt in the supercritical regime is just
sufficient to guarantee enough fluctuations in (2.5). To get a sense of the scale of (2.5), we appeal
to the results in [1] on the sum of top order statistics of i.i.d. Pareto random variables (although
we cannot apply these results in our setting, they are useful for the discussion). From [1], the
fluctuations of the sum of the top k order statistics of η(Z(1)t ) i.i.d. Pareto random variables is of order
η(Z(1)t )
1/αk1/2−1/α. Using the typical properties of |Kt| in E2t , equation (1.7), and the symmetry of
the model, the approximate scale of (2.5) is therefore
ξ(Z(1)t )
−1η(Z(1)t )
1/α
(
η(Z(1)t )
[
η(Z(1)t )/r
−2/α
t
]−α/(α−2)
f−αt
)1/2−1/α
≈ f−(α−2)/2t ,
and hence tends to infinity but only barely, from where we conclude the result.
In the case α = 2, the sum of the top k order statistics is instead η(Z(1)t )
1/2(log k)1/2, and so the scale
of (2.5) is approximately
ξ(Z(1)t )
−1η(Z(1)t )
1/2
(
αf−1t rt/η(rt)− log (rt/η(rt))
)1/2 ≈ αf−1/2t .
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Again this tends to infinity but only barely, and so we reach the same conclusion.
2.2. Completing the proofs of the main results. We finish this section by completing the proofs
of Theorems 1.1–1.4, assuming the four key intermediate propositions 2.1–2.4.
Proof of Theorem 1.1. This is a straightforward combination of Propositions 2.1 and 2.3. 
Proof of Theorem 1.2. It suffices to show that, as t→∞,
log
u(t, Z(1)t )
u(t,−Z(1)t )
→ 0 in probability.
By Proposition 2.2 we have, for each c > 0, eventually as t→∞,
Prob
(∣∣∣ log u(t, Z(1)t )
u(t,−Z(1)t )
∣∣∣ > c) ≤ Prob({|Qt| > c
2
}
∩ Et
)
+ Prob(Ect ).
The last term tends to zero by Proposition 2.3. For the first term we have
Prob
({
|Qt| > c
2
}
∩ Et
)
≤ E
[
ProbFt
(
|Qt| > c
2
)
1{Et}
]
+ 2Prob(Ect ), (2.10)
where the error term Prob(Ect ) arises since Et, which needs to be taken out of the conditional prob-
ability, is not Ft-measurable. Taking into account that EFtQt = 0 since |K+t | = |K−t | in this regime,
we have by Chebychev’s inequality and Proposition 2.4
ProbFt
(
|Qt| > c
2
)
≤ 4
c2
VarFtQt → 0
almost surely on the event Et. Hence the expression in (2.10) converges to zero by the dominated
convergence theorem. 
Proof of Theorem 1.3. Similar to the proof of Theorem 1.2, by Proposition 2.3 it suffices to show
that, for each c > 0, as t→∞,
Prob
({∣∣∣ log u(t, Z(1)t )
u(t,−Z(1)t )
∣∣∣ < c} ∩ Et)→ 0.
By Proposition 2.2 it is then enough to prove that, as t→∞,
Prob
({|Qt + Pt| < 2c} ∩ Et)→ 0,
for which, in turn, it suffices to show that
E
[
ProbFt
(|Qt + Pt| < 2c)1{Et}]→ 0.
Observe that, similarly to the proof of Theorem 1.2, the event Et can be taken out of the conditional
probability since its probability tends to one. Now, by the dominated convergence theorem, it remains
to prove that
ProbFt
(|Qt + Pt| < 2c)→ 0 (2.11)
almost surely on Et. Observe that
Qt = Vt
√
VarFtQt + EFtQt. (2.12)
Hence (2.11) is equivalent to showing that, almost surely
ProbFt
(
Vt ∈
[
VarFtQt
]− 12 (−Pt − EFtQt − 2c,−Pt − EFtQt + 2c))→ 0. (2.13)
Since Pt, EFtQt, and VarFtQt are Ft-measurable, and the length of the interval on the right-hand
side of ∈ tends to zero by (2.7) in Proposition 2.4, (2.13) now follows from (2.9) there. 
Proof of Theorem 1.4. By Proposition 2.2 and using (2.12), there is an event E∗t with probability
tending to one such that
log
u(t, Z(1)t )
u(t,−Z(1)t )
= Vt
√
VarFtQt + o(1)
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almost surely on E∗t , since EFtQt = 0 due to the fact that |K+t | = |K−t | in this regime. Hence, first
restricting on the event Et ∩ E∗t and then dropping the restriction on E∗t as it is no longer needed, we
have by Proposition 2.3 for every x ∈ R
Prob
(
log
u(t, Z(1)t )
u(t,−Z(1)t )
< x
)
− Prob
({
Vt
√
VarFtQt + o(1) < x
} ∩ Et)
≤ Prob(Ect ) + 2Prob((E∗t )c)→ 0.
Further, again by Proposition 2.3 we have
Prob
({
Vt
√
VarFtQt + o(1) < x
} ∩ Et)− E[FVt( x+ o(1)√
VarFtQt
)
1{Et}
]
≤ 2Prob(Ect )→ 0,
where the error term arises since Et is not Ft-measurable. By (2.9) in Proposition 2.4 and the
dominated convergence theorem we have
E
[
FVt
( x+ o(1)√
VarFtQt
)
1{Et}
]
− E
[
Φ
( x+ o(1)√
VarFtQt
)
1{Et}
]
→ 0.
Now by uniform continuity of Φ and Proposition 2.3 we obtain
E
[
Φ
( x+ o(1)√
VarFtQt
)
1{Et}
]
− E
[
Φ
( x√
VarFtQt
)]
→ 0.
Finally, since Φ is continuous and bounded we have by (2.8) in Proposition 2.4
E
[
Φ
( x√
VarFtQt
)]
→ E∗
[
Φ
( x√
2βσB
)]
as required, where E∗ denotes expectation with respect to B. 
3. Preliminaries
In this section we state some preliminary results. We begin by establishing Proposition 2.1, which
follows closely the proof of the equivalent statement in [8]. Next, we develop point process machinery
that allows us to control the asymptotic behaviour of the high points of ξ; this machinery will be
heavily used in Sections 5–7. Finally, we derive asymptotic properties of the functions η and N , and
also of the subset Kt.
3.1. Proof of Proposition 2.1. The first step is to establish the negligibility of paths that, up to
time t, either (i) make more than Rt jumps or, (ii) do not hit either of the sites Z
(1)
t or −Z(1)t , i.e.
that, as t→∞, almost surely
U(t)−1E
[
exp
{∫ t
0
ξ(Xs)ds
}
1{Jt > Rt or τ{−Z(1)t ,Z(1)t } > t}
]
1E1t → 0, (3.1)
where τA = inf{t > 0 : Xt ∈ A} is the hitting time of the set A by (Xs). Equation (3.1) follows in a
near identical manner to the proof of [8, Prop. 3.7], in particular making use of the assumption (2.1)
on the decay and growth of ft and gt. The only difference is that now Z
(1)
t and Z
(2)
t have been
defined as maximisers of Ψt over D rather than Z. This, however, is taken care of by the condition
Ψt(Z
(e±)
t ) < Ψt(Z
(2)
t ) in E1t .
To conclude the proof, we establish the negligibility of the contribution to U(t) from paths satisfying
Jt ≤ Rt , τ{−Z(1)t ,Z(1)t } ≤ t and Xt /∈ {−Z
(1)
t , Z
(1)
t },
i.e. that, as t→∞, almost surely
U(t)−1E
[
exp
{∫ t
0
ξ(Xs)ds
}
1{Jt ≤ Rt, τ{−Z(1)t ,Z(1)t } ≤ t, Xt /∈ {−Z
(1)
t , Z
(1)
t }}
]
1E1t → 0,
This follows in an identical manner to the proof of [8, Lem. 4.4], in particular using the fact that, on
the event E1t , ξ(Z(1)t )− ξ(z) > atft for all z ∈ [−Rt, Rt] \ {−Z(1)t , Z(1)t }.
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3.2. Point processes machinery. In this section we develop point process machinery that allows
us to analyse the high points of the potential field. Our approach is similar to in [8] and elsewhere
(see, e.g., [7, 10]), but contains several new ideas necessary to handle the critical regime.
The main result of the section establishes the convergence of (a rescaled version of) the potential
field to a Poisson point process. In the critical regime, we simultaneously establish the convergence
of just the non-duplicated potential values. This latter convergence is rather non-standard: in order
to get a non-trivial limit we need to use a different scaling to the standard one (used in [7, 8, 10] for
instance), and the limiting Poisson point process is spatially inhomogeneous.
We begin by describing the Poisson point processes that appear in the limit. Abbreviate ρ = 1/(α−1).
To describe the limit of the potential field, we work in the state space
G = {(x, y) : x ≥ 0, y > ρx}
equipped with a topology in which a set is relatively compact if and only if its distance from the line
y = ρx is positive, and let Π be a Poisson point process with the intensity measure
µ(dx⊗ dy) = dx⊗ α|y|α+1 dy
on the state space G. Observe that µ is finite for every relatively compact set in G according to [8,
Eq. (5.2)], which ensures that Π is well-defined. To describe the limit of the non-duplicated potential
in the critical case, we instead work in the state space
Gˆ = [0,∞)× (0,∞]
equipped with its usual topology, and let Πˆ be a Poisson point process with the intensity measure
µˆ(dx⊗ dy) = 2β
α
x
2
α−1dx⊗ α|y|α+1 dy
on the state space Gˆ, independent of Π. Again observe that µˆ is finite for every relatively compact
set in Gˆ, which ensures that Πˆ is well-defined. Finally, let ∅ be the empty point process on G. In the
sequel, we denote by the same symbols the restriction of these point processes to subsets of [0,∞)×R.
Denote the probability and expectation corresponding to the above Poisson point processes (as well
as all other Poisson point processes defined in this section) by Prob∗ and E∗.
We next define the rescaled versions of the potential that will converge to the limit processes defined
above. As mentioned, we need different scaling in order to examine the potential and the non-
duplicated potential respectively, and for the latter the scaling further depends on whether α > 2 or
α = 2. As such, define the following scaled versions of the potential
Π(d)s =
∑
z∈D
εG
(z
s
,
ξ(z)
s1/α
)
, Π(e)s =
∑
z∈E
εG
(z
s
,
ξ(z)
s1/α
)
,
Πˆ(e)s =
∑
z∈E
ε
(z
s
,
ξ(z)
s2/α2
)
, Π˜(e)s =
∑
z∈E
ε
(z
s
,
ξ(z)
(s/ log s)1/2
)
,
where ε(x, y) denotes the Dirac measure placing mass on (x, y) and εG(x, y) denotes its restriction
to G. It is easy to check that these measures are all almost surely finite on G since ρ > 0 and α > 1.
Denote Πs = Π
(d)
s + Π
(e)
s .
The main proposition in this section is the following.
Proposition 3.1. As s→∞, (Π(d)s ,Π(e)s ) converges in law to (Π,∅). In particular Πs converges in
law to Π. In the critical regime with α > 2, (Π(d)s , Πˆ
(e)
s ) converges in law to (Π, Πˆ), whereas in the
critical regime with α = 2, (Π(d)s , Π˜
(e)
s ) converges in law to (Π, Πˆ), both as s→∞.
Before proving Proposition 3.1, we state and prove a simple lemma deriving the asymptotic behaviour
of q from that of η. The proof is a straightforward consequence of the fact that q(n)→ 0 is eventually
decreasing.
Lemma 3.2. In the critical regime
q(n) ∼
{
2β
α n
2
α−1 if α > 2,
β
logn if α = 2,
as n→∞.
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Proof. We focus on the α > 2 case; the α = 2 is handled in a similar way. Denote a = 2/α for brevity.
Let ε > 0 and choose δ > 0 so small that the graphs y = (1 + x)a and y = 1+δ1−δ +
1−ε
1−δax intersect
in two positive points, which we denote x1 < x2. Since η(n) ∼ βna there exists n0 ∈ N such that
(1 − δ)βna < η(n) < (1 + δ)βna for all n ≥ n0, and also q(n) is decreasing for all n ≥ n0. Let us
show that q(n) > (1− ε)βana−1 eventually.
Suppose it is not the case. Then we can find n ≥ n0 and k ∈ N such that q(n) ≤ (1− ε)βana−1 and
k/n ∈ (x1, x2). By monotonicity we have
(1− δ)β(n+ k)a < η(n+ k) = η(n) +
n+k∑
i=n+1
q(i) ≤ (1 + δ)βna + (1− ε)βkana−1.
Hence (
1 +
k
n
)a
<
1 + δ
1− δ +
1− ε
1− δ · a ·
k
n
,
which contradicts k/n ∈ (x1, x2). Hence lim inf
n→∞ q(n)/(βan
a−1) ≥ 1, and lim sup
n→∞
q(n)/(βana−1) ≤ 1
is similar. 
Proof of Proposition 3.1. The proof follows the lines of [8, Lem. 5.1] and starts in the same way for
each statement. Define the point process
Σs =
∑
z∈N0
εG
(z
s
,
ξ(z)
s1/α
1{z ∈ D}
)
+
∑
z∈N
εG¯
(z
s
,−ξ(z)
ωs
1{z ∈ E}
)
,
where G¯ is the reflection with respect to the x-axis of G (for the first statement) or Gˆ (for the second
and third statements), εG¯ is the restriction of the Dirac measure on G¯, and ωs = s
1/α (for the first
statement), ωs = s
2/α2 (for the second statement) or ωs = (s/ log s)
1/2 (for the third statement). Let
Σ be a Poisson point process on G ∪ G¯ with the intensity measure µ∗ which equals µ on G and is
zero (for the first statement) or µˆ (for the second and third statements) on G¯.
It suffices to show that Σs converges in law to Σ on the state space G∪ G¯, as Π(d)s can be represented
by the restriction of Σs to the upper half plane and Π
(e)
s (for the first statement), Πˆ
(e)
s (for the second
statement) or Π˜
(e)
s (for the third statement) by the restriction of Σs to the lower half plane reflected
with respect to the x-axes.
Let C+K denote the set of positive continuous functions h : G ∪ G¯ → R with compact support. For
any s, denote by
Ls(h) = E exp
{
−
∫
hdΣs
}
and L(h) = E∗ exp
{
−
∫
hdΣ
}
,
the Laplace transforms of Σs and Σ, where h ∈ C+K . We will denote by the same symbol the extension
of h by zero to R2. Recall from [9, Prop. 3.6] that since Σ is a Poisson point process its Laplace
transform is given by
logL(h) = −
∫∫
G∪G¯
(1− e−h(x,y))µ∗(dx, dy). (3.2)
By [9, Prop. 3.19] it suffices to show that Lt(h)→ L(h) for all h ∈ C+K .
Suppose the support of h is contained in {(x, y) : x ≥ 0, y ≥ ρx+c}∪{(x, y) : x ≥ 0, y ≤ −ρx−c} (for
the first statement), in {(x, y) : x ≥ 0, y ≥ ρx+ c} ∪ ([0,∞)× [−∞,−c]) (for the second statement),
or in {(x, y) : x ≥ 0, y ≥ ρx + c} ∪ ([0, c) × [−∞,−c]) (for the third statement) for some c > 0.
Following the lines of [8, Lem. 5.1], we have, using the convention p(0) = 1 and q(0) = 0,
logLs(h) =
∞∑
z=0
log
(
p(z)E
[
exp
{
− h
(z
s
,
ξ(z)
s1/α
)
1
{(z
s
,
ξ(z)
s1/α
)
∈ G
}}]
+q(z)E
[
exp
{
− h
(z
s
,−ξ(z)
ωs
)
1
{(z
s
,−ξ(z)
ωs
)
∈ G¯
}}])
. (3.3)
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Integrating with respect to ξ and rescaling the variable by s1/α, we compute
E
[
exp
{
− h
(z
s
,
ξ(z)
s1/α
)
1
{(z
s
,
ξ(z)
s1/α
)
∈ G
}}]
= 1− 1
s
∫ ∞
0
[
1− exp
{
− h
(z
s
, u
)
1
{(z
s
, u
)
∈ G
}}] αdu
uα+1
(3.4)
for all s such that s−1/α < c, and the integral is uniformly bounded since∫ ∞
0
[
1− exp
{
− h
(z
s
, u
)
1
{(z
s
, u
)
∈ G
}}}] αdu
uα+1
≤
∫ ∞
c
αdu
uα+1
<∞. (3.5)
For the first statement, the second expectation in (3.3) is treated similarly to the first one. For the
second and third statements, we integrate with respect to ξ and rescale the variable by ωs
E
[
exp
{
− h
(z
s
,−ξ(z)
ωs
)
1
{(z
s
,−ξ(z)
ωs
)
∈ G¯
}}]
= 1− 1
ωαs
∫ ∞
0
[
1− exp
{
− h
(z
s
,−u
)
1
{(z
s
,−u
)
∈ G¯
}}] αdu
uα+1
(3.6)
for all s such that 1/ωs < c, and the integral is uniformly bounded by (3.5).
Doing the Taylor expansion we obtain
logLs(h) =−
∞∑
z=0
p(z)
s
∫ ∞
0
[
1− exp
{
− h
(z
s
, u
)
1
{(z
s
, u
)
∈ G
}}] αdu
uα+1
−
∞∑
z=0
q(z)
ωαs
∫ ∞
0
[
1− exp
{
− h
(z
s
,−u
)
1
{(z
s
,−u
)
∈ G¯
}}] αdu
uα+1
+ o(1). (3.7)
For the first statement we use p(z) → 1, q(z) → 0 and ωαs = s in order to conclude that the second
term in (3.7) disappears and logLs(h) converges to
−
∫ ∞
0
∫ ∞
0
(
1− exp{− h(x, y)1{(x, y) ∈ G}})αdxdy
yα+1
= logL(h)
given by (3.2).
For the second statement, we have by Lemma 3.2 (α > 2 case)
q(z)
ωαs
=
2β
αs
(z
s
) 2
α−1
(1 + o(1)),
where o(1) is with respect to z → ∞ and independent of s. Using this for the second term in (3.7)
and p(z)→ 1 for the first term, we also arrive at logLs(h)→ logL(h) given by (3.2).
For the third statement, we have by Lemma 3.2 (α = 2 case)
q(z)
ω2s
=
β
s
· log s
log z
(1 + o(1)),
where o(1) is with respect to z →∞ and independent of s. We write the second term in (3.7) as⌊
s
(log s)2
⌋∑
z=0
q(z)
ω2s
∫ ∞
0
[
1− exp
{
− h
(z
s
,−u
)
1
{(z
s
,−u
)
∈ G¯
}}]2du
u3
+
∞∑
z=
⌊
s
(log s)2
⌋
+1
q(z)
ω2s
∫ ∞
0
[
1− exp
{
− h
(z
s
,−u
)
1
{(z
s
,−u
)
∈ G¯
}}]2du
u3
,
and we show that the first term here is negligible. Indeed we can upper bound its absolute value by
log s
s
(⌊
s
(log s)2
⌋
+ 1
)∫ ∞
0
2du
u3
→ 0
as s→∞. Now observe that for z ≥ s/(log s)2 and z ≤ cs we have log s/ log z ∼ 1 as s→∞, and so
we again arrive at logLs(h)→ logL(h) given by (3.2). 
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We next establish the convergence of certain functionals of the above point processes. This allows
us to state a scaling limit for the maximiser Z(1)t and its potential value ξ(Z
(1)
t ), as well as to give
asymptotic properties of other high values of the potential.
Given a point measure Σ, we say that x ∈ Σ if Σ({x}) > 0. Let the positive random variables
X(1), X(2) and Y (1), Y (2) be defined by the properties that
(X(1), Y (1)) ∈ Π, and if (x, y) ∈ Π then y − ρx ≤ Y (1) − ρX(1),
(X(2), Y (2)) ∈ Π, and if (x, y) ∈ Π \ {(X(1), Y (1))} then y − ρ|x| ≤ Y (2) − ρX(2).
It can be proved in the same way as in [8, Lem. 5.2] that, almost surely, the random variables
X(1), X(2), Y (1) and Y (2) are well-defined and satisfy Y (1) − ρX(1) > Y (2) − ρX(2) > 0.
Denote by Z(e)t a maximiser of Ψt over E, and by Z
(1∗)
t and Z
(2∗)
t the first and second maximisers of
Ψt over N0, respectively. Their existence is standard.
Proposition 3.3. As t→∞,(Z(1)t
rt
,
Z(2)t
rt
,
ξ(Z(1)t )
at
,
ξ(Z(2)t )
at
)
⇒ (X(1), X(2), Y (1), Y (2)), (3.8)(Ψt(Z(1)t )
at
,
Ψt(Z
(1)
t )
at
)
⇒ (Y (1) − ρX(1), Y (2) − ρX(2)). (3.9)
In particular,
(Z(1)t )
1/α
ξ(Z(1)t )
⇒ (X
(1))1/α
Y (1)
, (3.10)
and the density of the pair (X(1), Y (1)) is given by
p(x, y) = αy−α−1 exp
{− (y − ρx)1−α}1{y > ρx > 0}.
Further,
Prob
(
Z(e)t /∈ {Z(1∗)t , Z(2∗)t }
)
= Prob
(
Z(1)t = Z
(1∗)
t , Z
(2)
t = Z
(2∗)
t
)→ 1. (3.11)
Proof. First, we claim that the convergences (3.8) and (3.9) hold if we replace Z(1)t and Z
(2)
t by Z
(1∗)
t
and Z(2∗)t . The proof of this relies on Πs ⇒ Π, which follows from Proposition 3.1, but is otherwise
the same as that of [8, Prop. 5.5].
Second, observe that
Ψt(z)
at
=
ξ(z)
at
− ρ z
rt
+ o(1)
z
rt
+ o(1)
z
rt
log
ξ(z)
at
and hence, for any c1, c2 > 0, we have, using a
α
t = rt,
Prob
(Ψt(Z(e)t )
at
> c1,
Z(e)t
rt
< c2, c1 <
ξ(Z(e)t )
at
< c2
)
≤ Prob
(ξ(Z(e)t )
at
− ρZ
(e)
t
rt
> c1/2
)
≤ Prob
(
Π(e)rt
({
(x, y) : x ≥ 0, y > ρx+ c1/2
}) 6= 0)
→ Prob∗
(
∅
({
(x, y) : x ≥ 0, y > ρx+ c1/2
}) 6= 0) = 0
by Proposition 3.1. Since c1 can be chosen arbitrarily small and c2 can be chosen arbitrarily large,
we obtain, taking into account the first step of the proof, that
Prob
(
Ψt(Z
(e)
t ) < Ψt(Z
(2∗)
t )
)→ 1.
We have now established (3.11), and hence (3.8) and (3.9) follow from the first step of the proof.
The weak convergence (3.10) is an obvious consequence of (3.8), and the density p can be computed
similarly to [8, Lem. 5.3]. 
Lemma 3.4. As t→∞,
Prob
(
ξ(Z(1)t )− ξ(z) > atft for all |z| ∈ [0, Rt] \ Z(1)t
)→ 1.
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Proof. It was shown in Proposition 3.3 that Z(1)t = Z
(1∗)
t with overwhelming probability. Hence, and
by symmetry (notice that the potential values of non-duplicated sites on the negative half-line and
positive half-line are independent and equal in law), it suffices to show that
Prob
(
ξ(Z(1∗)t )− ξ(z) > atft for all z ∈ [0, Rt] \ Z(1)t
)→ 1.
This can be shown in the same way as in [8, Prop. 5.6]. The proof uses Πs ⇒ Π, which follows from
Proposition 3.1. 
Lemma 3.5. Denote
ζt = max
|z|∈E,|z|<Z(1)t
ξ(z).
In the critical regime, as t→∞,
λ(t)1/2
ζt
a
2/α
t
⇒ F,
where F is a strictly positive random variable.
Proof. Observe that, for any c > 0,
Prob
(
λ(t)1/2
ζt
a
2/α
t
< c
)
=
[
Prob
(
λ(t)1/2
ζ+t
a
2/α
t
< c
)]2
,
where
ζ+t = max
z∈E,z<Z(1)t
ξ(z).
It can be shown in the same way as in [8, Lem. A2] that
Prob
(
Z(1)t is the maximiser of z 7→ ξ(z)−
ρz
t
log t over D
)
→ 1. (3.12)
The proof only requires Π(d)s ⇒ Π, which we have by Proposition 3.1. In other words, with over-
whelming probability Z(1)t is defined by the property that
ξ(z)
at
− ρ z
rt
≤ ξ(Z
(1)
t )
at
− ρ Z
(1)
t
rt
for all z ∈ D. (3.13)
Denote Gδ = {(x, y) : x ≥ 0, y ≥ ρx + δ}. By Proposition 3.1 for the critical case, using rt = aαt ,
Proposition 3.3 and (3.13) we have, for α > 2,
Prob
( ζ+t
a
2/α
t
< c,
(Z(1)t
rt
,
ξ(Z(1)t )
at
)
∈ Gδ
)
=
∫
Gδ
Prob
(
Πˆ(e)rt
(
[0, x]× [c,∞)) = 0,Π(d)rt (dx× dy) = 1,Π(d)rt ({(u, v) : u− ρv > x− ρy}) = 0)
→
∫
Gδ
Prob∗
(
Πˆ
(
[0, x]× [c,∞)) = 0)Prob∗(Π(dx× dy) = 1,Π({(u, v) : u− ρv > x− ρy}) = 0)
=
∫
Gδ
exp
{
− µˆ([0, x]× [c,∞))}p(x, y)dxdy = ∫
Gδ
exp
{− βx2/αc−α}p(x, y)dxdy.
Since by Proposition 3.3
lim
δ↓0
Prob
((Z(1)t
rt
,
ξ(Z(1)t )
at
)
6∈ Gδ
)
= 0
this implies
Prob
( ζ+t
a
2/α
t
< c
)
= E∗ exp
{− β(X(1))2/αc−α}
where on the right-hand side we have a distribution function of a positive random variable. The
argument for α = 2 is the same except with Πˆ
(e)
rt replaced with Π˜
(e)
rt . 
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3.3. The asymptotic behaviour of non-duplicated sites. In this section we derive asymptotic
statements for N, η and |Kt|. We begin with a general result about convergence of random variables
which we will use in the proof of Lemma 3.10; we omit the proof since it is standard.
Lemma 3.6. Suppose (Xt) is a random process with values in (0,∞) such that Xt → 0 in probability.
Suppose ht are complex-valued functions on (0,∞) bounded by one, and a ∈ C such that
lim
η→0
lim
t→∞ supx∈(0,η)
|ht(x)− a| = 0.
Then Eht(Xt)→ a as t→∞.
We now give a basic lemma on the asymptotic behaviour of Zt.
Lemma 3.7. As t→∞, Z(1)t →∞ almost surely. Moreover, Z(1)t /rt is bounded away from zero and
infinity in probability.
Proof. The first statement is standard, see Lemma 3.2 of [7]; the second statement follows from
Proposition 3.3. 
We next give asymptotic properties of N, η and Kt, which allow us to derive the order of |Kt|.
Lemma 3.8. If η(n) converges then N(n) converges almost surely. If η(n)→∞ then, as n→∞,
N(n)
η(n)
→ 1 in probability.
Proof. If η(n)→ η <∞ then by Chebychev’s inequality we have
Prob(N(n) > c) ≤ η(n)
c
≤ η
c
→ 0
as c→∞. Hence P (N(n)→∞) = 0 and N(n) converges almost surely since it is increasing.
If instead η(n)→∞ we have
E exp
{
it
N(n)
η(n)
}
=
n∏
z=1
[
1− q(z) + q(z) exp
{ it
η(n)
}]
= exp
{ n∑
z=1
log
(
1 +
itq(z)
η(n)
(1 + o(1))
)}
= exp
{ n∑
z=1
itq(z)
η(n)
(1 + o(1))
}
= exp it+ o(1)→ exp{it}
as required. 
Recall from the beginning of Section 1.2 that we have extended the function η so that η : R+ → R.
Lemma 3.9. As t→∞, η(Z(1)t )/η(rt) is bounded away from zero and infinity in probability.
Proof. Let n ∈ N be such that q(i) is decreasing for all i ≥ n. For 0 < a < 1 and x > n/a we have
η(ax) ≥
∫ ax
n
q(u)du = a
∫ x
n/a
q(av)dv ≥ a
∫ x
n/a
q(v)dv = aη(x)− aη(n/a). (3.14)
Similarly, for a > 1 and x > n we have
η(ax) = η(an) +
∫ ax
an
q(u)du = η(an) + a
∫ x
n
q(av)dv ≤ η(an) + a
∫ x
n
q(v)dv ≤ aη(x) + η(an).
This implies, for all x > nmax{1, 1/a},
a
(
1− η(n/a)
η(x)
)
1
 ≤ η(ax)η(x) ≤
 1 if 0 < a < 1,a+ η(n)
η(x)
if a ≥ 1.
It remains to apply these inequalities to x = rt and a = Z
(1)
t /rt, and the statement of the lemma
follows from Lemma 3.7. 
Lemma 3.10. If η(n) converges then Kt is bounded almost surely. If η(n)→∞ then, as t→∞,
θαt |K+t |
N(Z(1)t )
→ 1 and θ
α
t |K−t |
N(Z(1)t )
→ 1 in probability. (3.15)
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Proof. If η(n) converges then E is bounded almost surely by Lemma 3.8 and hence so is K+t . Suppose
instead η(n) → ∞. Denote by G the σ-algebra generated by D and {ξ(z) : z ∈ D}, and denote the
conditional expectation with respect to G by EG . It is easy to see that, conditionally on G, the
events
{
z ∈ K+t
}
z∈E,z<Z(1)t are independent and have the same probability θ
−α
t ≤ 1. Hence |K+t | is
a binomial random variable with parameters N(Z(1)t ) and θ
−α
t . Thus the characteristic function of
θαt |K+t |
N(Z
(1)
t )
satisfies, for each λ ∈ R,
E
[
iλ
θαt |K+t |
N(Z(1)t )
]
= E
[
EG
[
iλ
θαt |K+t |
N(Z(1)t )
]]
= E
(1− θ−αt + θ−αt exp{ iλθαtN(Z(1)t )
})N(Z(1)t )
= Ehθ−αt
(
θαt
N(Z(1)t )
)
,
where
hδ(x) =
(
1− δ + δeiλx)1/δx .
We will apply Lemma 3.6 to show that this converges to eiλ, which will complete the proof. In order
to do so we must show that
θαt
N(Z(1)t )
→ 0 (3.16)
in probability, and
lim
η→0
lim
δ→0
sup
x∈(0,η)
|hδ(x)− eiλ| = 0. (3.17)
In the subcritical and critical regimes (3.16) follows from θt = 1 and Lemmas 3.7 and 3.8, which
imply that that N(Z(1)t )→∞ in probability. In the supercritical regime we have
N(Z(1)t )
θαt
=
N(Z(1)t )
η(Z(1)t )
· η(Z
(1)
t )
η(rt)
·
f−αt ·
[
rt
η(rt)
] 2
α−2 →∞ if α > 2,
exp
(
2rt
η(rt)ft
− log rtη(rt)
)
→∞ if α = 2,
in probability by Lemmas 3.8 and 3.9 and since η(rt) rt, and so again (3.16) holds.
For (3.17), observe that by doing a Taylor expansion with the remainder in Lagrange’s form, we have
hδ(x) = exp
{
1
δx
log
(
1− δ + δeiλx)} = exp{iλ+ rδ(x)
δx
}
,
where it can be shown that |rδ(x)| ≤ 2δx2λ2 for all x sufficiently small. Hence, doing another Taylor
expansion, we obtain
|hδ(x)− eiλ| =
∣∣∣ exp{rδ(x)
δx
}
− 1
∣∣∣ ≤ 2∣∣∣rδ(x)
δx
∣∣∣ sup
κ∈(0,x)
|eκ| ≤ 5xλ2,
for all x small enough, which clearly implies (3.17). 
Corollary 3.11. As t→∞,
θαt |K+t |
η(rt)
and
θαt |K−t |
η(rt)
(3.18)
are bounded away from zero and infinity in probability.
Proof. This is a straightforward combination of Lemmas 3.8-3.10. 
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4. Significant paths
We now embark on the proof of Proposition 2.2. The first step, carried out in this section, is to
further eliminate from consideration a class of paths that make a non-negligible contribution to the
total solution U(t). The extra control we gain over the remaining paths will be crucial in allowing us
to represent, in Section 5, the ratio u(t, Z(1)t )/u(t,−Z(1)t ) as a sum over non-duplicated sites.
Of course, by Theorem 1.1 it is already enough to consider only paths such that Xt ∈ {−Z(1)t , Z(1)t }.
Such a path necessarily makes at least |K+t | or |K−t | visits to the set Kt by time t, depending on the
endpoint of the path. Here we further eliminate paths that either, up to time t: (i) visit the set Kt
too many additional times beyond the minimum; (ii) return to the set {−Z(1)t , Z(1)t } too frequently;
or (iii) make too long a loop originating from the set {−Z(1)t , Z(1)t }.
In the critical regime we find that, unlike in [8], it is not possible to consider only paths that never
make additional visits to sites in Kt; this would not give us the dominant portion of the solution.
Instead, we need to consider paths that make a small number of extra visits, and argue later than
this makes no significant difference to our representation of the ratio u(t, Z(1)t )/u(t,−Z(1)t ) as a sum
over non-duplicated sites.
We begin by introducing some path notation, which mirrors the set-up in [8]. Denote by
Pall = {y = (y0, . . . , y`) ∈ Z`+1 : ` ∈ N0, |yi − yi−1| = 1 for all 1 ≤ i ≤ `}
the set of all geometric paths on Z. For each path y ∈ Pall, denote by `(y) its length (counted as the
number of edges). Denote by (τi)i∈N0 the sequence of the jump times of the continuous-time random
walk (Xt) and by
P (t, y) = {X0 = y0, Xτ0+···+τi−1 = yi for all 1 ≤ i ≤ `(y), t− τ`(y) ≤ τ0 + · · ·+ τ`(y)−1 < t}
the event that the random walk has the trajectory y up to time t. Let
U(t, y) = E
[
exp
{∫ t
0
ξ(Xs)ds
}
1P (t,y)
]
be the contribution of the event P (t, y) to U(t).
Let Pt denote the subset of paths in Pall that start at the origin, end in {−Z(1)t , Z(1)t }, and have
length at most Rt. For any y ∈ Pt, the skeleton of y, denoted skel(y), is the geometric path from
the origin to a site in {−Z(1)t , Z(1)t } constructed by chronologically removing all loops in y which start
and end at any site belonging to {0} ∪Kt up until the first visit of {−Z(1)t , Z(1)t }, as well as removing
any part of the path after the final visit of y to {−Z(1)t , Z(1)t }.
We can now partition Pt into equivalence classes by saying that paths y and yˆ are in the same class
if and only if skel(y) = skel(yˆ). We write Pt for the set of all such equivalence classes. Note that
any such equivalence class P ∈ Pt contains the null path, yPnull ∈ Pt, defined as yPnull = skel(yPnull).
Observe that every null path, prior to visiting {−Z(1)t , Z(1)t } for the first time, either (i) visits each
site in {0}∪K+t exactly once, or (ii) visits each site in {0}∪K−t exactly once. In particular, until the
first visit of {−Z(1)t , Z(1)t } each null path visits either only positive integers, or only negative integers.
Denote by Pt1 the subset of Pt consisting of all paths y having at most bwtc extra visits to the set Kt
compared to skel(y), where
wt =
{
g3t /f
2
t in the critical regime,
0 otherwise.
Let Λt = 9et/ξ(Z
(1)
t ), and denote by Pt2 the subset of Pt consisting of all paths y having at most Λt
returns to the set {−Z(1)t , Z(1)t }, and making no loops from the set {−Z(1)t , Z(1)t } of length more than
2α.
The main result of this section is the following pair of lemmas, which together establish the negligi-
bility of paths not in Pt0 = Pt1 ∩ Pt2.
Lemma 4.1. Almost surely, as t→∞,
U0(t) = (1 + o(1))
∑
y∈Pt1
U(t, y)
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on the event Et.
Lemma 4.2. Almost surely, as t→∞,
U0(t) = (1 + o(1))
∑
y∈Pt2
U(t, y)
on the event Et.
Proof of Lemma 4.1. Given an equivalence class P ∈ Pt, we write Pw for the subset of P consisting
of the paths with additional length 2w before the first visit to {−Z(1)t , Z(1)t }, compared to yPnull. It
suffices to show that ∑
w>wt
∑
y∈Pw
U(t, y) = o(1)U(t, yPnull)
uniformly for all P ∈ Pt on the event Et, as t→∞.
For each w ∈ N0 we have
|Pw| ≤ 22w
(
w + |Kt|
w
)
,
since half of the additional 2w pieces (all pointing in one direction) are chosen according to the
number of weak compositions of w into at most |Kt|+ 1 parts, while the remaining half (all pointing
in the other direction) have to be assigned to the sites in {0} ∪ Kt in a unique way to form loops.
For each y ∈ Pw, we have on Et, similarly to [8, Lem. 4.4],
U(t, y) ≤ U(t, yPnull)
2w∏
j=1
1
ξ(Z(1)t )− cj
< U(t, yPnull)(atft)
−2w,
where c1, . . . , c2w are the values of ξ in the additional points of y compared to y
P
null. Hence∑
w>wt
∑
y∈Pw
U(t, y) < U(t, yPnull)
∑
w>wt
(
w + |Kt|
w
)( 2
atft
)2w
(4.1)
on Et. Observe that
(
n
k
) ≤ 2n for all 0 ≤ k ≤ n, which implies∑
w≥|Kt|
(
w + |Kt|
w
)( 2
atft
)2w
≤
∑
w≥|Kt|
2w+|Kt|
( 2
atft
)2w
∼
( 4
atft
)2|Kt| → 0. (4.2)
Further, on Et∑
wt<w<|Kt|
(
w + |Kt|
w
)( 2
atft
)2w
≤
∑
wt<w<|Kt|
1
w!
(8|Kt|
a2tf
2
t
)w
<
∑
w>wt
1
w!
(8gtη(rt)
θαt a
2
tf
2
t
)w
. (4.3)
It remains to prove that (4.3) converges to 0, since then (4.1)-(4.3) yields the result.
We first analyse (4.3) in the non-critical regimes. Observe that by (2.2c) and since η(rt)  rt and
rt = a
α
t we have
gtη(rt)
θαt a
2
tf
2
t
=

gt
f2t
· η(rt)
r
2/α
t
→ 0 if η(n) κ(n),
gt
f2+αt
[
η(rt)
r
2/α
t
]− 2α−2 → 0 if η(n) κ(n) and α > 2,
gt
f2t
· η(rt)rt exp
(
− log rt + 2rtη(rt)ft
)
→ 0 if η(n) κ(n) and α = 2,
which implies that
∞∑
w=1
(
w + |Kt|
w
)( 2
atft
)2w
→ 0.
We now consider the critical regime. Since η(n) ∼ βκ(n), eventually
8gtη(rt)
θαt a
2
tf
2
t
=
8gtη(rt)
f2t r
2/α
t
<
g2t
f2t
.
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We use concentration of Poisson random variables to analyse (4.3). Denote by Wt a Poisson random
variable with mean g2t /f
2
t , and let P and E denote its probability and expectation. Then for any
θ > 0 by the exponential Chebychev inequality∑
w≥wt
1
w!
(8gtη(rt)
θαt a
2
tf
2
t
)w
<
∑
w≥wt
1
w!
( g2t
f2t
)w
= exp
{ g2t
f2t
}
P(Wt ≥ wt)
≤ exp
{ g2t
f2t
− θwt
}
EeθWt = exp
{ g2t
f2t
eθ − θwt
}
.
Optimising over θ, we use the minimiser
θ = log
wtf
2
t
g2t
= log gt
and get ∑
w≥wt
1
w!
(8gtη(rt)
θαt a
2
tf
2
t
)w
≤ exp
{ g3t
f2t
− g
3
t
f2t
log gt
}
→ 0
as required. 
Proof of Lemma 4.2. It can be proved in the same way as [8, Lem. 4.5] that paths which contain a
loop from the set {−Z(1)t , Z(1)t } that is longer than 2α make a negligible contribution to U0(t). Let
us show that the contributions from paths with more than Λt returns to the set {−Z(1)t , Z(1)t } is also
negligible.
We may assume that the length of any such loop is no more than 2α. We shall split paths from Pt
into equivalence classes by saying that two paths are equivalent if and only if they are the same after
removing all loops from {−Z(1)t , Z(1)t }. For every path y ∈ Pt visiting {−Z(1)t , Z(1)t } exactly once,
write Py`,m for the class of paths equivalent to y with additional length ` compared to y and which
visit {−Z(1)t , Z(1)t } m additional times.
By [8, Lem. 3.9], for any path yˆ ∈ Py`,m we have on Et
U(t, yˆ) ≤ U(t, y) t
m
m!
`−m∏
j=1
1
ξ(Z(1)t )− cj
< U(t, y)
tm
m!
( 2
ξ(Z(1)t )
)`−m
,
where c1, . . . , c`−m are the extra values of yˆ taken outside the set {−Z(1)t , Z(1)t }. Since the length of
the loops does not exceed 2α, we have used ci < ξ(Z
(1)
t )/2 for all i on Et. Using the bound |Py`,m| ≤ 2`,
we have∑
m≥Λt
∑
`≥2m
∑
yˆ∈Py`,m
U(t, yˆ) < U(t, y)
∑
m≥Λt
∑
`≥2m
2`
tm
m!
( 2
ξ(Z(1)t )
)`−m
∼ U(t, y)
∑
m≥Λt
1
m!
( 8t
ξ(Z(1)t )
)m
,
and it suffices to show that the sum on the right-hand side tends to zero. As in the proof of Lemma 4.1,
we use concentration of Poisson random variables. Let Wt be a Poisson random variable with mean
8t/ξ(Z(1)t ) otherwise independent of the σ-algebra generated by D and ξ, and let P and E denote its
probability and expectation. Then for any θ > 0 by the exponential Chebychev inequality∑
m≥Λt
1
m!
( 8t
ξ(Z(1)t )
)m
= exp
{ 8t
ξ(Z(1)t )
}
P(Wt ≥ Λt)
≤ exp
{ 8t
ξ(Z(1)t )
− θΛt
}
EeθWt = exp
{ 8t
ξ(Z(1)t )
eθ − θΛt
}
.
Optimising over θ, we use the minimiser
θ = log
Λtξ(Z
(1)
t )
8t
= log
9e
8
> 1
and get ∑
m≥Λt
1
m!
( 4t
ftat
)m
≤ exp
{ 9et
ξ(Z(1)t )
[
1− log 9e
8
]}
≤ exp
{ 9et
atgt
[
1− log 9e
8
]}
→ 0
since t/(atgt)→∞ for α ≥ 2. 
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5. Representing the ratio as a sum over non-duplicated sites
In this section we represent the ratio u(t, Z(1)t )/u(t, Z
(2)
t ) as a sum over the non-duplicated sites Kt,
and in particular complete the proof of Proposition 2.2. The main preliminary result we need is the
following.
Proposition 5.1. For every y ∈ Pt0, there exists an Ft-measurable random variable Ξt(y) such that
the random variable Υt(y) defined by
U(t, y) = Ξt(y) ·Υt(y) ·
∏
i:yi∈Kt
(
1− ξ(yi)
ξ(Z(1)t )
)−1
(5.1)
converges, as t→∞, to one almost surely on Et in the non-critical regimes and in probability in the
critical regime. Moreover, this convergence holds uniformly in y ∈ Pt0.
Furthermore, for all y ∈ Pt0,
Ξt(y) = Ξt(−y)
in the subcritical and critical regimes.
The proof of Proposition 5.1 is rather technical, especially in the critical regime, and takes up the
majority of the section. The proof is subject to three auxiliary lemmas, whose statements follow the
main proof. In the critical regime, we shall also need to assume fine control over the second-order
contributions to the product in (5.1); we introduce the relevant event now.
For each t > 0, define first and second moment functions
M+t =
∑
z∈K+t
1
ξ(Z(1)t )− ξ(z)
and M−t =
∑
z∈K−t
1
ξ(Z(1)t )− ξ(z)
, (5.2)
and
(Σ+t )
2 =
∑
z∈K+t
1
(ξ(Z(1)t )− ξ(z))2
and (Σ−t )
2 =
∑
z∈K−t
1
(ξ(Z(1)t )− ξ(z))2
. (5.3)
Recalling the counting function for non-duplicated sites
N(n) =
n∑
z=1
1{z ∈ E},
define also their approximations
M¯t =
N(Z(1)t )
ξ(Z(1)t )
(
1 +
γ
ξ(Z(1)t )
)
and
1
S¯t
=
ξ(Z(1)t )
N(Z(1)t )
1/2
(
1− γ
ξ(Z(1)t )
)
,
where γ = Eξ(0) = α/(α− 1). Let λ : R+ → R by defined as
λ(t) =
{
1 if α > 2,
log t if α = 2.
The control over second-order contributions that we need in the critical regime is summarised by
Ecrt =
{λ(rt)
at
· M¯t < gt, at
∣∣M+t − M¯t∣∣ < gt, at∣∣M−t − M¯t∣∣ < gt,
ft <
1√
λ(rt)S¯t
< gt, a
2
t
∣∣∣ 1
Σ+t
− 1
S¯t
∣∣∣ < gt, a2t ∣∣∣ 1
Σ−t
− 1
S¯t
∣∣∣ < gt}.
This event holds eventually with overwhelming probability:
Proposition 5.2. Prob(Et)→ 1 as t→∞.
We defer the proof of Proposition 5.2 to Section 6, where we also prove that the typical properties
contained in Et hold eventually with overwhelming probability.
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Proof of Proposition 5.1. Write Pt+, Pt− for the set of paths in Pt0 ending in Z(1)t and −Z(1)t , respec-
tively. We shall concentrate on defining Ξt(y) for y ∈ Pt+; this will depend on ξ only through the
values of ξ at sites not in K+t and the quantity |K+t |. For y ∈ Pt− we define Ξ(y) analogously, just
replacing |K+t | by |K−t |. Since |K+t | = |K−t | in the subcritical and critical regimes (both quantities are
the number of non-duplicate sites between −Z(1)t and Z(1)t ), this establishes Ξt(y) = Ξt(−y) in the
subcritical and critical regimes.
We begin by giving a useful representation for U(t, y). For t > 0 and n ∈ N, denote by
Snt =
{
(x0, . . . , xn−1) ∈ Rn+ :
n−1∑
i=0
xi < t
}
the n-dimensional simplex of size t. First recall that, for any path y ∈ Pall, by direct computation
(see [8, Eq. (2.2)]) we have
U(t, y) = e−2tI`(y)(t; ξ(y0), . . . , ξ(y`(y))), (5.4)
where the function I is defined by
In(t; c0, . . . , cn) = e
tcn
∫
Snt
exp
{ n−1∑
i=0
xi(ci − cn)
}
dx0 · · · dxn−1,
for each t > 0, n ∈ N, and c0, . . . , cn ∈ R. In particular, I0(t; c0) = etc0 .
Let y ∈ Pt+ and denote by k(y) the number of visits of y to K+t and by m(y) the number of visits of
y to Z(1)t minus one. Let n(y) = `(y)− k(y)−m(y). Further denote
It0 =
{
0 ≤ i ≤ `(y) : yi ∈ K+t
}
, It1 =
{
0 ≤ i ≤ `(y) : yi 6∈ K+t
}
and
It2 =
{
0 ≤ i ≤ `(y) : yi 6∈ (K+t ∪ {Z(1)t })
}
.
Using (5.4) and rescaling by ξ(Z(1)t ) − ξ(yi) the k(y) variables xi ∈ It0, which is possible on Et, we
obtain
U(t, y) = etξ(Z
(1)
t )−2t
∏
i∈It0
1
ξ(Z(1)t )− ξ(yi)
∫
S
`(y)−k(y)
t
exp
{∑
i∈It1
xi
(
ξ(yi)− ξ(Z(1)t )
)}
× Jk(y)
(
t−
∑
i∈It1
xi; ξ(y ∩ It0), ξ(Z(1)t )
)
d(x ∩ It1),
where, for each s > 0,
Jk(y)
(
s; ξ(y ∩ It0), ξ(Z(1)t )
)
=
∫
Rk+
exp
{
−
∑
i∈It0
xi
}
1
{∑
i∈It0
xi
ξ(Z(1)t )− ξ(yi)
< s
}
d(x ∩ It0),
and ξ(y ∩ It0) is the vector of values ξ(yi), i ∈ It0, d(x ∩ I) is an abbreviation for the product of dxi
for all i ∈ I, for any index set I.
Let τz, z ∈ N, and τˆi, i ∈ N be independent exponentially distributed random variables with parameter
one, also independent from ξ and D, with P their probability law. Denote by w(y) the number of
extra visits of y to the set K+t and denote by zi(y) ∈ K+t the point of the ith extra revisit. Recall
that w(y) ≤ wt since y ∈ Pt+. We have, for each s ∈ [0, t],
Jk(y)
(
s; ξ(y ∩ It0), ξ(Z(1)t )
)
= P
( ∑
z∈K+t
τz
ξ(Z(1)t )− ξ(z)
+Wt(y) < s
)
= P
( 1
Σ+t
∑
z∈K+t
τz − 1
ξ(Z(1)t )− ξ(z)
<
1
Σ+t
[
s−Wt(y)−M+t
])
= Φt
( 1
Σ+t
[
s−Wt(y)−M+t
])
,
where M+t and Σ
+
t are as at (5.2) and (5.3),
Wt(y) =
w(y)∑
i=1
τˆi
ξ(Z(1)t )− ξ(zi(y))
A NEW PHASE TRANSITION IN THE PAM WITH PARTIALLY DUPLICATED POTENTIAL 23
and Φt denotes the distribution function (with respect to (τz) only, conditionally on ξ and D) of the
random variable
Γt =
1
Σ+t
∑
z∈K+t
τz − 1
ξ(Z(1)t )− ξ(z)
.
Summarising the above discussion, we have shown that
U(t, y) = etξ(Z
(1)
t )−2t
∏
i∈It0
1
ξ(Z(1)t )− ξ(yi)
(5.5)
×
∫
S
`(y)−k(y)
t
exp
{∑
i∈It1
xi
(
ξ(yi)− ξ(Z(1)t )
)}
Φt
( 1
Σ+t
[
t−
∑
i∈It1
xi −Wt(y)−M+t
])
d(x ∩ It1).
This representation is useful because we show, in Lemma 5.3 below, that Φt → Φ almost surely on Et,
where Φ is the distribution function of a standard normal random variable.
It remains to define Ξt(y) and show that (5.1) holds; to do this, we split the analysis into the non-
critical regimes and the critical regime.
Non-critical regimes. In these regimes we define
Ξt(y) = e
tξ(Z
(1)
t )−2tξ(Z(1)t )
−|K+t |
∫
S
`(y)−k(y)
t
exp
{∑
i∈It1
xi
(
ξ(yi)− ξ(Z(1)t )
)}
d(x ∩ It1),
which is clearly Ft-measurable as all values ξ(z), z ∈ Kt, have been removed. Using the representa-
tion (5.5) and observing that Wt(y) = 0 since wt = 0, it suffices to define a (possibly random) scale
Tt ∈ [0, t] and show, on Et, that: (i)
Φt
(
1
Σ+t
[
s−M+t
])→ 1
uniformly for all y ∈ Pt+ and s ∈ [Tt, t]; and (ii) the contribution to∫
S
`(y)−k(y)
t
exp
{∑
i∈It1
xi
(
ξ(yi)− ξ(Z(1)t )
)}
d(x ∩ It1), (5.6)
from the domain S
`(y)−k(y)
Tt,t
= S
`(y)−k(y)
t \S`(y)−k(y)t−Tt is negligible.
For the case in which η(n) converges, we have that K+t = E ∩ [0, Z(1)t ] is almost surely bounded by
Lemma 3.10. Hence on Et, estimating ftat < ξ(Z(1)t )− ξ(z) < gtat, we have
Γt <
gt
ft|K+t |1/2
∑
z∈K+t
|τz − 1| = gt
ft
· 1|E ∩ [0, Z(1)t ]|
∑
z∈E∩[0,Z(1)t ]
|τz − 1|
eventually, where the sum on the right-hand side is finite. Hence, setting Tt = g
2
t /ft, and using the
fact that, on Et as t→∞,
M+t <
|K+t |
atft
= o(Tt) and (Σ
+
t )
2 <
|K+t |
a2tf
2
t
→ 0
we have
Φt
(
1
Σ+t
[
s−M+t
])→ 1
uniformly for all y ∈ Pt+ and s ∈ [Tt, t]. It remains to show that the contribution to (5.6) from
S
`(y)−k(y)
Tt,t
is negligible; this will be done together with the next case.
For the case in which η(n)→∞, we instead set Tt = |K+t |/(atf3t ) and use the fact that by Lemma 5.3
below Φt → Φ almost surely on Et. Since Φ is continuous the convergence is uniform, and as Φ(x)→ 1
as x → ∞, it is then sufficient to show that [s −M+t ]/Σ+t → ∞ uniformly for all s ∈ [Tt, t], as well
as to show that the contribution to (5.6) from S
`(y)−k(y)
Tt,t
is negligible.
Observe that on Et we have
M+t <
|K+t |
atft
= o(Tt) and (Σ
+
t )
2 <
|K+t |
a2tf
2
t
.
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Hence on event Et, for all s ≥ Tt we have
1
Σ+t
[
s−M+t
]
>
|K+t |1/2
2f2t
(1 + o(1))→∞
almost surely, where we also make use of (2.3).
Now let us show that the contribution to (5.6) from S
`(y)−k(y)
Tt,t
is negligible in both cases. Integrat-
ing (5.6) with respect to the variables xi, i ∈ It1\It2, corresponding to the visits to Z(1)t we obtain∫
S
`(y)−k(y)
t
exp
{∑
i∈It1
xi
(
ξ(yi)− ξ(Z(1)t )
)}
d(x ∩ It1)
=
1
m(y)!
∫
S
n(y)
t
(
t−
∑
i∈It2
xi
)m(y)
exp
{∑
i∈It2
xi
(
ξ(yi)− ξ(Z(1)t )
)}
d(x ∩ It2). (5.7)
On the other hand, integrating (5.6) just over S
`(y)−k(y)
Tt,t
we obtain∫
S
`(y)−k(y)
Tt,t
exp
{∑
i∈It1
xi
(
ξ(yi)− ξ(Z(1)t )
)}
d(x ∩ It1)
=
1
m(y)!
∫
S
n(y)
t
[(
t−
∑
i∈It2
xi
)m(y)
−
((
t− Tt −
∑
i∈It2
xi
) ∨ 0)m(y)] exp{∑
i∈It2
xi
(
ξ(yi)− ξ(Z(1)t )
)}
d(x ∩ It2).
We will split this integral in the sum of two, corresponding to the domain of integration being S
n(y)
tft
and its complement. Observe that Tt = o(t) in all cases, which is obvious if η converges and follows
from
Tt <
gtη(rt)
θαt atf
3
t
<
gtrt
atf3t
= o(t)
otherwise. Recalling the definition Λt = 9et/ξ(Z
(1)
t ) and that y makes at most Λt returns to Z
(1)
t , on
the domain S
n(y)
tft
we can therefore use Bernoulli’s inequality to obtain eventually(
t−
∑
i∈It2
xi
)m(y)
−
((
t− Tt −
∑
i∈It2
xi
) ∨ 0)m(y) = (t−∑
i∈It2
xi
)m(y)
−
(
t− Tt −
∑
i∈It2
xi
)m(y)
≤
(
t−
∑
i∈It2
xi
)m(y) TtΛt
t− tft .
Observe that by (2.2c) and since η(rt) rt and rt = aαt we have, on Et,
TtΛt
t− tft <
g2t η(rt)
θαt a
2
tf
4
t
=

g2t
f4t
· η(rt)
r
2/α
t
→ 0 if 1 η(n) κ(n),
g2t
f4+αt
·
[ r2/αt
η(rt)
] 2
α−2 → 0 if η(n) κ(n) and α > 2,
g2t
f6t
· η(rt)
rt
exp
(
− log rt + 2rt
η(rt)ft
)
→ 0 if η(n) κ(n) and α = 2,
and that this ratio also obviously converges to zero if η(n) converges. This implies that in all non-
critical regimes∫
S
n(y)
tft
[(
t−
∑
i∈It2
xi
)m(y)
−
(
t− Tt −
∑
i∈It2
xi
)m(y)]
exp
{∑
i∈It2
xi
(
ξ(yi)− ξ(Z(1)t )
)}
d(x ∩ It2)
= o(1)
∫
S
n(y)
t
(
t−
∑
i∈It2
xi
)m(y)
exp
{∑
i∈It2
xi
(
ξ(yi)− ξ(Z(1)t )
)}
d(x ∩ It2).
Combining this with (5.7), it remains to show the the integral on the left-hand side of the above
formula, taken over S
n(y)
t \Sn(y)tft , is also negligible with respect to the integral on the right-hand side.
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Estimating the expression in the square brackets by the first term, we can easily see that this follows
from Lemma 5.4 below.
Critical regime. In the critical regime on Et we have
0 < Wt(y) ≤ 1
atft
w(y)∑
i=1
τˆi ≤ wt
atft
τˆ (1)dwte ≤
w2t
atft
→ 0 (5.8)
uniformly in y almost surely, where τˆ (1)dwte denotes the maximum of τˆ1, . . . , τˆdwte, which is bounded
eventually by wt almost surely. We henceforth assume that the event Ecrt holds; this is valid by
Proposition 5.2. The laws of large numbers for M+t and Σ
+
t specified in the event Ecrt together with
Lemma 5.3 below suggest that we should define
Ξt(y) = e
tξ(Z
(1)
t )−2tξ(Z(1)t )
−|K+t |−w(y)
∫
S
`(y)−k(y)
t
exp
{∑
i∈It1
xi
(
ξ(yi)− ξ(Z(1)t )
)}
× Φ
( 1
S¯t
[
t−
∑
i∈It1
xi − M¯t
])
d(x ∩ It1).
Again, it is easy to see that Ξt(y) is Ft-measurable. Using the representation in (5.5), we therefore
have that
Υt(y) =
Θt,1(y)
Θt,2(y)
,
where
Θt,1(y) =
∫
S
`(y)−k(y)
t
exp
{∑
i∈It1
xi
(
ξ(yi)− ξ(Z(1)t )
)}
Φt
( 1
Σ+t
[
t−
∑
i∈It1
xi −Wt(y)−M+t
])
d(x ∩ It1),
Θt,2(y) =
∫
S
`(y)−k(y)
t
exp
{∑
i∈It1
xi
(
ξ(yi)− ξ(Z(1)t )
)}
Φ
( 1
S¯t
[
t−
∑
i∈It1
xi − M¯t
])
d(x ∩ It1).
Hence it suffices to show that, uniformly in y ∈ Pt+,
|Θt,1(y)−Θt,2(y)| = ∆t,1
∫
S
`(y)−k(y)
t
exp
{∑
i∈It1
xi
(
ξ(yi)− ξ(Z(1)t )
)}
d(x ∩ It1), (5.9)
Θt,2(y) ≥ ∆t,2
∫
S
`(y)−k(y)
t
exp
{∑
i∈It1
xi
(
ξ(yi)− ξ(Z(1)t )
)}
d(x ∩ It1), (5.10)
where ∆t,1 converges to zero almost surely on Et ∩ Ecrt , and ∆t,2 is bounded away from zero in
probability. These properties guarantee that
∆t,1
∆t,2
→ 0
in probability.
For each t > 0, s ∈ [0, t], and y ∈ Pt+, denote
Xt(s, y) =
1
Σ+t
[
s−Wt(y)−M+t
]
and Xˆt(s) =
1
S¯t
[
s− M¯t
]
.
Observe that the properties specified in Ecrt imply the additional properties
M+t > gtat and ft <
1
Σ+t
< gt
eventually. Using (5.8) we have on E ∩ Ecrt
|Xt(s, y)− Xˆt(s)| ≤ s
∣∣∣ 1
Σ+t
− 1
S¯t
∣∣∣+Mt∣∣∣ 1
Σ+t
− 1
S¯t
∣∣+ 1
Σ+t
|M+t − M¯t
∣∣+ Wt(y)
Σ+t
≤ sgt
a2t
+
g2t
at
+
gtλ(rt)
1/2
at
+
gtw
2
t
ftat
→ 0 (5.11)
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uniformly for all s ∈ [0, a3/2t ]. Further, using (5.8) we have for all s ∈
[
a
3/2
t , t
]
on E ∩ Ecrt
Xt(s, y) ≥ ft
[
a
3/2
t −
w2t
atft
− gtat
]
→∞ and Xˆt(s) ≥ ft
[
a
3/2
t − gtat
]
→∞, (5.12)
with the convergences being uniform in y ∈ Pt+. By Lemma 5.3, Φt → Φ, and the convergence is
uniform since Φ is continuous. Using also that Φ is uniformly continuous we obtain from (5.11) and
(5.12) that
∆t,1 = max
s∈[0,t]
max
y∈Pt+
∣∣Φt(Xt(s, y))− Φ(Xˆt(s))∣∣→ 0
almost surely on Et ∩ Ecrt , which implies (5.9).
To prove (5.10), we first observe that by integrating with respect to xi, i ∈ It1\It2 corresponding to
the extra visits to Z(1)t , we have∫
S
`(y)−k(y)
t
exp
{∑
i∈It1
xi
(
ξ(yi)− ξ(Z(1)t )
)}
d(x ∩ It1)
=
1
m(y)!
∫
S
n(y)
t
(
t−
∑
i∈It2
xi
)m(y)
exp
{∑
i∈It2
xi
(
ξ(yi)− ξ(Z(1)t )
)}
d(x ∩ It2)). (5.13)
Restricting the integral in Θt,2(y) to the domain where the argument of Φ is positive and, similarly,
integrating with respect to xi, i ∈ It1\It2, we obtain
Θt,2(y) ≥ 1
2
∫
S
`(y)−k(y)
t−M¯t
exp
{∑
i∈It1
xi
(
ξ(yi)− ξ(Z(1)t )
)}
d(x ∩ It1)
=
1
2m(y)!
∫
S
n(y)
t−M¯t
(
t− M¯t −
∑
i∈It2
xi
)m(y)
exp
{∑
i∈It2
xi
(
ξ(yi)− ξ(Z(1)t )
)}
d(x ∩ It2)). (5.14)
Hence in order to prove (5.10) we need to show that the integral in (5.13) is lower-bounded by the
integral in (5.14) multiplied by some ∆t,2 with the required properties.
Observe that on Ecrt we have M¯t < gtat = o(t) as α ≥ 2, which implies t− M¯t > tft. We will restrict
the integral in (5.14) to the even smaller domain S
n(y)
tft
, where we can estimate(
t− M¯t −
∑
i∈It2
xi
)m(y)
=
(
t−
∑
i∈It2
xi
)m(y)(
1− M¯t
/[
t−
∑
i∈It2
xi
])m(y)
≥
(
t−
∑
i∈It2
xi
)m(y)(
1− 2M¯t
t
)Λt
.
Since (
1− 2M¯t
t
)Λt
= exp
{
− 18eN(Z
(1)
t )
ξ(Z(1)t )
2
(1 + o(1))
}
we obtain (
t− M¯t −
∑
i∈It2
xi
)m(y)
≥ 4∆t,2
(
t−
∑
i∈It2
xi
)m(y)
where
∆t,2 =
1
4
exp
{
− 19eN(Z
(1)
t )
ξ(Z(1)t )
2
}
=
1
4
exp
{
− 19e · N(Z
(1)
t )
a2t
· a
2
t
ξ(Z(1)t )
2
}
is bounded away from zero in probability by Proposition 3.3 and Lemma 5.5. This implies
Θt,2(y) ≥ 2∆t,2
m(y)!
∫
S
n(y)
tft
(
t−
∑
i∈It2
xi
)m(y)
exp
{∑
i∈It2
xi
(
ξ(yi)− ξ(Z(1)t )
)}
d(x ∩ It2)). (5.15)
It remains now to prove that this expression is of the same order as the expression on the left-hand side
of (5.13). Comparing it with (5.15), it suffices to show that the integral over S
n(y)
t \Sn(y)tft is negligible
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with respect to the integral over S
n(y)
tft
uniformly for all y ∈ Pt+, which follows from Lemma 5.4
below. 
Before completing the proof of Proposition 2.2, we establish the three lemmas that were used in the
previous proof. Note that throughout we recall all notation used in that proof.
Lemma 5.3. Assume η(n)→∞. As t→∞, Φt → Φ almost surely on Et, where Φ is the distribution
function of the standard normal distribution.
Proof. Denote
Vt(z) =
1
Σ+t
· τz − 1
ξ(Z(1)t )− ξ(z)
.
Since EFtVt(z) = 0 and ∑
z∈K+t
EFtV
2
t (z) = 1,
the statement will follow from [8, Thm. B1] provided the Lindenberg condition is satisfied. Given
ε > 0, we have on Et, using Σ+t ≥ |K+t |1/2(atgt)−1∑
z∈K+t
EFt
[
V 2t (z)1{|Vt(z)| ≥ ε}
] ≤ EFt[(τz − 1)21{|τz − 1| ≥ εft|K+t |1/2gt
}]
→ 0
almost surely, where we also make use of (2.3). 
Lemma 5.4. As t→∞,∫
S
n(y)
tft
(
t−
∑
i∈It2
xi
)m(y)
exp
{∑
i∈It2
xi
(
ξ(yi)− ξ(Z(1)t )
)}
d(x ∩ It2)
∼
∫
S
n(y)
t
(
t−
∑
i∈It2
xi
)m(y)
exp
{∑
i∈It2
xi
(
ξ(yi)− ξ(Z(1)t )
)}
d(x ∩ It2)
uniformly for all y ∈ Pt0 almost surely on Et.
Proof. First, estimating on S
n(y)
t \Sn(y)tft we have∑
i∈It2
xi
(
ξ(yi)− ξ(Z(1)t )
) ≤ −atft ∑
i∈It2
xi ≤ −tatf2t
and so ∫
S
n(y)
t \Sn(y)tft
(
t−
∑
i∈It2
xi
)m(y)
exp
{∑
i∈It2
xi
(
ξ(yi)− ξ(Z(1)t )
)}
d(x ∩ It2)
≤ exp{− tatf2t }tm(y) tn(y)n(y)! =: Lt(y).
Second, estimating on S
n(y)
t/ log t we have∑
i∈It2
xi
(
ξ(yi)− ξ(Z(1)t )
) ≥ −ξ(Z(1)t ) ∑
i∈It2
xi ≥ − tatgt
log t
and so ∫
S
n(y)
t/ log t
(
t−
∑
i∈It2
xi
)m(y)
exp
{∑
i∈It2
xi
(
ξ(yi)− ξ(Z(1)t )
)}
d(x ∩ It1)
≥ exp
{
− tatgt
log t
}(
t− t
log t
)m(y) 1
n(y)!
( t
log t
)n(y)
=: Ut(y).
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Finally, using n(y) ≤ `(y) ≤ Rt ≤ 2rtgt and m(y) ≤ Λt we get
Lt(y)
Ut(y)
= exp
{
− tatf2t +
tatgt
log t
−m(y) log
(
1− 1
log t
)
+ n(y) log log t
}
≤ exp
{
− tatf2t +
tatgt
log t
− Λt log
(
1− 1
log t
)
+ 2rtgt log log t
}
→ 0
uniformly in y since the first term dominates the rest. 
Lemma 5.5. In the critical regime, as t→∞,
λ(rt)N(Z
(1)
t )
a2t
⇒ β(X(1)) 2α .
Proof. Since rt = a
α
t we have for the case α > 2,
N(Z(1)t )
a2t
=
N(Z(1)t )
η(Z(1)t )
· η(Z
(1)
t )
(Z(1)t )
2/α
·
[Z(1)t
rt
] 2
α ⇒ β(X(1)) 2α
by Proposition 3.3 and Lemma 3.8. For the case α = 2, we instead have
λ(rt)N(Z
(1)
t )
a2t
=
N(Z(1)t )
η(Z(1)t )
· η(Z
(1)
t )
Z(1)t / logZ
(1)
t
· Z
(1)
t log rt
rt logZ
(1)
t
⇒ βX(1),
again by Proposition 3.3 and Lemma 3.8. 
We conclude the section by completing the proof of Proposition 2.2, which follows easily from Propo-
sition 5.1 above.
5.1. Proof of Proposition 2.2. Let Ξt(y) be defined as in Proposition 5.1, and denote
Pt = − log
∑
y∈Pt+
Ξt(y) + log
∑
y∈Pt−
Ξt(y). (5.16)
Note that this immediately gives that Pt = 0 in the subcritical and critical regimes since Ξt is then
symmetric by Proposition 5.1.
For each path y ∈ Pt0, denote by It(y) the set of all indices i such that yi ∈ Kt and yi is not the first
visit to this particular point of Kt. Combining Lemmas 4.1 and 4.2 and Proposition 5.1 we obtain
u(t, Z(1)t ) = (1 + o(1))
∏
z∈K+t
(
1− ξ(z)
ξ(Z(1)t )
)−1 ∑
y∈Pt+
Ξt(y)
∏
i∈It(y)
(
1− ξ(yi)
ξ(Z(1)t )
)−1
.
where the o(1) term tends to zero almost surely on the event Et in the non-critical regimes, and in
probability in the critical regime.
In the non-critical regimes wt = 0 and I
t(y) = ∅. Hence the second product equals one, and the
sum is Ft-measurable. Since the logarithm of the first product is by definition Q+t , and using the
analogous argument for u(t,−Z(1)t ), we obtain the result in the non-critical regimes.
In the critical regime we have, using Lemma 3.5 (and recalling the definition of ζt from that lemma),
0 < log
∏
i∈It(y)
(
1− ξ(yi)
ξ(Z(1)t )
)−1
≤ −wt log
(
1− ζt
ξ(Z(1)t )
)
= (1 + o(1))
wt
ft
a
2/α−1
t λ(t)
−1/2 → 0
in probability, which implies the result.
6. Typical properties
We next establish that the events Et and Ecrt hold eventually with overwhelming probability, and in
particular to complete the proof of Propositions 2.3 and 5.2. Most of the properties in Et and Ecrt
follow automatically from the point process machinery we developed in Section 3.2, although some
need to established by more direct methods; we do this in the following three lemmas.
Lemma 6.1. As t→∞,
Prob
([
Z(1)t − α,Z(1)t + α
] ∩ N ⊂ D)→ 1.
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Proof. We have
Prob
([
Z(1)t − α,Z(1)t + α
] ∩ N 6⊂ D) ≤ Prob([Z(1∗)t − α,Z(1∗)t + α] ∩ N 6⊂ D)+ Prob(Z(1)t 6= Z(1∗)t ).
The second probability tends to zero by Proposition 3.3. To show that the first probability also
tends to zero, denote by G the σ-algebra generated by {ξ(z) : z ∈ N0}, and denote the conditional
probability with respect to G by ProbG . Since Z(1∗)t is G-measurable and independent of D, we have
ProbG
([
Z(1∗)t − α,Z(1∗)t + α
] ∩ N 6⊂ D) = 1− ∏
|z−Z(1∗)t |<α
p(z) ≤ 1− max
|z−Z(1∗)t |<α
p(z)2bαc+1 → 0
almost surely since Z(1∗)t →∞ almost surely and p→ 1. Hence
Prob
([
Z(1∗)t − α,Z(1∗)t + α
] ∩ N 6⊂ D)→ 0
by the dominated convergence theorem. 
Lemma 6.2. As t→∞,
Prob
(
2ξ(z) < ξ(Z(1)t ) for all 0 < |z − Z(1)t | ≤ α
)→ 1.
Proof. We have
Prob
(
2ξ(z) < ξ(Z(1)t ) for all 0 < |z − Z(1)t | ≤ α
)
≤ Prob(2ξ(z) < ξ(Z(1∗)t ) for all 0 < |z − Z(1∗)t | ≤ α)+ Prob(Z(1)t 6= Z(1∗)t ).
The second probability tends to zero by Proposition 3.3. To show that the first probability also
tends to zero, observe that, conditionally on Z(1∗)t , ξ(z), z 6= Z(1∗)t , are independent and have Pareto
distribution with parameter α conditioned on Ψt(z) < Ψt(Z
(1∗)
t ). Since Ψt(z) < ξ(z) we obtain
Prob
(
2ξ(z) ≥ ξ(Z(1∗)t )
∣∣Z(1∗)t , ξ(Z(1∗)t )) ≤ ξ(Z(1∗)t )α2α(1− ξ(Z(1∗)t )α) → 0
almost surely by Proposition 3.3. This implies that
Prob
(
2ξ(z) < ξ(Z(1∗)t ) for all 0 < |z − Z(1∗)t | ≤ α
∣∣Z(1∗)t , ξ(Z(1∗)t ))→ 0
almost surely, which yields the result by the dominated convergence theorem. 
Lemma 6.3. In the critical regime, as t→∞,
at|M+t − M¯t
∣∣ and a2t ∣∣∣ 1
Σ+t
− 1
S¯t
∣∣∣
are bounded in probability.
Proof. We first establish the result conditionally on the σ-algebra Ft; the full result then holds
unconditionally by the dominated convergence theorem.
Observe that, conditionally on Ft, ξ(z), z ∈ K+t , are independent and distributed as Pareto random
variables with parameter α (for this recall that Z(1)t is defined as the maximiser of Ψt on D). Recall
also the fact that |K+t | = N(Z(1)t ) in the critical regime. The central limit theorem then implies that
∆t =
1
σ
(
N(Z(1)t )λ(N(Z
(1)
t ))
)1/2 [ ∑
z∈K+t
ξ(z)− γN(Z(1)t )
]
(6.1)
converges in law to a standard normally distributed random variable, where σ is defined as in Theo-
rem 1.2 (for the case α = 2 see, e.g., [2, Ex. 3.4.8]). Further, in the case α > 2, by the strong law of
large numbers, ∑
z∈K+t
ξ(z)2 < 2γˆ N(Z(1)t ), (6.2)
where γˆ = Eξ(0)2 = α/(α− 2), whereas in the case α = 2 (see, e.g., [2, Thm. 2.2.6])
1
N(Z(1)t ) logN(Z
(1)
t )
∑
z∈K+t
ξ(z)2 (6.3)
is bounded above in probability.
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Recall the quantity ζt from Lemma 3.5, and observe that for each z ∈ K+t we have
ξ(z)
ξ(Z(1)t )
≤ ζt
ξ(Z(1)t )
=

ζt
a
2/α
t
· at
ξ(Z
(1)
t )
· a2/α−1t → 0 if α > 2,
ζt(log t)
1/2
at
· at
ξ(Z
(1)
t )
· (log t)−1/2 → 0 if α = 2,
almost surely uniformly for all z ∈ K+t by Proposition 3.3 and Lemma 3.5. Hence we can use
1 + x <
1
1− x < 1 + x+ 2x
2,
which holds for all sufficiently small x, to obtain
N(Z(1)t )
ξ(Z(1)t )
+
1
ξ(Z(1)t )
2
∑
z∈K+t
ξ(z) < M+t <
N(Z(1)t )
ξ(Z(1)t )
+
1
ξ(Z(1)t )
2
∑
z∈K+t
ξ(z) +
2
ξ(Z(1)t )
3
∑
z∈K+t
ξ(z)2
eventually almost surely. We therefore have
at|M+t − M¯t| <
σat
(
N(Z(1)t )λ(N(Z
(1)
t ))
)1/2 |∆t|
ξ(Z(1)t )
2
+
2atN(Z
(1)
t )λ(N(Z
(1)
t ))
∑
z∈K+t ξ(z)
2
ξ(Z(1)t )
3
.
For the case α > 2, we combine this with (6.2) to obtain
at|M+t − M¯t| <
σatN(Z
(1)
t )
1/2|∆t|
ξ(Z(1)t )
2
+
4γˆatN(Z
(1)
t )
ξ(Z(1)t )
3
= σ|∆t| · a
2
t
ξ(Z(1)t )
2
· N(Z
(1)
t )
1/2
at
+ 4γˆ · a
3
t
ξ(Z(1)t )
3
· N(Z
(1)
t )
a2t
,
which is bounded in probability by (6.1), Proposition 3.3, and Lemma 5.5. For the case α = 2, we
instead have
at|M+t − S¯t| < |∆t| ·
a2t
ξ(Z(1)t )
2
· (N(Z
(1)
t ) logN(Z
(1)
t ))
1/2
at
+ 2
a3t
ξ(Z(1)t )
3
· N(Z
(1)
t ) logN(Z
(1)
t )
a2t
·
∑
z∈K+t ξ(z)
2
N(Z(1)t ) logN(Z
(1)
t )
,
which is bounded in probability by (6.1), (6.3), Proposition 3.3, and Lemma 5.5.
Similarly, using
1 + 2x <
1
(1− x)2 < 1 + 2x+ 4x
2,
which holds for all sufficiently small x, we obtain
N(Z(1)t )
ξ(Z(1)t )
2
+
2
ξ(Z(1)t )
3
∑
z∈K+t
ξ(z) < (Σ+t )
2 <
N(Z(1)t )
ξ(Z(1)t )
2
+
2
ξ(Z(1)t )
3
∑
z∈K+t
ξ(z) +
4
ξ(Z(1)t )
4
∑
z∈K+t
ξ(z)2. (6.4)
Denote
A2t =
(
ξ(Z(1)t )
−2 + 2γξ(Z(1)t )
−3)N(Z(1)t )λ(N(Z(1)t )) and Bt = a2t ((Σ+t )2 −A2t ).
Observe that At is bounded in probability by Proposition 3.3, Lemma 3.8 and Lemma 5.5 since
A2t < 2 ·
N(Z(1)t )λ(N(Z
(1)
t ))
a2t
· a
2
t
ξ(Z(1)t )
2
eventually almost surely. It follows from (6.4) that
|Bt| <
2σa2t
(
N(Z(1)t )λ(N(Z
(1)
t ))
)1/2 |∆t|
ξ(Z(1)t )
3
+
4a2t
∑
z∈K+t ξ(z)
2
ξ(Z(1)t )
4
= 2σ|∆t| · (N(Z
(1)
t )λ(N(Z
(1)
t ))
1/2
at
· a
3
t
ξ(Z(1)t )
3
+ 4 · N(Z
(1)
t )λ(N(Z
(1)
t ))
a2t
· a
4
t
ξ(Z(1)t )
4
·
∑
z∈K+t ξ(z)
2
N(Z(1)t )λ(N(Z
(1)
t ))
,
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which is bounded in probability by (6.1), Proposition 3.3, Lemma 5.5 and (6.2) for α > 2, (6.3) for
α = 2. Hence we obtain
a2t
∣∣∣ 1
Σ+t
− 1
S¯t
∣∣∣ = a2t ∣∣∣(A2t + Bta2t
)− 12 − 1
S¯t
∣∣∣
= a2t
∣∣∣∣∣ ξ(Z(1)t )(N(Z(1)t )λ(N(Z(1)t )))1/2
[(
1 +
2γ
ξ(Z(1)t )
)(
1 +
Bt
Ata2t
)]− 12
− ξ(Z
(1)
t )(
N(Z(1)t )λ(N(Z
(1)
t ))
)1/2 + γ(
N(Z(1)t )λ(N(Z
(1)
t ))
)1/2
∣∣∣∣∣
≤ a2t
ξ(Z(1)t )(
N(Z(1)t )λ(N(Z
(1)
t ))
)1/2 [ c1ξ(Z(1)t )2 + c2BtAta2t
]
= c1 · at
ξ(Z(1)t )
· at(
N(Z(1)t )λ(N(Z
(1)
t ))
)1/2 + c2BtAt · ξ(Z
(1)
t )
at
· at(
N(Z(1)t )λ(N(Z
(1)
t ))
)1/2
with some positive constants c1 and c2 eventually almost surely. It remains to observe that the
expression on the right-hand side is bounded in probability by Proposition 3.3 and Lemma 5.5. 
6.1. Proof of Propositions 2.3 and 5.2. The first five properties contained in the event E1t follow
from Proposition 3.3, Lemmas 3.4 and 6.1, and the symmetry of the model, while the final property
is proven as in the proof of [8, Proposition 5.6]. The properties contained in the event E2t are a
consequence of Corollary 3.11, and Lemmas 6.1 and 6.2.
The first property contained in the event Ecrt follows from
λ(rt)
Mt
at
=
N(Z(1)t )
η(Z(1)t )
· η(Z
(1)
t )
κ(Z(1)t )
·
[Z(1)t
rt
] 2
α · at
ξ(Z(1)t )
·
(
1 +
γ
ξ(Z(1)t )
)
· λ(rt)
λ(Z(1)t )
⇒ β(X
(1))2/α
Y (1)
by Proposition 3.3, Lemma 3.8, and since η(n) ∼ βκ(n). The fourth property follows from
(λ(rt))
−1/2
Σt
=
[ η(Z(1)t )
N(Z(1)t )
]1/2
·
[κ(Z(1)t )
η(Z(1)t )
]1/2
·
[ rt
Z(1)t
]1/α
· ξ(Z
(1)
t )
at
·
(
1− γ
ξ(Z(1)t )
)
·
[λ(Z(1)t )
λ(rt)
]1/2
⇒ Y
(1)
√
β(X(1))1/α
by Proposition 3.3, Lemma 3.8, and since η(n) ∼ βκ(n). The remaining properties follow from
Lemma 6.3 together with a symmetry argument to handle the potential on −E.
7. Fluctuation theory
In this section we complete the proof of the main results by establishing Proposition 2.4 which
describes the fluctuations of the quantity Qt. We make use of the point process machinery developed
in Section 3.2 and a central limit theorem of Lindenberg type [8, Thm. B1].
7.1. Proof of Proposition 2.4. We assume throughout this proof that event Et holds, which is
valid by Proposition 2.3. We begin by establishing (2.7) and (2.8) on the asymptotic behaviour of
VarFtQt. Observe first that Qt(z), z ∈ Kt, are i.i.d. conditionally on Ft. For each t > 0, z ∈ Kt, and
n ∈ {1, 2} we have, using the substitution x = yξ(Z(1)t ),
EFtQ
n
t (z) = θ
α
t
∫ ξ(Z(1)t )
θt
[
− log
(
1− x
ξ(Z(1)t )
)]n α
xα+1
dx
=
θαt
ξ(Z(1)t )
α
∫ 1
θt/ξ(Z
(1)
t )
[− log(1− y)]n α
yα+1
dy.
Since η(rt) = o(rt) we have
θt
ξ(Z(1)t )
=
at
ξ(Z(1)t )
·

a−1t → 0 if η(n) κ(n) or η(n) ∼ βκ(n),
ft ·
[
η(rt)
rt
] 1
α−2 → 0 if η(n) κ(n) and α > 2,
exp
(
− rtη(rt)ft
)
→ 0 if η(n) κ(n) and α = 2,
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as Et holds. Using∫ 1
s
[− log(1− y)]n α
yα+1
dy ∼
∫ 1
s
α
yα+1−n
dy ∼
{
α
α−ns
n−α if α > 2 or α = 2, n = 1,
−2 log s if α = 2, n = 2,
as s→ 0 we obtain, as Et holds,
EFtQ
n
t (z) ∼

α
α− n
θnt
ξ(Z(1)t )
n
if α > 2 or α = 2, n = 1,
2
θ2t
ξ(Z(1)t )
2
log
ξ(Z(1)t )
θt
if α = 2, n = 2.
(7.1)
This implies that
VarFtQt(z) ∼

σ2θ2t
ξ(Z(1)t )
2
if α > 2,
2
θ2t
ξ(Z(1)t )
2
log
ξ(Z(1)t )
θt
if α = 2.
(7.2)
Hence, in the case α > 2, by Proposition 3.3 and Lemmas 3.8–3.10,
VarFtQt ∼ σ2
θαt |Kt|
N(Z(1)t )
· N(Z
(1)
t )
η(Z(1)t )

η(Z(1)t )
η(rt)
· a
2
t
ξ(Z(1)t )
2
· η(rt)
r
2/α
t
p→ 0 if η(n) κ(n),
η(Z(1)t )
(Z(1)t )
2/α
· (Z
(1)
t )
2/α
ξ(Z(1)t )
2
⇒ 2βσ2B2 if η(n) ∼ βκ(n),
η(Z(1)t )
η(rt)
· a
2
t
ξ(Z(1)t )
2
· f2−αt p→∞ if η(n) κ(n),
(7.3)
where we have also used the fact that |Kt| = |K+t |+ |K−t |, and p→ denotes convergence in probability.
In the case α = 2, we instead have
VarFtQt = 2
θ2t |Kt|
N(Z(1)t )
· N(Z
(1)
t )
η(Z(1)t )

η(Z(1)t ) logZ
(1)
t
Z(1)t
· Z
(1)
t
ξ(Z(1)t )
2
· log ξ(Z
(1)
t )
logZ(1)t
p→ 0 if η(n) κ(n),
η(Z(1)t ) logZ
(1)
t
Z(1)t
· Z
(1)
t
ξ(Z(1)t )
2
· log ξ(Z
(1)
t )
logZ(1)t
⇒ 2βB2 if η(n) ∼ βκ(n),
η(Z(1)t )
η(rt)
· rt
ξ(Z(1)t )
2
· 1
ft
p→∞ if η(n) κ(n),
(7.4)
where in the critical case we use the additional fact that, on the event Et,
log ξ(Z(1)t )
logZ(1)t
→ 1
2
.
This establishes (2.7) and (2.8).
To prove (2.9), observe that by construction EFtVt(z) = 0 for all z ∈ Kt and EFtV 2t = 1 almost
surely. Then by [8, Thm. B1], (2.9) would follow from the Lindenberg condition∑
z∈Kt
EFt
[
V 2t (z)1{|Vt(z)| ≥ 2ε}
]→ 0 (7.5)
in probability, for all ε > 0. It suffices now to check that this condition is fulfilled in the critical and
supercritical regimes.
To do so, remark that, according to (2.6)
Qt(z) = EFtQt(z) + Vt(z)
√
VarFtQt. (7.6)
Further, by (7.1), (7.3) and (7.4) we have by Lemma 3.10,
|EFtQt(z)|√
VarFtQt
<
C√|Kt| → 0, (7.7)
in probability, for some constant C > 0. Since Qt(z) and EFtQt(z) are both non-negative almost
surely, it follows from (7.6) and (7.7) that{|Vt(z)| ≥ 2ε} ⊆ {|Qt(z)| ≥ ε√VarFtQt}.
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eventually with overwhelming probability. Hence∑
z∈Kt
EFt
[
V 2t (z)1{|Vt(z)| ≥ 2ε}
] ≤ 1
VarFtQt
∑
z∈Kt
EFt
[(
Qt(z)− EFtQt(z)
)2
1
{|Qt(z)| ≥ ε√VarFtQt}]
=
1
VarFtQt(z)
EFt
[(
Qt(z)− EFtQt(z)
)2
1
{|Qt(z)| ≥ ε√VarFtQt}] (7.8)
for any z ∈ Kt. Denoting νεt = exp
{− ε√VarFtQt}, we have{|Qt(z)| ≥ ε√VarFtQt} = {(1− νεt )ξ(Z(1)t ) ≤ ξ(z) < ξ(Z(1)t )}. (7.9)
In the critical regime by (2.8) we have (1−νεt )ξ(Z(1)t ) > θt eventually. In the supercritical regime (2.7)
implies that νεt → 0, and hence since η(rt) rt and by Proposition 3.3 we have
(1− νεt )ξ(Z(1)t )
θt
= (1− νεt ) ·
ξ(Z(1)t )
at
·
 1ft
[
rt
η(rt)
] 1
α−2 p→∞ if α > 2,
exp
(
rt
η(rt)ft
)
p→∞ if α = 2,
and therefore also (1− νεt )ξ(Z(1)t ) > θt eventually.
We use the change of variables x = yξ(Z(1)t ) and (7.9) to compute, for n ∈ {0, 1, 2},
EFt
[
Qnt (z)1
{|Qt(z)| ≥ ε√VarFtQt}]
= θαt
∫ ξ(Z(1)t )
θt
[
− log
(
1− x
ξ(Z(1)t )
)]n
1
{|Qt(z)| ≥ ε√VarFtQt} αxα+1 dx
= θαt
∫ ξ(Z(1)t )
(1−νεt )ξ(Z(1)t )
[
− log
(
1− x
ξ(Z(1)t )
)]n α
xα+1
dx =
θαt
ξ(Z(1)t )
α
Jn(ν
ε
t ).
where, for any x ∈ [0, 1],
Jn(x) =
∫ 1
1−x
[− log(1− y)]n α
yα+1
dy.
Observe that in the critical regime Jn(ν
ε
t ) is bounded away from zero and infinity in probability
by (2.8), and in the supercritical regime Jn(ν
ε
t ) tends to zero and hence is also bounded by (2.7).
Further, recall from (7.1),
EFtQt(z) ∼

α
α− 1ξ(Z
(1)
t )
−1 → 0 if η(n) ∼ βκ(n),
α
α− 1ft
[ aα−2t
ξ(Z(1)t )
α−2 ·
η(rt)
rt
] 1
α−2 → 0 if η(n) κ(n) and α > 2,
2
at
ξ(Z(1)t )
exp
(
− rt
η(rt)ft
)
→ 0 if η(n) κ(n) and α = 2,
by Proposition 3.3. Expanding the square in (7.8) and using (7.2) we obtain that for any z ∈ Kt,
eventually with overwhelming probability∑
z∈Kt
EFt
[
V 2t (z)1{|Vt(z)| ≥ 2ε}
] ≤ 1
VarFtQt(z)
EFt
[
Q2t (z)1
{|Qt(z)| ≥ ε√VarFtQt}
+ (EFtQt(z))
21
{|Qt(z)| ≥ ε√VarFtQt}]
=
θαt ξ(Z
(1)
t )
−α
VarFtQt(z)
[J2(ν
ε
t ) + J0(ν
ε
t )o(1)]
<

2
σ2
ξ(Z(1)t )
2−α p→ 0 if η(n) ∼ βκ(n), α > 2,
2
σ2
fα−2t ·
η(rt)
rt
(
ξ(Z(1)t )
at
)2−α
p→ 0 if η(n) κ(n), α > 2,
(log ξ(Z(1)t ))
−1 p→ 0 if η(n) ∼ βκ(n), α = 2,(
log
ξ(Z(1)t )
at
+
rt
η(rt)ft
)−1
p→ 0 if η(n) κ(n), α = 2,
by Proposition 3.3, as required in (7.5).
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