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Recently, some studies linked the computational power of abstract computing systems
based on multiset rewriting to models of Petri nets and the computation power of these
nets to their topology. In turn, the computational power of these abstract computing
devices can be understood by just looking at their topology, that is, information flow.
Here we continue this line of research by introducing J languages and proving that they
can be accepted by place/transition systems whose underlying net is composed only by
join. Moreover, we study how J languages relate to other families of formal languages.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
In [1] a study on models of Petri nets linking their topological structure to the families of languages they can
accept/generate was started. In particular this study concentrated on Petri nets whose topological structure (that is, their
underlying net) was composed only by specific building blocks, that is, little nets connected to each other.
There the following question was placed and partially answered:What is the computational power of networks composed
by specific building blocks?
The answer to this question was carried on in [2,3]. As shown in [1–3] such research can help the study of the
computational power of systems based on multiset rewriting. Given S1, a formal system based on multiset rewriting, the
study of its computational power is normally done proving that it can simulated another formal system, say S2, of known
computational power. If so S2 can also simulate S1, then we can say that the two systems have equivalent computational
power. There is a newway to know the computational power of S1. This newway is based on the fact that a computing system
has a way to store information and a way to manipulate it. This other way looks at how such a system stores information
and how it manipulates it and deducts (in between other things) the computing power of S1.
As indicated in [1], despite our extensive research we did not find in the broad literature on Petri nets any trace of work
on the same lines of what we propose.
In the present paper we continue to answer the above question by introducing J languages and proving that they can
be accepted by place/transition systems (a model of Petri nets) whose underlying net is composed only by join (a kind of
building block). Moreover, we study how J languages relate to other families of formal languages and we show how these
results allow us to know the computational power of a model of P systems.
2. Basic definitions
We assume that the reader is familiar with the basic concepts of formal language theory [7], and in particular with the
topic of place/transition systems [11,12]. In this section we recall particular aspects relevant to our presentation.
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Fig. 1. Building blocks: join and fork.
We denote by N1 the set of natural numbers {1, 2, . . .}while N = N1 ∪ {0}.
Definition 1. A place/transition system (P/T system) is a tuple N= (P, T , F ,W , K , Cin), where:
(i) (P, T , F) is a net:
1. P and T are sets with P ∩ T = ∅;
2. F ⊆ (P × T ) ∪ (T × P);
3. for every t ∈ T there exist p, q ∈ P such that (p, t), (t, q) ∈ F ;
(ii) W : F → N1 is a weight function;
(iii) K : P → N1 ∪ {+∞} is a capacity function;
(iv) Cin : P → N is the initial configuration (or initial marking).
We consider P/T systems in which the weight function always returns 1 and the capacity function always returns +∞.
We introduced these functions in the previous definition for consistency with the (for us) standard definition of P/T systems
and for consistency with the definition in [1–3]. We follow the very well established notations (places are represented by
empty circles, transitions by full rectangles, tokens by bullets, etc.), concepts and terminology (configuration, input set,
output set, sequential configuration graph, etc.) relative to P/T systems [11,12].
In this paper we consider P/T systems as accepting computing devices. The definition of accepting P/T systems includes
the indication of a set Pin ⊂ P of input places, one initial place pinit ∈ P \ Pin and one final place pfin ∈ P \ Pin. The places in
P \ Pin are called work places.
An accepting P/T system N with input Cin is denoted byN(Cin) = (P, T , F ,W , K , Pin, pinit , pfin)where Cin : (Pin∪{pinit})→
N, Cin(pinit) = 1, is the initial configuration of the input places. So, in the initial configuration some input places can have
tokens and thework place pinit has one token. All the remaining places are empty in the initial configuration. A configuration
Cfin ∈ CN , the set of all reachable configurations of N, is said to be final (or dead state) if no firing is possible from Cfin.
We say that a P/T system N(Cin) = (P, T , F ,W , K , Pin, pinit , pfin)with Pin = {pin,1, . . . , pin,k}, k ∈ N1, accepts the vector
(Cin(pin,1), . . . , Cin(pin,k)) if in the sequential configuration graph of N(Cin) there is a final configuration Cfin such that:
Cfin(pfin) > 0;
there is at least one path from Cin to Cfin;
no other configuration D in the paths from Cin to Cfin is such that D(pfin) > 0.
The set of vectors accepted by N is denoted byNk(N) and it is composed by the vectors (Cin(pin,1), . . . , Cin(pin,k)) accepted
by N . The just given definition of (vector) acceptance for P/T systems is new in Petri nets. Normally, the language generated
by Petri nets is given by the concatenation of the labels of firing transitions. We discuss this point in Section 8.
As in [2] we call the nets join and fork building blocks, see Fig. 1, where the places in each building block are distinct.
Also from [2] we take:
Definition 2. Let x, y ∈ {join, fork} be building blocks and let t¯x and tˆy be the transitions present in x and y respectively.
We say that y comes after x (or x is followed by y, or x comes before y or x and y are in sequence) if t¯•x ∩ • tˆy ≠ ∅ and• t¯x ∩ • tˆy = ∅. We say that x and y are in parallel if • t¯x ∩ • tˆy ≠ ∅ and t¯•x ∩ • tˆy = ∅.
We say that a net is composed by building blocks (it is composed by x) if it can be defined by building blocks (it is defined
by x) sharing places but not transitions. So, for instance, to say that a net is composed by join means that the only building
blocks present in the net are join.
In this paperwe consider accepting P/T systems (inwhich theweight functions always returns 1 and the capacity function
always returns+∞) whose underlying net is composed by join. Moreover, if N = (P, T , F ,W , K , Pin, pinit , pfin) is such a P/T
systems, then for each t ∈ T , •t ∈ (Pin × P \ Pin) and t• ∈ P \ Pin. Informally, this means that for each transition t ∈ T
the input set is given by an input place and a work place, while the output set is a work place. We call these systems J P/T
systems.
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3. J languages and P/T systems
In this section we prove the main result of the present paper. In order to do this, we need to introduce a new family of
formal languages.
Definition 3 (J Expressions, J Language, Length of a J Expression). Let V be an alphabet, then:
ε (the empty string) is a J expression;
for each v ∈ V , v is a J expression;
if α and β are J expressions, then (α ∪ β) is a J expression (union, in this case α and β are called union terms);
if α and β are J expressions such that α, β ≠ ε but they can contain ε (that is, it can be that α = a ∪ ε), then (αβ)
(concatenation), and (α+) (positive closure) are J expressions;
if βp,j, 1 ≤ p ≤ k, 1 ≤ j ≤ m, m, k ∈ N1, are J expressions such that none of them contains the operator union
and the operator positive closure (the reason for this is explained later on), then βn11,1 . . . β
nm
1,mβ
n1
2,1 . . . β
nm
2,m . . . β
n1
k,1 . . . β
nm
k,m
(exponentiation in this case βp,j are called exponentiation terms) is a J expression where then for each 1 ≤ j ≤ m, nj ∈ N1
is a positive integer variable that can take on any positive integer value. We say that the exponentiation terms βp,j are to
the power of nj.
Alternatively, given β1, . . . , βk J expressions, β
n1
1 . . . β
nk
k is an exponentiation with n1, . . . , nk ∈ N1 where some of
n1, . . . , nk can be equal (for example, if k = 10, it can be that n1 = n4 = n7, n2 = n3 = n5 and the remaining n
are different from each other).
The language defined by a J expression α is a J language and it is denoted by L(α) (for instance, L(a ∪ ε) = {a, ε} and
L(anbnambm) = {anbnambm|n,m ≥ 1}).
If α is a J expression over the alphabet V , then the length of α is defined as the number of symbols of V ∪ {ε} present in
α. The length of a J expression is denoted by ‖α‖.
It is straightforward that the two alternative definition of exponentiations are equal. Clearly, the first definition can be
represented in terms of the second one. Conversely, the second one can be represented in terms of the first one by letting
some βp,j’s to be ε.
The reason why we call these languages J is because this letter is the initial one in join, the building block composing the
nets considered in this paper.
In writing J expressions we can omit many parentheses if we assume that positive closure and exponentiation have
precedence over concatenation or union, and that concatenation has precedence over union. So, for instance, it is possible
to write J expressions as α = ε ∪ (ab+ ∪ b)+ ∪ ap(bc)qc3apb2(cd)q.
Remark 1. Ifβ is an exponentiationwith fixed positive integer exponents, we can construct another exponentiationβ ′ such
that L(β) = L(β ′) and β ′ has fixed positive integer constants that are all 1’s.
The previous remark is clearly true: for each βk exponentiation term in β having nk as fixed positive exponent, β ′ can be
obtained by concatenating nk times βk. So, for instance, if β = ap(bc)qc3apb2(cd)q, then β ′ = ap(bc)qcccapbb(cd)q.
The elements of V present in a J expression α over V are considered numbered from left to right and are denoted by
αi, 1 ≤ i ≤ ‖α‖ andwe say that in α the symbol αi is in position i. In the previous example α1 = ε, α2 = a, α3 = b and so on.
Definition 4. Given a J expression α we define the encoding of α as encα : N‖α‖+1 → V ∗ such that:
if x‖α‖+1 = 0, then encα(x1, . . . , x‖α‖+1) = αx11 . . . αx‖α‖‖α‖ ;
if x‖α‖+1 ≠ 0, then encα(x1, . . . , x‖α‖+1) is undefined.
If Σ is a set, then |Σ | denotes the cardinality of Σ , that is the number of elements in Σ . The following follows from
Definition 3:
Lemma 1. Let β be an exponentiation term. Then:
if ε ∈ L(β), then L(β) = {ε};
if |L(β)| > 1, then ε ∉ L(β).
The proof of the following lemma is rather long but not particularly difficult. The basic idea is to have a J P/T system in
which input places are associated to the J expression defining the language accepted by the J P/T system, work places are
associated with the possible union, concatenations, positive closure and exponentiations of the J language. The J P/T system
repeatedly ‘‘consumes’’ (accepts) one token per time from the input places and passes one token from a work place to an-
other. The J P/T system is non-deterministic (because it ‘‘guesses’’ towhat part of the J expression a token can bematched to).
We prefer to give a unique long proof (instead of splitting it into smaller proofs) because several parts of the proof
(concatenation, related to union, positive closure and exponentiation) are interconnected.
Lemma 2. Every J language is accepted by a J P/T system.
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Proof. Given a J language L(α) defined by the J expressionα over an alphabet V we construct a non-deterministic P/T system
that can accept a vector (Cin(pin,1), . . . , Cin(pin,k)) only if encα(Cin(pin,1), . . . , Cin(pin,k)) is a word defined by α. Let w be a
word over V , if w ∉ L(α), then the P/T system halts with no token in its final place; if w ∈ L(α), then the P/T system can
halt with a token in its final place.
Let V = {v1, . . . , vn} be an alphabet and α = α1 . . . ατ (‖α‖ = τ ) a J expression over V defining the J language L(α).
The P/T system has input places named pε,j, pvi,j, 1 ≤ i ≤ n, 1 ≤ j ≤ τ + 1. It has work places named
sj, s+j , s
exp
j , 1 ≤ j ≤ τ , sτ+1 (where s1 is the initial place and sτ+1 is the final place), sz .
The transitions are introduced in the following:
concatenation: tl, 1 ≤ l ≤ τ , are transitions with •tl = {sl, pαl,l} and t•l = {sl+1} (the following items ii and v indicate
exceptions to these transitions).
Informally: these transitions allow the P/T system to check if all the symbols present in α are also present
in the input word. The exceptions to these checks are when unions or exponentiations are present in α;
union: for every β1, . . . , βr J expressions such that β1 ∪ · · · ∪ βr is present in α, there are transitions:
(i) t(1)j , 1 ≤ j ≤ r,with •t(1)j = {sk, pαl,l}, with 1 ≤ l ≤ τ , αl is the first symbol in βj, sk is the first symbol
of β1, and:
if ‖βj‖ = 1 and βj = β+j , kth positive closure of α (1 ≤ k ≤ ‖α‖+), then t(1)j
• = {sl}.
Informally: if a union term is a positive closure of only one symbol, then it is possible to check it
again;
otherwise, if ‖βj‖ = 1 and βj = βnj exponentiation term of the kth exponentiation of α (1 ≤ k ≤
‖α‖exp), then t(1)j
• = {sg}, g being the position in α of the first symbol of the next exponentiation
term to the power n in the same exponentiation.
Informally: if a union term is the first exponentiation term having only one symbol, then it is
possible to check the first symbol of the next exponentiation term to the power n of the same
exponentiation;
otherwise, if ‖βj‖ = 1, then t(1)j
• = {sg}, g being the position in α of the symbol after the union. If
there is no symbol after the union, then g = τ + 1.
Informally: if the union term has only one symbol, then it is possible to check that after the union.
If there is no symbol after the union, then a token is put in the final place;
otherwise t(1)j
• = {sg}, g being the position in α of the second symbol in βj.
Informally: if the union term has more than one symbol, then it is possible to check the second
symbol of the same union term;
Informally: all these transitions allow the P/T system to jump to check the remaining symbols of a
union term when the first symbol of this union term is present;
(ii) t(2)j , 1 ≤ j ≤ r,with •t(2)j = {sl, pαl,l}, 1 ≤ l ≤ τ , αl last symbol in βj, t(2)j
• = {sg}, g being the position
in α of the first symbol after the union. If there is no symbol after the union, then g = τ + 1. The
transition tl from concatenation is not present.
Informally: when the last symbol of an element of a union term has been checked, then the P/T system
goes to check the symbol present after the last symbol of the last union term (and not the first symbol
of the next union term). If, for instance, α = (ab ∪ cd)e and the b was there, then the P/T system can
check the e (and not the c);
positive closure: for every J expression β such that β+ is present in α, there are transitions:
(iii) t(3)l , 1 ≤ l ≤ τ , αl being the last symbol in β with •t(3)l = {sl, pαl,l} and t(3)l
• = {s+l }.
Informally: when the last symbol of β is checked the P/T system can put a token into s+l the work place
associated with that specific positive closure. The transitions given under concatenation allow the P/T
system to check the symbol coming after β;
(iv) t+l , 1 ≤ l ≤ τ , αl being the last symbol in β , with •t+l = {s+l , pαr ,r}, 1 ≤ r ≤ τ , αr being the first
symbol in β and:
if ‖β‖ > 1, then t+l • = {sg}, g being the position in α of the second symbol of β;
if ‖β‖ = 1, then t+l • = {s+l }.
Informally: when a token is present in s+l the P/T system checks once more the presence of the
elements of the positive closure.
exponentiation: for every β=βn11,1 . . . βnm1,mβn12,1 . . . βnm2,m . . . βn1k,1 . . . βnmk,m J expression in α such that: βp,j, 1 ≤ p ≤ k, 1 ≤ j ≤
m, k,m ∈ N1, are J expressions different than union and positive closure. There are transitions:
(v) t(4)l , 1 ≤ l ≤ τ , and αl is the last symbol of βp,j, 1 ≤ p ≤ k− 1, 1 ≤ j ≤ m,with •t(4)l = {sl, pαl,l} and
t(4)l
• = {sg}, g being the position in α of the first symbol of βp+1,j. The transition tl from concatenation
is not present.
Informally: these transitions allow the P/T system to check the presence of the first symbol of βp+1,j
(and not the first symbol of βp,j+1) when the last symbol of βp,j was there. If, for instance, α =
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(ab)n1cn2(de)n1(fg)n2 , then β1,1 = ab, β1,2 = c, β2,1 = de, β2,2 = fg and during the check a b was
there, then the P/T system checks the d (and not the c); if a c was there, then the P/T system checks the
f (and not the d);
(vi) t(5)l , αl being the last symbol of βk,j, 1 ≤ j ≤ m,with •t(5)l = {sl, pαl,l} and t(5)l
• = {sexpl }.
Informally: when the last symbol of the last exponentiation term to the power of nj has been checked,
then the P/T system can put a token into sexpl ;
(vii) texpl , 1 ≤ l ≤ τ , αl being the last symbol of βk,j, 1 ≤ j ≤ m, with •texpl = {sexpl , pαr ,r}, αr being the first
symbol of β1,j and:
if ‖β‖ > 1, then texpl • = {sh}, h being the position in α of the second symbol of β1,j;
if ‖β‖ = 1, then texpl • = {sg}, g being the position in α of the first symbol of β2,j.
Informally: when a token is present in sexpl the P/T system can check once more the presence of the
exponentiation terms to the power of nj. That is, it checks the presence of the first symbol of β1,j;
(viii) t(6)l , αl being the last symbol of βk,j, 1 ≤ j ≤ m,with •t(6)l = •t(5)l , t(6)l
• = {sg}where g is the position
in α of the first symbol of β1,j+1 (or the first symbol after the exponentiation) and th from concatenation
is not there (where h is the position in α of the last symbol of βk,j);
Informally: the cycle checking the exponentiation terms to the power of nj can be interruptedwhen the
last symbol of βk,j has been checked. When this happens the first symbol of β1,j+1 is checked (and not
what comes after the last symbol of βk,j). In the previous example if an ewas there, then the P/T system
can check the c (and not the f );
extra: tvi,j with
•tvi,j = {sτ+1, pvi,j}, t•vi,j = {sz} for each 1 ≤ i ≤ n, 1 ≤ j ≤ τ + 1.
Informally: if when sτ+1 (final place) has a token any of the input places contain at least one token, then the
P/T system removes the token from the final place.
All these transitions belong to join. An example of the construction of such a P/T system is given in Section 4.1.
The P/T system is such that the firing of every transition removes one token from an input place and one token from
a work place and puts one token in a work place. This means that the number of tokens in the work places is constant
(invariant) and equal to 1 for all the computations of the P/T system.
The initial configuration of the P/T system has always one token in s1. Additionally, several tokens can be present in the
input places.
The P/T system is such that if Cin(pw1,j1) = k1 . . . Cin(pwt ,jt ) = kt , wi ∈ V ∪ {ε}, 1 ≤ j ≤ τ , 1 ≤ i ≤ t, t ∈ N1, then the
P/T system halts with a token in sτ+1 if and only ifw
k1
1 . . . w
kt
t belongs to L(α).
The P/T system works in the following way: most of the firing of transitions checks if the tokens present in the input
places can be matched with the symbols in the J expression α defining the language L(α). If the firing occurs, then such
matching is present, if not the P/T system will never have a token in its final place sτ+1.
The possible checking firing sequences of the P/T system are:
concatenation: for each β = β1 . . . β‖β‖, β1, . . . , β‖β‖ ∈ V ∪ {ε} J expression present in α, the firing sequence checking
if β1, . . . , β‖β‖ are consecutive symbols in the input word is possible;
union: for each β1 ∪ · · · ∪ βr J expression present in α, β1, . . . , βr , being J expressions, the firing sequences
checking if any of the βi, 1 ≤ i ≤ r, is present in the input word are possible;
positive closure: for each β+ J expression present in α, the firing sequence checking if any consecutive repetition of β is
present in the input word is possible;
exponentiation: for each β = βn11,1βn21,2 . . . βnm1,mβn12,1βn22,2 . . . βnm2,m . . . βn1k,1βn2k,2 . . . βnmk,m J expression present in α such that
βp,j, 1 ≤ p ≤ k, 1 ≤ j ≤ m, k,m ∈ N1, are J expressions different from union and positive closure, the
firing checking that all the βp,j exponentiation terms are present nj times is possible.
It can happen that after any of these checking firing sequences the P/T system reaches a configuration having a token in
sτ+1. When this happens another (last) firing can take place only if any of the input places has a token.
If this happens, then the token from sτ+1 is removed.
It is important to notice that in any configuration of a J P/T system only one (any one) work place contains just one token.
In order to complete this proof we have to prove that if the P/T system has an initial configuration such that Cin(pw1,j1) =
k1, . . . , Cin(pwt ,jt ) = kt , wi ∈ V ∪ {ε}, 1 ≤ j ≤ τ , 1 ≤ i ≤ t, t ∈ N1 andwk11 . . . wktt does not belong to L(α), then the P/T
system will halt with no token in sτ+1.
We start noticing that if in the initial configuration of the P/T system there are tokens in pv,j and pv′,j, v, v′ ∈ V∪{ε}, v ≠
v′, 1 ≤ j ≤ τ + 1, then the last configuration of the P/T system sees no token in sτ+1. This is because, considering how the
P/T system has been defined, there are no two transitions t and t ′ different from extra such that {pv,j} ∈ •t and {pv′,j} ∈ •t ′.
So, the P/T system can halt in a configuration with a token in sτ+1 only if in its initial configuration there are no two places
pv,j and pv′,j with at least one token each.
By contradiction, let us assume that the P/T system has an initial configuration such that Cin(pw1,j1) = k1, . . . , Cin(pwt ,jt )
= kt , wi ∈ V ∪ {ε}, 1 ≤ j ≤ τ , 1 ≤ i ≤ t, t ∈ N1, that wk11 . . . wktt does not belong to L(α) and that the P/T system halts
with a token in sτ+1. This means that from the initial configuration there is a firing sequence (following the concatenations,
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Fig. 2. Partially depicted net underlying the P/T system defined in Section 4.1.
unions, positive closures and exponentiations present in α) having as last configuration one in which sτ+1 has a token. But
this implies thatwk11 . . . w
kt
t belongs to α. A contradiction. 
In Section 4 we present some examples related to this lemma.
Before presenting the next results we explain why exponentiation terms have to be different from union and positive
closure. Let β = βn11 βn22 βn13 βn24 be an exponentiation with βn11 , βn22 , βn13 , βn24 exponentiation terms. There is no meaning in
having (for instance) β1 = α+, where α is a J expression, as βn11 = α+n1 = α+. So, β = α+βn22 βn13 βn24 is the concatenation of
α+ to an exponentiation. A similar argument holds if an exponentiation term contains a positive closure, that is, for instance,
β = αγ+ where α and γ are J expressions.
The reason why exponentiation terms cannot be union depends on the fact that J P/T systems do not have memory. Let
β be defined as above, let n2 > 1 and let (for example) β2 = α1 ∪ α2, where α1 and α2 are J expressions. This means that
β = βn11 (α1 ∪ α2)n2βn13 βn24 . Let us assume that in the initial configuration of the J P/T system accepting β there are some
tokens in the input places associated to α1 and to α2. We know from Lemma 2 that the check of the presence of symbols in
β2 and β4 is done in passages: first checking the occurrence of symbols in β2, then the one in β4, then (second passage) the
one in β2 again, and so on. It can be that (as the J P/T system does not have memory) in the first passage tokens related to
α1 are checked, while in the second passage tokens related to α2 are checked. This would not be a desired behaviour.
Here we present a concept that we need in the following:
Definition 5 (Cycle, Length of a Cycle). Let N be a J P/T system. We say that N contains cycles if and only if some firing
sequences of N are of the kind αβnγ ∈ T ∗, where T is the set of transitions of N and n > 1. A cycle is a cyclic path in
the net underlying N having β as sequential transitions in a firing sequence.
We denote cycles with the sequence of pairs of places and transitions belonging to it. The length of a cycle is the number
of transitions present in it.
In Fig. 2 a cycle of length 2 is (s+1 , pa,2)t
+
1 (s3, pa,3)t
(3)
3 .
Here is the converse of the previous lemma:
Lemma 3. J P/T systems can accept J languages.
Proof. We only provide a sketch of the proof, a detailed proof would be tedious. It is very important to recall that:
the underlying topological structure of J P/T systems is composed by join and that for each transition the input set is given
by an input place and a work place;
the initial configuration sees tokens in input places and in only one work place (the initial place).
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Let N be a J P/T system and let its input places be associated to symbols in an alphabet V . If N contains no cycle, then
N accepts concatenations of symbols and unions of symbols and their concatenation. If instead N contains cycles, then this
means that concatenations of symbols can be repeatedly checked. This means that N can accept the positive closure of
symbols, concatenations and their union.
Nowwe prove that N can accept exponentiations. Let us assume thatN accepts β+1 β
+
2 with β1 = β1,1β1,2 . . . β1,k1 , β2 =
β2,1β2,2 . . . β2,k2 , β1,i, β2,j ∈ V+, 1 ≤ i ≤ k1, 1 ≤ j ≤ k2. In order to simplify the proof we assume that k1 = k2. With
slight modifications the result holds also if k1 ≠ k2.
It is possible to define another J P/T system N ′ accepting βn11,1β
n2
1,2 . . . β
nk1
1,k1
β
n1
2,1β
n2
2,2 . . . β
nk1
2,k1
. The system N ′ is very similar
to N . It is made such that when the last symbol of β1,1 is checked, then the first symbols of β2,1 is checked. When the last
symbol of β2,1 is checked, then the system can either check the first symbol of β1,1 or the first symbol of β1,2 and so on.
Informally: for J P/T systems exponentiation is a shuffling of concatenations.
Now we prove that nothing else can be accepted by J P/T systems. By contradiction, let us assume that there is a set of
vectors accepted by a J P/T system having Pin as set of initial places such that it cannot be represented by a J expression over
Pin. Clearly, the set of vectors has to have an infinite number of elements. If not, then a J expression given by the union of the
concatenations of the different elements in each of the finite number of vectors would represent this set.
As the number of places and transitions is finite, the number of cycles in the J P/T system is finite, too. Depending on
the number and the length of the cycles present in the J P/T system, there is a finite set of accepted initial configurations
(called border configuration) such that for each of them there are vectors (called added vectors) such that the (vector) sum of
one border configuration to anymultiple of any of its added vector leads to an accepted initial configuration. Informally, the
acceptance of any border configuration needs some cycles to be traversed. Given a border configuration, its added vectors
allow these cycles to be traversed other times. But then, there is a J expression that can represent the set of vectors accepted
by the J P/T system. This J expression is given by the union of J expressions representing border configurations where each
place is concatenated with the respective place in the added vectors to the power of an integer variable. A contradiction.
For instance, let Pin = {p1, p2}, (4, 6) be a border configuration, and let (2, 0) and (1, 3) be added vectors for the border
configuration. The J expression is then: p41(p1p1)
k1p62 ∪ p41pk21 p62(p2p2p2)k3 where k1, k2, k3 ∈ N1 are integer variables. 
From the previous two lemmas we have:
Theorem 1. J P/T systems can only accept J languages.
4. Examples related to Lemma 2
In this section we describe the J P/T system having a finite number of places and transitions and whose underlying net
is composed only by join accepting the J language defined by the J expression α = ε ∪ (aa)+ ∪ anbban for n ∈ N1. This is a
rather simple J expression, anyhow we will see that the P/T system accepting L(α) (partially depicted in Fig. 2) is complex.
4.1. Creation of the P/T system
We consider the alphabet V = {a, b} and the J expression α = ε ∪ (aa)+ ∪ anbban, so we have ‖α‖ = 7 = τ , ‖α‖+ =
1, ‖α‖exp = 1. The input places of the P/T system are: pε,j, pa,j and pb,j, 1 ≤ j ≤ 8 = τ + 1; the work places are: s1, . . . , s8
(where s1 is the initial place and s8 is the final place), sz, s+1 and s
exp
1 .
The transitions are introduced in the following:
concatenation:
t1 is not present, t
(1)
1 and t
(2)
2 are present instead;
t2 is present with •t2 = {s2, pa,2} and t•2 = {s3};
t3 is not present, t
(2)
2 is present instead;
t4 is not present, t
(4)
4 is present instead;
t5 is present with •t5 = {s5, pb,5} and t•5 = {s6};
t6 is not present, t
(6)
6 is present instead;
t7 is not present t
exp
7 is present instead;
union:
t(1)1 is present with
•t(1)1 = {s1, pε,1} and t(1)1
• = {s8};
t(1)2 is present with
•t(1)2 = {s1, pa,2} and t(1)2
• = {s3};
t(1)4 is present with
•t(1)4 = {s1, pa,4} and t(1)4
• = {s7};
t(2)2 is present with
•t(2)2 = {s3, pa,3} and t(2)2
• = {s8};
positive closure:
t(3)3 is present with
•t(3)3 = {s3, pa,3} and t(3)3
• = {s+3 };
t+3 is present with •t
+
3 = {s+3 , pa,2} and t+3 • = {s3};
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exponentiation:
t(4)4 is present with
•t(4)4 = {s4, pa,4} and t(4)4
• = {s7};
t(5)7 is present with
•t(5)7 = {s7, pa,7} and t(5)7
• = {sexp7 };
texp7 is present with
•texp7 = {sexp7 , pa,4} and texp7 • = {s7};
t(6)7 is present with
•t(6)7 = {s7, pa,7} and t(6)7
• = {s5};
t(6)6 is present with
•t(6)6 = {s6, pb,6} and t(6)6
• = {s8};
extra:
ta,j are present with •ta,j = {s8, pa,j}, t•a,j = {sz} and tb,j are present with •tb,j = {s8, pb,j}, t•b,j = {sz}, 1 ≤
j ≤ 8.
The just described P/T system is partially depicted in Fig. 2. All the work places and only the input places
pε,1, pa,2, pa,3, pa,4, pb,5, pb,6 and pa,7 are depicted; all transitions except the ones related to extra are depicted, too.
4.2. Initial configurations and firing sequences
Here we consider five initial configurations and describe some of the firing sequences for each of these configurations.
We recall that, as the P/T system is non-deterministic, for each initial configuration the system can havemore than one firing
sequence.
(First case) There is one token in s1, two tokens in pa,2 and two tokens in pa,3. One firing sequence associated to this initial
configuration is t2t
(3)
3 t
+
3 t
(2)
2 .
The firing of t(2)2 : let a token to be put in s8, final state of the P/T system, and no other firing occurs. In this way the word
is accepted reflecting the fact that a4 ∈ L(α).
Another firing sequence associated to this initial configuration is t(1)2 t
(2)
2 . The firing of one extra transition (not depicted
in Fig. 2) let a token to be put in sz . The word is not accepted.
(Second case) There is one token in s1, two tokens in pa,4 and one token in pb,5.
The only possible firing sequence associated to this initial configuration is t(1)4 . The input vector is not accepted and there
is no other firing sequence accepting the initial configuration. This reflects the fact that a2b ∉ L(α).
(Third case) There is one token in s1, two tokens in pa,4, one token in pb,5 and two tokens in pa,7.
The only firing sequences associated to the initial configuration are: t(1)4 t
(5)
7 t
exp
7 t
(6)
7 t5, t
(1)
4 t
(6)
7 t5 and t
(1)
4 t
(5)
7 t
exp
7 t
(5)
7 . In all
cases the input vector is not accepted as no token reaches s8. This reflects the fact that a2ba2 ∉ L(α).
(Fourth case) There is one token in s1, two tokens in pa,4, one token in pb,5, one token in pb,6 and two tokens in pa,7. The
only firing sequence accepting the initial configuration is t(1)4 t
(5)
7 t
exp
7 t
(6)
7 t5t
(6)
6 . This reflects the fact that a
2bba2 ∈ L(α). There
are other firing sequences not accepting the input.
(Fifth case) There is one token in s1, one token in pε,1, one token in pa,2 and one token in pa,3. Two firing sequences
associated to this initial configuration are t(1)1 and t
(1)
2 t
(2)
2 . In both cases the subsequent firing of an extra transition (not
depicted in Fig. 2) let the system not to accept the input.
5. Semilinearity of J languages
In this section, we show that the Parikh map of J languages is semilinear. We also prove a ‘‘converse’’ (this is made more
precise at page 3913) of this result.
Let N be the set of non-negative integers and n be a positive integer. A subset S of Nn is a linear set if there exist vectors
v0, v1, . . . , vt in Nn such that
S = {v | v = v0 + i1v1 + · · · + itvt , ij ∈ N}.
The vectors v0 (referred to as the constant vector) and v1, v2, . . . , vt (referred to as the periods) are called the generators of
the linear set S. The set S ⊆ Nn is semilinear if it is a finite union of linear sets.
The empty set is a trivial (semi)linear set, where the set of generators is empty. Every finite subset of Nn is semilinear—it
is a finite union of linear sets whose generators are constant vectors. It is also clear that the semilinear sets are closed under
(finite) union.
LetΣ = {a1, a2, . . . , an} be an alphabet. For each wordw inΣ∗, define the Parikh map ofw to be
ψ(w) = (|w|a1 , |w|a2 , . . . , |w|an)
where |w|ai denotes the number of occurrences of symbol ai in w. For a language L ⊆ Σ∗, the Parikh map of L is
ψ(L) = {ψ(w) | w ∈ L}. The language L is semilinear if ψ(L) is a semilinear set.
There is a simple automata characterization of semilinear sets. LetM be a non-deterministic finite automatonwithout an
input tape, butwith n counters (for some n ≥ 1). The computation ofM startswith all the counters zero and the automaton in
the start state. An atomic move ofM consists of incrementing at most one counter by 1 and changing the state (decrements
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are not allowed). An n-tuple v = (i1, . . . , in) ∈ Nn is generated byM ifM , when started from its initial configuration, halts
with v as the contents of the counters. The set of all n-tuples generated byM is denoted by G(M). We call this automaton a
finite-state generator.
The following result was shown in [6]:
Theorem 2. Let n ≥ 1. A subset S ⊆ Nn is semilinear if and only if it can be generated by a finite-state generator with n counters.
Theorem 3. The Parikh map of every language denoted by a J expression is semilinear.
Proof. The proof is an induction on the form of the J expression. Let α be a J expression and L(α) be the language it denotes.
Basis. If α = ε, then L(α) = {ε}, and ψ(L) = {(0, .., , 0)} is semilinear.
Induction hypothesis. If α = ai, where ai ∈ Σ , then L(α) = {ai}, and ψ(L) = {(0, .., , 0, 1, 0, . . . , 0)} (where 1 is in the ith
coordinate) is semilinear.
Inductive step. Suppose α1 and α2 are J expressions denoting languages whose Parikh maps are semilinear sets
generated by finite-state generatorsM1 andM2, respectively.
1. (Union). The language denoted by the J expression α1 ∪ α2 has a semilinear Parikh map, since
semilinear sets are closed under union. (Also, it can be generated by a finite-state generator M
that non-deterministically simulatesM1 orM2.)
2. (Concatenation). Construct a finite-state generator M which simulates M1 and when M1 halts, M
then simulatesM2. It follows thatM generates the semilinear set for the concatenation.
3. (Positive closure). Construct from M1 a finite-state generator M which simulates halting
computations of M1 a non-deterministic number of times, r > 0. Then M will generate the
semilinear set for α+1
4. (Exponentiation). The idea is similar to concatenation and positive closure. We illustrate the
construction by an example.
Let α1, α2, β1, β2, γ1, γ2 be J expressions different from union and positive closure. Let
A1, A2, B1, B2, C1, C2 be the finite-state generators for the semilinear sets of these expressions.
Consider the J expression (obtained by exponentiation) E = αr1αs2βr1βs2γ r1 γ s2 . We show that the
Parikh map of the language denoted by E is semilinear. Assume that these J expressions are
non-null (i.e, none is equal to ε, but they may contain the null string). Clearly, the Parikh map
of the language denoted by E is the same as the Parikh map of the language denoted by E ′ =
αr1β
r
1γ
r
1α
s
2β
s
2γ
s
3 , which is the same as that of E
′′ = (α1β1γ1)r(α1β1γ1)s, although E ′ and E ′′ need
not be J expressions. We show that the Parikh map of E ′′ is semilinear.
Construct a finite-state generatorM which operates as follows:M simulates a halting computation
of A1, then that of B1, then that of C1. It iterates this process a non-deterministic number of times,
r > 0. We denote this process by (A1B1C1)+. Then M executes (A2B2C2)+. Clearly, an n-tuple of
numbers is generated in the counters ofM if and only if the n-tuple is in the semilinear set for E ′′.
Suppose some of the J expressions are null, i.e, ε, e.g., suppose β1 = ε. Then E = αr1αs2βs2γ r1 γ s2 . In
this case,M executes (A1C1)+ followed by (A2B2C2)+. 
We will show a ‘‘converse’’ of Theorem 3. A linear set is tail-free if in the generators v0, v1, . . . , vt the constant vector
v0 = (0, . . . , 0).
Definition 6. Let S ⊆ Nn be a tail-free linear set andΣ = {a1, . . . , an}. Define the language LS = {as11 as22 ...asnn | (s1, . . . , sn)∈ S}.
Theorem 4. If S is a tail-free semilinear set, then LS is a J language.
Proof. Let S ⊆ Nn with generators v1, . . . , vt . For notational convenience, we illustrate the construction only for n = 3 and
t = 2. The technique works for any n, t ≥ 1. Let vi = (ki1, ki2, ki3) for 1 ≤ i ≤ 3. Define the following J expressions obtained
by exponentiation:
1. E1 = (ak11)r(ak12)s(ak13)t(bk11)r(bk12)s(bk13)t
2. E2 which is derived from E1 by deleting the segment with exponent r .
3. E3 which is derived from E1 by deleting the segment with exponent s.
4. E4 which is derived from E1 by deleting the segment with exponent t .
5. E5 which is derived from E1 by deleting the segments with exponents r and s.
6. E6 which is derived from E1 by deleting the segments with exponents r and t .
7. E7 which is derived from E1 by deleting the segments with exponents s and t .
Because exponentiation in J expression requires the exponents to be positive, we add expressions E2, . . . , E7 to handle
the cases when one or more exponents (but not all) are zero. The J expression corresponding to the linear set S is then
E = E1 ∪ E2 ∪ E3 ∪ E4 ∪ E5 ∪ E6 ∪ E7 ∪ ε
We added ε to take care of the case when r = s = t = 0. 
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Now let S be a linear set with generators v0, v1, . . . , vt , and v0 = (j1, . . . , jn). (Note that v0 need not be (0, . . . , 0).) Let
S − v0 denote the tail-free linear set with generators v1, . . . , vt (i.e., without the constant vector v0). Let Fv0 = {aj11 ...ajnn }
(i.e., a singleton language), and LS = Fv0L(S−v0) (where L(S−v0) is as in the set in Definition 6). Clearly ψ(LS) = S. Note that
because exponentiation in J expressions requires the exponents to be positive, the form of the J language for a linear set that
is not tail-free is slightly different (it has a tail string).
From Theorem 4 and the fact that J languages are closed under concatenation (see Definition 3), we have:
Corollary 1. If S is a linear set, then LS is a J language.
We allow for the possibility for t = 0, so the linear set is a singleton S = {(j1, . . . , jn)}, in which case, the corresponding
language is just Fv0 , which is trivially a J language.
Since a semilinear set is a union of linear sets and since J languages are closed under union (see Definition 3), we have:
Corollary 2. Let S be a semilinear set. There is a semilinear language L which is a union of languages of the form LS (as defined
above) such that ψ(L) = S.
6. Complexity of J languages
Here,we briefly discuss the (TM) space complexity of J languages.Wewill show that every J language can be accepted by a
non-deterministic Turingmachine (NTM)with a one-way read-only input and a log n space-bounded read–writework-tape.
Actually, what we show is that the language can be accepted by a one-way non-deterministic finite automaton augmented
with a finite number of counters. In each computing step each counter can be incremented/decremented by 1 and tested
for zero. The counters start with zero value, and we assume (without loss of generality) that the machine accepts when in
the final state and when all counters store zero. During the computation, the (non-negative) integer value in each counter
never exceeds the length of the one-way read-only input. We call this machine a linear-space multicounter machine, or
simply, LCM. Clearly, an LCM can be simulated by a one-way log n space-bounded NTM, since the values in the counters can
be stored and managed on a log n read–write work-tape.
Theorem 5. Every J language can be accepted by an LCM.
Proof. The proof is an induction on the form of the J expression. Clearly, if α = ε or α = ai, where ai ∈ Σ , L(α) can be
accepted by an LCM (even without using the counters, i.e., they remain at zero value). Let α1 and α2 be J expressions whose
associated languages L1 and L2 are accepted by LCMsM1 andM2, respectively. It is easy to construct LCMs to accept L1 ∪ L2,
L1L2, and L+1 . For example, L1L2 can be accepted by an LCMM that processes the one-way input string by simulatingM1 on
the first part of the input. WhenM1 accepts,M simulatesM2.
We now look at exponentiation. We illustrate the construction by an example. Let α1, α2, β1, β2, γ1, γ2 be J expressions
different from union and positive closure. Let A1, A2, B1, B2, C1, C2 be the LCMs accepting the languages denoted by these
expressions.
Consider the J expression (obtained by exponentiation) E = αr1αs2βr1βs2γ r1 γ s2 . We show that the language denoted by E
can be accepted by an LCM. Assume that these J expressions are non-null (i.e, none is equal to ε, but they may contain the
null string).
M will simulate the computations of A1, A2, B1, B2, C1, C2 in the following way.M uses four new counters, d1, d′1, d2, d
′
2.
M reads the (one-way) input and simulates accepting computations of A1 r ≥ 1 times, where r is non-deterministically
chosen. Each time it simulates an accepting computation, it increments counters d1 and d′1 by 1. After simulating r times,M
simulates s ≥ 1 accepting computations of A2. Again s is chosen non-deterministically and recorded in counters d2 and d′2.
Then M simulates r accepting computations of B1, using counter d1 (it decrements this counter by 1 after every accepting
simulation). M continues by simulating s accepting computations of B2, using counter d2. Finally, M simulates r accepting
computations of C1 using counter d′1 followed by the simulation of s accepting computations of C2 using counter d
′
2. It is
easily verified that L(E) is accepted byM . Moreover,M ’s counters are linearly bounded. 
Corollary 3. Every J language can be accepted by a one-way log n space-bounded NTM.
It is well known and, actually easily shown, that L = {x#xR | x ∈ {0, 1}+} (R denotes reverse) cannot be accepted by a one-
way log n space-bounded NTM, hence, cannot be accepted by an LCM. (For an input x#xR of length 2n+ 1, a one-way NTM
with log n space can only differentiate a linear number of strings of x’s before the symbol #. But there are 2n different x’s.)
Corollary 4. There are context-free languages that are not J languages.
7. A grammatical characterization of J languages
In this section, we provide a grammatical characterization of J languages. The grammar is an extension of the right-linear
simple matrix grammar studied in [8].
LetΣ be the set of terminal symbols. The non-terminal symbols are partitioned into two disjoint sets,Q andR. There is
a unique start non-terminal S0 ∈ Q from which all derivations start. The rules are of two types:
Basic rules:
1. S → w, where w ∈ Σ ∪ {ε} and S ∈ Q does not appear on the RHS of any basic rule, but can appear in a matrix rule 6
below.
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2. S → S1|S2, where S, S1, S2 are distinct non-terminals in Q, and S does not appear on the RHS of any basic rule, but can
appear in a matrix rule 6 below.
3. S → S1S2, where S, S1, Sk are distinct non-terminals in Q, and S does not appear on the RHS of any basic rule, but can
appear in a matrix rule 6 below.
4. S → SS, where S ∈ Q does not appear on the RHS of any basic rule (except in this rule), but can appear in a matrix rule
6 below.
5. S → (A11A12...A1m, . . . , Ak1Ak2...Akm), wherem ≥ 1, k ≥ 1, each Aij is a non-terminal inR and S ∈ Q can appear on the
RHS of basic rules 2, 3, 4, but cannot appear in a matrix rule 6 below.
Right-linear simple matrix rules:
6. [A1 → S1A1, . . . , Ak → SkAk], where k ≥ 1, each Ai a non-terminal inR, and each Si ∈ Q (subject to the restriction in
rule 5 above).
Restriction 1:We require that if [A1 → S1A1, . . . , Ak → SkAk] and [A1 → S ′1A1, . . . , Ak → S ′kAk] are both matrix rules,
then Si = S ′i for 1 ≤ i ≤ k. Thus, the RHS is unique for the given Ai’s on the LHS.
7. [A1 → ε, . . . , Ak → ε], where k ≥ 1, each Ai a non-terminal inR.
Restriction 2: This rule can only be applied after rule 6 has been applied at least once. That is, this rule cannot be applied
directly after rule 5.
The derivation of a stringw ∈ Σ∗ in the language starts from the non-terminal S0. If at some point during the derivation,
an intermediate string is reached that contains a non-terminal S for which a rule of form 5 is applied, this S will be replaced
by an n-tuple (A11A12...A1m, . . . , Ak1Ak2...Akm). Next, a rule of form 6 is applied in parallel, i.e., application of the rule rewrites
the leftmost non-terminal of each of the k coordinates. Application of rule 6 is done r > 0 times, where r is chosen non-
deterministically; afterwhich rule 7 is applied. The process is repeated for the next leftmost non-terminal of each coordinate.
At the end, when all k coordinates are non-null strings in Q+, we ‘‘merge’’ the k components into a single string. Then the
derivation continues untilw is reached.
Theorem 6. The languages generated by ERLSMGs are exactly the J languages, which allow union and positive closure in
exponentiation.
Proof. First we show that every J language can be generated by an ERLSMG. We do this by induction.
1. To generate {ε}, the grammar has one rule S → ε.
2. To generate {a}, the grammar has one rule S → a.
3. Suppose S1 and S2 are start non-terminals for grammars G1 and G2 generating languages L1 and L2. Assume that the
non-terminals in the grammars are disjoint. Let S and S ′ be new symbols. Then
(a) The grammar for L1 ∪ L2 consists of the rules in G1 and G2 and a new rule S → S1 | S2, with S the new start symbol.
(b) The grammar for L1L2 consists of the rules in G1 and G2 and a new rule S ′ → S1S2, with S ′ is the new start symbol.
4. Suppose S is the start non-terminal for grammar G generating language L. Let S ′ be a new start non-terminal. Then the
grammar for L+ consists of the rules in G and two new rules S ′ → S ′S ′ and S ′ → S.
5. (Exponentiation). Here, we use rule 5 and the right-linear simple matrix rules. We illustrate by an example. Let
S1, S2, S3, S4 be the start non-terminals for grammars G1,G2,G3,G4 generating languages L1, L2, L3, L4. Suppose we want
to generate the language L = {x11 . . . x1rx21 . . . x2sx31 . . . x3rx41 . . . x4s | r, s ≥ 1, x1i ∈ L1, x3i ∈ L3, 1 ≤ i ≤ r, x2j ∈
L2, x4j ∈ L4, 1 ≤ j ≤ s}. Assume that the non-terminals of the Gi’s are distinct. Let S, A1, A2, B1, B2 be new non-terminals,
with S the new start non-terminal. The rules of the grammar for L are all the rules in the Gi’s plus the following rules:
(a) S → (A1B1, A2B2)
(b) [A1 → S1A1, A2 → S3A2]
(c) [B1 → S2B1, B2 → S4B2]
(d) [A1 → ε, A2 → ε]
(e) [B1 → ε, B2 → ε].
Clearly, from S, we can derive (Sr1S
s
2, S
r
3S
s
4) for r, s ≥ 1, which when merged becomes Sr1Ss2Sr3Ss4.
The converse, i.e., every ESRLMG language is a J language can also be shown. We omit the proof. 
Corollary 5. The languages generated by ERLSMGs in which the S’s on the LHS of rules of forms 2 and 4 do not appear on the RHS
of rules of form 6 are exactly the J languages.
8. Final remarks
In Section 2we said that theway to accept languages (sets of vectors) considered by us differs from the standard one used
in Petri nets (concatenations of the labels of firing transitions) [5,10]. The reason of this is that originally [1] this line of study
aimed to capture the computational power of P systems [3] using a methodology different than the classical one. In the vast
majority of P systems based on multiset rewriting the accepted set of numbers is given by the number of objects present
in an initial compartment. When translated in terms of P/T systems, this ‘‘initial number of objects’’ naturally becomes the
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initial configuration of some input places. This initial link with P system is also the reason why we prefer to use the term
‘configuration’, common in P systems, instead of ‘marking’ for Cin in Definition 1.
The concatenation of the labels of firing transition naturally translates into the trace of a P system. Even if trace languages
for P systems have been studied [4,9], they do not commonly define the accepted language of these systems.
Independently from the previous sentence, we think that the links between the accepted set of vectors as defined by
us and the concatenation of the labels of firing transitions should be related to each other. We are going to do this in a
forthcoming publication.
In [3,2] it is shown how the results obtained from the computational power of P/T system whose underlying net is
composed by join and fork can facilitate the study of the computational power of models of P systems based on multiset
rewriting. These results use a definitions equivalence (also present in [3,2]). This is the ‘‘newway to know the computational
power of a formal system’’ we mentioned in Section 1.
In a nutshell the idea is the following: if a formal system S can simulate fork, join and their composition, then the results
on the computational power of P/T systems whose underlying net is composed by join and fork are also valid to S.
In [3,2] it is shown that P systemswith catalysts can simulate a fork using rules of the kind a → b1b2, while the simulation
of a join does not require the use of such rules. So, knowing from [3,2] how P systems with catalysts can simulate join and
knowing Theorem 1, we can say that the family of languages generated by P systems with catalysts not using rules of the
kind a → b1b2 is J.
Using the definitions and results of P systems with catalysts present in [3,2] we can be more precise and state:
Corollary 6.
The family of languages accepted by P systems with catalysts of degree 2 and 2 catalysts not using rules of the kind a → b1b2
is J;
the family of languages accepted by purely catalytic P systems of degree 2 and 3 catalysts not using rules of the kind a → b1b2
is J.
We end this paper with an open problem.
In the rule of form 6, we had a restriction that if [A1 → S1A1, . . . , Ak → SkAk] and [A1 → S ′1A1, . . . , Ak → S ′kAk] are both
matrix rules, then Si = S ′i for 1 ≤ i ≤ k. Suppose we remove this restriction. Is there an extension of the J P/T systems that
can characterize these grammars?
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