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ABSTRACT 
The detection of coal/shale interfaces close to the surface 
using ground penetrating radar (GPR) is difficult because 
the echo is drowned in unwanted signal components. 
These components are susceptible to changes in 
amplitude and cannot be removed well by standard pre-
processing techniques. Second order correlation based 
methods such as matched filtering fail to locate the echo 
reliably under these conditions. Features that extract 
signal shape information based on the bispectrum can 
provide desirable immunity from clutter and noise.  These 
features are investigated for this task using signals 
obtained from finite difference time domain simulations 
of a typical coal seam. It is shown that a pattern 
recognition approach using features derived from the 
bispectrum allows the detection of layer interfaces using 
GPR to be extended reliably to the near surface region.  
 
KEY WORDS 
GPR, bispectrum, interface detection, noise, clutter. 
 
1.  Introduction 
 
     Ground penetrating radar (GPR) is a non-invasive 
technique used to obtain information about media beneath 
the earth’s surface.  In impulse GPR systems, a short 
pulse (nanoseconds) of electromagnetic energy is 
transmitted into the ground.  A proportion of this energy 
is reflected back towards the surface at interfaces of 
media with differing electromagnetic parameters 
(permittivity, permeability and conductivity).  The 
amplitude and time delay of these reflections are used to 
determine information about the sub-surface.  There are 
many applications that use GPR for sub-surface imaging 
such as underground coal mining [1], geological 
profiling, archaeology, pavement evaluation and buried 
landmine detection [2]. 
     One GPR application of particular interest is the 
estimation of coal seam thickness.  Not only is this useful 
information for geophysical engineers and mine 
personnel, it can also provide key sensor input for an 
automatic horizon control system.  The research in this 
area will contribute to the automation of coal mining 
machines, which will improve both safety and quality 
control of the extracted product.  A significant limitation 
of GPR in this application is that the depth of interest 
(3cm to 30cm) is smaller than the wavelength of the 
transmitted pulse based on a 1.4GHz GPR system.  This 
results in the reflected pulse being masked by other signal 
components. 
     This paper presents a pattern recognition approach to 
detect the presence of an interface close to the earth’s 
surface using bispectral features of one-dimensional 
simulated GPR data where the changing electrical 
parameter is conductivity. 
 
2.  Ground Penetrating Radar Signals 
 
     There are many difficulties with the interpretation of 
GPR data.  Two of these relate to the GPR system 
response and resolution.  The system response occupies 
the first section of the signal and swamps any target 
reflections that are received within this timeframe.  The 
resolution is determined by the wavelength of the 
transmitted pulse’s centre frequency.  The resolution 
imposes a limit on the ability to distinguish between two 
received pulses.  These difficulties along with a GPR 
signal model are discussed below. 
 
2.1. Signal Model 
 
     The received signal of an impulse GPR system can be 
modeled as: 
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where: s(t) is the received signal 
 so(t) is the transmitted pulse 
 B(t) is the background signal 
 N(t) is additive noise 
 M is the total number of interfaces  
 Am is the peak amplitude of the reflection from   
  the mth interface  
  τm is the time delay of the reflection from the 
 mth interface  Clutter 
  
     The amplitude of the reflected signal from the mth 
interface, Am, is a function of the conductivity and 
permittivity contrasts of the layers.  This is based on the 
assumption that the media are not magnetic.  In many 
situations, the effect of conductivity is assumed 
insignificant and only the permittivity is considered in the 
model.  For the coal/shale interface detection problem, the 
conductivity cannot be neglected as the shale is typically 
102 to 104 times more conductive than coal due to the 
change in moisture content. 
 
 
Coal  
 
 Shale 
 
 
 
 
 
Txer 
Direct transmitter to receiver pulse 
Ground reflection 
Clutter reflection 
Target reflection 
Air / ground 
interface 
Coal / shale 
interface 
Rxer 
Figure 1.  The experimental GPR setup to image layered 
media below the earth’s surface.  The electromagnetic 
pulses are transmitted and received by two bow-tie 
antennas.  
     The time delay, τm, is proportional to the velocity of 
propagation and distance the wave propagates. The 
velocity is a function of the relative permittivity of the 
medium.  To estimate depth of the mth interface the 
parameters to be estimated accurately are the time delay, 
reflection amplitude, permittivity, conductivity, and 
propagation velocity.  This is trivial for a small number of 
well separated interfaces with simplifying assumptions, 
although the error in parameter estimates from the upper 
interfaces propagates through to the estimates of the 
lower interfaces.  This can lead to inaccurate depth 
estimates. 
 
     One way to account for the system response is to 
subtract it using a stored version of the response.  This is 
acquired by pointing the antennas into the air and 
capturing a waveform.  After the system response has 
been removed, only reflections from the ground and 
targets should remain. 
     The limitation with the subtraction technique is the 
antenna impedance is a function of the permittivity of the 
ground.  So the system response can vary when there are 
changes in the top ground layer leaving a residual error in 
the waveform, which could be mistaken as a target 
reflection. 
     The additive noise component N(t) in (1) is assumed to 
be Gaussian.  The noise power is typically reduced using 
ensemble averaging.  The number of realizations used to 
average the signal depends upon the SNR improvement 
required and amount of data available.  If the antennas are 
mounted on slowly vibrating coal mining equipment, the 
effects of ensemble averaging must be assessed as the 
signals will be distorted due to the vibration and the 
accuracy of the interface detector will be reduced. 
     Alternatively, the effect of the system response can be 
minimized by keeping the antenna module a 
predetermined distance above the ground during 
operation.  This way the ring-down and direct signal 
components have attenuated to below the system noise 
floor before the target reflections are received.  However, 
only approved low power GPR systems can be used in the 
underground coal mines as it is a hazardous and 
flammable environment [1].  Hence the antennas must be 
located close to the coal surface so the maximum amount 
of energy propagates into the medium. 
 
2.2. System Response 
 
     The system response (commonly referred to as the 
background signal, B(t) in equation 1) contains signal 
components that can lead to false interpretations of the 
data.  These components are the system ring-down and 
the direct transmitter to receiver pulse.  The system ring-
down is caused primarily by the re-radiated 
electromagnetic fields due to currents reflecting within 
the antenna and associated structures [3].  The direct 
transmitter to receiver signal occurs when the transmitting 
and receiving antennas are beside each other.  The 
transmitted energy propagates directly to the receiver 
antenna.  Figure 1 shows the experimental GPR setup and 
the ray paths of the electromagnetic pulses. 
 
2.3. Resolution 
 
     Traditional techniques of depth estimation using GPR 
involve matched filtering.  This is a trivial task when the 
targets are well separated spatially relative to the 
wavelength of the transmitted signal.  Figure 2 shows 
three examples of the masking of pulses.  The pulses in 
(a) and (b) are completely and partially overlapped 
respectively.  It is difficult to detect these individually 
using a matched filter.  The pulses in (c) are separate and 
hence are detectable. 
 
 
     
3.1. Bispectral Features  
  
(a) 
(b) 
For a one-dimensional real discrete-time sequence, 
x(n), the bispectrum B(f1,f2) is defined as: 
 
 
  
 )()()(),( 212121 ffXfXfXffB += ∗  (2)    where X(f) is the discrete-time Fourier transform (DTFT) 
of x(n), f is frequency normalized by one half the 
sampling rate, and * is the complex conjugate operator.  
Due to symmetry, the bispectrum is defined in the 
triangular region, 10 2112 ≤+≤≤≤ ffff , provided 
there is no bispectral aliasing [6].  To obtain a feature that 
is more immune to noise and robust to small frequency 
changes in the GPR system than the power spectrum, the 
bispectrum is integrated [3]:  
 
 
 
 
 
 
 
 
 (c) 
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fir ∫ += +=+= 11 0 111 ,  (3) Figure 2.  Two radar pulses can be well resolved when they are clearly separate in time.  It is difficult to resolve 
(a) completely overlapped pulses and (b) partly overlapped 
pulses, but (c) separate pulses can be resolved easily. 
 
for 10 ≤< a , and 1−=j .  The bispectrum is 
integrated along lines with slope ‘a’ as shown in Figure 3.  
To obtain the feature values of the parameter, the values 
of ‘a’ are chosen to be evenly spread between 0 and 1.  If 
only one feature value is required, ‘a’ is chosen as 1. 
 
The detection and depth estimation of targets close to 
the ground surface is a problem in GPR that has not been 
satisfactorily solved.  This is primarily due to the 
reflection from the air/ground interface.  The reflection 
from a target close to the surface is masked by the 
air/ground reflection making the traditional technique 
unreliable.  The spatial resolution of a GPR with a centre 
frequency of 1.4GHz in a medium with dielectric constant 
of 4 is 5cm [3].  Hence for this system, the lower 
separation limit of detecting an interface using a matched 
filter is 5cm.  When the antennas are located directly on 
the ground, the system response is the dominant signal.  
This system response must be removed with little error 
for the matched filter to be remotely successful. 
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3.  Bispectral Feature Extraction 
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f1      The power spectrum is often used as an analysis tool 
for GPR data [4] because it is simple to apply.  However, 
important information contained in the phase of the radar 
signal is lost because power spectral representation is a 
second order measure. This limitation motivates the 
exploration of higher order spectral processing for this 
radar processing task as the phase information is retained 
[5]. 
 
Figure 3.  The bispectrum is integrated along lines with 
slope ‘a’  chosen to be spread evenly between 0 and 1.  
When four parameters are computed, the values for ‘a’  
are 0.25, 0.5, 0.75, and 1. 
 
     The phase of the integrated bispectrum: 
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     The bispectrum has been used as a feature vector to 
classify one-dimensional shapes [6] and to detect and 
classify buried landmines with two-dimensional GPR data 
[7].  This paper presents a new technique to detect the 
presence of an interface close to the earth’s surface using 
bispectral features of one-dimensional GPR data. 
 
can also be used as a feature as it is invariant to 
translation, dc-level, amplification, and scale invariance 
[6],[7].  
 
 
4.  Experiment 3.2. Feature Extraction 
  
     The time domain GPR signal has 500 samples at an 
effective sampling rate of 111.3GHz.  From inspection of 
the raw data, samples 41 to 160 (see Figure 4) were 
extracted for processing as this was the region that 
changed with the test cases.  The region was windowed 
using a Hamming window, which has a good tradeoff 
between mainlobe resolution and sidelobe attenuation [8].  
The bispectrum of the pulse is computed and the 
integration (3) performed. 
     A two dimensional finite-difference time domain 
(FDTD) simulator was implemented to generate the data 
used for the experiment.  The grid size was 250×250 cells 
and the Courant condition specifying grid size (0.5cm per 
cell) in relation to time step was satisfied.  Mur’s 2nd 
order absorbing boundary condition was implemented to 
minimize artificial reflections from the boundary [9].  The 
parameters of the excitation signal were defined so the 
waveform resembled a typical signal generated by the 
GPR hardware.  A typical synthetic waveform is shown in 
Figure 4. 
     A variety of forms of the integrated bispectrum were 
selected as feature vectors and tested independently for 
their robustness to additive noise and clutter.  These are 
shown in Table 1.  The power spectrum and Welch 
modified power spectrum [4],[8] were implemented for 
comparison purposes. 
     The ground was modeled as two homogeneous layers 
– the upper layer representing coal and the lower layer 
shale.  Typical values of relative permittivity and 
conductivity for coal and shale are shown in Table 2 [3].   
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Figure 4.  Typical synthetic GPR signal obtained using 
the FDTD simulator.  The thick line represents the signal 
component extracted for processing. 
 
Material Relative Permittivity 
Conductivity 
(S/m) 
Coal 4 10-5 
Shale 5-15 10-3 – 10-1 
 
 Table 2.  Typical values of relative permittivity and 
conductivity for coal and shale.  Table 1.  Eight feature vectors were tested for immunity 
against additive noise and clutter.  The specific details for 
each feature vector are shown above.  The relative permittivity for both layers was set to 5 so 
the effect of changes in layer conductivity could be 
analyzed.  The conductivity for the coal layer was set to 
10-5 S/m for all of the experiments.  The thickness of the 
upper layer and conductivity of the lower layer varied 
systematically.  The thickness of the upper layer ranged 
from 2cm to 10cm in 0.5cm increments while the 
conductivity of the lower layer ranged from 10-3 to 10-1 
S/m. 
 
     Of the eight feature vectors, the best class separation 
was achieved with the magnitude and phase of the 
integrated bispectrum (cases #3 and #4).  The features 
were classified using a feed forward back propagation 
artificial neural network. The internal parameters of the 
neural network were the same for all tests to ensure the 
results are a direct assessment of the performance of the 
bispectral features. In reality the layers are inhomogeneous contrary to the 
model described above.  The inhomogeneities were 
modeled with additive clutter in the coal layer.  The 
 
 
clutter was implemented as cells of varying size and 
random conductivity.   The conductivity of the clutter 
cells was normally distributed with zero mean and 
variance of 10-2 S/m (the absolute value was used to avoid 
negative values of conductivity).  The size and quantity of 
the clutter objects ranged from 0.5cm to 2cm and 10 to 
100 respectively and were located at random positions 
and depths in the coal layer. 
     The effect on the feature values due to random 
conductive clutter particles within the coal layer is also 
shown in Figure 5.  The upper lighter shaded cluster 
points are predominantly in the class of the coal thickness 
less than 5cm, and the lower lighter shaded cluster points 
are in the coal layer thickness greater or equal to 5cm 
class.  As noise is introduced, the clutter points begin to 
overlap in the feature space. 
The effect of noise in the data was also investigated.  
Electrical noise was modeled by adding zero mean 
Gaussian noise to the data.  The variance of the additive 
noise was defined as a typical value obtained from real 
GPR experimental data. 
     As the coal layer thickness increases, the contribution 
of energy from the reflection of the coal/shale interface 
decreases.  Therefore the absence of a coal/shale interface 
will be within the main cluster.  At the commencement of 
the mining operation, the coal/shale interface should not 
be within range of the GPR.  As mining progresses the 
coal thickness will decrease and reflections from the 
interface should begin to alter the shape of the signal 
component from which the feature value is extracted.  It 
is during this time that the feature value approaches a 
decision boundary according to the desired depth at 
which mining is stopped.  This is to prevent the cutting of 
the shale, which causes wear and tear on the machinery 
and dilutes the extracted product. 
 
5.  Results 
 
     The experiments can be broadly classified into two 
classes according to the coal layer thickness (depth of 
coal/shale interface):  less than 5cm; greater than or equal 
to 5cm.  Figure 5 shows the integrated bispectral 
magnitude versus phase for these classes for cluttered and 
uncluttered data without noise. 
     The detection and false alarm rates from the neural 
network classifier for the best bispectral and power 
spectrum feature vectors with cluttered and uncluttered 
data are shown in Table 3.  The ensemble averaging 
factor (N) is provided so the level of noise immunity can 
be assessed. 
 
-1.5 -1 -0.5 0 0.5 1
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
Normalized Integrated Bispectrum - Magnitude vs Phase
Magnitude
P
ha
se
Top clutter cluster 
Lower clutter cluster 
 
 
Uncluttered 
Data Cluttered Data N Feature 
D (%) FA(%) D (%) FA(%) 
Bispec #1 84.1 8.2 67.4 6.1 
1 
Power #7 37.2 29.2 29.8 30.8 
Bispec #4 88.8 6.3 79.2 6.7 
5 
Power #7 63.5 18.5  56.5 18.4 
Bispec #4 93.4 3.5 85.6 4.3 
10 
Power #7 75.8 12.4 70.2 9.8 
Bispec #4 94.7 1.8 84.7 4.8 
20 
Power #7 83.2 8.0 77.1 6.5 
Bispec #4 96.6 1.3 84.0 3.9 
50 
Power #7 91.0 3.0 86.6 1.3 
Figure 5.  The bispectral feature values for varying coal 
layer thickness and conductivity values with cluttered and 
uncluttered data.  The circle points represent coal layer 
thickness less than 5cm, and the triangle points are for 
thickness greater than or equal to 5cm. The top lighter 
shaded cluster represents clutter located within the coal 
layer with thickness less than 5cm.  The lower cluster 
represents clutter without a coal/shale interface (coal 
thickness is greater than range of GPR). 
 
     In Figure 5, the lines extend from the main central 
cluster outwards as the conductivity of the lower layer 
increases from 10-3 to 10-1 S/m.  The lines circulate from 
the left where the coal layer thickness is 2cm then rotate 
clockwise to the next line with 0.5cm thickness 
increments, ending with a 10cm layer depth in the lower 
right.  The class in the top half (circle) signifies that the 
coal layer thickness is less than 5cm, and the class in the 
lower right (triangle) is for thicknesses greater or equal to 
5cm (or no coal/shale interface present). 
 
Table 3.  The detection and false alarm rates for the best 
bispectral feature vectors, along with the power spectrum 
are shown with varying ensemble averaging factors (N). 
  
 
     Overall, the best results were achieved using bispectral 
feature #4 (magnitude and phase of the integrated 
bispectrum with six values for ‘a’).  In the noisiest test 
case (N=1), the feature vector that provided the best result 
was bispectral feature #1 (real and imaginary components 
of the integrated bispectrum with ‘a’=1).  The detection 
and false alarm rates for feature #4 were a couple of 
percent below that of #1 for N=1 but still performed 
much better than the power spectrum.  As the noise is 
decreased with ensemble averaging, bispectral feature #4 
overtakes #1 as the best feature for the other test cases. 
     The detection rates of the power spectrum feature 
vector (#7) are comparable to the bispectral feature with 
lower noise levels (N=50).  As the noise increases the 
detection rate of the power spectrum lags behind the 
bispectrum.  The trend of the power spectrum is the same 
for both cluttered and uncluttered data. 
     The detection rate for cluttered data is poorer than the 
uncluttered data results for all test cases, although the 
difference reduces as the noise decreases.  The optimal 
choice of feature vector and ensemble averaging factor 
for the noisy cluttered data case is bispectral feature #4 
with an ensemble averaging factor of 10.  For higher 
detection rates, the echoes from clutter must be 
minimized. 
     The advantage of the bispectral features over the 
power spectrum is the higher detection and lower false 
alarm rates in the presence of noise without the need for 
large ensemble averaging factors.  
 
6.  Conclusion 
 
     The detection and depth estimation of targets close to 
the ground surface is a problem in GPR that has not been 
satisfactorily solved.  The reflection from a shallow target 
is masked by the air/ground reflection making the 
traditional technique of matched filtering unreliable. The 
magnitude and phase of the bispectrum are shown to be 
useful features in detecting the presence of near surface 
interfaces.  Synthetic data was generated representing 
GPR returns from layered media of coal and shale in a 
coal mining environment. 
The detection task was classified into two classes – 
coal layer thickness less than 5cm and greater or equal to 
5cm.  In the noisiest test case, the feature vector that 
provided the best result was the real and imaginary 
components of the integrated bispectrum. As the noise 
decreased with ensemble averaging, the bispectral 
magnitude and phase became the best feature for the other 
test cases. 
     The detection rate for cluttered data was poorer than 
the uncluttered data results for all test cases, although the 
difference reduced as the noise decreased.  From the test 
cases shown, the optimal choice of feature vector and 
ensemble averaging factor for the noisy cluttered data is 
the magnitude and phase of the integrated bispectrum 
with an ensemble averaging factor of 10.  For higher 
detection rates, the echoes from clutter must be 
minimized.  Alternatively, a higher ensemble averaging 
factor can be used if the distortion introduced by 
ensemble averaging due to antenna mounting vibration is 
investigated. 
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