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SUBALGEBRAS OF THE CUNTZ C∗-ALGEBRA
ALAN HOPENWASSER AND JUSTIN R. PETERS
Abstract. In this paper we exploit the fact that a Cuntz C∗-
algebra is a groupoid C∗-algebra to facilitate the study of non-self-
adjoint subalgebras of On. The Cuntz groupoid is not principal
and the spectral theorem for bimodules does not apply in full gen-
erality. We characterize the bimodules (over a natural masa) which
are determined by their spectra in the Cuntz groupoid; these are
exactly the ones which are invariant under the guage automor-
phisms and exactly the ones which are generated by the Cuntz
partial isometries which they contain.
We investigate analytic subalgebras of On, n finite, by studying
cocycles on the Cuntz groupoid. In contrast to AF groupoids, there
are no cocycles which are integer valued or bounded and vanish
precisely on the natural diagonal. On contains a canonical UHF
subalgebra; each strongly maximal triangular subalgebra of the
UHF subalgebra has an extension to a strongly maximal triangular
subalgebra of On and each trivially analytic subalgebra of the UHF
subalgebra has a proper analytic extension.
We also study the Volterra subalgebra of On. We identify the
spectrum of the Volterra subalgebra and use this to prove a the-
orem of Power that the radical is equal to the closed commutator
ideal. We also show that the Volterra subalgebra is maximal tri-
angular but not strongly maximal triangular.
1. Introduction
Non-self-adjoint subalgebras of AF C∗-algebras now have an exten-
sive theory (see [10] for an introduction); subalgebras of other classes
of C∗-algebras are less well known. In 1985 Power [9] investigated the
Volterra subalgebra of a Cuntz C∗-algebra, a topic we shall revisit in
this paper using groupoid techniques. More recently, Popescu made
use of both the norm closed and the weak operator topology closed
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algebras generated by n isometries with orthogonal range in his multi-
variable version of the von Neumann inequality for a contraction [8].
And in [4], Davidson and Pitts introduced the systematic study of free
semigroup algebras (the WOT closed algebra generated by n isome-
tries with pairwise orthogonal ranges). See [3] for one continuation
of this theme. When the range projections of the isometries add to
the identity, the free semigroup algebra is a weakly closed subalgebra
of the weak closure of some representation of On; these algebras play
an important role in the classification of certain representations of the
Cuntz algebra.
By contrast, the subalgebras which we study are only norm closed.
More importantly, these subalgebras are bimodules over a natural canon-
ical masa in On. (The non-self-adjoint norm closed algebra generated
by the generators of On is not such a bimodule.) It is the bimodule
property which makes our study amenable to groupoid techniques, so
both our methods and our results have little in common with [3, 4].
Still, this paper and [3, 4] are part of a growing body of work on non-
self-adjoint algebras related to the Cuntz and Cuntz-Krieger algebras.
The Cuntz C∗-algebra On is a groupoid C
∗-algebra [11, 7]; the Cuntz
groupoid has some similarities to (and one major difference from) the
AF groupoids which determine AF C∗-algebras. In the spirit of much
of the work on subalgebras of AF C∗-algebras, this paper uses groupoid
techniques to investigate subalgebras of On. The two principal topics
studied are the Volterra subalgebra of On (we recover many of Power’s
results with simpler proofs as well as a few new facts) and analytic
subalgebras of On. Analytic subalgebras of groupoid C
∗-algebras are
most conveniently defined in terms of cocycles on the groupoid (at
the cost of obscuring connections with analyticity); accordingly, our
study of analytic subalgebras of On focuses primarily on cocycles on
the Cuntz groupoid. In this paper, n will always be finite.
Further on in the introduction we will give a brief review of those as-
pects of the Cuntz C∗-algebra which we need as well as a sketch of the
relevant terminology concerning groupoids. In section 2 we will give a
more detailed review of the Cuntz groupoid and its connection with On.
In section 3 we describe how to obtain a number of interesting subal-
gebras of On through the use of the Cuntz groupoid. It is here that the
most striking difference from AF algebras appears. AF groupoids are
r-discrete principal groupoids and so the spectral theorem for bimod-
ules [6] is valid; this establishes a one-to-one correspondence between
bimodules over a canonical masa and open subsets of the groupoid. As
we show by example, this theorem is not valid in full generality for the
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Cuntz groupoid. In Theorem 1 we characterize which bimodules over a
natural masa in On do arise from open subsets of the Cuntz groupoid.
In section 4 we discuss cocycles on the Cuntz groupoid and their asso-
ciated analytic algebras. The main tool is Theorem 2, which establishes
a one-to-one correspondence between cocycles and continuous real val-
ued functions defined on the space of units of the groupoid. Theorem 4
illustrates further differences from the AF context. The most impor-
tant cocycles used to define analytic subalgebras of AF C∗-algebras are
either integer valued or bounded. We show, in contrast, that the Cuntz
groupoid supports neither integer valued nor bounded cocycles which
vanish precisely on the space of units.
The Cuntz C∗-algebra contains an n∞-UHF algebra in a natural way.
We show in section 4 how any strongly maximal triangular subalgebra
of the n∞-UHF subalgebra (with natural diagonal) is contained in a
strongly maximal triangular subalgebra ofOn (with the same diagonal).
Furthermore, the refinement TAF subalgebra of the canonical UHF
subalgebra (or any trivially analytic subalgebra, for that matter) has
an extension to an analytic subalgebra of On.
Section 5 is devoted to the Volterra subalgebra of On. We define this
algebra through its spectrum in the Cuntz groupoid and then show
that it is equal to the intersection of a natural representation of On
acting on L2[0, 1] and the usual Volterra nest subalgebra of L2[0, 1].
We identify the spectrum of the radical of the Volterra nest subalgebra
of On and use this to prove Power’s theorem that the radical is equal
to the closed commutator ideal. The Volterra subalgebra provides an
example of a maximal triangular subalgebra of On which is not strongly
maximal.
We conclude the introduction with some salient facts about On and
some terminology concerning groupoids. Cuntz proved in [1] that, up
to isomorphism, there is only one C∗-algebra generated by n isometries
whose range projections are pairwise orthogonal and add to the identity
operator. If S1, S2, . . . , Sn are generators of On, then S
∗
i Sj is either 0
(if i 6= j) or I (if i = j). Using this, it is easy to see that any word in
the Si and the S
∗
i can be written in the form Sα1Sα2 · · ·SαkS
∗
βj
· · ·S∗β1
for some finite strings α = (α1, . . . , αk) and β = (β1, . . . , βj) whose
coordinates are taken from {1, 2, . . . , n}.
If α and β are finite strings, let SαS
∗
β denote the partial isometry
Sα1Sα2 · · ·SαkS
∗
βj
· · ·S∗β1 . Either string, α or β could be empty. If both
are empty, SαS
∗
β = I. The set of all SαS
∗
β forms an inverse semigroup
(the Cuntz inverse semigroup generated by S1, . . . Sn). Each element
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of the Cuntz inverse semigroup will be referred to as a Cuntz partial
isometry.
A particularly useful representation of the Cuntz C∗-algebra acts
on L2[0, 1]. If we partition [0, 1] into n disjoint subintervals (ignoring
endpoints), then the order preserving affine map from [0, 1] onto the
ith subinterval induces an isometry Si on L
2[0, 1]. The Si generate a
copy of the Cuntz algebra.
Each partial isometry SαS
∗
β is induced by an order preserving affine
map from some subinterval of [0, 1] onto some other subinterval; we
often let these affine maps “stand in” for the partial isometries when
discussing them. So, for example, Si is the partial isometry from [0, 1]
onto the ith subinterval of [0, 1] – using the natural order of the indices
to match the natural order of the subintervals. In this fashion, S(i,j) =
SiSj is the partial isometry from [0, 1] onto the j
th subinterval of the ith
subinterval of [0, 1]. (To be specific about endpoints, the ith subinterval
of [0, 1] is [ i−1
n
, i
n
] and the jth subinterval of this is [ i−1
n
+ j−1
n2
, i−1
n
+ j
n2
].)
This latter “range” interval has length 1/n2. The adjoint, S∗(i,j) =
S∗jS
∗
i is, of course, the partial isometry from the j
th subinterval of the
ith subinterval of [0, 1] onto [0, 1]. Thus, the range interval for Sα is
determined by looking at interval α1 in the partition of [0, 1] into n
parts, then at interval α2 in the partition of interval α1 into n parts,
then at interval α3 in the partition of the preceding interval into n
parts, etc. The domain of S∗α is, of course, the same as the range of
Sα. Based on this model, (and using the notation ℓ(α) to denote the
length of α, the number of coordinates in the string) if ℓ(α) ≥ ℓ(β) we
refer to SαS
∗
β as being contractive (the range interval is shorter than
the domain interval); if ℓ(α) ≤ ℓ(β) we say that SαS
∗
β is expansive.
The Volterra subalgebra of L2[0, 1] is defined as the algebra of all
operators which leave invariant each projection onto L2[0, x] viewed as
a subspace of L2[0, 1]. Let px denote this projection and V the nest of all
such projections. Most of the px’s do not lie in On; in fact, px ∈ On if,
and only if, x is an n-adic rational in [0, 1]. However, {px | x is n-adic}
is strongly dense in V, so either nest can be used to determine the
Volterra nest algebra.
Finally, we briefly review some groupoid terminology. A groupoid
is a set G with a partially defined multiplication and an inversion. If
a and b can be multiplied, then (a, b) is called a composable pair ; G2
denotes the set of all composable pairs. The multiplication satisfies
an associative law and inversion satisfies (a−1)−1 = a. Elements of
the form a−1a and aa−1 are called units. Units act as left and right
identities when multiplied by elements with which they are composable.
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Groupoids have range and domain maps defined by r(a) = aa−1 and
d(a) = a−1a. A subset E ⊆ G is said to be a G-set if r and d are both
one-to-one on E.
The Cuntz groupoid Gn (described in detail in section 2) is a locally
compact space whose topology is generated by a collection of compact
open G-sets. The unit space is open, so Gn is r-discrete (by definition);
but Gn is not a principal groupoid (i.e., it is not an equivalence relation
on the unit space).
The groupoid C∗-algebra of Gn is built from Cc(Gn), the set of con-
tinuous functions on Gn with compact support. A convolution type
multiplication and an inversion turn Cc(Gn) into a
∗-algebra; the defi-
nitions of these operations specific to this context are given in section 2.
An auxiliary norm ‖ ‖I is put on Cc(Gn) and a C
∗-norm is defined on
Cc(Gn) by ‖f‖ = supπ ‖π(f)‖, where π runs over all
∗-representations
of Cc(Gn) which are decreasing with respect to ‖ ‖I . The groupoid
C∗-algebra C∗(Gn) is the completion of Cc(Gn) with respect to the
C∗-norm.
Extensive treatments of groupoids and their associated C∗-algebras
can be found in [11] and [7]. We refer the reader to either of those
monographs for details. Renault proves [11, Proposition 4.1] that
for r-discrete groupoids, the ‖ ‖∞-norm on Cc(G) is dominated by
the C∗-norm. As a consequence, any element of C∗(G) can be iden-
tified with a continuous function on Gn which vanishes at infinity.
Caveat: not every C0 function on G is associated with an element
of the groupoid C∗-algebra. We shall make extensive use of this iden-
tification throughout this paper; in particular, elements of C∗(Gn) will
routinely be viewed as continuous functions on Gn (vanishing at infin-
ity). Both [11] and [7] identify C∗(Gn) as On; all the same, for the
convenience of the reader we indicate the connection between C∗(Gn)
and On in section 2.
2. Review of the Cuntz groupoid
The following description of the groupoid Gn for the Cuntz algebra,
On is taken from Paterson’s book [7]. (An earlier description of this
groupoid is in Renault’s book [11].) Much of what we outline in this
section appears in more general form in [5]. The material here is suffi-
cient for subsequent sections of this paper and should prove convenient
for readers unfamiliar with the Cuntz groupoid.
Let X =
∞∏
1
{1, 2, . . . , n}; equip X with the product topology.
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For a finite string α of digits in {1, 2, . . . , n}, let ℓ(α) denote the
length of the string. If α is a finite sequence and γ is an element of X ,
then αγ denotes the element of X obtained by ‘prepending’ α to γ. As
a set, the Cuntz groupoid is
Gn = {(αγ, ℓ(α)− ℓ(β), βγ) | α and β are finite strings and γ ∈ X}.
Two elements (x, k, y) and (w, j, z) of Gn are composable if, and only
if, y = w. Multiplication and inversion in the groupoid are given by
the formulas:
(x, k, y)(y, j, z) = (x, k + j, z) and (x, k, y)−1 = (y,−k, x).
Multiplication in C∗(Gn) is given by a convolution formula:
f ∗ g(x, k, y) =
∑
f(x, k1, z)g(z, k2, y)
The sum is taken over all k1, k2 ∈ Z and z ∈ X such that (x, k1, z) and
(z, k2, y) are in Gn and k1 + k2 = k. Initially, this formula is used in
Cc(Gn); in this context all but finitely many terms in the sum are zero.
But the same formula is also valid for all those functions in C0(Gn)
which correspond to elements of C∗(Gn). The adjoint is given by the
formula
f ∗(x, k, y) = f(y,−k, x)
The Cuntz groupoid is a locally compact groupoid. The sets
Uα,β = {(αγ, ℓ(α)− ℓ(β), βγ | γ ∈ X}.
form a basis for the topology.
A neighborhood basis at a point (x, k, y) ∈ Gn can be obtained in
the following way. Write x = (x1, x2, x3, . . . ) and y = (y1, y2, y3, . . . ).
There is a positive integer p such that yj = xj+k for all j ≥ p. We
may as well assume that p is the smallest integer which satisfies this
property (although this is not essential). When k < 0, we also assume
that −k < p, so that j + k ≥ 1 when j ≥ p. For each j ≥ p, let
αj = (x1, . . . , xj+k),
βj = (y1, . . . , yj).
Then ℓ(αj)− ℓ(βj) = j + k − j = k. If
γj = (xj+k+1, xj+k+2, . . . ) = (yj+1, yj+2, . . . ),
then (x, k, y) = (αjγj, ℓ(αj)− ℓ(βj), βjγj). So, (x, k, y) ∈ Uαj ,βj , for all
j ≥ p.
On the other hand, let (x, k, y) ∈ Gn and suppose that x 6= x. Then,
for some i, xi 6= xi. Consequently, for all j > i, (x, k, y) /∈ Uαj ,βj .
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Similarly, if y 6= y or, even more easily, if k 6= k, then (x, k, y) /∈ Uαj ,βj ,
for large j. The conclusion is that
{(x, k, y)} = ∩∞j=pUαj ,βj ;
so {Uαj ,βj | j ≥ p} forms a neighborhood basis at (x, k, y).
If we restrict the topology to a basic open set Uα,β, the association
γ ←→ (αγ, ℓ(α)− ℓ(β), βγ)
is a homeomorphism between X and Uα,β. In particular, each Uα,β is
compact in the topology on Gn.
The groupoid C∗-algebra of the Cuntz groupoid Gn is the Cuntz
C∗-algebra On [11, 7]. The rest of this section is intended to illuminate
the connection between the groupoid and the C∗-algebra.
Fix
α = (α1, . . . , αa),
β = (β1, . . . , βb),
γ = (γ1, . . . , γc),
δ = (δ1, . . . , δd).
Suppose b < c and let γ = (γb+1, . . . , γc). Since
S∗i Sj =
{
0, if i 6= j,
I, if i = j,
we have
SαS
∗
βSγS
∗
δ =
{
SαSγS
∗
δ , if (β1, . . . , βb) = (γ1, . . . , γb),
0, if (β1, . . . , βb) 6= (γ1, . . . , γb).
In the following, χα,β will denote the characteristic function of Uα,β.
This is a continuous function on Gn with compact support. The con-
volution, χα,β ∗ χγ,δ is given by the formula
χα,β ∗ χγ,δ(x, k, y) =
∑
χα,β(x, i, u)χγ,δ(u, j, y),
where i+j = k and u, i, and j run through the countably many choices
yielding composable elements of Gn.
Suppose u is such that χα,β(x, i, u)χγ,δ(u, j, y) 6= 0. Then
(u1, . . . , ub) = (β1, . . . , βb) and
(u1, . . . , uc) = (γ1, . . . , γc).
With the assumption b < c in force, this yields, (β1, . . . , βb) = (γ1, . . . , γb).
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Thus, if (β1, . . . , βb) 6= (γ1, . . . , γb), then every term in the convolu-
tion sum is zero and we have the correspondence
0 = χα,β ∗ χγ,δ ←→ SαS
∗
βSγS
∗
δ = 0.
So assume that (β1, . . . , βb) = (γ1, . . . , γb). Recall γ = (γb+1, . . . , γc)
and ℓ(γ) = c−b. Suppose i, j and u are such that χα,β(x, i, u)χγ,δ(u, j, y) 6=
0. This forces
i = ℓ(α)− ℓ(β) = a− b, and
j = ℓ(γ)− ℓ(δ) = c− d.
and hence
i+ j = a+ c− b− d = ℓ(α) + ℓ(γ)− ℓ(δ) = ℓ(αγ)− ℓ(δ).
Also, as before,
(u1, . . . , ub) = (β1, . . . , βb), and
(u1, . . . , uc) = (γ1, . . . , γc).
In addition,
(xa+1, xa+2, . . . ) = (ub+1, ub+2, . . . ), and
(uc+1, uc+2, . . . ) = (yd+1, yd+2, . . . ).
Hence,
(xa+1, . . . , xa+c−b) = (ub+1, . . . , uc) = (γb+1, . . . , γc) = γ.
Letting η = (xa+c−b+1, . . . ), we see that x = αγη. Now
(y1, . . . , yd) = (δ1, . . . , δd) = δ
and
η = (xa+c−b+1, . . . ) = (ub+c−b+1, . . . ) = (uc+1, . . . ) = (yd+1, . . . ),
so y = δη.
Since u is completely determined by these conditions, there is only
one term in ∑
χα,β(x, i, u)χγ,δ(u, j, y)
which is non-zero if the sum is non-zero. This happens only if x = αγη
and y = δη.
Conversely, if x = αγη and y = δη, for some η in X , then choose u
to be βγη; for this choice of u
χα,β(x, a− b, u)χγ,δ(u, c− d, y) = 1.
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(No other choice of u yields a non-zero value for this product.) Thus,
χα,β ∗ χγ,δ(x, k, y) = 1⇐⇒


k = ℓ(αγ)− ℓ(δ),
x = αγη,
y = δη, for some η ∈ X .
Thus,
χα,β ∗ χγ,δ(x, k, y) = 1⇐⇒ χαγ,δ(x, k, y) = 1
and
χα,β ∗ χγ,δ(x, k, y) = 0⇐⇒ χαγ,δ(x, k, y) = 0.
The only possible values for χα,β ∗χγ,δ are 0 and 1, so χα,β∗χγ,δ = χαγ,δ.
Thus we have the correspondence
χα,β ∗ χγ,δ ←→ SαSγS
∗
δ = SαS
∗
βSγS
∗
δ .
In the case in which b = c, omit the γ. If b > c, a similar argu-
ment yields the correspondence between χα,β ∗ χγ,δ and SαS
∗
βSγS
∗
δ . It
is now clear that χ1,∅, . . . , χn,∅ generate all χα,β in C
∗(Gn) and that
χ1,∅, . . . , χn,∅ are isometries whose range projections sum to I. This
illuminates the identification of C∗(Gn) as On.
3. The spectral theorem for bimodules
In this section we show how to associate subalgebras of On to certain
subsets of the Cuntz groupoid. The spectral theorem for bimodules,
proven in [6] for principal groupoids, is extremely useful in the study
of non-self adjoint subalgebras of groupoid C∗-algebras; however, this
theorem is not valid in full generality for the Cuntz groupoid. In The-
orem 1 we characterize those bimodules over a natural masa for which
the spectral theorem is valid. In what follows we assume all bimodules
are norm closed.
Keep in mind in the sequel that we view elements of C∗(Gn) = On
as continuous functions on Gn which vanish at infinity. Also, let D0
denote the space of units in Gn; i.e., D0 = {(x, 0, x) | x ∈ X}. This is
an open subset of Gn; in fact, it is Uα,β, where both α and β are empty
strings.
If P is an open subset of Gn, let
A(P ) = {f ∈ C∗(Gn) | supp f ⊆ P}.
If f ∈ A(P ), then f(x, k, y) = 0 for all (x, k, y) ∈ Gn \P . For any open
set P in Gn, A(P ) is a bimodule over A(D0). This is easy to see: when
f ∈ A(D0), f is supported on D0, so
f ∗ g(x, k, y) = f(x, 0, x)g(x, k, y)
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and
g ∗ f(x, k, y) = g(x, k, y)f(y, 0, y).
If g is supported in P and f ∈ A(D0), then f ∗ g and g ∗ f are also
supported in P .
If, in addition, P satisfies the property
(x, k, y) ∈ P and (y, j, z) ∈ P =⇒ (x, k + j, z) ∈ P,
then A(P ) is a subalgebra of On. Also, if D0 ⊆ P , then A(D0) ⊆ A(P ).
One choice for P is D0. We shall reprove in Proposition 2 the known
fact that A(D0) is a masa in On. Another choice for P is
PUHF = {(x, k, y) ∈ Gn | k = 0}.
Then A(PUHF ) is a subalgebra of On which contains A(D0); the first
part of Theorem 1 shows that A(PUHF ) is generated by the Cuntz
partial isometries which it contains. But these are just the SαS
∗
β with
ℓ(α) = ℓ(β); it is well known that the subalgebra of On generated by
these Cuntz partial isometries is an n∞-UHF algebra. We shall refer to
this subalgebra as the canonical UHF subalgebra of On. Note also that
there is an obvious isomorphism between PUHF and the usual groupoid
for the n∞-UHF algebra.
If B ⊆ On is an A(D0) bimodule, define
σ(B) = {(x, k, y) | there is f ∈ B with f(x, k, y) 6= 0}.
In other words, Gn \ σ(B) = {(x, k, y) | f(x, k, y) = 0 for all f ∈ B}.
Clearly, σ(B) is an open subset of Gn.
Proposition 1. If P is an open subset of Gn, then σ(A(P )) = P .
Proof. Suppose that P is an open subset of Gn. If (x, k, y) /∈ P , then
f(x, k, y) = 0 for all f ∈ A(P ), so (x, k, y) ∈ Gn \ σ(A(P )). Thus
σ(A(P )) ⊆ P . On the other hand, suppose that (x, k, y) ∈ P . Since
P is open, there are α and β such that ℓ(α)− ℓ(β) = k and (x, k, y) ∈
Uα,β ⊆ P . Now χα,β ∈ C
∗(Gn) (and corresponds to the partial isometry
SαS
∗
β). Since suppχα,β ⊆ P , χα,β ∈ A(P ). But χα,β(x, k, y) = 1, so
(x, k, y) ∈ σ(A(P )). This shows that P ⊆ σ(A(P )). 
Definition 1. A bimodule over A(D0) is said to be reflexive if B =
A(σ(B)).
Note that the reflexive bimodules over A(D0) are exactly the ones of
the form A(P ) for some open set P ⊆ Gn. If the spectral theorem for
bimodules over A(D0) were valid in full generality, then every bimodule
over A(D0) would be reflexive. The following example gives a bimodule
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which is not reflexive. The authors thank Steve Power for drawing this
example to their attention.
Example 1. Let P = D0 ∪ U(1),∅. Note that D0 is the support set
for I and U(1),∅ is the support set for S1. Let 1 denote the element
(1, 1, 1, . . . ) in X . Both (1, 0, 1) and (1, 1, 1) are elements of P . Let
B = {f ∈ On | supp f ⊆ P and f(1, 0, 1) = f(1, 1, 1)}.
If f ∈ B and g ∈ A(D0), then
g ∗ f(1, 0, 1) = g(1, 0, 1)f(1, 0, 1)
= g(1, 0, 1)f(1, 1, 1)
= g ∗ f(1, 1, 1).
Similarly f ∗ g(1, 0, 1) = f ∗ g(1, 1, 1); thus B is a bimodule. From
the definition of B it is clear that σ(B) ⊆ P . But the characteristic
function of P is in B, so P ⊆ σ(B). Thus σ(B) = P and it is trivial
that B 6= A(P ).
Note that B is the bimodule over A(D0) generated by I + S1.
The next theorem characterizes the reflexive bimodules over A(D0).
One of the conditions equivalent to reflexivity is invariance under the
guage automorphisms. For each complex number λ of absolute value
one, a guage automorphism of On is determined by its action on the
generators: ηλ(Si) = λSi. The authors thank Steve Power for pointing
out condition (3) and providing a proof that (3) implies (2).
Theorem 1 (Spectral Theorem for Bimodules). Let B be a bimodule
over A(D0). Then the following are equivalent:
(1) B is reflexive.
(2) B is generated by the Cuntz partial isometries which it contains.
(3) B is invariant under all the guage automorphisms.
Proof. We first show (1) implies (2); i.e., any bimodule of the form
A(P ) with P an open subset of Gn is generated by the Cuntz partial
isometries which it contains. Let B be the bimodule generated by the
Cuntz partial isometries in A(P ). Suppose that χα,β is a Cuntz partial
isometry in A(P ), so that Uα,β ⊆ P . Let f be any continuous function
supported on Uα,β . Define a function g on Uα,α by g(αγ, 0, αγ) =
f(αγ, ℓ(α) − ℓ(β), βγ). Observe that f = g ∗ χα,β . Since g ∈ A(D0),
we have f ∈ B. Thus, B contains any continuous function supported
on a compact open set of the form Uα,β ⊆ P . Since any compact open
subset of P can be written as a finite union of sets of the form Uα,β, B
contains any continuous function supported on a compact open subset
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of P . Any compact set is contained in a compact open set, so all
continuous functions with compact support in P are in B. But these
are dense (in the C∗-norm) in A(P ), so A(P ) = B.
To prove that (2) implies (1), suppose that B is an A(D0) bimod-
ule and that B is generated by the Cuntz partial isometries which
it contains. Let P =
⋃
Uα,β, where the union is taken over all α, β
such that χα,β is in B. It is obvious that P ⊆ σ(B). To see the re-
verse containment, suppose that (x, k, y) /∈ P . Then χα,β(x, k, y) = 0
for all Cuntz partial isometries χα,β in B. If f and g are any el-
ements of A(D0), then f ∗ χα,β ∗ g also vanishes at (x, k, y), since
f ∗ χα,β ∗ g(x, k, y) = f(x, 0, x)χα,β(x, k, y)g(y, 0, y). It follows that
any element of the bimodule generated by these χα,β, i.e., any element
of B, also vanishes at (x, k, y). Thus (x, k, y) /∈ σ(B).
We now know that P = σ(B), so B ⊆ A(P ). It remains to show
that A(P ) = B. If α and α are finite strings with ℓ(α) < ℓ(α) and
αj = αj for j = 1, . . . , ℓ(α), we shall call α an extension of α. If α is an
extension of α and β is an extension of β and if ℓ(α)−ℓ(β) = ℓ(α)−ℓ(β),
then Uα,β ⊆ Uα,β . Since χα,β = χα,α ∗ χα,β ∗ χβ,β, if χα,β is in B then
so is χα,β.
To prove that A(P ) ⊆ B, it suffices to show that if χγ,δ is a Cuntz
partial isometry in A(P ), then χγ,δ is in B. (We have already seen that
A(P ) is generated by the Cuntz partial isometries which it contains.)
Let (x, k, y) ∈ Uγ,δ. Since P = σ(B), there is a Cuntz partial isometry
χα,β in B such that (x, k, y) ∈ Uα,β . For some extensions α of α and β
of β with ℓ(α) − ℓ(β) = k, we have (x, k, y) ∈ Uα,β ⊆ Uα,β ∩ Uγ,δ and,
as noted above, χα,β ∈ B.
Since Uγ,δ is compact, we can write it as a finite disjoint union of sets
of the form Uα,β with χα,β ∈ B. But χγ,δ is the sum of the corresponding
χα,β; thus χγ,δ ∈ B and we have shown that A(P ) = B.
(2) implies (3) is trivial: a guage automorphism maps a Cuntz partial
isometry to a scalar multiple of itself. It remains only to prove that (3)
implies (2). Cuntz showed in [1] that each element of On has a Fourier
series with respect to a chosen generator, say S1:
a ∼
−1∑
−∞
(S∗1)
|k|ak +
∞∑
0
akS
k
1 .
The coefficients ak all lie in the canonical UHF subalgebra. If ηλ is a
guage automorphism, then
ηλ(a) ∼
−1∑
−∞
(S∗1)
|k|λ
k
ak +
∞∑
0
λkakS
k
1 .
CUNTZ SUBALGEBRAS 13
By Remark 1 of section 1.10 of [1], there is a Cesaro convergence of
generalized polynomials and, for k ≥ 0,
akS
k
1 =
∫
T
λ
k
ηλ(a)dλ,
where dλ is normalized Lebesgue measure on T. A similar formula holds
when k is negative. Thus, if a ∈ B, then all akS
k
1 and all (S
∗
1)
|k|ak lie
in B. Note that we may, without loss of generality, assume that each
coefficient ak satisfies ak = akS
k
1 (S
∗
1)
k when k ≥ 0, with a similar
assertion when k < 0.
Let
Bk = {b ∈ A(PUHF ) | bS
k
1 ∈ B, b = bS
k
1 (S
∗
1)
k}
when k ≥ 0; a similar definition is used when k < 0. So B is the
closed linear span of all the subspaces BkS
k
1 and (S
∗
1)
kB−k. It is trivial
that Bk is a left bimodule over A(D0) and easy to see that Bk is a
right bimodule. (It suffices to prove this for right multiplication by
projections in A(D0) and we can limit ourselves to subprojections of
the range projection for Sk1 . But if p is a subprojection of S
k
1 (S
∗
1)
k,
then there is a subprojection q of the domain projection for Sk1 such
that pSk1 = S
k
1q. For any b ∈ Bk, bpS
k
1 = bS
k
1 q ∈ B and so bp ∈ Bk.)
Now Bk is a bimodule over A(D0) contained in the canonical UHF
algebra A(PUHF ) and the spectral theorem for bimodules is valid in
full generality in this context. So Bk is generated by the Cuntz partial
isometries which it contains. It follows that the same is true for B. 
It is shown in [2, Remark 2.1.8] that A(D0) is a masa in On; for the
convenience of the reader, we reprove this using groupoid techniques.
Proposition 2. A(D0) is a masa in C
∗(Gn) = On.
Proof. Suppose that g ∈ On and f ∗ g = g ∗ f , for all f ∈ A(D0). We
must show that g ∈ A(D0). When f ∈ A(D0), f is supported on D0,
so
f ∗ g(x, k, y) = f(x, 0, x)g(x, k, y)
and
g ∗ f(x, k, y) = g(x, k, y)f(y, 0, y).
If x 6= y, we can find f ∈ A(D0) such that f(x, 0, x) 6= f(y, 0, y), hence
g(x, k, y) = 0 when x 6= y. If k 6= 0 then {(x, k, y) ∈ Gn|x = y} has
empty interior and so cannot support a non-zero continuous function.
Thus, if g is continuous on Gn and g(x, k, y) = 0 whenever x 6= y and
k 6= 0, then g(x, k, x) = 0 for all x.
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We have shown that if g commutes with f then g(x, k, y) = 0 when-
ever x 6= y or k 6= 0. This means that g is supported on D0 and A(D0)
is a masa in C∗(Gn). 
4. Analytic subalgebras of On
Definition 2. A cocycle is a continuous function d from Gn to R which
satisfies the identity
d(x, k, y) + d(y, l, z) = d(x, k + l, z)
for (x, k, y) and (y, l, z) in Gn.
If P = {(x, k, y) | d(x, k, y) ≥ 0} is open, then we call A(P ) the
analytic subalgebra associated with d.
To avoid trivialities, we always assume that d is not identically equal
to 0.
Remark 1. There is a standard procedure for associating a one pa-
rameter family of automorphisms to a cocycle d. For each t ∈ R, an
automorphism ηt is given by the formula:
(ηtf)(x, k, y) = e
itd(x,k,y)f(x, k, y).
Each ηt is a
∗-automorphism of Cc(Gn) onto itself; it is not hard to
show that this automorphism preserves the C∗-norm and so extends
to an automorphism of On with the formula above. For each point
(x, k, y) ∈ Gn, the map f 7→ f(x, k, y) is decreasing with respect to the
‖ ‖∞, and hence also norm decreasing with respect to the C
∗-norm.
So these maps are continuous linear functionals on On. If f ∈ On,
we consider all functions of the form t 7→ ρ(ηt(f)), where ρ is a linear
functional of the type above. Given f ∈ On, it is easy to check that
t 7→ ρ(ηt(f)) is an H
∞-function on R for all linear functional of this
form if, and only if, f is supported on {(x, k, y) | d(x, k, y) ≥ 0}.
This indicates why the term analytic subalgebra is appropriate in the
definition above.
Example 2. Consider the dilation cocycle d(x, k, y) = k. Since each
Cuntz partial isometry SαS
∗
β corresponds to the function χα,β on the
Cuntz groupoid, ηt(SαS
∗
β) = e
it(ℓ(α)−ℓ(β))SαS
∗
β. In particular, for each
generating isometry Sk, ηt(Sk) = e
itSk. This determines the automor-
phism ηt. The dilation cocycle gives rise to the guage automorphisms
which appeared in Theorem 1.
The backward shift map on X =
∏∞
1 {1, . . . , n} is a useful tool in
the study of cocycles on Gn. Define S : X → X by S(x1, x2, x3, . . . ) =
(x2, x3, . . . ).
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Now let (x, 0, y) ∈ PUHF and k ≥ 0 be given. Then (x, k, S
ky) ∈
Gn. Conversely, if (x, k, z) ∈ Gn with k ≥ 0, there is a y ∈ X such
that z = Sky and (x, 0, y) ∈ PUHF . Indeed, we can take y = αz
where α is an arbitrary k-tuple. If k > 0 and (x, 0, y) ∈ PUHF , then
(Skx,−k, y) ∈ Gn. If (z,−k, y) ∈ Gn with k > 0, then there is x ∈ X
such that z = Skx and (x, 0, y) ∈ Gn.
Theorem 2. If d is a cocycle on Gn, define a continuous real valued
function fd on X by
fd(x) = d(x, 1, Sx), for all x ∈ X.
If f : X → R is continuous, define a cocycle df on Gn by
df(x, k, S
ky) =
k−1∑
j=0
f(Sjx) +
∞∑
j=k
[f(Sjx)− f(Sjy)],(1)
df(S
kx,−k, y) = −
k−1∑
j=0
f(Sjy) +
∞∑
j=k
[f(Sjx)− f(Sjy)],(2)
where k ≥ 0 and (x, 0, y) ∈ PUHF .
These two correspondences are inverse to one another. Thus, there
is a one-to-one correspondence between continuous cocycles on Gn and
continuous real valued functions on X.
Proof. The continuity of fd follows from the continuity of d and of the
map x 7→ (x, 1, Sx).
Now suppose that f is a continuous real valued map on X . By the
remarks above, every element of Gn has one of the two forms (x, k, S
ky)
or (Skx,−k, y) where k ≥ 0 and (x, 0, y) ∈ PUHF . In equation (1),
the first k coordinates of y play no role in either side of the equation;
similarly, in equation (2) the first k coordinates of x play no role. When
k = 0, the two equations agree, since the first sum in the right hand
side is absent in either version. Since (x, 0, y) ∈ PUHF , S
jx = Sjy for
all large j; consequently the sums in equations (1) and (2) are finite.
Observe that, with k ≥ 0 and (x, 0, y) ∈ PUHF ,
df(S
ky,−k, x) = −
k−1∑
j=0
f(Sjx) +
∞∑
j=k
[f(Sjy)− f(Sjx)]
= −
[
k−1∑
j=0
f(Sjx) +
∞∑
j=k
[f(Sjx)− f(Sjy)]
]
= −df(x, k, S
ky).
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Now suppose that k ≥ 0, l ≥ 0, (x, 0, y) ∈ PUHF and (S
ky, 0, Skz) ∈
PUHF . It follows that (y, 0, z) ∈ PUHF . If we prove that
df(x, k, S
ky) + df(S
ky, l, Sk+lz) = df(x, k + l, S
k+lz).
then the cocycle identity for df on all of Gn follows easily.
Now,
df(x, k, S
ky) + df(S
ky, l, Sk+lz)
=
k−1∑
j=0
f(Sjx) +
∞∑
j=k
[f(Sjx)− f(Sjy)] +
l−1∑
i=0
f(Si+ky) +
∞∑
i=l
[f(Si+ky)− f(Si+kz)]
=
k−1∑
j=0
f(Sjx) +
k+l−1∑
j=k
f(Sjx)−
k+l−1∑
j=k
f(Sjy) +
∞∑
j=k+l
[f(Sjx)− f(Sjy)]
+
k+l−1∑
j=k
f(Sjy) +
∞∑
j=k+l
[f(Sjy)− f(Sjz)]
=
k+l−1∑
j=0
f(Sjx) +
∞∑
j=l+l
[f(Sjx)− f(Sjz)]
= df(x, k + l, S
k+l).
It remains to show that these two maps are inverse to one another.
Let f : X → R be continuous. Then
fdf (x) = df(x, 1, Sx) = f(x) +
∞∑
j=1
[f(Sjx)− f(Sjx)] = f(x).
It is a bit more complicated to show that the composition in the
other order is also the identity.
Let d be a cocycle on Gn and define f (= fd) by f(x) = d(x, 1, Sx),
for all x ∈ X . If (x, 0, y) ∈ PUHF , then
f(x) + d(Sx, 0, Sy) = d(x, 1, Sx) + d(Sx, 0, Sy)
= d(x, 1, Sy)
= d(x, 0, y) + d(y, 1, Sy)
= d(x, 0, y) + f(y)
Therefore
(3) f(x)− f(y) = d(x, 0, y)− d(Sx, 0, Sy).
Apply this to Sjx and Sjy to obtain
f(Sjx)− f(Sjy) = d(Sjx, 0, Sjy)− d(Sj+1x, 0, Sj+1y), for any j ≥ 0.
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Since (x, 0, y) ∈ PUHF , there is N ∈ N such that S
nx = Sny (and hence
d(Snx, 0, Sny) = 0) for all n ≥ N . Addition yields
(4) d(x, 0, y) =
∞∑
j=0
[f(Sjx)− f(Sjy)].
The sum is, of course, really a finite sum.
Next, we express d(x, k, Sky) in terms of f (when k > 0). Just
observe that
d(x, k, Sky) = d(x, 1, Sx) + d(Sx, 1, S2x) + · · ·+ d(Sk−1x, 1, Skx) + d(Skx, 0, Sky)
= f(x) + f(Sx) + · · ·+ f(Sk−1x) + d(Skx, 0, Sky)
=
k−1∑
j=0
f(Sjx) +
∞∑
j=k
[f(Sjx)− f(Sjy)],
where equation (4) is used in the last equality.
We have now shown that d and dfd agree on (x, k, y) whenever k ≥ 0.
But d and df are both cocycles, so they also agree whenever k < 0, i.e.,
on all of Gn. 
The correspondence between continuous functions on X and contin-
uous cocycles on Gn is clearly a linear one. It also preserves uniform
convergence on compacta.
Proposition 3. Let f and fn (n ∈ N) be continuous functions on X.
Then fn → f uniformly on X if, and only if, dfn → df uniformly on
compacta in Gn.
Proof. Assume that fn → f uniformly on X . Let k ≥ 0 and let α and
β be such that ℓ(α)− ℓ(β) = k. Let (x, k, Sky) ∈ Uα,β . Then
dfn(x, k, S
ky)− df(x, k, S
ky) =
k−1∑
j=0
[fn(S
jx)− f(Sjx)] +
ℓ(α)∑
j=k
(
[fn(S
jx)− f(Sjx)]− [fn(S
jy)− f(Sjy)]
)
and this converges uniformly to 0 on Uα,β . A similar argument applies
when ℓ(α)− ℓ(β) < 0.
For the converse, observe that
f(x)− fn(x) = df(s, 1, Sx)− dfn(x, 1, Sx)
and that
{(x, 1, Sx) | x ∈ X} =
n⋃
i=1
U(i),∅.
Since dfn → df uniformly on this set, fn → f uniformly on X . 
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The following remark will be useful in Theorems 3 and 4
Remark 2. If A is a compact and open subset of X , then A is a finite
disjoint union of cylinder sets (sets of the form Eα = {x ∈ X | x1 =
α1, . . . , xk = αk}). Indeed, for each a ∈ A there is a cylinder set Ca
such that a ∈ Ca ⊆ A. Since A is compact, the open cover {Ca | a ∈ A}
has a finite subcover. Thus A is a finite union of cylinder sets. Since
any cylinder set Eα can be written as a disjoint union of cylinder sets
of the form Eβ where the β’s all have a specified length greater than
the length of α, A can be written as a union of disjoint cylinder sets.
Now suppose that f is a continuous function on X which assumes
only finitely many values. For each t in the range of f , f−1(t) is a
compact open subset of X , and hence can be written as a finite disjoint
union of cylinder sets. It follows that there is a positive integer N such
that, for all x, f(x) depends only on the first N coordinates of x.
Theorem 3. If f is a continuous function on X with finite range, then
the cocycle d associated with f is locally constant.
Proof. By Remark 2, there is a positive integer N such that the value
of f at any point of X depends only on the first N coordinates of the
point.
Let k ≥ 0 and (x, 0, y) ∈ PUHF . We shall show that d is constant on
a neighborhood of (x, k, Sky). Let P be an integer greater than k such
that xi = yi for all i ≥ P . Let
α = (x1, . . . , xP+N),
β = (yk+1, . . . , yP+N).
Then ℓ(α)− ℓ(β) = k and (x, k, Sky) ∈ Uα,β. For any γ ∈ X ,
d(αγ, k, βγ) =
k−1∑
j=0
f(Sj(αγ)) +
P∑
j=k
[f(Sj(αγ))− f(Sj−k(βγ))].
With j ≤ P , the first N coordinates of Sj(αγ) are all coordinates of α
and the first N coordinates of Sj−k(βγ) are all coordinates of β; thus
the value of d is independent of γ. This shows that d is constant on Uα,β.
For points of the form (Skx,−k, y), choose a basic open neighborhood
Uα,β for (y, k, S
kx) on which d is constant: then Uβ,α is a neighborhood
of (Skx,−k, y) on which d is constant. Thus, d is locally constant. 
Corollary 1. If f is a continuous function on X with finite range
and d is the corresponding cocycle, then d−1(0) is open. Consequently,
d−1[0,∞) is open and the support set of an analytic algebra.
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Proof. Let (x, k, z) ∈ Gn be such that d(x, k, z) = 0. Let Uα,β be
a neighborhood of (x, k, z) on which d is constant. Then (x, k, z) ∈
Uα,β ⊆ d
−1(0) and d−1(0) is open. 
The dilation cocycle d(x, k, y) = k is non-negative on the set
P+ = {(αγ, ℓ(α)− ℓ(β), βγ | γ ∈ X, ℓ(α) ≥ ℓ(β)}
=
⋃
{Uα,β | ℓ(α) ≥ ℓ(β)}.
This is an open (and closed) subset of Gn which is clearly closed under
the groupoid multiplication. The analytic algebra associated with the
dilation cocycle is A(P+). Since P+∪P
−1
+ = Gn and P+∩P
−1
+ = PUHF ,
it follows that A(P+) + A(P+)
∗ is dense in On and A(P+) ∩ A(P+)
∗ =
A(PUHF ), the canonical UHF subalgebra.
The diagonal algebra in A(P+) is not abelian, but a modification
gives examples of strongly maximal triangular subalgebras of On. Let
Q be an open subset of PUHF which satisfies the following
(1) Q ◦Q ⊆ Q
(2) Q ∩Q−1 = D0
(3) Q ∪Q−1 = PUHF
Then A(Q) is a strongly maximal triangular subalgebra of the canonical
UHF C∗-algebra, A(PUHF ). Two specific examples are:
Qref = {(αγ, 0, βγ) ∈ PUHF | α  β}
Qst = {(αγ, 0, βγ) ∈ PUHF | α r β}
Here  is the lexicographic order and r is the reverse lexicographic or-
der. Qref is the spectrum of the refinement subalgebra of the canonical
UHF algebra. and Qst is the spectrum of the standard subalgebra.
Given Q as above, let
Q+ = {(x, k, y) | either k = 0 and (x, 0, y) ∈ Q or k > 0}
It is easy to see thatQ+◦Q+ ⊆ Q+, Q+∪Q
−1
+ = Gn, andQ+∩Q+ = D0.
A(Q+) is a strongly maximal triangular subalgebra of On. We shall call
A(Q+) the contractive extension of A(Q).
Proposition 4. The “contractive” algebras, A(P+) and A(Q+), are
semisimple.
Proof. By Theorem 1, both A(P+) and A(Q+) are invariant under the
guage automorphisms. Therefore the radical is invariant under guage
automorphisms and so is generated by the Cuntz partial isometries
which it contains. But if SαS
∗
β is in the radical, then so is Sα = SαS
∗
βSβ
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(since Sβ is in A(P+) or A(Q+), as appropriate). Thus, if the radi-
cal contains a non-zero operator, it contains one which is not quasi-
nilpotent. This is impossible, so each algebra is semisimple. 
Example 3. Let f : X → R be given by f(x) = 1 for all x. Then it
is easy to see that df(x, k, z) = k for all (x, k, z) ∈ Gn. Thus, the
constant function 1 corresponds to the dilation cocycle; the associated
analytic subalgebra is the contractive algebra A(P+).
If f(x) = c for all x (with c 6= 0), then df(x, k, z) = ck. Again, the
analytic subalgebra is A(P+).
Example 4. Let f : X → R by f(x) = x1. The range of f is {1, . . . , n}.
When k ≥ 0 and (x, 0, y) ∈ PUHF ,
df(x, k, S
ky) = x1 + · · ·+ xk +
∞∑
i=k+1
(xi − yi)
and
df(S
kx,−k, y) = −y1 − · · · − yk +
∞∑
i=k+1
(xi − yi)
For every k, there exist x, z ∈ X such that df(x, k, z) = 0; i.e. d
−1(0)
intersects every k-level set. In particular, d−1(0) properly contains D0.
In UHF algebras, the Z-analytic subalgebras are those analytic alge-
bras which arise from Z-valued cocycles which vanish precisely on the
canonical diagonal. Other important analytic algebras, for example the
refinement algebras, arise from bounded cocycles which vanish precisely
on the canonical diagonal. Theorem 4 shows that the Cuntz algebras
lack precise analogs of these analytic subalgebras of UHF algebras.
Theorem 4. There is no cocycle d on the Cuntz groupoid Gn which
is bounded and which vanishes precisely on D0 There is no cocycle d
which is integer valued and which vanishes precisely on D0.
Proof. First suppose that d is a bounded cocycle. Let f be the associ-
ated function on X and let 1 = (1, 1, . . . ). Then S1 = 1. If f(1) = 0,
then d−1(0) properly contains D0. If f(1) 6= 0, then, for all k > 0,
d(1, k, Sk1) =
k−1∑
j=0
f(Sj1) =
k−1∑
j=0
f(1) = kf(1)
and d is unbounded.
Now suppose that d is integer valued. Then f is also integer valued.
Since f is continuous and X is compact, the range of f is finite. By
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remark 2, the value of f at x depends only on the first N coordinates
of x.
We will exhibit x 6= y such that (x, 0, y) ∈ Gn and d(x, 0, y) = 0. Let
α be the string consisting of 2 · · · 2 repeated N − 1 times and let γ be
the infinite string consisting entirely of 1’s. Set
x = α21αγ and y = α12αγ.
It is routine to show that a string of length N appears as the first N
coordinates of one of the points x, Sx, . . . , S2N−1x if, and only if, it
appears as the first N coordinates of one of y, Sy, . . . , S2N−1y; further-
more, the frequency of appearance is the same in both cases. Thus
2N−1∑
j=0
f(Sjx) =
2N−1∑
j=0
f(Sjy).
Since Sjx = Sjy for j ≥ 2N , we have
d(x, 0, y) =
∞∑
j=0
[f(Sjx)− f(Sjy)] = 0.
Thus, d−1(0) properly contains D0. 
As we pointed out earlier, the standard TUHF algebra is the strongly
maximal triangular subalgebra of A(PUHF ) whose spectrum is Q
st =
{(x, 0, y) ∈ PUHF | x r y}. (The order is the reverse lexicographic
order.) This is the prototypical Z-analytic algebra. The associated
cocycle – the standard cocycle – is given by the formula
d(x, 0, y) =
∞∑
i=1
ni−1(xi − yi).
Proposition 5. The standard cocycle d on PUHF has no extension to
a cocycle on Gn.
Proof. Suppose that d has an extension to Gn, which we also denote
by d, and that f is the associated function on X . Since
d(x, 0, y) =
∞∑
j=0
[f(Sjx)− f(Sjy)],
any function which differs from f by an additive constant will yield a
cocycle which agrees with the standard cocycle on PUHF . Therefore,
we may, without loss of generality, assume that f(1) = 0, where 1 =
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(1, 1, 1, . . . ). Now let x = (2, 2, . . . , 2, 1), where there are N coordinates
in x which are 2. By equation 3 in the proof of Theorem 2,
f(x) = d(x, 0, 1)− d(Sx, 0, S1) =
N∑
j=1
nj−1 −
N−1∑
j=1
nj−1 = nN−1
This shows that f is unbounded, an impossibility for a continuous
function on a compact set. Thus the standard cocycle on PUHF admits
no extension to Gn. 
A cocycle d on PUHF is trivial if there is a continuous function b on
X such that d(x, 0, y) = b(y)− b(x). The refinement cocycle, given by
d(x, 0, y) =
∞∑
i=1
1
ni
(xi − yi),
is one of the simplest and most important examples of a trivial cocycle.
The function b is given by
b(x) =
∞∑
i=1
xi − 1
ni
;
the range of b is [0, 1]. The analytic subalgebra of A(PUHF ) associated
with the refinement cocycle is the refinement TUHF algebra; as we
noted earlier, the spectrum of this algebra is Qref = {(x, 0, y) ∈ PUHF |
x  y} (lexicographic order). In general, an analytic subalgebra of
A(PUHF ) whose cocycle is trivial is said to be trivially analytic.
Theorem 5. Let A(Q) be a trivially analytic subalgebra of A(PUHF )
with cocycle d. Then d has extensions to cocycles on Gn. Furthermore,
there is an extension so that the corresponding analytic subalgebra of
On is A(Q+).
Remark 3. As noted above, the refinement subalgebra of A(PUHF ) is
a trivially analytic subalgebra. Thus A(Qref+ ) is an analytic subalgebra
of On which is an “extension” of the refinement TUHF algebra.
Proof. Let b be a continuous function on X , let d be the cocycle on
PUHF given by d(x, 0, y) = b(y) − b(x) and let A(Q) be the analytic
subalgebra of A(PUHF ) associated with the cocycle.
Let X0 be the equivalence class of the point 1 = (1, 1, 1, . . . ). This
is a dense set in X . We wish to define a function f on X which will
yield a cocycle on Gn which extends d.
Begin by setting f(1) = 0. For x ∈ X0, define
f(x) = d(x, 0, 1)− d(Sx, 0, 1).
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Observe that, for any for any x, y ∈ X0,
f(x)− f(y) = d(x, 0, 1)− d(Sx, 0, 1)− d(y, 0, 1) + d(Sy, 0, 1)
= d(x, 0, 1) + d(1, 0, y)− [d(Sx, 0, 1) + d(1, 0, Sy)]
= d(x, 0, y)− d(Sx, 0, Sy)
We claim that f is uniformly continuous, and therefore has a con-
tinuous extension to X . Let ǫ > 0. Let ρ be the metric on X defined
by
ρ(x, y) =
∞∑
i=1
|yi − xi|
ni
.
Since b is uniformly continuous, there is δ > 0 such that |b(y)− b(x)| <
ǫ/2 whenever ρ(x, y) < δ.
Sets of the form Uα = {αγ | γ ∈ X} form a neighborhood basis
for the topology on X . If the length of α is L, then ρ(x, y) ≤ 1/nL
whenever x and y are in Uα. Choose L so that 1/n
L < δ. Let Uα be any
basic open neighborhood with ℓ(α) ≥ L+1. Then, when x, y ∈ Uα∩X0,
we have Sx, Sy ∈ USα and ℓ(Sα) ≥ L. Therefore,
|f(x)− f(y)| = |d(x, 0, y)− d(Sx, 0, Sy)| = |b(y)− b(x)− (b(Sy)− b(Sx))|
≤ |b(y)− b(x)| + |b(Sy)− b(Sx)| < ǫ.
Denote the extension to X by f also. We next show that the relation
f(x)− f(y) = d(x, 0, y)− d(Sx, 0, Sy)
holds for any (x, 0, y) ∈ PUHF . Let k be such that xi = yi for all
i ≥ k. Let α = (x1, . . . , xk) and β = (y1, . . . , yk). Then Uα,β is a neigh-
borhood of (x, 0, y) and a G-set in Gn. In particular, the projection
maps onto the first and third coordinates are each homeomorphisms
when restricted to Uα,β. Let xν and yν be sequences in X0 such that
(xν , 0, yν) ∈ Uα,β, xν → x and yν → y. It follows that
d(xν , 0, yν)→ d(x, 0, y),
d(Sxν , 0, Syν)→ d(Sx, 0, Sy),
f(xν)→ f(x), and
f(yν)→ f(y).
Since
f(xν)− f(yν) = d(xν , 0, yν)− d(Sxν , 0, Syν)
for every ν, we have
f(x)− f(y) = d(x, 0, y)− d(Sx, 0, Sy)
as desired.
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By an argument used in Theorem 2,
d(x, 0, y) =
∞∑
j=0
[f(Sjx)− f(Sjy)].
It now follows immediately that the cocycle df on Gn induced by the
function f extends the cocycle d on PUHF .
Fix a value for k and let Gn,k = {(x, j, y) ∈ Gn | j = k}. We claim
that df is bounded on each Gn,k. Indeed, when k ≥ 0, any point in
Gn,k can be written in the form (x, k, S
ky) for some (x, 0, y) ∈ PUHF
and
df(x, k, S
ky) =
k−1∑
j=0
f(Sjx) +
∞∑
j=k
[f(Sjx)− f(Sjy)]
=
k−1∑
j=0
f(Sjx) + d(Skx, 0, Sky).
Since f is bounded, k is fixed, and d is bounded on PUHF , df is bounded
on Gn,k. The boundedness of df on Gn,k when k < 0 follows from the
cocycle property.
Finally, we show that there is an extension of d such that the cor-
responding analytic subalgebra is A(Q+). Indeed, if c is any constant
and g = f + c, then, since the correspondence between functions on
X and cocycles is linear, dg(x, k, y) = df(x, k, y) + kc. In particular,
dg(x, 1, y) = df(x, 1, y) + c. Since df is bounded on Gn,1, we may pick
c so that dg > 0 on Gn,1. For k > 0, any element of Gn.k is a product
of k elements of Gn,1; the cocycle property implies that dg > 0 on Gn,k.
The cocycle property also guarantees that dg is negative on Gn,k when
k < 0. Thus, dg ≥ 0 precisely on Q+. 
5. The Volterra Subalgebra of On
The intersection of the Cuntz algebra with the Volterra nest algebra
on L2[0, 1] has been studied by S. C. Power in [9]. We refer to this
intersection as the Volterra subalgebra of On. In this section, we show
that groupoid techniques allow us to obtain many of Power’s results
easily, as well as some new information. We first identify an open set
PV for which A(PV ) will turn out to be the Volterra subalgebra of On.
An element (αγ, ℓ(α)− ℓ(β), βγ) of Gn is in PV if any of the following
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five conditions on α and β hold:
ℓ(α) = ℓ(β) and α  β, or(5)
ℓ(α) < ℓ(β) and α ≺ (β1, . . . , βℓ(α)), or(6)
ℓ(α) < ℓ(β) and α = (β1, . . . , βℓ(α)) and βℓ(α)+1 = · · · = βℓ(β) = n, or
(7)
ℓ(α) > ℓ(β) and (α1, . . . , αℓ(β)) ≺ β, or(8)
ℓ(α) > ℓ(β) and (α1, . . . , αℓ(β)) = β and αℓ(β)+1 = · · · = αℓ(α) = 1.
(9)
The order on finite strings used in these conditions is the lexicographic
order.
There is an alternate description of PV . Although the lexicographic
order is most commonly used for finite sequences or for sequences in X
which are equivalent in the sense that ‘tails are equal’, the lexicographic
order is also useful as a total order on all of X . With this in mind, it
is not hard to see that PV is the union of the following four sets:
R = {(x, k, y) | x ≺ y}
D0 = {(x, 0, x) | x ∈ X} (diagonal)
Se = {(x, k, x) | k < 0 and xj = n for all large j} (expansive)
Sc = {(x, k, x) | k > 0 and xj = 1 for all large j} (contractive)
Indeed, if x ≺ y and (x, k, y) ∈ Gn, let j be the first index for
which xj 6= yj. Choose initial segments α and β of x and y such that
j < min(ℓ(α), ℓ(β)) and k = ℓ(α) − ℓ(β). Then (x, k, y) has the form
(αγ, ℓ(α)− ℓ(β), βγ) for suitable γ and also satisfies one of conditions
(5), (6), or (8). Elements of the form (x, 0, x) clearly satisfy condition
(5). If k < 0 and xj = n for all large j, then (x, k, x) satisfies condition
(7); if k > 0 and xj = 1 for all large j, then (x, k, x) satisfies condition
(9).
In the other direction, if (x, k, y) satisfies condition (6) or condition
(8), then x ≺ y. Suppose that (x, k, y) = (αγ, ℓ(α)− ℓ(β), βγ) satisfies
(7). If any of γ1, . . . , γℓ(β)−ℓ(α) are less than n, then x ≺ y. If all of
γ1, . . . , γℓ(β)−ℓ(α) equal n and any γj < n with j between ℓ(α)− ℓ(β)+1
and 2(ℓ(β) − ℓ(α)) then again x ≺ y. Continuing in this fashion, we
see that either x ≺ y or x = y and xj = n for all large j. Similarly, if
(x, k, y) satisfies condition (9), then either x ≺ y or xj = 1 for all large
j. Finally, if (x, k, y) satisfies (5), then k = 0 and (x, k, y) is in D0∪R.
Next we show that PV is an open subset of Gn. Since D0 and
{(x, k, y) ∈ Gn | x ≺ y} are open sets, we need only show that all
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points (x, k, x) with k < 0 and a tail consisting of n’s or with k > 0
and a tail consisting of 1’s lie in open sets contained in PV . Suppose
that k > 0 and x = βδ, where β = (β1, . . . , βs) and δ = (1, 1, 1, . . . ).
Let α = (β1, . . . , βs, 1, . . . , 1), where there are k 1’s following βs. Then
Uα,β = {(αγ, k, βγ) | γ ∈ X} is an open subset of Gn. If γ = (1, 1, . . . ),
then (αγ, k, βγ) = (x, k, x), so (x, k, x) ∈ Uα,β . If γ 6= (1, 1, . . . ), then
it is easy to see that αγ ≺ βγ and hence (αγ, k, βγ) ∈ PV . Thus
(x, k, x) ∈ Uα,β ⊆ PV . A similar argument takes care of points with
k < 0 and a tail consisting of n’s; thus PV is open.
While PV is an open subset of Gn, it is not closed. To see this, let
α be any finite string and let δ be a string of length k in which some
δi 6= 1. Since δ is not first in the lexicographic order on {1, . . . , n}
k,
there is a string η of length k such that η ≺ δ. For each p ∈ N, let
yp = αδ . . . δηη . . . (p copies of δ),
zp = αδδ . . . δηη . . . (p+ 1 copies of δ),
x = αδδ . . . (infinitely many copies of δ).
Since yp ≺ zp, (yp, k, zp) ∈ PV . Also (y
p, k, zp) −→ (x, k, x) in the
topology on Gn. But (x, k, x) /∈ PV , so PV is not closed.
When is a partial isometry SαS
∗
β in A(PV )? For the case when ℓ(α) =
ℓ(β), i.e., when SαS
∗
β is in the canonical UHF subalgebra, SαS
∗
β is in
A(PV ) if, and only if, SαS
∗
β is also in the Volterra nest subalgebra on
L2[0, 1]. These partial isometries correspond to condition 5. Expansive
partial isometries inA(PV ) correspond to conditions 6 and 7. Condition
6 gives the expansive partial isometries for which the range interval lies
to the left of the domain interval. Condition 7 gives those expansive
partial isometries for which the domain interval is a subinterval of the
range interval located at the right end of the range interval. Similarly,
conditions 8 and 9 correspond to the contractive partial isometries in
A(PV ). Condition 8 gives the contractive partial isometries for which
the range interval lies to the left of the domain interval and condition
9 describes the case when the range interval is a subinterval of the
domain interval which is located at the left end of the domain interval.
From these considerations, we see that the partial isometries SαS
∗
β
which are in A(PV ) are precisely the Cuntz partial isometries which lie
in the Volterra nest algebra. Since A(PV ) is generated by its Cuntz
partial isometries, it follows that A(PV ) is contained in On ∩ AlgV,
where V is the Volterra nest.
While most of the projections in V are not in On, those that are are
strongly dense in V. These projections can be described in several ways.
The most useful is as follows: let T = {x ∈ X | xj = n for all large j}.
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For x ∈ T , let px be the characteristic function of {(y, 0, y) | y  x}.
This subset of PV is compact and, since x ∈ T , also open; thus px is a
continuous function with compact support and can therefore be viewed
as an element of A(PV ).
As an operator on L2[0, 1] (using the representation of the Cuntz al-
gebra described above), px is the projection onto the subspace L
2[0, x],
where
x =
∞∑
j=1
xj − 1
nj
.
And in terms of the generators of the Cuntz algebra, each px has the
form
∑
α SαS
∗
α, where all α in the summation have the same length,
say k, and run through an initial segment in the set of k-tuples with
the lexicographic order.
Theorem 6. A(PV ) = On ∩AlgV.
Proof. If f ∈ On and x ∈ T = {x ∈ X | xj = n for all large j}, then
for any (s, k, t) ∈ Gn,
(f ∗ px)(s, k, t) = f(s, k, t)px(t, 0, t)
=
{
f(s, k, t), if t  x,
0, if x ≺ t
and
(px ∗ f ∗ px)(s, k, t) = px(s, 0, s)f(s, k, t)px(t, 0, t)
=
{
f(s, k, t), if both s  x and t  x
0, otherwise.
Now suppose that f ∈ On∩Alg V. To prove that f ∈ A(PV ) we must
show that f vanishes on the complement of PV in Gn. First, suppose
that t ≺ s and (s, k, t) ∈ Gn. If t is an immediate predecessor of s,
choose x = t; otherwise choose x ∈ T such that t ≺ x ≺ s. In either
case, x ≺ s. Since f ∈ AlgV and px ∈ V, we have f ∗ px = px ∗ f ∗ px.
It follows from the equations above that f(s, k, t) = 0. This leaves the
case in which s = t. There are two possibilities: k > 0 and infinitely
many ti > 1, for which the details are below, and k < 0 and infinitely
many ti < n (which can be done in a similar fashion).
Suppose that (t, k, t) ∈ Gn with k > 0 and infinitely many ti > 1.
Then there are finite strings τ and γ such that one of the components of
γ is greater than 1, ℓ(γ) = k, and t = τγ. (Here, γ denotes the infinite
concatenation γγγ . . . .) If f(t, k, t) 6= 0, then there is a neighborhood
U of (t, k, t) such that f is non-zero on U . For n a positive integer,
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let γn denote γ . . . γ, the n-fold concatenation of γ with itself. Then
there exists n such that if α = τγn+1 and β = τγn, then Uα,β ⊆ U .
Let δ be any sequence of length k which strictly precedes γ in the
lexicographic order. (The existence of such a sequence is guaranteed
by the fact that one of the components of γ is greater than 1.) Let
x = αδ and y = βδ. Then y ≺ x and (x, k, y) ∈ Uα,β ⊆ U . By the
preceding paragraph, f(x, k, y) = 0; but this contradicts the fact that
f does not vanish on U . Thus, if k > 0 and infinitely many ti > 1,
then f(t, k, t) = 0. Similarly, if k < 0 and infinitely many ti < n, then
f(t, k, t) = 0. Thus, f vanishes on the complement of PV and we have
shown that On ∩AlgV ⊆ A(PV ). We have already verified the reverse
containment, so equality is proven. 
Proposition 6. The spectrum of the radical in A(PV ) is {(x, k, y) ∈
Gn | x ≺ y}.
Proof. Let R = {(x, k, y) ∈ Gn | x ≺ y} and let R0 denote the spectrum
of radA(PV ), the Jacobson radical of A(PV ). We first show that R ⊆
R0 while the three sets
D0 = {(x, 0, x) | x ∈ X},
Se = {(x, k, x) | k < 0, x ∈ X and xj = n, for all large j},
Sc = {(x, k, x) | k > 0, x ∈ X and xj = 1, for all large j}
are all disjoint from R0; in other words, R = R0.
Let (x, k, y) ∈ R. Then there exist finite strings α and β and γ ∈ X
such that ℓ(α)− ℓ(β) = k, α ≺ β, x = αγ and y = βγ. The set Uα,β,
the support set for SαS
∗
β, is a subset of R. Since the “range interval”
for the partial isometry SαS
∗
β lies to the left of the “domain interval”,
there is a projection p ∈ V such that SαS
∗
β = pSαS
∗
βp
⊥.
It follows easily that, for any T ∈ A(PV ), both SαS
∗
βT and TSαS
∗
β are
nilpotent (of order 2). Alternatively, since SαS
∗
β lies in the radical of
the Volterra nest algebra, the ideal generated by SαS
∗
β in the Volterra
nest algebra consists entirely of quasi-nilpotents; a fortiori, the ideal
generated by SαS
∗
β in A(PV ) consists of quasi-nilpotents. Either way,
SαS
∗
β lies in the radical of A(PV ). Thus Uα,β ⊆ R0; in particular,
(x, k, y) ∈ R0. Thus R ⊆ R0.
We next show that D0 ∩ R0 = ∅. Suppose that (x, 0, x) ∈ D0 ∩
R0. Then there is a finite string α such that Uα,α ⊆ R0. But this
implies that SαS
∗
α, a non-zero projection, lies in radA(PV ). This is a
contradiction, so D0 ∩ R0 = ∅.
The final two pieces, Se ∩ R0 = ∅ and Sc ∩ R0 = ∅, are proven in
essentially the same way, so we provide only one of the proofs. Suppose
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(x, k, x) ∈ Se∩R0. Since Se and R0 are open, there is a neighborhood of
(x, k, x) which is a subset of R0. It follows that there are finite strings
α and β corresponding the intervals [a, c] and [b, c] such that a < b
and SαS
∗
β ∈ radA(PV ). But if we compress SαS
∗
β to L
2[a, c], we get a
co-isometry, all powers of which have norm 1. So all powers of SαS
∗
β
have norm 1, contradicting the assertion that SαS
∗
β ∈ radA(PV ). This
shows that Se ∩ R0 = ∅.
In the proof that R ⊆ R0, we showed that if (x, k, y) ∈ R, then there
is a neighborhood Uα,β of (x, k, y) such that Uα,β ⊆ R and SαS
∗
β ∈
radA(PV ). We next show that this implies that A(R) ⊆ radA(PV ).
Since A(R) is generated by the Cuntz partial isometries which it con-
tains, it is sufficient to show that each Cuntz partial isometry in A(R)
lies in the radical.
If SγS
∗
δ is a Cuntz partial isometry in A(R), then for each (x, k, y) ∈
Uγ,δ there is a neighborhood Uα,β such that (x, k, y) ∈ Uα,β ⊆ Uγ,δ and
SαS
∗
β ∈ radA(PV ). This gives an open cover of Uγ,δ, from which we
can select a finite subcover. It is routine to arrange that the sets in
the subcover are pairwise disjoint (with corresponding Cuntz partial
isometries still in the radical). So Uγ,δ can be written as a finite dis-
joint union of sets of the form Uα,β for which SαS
∗
β ∈ radA(PV ). But
then SγS
∗
δ is the sum of these SαS
∗
β, whence SγS
∗
δ ∈ radA(PV ). Thus
A(R) ⊆ radA(PV ).
We now know that A(R) ⊆ radA(PV ) ⊆ A(R0) and that R = R0.
But then A(R) = A(R0); in particular, radA(PV ) = A(R). 
Remark 4. If we let B denote the norm closure of A(D0) + radA(PV )
in A(PV ), then B is a proper subset of A(PV ). This follows from the
fact that the spectrum of B is D0 ∪ R. While far from being semi-
simple, the algebra A(PV ) falls short of having a radical plus diagonal
decomposition.
As mentioned earlier, the Volterra subalgebra A(PV ) has been stud-
ied extensively by Power in [9]. Making use of the spectrum, we can
obtain several of Power’s results with new proofs which provide a dif-
ferent intuitive insight. For example, Power points out that A(PV ) is
non-Dirichlet in the sense that A(PV ) +A(PV )
∗ is not dense in On; in
other language, A(PV ) is triangular but not strongly maximal triangu-
lar. This is evident from the fact that PV ∪ P
−1
V 6= Gn.
We prove the next theorem, which appears in [9], using spectral tech-
niques. In this theorem, comA(PV ) denotes the closed ideal generated
by all commutators in A(PV ).
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Theorem 7. The radical of A(PV ) is equal to the commutator ideal of
A(PV ).
Proof. We begin by showing that comA(PV ) ⊆ radA(PV ). It suffices
to show that [f, g] ∈ radA(PV ) for all f and g in A(PV ). To do this,
it is enough to prove that [f, g] vanishes on D0 ∪ Se ∪ Sc. For any
(x, k, x) ∈ D0 ∪ Se ∪ Sc, the product f ∗ g is given by
f ∗ g(x, k, x) =
∑
f(x, i, u)g(u, k− i, x)
The sum is taken over all i ∈ Z and u for which (x, i, u) and (u, k−i, x)
lie in PV . But this requires x  u and u  x; thus u = x. Furthermore,
i and k−i cannot have opposite signs; otherwise x would have to possess
a tail consisting only of n’s and a tail consisting only of 1’s. If Nk is
the set {0, . . . , k} when k ≥ 0 and the set {k, . . . , 0} when k ≤ 0, then
the formula reduces to
f ∗ g(x, k, x) =
∑
i∈Nk
f(x, i, x)g(x, k − i, x).
The change of index j = k − i now yields:
f ∗ g(x, k, x) =
∑
i∈Nk
f(x, i, x)g(x, k − i, x)
=
∑
j∈Nk
g(x, j, x)f(x, k − j, x)
= g ∗ f(x, k, x).
This shows that f ∗ g − g ∗ f vanishes on D0 ∪ Se ∪ Sc. Thus [f, g] ∈
A(R) = radA(PV ).
It remains to show that radA(PV ) = A(R) ⊆ comA(PV ). By means
of the same compactness argument used in the proof of Proposition 6,
it suffices to show that for each point (x, k, y) ∈ R, there is a neighbor-
hood Uα,β of (x, k, y) contained in R such that SαS
∗
β ∈ comA(PV ).
Let (x, k, y) ∈ R. Then x ≺ y. As in Proposition 6, there are finite
strings α and β and an infinite string γ such that α ≺ β, x = αγ,
y = βγ, and k = ℓ(α) − ℓ(β). Furthermore, the partial isometry
SαS
∗
β ∈ radA(PV ). We know that there is a projection p in the Volterra
nest such that SαS
∗
β = pSαS
∗
βp
⊥. Since the range interval for SαS
∗
β
lies to the left of the domain interval, we can even arrange that p
corresponds to an initial segment in [0, 1] with n-adic right endpoint; in
particular, we may assume that p ∈ A(PV ). We then have [p, SαS
∗
β] =
pSαS
∗
β − SαS
∗
βp = SαS
∗
β. Thus SαS
∗
β ∈ comA(PV ). 
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Remark 5. The proof of the preceding theorem in [9] makes use of
an intermediate result: the closed commutator ideal is equal to the
closed linear span of {a ∈ On | a = psa(1 − pt) for some s < t},
which we denote by J . Since the generators of J are obviously in
radA(PV ) = comA(PV ), we can establish this result in our framework
by showing that radA(PV ) ⊆ J . But if (x, k, y) ∈ R, then (as above)
there are finite strings α ≺ β such that (x, k, y) ∈ Uα,β ⊆ R and
the range interval associated with SαS
∗
β lies to the left of the domain
interval associated with SαS
∗
β. Hence we can find s < t such that
SαS
∗
β = psSαS
∗
β(1 − pt). Any Cuntz partial isometry in radA(PV ) =
A(R) can be written as a sum of Cuntz partial isometries of this type,
so A(R) ⊆ J .
Remark 6. Power also proves that the (commutative) algebraA(PV )/ radA(PV )
is isomorphic to a function algebra. The function algebra is defined on
a subset Y of X × D; this subset consists of all points (x, 0) for which
x is not n-adic together with all points (x, z) where x is n-adic and
z ∈ D, the closed unit disk in C. We will not reprove this result,
but it is worthwhile to state explicitly the homomorphism from A(PV )
(viewed as functions supported on PV )) to this function algebra which
induces Power’s isomorphism on A(PV )/ radA(PV ).
Let S = D0 ∪ Se ∪ Sc = PV \ R and let Φ be the homomorphism
on A(PV ) which induces Power’s isomorphism. For f ∈ A(PV ), Φ(f)
depends only on f |S. If x is not n-adic, then Φ(f)(x, 0) = f(x, 0, x). If
x is n-adic with a tail consisting of 1’s, then
Φ(f)(x, z) =
∞∑
k=0
f(x, k, x)zk.
And, if x is n-adic with a tail consisting of n’s, then
Φ(f)(x, z) =
0∑
k=−∞
f(x, k, x)z−k
When f ∈ radA(PV ), Φ(f) = 0; therefore Φ induces a map on the
quotient of A(PV ) by its radical. This map is an isometric isomorphism
of operator algebras. In particular, as in [9], if α and β are strings
corresponding to intervals which share a left endpoint or share a right
endpoint, and if SαS
∗
β ∈ A(PV ), then Φ(SαS
∗
β) is the monomial z
k,
where k is the absolute value of the index of dilation for SαS
∗
β.
We have seen how spectral techniques give new proofs for several of
Power’s results on the Volterra subalgebra of On. The next proposition
proposition contains new information about the Volterra subalgebra.
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Proposition 7. A(PV ) is a maximal triangular subalgebra of On.
Proof. Suppose that T is a triangular subalgebra of On which contains
A(PV ). To prove that A(PV ) is maximal triangular, we need to show
that T ⊆ A(PV ). To do this, it is sufficient to show that if f ∈ T and
if x is an n-adic element of [0, 1], then p⊥x fpx = 0. It then follows that
f leaves invariant every projection in the Volterra nest and so lies in
On ∩ AlgV = A(PV ).
Observe that pxfp
⊥
x leaves invariant every projection in the Volterra
nest and that, when x is n-adic, px ∈ On. So pxfp
⊥
x ∈ A(PV ) ⊆ T .
Therefore, g = p⊥x fpx + pxfp
⊥
x is a self-adjoint element of T . Conse-
quently, g lies in the diagonal of T . But the diagonal is A(D0), so g
commutes with px. Therefore 0 = p
⊥
x gpx = p
⊥
x fpx and the maximal
triangularity follows. 
Remark 7. There is no analytic subalgebra A(P ) defined by a cocycle
d with the property that PV \ D0 ⊂ {(x, k, y) ∈ Gn | d(x, k, y) > 0}.
Call this latter set P+ and similarly define P− and P 0.
Now A(P+∪D0) is a triangular algebra containing A(PV ); by Propo-
sition 7 the two are equal. Write
Gn = [(P
+ ∪D0) ∪ (P
− ∪D0)] ∪ [P
0 \D0]
= [PV ∪ P
−1
V ] ∪ [P
0 \D0].
As both P 0 and D0 are clopen, so is their difference. Since the
two terms in square brackets are disjoint, we conclude that PV ∪ P
−1
V
is closed. But the same argument that was used to show that PV is
not closed also shows that PV ∪ P
−1
V is not closed. Thus we have a
contradiction. This shows that A(PV ) is not contained in an analytic
subalgebra of On with diagonal A(D0).
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