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In this article we discuss an expansion formula for the character of the
cohomology of an induced bundle on G/B , where G is a semisimple, simply
connected algebraic group over an algebraically closed field k of characteristic
p > 0 and B is a Borel subgroup. In its basic form this is an easy consequence
of the degeneration of the two spectral sequences in Section 12.2 of part II of
Jantzen’s book [12]. However, in this form, the expansion involves choosing
G-modules which are projective on restriction to the first infinitesimal subgroup
G1 of G. It therefore seems worthwhile to recast the formula in a way that is
independent of choice and this we do by expressing the result in terms of certain
operations on a quotient group rep(B) of the representation ring of B . At this
stage we have an expansion formula which involves, for λ a restricted weight, the
characters of the irreducible modulesL(λ) and injective indecomposable modules
Q̂1(λ) for G1T , where T is a maximal torus of G. Since these characters are
not usually explicitly known it also seems worthwhile to derive a more general
version of the formula in which the characters of L(λ) and Q̂1(λ) are replaced
by any pair of “p-dual bases” φλ, ψλ. The most general form of the expansion is
then the formula
χi(f )=
∑
λ∈X1
φ∗λχi
(
σ(ψλf )
)F
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for the character of the ith cohomology group of an induced (virtual) vector
bundle determined by f ∈ rep(B) (and whose other terms will be explained in
due course).
In characteristic zero the character of the cohomology of any line bundle is
given by the Borel–Weyl–Bott theorem (see, e.g., [12, II, p. 247]); moreover, in
view of the complete reducibility of rationalG-modules in characteristic zero, this
result gives complete information about the G-module structure. In characteristic
p the situation changes dramatically. Though a great deal of structural information
is still available, thanks to contributions of Andersen (see, for example, [1] and
references in [12]), Humphreys (for example, [10]), Lin (see [13,14]) and others,
a complete understanding is still a long way off. In this paper we largely ignore
module structure and confine our interest to the characters of the cohomology
groups.
Using our character identity we shall give, in a separate paper, a recursive
formula for the characters of line bundles on the three-dimensional flag manifold.
Earlier partial results on this can be found in [9] and in the work mentioned above.
1. Modules and characters
1.1. We refer the reader to [12] for notation, terminology and results not
explained here.
We take B to the negative Borel subgroup, T the maximal torus, and F :
G→G to be the Frobenius morphism arising from the Chevalley construction
of G. A (left) module for an algebraic group J over k will be rational. We
write Mod(J ) for the category of J -modules and mod(J ) for the category of
finite-dimensional J -modules. The representation ring of J will be denoted
rep(J ). Thus J has a Z-basis consisting of elements [M], as M runs over a
complete set of representatives of the isomorphism classes of finite-dimensional
indecomposable J -modules and multiplication is given by taking tensor products.
For M ∈ mod(J ) we write M∗ for the dual (left) module. We write Jr for the rth
infinitesimal subgroup of J , for r  1. We write X for the character group of T ,
write X+ for the set of dominant weights and write X1 for the set of restricted
dominant weights. For µ ∈ X we write kµ for the one-dimensional B-module
which has weight µ. Let ZX be the integral group ring of X, with Z-basis e(λ),
λ ∈X. For φ =∑λ aλe(λ) ∈ ZX we write φF for ∑λ aλe(pλ) and write φ∗ for∑
λ aλe(−λ). For an F -stable closed subgroup J of G and a J -module V we
write V F for the J -module obtained by twisting with the Frobenius morphism.
For J = B or G and a J -module V which is trivial on restriction to Jr there is
a unique J -module U such that V = UFr . We write V (−r) for U . Let ρ ∈ X+
denote half the sum of the positive roots. We write Str for the rth Steinberg
module L((pr − 1)ρ). We write simply St for St1. The restriction of Str to
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Gr is injective and has Br -socle k−(pr−1)ρ . It follows that Str is isomorphic to
Q̂1((pr − 1)ρ), as a G1T -module.
We denote the derived functors of induction IndGB : Mod(B) → Mod(G)
by Ri IndGB , i  0. For M ∈ Mod(B) and i  0 we have Ri IndGB M ∼=
Hi(G/B,L(M)), as k-spaces, where L(M) is the vector bundle determined
by M .
Lemma 1.1a. Let V ∈ Mod(G) and M ∈ Mod(B). If V |Gr is injective then we
have
H 0
(
Gr,R
i IndGB (V ⊗M)
)(−r) ∼=Ri IndGB (H 0(Br ,V ⊗M)(−r)).
Proof. By [12, II, 12.2] we have two spectral sequences with second pages
Hi(Gr,R
j IndGB (V ⊗M)) and (Ri IndGB (Hj(Br ,V ⊗ M)(−r)))F , respectively,
both converging to the same abutment. By the tensor identity we have
Rj IndGB (V ⊗ M) ∼= V ⊗ Rj IndGB (M) which is injective as a Gr -module and
so the first spectral sequence degenerates. Also, V ⊗ M is injective as a
Br -module so the second spectral sequence degenerates and we therefore have
H 0(Gr,Ri IndGB (V ⊗M))∼=Ri IndGB (H 0(Br ,V ⊗M)(−r))F , which gives the re-
sult. ✷
Remark. In the sequel we will use this result in the case r = 1 but observe now
that the general result quickly leads to a proof of Kempf’s Vanishing Theorem.
Let µ ∈X+ and suppose i > 0. Then we have
Ri IndGB
(
H 0(Br ,Str ⊗ k(pr−1)ρ+prµ)(−r)
)
∼=H 0(Gr,Ri IndGB (Str ⊗ k(pr−1)ρ+prµ)).
But now the line bundle determined by ρ + µ is ample (see [12, II, Proposi-
tion 4.4]) so that
Ri IndGB (Str ⊗ k(pr−1)ρ+prµ)= Str ⊗Ri IndGB (k−ρ ⊗ kpr(ρ+µ))= 0,
for r sufficiently large (see [12, II, 4.3, (2)]). Thus we have
Ri IndGB
(
H 0(Br ,Str ⊗ k(pr−1)ρ+prµ)(−r)
)= 0,
for r 0. However, we have
H 0(Br ,Str ⊗ k(pr−1)ρ+prµ)(−r) =H 0(Br ,Str ⊗ k(pr−1)ρ)(−r)⊗ kµ = kµ
and hence Ri IndGB kµ = 0.
We denote the character of M ∈ mod(T ) by chM , an element of ZX. Then
we have chMF = (chM)F and chM∗ = (chM)∗. We denote the Weyl group
of G (with respect to T ) by W and write A for the ring of invariants (ZX)W . For
V ∈ mod(G) we have chV ∈A. We denote the longest element of W by w0 and,
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for λ ∈ X, define λ∗ = −w0λ. For M ∈ mod(B) and i  0 we write χi(M) for
chRi IndGB M .
With Lemma 1.1a now in place we arrive already at the first version of our
expansion formula.
Proposition 1.1b. Suppose that, for λ ∈X1, we have modules Pλ,Qλ ∈ mod(G)
which are projective on restriction to G1 and that Pλ ∼= Q̂1(λ) ⊕Qλ, as G1T -
modules. Then for all M ∈mod(B) and i  0 we have
χi(M) =
∑
λ∈X1
chL(λ)∗χi
(
H 0(B1,Pλ ⊗M)(−1)
)F
−
∑
λ∈X1
chL(λ)∗χi
(
H 0(B1,Qλ ⊗M)(−1)
)F
.
Proof. For any finite-dimensional G1T -module S we have
chS =
∑
λ∈X1
chL(λ). ch HomG1
(
Q̂1(λ), S
)
(both sides are additive on short exact sequences in mod(G1T ), so it is enough
to check for S a simple G1T -module and this case is clear). Replacing λ by λ∗
we obtain chS =∑λ∈X1 chL(λ)∗(ch(H 0(G1, Q̂1(λ)⊗S)(−1))F . But now, taking
S =Ri IndGB M , we have
chH 0
(
G1, Q̂1(λ)⊗Ri IndGB M
)(−1)
= chH 0(G1,Pλ ⊗Ri IndGB M)(−1) − chH 0(G1,Qλ ⊗Ri IndGB M)(−1)
= chH 0(G1,Ri IndGB (Pλ ⊗M))(−1) − chH 0(G1,Ri IndGB (Qλ ⊗M))(−1)
= chRi IndGB
(
H 0(B1,Pλ ⊗M)(−1)
)− chRi IndGB (H 0(B1,Qλ ⊗M)(−1))
giving the stated formula. ✷
We define ρ ∈ X+ to be half the sum of the positive roots. In addition to
the natural action of W on X we have the “dot action,” defined by w · λ =
w(λ + ρ) − ρ, for w ∈W , λ ∈ X. The sign of w ∈W will be denoted sgn(w).
For M ∈ mod(B) we define its Euler character χ(M)=∑i0(−1)iχi(M) ∈ A.
For µ ∈ X we write simply χ(µ) for χ(kµ). For µ ∈ X we put A(µ) =∑
w∈W sgn(w)e(wµ). For λ ∈ X+ the Euler character χ(λ) is given explicitly
by Weyl’s character formula, i.e. χ(λ)=A(λ+ρ)/A(ρ). Moreover, for arbitrary
µ ∈X the character χ(µ) is equal to sgn(w)χ(λ) if µ=w · λ for some λ ∈X+
and w ∈W , and is 0 otherwise.
For r  1 the character of Str is χ((pr −1)ρ). Furthermore St is injective, and
indeed isomorphic to Q̂1((p− 1)ρ) as a G1T -module.
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Remarks. 1. We make the obvious comment that if one has, for each λ ∈ X1,
a G-module Q(λ), say, such that Q(λ)|G1T ∼= Q̂1(λ) then the formula is simply
χi(M)=
∑
λ∈X1
chL(λ)∗χi
(
H 0
(
B1,Q(λ)⊗M
)(−1))F
.
For further remarks on this situation see Section 3.1.
2. For any λ ∈ X1 there are always G-modules Pλ,Qλ which are injective as
G1-modules and which satisfy Pλ ∼= Q̂1(λ) ⊕ Qλ, as G1T -modules and these
may be chosen in the following way. Since Q̂1(λ) has a filtration by modules of
the form Ẑ1(µ) (see [12, II, Chapter 2]) we have that ch Q̂1(λ) is divisible in A
by χ((p − 1)ρ), for λ ∈ X1. Now the character of Q̂1(λ), is W -invariant, see,
e.g., [12, II, Lemma 11.7(c)] (indeed the character of Q̂1(λ) is the character of a
G-module, by the main result of [4]) and hence we have ch Q̂1(λ)/χ((p−1)ρ)=
chUλ − chVλ, for some Uλ,Vλ ∈ mod(G). Now putting Pλ = St ⊗ Uλ and
Qλ = St ⊗ Vλ we see that the G1T -modules Pλ and Q̂1(λ) ⊕Qλ are injective
and have the same character and are therefore isomorphic.
1.2. We introduce a quotient group rep(B) of the representation ring rep(B),
an A-module structure on rep(B), and an operation σ on rep(B). We then recast
the formula of Proposition 1.1b in terms of this structure.
We define A to be the subgroup of rep(B) consisting of all elements [M1] −
[M2], where M1,M2 ∈mod(B) are such that χi(M1 ⊗NF )= χi(M2 ⊗NF ) for
all N ∈mod(B) and all i  0.
Remark. It is easy to manufacture nonzero elements of A as follows. Let 0 →
V ′ → V → V ′′ → 0 be a short exact sequence in mod(G) and let M ∈ mod(B).
Putting M1 = V ⊗M and M2 = (V ′ ⊕ V ′′)⊗M we have, by the tensor identity,
χi(M1 ⊗ NF ) = χi(M2 ⊗ NF ) = (chV )χi(M ⊗ NF ) for any N ∈ mod(B)
and hence [M1] − [M2] ∈ A. However, we do not know an explicit system of
generators of A.
Note that rep(B) is naturally a rep(G)-module with action satisfying [V ] ·
[M] = [V ⊗M], for V ∈mod(G), M ∈ mod(B).
Lemma 1.2a. The natural action of rep(G) on rep(B) induces an action of
A on rep(B), satisfying (chV )([M] + A) = [V ⊗ M] + A, for V ∈ mod(G),
M ∈ mod(B).
Proof. Suppose M1,M2 ∈ mod(B) are such that [M1] − [M2] ∈ A. For N ∈
mod(B) we have, by the tensor identity,
χi
(
V ⊗M1 ⊗NF
) = (chV )χi(M1 ⊗NF )= (chV )χi(M2 ⊗NF )
= χi(V ⊗M2 ⊗NF ).
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This shows that [V ]([M1] − [M2])= [V ⊗M1] − [V ⊗M2] ∈A and hence A is
a rep(G)-submodule of rep(G). Hence rep(B) is naturally a rep(G)-module.
Now suppose that 0→ V1 → V → V2 → 0 is a short exact sequence of finite-
dimensional rational G-modules. Then, for M ∈ mod(B), we have([V ] − [V1] − [V2]) · [M] = [V ⊗M] − [(V1 ⊕ V2)⊗M].
Now, for N ∈mod(B), we and i  0 we have
χi
(
V ⊗M ⊗NF ) = (chV )χi(M ⊗NF )= (ch(V1 ⊕ V2))χi(M ⊗NF )
= χi((V1 ⊕ V2)⊗M ⊗NF ).
Hence [V ⊗M] − [(V1 ⊕ V2) ⊗M] ∈ A. Hence [V ] − [V1] − [V2] annihilates
rep(B) and therefore we obtain an action of the Grothendieck group grot(G) of
mod(G) on rep(B), satisfying [V ]([M]+A)= [V ⊗M]+A and hence an action
of A satisfying (chV )([M] +A)= [V ⊗M] +A. ✷
Remark. The Frobenius morphism gives rise to a ring homomorphism rep(B)→
rep(B) taking [M] to [MF ], for M ∈ mod(B). We denote the image of this ring
homomorphism by rep(B)F . Note [M1] − [M2] ∈A implies that [M1 ⊗NF ] −
[M2 ⊗NF ] ∈A, so that rep(B) is naturally a rep(B)F -module. However, we do
not make any systematic use of this module structure.
Now, for M ∈ mod(B), we write σ(M) for H 0(B1,M ⊗ St)(−1). Then σ
induces an endomorphism of rep(B), which we also denote by σ .
Lemma 1.2b. We have σ(A)  A and hence σ induces an endomorphism of
rep(B).
Proof. Suppose that [M1] − [M2] ∈ A and N ∈ mod(B). We choose Pλ,Qλ
as in Proposition 1.1b but with P(p−1)ρ = St (and Q(p−1)ρ = 0). Equating
the “coefficients” of chL((p − 1)ρ)∗ in the expansions of χi(M1 ⊗ NF 2)
and χi(M2 ⊗ NF 2) given by Proposition 1.1b we obtain χi(H 0(B1,St ⊗
M1 ⊗NF 2)) = χi(H 0(B1,St ⊗M2 ⊗ NF 2)), which gives χi(σ (M1)⊗NF ) =
χi(σ (M2)⊗NF )), so that [σ(M1)] − [σ(M2)] ∈A, as required. ✷
We denote the induced endomorphism of rep(B) (by abuse of notation) by σ .
We shall need the following elementary properties.
Lemma 1.2c. (i) The endomorphism σ : rep(B)→ rep(B) satisfies σ [MF ⊗N] =
[M ⊗ σ(N)], for M,N ∈mod(B).
(ii) For φ ∈A and f ∈ rep(B) we have σ(φF f )= φσ(f ).
(iii) The endomorphism σ : rep(B)→ rep(B) is surjective.
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Proof. (i) Clear from the definitions.
(ii) Clear from (i).
(iii) The module St has simple B1-socle isomorphic to k−(p−1)ρ , as a B1T -
module. Hence σ(k−(p−1)ρ)= [H 0(B1,St ⊗ k(p−1)ρ)] = [k]. Hence from (i) we
have σ([MF ⊗ k−(p−1)ρ])= [M], for M ∈ mod(B), and the result follows. ✷
Remark. The obvious quotient group of rep(B) to work in to produce a formula
like that described in the introduction is the quotient by the subgroup consisting of
all [M1] − [M2] with M1,M2 ∈ mod(B) such that χi(M1)= χi(M2). However,
the quotient rep(B) has the technical advantage (as we shall soon see) that the
character map ch : rep(B)→ ZX factors through it. This feature will be useful in
the worked example [8].
For λ ∈X+, the Weyl character χ(λ) has the form χ(λ)= aλ+∑µ<λ aµe(µ),
for certain integers aµ. From this we obtain that the χ(λ)’s, with λ ∈X+, form a
Z-basis of A, and hence we have the following.
(1) Suppose that λ1, . . . , λr ,µ1, . . . ,µs are dominant weights and that
r∑
j=1
χ(λj )=
s∑
j=1
χ(µj ).
Then we have r = s and there exists a permutation π of {1,2, . . . , r} such
that µj = λπ(j), for 1 j  r .
Lemma 1.2d. The map ch : rep(B)→ ZX, given by ch([M1]−[M2])= ch(M1)−
ch(M2), for M1,M2 ∈ mod(B), vanishes on A.
Proof. We must show that if M1,M2 ∈ mod(B) are such that χi(M1 ⊗ NF ) =
χi(M2 ⊗NF ), for all N ∈ mod(B), then ch(M1)= ch(M2). Suppose ch(M1)=∑r
a=1 e(λa) and ch(M2) =
∑s
b=1 e(µb), for (not necessarily distinct) weights
λ1, . . . , λr ,µ1, . . . ,µs . Since L(kρ) is ample (see [12, II, Proposition 4.4]), we
may choose t large enough to ensure that χi(pt+1ρ+λa)= χi(pt+1ρ+µb)= 0
for i > 0 and 1  a  r , 1  b  s. By the additivity of the Euler character, we
have ∑
i0
(−1)iχi(M1 ⊗ kpt+1ρ) = ∑
i0
r∑
a=1
(−1)iχi(λa + pt+1ρ)
=
r∑
a=1
χ
(
λa + pt+1ρ
)
.
Putting N = kptρ we thus obtain
∑
i0(−1)iχi(M1 ⊗ NF ) =
∑r
a=1 χ(λa +
pt+1ρ). Similarly we have
∑
i0(−1)iχi(M1 ⊗ NF ) =
∑r
b=1 χ(µb + pt+1ρ).
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Hence we have
∑r
a=1χ(λa + pt+1ρ) =
∑r
b=1 χ(µb + pt+1ρ) and the result
follows from (1). ✷
For f = [M1] − [M2] + A ∈ rep(B), we write simply ch(f ) for ch(M1) −
ch(M2).
1.3. We now prove a special case of the expansion formula for χi(f ),
f ∈ rep(B), mentioned in the introduction. We define φ˙λ = chL(λ) and ψ˙λ =
ch Q̂1(λ)/χ((p − 1)ρ), for λ ∈X1. We define Pλ = St ⊗Uλ and Qλ = St ⊗ Vλ,
where ψ˙λ = chUλ − chVλ, for Uλ,Vλ ∈ mod(G). Then Pλ, Qλ are projective
as G1-modules and ch Q̂1(λ) = chPλ − chQλ, therefore Pλ ∼= Q̂1(λ) ⊕Qλ, as
G1T -modules (see Section 1.1, Remark 2). Thus by Proposition 1.1b for any
M ∈mod(B) we have
χi(M) =
∑
λ∈X1
chL(λ)∗χi
(
H 0(B1,St⊗Uλ⊗M)(−1)
)F
−
∑
λ∈X1
chL(λ)∗χi
(
H 0(B1,St⊗ Vλ⊗M)(−1)
)F
.
Reformulating this in terms of the action of A on rep(B) and the endomorphism σ
and bearing in mind that any f ∈ rep(B) has the form f = [M1] − [M2] +A, for
M1,M2 ∈mod(B), we obtain the following result.
(1) For any f ∈ rep(B) we have
χi(f )=
∑
λ∈X1
φ˙∗λχi
(
σ(ψ˙λf )
)F
.
As it stands, the above result has limited applicability since one does not
in general know the characters of the simple modules L(λ) (or of the modules
Q̂1(λ)). In this section we show that the terms φ˙λ, ψ˙λ above may be replaced by
any “p-dual bases” (φλ)λ∈X1 and (ψλ)λ∈X1 . We shall need following elementary
result.
(2) For 0 i  dimG/B , the map χi : rep(B)→A is surjective.
Proof. From the tensor identity, we have χi(φf ) = φχi(f ), for φ ∈ A, f ∈
rep(B). Hence Im(χi) is an ideal of A and it suffices to observe that 1 ∈ Im(χi).
However, if w ∈ W has length i then we have Ri IndGB (kwρ−ρ) = k by [12, II,
6.16] and the result follows. (It is also easy to give a direct proof by downward
dimension shifting starting with the fact that RN IndGB k−2ρ = k, whereN =G/B ,
by Serre duality.) ✷
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Lemma 1.3a. Suppose 0  i  dimG/B , θ ∈ A, and χi(θf ) = 0 for all f ∈
rep(B). Then θ = 0.
Proof. Choose f ∈ rep(B) such that χi(f )= 1. Then
0= χi(θf )= θχi(f )= θ. ✷
We set AF = {φF | φ ∈ A}. Let l = dimT , and let α1, . . . , αl be the simple
roots and let ω1, . . . ,ωl ∈ X+ denote the corresponding fundamental weights.
For λ ∈ X+ we write s(λ) for the orbit sum ∑µ∈Wλ e(µ). Then A is the free
polynomial ring in s(ω1), . . . , s(ωl). Moreover, using the natural partial ordering
on X, it is easy to check that A is freely generated, as an AF -module, by s(λ),
λ ∈X1. In particular, A is free of rank pl , as an AF -module.
By a p-basis of A we mean an AF basis of A. In addition to the p-basis s(λ),
λ ∈X1, we have various other natural p-bases. It again follows, using the natural
partial order on X, that the elements φ˙λ = chL(λ), λ ∈X1, form a p-basis, as do
the elements χ(λ), λ ∈X1. Indeed if {φλ | λ ∈X1} is any set of elements ofA such
that φλ =∑µ∈X aλµe(µ), with aλλ = 1 and aλµ = 0 unless µ  λ (for λ ∈ X1,
µ ∈ X) then {φλ | λ ∈ X1} is a p-basis. It follows from [12, II, Lemma 11.6(a)]
that the elements ψ˙λ = ch Q̂1(λ)/χ((p− 1)ρ), λ ∈X1, form a p-basis.
We can now improve on (1) somewhat.
Proposition 1.3b. Let (φλ)λ∈X1 be any p-basis of A. Then there exist unique
elements ψλ of A, λ ∈X1, such that
χi(f )=
∑
λ∈X1
φ∗λχi
(
σ(ψλf )
)F
for all f ∈ rep(B). Furthermore (ψλ)λ∈X1 is a p-basis of A.
Proof. We write φ˙λ =∑aFλµφµ, for elements aλµ ∈A. Then from (1) we have
χi(f ) =
∑
λ,µ
a∗Fλµφ∗µχi
(
σ(ψ˙λf )
)F =∑
λ,µ
φ∗µχi
(
a∗λµσ(ψ˙λf )
)F
=
∑
λ,µ
φ∗µχi
(
σ
(
a∗Fλµ ψ˙λf
))F
and so we obtain
χi(f )=
∑
λ∈X1
φ∗λχi
(
σ(ψλf )
)F
where ψλ =∑µ a∗Fµλ ψ˙µ. Since the matrix (aλµ) is invertible so too is (a∗µλ) and
since the elements ψ˙λ form an AF -basis of A so too do the elements ψλ.
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Now suppose that ψ ′λ, λ ∈X1, are elements of A such that
χi(f )=
∑
λ∈X1
φ∗λχi
(
σ(ψ ′λf )
)F
for all f ∈ rep(B). Then we obtain∑
λ∈X1
φ∗λχi
(
σ(θλf )
)F = 0
for all f ∈ rep(B), where θλ = ψλ − ψ ′λ, for λ ∈ X1. Hence we obtain
χi(σ (θλf )) = 0 for all f ∈ rep(B). Replacing f by θp−1λ f , we obtain that
χi(θλσ (f )) = 0, for all f ∈ rep(B), by Lemma 1.2c(ii). Thus we obtain θλ = 0
by Lemmas 1.3a and 1.2c(iii), and so ψ ′λ =ψλ. ✷
1.4. We now seek to elucidate the relationship between the elements φλ and
ψλ of Proposition 1.3b.
Definition. Let (φλ)λ∈X1 and (ψλ)λ∈X1 be AF -bases of A. We shall say that
the basis (ψλ)λ∈X1 is associated to the basis (φλ)λ∈X1 if we have χi(f ) =∑
λ∈X1 φ
∗
λχ
i(σ (ψλf ))
F for all f ∈ rep(B).
The argument of Proposition 1.3b shows the following lemma.
Lemma 1.4a. Suppose the p-basis (ψλ)λ∈X1 is associated to the p-basis (φλ)λ∈X1
and that the p-basis (ψ ′λ)λ∈X1 is associated to the p-basis (φ′λ)λ∈X1 . If φλ =∑
µ a
F
λµφ
′
µ then ψ ′λ =
∑
µ a
∗F
µλψµ.
Recall we have the natural inner product ( , ) :A×A→ Z for which the Weyl
characters χ(λ), λ ∈X+, form an orthonormal basis.
Proposition 1.4b. Let (φλ)λ∈X1 and (ψλ)λ∈X1 be sets of elements of A. The
following are equivalent:
(i) both (φλ)λ∈X1 and (ψλ)λ∈X1 are p-bases of A and (ψλ)λ∈X1 is the associate
basis of (φλ)λ∈X1 ;
(ii) for all λ,µ ∈X1 and θ, η ∈A we have(
φλχ
(
(p− 1)ρ)θF ,ψµηF )= δλµ(θ, η).
Proof. (i)⇒ (ii). The result holds for the bases (φ˙λ)λ∈X1 and (ψ˙λ)λ∈X1 by [6,
Proposition (2.6)] or [11, 5.9(2)].
We write φ˙λ =∑µ aFλµφµ. Let (bλµ) be the inverse of the matrix (aλµ). Then
we have φτ =∑λ bFτλφ˙λ. Thus, using Lemma 1.4a, we have
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(
φλχ
(
(p− 1)ρ)θF ,ψµηF ) = ∑
τ,ν
(
bFλτ φ˙τ χ
(
(p− 1)ρ)θF , a∗Fνµ ψ˙νηF )
=
∑
τ
(
bλτ θ, a
∗
τµη
)=∑
τ
(bλτaτµθ, η)
= δλµ(θ, η),
as required.
(ii)⇒ (i). Let aλµ, bλµ ∈A be such that φλ =∑τ aFλτ φ˙τ and ψµ =∑b∗Fµν ψ˙ν .
Then, for θ ∈A, we obtain
(δλµ1, θ) =
(
φλχ
(
(p− 1)ρ),ψµθF )=∑
τ,ν
(
aλτ , b
∗
µνθ
)
δτν
=
(∑
τ
aλτbτν, θ
)
.
Hence we have (δλµ1 − ∑τ aλτbτν, θ) = 0 for all θ and therefore δλµ1 =∑
τ aλτbτν . Hence (aλµ) is invertible and (ψλ)λ∈X1 is a basis. Also, (bλµ) is
invertible and hence (ψλ)λ∈X1 is a basis. Now let (ψ ′λ)λ∈X1 be the basis associate
to (φλ)λ∈X1 . Then we have(
φλχ
(
(p− 1)ρ)θF ,ψµηF )= (φλχ((p− 1)ρ)θF ,ψ ′µηF )
for all λ,µ ∈X1 and θ, η ∈A. It follows that (ζ,χ((p− 1)ρ)(ψµ −ψ ′µ)), for all
ζ ∈ A, hence χ((p − 1)ρ)(ψµ −ψ ′µ)= 0 and so (ψµ − ψ ′µ)= 0 and ψµ = ψ ′µ.
Thus (ψλ)λ∈X1 is the basis associate to (φλ)λ∈X1 . ✷
Since there is a symmetry between the φλ’s and ψλ’s in condition (ii) above,
we obtain the following corollary.
Corollary 1.4c. If (ψλ)λ∈X1 is associate to (φλ)λ∈X1 then (φλ)λ∈X1 is associate
to (ψλ)λ∈X1 .
Henceforth (in the situation of Proposition 1.4b) we shall say that the bases
(φλ)λ∈X1 and (ψλ)λ∈X1 are p-dual bases.
Corollary 1.4d. If (ψλ)λ∈X1 and (φλ)λ∈X1 are p-dual bases then for any any
f ∈ rep i (B) we have
χi(f )=
∑
λ
ψ˙∗λχi
(
σ(φ˙λf )
)F
.
We have χ(λ)∗ = χ(λ∗) for λ ∈X+ (e.g. by Weyl’s character formula), so that
(α,β)= (α∗, β∗) for all α,β ∈A. Thus we obtain the following corollary.
Corollary 1.4e. The sets of elements (φλ)λ∈X1 and (ψλ)λ∈X1 are p-dual bases of
A if and only if (φ∗λ)λ∈X1 and (ψ∗λ )λ∈X1 are p-dual bases of A.
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We now give a useful criterion for bases to be p-dual.
Definition. Write π :ZX→ ZX for the group homomorphism such that
π
(
e(µ)
)= { e(µ/p), if p divides µ;0, otherwise.
We note, for future reference, the following relationship between π and the
operator σ .
Lemma 1.4f. For f ∈ rep(B) we have chσ(f )= π(e(−(p− 1)ρ) ch(f )).
Proof. By additivity of ch : rep(B)→ ZX and σ : rep(B)→ rep(B), it is enough
to check this for f = [kλ], λ ∈X. This case follows from the fact that the B1-socle
of St is k−(p−1)ρ (as a B1T -module). ✷
We recall some elementary properties of characters which will be used in the
proof below. We have an orthogonal direct sum A = A0 ⊕ A1, where A0 is the
Z-span of the Weyl characters χ((p− 1)ρ+pµ), with µ ∈X+, and where A1 is
the Z-span of the Weyl characters χ(λ+ pµ), with λ ∈ X1, λ = (p − 1)ρ, µ ∈
X+. Moreover, we have χ((p−1)ρ)χ(τ)F = χ((p−1)ρ+pτ), for τ ∈X+, for
example by Weyl’s character formula. In particular A0 is an AF -submodule of A.
It also follows, for example from Brauer’s formula [5, (2.2.3) and (2.2.5)], that
A1 is an AF -submodule so that A=A0 ⊕A1 is an AF -module decomposition.
Proposition 1.4g. Let (φλ)λ∈X1 and (ψλ)λ∈X1 be p-bases. These bases are p-dual
bases if and only if π(φ∗λψµA(ρ))= δλµA(ρ), for λ,µ ∈X1.
Proof. Assume the bases are p-dual and write φ∗λψµ =
∑
τ∈X1 χ(τ)f
F
τ,λ,µ. Then,
for χ ∈A, we have(
φ∗λψµ,χ
(
(p− 1)ρ)χF )= (f(p−1)ρ,λ,µδλµ,χ)= δλµ(χ,1),
which gives
f(p−1)ρ,λ,µ =
{
1, if λ= µ;
0, otherwise.
Hence we have
φ∗λψµ = δλµχ
(
(p− 1)ρ)+ ∑
pρ+τ
aτχ(τ )
for various aτ ∈ Z. But then we have
φ∗λψµA(ρ)= δλµA(pρ)+
∑
pρ+τ
aτA(ρ + τ ),
and hence π(φ∗λψµA(ρ))= δλµA(ρ), as required.
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We leave it to the reader to reverse the argument. ✷
2. Some dual bases
2.1. We describe some other pairs of p-dual bases of A. It follows from [12,
II, Corollary 4.12] that the bilinear form ( , ) :A × A → Z considered above
may be described by the formula (chU, chV )=∑i0(−1)i dim ExtiG(U,V ), for
U,V ∈ mod(G). Hence, by [12, II, Remark 4.7(2)] we also have (chU, chV )=∑
i0(−1)i dim ExtiB(U,V ). We extend this form to ZX by the rule
(chM, chN)=
∑
i0
(−1)i dim ExtiB(M,N) (for M,N ∈mod(B)).
The form ( , ) on ZX may be explicitly described by the following properties.
(1) (i) For any χ ∈A and µ ∈X we have(
χ, e(µ)
)= (χ,χ(µ)).
(ii) For λ,µ ∈X we have(
e(λ), e(µ)
)= { sgn(w), if µ− λ=w · 0 for some w ∈W ;0, otherwise.
Proof. (i) We may take χ = chV for some V ∈ mod(G). Let M = kµ. Then we
have (
χ, e(µ)
)=∑
i0
(−1)i dim ExtiB(V ,M)=
∑
i0
(−1)i dimHi(B,V ∗ ⊗M).
However, we have a spectral sequence with E2 page Hi(G,Rj IndGB (V ∗ ⊗M))
converging to H ∗(B,V ∗ ⊗M). It follows that∑
i,j0
(−1)i+j dimH 0(G,Rj IndGB (V ∗ ⊗M))
=
∑
i0
(−1)i dimHi(B,V ∗ ⊗M),
i.e. (χ, e(µ)) = ∑i,j0(−1)i+j dimH 0(G,Rj IndGB (V ∗ ⊗ M)) which by the
tensor identity is
∑
i,j0(−1)i+j dimH 0(G,V ∗⊗Rj IndGB M)= (chV,χ(µ))=
(χ,χ(µ)), as required.
(ii) We may take λ= 0 and then the result follows from (i). ✷
We define a group homomorphism u :ZX→ Z by
u
(
e(λ)
)= {1, if λ= 0;0, otherwise.
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(2) We have (φe(ρ),1)= u(φA(ρ)), for φ ∈ ZX.
Proof. By linearity it is enough to prove that (e(λ + ρ),1) = u(e(λ)A(ρ)), for
λ ∈X. We have(
e(λ+ ρ),1)= { sgn(w), if −λ− ρ =w · 0;0, otherwise,
i.e. (
e(λ+ ρ),1)= { sgn(w), if λ+wρ = 0;0, otherwise,
and the result follows. ✷
We define elements fλµ ∈ ZX by the equations
χ
(
(p− 1)ρ)e(λ)= ∑
µ∈X1
χ(µ)f Fµλ,
or equivalently,
A(ρ)F e(λ)=
∑
µ∈X1
A(ρ +µ)f Fµλ.
We define elements gλµ ∈ ZX by the equations
A(ρ + λ)=
∑
µ
e(µ)gFµλ.
Note that A(ρ)F e(λ)=∑µ,ν e(ν)gFνµf Fµλ, which gives
YZ =A(ρ)I,
where Y = (fλµ), Z = (gλµ), and I is the X1 × X1 identity matrix. We define
ηλ ∈ ZX by
ηλ =
∑
µ
e(−µ)f Fλµ.
For λ ∈X1 and w ∈W define λw ∈X1 and λ+w ∈X by the equation
wλ= λw + pλ+w.
Now applying w to the equation A(ρ)F e(λ)=∑µ A(ρ+µ)f Fµλ and multiplying
by sgn(w), we obtain
A(ρ)F e(λw)e
(
pλ+w
)=∑
µ
A(ρ +µ)(wfµλ)F ,
and hence
A(ρ)F e(λw)=
∑
µ
A(ρ +µ)(e(−λ+w)wfµλ)F ,
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so that fµ,λw = e(−λ+w)wfµλ or
wfµλ = e
(
λ+w
)
fµ,λw .
Now
wηλ =
∑
µ
e(−wµ)(wfλµ)F =
∑
µ
e(−wµ)(e(µ+w)fλ,µw )F
=
∑
µ
e
(−wµ+ pµ+w)f Fλ,µw =∑
µ
e(−µw)f Fλ,µw
=
∑
µ
e(−µw)f Fλ,µw ;
so we have proved the next lemma.
Lemma 2.1a. ηλ ∈A.
Now let λ,µ ∈X1 and χ ∈A. Then, using (1)(i), we have(
ηλχ(µ)χ
(
(p− 1)ρ)χF ,1)
= (ηλχ(µ)χF ,χ((p− 1)ρ))= (ηλχ(µ)χF , e((p− 1)ρ))
= (e(ρ)ηλχ(µ)(e(−ρ)χ)F ,1)= u(A(ρ)ηλχ(µ)(e(−ρ)χ)F )
= u(ηλA(ρ +µ)(e(−ρ)χ)F )=∑
ν,τ
u
(
e(−ν)e(τ )(fλνgτµe(−ρ)χ)F )
=
∑
ν
u
(
fλνgνµe(−ρ)χ
)= δλµu(A(ρ)e(−ρ)χ)= δλµ(χ,1).
Hence we obtain the following proposition.
Proposition 2.1b. (η∗λ)λ∈X1 and (χ(λ))λ∈X1 are p-dual bases of A.
We can now give the precise relationship between a p-basis and its dual.
Corollary 2.1c. Let (φλ)λ∈X1 ,(ψλ)λ∈X1 be dual p-bases. If φλ =
∑
µ cµλχ(µ),
with cµλ ∈AF , then ψ∗λ =
∑
dλµηµ, where (dλµ) is the inverse of (cλµ).
Proof. We have χ(λ) =∑µ dµλφµ and hence, by Lemma 2.1a, we have ψλ =∑
µ d
∗
λµη
∗
µ, and hence ψ∗λ =
∑
µ dλµηµ.
The elements ηλ play a key role, so it is good to have the following lemma. ✷
Lemma 2.1d. For λ ∈ X1 put λˆ = (p − 1)ρ + w0λ. We have fµλ = 0 for
µ /∈W · λˆ+ pX.
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Proof. Multiplying e(λ)χ((p − 1)ρ) = ∑µ∈X1 χ(µ)f Fµλ by A(ρ)e(−ρ), we
obtain
e(λ)
∑
w∈W
@(w)e
(
w · (p− 1)ρ)= ∑
y∈W,µ∈X1
@(y)e(y ·µ)f Fµλ,
and so
e(λ)
( ∑
w∈W
@(w)e(wρ)
)F
=
∑
y∈W,µ∈X1
@(y)e
(
y(µ+ ρ))f Fµλ.
Equating “coefficients” of e(λ), we only obtain contributions from summands in
the right-hand side for µ such that y(µ+ρ)= λ+pτ , for some τ ∈X. For such µ
we obtain µ+ρ = yλ+pτ , for some y ∈W , τ ∈X, and so µ+ρ = yw0λ+pτ ,
for some w ∈W , τ ∈ X. Thus we obtain µ+ ρ = y(pρ +w0λ)+ pτ , for some
w ∈W , τ ∈X, and so µ= y · λˆ+pτ ∈W · λˆ+pX. Hence we obtain
e(λ)χ
(
(p− 1)ρ)= ∑
µ∈(W ·λˆ+pX)∩X1
χ(µ)f Fµλ. ✷
2.2. We consider the examples of SL2 and SL3. We prove directly that, for
G= SL2 and G= SL3 the p-bases (s(λ)∗)λ∈X1 and (χ((p − 1)ρ − λ))λ∈X1 are
p-dual.
First consider the case of SL2. We write s(r) for s(rρ), write χ(r) for χ(rρ),
and so on. Consider π(s(r)χ(a)A(1)) = π(s(r)A(a + 1)). If this is nonzero,
we have A(r + a + 1) = A(p) (bearing in mind that A(0) = 0). So we now
consider the case r + a + 1 = p. If r = 0, we obtain s(r)A(a + 1) = A(p), so
π(s(r)A(a+ 1))=A(ρ). If r = 0, we obtain s(r)A(a + 1)=A(p)+A(p− 2r)
which again gives π(s(r)A(a + 1))=A(ρ). To summarize, we have
π
(
s(r)A(a + 1))= {A(ρ), if r + a = p− 1;0, otherwise,
which gives the result.
Now consider the case SL3. Let α,β be the simple roots and let ωα , ωβ be
the corresponding fundamental weights. We write λ = aωα + bωβ ∈ X simply
as (a, b). Let λ,µ ∈ X1. We have π(s(λ)χ(µ)) = π(s(λ)A(ρ + µ)). If this is
nonzero, for some w ∈W , we have that wλ+ ρ + µ= pρ (bearing in mind that
A(0,p)= A(p,0)=A(p,−p)=A(−p,p)= 0). But then wλ= (p− 1)ρ −µ,
in particular, wλ is dominant and hence wλ = λ and λ = (p − 1)ρ − µ. Now
suppose λ + µ = (p − 1)ρ. Again π(s(λ)A(ρ + µ)) is a sum of the elements
of the set {π(A(wλ+ ρ + µ)) | w ∈W }. Moreover, as above, the only nonzero
contribution comes from the term π(A(λ+ ρ + µ)) and this is A(ρ). Hence we
obtain
π
(
s(λ)A(ρ +µ))= {A(ρ), if λ+µ= (p− 1)ρ;0, otherwise,
which gives the result.
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Note that the result implies ηλ = s((p− 1)ρ − λ), λ ∈X1, for SL2 and SL3.
3. Complements
3.1. We make a small remark on the terms σ(ψλf ) in our formula. We take
the p-dual bases φλ, ψλ with φλ = chL(λ), for λ ∈X1.
We call f ∈ rep(B) effective if it may be written as [M] + A for some
M ∈ mod(B). In [6] we made the conjecture that, for λ ∈ X1, the restriction of
the indecomposable tilting moduleM(2(p−1)ρ+w0λ) to G1 is indecomposable
and hence isomorphic, as a G1T -module, to Q̂1(λ). It follows from earlier work
of Jantzen [11] that this is true for p  2h− 2, where h is the Coxeter number
of G. We assume now that G is a group for which the conjecture holds. The
characters of the tilting modules chM(µ), µ ∈ X+, form a Z-basis of A. Let
λ ∈ X1. We may write ψλ = chV1 − chV2, where V1,V2 ∈ mod(G) are tilting
modules. Let M ∈mod(B) and f = [M] +A ∈ rep(B). Then we have
σ(ψλf )=
[
H 0(B1,St⊗ V1 ⊗M)(−1)
]− [H 0(B1,St⊗ V2 ⊗M]+A.
But now St ⊗ V1 and M(2(p− 1)ρ +w0λ)⊕ St⊗ V2 are tilting modules which
have the same character (see [6, Proposition (1.2)(i)]) and hence are isomorphic.
Thus we have σ(ψλf ) = [H 0(B1,M((2p − 1)ρ + w0λ))⊗M)(−1)] +A. This
shows the following lemma.
Lemma. If f ∈ rep(B) is effective then so is σ(ψλf ).
This is an aid to calculation, and we employ it in [8]. In that case the
group G is SL3 and we have p  2h− 2 except for p = 2 and p = 3. In these
exceptional cases it it shown by Yehia in [15, Lemma 3.1.3] that for λ ∈ X1
there is a G-summand of L((p − 1)ρ + w0λ) ⊗ St whose restriction to G1 is
the projective cover of L(λ). It follows from [6, Theorem (2.5)] (an observation
of Cornellius Pillen) that this component is the tilting module of highest weight
2(p − 1)ρ + w0λ and that its restriction to G1T is Q̂1(λ). Thus the conjecture
and the lemma hold for all primes for SL3.
3.2. We here consider two alternatives to the quotient rep(B). For the first we
fix i and let I denote the kernel of the map χi : rep(B)→A (taking [M] ∈ rep(B)
to χi(M)= chRi IndGB M). SupposeM1,M2 ∈ rep(B) satisfy χi(M1)= χi(M2).
Then, for any V ∈ mod(G), we have χi(V ⊗M1)= χi(V ⊗M2), by the tensor
identity. Hence I is a submodule for the natural module action of rep(G)-module
on rep(B). Thus rep(B)/I is naturally a rep(G)-module. Again, by the tensor
identity, we see that if 0 → V1 → V → V1 → 0 is a short exact sequence in
mod(G) then [V1] + [V2] − [V ] acts as 0 on rep(B)/I . Hence rep(B)/I is
naturally a grot(G)-module and hence an A= (ZX)W -module.
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Now suppose that M1,M2 ∈ mod(B) and χi(M1) = χi(M2). We choose
dual p-bases φλ = chL(λ), ψλ = ch Q̂1(λ)/χ((p − 1)ρ). Then, applying
Corollary 1.4f to f1 = [M1] +A and f2 = [M2] +A, we obtain∑
λ∈X1
φ∗λχi
(
σ(ψλf1)
)F = ∑
λ∈X1
φ∗λχi
(
σ(ψλf2)
)F
.
Since φλ, λ ∈ X1, is a p-basis we obtain χi(σ (ψλf1)) = χi(σ (ψλf2)) for
all λ ∈ X1. For λ = (p − 1)ρ we have ψ(p−1)ρ = 1 and so we obtain
χi(σ (f1))= χi(σ (f2)), i.e. χi(H 0(B1,St⊗M1)−1)= χi(H 0(B1,St⊗M2)−1)).
Thus σ : rep(B)→ rep(B) vanishes on I and hence induces an operation (also
denoted σ ) on rep(B)/I . Taking N = k, in the definition ofA, we see thatA I .
It now follows from Corollary 1.4f that
χi(f )=
∑
λ∈X1
φ∗λχi
(
σ(ψλf )
)F
for any f ∈ rep(B)/I and dual p-bases (φλ)λ∈X1 , (ψλ)λ∈X1 . The disadvantage
of the quotient rep(B)/I is that the character map ch : rep(B)→ ZX does not
factor through I . For example, for any M ∈ mod(B) taking N = k−ρ ⊕M we
have χi(M)= χi(N) but chM = chN . This adds to the difficulty of calculation
of the effect of σ on f ∈ rep(B)/I .
We now consider a second alternative quotient. Here we adopt a radical
approach and simply take the largest quotient rep(B)/J on which the operations
of A and σ make sense. Since the natural action of rep(G) on rep(B) is to
induce an action of grot(G) on rep(B)/J , we require [V1 ⊗M] + [V2 ⊗M] −
[V ⊗M] ∈ J , for every short exact sequence 0→ V1 → V → V2 → 0 in mod(G)
and every M ∈ mod(B). Since rep(B)/J is to admit the action of σ , we require
that [
H 0(B1,St⊗ V1 ⊗M)(−1)
]+ [H 0(B1,St⊗ V2 ⊗M)(−1)]
− [H 0(B1,St⊗ V ⊗M)(−1)] ∈ J (†)
(for every short exact sequence 0 → V1 → V → V2 → 0 in mod(G) and every
M ∈mod(B)). We notice now that, given (†), the first condition is automatic since
by taking V = St⊗UF , V1 = St⊗UF1 , V2 = St⊗UF2 , andM =NF in (†), where
0→ U1 → U → U2 → 0 is a short exact sequence in mod(G) and N ∈ mod(B),
we obtain [U1⊗N]+[U2⊗N]−[U⊗N] ∈ J . On the other hand, we also require
that applying σ : rep(B)→ rep(B) to elements of the form occurring in (†) gives
again elements J . We leave it to the reader to check that J may be described as
follows. We define J to the subgroup of rep(B) generated by all elements of the
form [
H 0(Br ,Str ⊗ V1 ⊗M)(−r)
]+ [H 0(Br ,Str ⊗ V2 ⊗M)(−r)]
− [H 0(Br ,Str ⊗ V ⊗M)(−r)] (††)
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for all short exact sequences 0 → V1 → V → V2 → 0 in mod(G), all M ∈
mod(B), and all r  0.
One may check that J is the unique minimal subgroup of rep(B) such that the
natural action of rep(G) on mod(B) induces an action of grot(G) on rep(B)/J
(i.e. the kernel of the natural map rep(G)→ grot(G) takes rep(B) into J ) and
such that the endomorphism σ : rep(B) → rep(B) takes J into J (and hence
induces an action on rep(B)/J ). We note that J  I . Let 0→ V1 → V → V2 → 0
be a short exact sequence of G-modules and let M ∈ mod(B). Again we take
φλ = chL(λ) and ψλ = ch Q̂1(λ)/χ((p−1)ρ). Expanding χi((V1⊕V2)⊗M)=
χi(V ⊗M) via the formula and equating the “coefficients” of φ(p−1)ρ , we obtain
χi
(
H 0
(
B1,St⊗ (V1 ⊕ V2)⊗M
)(−1))= χi(H 0(B1,St⊗ V ⊗M)(−1)),
and hence[
H 0(B1,St⊗ V1 ⊗M)(−1)
]+ [H 0(B1,St⊗ V2 ⊗M)(−1)]
− [H 0(B1,St⊗ V ⊗M)(−1)] ∈ I.
Furthermore, for N ∈ mod(B), we have[
H 0
(
B1,St⊗ (V1 ⊗ V2)⊗M
)(−1)⊗NF ]
− [H 0(B1,St⊗ V ⊗M)(−1)⊗NF ]
= [H 0(B1,St⊗ (V1 ⊗ V2)⊗M ⊗NF 2)(−1)]
− [H 0(B1,St⊗ V ⊗M ⊗NF 2)(−1)],
which gives that[
H 0(B1,St⊗ V1 ⊗M)(−1)
]+ [H 0(B1,St⊗ V2 ⊗M)(−1)]
− [H 0(B1,St⊗ V ⊗M)(−1)] ∈A.
Furthermore, the subgroup J is obtained by repeatedly applying σ : rep(B)→
rep(B) to elements of the form[
H 0(B1,St⊗ V1 ⊗M)(−1)
]+ [H 0(B1,St⊗ V2 ⊗M)(−1)]
− [H 0(B1,St⊗ V ⊗M)(−1)],
and so we have J A  I . Now for M ∈ mod(B) the validity of the expansion
Corollary 1.4f for [M] +A shows that the formula
χi(f )=
∑
λ∈X1
φ∗λχ
(
σ(ψλf )
)F
is valid for any f ∈ rep(B)/J and pair of p-dual bases (φλ)λ∈X1 , (ψλ)λ∈X1 .
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3.3. Finally, we remark that the obvious modification of the expansion
Corollary 1.4f is valid for quantized enveloping algebras of semisimple Lie
algebras and for quantum general linear groups. In the case of quantized
enveloping algebras one may replace references to [12] by references to [2,3].
In the case of quantum general linear results one may replace references to [12]
by references to [7]. We leave this as an exercise for the interested reader.
Acknowledgment
I am very grateful to the referee for useful remarks: in particular, for pointing
out that the earlier version could be streamlined by using [12, II, 12.2].
References
[1] H.H. Andersen, Cohomology of line bundles of G/B, Ann. Sci. École Norm. Sup. (4) 12 (1979)
85–100.
[2] H.H. Andersen, P. Polo, W. Kexin, Representations of quantum algebras, Invent. Math. 104
(1991) 1–59.
[3] H.H. Andersen, P. Polo, W. Kexin, Injective modules for quantum algebras, Amer. J. Math. 114
(1992) 571–604.
[4] S. Donkin, A note on the characters of the projective modules for infinitesimal subgroups of a
semisimple algebraic group, Math. Scand. 51 (1983) 142–150.
[5] S. Donkin, Rational Representations of Algebraic Groups: Tensor Products and Filtrations, in:
Lecture Notes in Math., Vol. 1140, Springer, Berlin, 1985.
[6] S. Donkin, On tilting modules for algebraic groups, Math. Z. 212 (1993) 39–60.
[7] S. Donkin, The q-Schur Algebra, in: LMS Lecture Notes, Vol. 253, Cambridge University Press,
1998.
[8] S. Donkin, On the cohomology of line bundles on the three-dimensional flag variety, in
characteristic p, in preparation.
[9] W.L. Griffith Jr., Cohomology of flag varieties in characteristic p, Illinois J. Math. 24 (1980)
452–461.
[10] J.E. Humphreys, Cohomology of G/B in characteristic p, Adv. Math. 59 (1986) 170–183.
[11] J.C. Jantzen, Darstellungen halbeinfacher Gruppen und ihrer Frobenius-Kerne, J. Reine Angew.
Math. 317 (1980) 157–199.
[12] J.C. Jantzen, Representations of Algebraic Groups, in: Pure Appl. Math., Vol. 131, Academic
Press, 1987.
[13] Z. Lin, Structure of line bundles on G/B for semisimple groups, J. Algebra 134 (1990) 225–256.
[14] Z. Lin, Socle series of cohomology groups of line bundles on G/B, J. Pure Appl. Algebra 72
(1991) 275–294.
[15] S.El.B. Yehia, Extensions of simple modules for the universal Chevalley groups and parabolic
subgroups, PhD thesis, University of Warwick, Great Britain, 1982.
