We present the general probabilistic formalism for cross-identifying astronomical point sources in multiple observations. Our Bayesian approach, symmetric in all observations, is the foundation of a unified framework for object matching, where not only spatial information, but also physical properties, such as colors, redshift and luminosity, can be also considered in a natural way. We provide a practical recipe to implement an efficient recursive algorithm to evaluate the Bayes factor over a set of catalogs with known circular errors in positions. This new methodology is crucial for studies leveraging the synergy of today's multi-wavelength observations and to enter the time-domain science of the upcoming survey telescopes.
Motivation
Observational astronomy has changed drammatically over the last decade. With the introduction of large-format, high-resolution detectors at all wavelengths of the electromagnetic spectrum, astronomers now face an avalanche of data pouring from the instruments of dedicated telescopes. While most imaging surveys today obtain multicolor information, no one telescope can cover the entire spectrum because the physics of the detectors is very different at different frequencies. To boost the chances of finding the right indicators of physical properties of galaxies, or discovering new kinds of objects, one needs to merge the datasets of various telescopes by federating the archives. The key step in the process is the cross-identification of the sources in multiple catalogs to link observations by one telescope to another's. Astronomers join two catalogs by setting some threshold on the angular separation of sources that is motivated by the astrometric accuracies of the datasets involved. When more than two catalogs are to be crossmatched, astronomers often hatch a chaining rule based on the implicit prior knowledge about the sources. For example, one might decide to match all lower-accuracy datasets to the best one, or to go from wavelength to wavelength, hoping that the sources do not change significantly over a shorter wavelength range. The problem with these traditional ways is not that they are based on implicit assumptions and intuitions but that they are not symmetric. While the pairwise matches might be acceptable, there is no guarantee, or any measure of quality, that the elected final matches are plausible or if the list is complete. After all picking a different order of pairwise matching would yield a different catalog.
We need algorithms that are symmetric in the catalogs, and provide a reliable measure of quality that one can use to exclude or downweight unlikely combinations of sources. We need a unified framework, where on top of the spatial information, other measurements can be also incorporated along with explicit models and physical priors. In Section 2 we discuss the Bayesian approach to address these issues, and in Section 3 the spherical normal distribution is studied. In Sections 4 and 5 we present guidelines for adding physical priors and sketch an efficient implementation. Section 6 concludes the results.
The Bayes Factor
Often Bayesian analysis is refered to as the calculus of belief, however, it should rather be thought of as the calculus of observational evidence. When presented with a series of observed positions, one would like to know whether they are truely from the same source. If the coordinates are scattered all over the celestial sphere, it seems very unlikely that they are measurements of the same astronomical object but when the coordinates are only a tiny fraction of an arcsecond apart, we "know" that we found a good match. How good is that match? Or what is the evidence that it is a match?
First let us examine what astrometric precision means. In the process of calibrating the positions in a catalog of extracted sources, one can characterize the properties of the observations by comparing the positions to astrometric standards, and even correct for systematic offsets. Yet, there remains a random scatter around the true positions. This uncertainty is often modelled as a normal distribution, and catalogs would quote a single σ-value for their accuracy, e.g., σ = 0.1 arcseconds. In general, our understanding of the astrometry is described by a probability density function (PDF) that may even vary on the sky. We parameterize our model M that the object is on the celestial sphere using a three-dimensional normal vector m, and write p( x| m, M ) for the probability density that an object at its true location m is observed at a position x. As any PDF, this function is normalized,
Now we take a single source observed at x 1 and apply Bayes' theorem to find the posterior density of the true location m given the obtained data,
where the trivial prior p( m|M ) of m being on the celestial sphere is expressed with Dirac's δ-symbol,
and the normalizing constant guarantees the law of total probability,
With multiple observations through various instruments of possibly different astrometric accuracies, we now turn to compute the evidence that all observations are from the same source. We introduce the Bayes factor to test this hypothesis H against the case when separate sources are possible, K. After the observations D are obtained, D = { x 1 , x 2 , . . . , x n } locations on the sky, we compute the ratio of the posterior and prior probabilities of each hypothesis. The Bayes factor is defined as the ratio of these odds,
which, after applying Bayes' theorem, becomes
One of the many attractive features of this quantity, as seen from eq. (5), is that it penalizes complicated hypotheses (with smaller prior probabilities) over simpler ones. The actual calculation is done by parameterizing the two models H and K, and integrating the likelihood functions for the entire configuration space.
Our hypothesis H says that the positions are from a single source, thus can be parameterized by a single common location m. Due to the independence of the measurements in D, the joint PDF is just the product of the astrometric precisions p 1 , p 2 , . . . , p n , and the integral simplifies to
On the other hand, the alternative hypothesis K is parameterized by separate { m i } positions, and the integral factorizes into the product of the independent components
Strictly speaking the integration is done over a more restricted parameter space, where the m i vectors never take the same direction, however that is a zero measure manifold, hence negligible.
The quality of the match is described by the Bayes factor. When the ratio is large, D is a likely match, if it is in the order of unity, the evidence is not convincing, and finally if the ratio is less than one, the data supports the alternative hypothesis. To make a definitive decision on whether D should be considered a match, one can set a limit on the Bayes factor, which naturally relates the prior and posterior probabilities. When K is the complement hypothesis of H, P (H) + P (K) = 1 and P (H|D) + P (K|D) = 1, hence the posterior probability becomes
In other words, with an initial estimate of the prior and the calculated observational evidence, one can readily derive the posterior probability. Or the other way around, calculate the Bayes factor constraint from a given probability threshold.
Note that thresholding is a last resort, and often the full PDF can be used in subsequent scientific analyses.
The Normal Distribution
Normal distributions emerge often in nature, where a number of effects play roles in shaping up the probability density, cf. the Central Limit theorem. Although many of the usual arguments do not hold over closed topological manifolds, e.g., the Central Limit theorem leads to isotropic distribution on the circle (Lévy 1939) , it is possible to introduce an analogue to the normal distribution function on the sphere (Fisher 1953; Breitenberger 1963) . The spherical normal distribution is often elected to characterize the precision of astronomy observations, and hence it is of great importance to understand its properties, and to apply the Bayesian framework described in the previous section.
The spherical normal distribution in its normalized form is written as
where the weight w is typically very large, which is when it is related to the more intuitive precision parameter σ by the equation
For example, when σ is in the order of an arcsecond, the weight takes values of ∼ 10 10 .
Having observed a set of positions independently with corresponding weights, we can compute the Bayes factor for the two hypotheses H and K introduced earlier. Because the function N ( x| m, w)p( m|M ) is symmetric in x and m for the trivial prior, and the PDFs are normalized, the Bayes factor is computed analytically, and becomes
with
where we exploit the fact that the product of normal distributions has the same functional form.
In case of only two observations, this weight depends on the astrometric precisions and the angle ψ between the positions w = w 2 1 + w 2 2 + 2w 1 w 2 cos ψ.
For the typical large weights and small angular separations between the measurements, we get
In Figure 1 the 10-based logarithm of the Bayes factor, also known as the weight of evidence, is shown as a function of angular separation for the three cases of matching two catalogs of σ 1 = 0.1" and σ 2 = 0.5" to each other and to themselves. This is the problem of matching the Sloan Digital Sky Survey (SDSS; York et al. 2000; Pier et al. 2003 ) and the Galaxy Evolution Explorer (GALEX; Martin et al. 2005; Morrissey et al. 2007 ) science archives.
Matching three catalogs also makes an interesting case study for the various potential configurations of three positions. The Bayes factor for this case, in the same limit as previously, takes the form of 2(σ 2 1 σ 2 2 +σ 2 2 σ 2 3 +σ 2 3 σ 2 1 )
In Table 1 the weight of evidence is shown for various configurations from the matching of three similar catalogs with equal astrometric accuracies, σ 1 = σ 2 = σ 3 = 0.1". The astrometric precision was chosen to match the SDSS limitations.
In general, the Bayes factor for the typical large weights and small angular separations takes the form of
where all summations and products run on the n number of catalogs.
In scenarios where individual errors are different or even anisotropic, one can generalize our expression in a fairly straightforward manner in the above approximation. Instead of the scalar weight, one can use the inverse of the covariance matrix, however, the elegant simplicity of the expressions is sacrificed. 
Folding in the Physics
Naturally the above formalism is not specific to astrometric observations. In fact, it is rather straightforward to fold other measured quantities into the calculations. This is especially important when dealing with multiple matches. Picking the "correct" combination of sources from various spatially similar configurations is a degenerate problem that requires extra information to resolve. The use of photometric information is a natural choice for its wide availability, however, its application requires further assumptions on the spectral energy distributions (SEDs). Often science models exist to help out with the solution, but extract caution is need to avoid the undesirable effects, for example, when the goal is to discover new types of objects with unknown SEDs. Now let us apply the introduced Bayesian framework to photometric measurements in various passbands. The ingredients include two further explicit models:
1 Model S for the spectrum energy distributions, e.g., by Bruzual & Charlot (2003) , described by a set of parameters, η, along with the corresponding p( η|S) priors; and 2 Model C for the photometric uncertainties in the catalogs from the calibration, p i ( g| γ, C), where g is the observed and γ is the simulated photometry derived from S: γ = γ(η|S).
Photometric uncertainties are often assumed to be Gaussian with a diagonal covariance matrix. The two separate models can be folded into a single model M , for simplicity, so one can write p( g| η, M ). The Bayes factor for the photometry, similarly to the astrometric formulas, is given by the ratio
In the simplest case, S is parameterized by a discrete spectral type T , the redshift z and an overall scaling factor for the brightness, α:
where f is a vector of the simulated photometry in the various passbands. If we assume Gaussian errors for the photometric precision with a diagonal covariance matrix of elements σ 2 l , where l runs on the L number of passbands, we arrive at the familiar formula of
where constant N is the usual normalization factor of the multivariate normal distribution, which in our special case is just N = (2π)
Integrating these models to get the Bayes factor is a very similar problem to template fitting photometric redshift estimation. In fact, the two procedures can be done in a self-consistent way within the same application. Naturally, spectroscopic redshift information can also be incorporated when available in any of the catalogs.
The Bayesian analysis is inherently recursive. As soon as we obtain new measurements, and compute the posterior probability, that becomes the prior for subsequent studies. This is an extremely powerful property, and simplifies the computations enormously. A consequence of this is that the combined Bayes factor of the astrometric and photometric measurements is simply the product of the two,
as also seen from the Bayes factor's definition. This means that one can just do the spatial join first, and apply additional physics priors in subsequent steps, if needed. In fact, as long as the Bayes factors are propagated in the matched catalog, and appropriate cuts are made, further analysis is possible that is tuned for specific scientific goals.
Practical Considerations
The question remains how to evaluate the Bayes factor efficiently for multiple catalogs without considering all possible combinations of sources. Fast algorithms exist to match two sets of point sources using an angular separation limit Malik et al. 2003; Gray et al. 2004 Gray et al. , 2006 Szalay et al. 2005; Nieto-Santisteban 2007) . Ideally one would like to leverage the power of these two-way crossmatch engines in a recursive manner, and get rid of unlikely combinations with small Bayes factors as early as possible.
Matching two catalogs is straightforward; any Bayes factor limit corresponds to a single distance cut, and hence our existing tools are adequate. To go from n number of catalogs to n + 1, we need to make this process iterative, and prune the match list step-by-step. We do this by computing the overall Bayes factor in every step assuming that all other subsequent catalogs will contribute sources at the best possible position. This optimization problem may be expensive to solve in general, but can be analytically calculated in special cases, and for the spherical normal distribution the solution is evident: the center position of the mode is the correct choice.
In fact, for the normal distribution one can do even better. In every step, a new catalog is added to the current sub-matches. Since the product of normal distributions is still of the same functional form, one can compute the Bayes factor as a function of angular separation from that position, derive the limiting radius, and utilize a two-way crossmatch engine for joining the current k-tuples with the new (k + 1) th catalog using that threshold. For this we rewrite the logarithm of the Bayes factor in eq. 17, in the more convenient form of
with the newly introduced variables
where c k is the unit vector of the best position for the current k-tuple of sub-match,
With these we compute the weight of evidence in a recursive manner. The iteration starts by substituting c 1 = x 1 . In the k th step, the maximum search radius ρ k+1 is computed from eq. 22 to yield the Bayes factor threshold B 0 by assuming optimal matches from the subsequent catalogs with vanishing ∆ 2 i contributions,
We assign every source within that radius to each k-tuple sub-match, and go to the next catalog. In general, the search radius will be different for every tuple for their different spatial configurations. When the two-way matching algorithm requires a fixed radius, one can take the maximum value in linear time, use that more generous search radius in the matching, and filter the result set later, just before going to the next catalog.
In every step of the iteration, we propagate only the quantities that are necessary to calculate the weight of evidence. The recursion formulas are given by the following expressions:
This stepwise method for evaluating the weight of evidence not only provides an accurate match list, but also exhibits the performance of the current state-of-the-art two-way crossmatching tools.
Summary
We presented the general probabilistic formalism for cross-identifying astronomical point sources. The framework is based on Bayesian hypothesis testing to decide whether a series of observations truly belong to a single astronomical object. The expression we derived is symmetric in all observations, thus independent of the order of the catalogs considered in an recursive evalution of the Bayes factor. We introduced the spherical normal distribution, and calculated the Bayes factor for the generic n-way matching case both in the general case and in the typical limit of high precision and small angular separations. The 2-and 3-way matching cases were studied in detail. While the normal distribution is the simplest to work with for its unique properties, yet other specific cases can be handled in the same spirit. Our technique provides a natural mechanism to include other observed properties, e.g., photometry, and physical models. An efficient implementation was discussed that can be mapped on to recursive applications of existing high-performance two-way matching tools.
