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Abstract—Hysteresis phenomena have been observed in dif-
ferent branches of physics and engineering sciences. Therefore
several models have been proposed for hysteresis simulation
in different fields; however, almost neither of them can be
utilized universally. In this paper by inspiring of Preisach
Neural Network which was inspired from Preisach model that
basically stemmed from Madelungs rules and using the learning
capability of the neural networks, an adaptive universal model
for hysteresis is introduced and called Extended Preisach Neural
Network Model (XPNN). It is comprised of input, output
and, two hidden layers. The input and output layers contain
linear neurons while the first hidden layer incorporates neurons
called Deteriorating Stop (DS) neurons, which their activation
function follows DS operator. DS operator can generate non-
congruent hysteresis loops. The second hidden layer includes
Sigmoidal neurons. Adding the second hidden layer, helps
neural network learn non-Masing and asymmetric hysteresis
loops very smoothly. At the input layer, Besides, x(t) which is
input data, x˙(t), the rate at which x(t) changes, is included
as well in order to give XPNN the capability of learning
rate-dependent hysteresis loops. Hence, the proposed approach
has capability of the simulation of the both rate independent
and rate dependent hysteresis with either congruent or non-
congruent loops as well as symmetric and asymmetric loops.
A new hybridized algorithm has been adopted for training
of the XPNN which is based on combination of GA and the
optimization method of sub-gradient with space dilatation. The
generality of the proposed model has been evaluated by applying
it on various hystereses from different areas of engineering
with different characteristics. The results show that the model
is successful in the identification of the considered hystereses.
The proposed neural network shows excellent agreement with
experimental data.
Index Terms—Hysteresis; non-congruency; rate-dependency;
Neural Network; Preisach Model
I. INTRODUCTION
Hysteresis is a nonlinear phenomenon that appears in var-
ious systems including ferromagnetic materials, mechanical
actuators and electronic relay circuits. Smart-materials-based
actuators, such as piezoceramic actuators, magnetostrictive
actuators and shape memory alloys, invariably show hystere-
sis effects. Hysteresis word first appeared in the literature
in 1885 when Ewing used this Greek word in his paper on
magnetism [1]. The etymological meaning of hysteresis is
lagging behind. It is known as a key component of hysteresis.
Lagging, in a hysteretic system, can occur by changing the
internal state and rate dependence. The latter means that the
output of a rate-dependent system is related to the value
of the input and the speed at which it changes. The rate
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dependence can cause the dynamic lag between input and
output of the system. Often this kind of lagging is referred
to as rate-dependent hysteresis. However, hysteresis usually
in the literature means lagging behind not because of rate
dependence so that Ewing introduced rate independence as
another key aspect of hysteresis. Also, Visintin, [2], defined
hysteresis as rate-independent memory effect. This definition
disregarded any viscous-type effects which are coupled with
typical hysteresis phenomena, such as ferromagnetism, ferro-
electricity, and plasticity. However, in several cases rate
independence assumption can be considered, provided that
the evolution is not too fast. Hysteresis occurs in ferromag-
netic, ferroelectric materials and magnetostrictive acuators,
as well as in deformation of some materials such as metals
in response to varying force. Many artificial systems are
designed to have hysteresis. For example, in thermostats
and Schmitt triggers, hysteresis is produced by positive
feedback to avoid unwanted rapid switching. Hysteresis has
been identified in many other fields, including economics
and biology. Therefore, several researchers have proposed
the rules and the models to simulate the different hysteretic
phenomena. Among them, the researches done by Madelung,
Masing, Prandtl and Preisach have been bases for the other
researches in the literature.
Conventionally mathematical models with some free pa-
rameters are assumed for the simulation of the hysteresis ma-
terial behaviors and their free parameters are tuned through
identification. Unfortunately there is not a unique mathemat-
ical form that could be utilized for different materials since
different materials do not have identical specifications. This
is the main drawback of the mathematical models. Owing to
this, Multilayer Feed-Forward Neural Networks (MFFNNs)
as general approximator tools [3] have been found a special
place in the identification of the hysteresis material behavior
as model-free systems [4]–[6].
On the other hand, conventional neural networks are static
systems and do not have any internal memories [3]. Even
though some works have been done to fix this problem,
mathematically speaking, they are not suitable for simulat-
ing hysteresis behaviors. In order to compensate for this
drawback of the conventional neural networks in hysteresis
learning, there have been some attempts in literature to
devise some new types of neural networks for the hysteretic
problems [4]–[8].
Inspired from prandtl-ishlinskii model, Joghataie and Far-
rokh [9] have proposed a new neural network called Prandtl
Neural Network (PNN) and used it successfully in dynamic
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analysis of nonlinear inelastic frames and trusses [9], [10].
PNN enjoys stop neurons in its hidden layer. Each stop
neuron has a complete memory for hysteresis and an adaptive
parameter which is tuned during training of the PNN. These
two characteristics of stop neuron enable PNN to learn
hysteretic behaviors without any data of the past state or
non-measurable variables in its input layer; therefore, it is
not subjected to error accumulation. However the PNN is
suitable for the hysteretic problems without any degradation.
Due to having some special properties, hysteresis loops of
some materials are unusual which for instance are asym-
metric, non-congruent and rate dependence under the cyclic
and transient loading. As a result PNNs cannot learn them
because they use stop activation functions which do not
have capability of learning these special properties of those
materials. Prandtl model only follows masings rules, so that
the PNN cannot learn non-masing hysteresis behaviors and
is merely suitable for the masing-congruent-rate independent
hysteretic problems. Therefore, PNNs have not capability of
learning non-congruent, non-masing and rate-dependent hys-
teresis behaviors. Stop neurons in the hidden layer of PNN
only can create symmetric hysteresis loops which means they
cannot learn asymmetric loops which is, for example, one of
the characteristics of smart material hysteresis. Hence, PNNs
are not suitable for modeling of material properties whose
hysteresis behaviors are non-congruent, rate-dependent and
asymmetric such as deteriorating hysteresis behavior of con-
crete and smart materials.
In 2015, authors [11] have introduced a new activation
function known as deteriorating stop (DS) with a non-
congruent (or deteriorated) parameter, β, and used it in-
stead of the stop activation function in the PNN. By this
modification, the neural network is more general and it is
called Generalized PNN (GPNN). The structure of GPNN
is the same as Prandtl Neural Network (PNN) which was
previously discussed but GPNN uses new neurons with
activation function in accordance with DS operator. This
newly defined neuron is called DS neuron. It enjoys non-
congruency or deterioration behavior in its hysteresis loops;
therefore, GPNN is able to model hysteresis behavior of
materials whose their hysteresis loops are non-congruent.
Although GPNNs are more generalized than PNNs and for
instance are capable of learning non-congruent hysteresis,
due to the properties of DS neurons they cannot learn non-
masing behaviors such as asymmetric hysteresis loops and
also rate-dependent hysteresis behaviors.
Preisach model, which has been widely used for the
modeling of hysteresis in different fields of engineering
such as electromagnetism [12], soil mechanics [13], [14]
and shape memory alloys [15], [16], has been developed
based on Madelung’s rules and incorporates relay opera-
tors. Preisach model is a rate independent hysteresis model
which determines the output signal, y(t), where t represents
time, through linear superposition of a set of continuous
relay operators applied to the input signal, x(t). Russian
mathematician Krasnoselskii separated this model from its
physical meaning and stated it in pure mathematical form
[12]. Afterwards, Mayergoyz [17], based on phenomeno-
logical nature and mathematical generality of the Preisach
model proved a theorem which gives the necessary and
sufficient conditions for representation of actual hysteresis
nonlinearities by the Preisach model based on deletion and
congruency properties. The latter property means that all
hysteresis loops corresponding to the same extremum values
of the input are geometrically congruent. It can be concluded
that the hysteretic behaviors which do not enjoy congruency
property cannot be simulated by the Preisach model.
Recently Farrokh and Joghataie have proposed a new type
of multi-layer feed forward neural network (MLFFNN) by
inspiring of Preisach model and it has been called Preisach
Neural Network (Preisach-NN) [18]. It is comprised of input,
output and two hidden layers. The input and output layers
contain linear neurons while the first hidden layer incor-
porates neurons called stop neurons, which their activation
function follows stop operator. The second hidden layer
includes sigmoidal neurons. The optimization method of sub-
gradient with space dilatation has been adopted for training
of the Preisach-NN as a non-smooth problem. Preisach-NN
not only has capability of learning hysteresis behaviors that
follows masings rules, but also it has capability of learning
non-masing hysteresis as well. Even though, the proposed
Preisach-NN could be applied to most hysteresis behaviors,
due to properties of the preisach model which are congruent
and rate-independent, it cannot be used for hysteresis which
are non-congruent and rate-dependent.
In 2016, Farrokh and Dizaji [7], proposed a new type
of multi-layer feed forward neural networks by inspiring
of madelung rules and it has been called neuro-Madelung
model (NMM). Madelung’s rules are common among most
of the hysteresis phenomena [19]. The NMM has capability
of simulating both rate-dependent and rate-independent hys-
tereses with either congruent or non-congruent loops. Using
the learning capability of the neural networks, an adaptive
general model for hysteresis is introduced according to the
proposed approach. However, due to the nature of the neural
network used in the NMM, and its input dependence on the
input-output pair at the previous turning point and the input
rate, it will be difficult to explicitly construct the inverse of
the NMM [7].
There are materials and actuators that exhibit rate depen-
dent hysteresis, depending strongly upon the rate of change
of the input in a highly nonlinear manner such as piezoce-
ramic actuators, piezoelectric actuators and magnetostrictive
actuators. In such cases, the Preisach and PrandtlIshlinskii
models could yield considerable errors under inputs that are
applied at varying rates. A few studies have proposed alter-
nate density functions for enhancing the prediction abilities
of these models under varying rates of input and output.
Mayergoyz [17], [20] proposed a rate dependent Preisach
model by introducing the speed of the output in the density
function. Tan and Baras [21], [22] integrated the dynamic
equilibrium equation of a single degree of freedom with
the Preisach operator to characterize and to compensate the
rate-dependent hysteresis in a magnetostrictive actuator at or
above 10 Hz.
Smith [23]–[25] presented a homogenized energy model
using the Preisach model to characterize the rate-dependent
hysteresis up to 12 kHz excitation frequency. An alternate
rate-dependent Preisach model comprising a modified relay
operator was also proposed by Bertotti [19] to model the rate-
dependent hysteresis of soft magnetic materials at different
frequencies. The operator function was formulated to relate
the rate of change of the flux to differences between the
input and the Preisach operator thresholds. The model results
showed reasonably good agreement with the experimental
data and that the area within the hysteresis loops increased
with an increase in the frequency of the input magnetic
field. The reported modifications are generally focused on
the Preisach model by including the speed of the input in
the density functions, which may only offer limited ability
to describe the rate-dependent hysteresis.
As it can be seen from the literature, each of the pre-
viously proposed models have their own limitations. For
brevity, PNNs only follows masings rules and are rate-
independent. Therefore they have not capability of simu-
lating non-congruent, rate-dependent and asymmetric hys-
teresis. Even though GPNN has solved the issue of non-
congruency and can simulate hysteresis whose behaviors
are non-congruent, it has limitation of learning non-masing
and rate-dependent hysteresis. Preisach-NN has capability of
learning non-masing hysteresis. On the contrary, it is limited
to learn congruent hysteresis which means that it has not
capability of learning non-congruent hysteresis behaviors.
In this paper, a new type of multi-layer feed forward neural
network has been proposed by inspiring of Preisach-NN
and is called Extended Preisach Neural Network (XPNN).
The proposed model, is more general than Preisach-NN in
terms of the congruency and rate dependency standpoint.
The generality of the proposed model has been evaluated
by applying it on various hystereses from different areas
of engineering with different characteristics. The results
show that the model is successful in the identification of
the considered hystereses. Also, the model shows excellent
agreement with experimental data.
The structure of the paper is as follows: Firstly hysteresis
phenomena and its several properties is investigated and
after a short review on the PNN, GPNN and Preisach-NN,
the new proposed neural network is introduced with more
precise detail. Its architecture and training algorithm have
been discussed. The capability of the new proposed training
algorithm is shown. Finally the application of the XPNN in
learning is explained using different hysteresis behaviors.
II. HYSTERESIS RULES AND MODELS
Hysteresis phenomenon is seen in many branches of sci-
ence and engineering such as chemistry, biology, mechanics,
electronics, and optics [1], [26]. Hence different rules and
models for hysteresis have been reported in the literature.
Amongst them, the Madelung’s rules, Masing, Prandtl, and
Preisach models [20] are very popular and related to this
paper issue. In the following the description of these rules
and models is introduced.
A. Madelung’s rules
In the 1900s, Madelung tried to formalize the rules gov-
erning the experimentally observed branchings and loopings
of ferromagnetic hysteresis in his dissertation [19]. Conse-
quently he proposed the three following rules: 1) Any curve
Γ1 emanating from a turning point A in Fig. 1 is uniquely
determined by the coordinates of the A. 2) If any point B on
the curve Γ1 becomes a new turning point, then the curve
originating as B leads back to point A. 3) If the curve Γ2
is continued beyond the point A, then its coincides with the
continuation of the curve which led to the point A before
the Γ1 − Γ2-cycle was traversed.
x
y
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Fig. 1. Madelung’s rules.
Actually Madelung’s rules describe the deletion or wiping
out property of the hysteresis memory. According to these
rules, nested hysteresis loops can be generated in the input-
output plane. This property is not just belong to the field
of ferronagnetism and the same behavior in the hysteresis of
the other fields has been observed so that the deletion known
as the most common property between different hysteretic
phenomena.
B. Masing model
Masing [27] in a research about brass developed some
rules for hysteresis of metal under cyclic loading. Masing
asserted that if the load-deflection curve for entire system at
the virgin loading is odd symmetric and is given by:
y = g(x) (1)
where x is displacement (input) and y is restoring force
(output), then unloading and reloading branches of hysteresis
loops for steady-state response are geometrically similar to
the virgin loading curve and are described by the same
equation except for two-fold magnification:
y = y∗ + 2g(
x− x∗
2
) (2)
where (x∗, y∗) is the last load reversal point. As the Mas-
ing’s rules originally was developed for steady-state (cyclic)
loading, it cannot be utilized for transient loading in which
the minor loops in the hysteresis might be generated and
closed by backing to the emanation point of the minor loop
and continuing the path that would be traversed in the absent
of the minor loop [27]. There have been some attempts in
yx
z
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Fig. 2. Frictional sliding of a body-spring system along a surface describing
stop and play operators.
the literature to extend the rules for transient cases [28].
Actually this extension is a combination of the Madelung’s
rules and original Masing’s rules. Based on the extended
Masing’s rules, several hysteresis models have been proposed
and almost all of them can simulate the symmetric hysteresis
behaviors.
C. Prandtl model
The Prandtl model is a superposition of elementary stop
operators, which are parameterized by a single threshold
variable. This model is defined in terms of an integral of
stop operator with a density function determining the shape
of the hysteresis loop as:
y(t) =
∫ ∞
0
w(r)εr [x(t)] dr (3)
where w(r)= density function; εr[.]= stop operator; r= stop
operator thershold; x(t)= input signal; and y(t)= output
signal. The discrete from of the Prandtl model known as
Prandtl–Ishilinskii and is:
y(t) =
m∑
j=1
wjεrj [x(t)] (4)
The stop operator, yr(t) = εr[x(t)], can be physically
interpreted as the mechanism shown in Fig. 2, in which
x(t)= displacement of the spring end A; r= Coulomb friction
force between the body and the surface; and yr(t) is internal
force of the spring or equivalently relative deformation of the
spring ends (because the stiffness of the spring is assumed
to the value of 1). The mathematical definition of the stop
operator on each subinterval [ti, ti+1] where x(t) is piecewise
monotone on 0 = t0 < t1 < t2 < . . . < tN = tE ,
yr(t) = εr[x](t) can be described by induction as [19]:
yr(0) = er(x(0))
yr(t) = er(x(t)− x(ti) + yr(ti))
for ti < t ≤ ti+1; 0 ≤ i ≤ N − 1
(5)
where
er(v) = min{r,max{−r, v}}. (6)
As each stop operator in Eqs. (3) and (4) is rate-
independent, the Prandtl model generates the rate indepen-
dent hysteresis. It means that the rate of the input signal does
not affect the output signal. Also each stop operator in the
Prandtl model complies both Madelung’s and Masing’s rules;
therefore, the Prandtl model inherits these properties from
the stop operators by linear combination. Hence the Prandtl
model could be successfully utilized for the hystereses enjoy
the extend Masing’s rules.
D. Preisach model
The Preisach hysteresis model is perhaps the most well-
known phenomenological operator-based model for charac-
terizing hysteresis phenomenon. In the Preisach formulation,
hysteresis is modeled as a cumulative effect (density func-
tion) of all possible delayed relay elements (relay operators),
which are parameterized by a pair of threshold variables [19].
This model is completely characterized by two properties:
wiping out and congruent minor loop properties.
Preisach model has been widely used for the modeling
of hysteresis in different fields of engineering such as elec-
tromagnetism [12], soil mechanics [14], and shape memory
alloys [15], [16]. It has been developed based on Madelungs
rules [19] and incorporates relay operators. Preisach model
is a rate-independent hysteresis model which determines the
output signal y(t) where t represents time, through linear
superposition of a set of continuous relay operators applied
to the input signal x(t) as follows:
y(t) =
∫ ∞
0
∫ ∞
−∞
µ(r, s)Rs−r,s+r[x](t)dsdr (7)
where µ(r, s) density function and Rs−r,s+r = relay
operator with mean value of s and half-width value of r
shown in Fig. 3a. The initial values of the relays are taken
as −1, if s > 0.0, and as +1, otherwise. There is a curve,
ψ(t, r), which divides the half-plane r > 0 into two distinct
regions so that the value of all the relays is +1 in the lower
region and −1 in the upper region. Mathematically it can be
shown that ψ(t, r) is a play operator as follows [19]:
ψ(t, r) = Pr[x](t) ∀r ≥ 0 (8)
where Pr[x](t) has been depicted in Fig. 3b. Hence according
the former explanations the Preisach model can be written as:
y(t) =
∫ +∞
0
[∫ ψ(t,r)
−∞
µ(r, s)ds−
∫ +∞
ψ(t,r)
µ(r, s)ds
]
dr
(9)
Eventually defining,
f(r, u) =
∫ u
−∞
µ(r, s)ds−
∫ +∞
u
µ(r, s)ds (10)
Eq. (7) can be rewritten in its general form as follows:
y(t) =
∫ ∞
0
f(r, ψ(t, r))dr (11)
According to Eq. (11) the model has a memory which
consists of a continuous set of play operators. Therefore
the Preisach model can be decomposed into a memoryless
functional and a continuous set of play operators. In general
the input-output relation of the model is as follows:
y(t) = Q [ψ(t, r)] (12)
ψ(t, r) = Pr[x](t) ∀r ≥ 0 (13)
where Q[ψ(t, r)] is a memoryless functional which maps the
function ψ(t, r) into the real valued output y(t). Stop operator
is another operator (Fig. 3c) usually used in hysteresis simu-
lation contexts. As stop and play operators can be converted
to each other through
Pr[x](t) = x(t)− εr[x](t) (14)
where εr[.] denotes a stop operator with threshold r, the
memory of the Preisach model also can be defined in terms
of stop, instead of play operators. Comparison of Eqs. (11)
and (3) indicates that the Prandtl model is a special case of
the Preisach model because Eq. (11) is mathematically more
general than Eq. (3). Owing to this the Preisach model can
be utilized in the simulation of the hysteretic behavior which
does not follow Masings rules.
Mayergoyz (1986) [17] showed that all hysteresis loops
generated by Preisach model with the same extermum values
of input x are geometrically congruent. In addition, the model
memory enjoys the deletion property described by Madelung.
Congruency means that the loops with the identical extermum
have the same shape. The Preisach model ensures this prop-
erties. Therefore, Preisach model cannot applied to hysteresis
systems which their loops and also their sub-loops are non-
congruent.
III. NEW NEURAL NETWORKS TO SIMULATE HYSTERESIS
BEHAVIORS
Artificial neural networks as learning systems have been
found special place in hysteresis simulation and compen-
sation. However, these conventional neural networks such
as recurrent and time delay neural networks do not have
complete capability in learning of a hysteretic behavior [29].
In order to compensate for this drawback of the conventional
neural networks in hysteresis learning, there have been some
attempts in literature to devise some new types of neural
networks for the hysteretic problems. Recently Joghataie and
Farrokh have proposed a new neural network called Prandtl
neural network (PNN) and used it successfully in hysteresis
behaviors which obey from Masing rules. In the another
attempt by the Farrokh et al. (2015) [11] a new type of NN
is introduced by which non-congruent hysteresis behaviors
could be simulated and they called it GPNN. In the last
attempt to create a NN to simulate non-Masing hysteresis
behaviors, Farrokh and Joghataie proposed a Preisach-NN
which could simulate non-Masing hysteresis behaviors pre-
cisely. However most of the smart materials hysteresis have
different characteristics such as rate-dependency, asymmetric
and in general do not obey from aforementioned defined
rules for hysteresis such as Masing rules hysteresis. Each
of the proposed neural networks have their own limitation in
learning hysteresis behaviors and none of them are universal
in having capability of learning all hysteresis behaviors. On
the other hand, our purpose is introducing a universal neural
network which would be able to learn all different properties
of the hysteresis simultaneously.
A. Prandtl neural networks (PNNs)
Prandtl neural network is firstly introduced by Joghataie
and Farrokh in 2008 [9]. It has been inspired by Prandtl-
Ishlinskii model. The mathematics of the Prandtl neural
network is as Eq. (4). The equation could be shown as a
multi-layer feed-forward neural network according to Fig. 4
that includes input and output layers with linear neurons and
a hidden layer with several stop neurons [9]. The activation
function of each stop neuron is identical to the stop operator.
There are 2m free parameters in a Prandtl-NN with m
stops neurons in its hidden layer which are tuned during
its training. Two types of Prandtl-NN have been proposed
by Joghataie and Farrokh. In type 1 [10], the connection
weights between input and hidden layers are assigned to the
value of one and are not tuned during the training. However,
the threshold values of stop neurons in hidden layer and the
connection weights between hidden and output layers are
determined by training. On the contrary, in type 2 [10] the
normalized stop neurons have the unit threshold value while
the input-hidden connections are determined with training
algorithm. This type is more like conventional feed-forward
neural networks and the input layer neurons can be increased
easily if it is needed. The training algorithm for Prandtl-
NNs is composed of genetic algorithm and least squares [9],
[10]. As the mathematics of the Prandtl-NNs are the same
as the Prandtl-Ishlinskii model, they include all hysteresis
properties of the Prandtl-Ishlinskii model. Consequently it
is only capable to learn symmetric, congruent, and rate-
independent hysteresis. In addition, they can be utilized only
for hystereses that obey the Masing’s rules [18].
B. Generalized prandtl neural network (GPNNs)
In 2015, Farrokh and his co workers [11] generalized
Prandtl-NN for the simulation of the deteriorating hysteresis
behaviors.The structure of generalized Prandtl-NN is the
same as Prandtl-NN type 1 which was previously discussed
except that it uses new neurons in its hidden layer. This
newly defined neuron has been called Deteriorating Stop
(DS) neuron. It can generate the hysteresis loops with both
stiffness and strength degradation. The physical mechanism
of a DS neuron is the same as the stop operator shown in
Fig. 2. However, the slip of the body along the surface in
Fig. (2) causes some damages in the mechanism of the DS
neuron contrary to the original stop neuron. The cumulative
slip of the body can be calculated in terms of the play
operator by the following induction [11]:
sr(ti+1) = |Pr[x(ti+1)]− Pr[x(ti)]|+ sr(ti) (15)
where sr(ti) is the cumulative slip at ti with sr(t0) = 0. By
defining a soundness index in terms of the cumulative slip the
output of Deteriorating Stop (DS) operator is obtained. Here
the simplest function for the soundness index (i.e. bilinear
form) has been considered for DS operator by the following
equation,
BLr,β(sr) =
1−
sr
rβ
sr < rβ
0 sr > rβ
(16)
where β is a parameter that control the rate of the dete-
rioration in the DS operator so that the small value for β
expedites the deterioration process in DS operator. Therefore
the mathematical form of the DS operator, DSr,β , can be
defined by:
DSr,β [x(t)] = εr[x(t)]×BLr,β(sr) (17)
Hence the generalized Prandtl-NN has been mathematically
stated by Eq. (18):
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Fig. 3. Hysteresis operators: a)Relay operator b) Play operator c) Stop operator
Fig. 4. Prandtl Neural Networks (PNNs) architecture
y(t) =
m∑
j=1
wjDSrj ,βj [x(t)] (18)
Eq. (18) could be represented in the form of a multilayer
feed-forward neural network with linear neurons in the input
and output layers and m DS neurons in the hidden layer. The
connection weights between the input neuron and all neurons
in the hidden layer have been assumed to have a value of 1.0
because of the equivalence with Eq. (18). In a generalized
Prandtl-NN with m DS neurons in the hidden layer, there
are totally 3m free parameters of which m parameters are
the connection weights between the hidden layer neurons and
the output neuron (wj ; j = 1, 2, ... , m) and 2m parameters
are the internal free parameters for DS neurons in the hidden
layer (rj , βj ; j = 1, 2,..., m). It should be mentioned that
βj’ s can control overall non-congruency deterioration of the
generalized Prandtl-NN so that if all the βj ’s have the large
values the deteriorating capability will diminish and hence it
will behave like a Prandtl-NN. Genetic algorithm and least
squares have been used for tuning DS neurons parameters (rj
and βj) and hidden-output connection weights, respectively.
C. Preisach neural network
In 2014, Farrokh and Joghataie [18] proposed a new
type of multilayer feed-forward neural network by inspiring
of Preisach model and it has been called Preisach Neural
Fig. 5. Preisach Neural Network architecture
Network (Preisach-NN). It is comprised of input, output and
two hidden layers. The input and output layers contain linear
neurons while the first hidden layer incorporates normalized
stop neurons, which their activation function follows stop
operator with threshold value of one. The second hidden
layer includes sigmoid neurons. Equations (12) and (13)
are the concept of the Preisach-NN so that the first and
second hidden layer play the role of Eqs. (13) and (12),
respectively. Details of Preisach-NN can be seen in Fig. 5. Its
training algorithm is based on the method of the sub-gradient
with space dilatation. Although the proposed Preisach-NN
could be mathematically identical to Preisach model, tuning
the Preisach-NN is easier and also more general than the
model. Some Preisach-NNs are trained successfully to learn
two different types of synthetically generated Masing and
non-Masing hysteresis problems with very high precision.
The Preisach-NN the and as its origin has capability of
learning Masing hysteresis as well as non-Masing hysteresis
behaviors with either symmetric or asymmetric hysteretic
loops. Although Preisach-NN can be applied for most family
of hysteresis, but they cannot learn non-congruent as well
as rate-dependent hysteresis. It is obvious that if the second
hidden layer of Preisach-NN is omitted, it is converted to
Prandtl-NN type 2. It shows that Preisach-NN is more general
than Prandtl-NNs.
IV. EXTENDED PREISACH NEURAL NETWORKS (EPNNS)
A. Architecture
The previously proposed neural networks; Prandtl-NNs,
generalized Pradntl-NN, and Preisach-NN have their limi-
tations and their usage need some knowledge about physical
properties of considered hysteresis because neither of them is
generally able to simulate hysteresis phenomena. Moreover,
none of them have the capability in simulation rate-dependent
hysteresis. In this paper a new neural network is introduced
by inspiring the aforementioned neural networks and it is
enhanced for the rate-dependent cases. This new kind of
neural network called extended Preisach neural network
because its architecture basically is the same as Preisach-
NN which is emanated from Preisach model. Similar to
Preisach-NN, it is comprised of input, output and two hidden
layers. The input and output layers contain linear neurons
while unlike Preisach-NN, the first hidden layer incorporates
Normalized Deteriorating Stop (NDS) neurons, which their
activation function follows deteriorating stop operator with
unit threshold (r = 1). Moreover, in the input layer of
the extended Preisach-NN in addition to the linear neuron
for input signal x(t), an extra neuron for the rate of the
input signal x˙(t) has been considered. Details of extended
Preisach-NN architecture has been shown in Fig. 6. It is
obvious that the architecture of the extended Preisach-NN
has been considered so that it encompasses all specifications
of the previously proposed Prandtl-NNs, and Preisach-NN in
unique structure. Furthermore, it is a rate-dependent neural
network while neither of the aforementioned neural networks
could be utilized for the rate-dependent cases.
Fig. 6. Extended Preisach Neural Network architecture
B. NDS neuron
NDS neurons are the most important units of the extended
Preisach-NN and they make the proposed neural network
be different from the conventional MLFFNNs. Hence un-
derstanding of their properties could be instructive. Figure 7
shows the internal computation of a NDS neuron in the form
of the block diagram. Each NDS neuron according to the
architecture shown in Fig. 6 receives signal from the input
layer neurons. In Fig. 7, wx and wx˙ are the connection
weights for x(t) and x˙(t) input neurons, respectively.
C. Static and Dynamic Loops
Lagging, in a hysteretic system, can occur by changing the
internal state and rate dependence. The latter means that the
output of a rate-dependent system is related to the value of the
input and the speed at which it changes. The rate dependence
can cause the dynamic lag between input and output of the
x(t)x˙(t)
∑
εr[.]
Pr[.] |
∑ |
Z−1 Z−1
∑
BLr,β [.]
∏
wxwx˙
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Fig. 7. Block diagram of the internal computation of a NDS neuron (r = 1).
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Fig. 8. Dynamic and Static loops
system. Often this kind of lagging is referred to as rate-
dependent hysteresis. The second kind of lagging behind is
not because of rate dependence so that Ewing introduced rate
independence as another key aspect of hysteresis. Therefore,
in order to introduce a comprehensive model, we should
include both type of lagging, in a hysteresis system, in the
proposed model. Many models have been proposed, but they
are not able to include both of properties in themselves.
On the other hand, the proposed model in this paper have
concluded both lagging in itself. In order to show both
lagging in the proposed model, in the Fig. 8 two type of
lagging have been shown. As it can be seen, the hysteresis
loop has two part. One part has to do with lagging behind
generated by internal state which is rate-independent part and
second part which has to do with lagging behind caused by
speed changing of input which is called rate-dependency part.
As it can be seen from Fig. 8, W and H can be changed as
frequency of the inputs changes, which is properties of the
most of the smart materials, specially the magnetostrictive
actuators. Weight connections of w1 and w2 controls H and
W ; with changing w1 and w2, H and W changes as well.
In the Fig. 8, hysteresis loops have been separated into two
cases: static hysteresis loop and dynamic hysteresis loops.
Static loop is rate-independent and it only related to mechan-
ical lags which can be generated from internal changing of
the system. Dynamic loops are rate-dependent and contingent
upon rate at which input data changes. Therefore, if the rate at
which input of the system changes suddenly, the most part
of the hysteresis loops would be dynamical. On the other
hand if the rate of the input changes smoothly, there would
be static loop and the system would be rate-independent. In
the Fig. 8, the range of rate-independency and the range of
rate-dependency are k and p respectively. The values of the
k and p depend on the w1 and w2 respectively.
If w1=0.0 or less than maximum pick of the input signal
and w2 6=0.0, then k=0.0 and p6=0.0, therefore, the system
would be rate-dependent. If w2=0.0 and w1 6=0.0 which is
higher than maximum of the input signal, then p=0.0 and
k 6=0.0 therefore, the system would be rate-independent. If
w1 6=0.0 and w2 6=0.0, then k 6=0.0 and p6=0.0, therefore, the
system would be both rate-independent and rate-dependent.
Therefore, it can be concluded that every system can be either
rate-dependent or rate-independent or both.
Defining such models which could have capability of dis-
tinguishing these characteristics would be a very cumbersome
work. The proposed model in this paper has capability of
distinguishing the manner of system automatically. In other
words, it is capable of realizing that whether our system is
rate-independent, rate-dependent or both.
Therefore it can be concluded that the proposed model is
very suitable to simulate rate-dependent hysteresis behaviors.
D. An Example-NDS neuron with a rate dependent signal
In order to investigate the properties of a NDS neuron an
example of input signal and its rate have been considered as
Fig. 10(a-b). The sensitivity of the NDS neuron output to the
values of wx, wx˙ and β is discussed in the following. For the
input signal −1 < x(t) < +1 as shown in the Fig. 10a three
cases are considered as follows: Case 1: if −1 6 w1 6 1
and w2 6= 0.0 then K = 0 and w2 6= 0.0; case 2: if w1¡-1
or wx¿1 and w2 = 0 then K 6= 0.0 and P = 0; case 3: if
w1¡-1 or wx¿1 and w2 6= 0.0 then K 6= 0.0 and P 6= 0.0. The
definition of K and P can be found from Fig. 8. In the first
case the values of wx, wx˙ and β are 1.42, 0.0, and 1× 107,
respectively. The reason that I selected value higher than 1
for wx is that maximum value of the input signal is 1, so in
order to show hysteresis behaviour, the value of wx should
be defined higher than 1. In this case the hysteresis loops are
rate-independent because wx˙ = 0.0. Hence it acts like stop
operator. The hysteresis loops generated by the NDS neuron
in response to the assumed input signal have been shown
in Fig. 10c. The hysteresis loops are symmetric, congruent,
and rate-independent. In the second case the values are 1.42,
-1.1, 10000000 respectively. In this case as you can see
in the Fig. 10d, because of the factor w2, the hysteresis
loops have created different loops depend on how fast the
rate of the x(t) changes. Therefore it can be concluded that
installing x˙(t) at the input of the neuron, turn the neuron into
rate-dependent operator. Also based on Fig. 10d, while the
frequency of input increases, the hysteresis loops is going
to get far from each other which means with increasing w2,
rare-dependency property also enhances, which in turn is in
compatible with most real rate-dependent hysteresis loops
behaviors. In the third case, the values of w1, w2 and β are
1.42, 0.0, 25 respectively. At it can be seen in Fig. 10e, in
this case, due to w2 = 0.0, effect of rate-dependency has
been eliminated; However due to β = 50, the effect of non-
congruency is obvious; therefore in this case hysteresis loops
are rate-independent and non-congruent. In the forth case the
values of w1, w2 and β are 1.42, 2 and 25 respectively. This
case is the most complete case in which the hysteresis loops
not only have rate-dependency effect but also they are non-
congruent (Fig. 10f). In the fifth case the values of w1, w2 and
β are 1, 0.0 and 10000000 respectively. In this case due to the
values of w1 and w2 there in neither static hysteresis loop nor
dynamic hysteresis loops. In another words because of w1=1,
there would be no static hysteresis loop which in turn shows
the parameter w1 is in charge of static loops (Fig. 10g). In the
last case the values of w1, w2 and β are 1, 2 and 10000000
respectively. In this case hysteresis loops only are dynamic or
rate-dependent. In another words due to w2=2, there would
be only dynamic hysteresis loops (Fig. 10h). The summary
of the 6 cases can be seen in Fig. 9.
E. Detection of system characters
Using the values for w1, w2 and β, we can detect properties
of hysteresis of materials. For instance based on table 1
different properties of input signals can be detected.
TABLE I
DIFFERENT PROPERTIES OF INPUT SIGNALS
Hysteresis properties w1 w2 β K P
Masing 1.42 0 Y N 0
Non-masing N N Y Y Y
Symmetric Y Y Y Y Y
Asymmetric N N Y Y Y
Rate-independent Y Y Y Y Y
Rate-dependent N N N Y Y
Congruent Y Y Y Y Y
Non-congruent N Y N Y Y
Algorithm GA GA SGSD HA Y
F. Hysteresis properties versus new Neural Networks
In the able Table II all four types of neural networks have
been compared with each other in terms of the learning
capabilities of different properties of hysteresis behaviors.
As it can be seen from Table I it can be concluded that
the EPNN is more general than other neural networks and
its capabilities of learning hysteresis behaviors with different
characteristics is obvious.
Fig. 9. The summary of 6 different cases of hysteresis properties
TABLE II
COMPARING ALL 4 TYPES OF NEURAL NETWORKS
Hysteresis properties PNN GPNN Preisach-NN EPNN
Masing Y Y Y Y
Non-masing N N Y Y
Symmetric Y Y Y Y
Asymmetric N N Y Y
Rate-independent Y Y Y Y
Rate-dependent N N N Y
Congruent Y Y Y Y
Non-congruent N Y N Y
Algorithm GA GA SGSD HA
G. Training algorithm
The adaptive parameters of extended Preisach-NN are
its connection weights and β-values of the NDS neurons.
Generally the error of the Preisach-NN can be expressed in
terms of the adaptive parameters. The Mean Squared Erorr
(MSE) of the extended Preisach-NN is
MSE(w,β) =
1
N
N∑
i=1
(yˆ(ti)− y(ti))2 (19)
wherew, β, N , and yˆ are connection weight vector, vector of
the β-values of the NDS neurons, number of the training pairs
(x(ti), y(ti)), and the output of the extended Preisach-NN,
respectively. In Eq. 19 the output of the extended Preisach-
NN is only related to the adaptive parametersw and β. These
parameters must be tuned through the training algorithm.
The backward propagation of errors cannot be used to
calculate the gradient of the MSE with respect to all the
weights (w) because the activation function of NDS neurons
is not differentiable. In addition there exists other adaptive
parameters (β) in the extended Preisach-NN for which the
method of the backpropation cannot be applied. In this situ-
ations, the most effective algorithms which can be utilized to
optimize the objective function (i.e. error function) are meta-
heuristic algorithms. This group of algorithms are suitable
for optimization problems in which the exact model is not
available and due to the complexity of the solution space it
is most likely that the algorithm can be trapped in a local
optima. Because of the mentioned pros they are applied in
most of the engineering fields such as scheduling [30], supply
chain [31] and so on. In this work, Genetic Algorithm (GA)
as a zeroth order optimization method has been used for the
training of the Prandtl-NNs successfully [9]–[11]. Farrokh
and Joghataie [18] successfully used the sub-gradient method
with space dilatation [32] for training process of the Preisach-
NN. The convergence rate would be slow if the GA was
used in the traning of the Preisach-NN since it has lots
of connection weights due to the second hidden layer and
the sigmoid neurons. However the sub-gradient method like
the other gradient methods is subject to be trapped in local
minimum due to the inappropriate starting point.
The algorithms used for the training of the Prandtl-NNs
and the Presiach-NN have their props and cons. GA suffers
from the convergence rate in case there are many free
parameters and the sub-gradient method has the initial point
problem. Fortunately the methods advantages compensate
each other for the disadvantages. Usually finding a suitable
first start point in the gradient-based algorithms is very
difficult. However, GA is useful to find appropriate point
as an initial point of the sub-gradient method because of the
randomness in its nature. Instead, the sub-gradient method
can expedite the training process when the GA cannot reduce
the error any longer.
A hybrid algorithm based on the combination of an en-
hanced GA [33] and the sub-gradient method with space
dilatation [32], [34] has been adopted for the training of
the extended Preisach-NN in this paper. According to the
hybrid algorithm firstly the free parameters of the extended
Preisach-NN are tuned by GA till the MSE will not be
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Fig. 10. Different loops
significantly reduced. Afterwards using the best individual
obtained by GA as an initial point of the sub-gradient method,
the second phase of the training process starts. It should be
noted that the activation function of the output neuron of
the extended Preisach-NN is linear; therefore, the weights
of its connections can be determined implicitly in terms of
the other free parameters of the neural network through the
least squares [18]. Using this property the number of the
independent free parameters of the extended Preisach-NN
shown in Fig. 6 is nstop×ntanh+2(nstop+ntanh+1) where
nstop and nstop number of NDS neurons in first and number
of tanh neuron in the second hidden layer, respectively.
V. EXTENDED PREISACH NEURAL NETWORK (XPNN)
For investigating the performance of the introduced model,
real physical experimental results have been utilized. In order
to assess the proposed model, we have selected different
hystereses from different fields of engineering with different
properties. We have used experimental data sets from differ-
ent researchers in the field. It should be noted that for these
data sets, researchers utilized different modeling methods
to identify the hysteretic behavior. However, we apply the
proposed model on them identically to show its generality.
In addition the results of the EPNN are compared with the
results of the other proposed hysteresis models in cases they
were available.
A. Example 1: Symmetric non-masing rate-independent, sat-
urated
Ferromagnetic material:
Fig. 11 illustrates the measured hysteretic relation between
the applied magnetic field and the response flux density of a
ferromagnetic material. The reported results have shown very
similar trends in view of the hysteresis phenomenon [1, 82],
which are summarized below: As it can be seen from Fig. 11,
hysteresis loops are not follows masing rules. Furthermore,
hysteresis loops are symmetric and saturated. The output flux
density (B) tends to saturate as the input field (H) exceeds
certain limit that may depend upon the properties of the
material. The hysteresis loops are generally considered rate-
independent and show insignificant variations under inputs
in the low frequency range. The proposed model, EPNN,
has been applied to learn the hysteresis behavior. The results
show that EPNN has capability of learning symmetric non-
masing hysteresis loops very precisely.
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Fig. 11. Hysteretic Relation in Ferromagnetic Material
B. Example 2: Non-congruent non-masing
As it can be seen schematically, in the First example
hysteresis loops are non-congruent, non-masing and rate-
independent. Since PNNs only can learn congruent masing
hysteresis behaviors which in turn is because of intrinsic
property of stop neurons, therefore, they are not suitable
neural networks to use in learning non-congruent hysteresis
behaviors. Although, at some point, GPNN can be applied in
learning non-congruent non-masing hysteresis, as a whole,
it has not comprehensive capability of learning these be-
haviors smoothly and precisely. Hence, generally it can not
be assumed a appropriate model to learn non-congruent
non-masing hysteresis behaviors. Finally, Preisach-NNs are
another type of neural networks which are designed to learn
non-masing hysteresis behaviors as well as masing ones.
However, owing to the fact that it is emanated from preisach
model which merely can create conguent hysteresis loops,
so that this type of neural networks can non be applied in
learning non-congruent hysteresis behaviors. According to
above explanations none of mentioned neural networks are
as much suitable as they should be to apply in learning non-
congruent non-masing hysteresis behavior of first example.
We utilize the results of the experiments which Clyde et
al. (2000) [35] conducted on exterior beamcolumn joints
of plane multi-story concrete frames. In their experiments,
they measured x = drift ratio versus y = the lateral load
of the frames. The hysteretic behavior is mainly subjected
to damage; therefore, most of the Preisach-type models and
Prandtl models are not useful for them because damage
index in hysteresis loops is increased even if the loops
have the identical extremum values and it means the loops
are non congruent. Fig. 12 shows the time histories of
drift ratio and lateral load (solid gray curve), respectively.
Extended Preisach Neural networks has been utilized to learn
the hysteresis behavior. The architecture of the EPNN is
described in the previous sections. It should be noticed that
training of the EPNN has not been done on the whole interval
of the time histories ?? and the remaining has been set aside
for test. The intervals used for training and test have been
shown in Figure 6(a)?.
Using the novel proposed algorithm known as hybridized
training algorithm which is combination of Genetic Algo-
rithm and gradient-based algorithm, training has been per-
formed for 2000 epochs. It should be noted that the training
process has two step: 1) training using GA and 2) training
using gradient based algorithm. Owing to that, first, the
training process is continued 1000 epochs using GA and then
the training process for the rest of epochs is pursued using
gradient based method. It should be noticed that the first start
point of gradient-based algorithm is the last optimal point
obtained from GA. The training convergence of the EPNN
has been shown in Fig. 13
In the first step of training process the Mean Square
Error (MSE) of EPNN has been reduced from 41 to 0.004
during training. In the second step of training process the
Mean Square Error (MSE) of EPNN has been reduced from
0.004 to 0.0001 during training process. In order to show
the superiority of the new proposed algorithm the training
process is conducted for three separated cases for 2000
epochs alone: 1) Only GA is used for training, 2) Only
gradient based algorithm is utilized for training and 3) The
combination of both which is called HTA is used for training
process. As it can be seen in Fig. 13, using the new proposed
algorithm the error of EPNN has been decreased much
more than the aforementioned algorithms when be applied
alone. Therefore it can be concluded that in comparison with
GA and gradient based algorithm, the hybridized training
algorithm is much more successful in training process of
EPNN. After the completion of the training, the EPNN has
been utilized to simulate for training interval and to predict
for test interval of the considered hysteretic behavior. Solid
curve in Fig. 13 shows the time history of the relative error
of the trained EPNN for both simulation and prediction. The
simulation errors are very low and the prediction errors is
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Fig. 12. Hysteresis Loop. Hysteresis obtained from EPNN (Top), Hysteresis
obtained from GPNN (Bottom)
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Fig. 13. Training Convergence
limited to 3.2
In order to show the performance of EPNN, the compar-
ison between the EPNN response and the other model is
helpful. Recently Farrokh et al. (2015) [11] proposed a new
neural network for modeling deteriorating hysteretic behavior
and called it Generalized Prandtl Neural Network (GPNN).
They also applied their proposal on this case. Their results
for this case have been summarized in Figures 6(b) ? and (c).
? The comparison of the absolute relative errors of GPNN
and EPNN, depicted in Figures 6(c) ? and (d) ? respectively,
shows EPNN can simulate the hysteretic behavior with
much higher precision than GPNN. Also EPNN has a better
performance than GPNN in prediction.
The simulation and perdition MSE of GPNN for this case
are 99.47 and 140.13, respectively. Comparison of these
values to the MSEs of EPNN show that EPNN is more
precise than GPNN in this case. In Fig. 12(a) and . 12(b)
hysteresis obtained from EPNN and GPNN respectively have
been compared with experimental data. It is obvious that
EPNN follows each loop of the considered hysteretic be-
havior accurately. In contrast the difference between GPNN
response and experimental data is observable in Fig. 12(b).
C. Example 3: Asymmetric non-masing
Magnetostriction is a phenomenon of strong coupling
between the magnetic and mechanical properties of some
ferromagnetic materials. Magnetostrictives the same as piezo-
electrics, and shape memory alloys which are considered as
smart materials have built-in sensing/actuation capabilities.
Tan and Baras (2004, 2005) [21], [22] conducted experiments
on a magnetostrictive (TerfenolD) actuator. The actuator re-
sponse was quite rate-independent when it operated in a low
frequency range (typically below 5Hz). For this phase, they
investigated the major and minor hysteresis loop properties
[22]. They tested the considered magnetostrictive actuator un-
der increasing triangular input currents with amplitude rang-
ing from -0.7 to 1.2 A. The measured output displacement
versus input current relationships for the magnetostrictive
actuator, shown as solid gray curves in Fig. 14, has been
adopted for the assessment of our proposal. The measured
data obviously displays the asymmetric non-masing input-
output relationships, output saturation and asymmetric major
and minor hysteresis loops for the magnetostrictive actuator.
The same as previous example, EPNN with the same
architecture has been considered for this example. The va-
lidity of the EPNN is investigated by comparing the EPNN
response with the available measured data of the magne-
tostrictive actuator. After its training, it has been used for
the simulation of the considered hyeteretic behavior in this
case. Fig. 14 (a) illustrate comparisons of the EPNN response
of the magnetostrictive actuator, with the measured data.
The results clearly suggest that the EPNN can effectively
predict the asymmetric non-masing hysteresis properties of
magnetostrictive actuator. In order to verify the superiority of
our proposed model with other models, the result of EPNN is
compared with Generalized PrandtlIshlinskii Model proposed
by Al Janaideh et al. (2011) [36] for simulation of hysteretic
bahaviors of smart actuator. They utilized their proposal on
the hysteresis of this example. In Fig. 14 (a) and (b) the
responses of the EPNN and the GPIM have been compared
with the original data, respectively. The better performance
of the EPNN to the GPIM is observable because EPNN
follows the hysteresis loop more precisely than GPIM. In
addition, Fig. 15 compares the relative error of these two
approaches. The effectiveness of the EPNN in predicting the
asymmetric non-masing saturated hysteresis response of the
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Fig. 14. The measured output displacement versus input current relation-
ships for the magnetostrictive actuator. Hysteresis obtained from EPNN
(Top), Hysteresis obtained from GPNN (Bottom)
magnetostrictive actuator can also be seen from comparisons
of the displacement responses in the time domain, presented
in Fig. 15. The relative error of the EPNN is lower than the
GPIM for each sample. The simulation MSEs for EPNN and
GPIM are 0.016 and 0.654, respectively.
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Fig. 15. Compare the relative error of these two approaches
D. Example 4: Asymmetric output-saturated
The output-input hysteresis properties of two shape mem-
ory alloy (SMA) actuators have been measured by Robert
Gorbet [22]. SMA materials, used as wires or bars, have
many applications in engineering especially in mitigation sys-
tems [37], [38]. The study performed measurements on two
SMA actuators, including a one-wire and two-wire actuators.
The measurements were performed to establish relationships
between the output displacement and the input temperature.
The variations in input temperature were realized by applying
triangular waveform currents of varying magnitudes. In this
study only the data from two-wire SMA actuator has been
used in order to test the proposed model. The input current for
the two-wire SMA actuator ranged from -1 to 1 A resulting
temperature variations from -175 to 175 C. The input current
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Fig. 16. The output-input in SMA actuators
variations were at a low frequency. The acquired data were
analyzed to derive the minor and major hysteresis loops of
the two SMA actuators, while the rate dependence of the
actuators output and hysteresis could not be established. The
output displacement responses of the actuator are illustrated
in Fig. 16 as a function of variations in the input temperature.
The results clearly show highly asymmetric output-input
relations of actuator. The asymmetry is evident in both the
major as well as minor hysteresis loops. The results also
show notable output saturation. The two-wire actuator exhibit
saturation when the magnitude of the temperature approaches
50C.
EPNN with the same architecture has been considered for
this example Fig. 17 illustrates comparisons of the major
and minor loops in the displacement responses of the model
with the corresponding measured data. The results suggest
reasonably good agreements between the model and mea-
sured displacement responses. After its training, it is used for
the simulation of the considered hyeteretic behavior in this
case. In order to verify the superiority of our proposed model
with other models, the result of EPNN is compared with
Generalized PrandtlIshlinskii Model proposed by Al Janaideh
et al. (2011) [36] for simulation of hysteretic bahaviors of
smart actuator. They utilized their proposal on the hysteresis
of this example. In Fig. 17 (a) and (b) the responses of the
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Fig. 17. Responses of the EPNN and the GPNN. Hysteresis obtained from
EPNN (Top), Hysteresis obtained from GPNN (Bottom)
EPNN and the GPIM have been compared with the original
data, respectively. The better performance of the EPNN to
the GPIM is observable because EPNN follows the hysteresis
loop more precisely than GPIM.
E. Example 5: Asymmetric non-masing non-congruent
As the fifth example, we use the results of the experiments
which Sinha et al. [39] did on exploring the cyclic un-axial
compression response of plain concrete. Important work for
calibrating a hysteretic compression model for concrete. They
researched on Stress-strain relations for concrete under cyclic
loading. In their experiments, they measured x = strain y =
stress. The hysteretic behavior is mainly subjected to damage;
therefore, most of the Preisach-type models are not useful for
them because damage index in hysteresis loops is increased
even if the loops have the identical extremum values and it
means the loops are not congruent. Even though GPNN are
capable of learning non-congruent hysteresis behaviors, as it
can be seen, hysteresis behavior of the stress-strain relations
for concrete under cyclic loading are asymmetric, non-masing
and non-congruent; therefore PNN,GPNN and Preisach-NN
are not capable of learning this type of hysteresis behavior
precisely.
EPNN with the same architecture has been considered
for this example as well. Fig. 18 shows both experimental
hysteresis loops and the simulated loops by proposed model
in this paper. It has capability of learning the case quite
precisely with Mean Square Error (MSE) 2.79. The validity
of the EPNN in predicting the asymmetric, non-masing as
well as non-congruent major as well as minor inputoutput
hysteresis loops was demonstrated on the basis of the avail-
able measured data.
0.000 0.001 0.002 0.003 0.004 0.005 0.006 0.007 0.008
Strain
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
S
tr
e
ss
 ( [ S H U L P H Q W  ' D W D
 ( 3 1 1  5 H V S R Q V H
Fig. 18. Experimental hysteresis loops and the simulated loops
F. Example 6: Symmetric rate-dependent
Piezoelectric translator (PZT) actuators are increasingly
popular for high-speed and high-accuracy micro- and non-
opositioning systems because of its high output force, large
bandwidth and fast response time [40]. However, the hystere-
sis of the PZT actuators is a rate-dependent phenomenon,
strongly depending on frequencies and amplitudes of the
control input. Therefore, the Preisach and Prandtl-Ishlinskii
models have not capability for the applications with high-
speed input. To represent the hysteresis effects, experiments
are performed with designed sinusoidal excitations under
different frequencies in the range 0.5300 Hz by GuoYing
Gu and LiMin Zhu in 2010 [40]. The reported data for
various piezoelectric actuators under excitation of varying
magnitudes and frequencies suggest nearly rate dependent
symmetric major and minor hysteresis loops.
In this paper the aforementioned experimental data is
applied to validate the EPNN. Since the hysteresis is rate-
dependent,
.
x has been considered in the input layer of the
EPNN. Fig. 19 shows measured output displacement of the
actuator versus input voltage for different frequencies as solid
curves. In this figure the estimated output displacements of
the actuator by EPNN has been depicted versus input voltages
by dashed curves. Again the good performance of the EPNN
in simulation is observable. To show the generality of the
proposed model, two frequencies 50Hz and 200Hz is selected
to test the model (Fig. 20). The data regarding to these
frequencies are not in the training data. The results show the
good learning capability of the EPNN for not only training
data but also for the testing data which never were in the
training data.
We have used for a hysteresis model for generating some
data on a symmetric rate-dependent hysteresis for both
training and test of the EPNN. Al Janaideh et al. [36],
[41], [42] proposed a novel approach in order to simulate
rate-dependent hysteresis. They suggested a Rate-dependent
Prandtl-Ishlinskii Model (RPIM) to describing the rate-
dependent hysteretic behavior of the smart actuators. Using
their model two different sets of data are synthetically
generated for the assessment of the proposed EPNN on rate-
dependent hysteresis. The response of the RPIM for input
signals shown in Fig. 21 (a) and (b) used respectively for
training and test of the considered EPNN for this case.
The hysteresis loops of the generated data set have been
shown in Fig. 21 as solid gray curves. To investigate the rate
dependence, we have tuned two different EPNNs with and
without
.
x in the input vector on the data set. The simulation
errors for them in terms of MSE were 778 for the EPNN
without
.
x and 7× 10−5 for the EPNN with .x.
The obtained results show that the data set is rate-
dependent and
.
x cannot be ignored in this case. The testing
the EPNN shows the very good performance because the
MSE value on test data is 0.002 and very low. It should
be noted that the frequency contents of the test data is
different from the training data. However the responses of
the NMM are not distinguishable from the RPIM responses
in Fig. 21 for both training and test data. Results comparison
show the excellent performance of the EPNN for this case.
Comparisons of the model results with the measured data for
a PZT actuator revealed reasonably good agreements.
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Fig. 19. Output displacement of the actuator versus input voltage for
different frequencies
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Fig. 20. The model generality with not training data
20 15 10 5 0 5 10 15 20
Voltage(V)
20
15
10
5
0
5
10
15
20
D
is
p
la
ce
m
e
n
t(
M
ic
ro
m
e
te
r)
 5 3 , 0  5 H V S R Q V H
 ( 3 1 1  5 H V S R Q V H
20 15 10 5 0 5 10 15 20
Voltage(V)
20
15
10
5
0
5
10
15
20
D
is
p
la
ce
m
e
n
t(
M
ic
ro
m
e
te
r)
 5 3 , 0  5 H V S R Q V H
 ( 3 1 1  5 H V S R Q V H
Fig. 21. Rate-dependent hysteretic behavior of the smart actuators. Rate-
dependent hysteresis for training algorithm (Top), Rate-dependent hysteresis
for testing algorithm (Bottom)
G. Example 7: Asymmetric rate-dependent non-congruent
Magnetostriction is the phenomenon of strong coupling
between the magnetic and mechanical properties. Some fer-
romagnetic materials as Terfenol-D show this phenomenon
between the output strain and the applied magnetic field. The
output strains are produced due to the applied magnetic field
which produces changes in magnetization. Magnetostrictive
actuators have been widely used in micro-positioning appli-
cations and vibration control. The major and minor hysteresis
loop properties of a magnetostrictive actuator have been
measured by Xiaobo Tan [21], [22]. Various magentostrictive
actuators show dependency of the output displacement on the
rate of change of input current. It has been shown that the
hysteresis increases under higher frequency excitations. On
the basis of laboratory measurements, it has been shown that
hysteresis in magentostrictive actuators is highly asymmetric,
non-congruent and the output displacement is strongly rate-
dependent beyond certain frequencies. Tan and Baras [21]
performed laboratory measurements to characterize the hys-
teresis properties of a magentostrictive actuator under si-
nusoidal input currents of constant amplitude (0.8 A) with
a bias of 0.1 A in the 10-300 Hz frequency range. The
reported data revealed rate-dependent and asymmetric non-
congruent hysteresis loops between the input current and the
output displacement, particularly under excitations above 10
Hz. In a similar manner, the hysteresis characteristics of a
magentostrictive actuator measured under excitation in the
100-500 Hz range showed increase in the hysteresis with
increasing excitation frequency. Fig. 22 illustrates hysteresis
properties of a magnetostrictive actuator at different excita-
tion frequencies. The results attained under inputs at eight
frequencies in the 10 to 300 Hz range show considerable
variations in the hysteresis loops. As it can be seen in
Fig. 22 hysteresis loops of magnetostrictive actuators are
asymmetric, non-congruent and rate-dependent. Therefore,
PNN, GPNN and Preisach-NN are not capable of learning
their behaviors.
We used EPNN to learn rate dependent behavior of mag-
netostrictive. The proposed model is not only capable of
learning asymmetric hysteresis behaviors, but also it can
distinguish hysteresis loops whose their behaviors are rate-
dependent.
The simulated hysteresis loops by EPNN have been de-
picted in Fig. 22 as dashed curves which are not distin-
guishable from solid gray curves (experimental data) and this
shows the very low simulation errors for this case too. Due
to the lack of experimental data, in this case the EPNN test
has not been performed.
VI. CONCLUSION
In this paper, authors have improved previously proposed
Preisach-NN and utilized it in the adaptive identification of
the highly nonlinear hysteresis and it is called Extended
Preisach neural network (EPNN). The extended Preisach-
NN has two hidden layers; the first layer contains a bias
to give capability of learning asymmetric hysteresis as well
as symmetric ones, a linear and several DS neurons. The
second layer has only sigmoidal neurons. In EPNN the only
free parameters to be determined during its training are
the connection weights between the neurons and ’s which
have been defined inside the DS neurons. In order to give
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Fig. 22. Hysteresis properties of a magnetostrictive actuator at different
excitation frequencies
EPNN the capability of learning non-congruent hysteresis
behaviors, DS neurons are utilized in first hidden layer. Also,
EPNN has obtained the capacity of learning rate-dependent
hysteresis behaviors by putting the rate of changing inputs,
x (t), in the input layer. Hence, the proposed approach has
capability of the simulation of the both rate independent
and rate dependent hysteresis with either congruent or non-
congruent loops as well as symmetric and asymmetric loops.
The generality of the proposed model has been evaluated
by applying it on various hystereses from different areas of
engineering with different characteristics. The results show
that EPNN is successful in the adaptive identification of the
considered hystereses. The proposed neural network shows
excellent agreement with experimental data from different
areas of engineering.
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