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ABSTRACT
Winter roadway maintenance budget data for the state of Iowa have been combined with available climate
data for a 6-yr period to create a winter weather index that provides a useful assessment of winter severity. The
weather index can be combined with measures of transportation department infrastructure within a region to
estimate expenses for a given time period in the region. The index was developed using artificial neural network
techniques that are nonlinear and perceive patterns in the input data. Winter weather severity as diagnosed by
the index correlates well with Iowa Department of Transportation roadway treatment expenses. The neural
network–based index is shown to perform better than the Strategic Highway Research Program (SHRP) index
and an index developed using linear regression techniques.
1. Introduction
Winters in the Midwestern United States bring a va-
riety of weather and precipitation types that are haz-
ardous to travel. In northern parts of the Midwest, winter
temperatures are typically subfreezing, with even max-
imum temperatures averaging lower than 08C for an
extended period. Most precipitation in northern areas
falls as snow, with an increasing percentage of the pre-
cipitation falling as freezing rain farther south (Robbins
and Cortinas 2002).
Many different public service departments have used
combinations of weather parameters to develop indices
to reflect winter weather severity. A review of a selec-
tion of these indices can be found in Thornes (1993)
and Thornes and Shao (1991). Testing of different in-
dices has been performed in several studies. For in-
stance, Gustavsson (1996) compared three different
winter indices to salting activity, finding that the indices
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differed substantially depending on what parameters
were used in their formulation. In addition, he found
that all three did not give a total correspondence with
maintenance activity. Likewise, Cornford and Thornes
(1996) investigated the relationship between one in-
dex—the modified Hulme index—and maintenance ex-
penditures in Scotland, United Kingdom, finding a com-
plicated relationship between regional expenses and
changes in winter severity on regional scales. Although
an index might work well to describe winter weather
on large scales, poor correlations are often found be-
tween weather parameters and local maintenance activ-
ities. With that in mind, it may not be surprising that
the Iowa Department of Transportation (IaDOT) found
that existing indices did not correlate well with winter
roadway treatment expenses in Iowa. As will be shown
later (Table 4), the squared correlation values for the
Strategic Highway Research Program (SHRP) index
(Thornes 1993) as compared with various observed
measures of severity were poor. Many of the indices
have a strong dependence on temperature; in Iowa, win-
ter temperatures are generally cold enough to ensure
that at least some precipitation in most storm events
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falls in forms disruptive to highway travel, even if tem-
peratures are above normal. In fact, some of the heaviest
snowfalls are associated with relatively warm weather. In
Iowa, the primary winter maintenance expenses are equip-
ment and, particularly, labor with roughly $28 000 000
spent each winter. Approximately another $6 500 000 is
spent on salt use (D. Burkheimer, Iowa Department of
Transportation, 2004, personal communication). A little
over one-half of the salt use is directed toward anti-icing
activities. The IADOT has often been at the forefront of
research activities toward improved use of weather data
in maintenance decision making, and Iowa was recently
chosen as the site for the initial testing of the Federal
Highway Administration’s Maintenance Decision Sup-
port System (MDSS), which occurred in the winters of
2002/03 and 2003/04 (information online at http://
www.rap.ucar.edu/projects/rdwxpmdss/index.html).
Iowa’s maintenance policies are, therefore, likely to be
at least representative of much of the northern part of
the United States, if not a model of innovative changes
likely to be implemented in the coming years. Because
of the perceived lack of a good correlation between
Iowa’s roadway treatment costs and existing indices, a
new winter weather index was desired that would more
accurately diagnose the winter severity as reflected by
Iowa transportation department winter maintenance
costs.
The creation of indices reflecting combinations of
weather parameters normally requires use of statistical
methods, such as regression techniques or artificial in-
telligence. Among those that exhibit the most promise
when dealing with noisy data are those that enable com-
puters to learn by induction from a given set of data.
Artificial neural networks (ANNs) learn by induction,
generalize learned knowledge, and are noise and fault
tolerant. ANNs have been applied successfully to a wide
range of meteorological problems, including cloud clas-
sification (Bankert 1994), tornado warnings (Marzban
and Stumpf 1996), precipitation forecasting (Hall et al.
1999), and temperature prediction (Marzban 2003).
ANN techniques that have been used successfully to
forecast electric transmission line power load (Carmi-
chael et al. 1998), which is a function of several me-
teorological parameters, and are used in the present
study to develop the winter weather index. This paper
will explain the development, structure, and application
of the index.
2. Data and methodology
a. Meteorological data
Because the object of this study was to create a weath-
er index that would accurately reflect the costs incurred
by transportation departments in maintaining safe road-
ways during adverse winter weather conditions, it was
necessary to find sources of weather data that would
include information on snowfall, winds, and tempera-
ture. In addition, because neural networks have no prior
knowledge regarding the problem to be examined or the
data distribution, typically, large datasets are required
so that patterns can be found in the data. Last, the data
had to be easily available to the IADOT so that the
index could be used in future winters.
To meet the above requirements, the neural network
was developed to use two large data sources—clima-
tological data surface observations available from the
National Climatic Data Center (NCDC) and Iowa Cli-
mate Summary (IAClimo) data available from the Iowa
State Climatologist’s Office. The NCDC data are valu-
able for use in the neural network system because they
can be accessed easily via the Internet, are available
with only a short (1–2 week) time delay, and provide
information on a wide range of weather parameters.
However, the precipitation and snowfall reports in that
dataset are somewhat sparse, with limited quality con-
trol. Because snowfall should influence winter road
treatment costs strongly, it was believed that a different
dataset would be needed to supplement the NCDC
snowfall data. The Iowa Climate Summary, published
by the Iowa State Climatologist, includes significantly
more stations in Iowa (nearly 200), with many more
precipitation and snowfall reports and much more qual-
ity control. The two datasets were merged in the training
of the neural network, and the index software was de-
signed to use both datasets. The NCDC database con-
sisted of weather variables given by Table 1. Each pat-
tern of the Iowa climatology data consisted mainly of
daily minimum temperature (TMIN), maximum temper-
ature (TMAX), precipitation (VPRECIP), snowfall (VSF), and
the amount of snow on the ground (VSOG). The avail-
ability of each weather variable represents the number
of valid measurements over the total number of days
during the given time frame for all NCDC stations in
Iowa. Mean station pressure and snow depth measure-
ments, for instance, were very sparse. Weather indica-
tors, in binary form, were also part of the NCDC da-
tabase as shown in Table 2. All daily weather data
spanned the period from midnight to midnight, matching
exactly the periods over which maintenance data were
collected by the IADOT.
b. Transportation department budget data
Budget data, reflecting the costs most directly asso-
ciated with inclement winter weather, were available on
a biweekly basis for six winter seasons (1996/97–2001/
02) at 135 IADOT garages (cost centers) scattered
around the state, with 26 of these having closed during
2002 (locations of garages can be seen in Fig. 1 as
different-sized dots scaled to match the index value).
Each garage is generally responsible for the treatment
of roads in a region roughly the size of one Iowa county,
or about 1000 km2. To establish a good correlation be-
tween winter severity and road treatment costs among
the garages, some normalization was necessary because
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TABLE 1. NCDC weather variables and their availability, based on 72 245 samples of daily weather at IaDOT garages over the 6-yr
period of interest. Precision of the reports is shown in parentheses.
Weather variable Symbol Availability (%)
Mean temperature (0.18F)
Mean dewpoint (0.18F)
Mean sea level pressure (0.1 hPa)
Mean station pressure (0.1 hPa)











Mean wind speed (0.1 kt)
Maximum sustained wind speed (0.1 kt)













Precipitation amount (0.01 in.)
Snow depth (0.1 in.)





















urban garages generally have far more responsibilities
and lane miles to treat than do rural garages. For this
normalization, the IADOT developed a formula repre-
senting a location factor LF(g) for each garage g,
x(g, t)
WWI(g, t) 5 , (1)
LF(g)
where WWI(g, t) represents the observed winter weather
severity index and x(g, t) represents the direct measure
of severity used by the IADOT, such as hours of labor,
cost of labor, or equipment cost for that garage g at a
2-week interval centered about time t. The location fac-
tor LF(g) primarily reflects lane miles with a predeter-
mined IADOT weighting according to the priority level
of the roads (urban interstates have higher priority levels
than rural two-lane state highways). Because both x(g, t)
and LF(g) are known, and weather data D˜ w(g, t) can be
obtained for g and t as well, a set of learning examples
for each measure of severity can be created. This will
contain input–output pairs for supervised learning, with
the input space composed of D˜ w(g, t) and WWI(g, t)
being the output. The summation over all garages and
time yields a set of patterns that can be modeled with
an inductive learning model, such as an artificial neural
network. In all, 72 245 weather patterns were available
daily, spanning generally the period of September
through April during the six winters (1996/97–2001/02)
examined. When matched with a biweekly observed
winter severity parameter (labor hours, labor costs,
equipment costs), the pattern count was reduced to 7080
by taking the daily averages over the respective 2-week
period.
c. Neural network models
The meteorological data described above were used
as inputs in an ANN. ANNs can be useful in geoscience
applications for problems that may be difficult to solve
using other statistical approaches, although they are not
necessarily superior to those approaches (Marzban and
Witt 2001). Data used by neural networks are typically
subdivided into a training set and a test set. For the
winter weather index, 7080 available patterns were or-
dered sequentially by date, with the first 75% used for
the training set and the remaining 25% used for testing.
There is ongoing debate regarding the best way to learn
and compare hypotheses from limited data (Mitchell
1997). Ideally, the networks are trained with a large
sample of representative data. Yet, in this case, caution
must be used so as not to use too much of the limited
data for training, leading to potentially poor general-
ization of the model. Here, the neural network is trained
using a supervised learning algorithm on the training
set and is then validated by applying what it learned in
the training set to the test set. The 1770 patterns in the
25% test set make the validation process trustworthy
enough so that multiple models can be trained on the
training set, and the solution can be declared as the
model yielding the best performance over the test set.
Some conflicts that arise while using a neural network
can be fixed by using a different training strategy or
network configuration (Jarvis and Stuart 1996). Details
of ANN construction can be found in Muller and Rein-
hardt (1991), Marzban and Stumpf (1996), and Hall et
al. (1999), among others.
Advantages of neural networks include accommo-
dations of nominal and continuous data, the ability to
incorporate contextual data, and the ability to produce
fuzzy possibilities. Also, a neural network can learn
algorithms that are not yet programmed. Some problems
with using a neural network include the occurrence of
patterns that are not included in the training set, the
possibility of large memory requirements for the input
files, and problems with local minima and maxima in
the training set. A more complete list of advantages and
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FIG. 1. Interface of the ANN-based winter weather index software program, allowing many user options for display
of output. Location of garages across IA can be seen in the output depicting observed hours of labor associated with
winter maintenance (converted to a severity index through normalization, using a location factor parameter) during
a 2-week period in Dec 2000. Size of the dots is proportional to winter weather severity.
FIG. 2. The sensitivity analysis process is depicted. By perturbing
xi by Dxi for each input i of a trained neural network, the sensitivity
of pattern p’s error e(p) to Dxi can estimate the importance of each
input.
disadvantages of ANNs is given in Jarvis and Stuart
(1996).
Here, three separate neural models were trained, one
for each measure of severity, using a second-order gra-
dient-descent method called the scaled conjugate gra-
dient (SCG) algorithm (Moller 1993). A weight vector,
identifying the free parameters of the ANN, is optimized
in a way that minimizes the overall error between the
observed winter weather severity index and the model
output over the training set. The result is a sophisticated
empirical model that can then simulate the WWI using
only weather variables as inputs, like the formula for
calculating the SHRP index. In each iteration k of the
minimization process, a steepest-descent vector in
weight space is calculated using the same first-order
approach of back propagation (Werbos 1994). The con-
jugate gradient direction is also calculated each iteration
as a cumulative function of steepest-descent vectors
from previous iterations and the current vector. A step
size is estimated as well, which allows SCG to find an
approximate local minimum of the overall error between
the observed index and the predicted index in the di-
rection of the steepest gradient one step. As the algo-
rithm converges, the estimate becomes better. At each
iteration the training progresses and the approximate
local minima for the overall error between the observed
index and the predicted index decreases until a preset
tolerance threshold is met, which terminates the algo-
rithm. SCG has significant advantages over other tech-
niques, including back propagation, because fewer it-
erations are needed and no user-defined parameters are
required for convergence. A benefit as compared with
other second-order gradient-search techniques is that
SCG is free of the computational expense of line-search
techniques in estimating the step size during the search
for an optimal ANN.
After training, the importance of each input is esti-
mated by performing a sensitivity analysis on the nor-
malized data (Carmichael and Bartlett 2002; Fig. 2). For
each input i, the following can be calculated by utilizing
all patterns p to determine the influence each input has
on the output:
p de
J 5 (p) , (2)Oi ) )dxp51 i
where e is the difference between the target and modeled
(ANN) output for pattern p. The decision-making power
each input i has on the output is calculated and stored
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as Ji and is then normalized to Ii so that the elements
of the vector sum to unity:




Three neural networks for the various IADOT op-
erational variables were trained with SCG, each con-
taining a single hidden layer with six hidden nodes. Each
network was trained with 1000 SCG iterations from 10
different random starting points. The model having the
best test-set performance was then saved. The NCDC/
IAClimo weather inputs and location factors were pro-
vided to 75% of the 7080 patterns from biweekly pay
period data for training. Using a sensitivity analysis on
the input space, the trained neural network reported the
top 10 variables as shown in Table 3. Because the avail-
ability of the precipitation amount VPRECIP was only
49.38% (see Table 1), it was originally assumed that the
Iowa climatology data would add to the accuracy of the
model. For patterns for which a weather variable was
unavailable for use directly as an input to the ANN, a
value of 299 was substituted so that the network could
still attempt to learn the pattern. The good correlations
between the observed measures of winter severity and
the modeled WWI, to be shown later, demonstrate that
a neural network can find proper relationships between
weather information and severity even when missing
more direct inputs such as observed snowfall data. This
ability to learn hidden relationships in the data has been
further demonstrated in preliminary tests. NCDC weath-
er data were used as inputs in a separate neural network
with observed snowfall data from IAClimo supplied as
desired output. The test ANN was able to reconstruct
snowfall data for missing NCDC data. The snowfall
estimates, when used within the SHRP index, resulted
in the same R2 value when compared with the observed
severity measures that occurred when the IAClimo
snowfall data were used directly in the SHRP index.
Therefore, the IAClimo data were no longer needed be-
cause the neural networks internally reconstructed
snowfall information that had been missing.
Because of the ANN’s ability to learn, although the
availability of VPRECIP (NCDC) was less than that of
VPRECIP (IAClimo), the Iowa climatology database did
not measurably improve the neural network perfor-
mance when the two sets were merged. Therefore, the
inclusion of the IAClimo database did not warrant the
additional memory requirements for this merger. Daily
weather data from sources other than the NCDC and
Iowa climatology were difficult to locate. The NCDC
and IAClimo weather databases date back to 1994 and
1993, respectively. The best model obtained, using only
NCDC data, utilizes variables with high availability.
Interestingly, PSL was ranked third by the neural net-
work, even though the availability was only 33.07%.
Notice that the IAClimo database did not contain this
weather variable. Through the high ranking of PSL as
an input variable, the networks are apparently deciding
that a low pressure system at the right temperature is
useful information in providing an accurate index. This
embedded knowledge in the ANN supplements the low
availability of VPRECIP from NCDC and reduces the need
for a second weather dataset from IAClimo, even though
this second set contains a more complete record of
snowfall data.
A WWI interface program (Fig. 1) was developed to
allow a user to simply click on a button to update the
NCDC weather database on a local machine via file
transfer protocol (FTP). The neural network models for
the winter weather index are recalled on the most recent
weather data by clicking another button. The NCDC
station list and weather (optionally the IAClimo data-
base as well) are imported as well, in addition to the
garage, biweekly budget, and daily salt use databases.
This information is tied together in space and time, with
quality-control methods, and the trained ANNs give es-
timates for the daily salt use and biweekly pay period
hours, labor, equipment, and material costs. These out-
puts are available for each garage for each pay period.
A regional table is provided that contains biweekly sum-
maries of all known budget data (hours, labor, equip-
ment, material), in addition to the corresponding neural
network estimator for each measure of the WWI. An
additional table is provided with the known daily salt
use and the ANN prediction.
Options are present to allow the above estimates to
be expressed as either a winter severity index value or
an estimate of the expenses (monetary, salt usage, or
labor hours) incurred (where the location factor for each
garage plays a role). In Fig. 1, observed labor hours are
displayed as a severity measure (divided by location
factor), with the size of each garage dot proportional to
the severity.
The weather index provides good estimates of winter
roadway maintenance costs per pay period (WWI mul-
tiplied by the location factor for each garage) for the
state of Iowa, as shown in Fig. 3. This represents the
statewide totals for the cost of labor as summed by the
individual garages in Iowa. The square of the correlation
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FIG. 3. Statewide totals for biweekly pay period labor costs (dots
connected by dashed lines) vs ANN estimate (solid lines).
TABLE 4. Squared correlation R2 between three observed measures
of winter weather severity and various models over the entire dataset
[ANN represents ANN weather index estimate of these parameters
at one garage, LR is a linear regression model for the same garage,
and ANN(IA) represents the ANN index estimate averaged over the
entire state].













TABLE 5. Squared correlation R2 between the three observed mea-
sures of winter weather severity and the SHRP and ANN winter index
values valid for biweekly pay periods. Columns 2–3 represent the R2
over the whole dataset, and columns 4–5 represent the R2 over the
test set.
















coefficient R2 is 0.935 by this measure (Table 4). An
even higher correlation (0.952) of the weather index was
achieved by using the hours of labor, instead of the cost
of labor. Despite these high correlations, it should be
noted that peak values in Fig. 3 were underestimated,
most likely because the input space provided to the neu-
ral network lacked the desired resolution (consistently
accurate snowfall information), such that lows (highs)
were underestimated (overestimated). Individual garag-
es, as expected, had lower measures of R2 using the
WWI, such as 0.604 for the hours of labor, 0.569 for
the cost of labor, and 0.480 for the equipment costs. A
linear regression (LR) model was tested for each of these
three measures of severity at this garage, resulting in
somewhat lower R2 values of 0.457, 0.483, and 0.420.
All of the squared correlations above were computed
using the entire dataset.
As mentioned earlier, IADOT personnel had ex-
pressed dissatisfaction with the correlation of some ex-
isting indices with their maintenance costs. To evaluate
the performance of the WWI in comparison with another
well-known index, the SHRP index, standardized using
U.S. climate data (Thornes 1993),
0.5SHRP 5 225.58(TI) 2 35.68 ln(S/10 1 1)
0.52 99.5[N/(R 1 10)] 1 50, (4)t
was tested against each of the same three measures of
severity (Table 5). In Eq. (4), TI is a temperature index
based on minimum and maximum daily temperatures at
or below 08C, S is a mean daily value of snowfall (mm),
N is the number of air frosts expressed as a mean daily
value, and Rt is the temperature range between mean
monthly maximum and minimum air temperature (8C).
The SHRP values correlated much more poorly over the
entire dataset with biweekly period hours of labor, costs
of labor, and equipment costs (R2 values of 0.129, 0.127,
and 0.115) than the ANN index values. (Note that the
R2 values for the ANN indices here differ from those
of the ANN estimates used in Table 4 because of the
use of the location factor in Table 4.) The results for
the test set are also provided in Table 5 for validation
purposes. Test-set R2 values are very similar to those
valid for the entire dataset. It should be noted that per-
haps the SHRP index would have performed better had
its standardization been restricted to Iowa.
The neural network–generated model also handled
extreme events well (see Fig. 3). For instance, the month
of December 2000 (month 104 in Fig. 3) set a record
in the state of Iowa for greatest statewide average snow-
fall. The frequent heavy snowfalls were accompanied
by persistent extreme cold, with the statewide average
temperature among the three coldest Decembers ever
recorded. When the winter weather index software was
fed the weather data from this month, the index of se-
verity in many parts of the state was roughly 2 times
the highest value in the original test set from the four
earlier years of data. Predicted winter road maintenance
expenses were, therefore, 2 times those of any previous
month during the 1996/97–1999/2000 seasons. Actual
budget figures showed that December was among the
most expensive months in the last 5 yr, and the index
reflected this well, even though this event occurred in
the test set. Although neural networks may have diffi-
culty estimating extremes, especially when the training
set includes few samples of these outliers, the SHRP
index also had relative difficulty over the test set as
shown in Table 5.
The ANN model winter weather index values (trained
using labor hours) during the particularly severe winter
of 2000/01 are compared with average SHRP index val-
ues and observed labor hours (normalized by location
factor) in Fig. 4. In this figure, the normalization of
observed labor hours should create an observed severity
index. This winter was chosen to demonstrate spatial
variations in the estimates and observations because fre-
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FIG. 4. Variations in the (a) ANN winter index estimate
of normalized labor hours, (b) SHRP index, and (c) ob-
served normalized labor hours across IA for the winter
of 2000/01.
quent snow and ice events were accompanied by con-
sistently cold weather, requiring frequent winter main-
tenance operations in Iowa. The figure shows that both
the ANN and SHRP indices correctly show some small-
scale variations while incorrectly depicting others. The
ANN estimate (Fig. 4a) correctly shows relative minima
in severity in far western Iowa, southeastern Iowa, and
a small zone in the center of the state (c.f. observations
in Fig. 4c). It also does depict three main areas of higher
severity, two of which were in northern Iowa separated
by a relative minimum, with one in far south-central
Iowa. For this entire winter, however, the ANN estimates
were too modest with the values in the maxima. The
SHRP index (Fig. 4b) correctly showed less severity in
southeastern Iowa and in a small region of central Iowa,
although the index seemed to overemphasize the relative
lack of severity in central Iowa. Unlike the ANN esti-
mate, the SHRP values did not correctly show the lower
severity values in far western Iowa. In addition, the
SHRP index indicated just one maximum in northern
Iowa, located between the observed maxima in a region
observed to have relatively less severe conditions. Thus,
not only did the ANN model correlate better than the
SHRP index with biweekly winter maintenance ex-
penses (Table 4), but it may also have better depicted
small-scale spatial variations across Iowa (although nei-
ther index was perfect).
4. Discussion and conclusions
A winter weather severity index was created with a
goal of good correlation with actual winter maintenance
budget expenses by the IADOT. The IADOT believed
that existing measures of winter severity did not ade-
quately reflect the operations involved in maintaining
safe road conditions throughout the state of Iowa.
Weather data from the National Climatic Data Center
(NCDC) and Iowa Climate Summary were merged with
IADOT’s operations database on a biweekly pay period
basis. Various measures of maintenance, such as pay
period hours, labor costs, and equipment costs, were
used as the desired outputs within that database. For
each measure of severity, a neutral network was trained
to map the weather at each cost center with the oper-
ational variable. Using a normalization formula from
the IADOT, a new winter weather severity index was
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established from the output of the neural networks. The
ANN models achieved a high level of correlation to the
operational variables, especially hours of labor, and cor-
related much better with these variables than with the
SHRP index. A sensitivity analysis from the trained
neural networks yielded an importance estimate for each
weather variable contributing to the weather severity in
Iowa. These estimates corroborate the validity of the
winter weather index used by the IADOT.
The winter weather index will be used by the IADOT
to judge how well all maintenance personnel performed
statewide during each winter season. The index will
estimate what costs should have been incurred, along
with the amount of hours that should have been spent
treating roads. The index can be used on smaller scales
to identify particular regions (or even garages) that were
particularly efficient or perhaps could benefit from ad-
ditional training. Those garages that performed well
could be highlighted and their practices used as a guide
for training procedures. Systematic deviations from the
index values over periods of several years could indicate
more efficient techniques being used statewide or iden-
tify policy changes that may have been more costly than
expected.
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