Abstract-The multipoint codes from algebraic curves are a broad class of algebraic geometry codes derived from algebraic functions, which have multiple poles/zeros on their defining curves. Each of them is defined as either a primal code or a dual code. The dual one-point codes which are viewed as a subclass can be decoded efficiently up to the Feng-Rao bound by using the Berlekamp-Massey-Sakata (BMS) algorithm with majority logic. Since a primal code is equivalent to a dual code, one can decode as either of them, while their decoding methods are different. Recently, we published a fast method for decoding primal multipoint codes from curves based on the vectorial BMS algorithm. But, that is neither for dual codes nor up to the Goppa bound d Goppa . Although we can guarantee theoretically that every error vector of weight only up to (1/2)(d Goppa − g) can be corrected, where the integer g is the genus of the defining curve, the simulation shows that the method can correct most error patterns of weight up to (1/2)d Goppa . In this paper we present a fast method for decoding dual multipoint codes from algebraic curves up to the Kirfel-Pellikaan bound, based on the vectorial BMS algorithm with majority logic, and show that algebraic geometry codes from generic algebraic curves can be decoded up to the Goppa bound efficiently. Similar to the case of one-point codes, the computational complexity of decoding is O (a 1 n 2 ) , where the integer a 1 is the minimum nonzero pole order of algebraic functions on the defining curve and the integer n is the code length, and in particular, O(n (7/3) ) for Hermitian codes. This complexity is less than the complexity O(a 1 gn 2 ) of Lee's method for decoding dual multipoint codes as a unique alternative.
I. INTRODUCTION
T HE Multipoint codes from algebraic curves are a broad class of algebraic geometry codes derived from algebraic functions having multiple poles and/or zeros on their defining curves. Each of them is defined as either a primal code or a dual code. By definition, multipoint codes are more general than one-point codes which are derived from algebraic functions having a single pole and are important in the sense that dual one-point codes can be decoded efficiently by using the Manuscript received December 10, 2016; revised October 31, 2017; accepted February 5, 2018 . Date of publication February 19, 2018 ; date of current version May 18, 2018 . This paper was presented at the 2015 WCC-2015 [11] .
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Communicated by P. Beelen Berlekamp-Massey-Sakata (BMS) algorithm [35] , [36] or by other relevant methods [21] , etc. (see also [2] , [23] .) Furthermore, some multipoint codes have better performance than comparable one-point codes from the same curves [7] , [16] .
The basic lower bound of minimum distance for algebraic geometry codes was given by Goppa [12] , and for dual onepoint codes, an improved lower bound called the Feng-Rao bound was shown by Feng and Rao [9] , and its generalization called the order bound was given (see [17] ). By Beelen [1] the order bound was extended to multipoint codes and it is shown that the Kirfel-Pellikaan bound [20] is a special case of the order bound. Further, various kinds of lower bounds have been given (see et al. [6] ). Recently we published [34] a fast method for decoding primal multipoint codes from curves based on the vectorial BMS algorithm [31] . But, that cannot be adapted for decoding dual multipoint codes. Since a primal code is equivalent to a dual code, one can decode as either a primal or dual code, while their decoding methods are different. The simulation shows that our method for decoding primal codes can correct most error patterns of weight up to 1 2 (d Goppa − 1), where the integer d Goppa is the Goppa bound of minimum distance for the primal code, although we can guarantee theoretically that every error of weight only up to 1 2 (d Goppa − g − 1) can be corrected, where the integer g is the genus of the defining curve. Similar phenomena are mentioned in [8] and [19] and are considered to be related with the condition of dependence or independence among rational points on algebraic curves [15] . Recently a fast method for decoding primal multipoint codes from curves was published by Lee et al. [24] , and a fast method for decoding dual multipoint codes from curves was published by Lee [22] . For primal one-point codes, several fast decoding methods have been given by utilizing ingenious computer-algebraic techniques, e.g. [29] . In this paper we treat decoding of neither one-point codes nor primal codes, but only a fast method for decoding dual multipoint codes.
In this paper we present a fast method for decoding dual multipoint codes from algebraic curves up to the KirfelPellikaan bound, based on the vectorial BMS algorithm [31] with majority logic, and show that dual algebraic geometry codes from generic algebraic curves can be decoded with computational complexity O(a 1 n 2 ), where the integer a 1 is the minimum nonzero pole order of algebraic functions on the defining curve and the integer n is the code length. Our method is motivated by the observation that any multipoint codes are 0018-9448 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
sub-(or super-)codes of one-point codes [7] , [25] , and that the error locator ideal of a dual code is taken in some specific ideal of the ring of multivariate polynomials. Although the methods proposed by Lee et al. [24] and by Lee [22] are based somehow on the Gröbner basis theory similar to ours, the present method is a different approach, which is a natural extension of the fast algorithm for decoding dual one-point codes from curves [36] . The computational complexity O(a 1 n 2 ) of the present method for decoding dual multipoint codes is less than the computational complexity O(a 1 gn 2 ) of Lee et al. ' s method for decoding primal multipoint codes [24] as well as Lee's method for decoding dual multipoint codes [22] as a unique alternative. The remaining part of the paper is organized as follows. Preliminaries and basic concepts are introduced in Section 2. Together with some additional notations, the main theory leading to our decoding method is in Section 3. Section 4 contains a fast method for decoding dual multipoint codes based on the vectorial BMS algorithm only up to the reduced bound d ⊥ Goppa − g, where the integer d ⊥ Goppa is the Goppa bound of minimum distance for dual multipoint codes, and Section 5 gives a fast method for decoding dual multipoint codes up to the Kirfel-Pellikaan bound based on the vectorial BMS algorithm with some majority voting scheme. Concluding remarks are in Section 6.
II. PRELIMINARIES

A. The Codes
In this paper, a multipoint code from an algebraic curve is defined by the following three algebraic ingredients:
(1) An information symbol set, i.e. a finite field F q ; (2) A symbol locator set P := {P i | 1 ≤ i ≤ n}, which is a set of F q -rational points on an irreducible and non-singular algebraic curve X , where n(= #P) is the code length.
(3) A divisor G := m P ∞ − b k=1 n k R k for a given set of positive integers m and n k , 1 ≤ k ≤ b, and a given set of F q -rational points P ∞ and R k , 1 ≤ k ≤ b on the curve X s.t. subsets P = {P i | 1 ≤ i ≤ n} and R := {R k | 1 ≤ k ≤ b} are disjoint, and P ∞ ∈ P ∪ R; or rather the linear space L(G) of algebraic functions f characterized by the divisor G = m P ∞ − b k=1 n k R k , i.e. having a single pole P ∞ with pole order −v P ∞ ( f ) ≤ m, and zeros R k with zero order
Then, we have two kinds of linear codes, which we call primal codes (often called L-codes or evaluation codes) and dual codes (often called -codes or differential codes), respectively:
Remark 1: By using instead of the above-mentioned divi-
, where subsets P = {P i | 1 ≤ i ≤ n}, Q and R are pairwise disjoint, we can also define generic multipoint codes C(G ), C ⊥ (G ). But, it is shown [7] , [25] that these generic codes
Since equivalent codes have as error-correcting codes the same performance, the above definition of multipoint code is justified. We can use only this kind of code in practice.
The dual code C ⊥ (G) is equivalent to the primal code
, where the divisor D = n i=1 P i and W is the divisor of a Weil differential (see [17] ). It is known that these codes have dimension and minimum distance as follows:
where the integer g is the genus of the defining curve X , and the integers d Goppa In case of G = m P ∞ , codes C(G) and C ⊥ (G) are called primal and dual one-point codes respectively, where the point P ∞ can be any rational point of the curve. Since
which consists of algebraic functions having a single pole P ∞ is a ring and has similarities to the ring of multivariate polynomials over F q , and its subset
is an ideal of the ring R. As a conclusion, the primal multipoint code C(G) and the dual multipoint code C ⊥ (G) with G = m P ∞ − b k=1 n k R k are a sub-code of the primal onepoint code C(m P ∞ ) and a super-code of the dual one-point code C ⊥ (m P ∞ ), respectively. On this observation and [3, Proposition 2.10], we have shown [10] , [34] that for the primal code C(G) with G = m P ∞ − b j =1 n j R j , we can find efficiently the message function f ∈ L(G) and the error locator ideal I (E) for a given received word r = (r j ) ∈ F n q which contains errors e j := r j − c j , 1 ≤ j ≤ n with the error locator set E := {P j ∈ P | e j = 0, 1 ≤ j ≤ n} ⊂ P, by using the vectorial BMS algorithm [31] . In particular we take a special array vector u = (u (0) , u (1) ) the second component array u (1) of which depends on the given received word r . Then, by applying the vectorial BMS algorithm to the array vector, we obtain a Gröbner basis of the submodule M( f, E) of the module I R × R, whose components give the message function f ∈ I R as well as the Gröbner basis of the error locator ideal I (E) ⊂ R.
For dual two-point Hermitian codes C ⊥ (m P ∞ + n P 0 ), we gave a fast method [33] for decoding by using a variation of the BMS algorithm. The method is based on a special structure of L(m P ∞ + n P 0 ). Apart from this special case, we can use the above-mentioned inclusion I R ⊂ R to decode a generic dual multipoint code C ⊥ (m P ∞ − b j =1 n j R j ). The key point is that the error syndrome array is taken in the sigma set of the Gröbner basis of the ideal I R , where the concepts of sigma set and its complement delta set of the Gröbner basis of an ideal are as in the Gröbner basis theory (see [26] ), and that the error locator ideal I (E) can be taken as a sub-ideal of the ideal I R , as shown below in Section 3.
In this paper we consider only super-codes of dual one-point codes
from an irreducible non-singular algebraic curve X over the finite field F q , since any multipoint code is equivalent to such a code and thus has the same performance, where we take a certain integer m s.t. n > m > 2g − 2 + b j =1 n j for the code length n = #P and the genus g of the defining curve X . The linear code
and its minimum distance is not less than
We rely on the standard form of algebraic curves introduced by Miura [27] , Matsumoto and Miura [28] , and Geil and Pellikaan [14] . The following descriptions are based on its review given by Geil et al. [13] . We can assume that the Weierstrass semigroup H (P ∞ ) at P ∞ , which is the set of pole orders o( f ) := −v P ∞ ( f ) (at P ∞ ) of algebraic functions f in R, is generated by positive integers a 1 , · · · , a M s.t. o(x i ) = a i for certain algebraic functions x i ∈ R, 1 ≤ i ≤ M, and in particular we take a 1 := min{ j ∈ H (P ∞ ) | j = 0}, i.e. the integer a 1 is the minimum nonzero pole order of functions on X (at the single pole P ∞ ). From now on, we call the pole order o( f ) of function f (at P ∞ ) simply the order of f . Then, we can express the ring R as a residue class ring
where X 1 , · · · , X M are transcendental over F q , and the ideal I X is the kernel of the canonical homomorphism sending X i to
and the zero set V q (I X ) of the ideal I X is just the set of all F q -rational points on the curve X except for P ∞ , which is viewed as a curve embedded in the M-dimensional (M-D) affine space F M q , where the pole P ∞ of the function x 1 is the point of infinity on the curve X in this model. Therefore, the code C ⊥ (G), G = m P ∞ − b j =1 n j R j can be redefined as a code from the M-D curve. Here we remark that the code length n = #P ≤ #(I X ) − b j =1 n j for the delta set (I X ) of the Gröbner basis of the ideal I X , since the number #P + #R = n + b j =1 n j cannot be greater than the number #(I X )(= #V q (I X )) of affine F q -rational points on the curve X .
From now, we call an algebraic function f ∈ R = F q [x] on the curve X simply a (more exactly, M-variate) polynomial by viewing x i , 1 ≤ i ≤ M as coordinate variables, where we allow the ambiguity that two seemingly different polynomials can represent the same function.
B. The Gröbner Bases of the F q [x 1 ]-Module R and Its Submodule I R Let N 0 be the set of non-negative integers, and we take its direct product
0 , the graded reverse lexicographic term ordering < T is defined over N M 0 (and
For a polynomial f = i∈Supp( f ) coeff( f, i )x i ∈ R, as in [32] as well as in the usual theory of Gröbner basis ( [26] , etc.), the degree is defined as deg( 
where the degree, the head term and the head coefficient are called the multi-degree, the leading term and the leading coefficient, respectively, in some references on Gröbner basis theory. A reduced Gröbner basis B(I ) of an ideal I ⊂ R is composed of a finite set of polynomials f ∈ I having a minimal degree deg( f ) in I w.r.t. the usual partial ordering < P which is defined by
Naturally, polynomials f (x) and g(x) ∈ R are identical with each other as functions iff
, and are linearly independent over F q as algebraic functions on the curve X , where (I X ) ⊂ N M 0 is the delta set of a Gröbner basis B(I X ) ⊂ F q [X] of the ideal I X w.r.t. the term ordering < T (The delta set is called Gröbner escalier in [26] ). This fact can be said in terms of the
, and a unique function
In particular, the set of polynomials of the form f X (X ) = X i − cX j − g(X) ∈ I X in a reduced Gröbner basis B(I X ) gives a set of polynomials defining the curve X in the Pellikaan-Miura standard form [14] , [27] . We call the ideal I X the curve-defining ideal. 
Naturally, (I X ) ⊂ for the curve X over the finite field F q of q elements (in case of the curve X over the closed fieldF q := ∪ i≥1 F q i , (I X ) = ). Let (I R ) be the delta set of the reduced Gröbner basis B(I R ) of the submodule I R , where #(
, and we define
where deg(
Further, in the context of the BMS algorithm, we take the subset
in particular by the polynomials of the form
In a summary, any polynomial h ∈ L(G) is written uniquely as
We consider a dual three-point code C ⊥ (G) from the Hermitian curve X :
/I X , and P ∞ is the (unique) pole of the function x 1 . The curve X has 64 affine points: 14 ). (The complete list of the affine points on the curve is shown in [18] .) We consider pole orders (at
The Weierstrass semigroup H (P ∞ ) at P ∞ is generated by 
with R = {P 1 , P 2 } and the symbol locator set be P = {P 3 , P 4 , · · · , P 64 }, and so the code length be n = 62. The ring R is also an F 16 [x 1 ]-module, and its submodule I R has a reduced Gröbner basis B( Table I , where the symbol × implies a missing order. The linear space L(G) is spanned by {x 1 ,
Thus, this code is at least four-error correcting.
III. FINDING THE ERROR LOCATORS
A. Compound Linear Recurrence
Given a received word r = (r l ) 1≤l≤n ∈ F n q , we try to find a codeword c = (c l ) 1≤l≤n ∈ C ⊥ (G) and/or an error vector e = (e l ) 1≤l≤n ∈ F n q with the minimum weight w(e) := #{l | e l = 0} s.t. r = c + e. In particular, we want to find the error symbol locator set
under the assumption that the number t = #E of errors is less than half of the Goppa bound d ⊥ Goppa (or half of a certain order bound). By the way, we introduce the error locator module
which is not only an ideal but also a submodule of the
In addition to the ordinary syndrome 
where
is the reduced Gröbner basis B(I R ) of the module I R introduced in the previous section. We remark that they are infinite arrays and that for
coincide with those obtained from the received word r = (r l ) 1≤l≤n :
Before discussing the vectorial BMS algorithm for finding a reduced Gröbner basis of the error locator module, we must not forget one of the important properties which the error syndrome arrays possess, i,e. we have the following Lemma for any function f (x) ∈ R s.t. f (x(P)) = 0, ∀ P ∈ P, where we abuse the notation f as either f (x) or f (X ). 
In particular, the above identities also hold for any function f X in the Gröbner basis B(I X ) of the curve-defining ideal I X . We call such a linear recurrence a permanent linear recurrence.
from which it follows that for any
Q . E . D . As seen before, any element f X (X ) of the Gröbner basis
j are related with each other as mentioned in Lemma 1. In general, for any point i ∈ ⊕ R \ R , there exists a unique point j ∈ R (⊂ ) and a unique f (x) 
corresponding to the curve equation. For example, the points
, by the permanent linear recurrence (15) we have the identities Now we begin by remarking that each element of the error locator module I (E) has the following property, i.e. for h ∈ I (E), the error syndrome arrays u (k) , 0 ≤ k ≤ a 1 − 1 have the same structure in the sense that every array u (k) satisfies the linear recurrence characterized by h, which can be verified similar to Lemma 1, since in this case, we have again
It motivates the introduction of Theorem 2 which will be given in the forthcoming Subsection III-C.
Lemma 2: For h ∈ I (E), every error syndrome array
Then, the key for decoding is given by the more sophisticated relationship between the polynomials {h (k) | 0 ≤ k ≤ a 1 − 1} corresponding to h ∈ I (E) and the error syndrome arrays
Theorem 1:
where the integer s (k) is the degree of the univariate polyno-
Proof: The following equalities are equivalent:
where the third equivalence is based on the fact that the matrix
has rank equal to min{n,
o(x j ) as functions on the curve, and are linearly independent over F q .
Q . E . D . In the descriptions of Theorem 1 and its proof, we can replace ∀ j ∈ N M 0 by ∀ j ∈ (I X )∩ R , preserving the validity. Therefore we have Corollary 1:
If the error syndrome arrays u (k) , 0 ≤ k ≤ a 1 − 1 are given over the whole N M 0 , we can find a set of polynomials corresponding to the compound linear recurrence satisfied by the arrays u (k) , 0 ≤ k ≤ a 1 −1 as in Theorem 1 by applying the vectorial BMS algorithm to the arrays up to the point i ∈ N M 0 with enough large order o(x i ). In the vectorial BMS algorithm, every iteration proceeds along the one-dimensionally arranged point set whose elements follow the term ordering < T . Since Thus, we can skip any iteration at j ∈ ⊕ R . Therefore, we confine ourselves to consider the error syndrome arrays within the subset ⊕ R from now on.
B. Polynomial Vector and Error Syndrome Array Vector
Now we rewrite the compound linear recurrence (18) so that it becomes easier to apply the vectorial BMS algorithm. First, we introduce a polynomial vector whose components are polynomials with powers shifted by
introduced below the formula (7) in Subsection II-B.
Definition 1: For a polynomial h =
By the way, as in [31] and [32] , we define its degree and head position as
where max T {· · · } means the maximum (w.r.t. the term ordering < T ) element in the finite subset {· · · } ⊂ N M 0 . (Remark that the polynomial vector h one-to-one corresponds to the polynomial h.)
Parallel to the introduction of polynomial vector, we define a syndrome array vector whose components are error syndrome arrays shifted by
Definition 2: For the error syndrome arrays (12) , by taking their shifted ones
(k) }, we define the error syndrome array vector
Remark 2: For the shifted polynomials and the shifted error syndrome arrays the compound linear recurrence (18) is rewritten as
In applying the vectorial BMS algorithm, for d := deg(h), we rewrite the compound linear recurrence (19) as 
which is equivalent to not only (17) Tables III, IV , V, VI, respectively, where corresponding to a missing order o(x i ) in Table I , the symbol × means a missing error syndrome value at a point within (I R ), and further the nonzero value α l ∈ F 16 of each array componentũ
at the point i ∈ (k) , 0 ≤ k ≤ 3 is denoted by the exponent l and the zero 0 ∈ F 16 is by the symbol − in these tables. In these tables, we can assure the validity of the permanent linear recurrence mentioned in Example 2, in particular
In Tables III, IV , V, VI, the values in parentheses, which will be explained in the next subsection, are not defined at present and should be neglected here. By simple computations we can verify that the compound linear recurrence (19) characterized by each of the following polynomial vectors is satisfied by the error syndrome array vector u = (ũ (k) ) with its component arraysũ (k) , 0 ≤ k ≤ 3 shown in Tables III, IV , V, VI.
Furthermore, it is easy to see by
to the following polynomials
e.g.
, and that they yield a Gröbner basis B(I (E)) = {h (0) , h (1) , h (2) , h (3) } of the error locator module I (E), where in fact, they indicate the (correct) error locators E = {P 3 = (0, α 5 ), P 5 = (1, α), P 11 = (α 3 , α 2 ), P 18 = (α 12 , α 4 )} as their common zeros (in addition to the common zeros P 1 = (0, 0), P 2 = (0, 1) of any f ∈ I R ).
C. Linear Dependence Among Error Syndrome Arrays
One more important property of the shifted component arrays is a kind of linear dependence among them shown in the forth-coming Theorem 2, which is motivated by Lemma 2 and useful in connection with majority voting for decoding up to the Kirfel-Pellikaan bound discussed in the next section.
In the proof of the forthcoming Theorem 2 about the relationship like a linear dependence among the error syndrome
, where min P {...} means the minimum element of the subset {...} w.r.t. the partial ordering
for some pairs c l ∈ F q and
where as before
Thus,
Finally we remark that the identities are significant or checkable at i
, then all error syndrome values which appear in the identities (23) are defined, because for i ∈ ( j ) ∩ (k) , we have the following inequalities: for 0
The inequality (ii) comes from δ (l) > T 0, and the inequality (i) from (iii) immediately. Q.E.D. Remark 3: By definition and the identity a q = a for any a ∈ F q , the error syndrome arraysũ (k) are eventually M-fold periodic, i.e.
Instead of such eventually periodic arrays we can introduce the M-fold (completely) periodic arraysũ (k) (using the same notation) defined over N M 0 (or over Z M ) which can be obtained by using either of the substitutions (simple modifications of the above identities)
, because the incompleteness of periodicity comes from the equalities 0 q−1 = 0 ( = 0 0 = 1) and a q−1 = 1 (= a 0 ) for any a ∈ F 0 \ {0}. Then, the periodic arrays still satisfy the same compound linear recurrence as the eventually periodic arrays.
Since the completely periodic arrays satisfy both the linear recurrence (17) and the identities (23) (also as linear recurrence) in view of I (E) ⊂ I R , we can extrapolate some undefined error syndrome values so that we can obtain some more part of the periodic arrays. Based on the identities (23) 
we can obtain some undefined values u
Thus, the identities (23) can be significant and checkable provided i ∈ ( j ) ∩ (k) , where each ( j ) is defined to be the maximum superset of ( j ) s.t. the valuesũ ( j ) i can be obtained by using repeatedly the identities (23) of Theorem 2 from the valuesũ
Sometimes we consider the extrapolated arraysũ (k) , 0 ≤ k ≤ a 1 − 1. From the above remarks, we have a corollay to Theorem 2.
the following identities hold:
u ( j ) i =ũ (k) i + a 1 −1 l=0 c lũ (l) i−δ (l) .
Example 4 (Continued From Example 3):
Again we consider the code C ⊥ (G) in Example 1, where we remember the polynomials (1) , the error syndrome arrays shown in Tables III, IV , V, VI satisfy by Corollary 2 the identities
For example, we see that the valuesũ
(1,1) = α 5 and u (1) (1,0) = α 5 satisfy the third identity (for i = (1, 1)) of (24) . We have the extrapolated error syndrome values shown within the parentheses in Tables III, IV, V, VI. We call the procedure of finding some unknown valueũ
On the other hand, we encounter the situation that we can find some unknown valueũ (k) i by using the identity (23) (in Theorem 2) within the inner region ( j ) ∩ (k) for some pair j and k, 0 ≤ j = k ≤ a 1 − 1. We call such a procedure inner extrapolation. We consider the vectorial BMS algorithm and its application to the error syndrome array vector accompanied with the values extrapolated by using the identities (23) . In fact, in the process of decoding, we can dispense with outer extrapolation, but inner extrapolation becomes mandatory.
IV. VECTORIAL BMS ALGORITHM
We can decode dual one-point codes by applying the (original) BMS algorithm [35] , [36] . Now we will show that we can decode dual multipoint codes by applying the vectorial BMS algorithm [31] , [32] . Before its discussion, we introduce some notation used in the vectorial BMS algorithm (see [31] , [32] for more details).
Definition 3: Given an error syndrome array vector u = (ũ (k) 
a polynomial vector h = (h (k) ) 0≤k≤a 1 −1 is said to be valid for u iff the compound linear recurrence (20) characterized by h is satisfied by u; (2) a polynomial vector h is said to be valid for u up to the order l or for the sub-array vector u l , l ∈ N 0 , where the sub-array vector u l is an a 1 -tuple of finite arraysũ (k) 
Definition 4: Given an error syndrome array vector u = (ũ (k) ) 0≤k≤a 1 −1 ,
(1) a polynomial vector h = (h (k) ) 0≤k≤a 1 −1 is said to be a minimal polynomial vector for u iff h is valid for u and has a minimal (w.r.t. the partial ordering < P ) degree deg(h)(∈ R ) among such valid polynomial vectors for u;
(2) a polynomial vector h is said to be a minimal polynomial vector for the sub-array vector u l , l ∈ N 0 iff h is valid for the sub-array vector u l and has a minimal degree deg(h)(∈ R ) among such valid polynomial vectors for u l .
Since a reduced Gröbner basis of the error locator module I (E) consists of polynomials h having minimal degree deg(h) in I (E) each of which corresponds to a minimal polynomial vector h for the error syndrome array vector u, we see in view of Theorem 1 that an a 1 -tuple of minimal polynomial
for the error syndrome array vector u yields a reduced Gröbner basis of the error locator module I (E).
Remark 4: For a finite sub-array vector u l , an a 1 -tuple of minimal polynomial vectors H for u l is in general neither unique nor identical with a Gröbner basis of any submodule I ⊂ I R .
Given an array vector u = (ũ (k) ) 0≤k≤a 1 −1 with infinite
as its components, we can apply the vectorial BMS algorithm to calculate an a 1 -tuple of minimal polynomial vectors H = (h (k) ) 0≤k≤a 1 −1 for the sub-array vector u l iteratively at each l, l ∈ N 0 . In the (generic) vectorial BMS algorithm [31] , [32] , the procedure of the algorithm is executed at each point i iteratively w.r.t. the term ordering < T , but in the present version aiming at decoding the procedure is executed at each order l ∈ H (P ∞ ), i.e. simultaneously at the points i conjugate to each other and thus having the same order l = o(x i ). (In fact, the iterations at l ∈ H (P ∞ ) are skipped. But, for simplicity, we take instead of l ∈ H (P ∞ ) l ∈ N 0 in the descriptions of the algorithm.) The outline of the algorithm is as follows:
Step 1 (Initialization):
Step 2 (Updating):
Step 3 (Termination): l := l + 1; if l < m + 2g then goto Step 2; otherwise stop.
Remark 5: In the above, G = (g (k) ) is an a 1 -tuple of auxiliary polynomial vectors g (k) , 0 ≤ k ≤ a 1 − 1 which are used to update the a 1 -tuple of minimal polynomial vectors H (at some l). In general, an auxiliary polynomial vector g (k) at l is a minimal polynomial vector for the sub-array vector u l at some l < l and characterized by an integer vector called span, which is defined by
where the minimal polynomial vector
For the sub-array vector u l , the a 1 -tuple H = (h (k) ) of minimal polynomial vectors and the a 1 -tuple G = (g (k) ) of auxiliary polynomial vectors are accompanied with the following subsets
which are called the sigma set and the delta set of the subarray vector u l , respectively, where the relationship #(G) = 
#\(H ) in case of one-point codes is replaced by #(G) = # R \ (H ) = # \ (H ) − #(I R
, where
(For the simpler case of one-point codes, see [35] , [36] ). Thus, we have the following lemma [31] , where we treat an a 1 -tuple of minimal polynomial vectors H = (h (k) 
Lemma 4: Let H ⊂ H be the subset of minimal polynomial vectors h (k) which fail to be valid on the iteration at the order l, i.e. h (k) [u] i = 0, o(x i ) = l so that these minimal polynomial vectors are updated and replaced by new (rather valid for u l+1 ) minimal polynomial vectors, then the increase in the delta set (G) is equal to the subset
Thus, we have
be the subset of minimal polynomial vectors h (k) which fail to be valid at the order l, i.e. h (k) [u] i = 0, o(x i ) = l. Then, the increase in the size of the delta set (G) is equal to
In particular, in case of H = H , we have
Remark 6: In the right-hand side of the formulae (25) and (26), there is no contribution from
of the definitions of (H ), (H ) and (i ).
As a conclusion, we summarize the main points of the vectorial BMS algorithm applied to the error syndrome array vector. (In [31] , Lemma 4 and the following Theorem 3 are described in more general settings, which are irrelevant with decoding. But, the essence is the same also in details, except for some special properties of array vectors in decoding.)
Theorem 3: When we iterate the vectorial BMS procedure for the error syndrome array vector according to the increasing order l = o(x i ), i ∈ ⊕ R , the size of the delta set (G (l) ) at each order l is nondecreasing. And, on the termination of the vectorial BMS algorithm, we have a reduced Gröbner basis B(I (E)) of the error locator module I (E) corresponding to the final a 1 -tuple H of minimal polynomial vectors accompanied with the final a 1 -tuple G of auxiliary polynomial vectors and the delta set of size #(G) = #(I (E)) equal to the number t (= #E) of errors.
Similar to the case of one-point codes [35] , [36] , it can be shown that we can terminate the iterations at l = m + 2g to find a reduced Gröbner basis of the error locator module I (E).
Example 5 (Continued From Example 3):
For the code and the error pattern described in Example 3, we have the error syndrome arraysũ (k) Tables III, IV , V, VI. Here we assume that we are given these infinite arrays, for which we do not need to be concerned with the part of outer-extrapolated values. By starting the initial polynomial vectors
2 + x 2 2 , respectively. After having repeated the procedure of the vectorial BMS algorithm, we finally find a 4-tuple of minimal polynomial vectors H = (h (k) ), 0 ≤ k ≤ 3 for the infinite error syndrome array vector u = (ũ (k) ) shown in (21), which yields a Gröbner basis of the error locator module shown in (22) as seen before.
In decoding the above-mentioned method does not always work, because we are given only the finite sub-array vector u m+1 , whose component arrays have the error syndrome values equal to the actual syndrome values (13) calculated from the received word r 
These values are called known error syndromes and the other are unknown.
Example 6 (Continued From Example 3):
Again for the code and the error pattern of Example 3, we have the sub-array vector u l , l = m + 1 = 22 whose components are the known part of error syndrome arraysũ (0) ,ũ (1) ,ũ (2) ,ũ (3) shown in Tables VII, VIII, IX, X. Again here, we are not concerned with the extrapolated values. Applying the vectorial BMS algorithm, we can find a four-tuple of minimal polynomial vectors H = (h (0) , h (1) , h (2) , h (3) ) for the sub-array vector u 22 as follows:
which correspond to the following polynomials in I R , respectively:
They do not constitute a Gröbner basis of the error locator module. By the way, the set of auxiliary polynomial vectors for l = 22 are
If the number t of errors is less than or equal to
, we can decode correctly by iterating the BMS procedure up to the order m + 1, where the error locators are found [17] . For the full decoding up to the Goppa bound, i.e. correcting 1 2 (d ⊥ Goppa − 1) or less errors, we need some majority voting scheme to find the unknown error syndrome valuesũ [35] , [36] . In the next section we discuss the full decoding.
V. DECODING UP TO THE KIRFEL-PELLIKAAN BOUND
Before discussing the full decoding up to the Goppa bound, we mention another lower bound of minimum distance for dual multipoint codes. Various lower bounds have been given [6] . Among them, the Kirfel-Pellikaan bound [20] is convenient for our decoding method.
A. Kirfel-Pellikaan Bound
As a lower bound of minimum distance d(C ⊥ (G)) for the dual multipoint code C ⊥ (G), Kirfel and Pellikaan [20] gave a formula, which is called the Kirfel-Pellikaan bound, similar to the Feng-Rao bound [9] and the order bound for dual one-point codes. The following is a formulation of the Kirfel-Pellikaan bound for dual multipoint codes (see [1] ).
For a divisor B and a point Q on a curve, let
where ρ Q (S) is the set of (pole) orders at Q of functions f ∈ S for a set S of functions, and taking
is the set of orders (at the pole P ∞ ) of functions in the ring R. As a conclusion, the Kirfel-Pellikaan bound for the dual multipoint code C ⊥ (G) with G = m P ∞ − b j =1 n j R j is given as
It is a kind of order bound similar to the Feng-Rao bound [9] for one-point codes [36] , and it is shown by Riemann's theorem that
2 . Then, from the definition, we have μ(l) > 2t KP for l > m. Now, we remark that an integer i ∈ H (P ∞ ; G) corresponds to a point i ∈ R through the identity i = o(x i ), and that an integer j ∈ H (P ∞ ; 0) corresponds to a point j ∈ through 
just corresponds to the vector sum l = i + j of i ∈ R and j ∈ . This relationship implies that the set {(i, j ) ∈ H (P ∞ ; G) × H (P ∞ ; 0) | i + j = l} just one-toone corresponds to the set ∪ l∈ 
we have the following expression of the number μ(l). 
Example 7 (Continued From Example 1): For the codes
C ⊥ (G) with G = l P ∞ − P 1 − P 2 , 21 ≤ l ≤ 30,
B. Full Decoding With Majority Logic
In this subsection we show that it is possible to correct t KP (= by using minimal polynomial vectors of the current H at l = o(x i ) > m, and then use a kind of majority voting among the candidate error syndrome values (or in other words, among the corresponding minimal polynomial vectors). In the majority voting, we view H = (h (k) ) and G = (g (k) ) as sets of polynomial vectors, and we remember that on each iteration at l, the set of points i conjugate to one another (o(x i ) = l) are treated simultaneously, i.e. the pair of H and G is updated at every order l. Thus, we consider for each l > m the error syndrome sub-array vector
where we assume that the obtained error syndrome values include those extrapolated by using (23), i.e. the unknown error syndrome values will be found together with the extrapolated ones on the iteration at each order l.
From the known error syndromes, we can get an a 1 -tuple of minimal polynomial vectors and an a 1 -tuple of auxiliary polynomial vectors for the error syndrome sub-array vector u m+1 := (ũ (k) i ) i∈ (k) (m) , 0≤k≤a 1 −1 (Remember Example 6). Now, we can assume that we have got already the error syndrome sub-array vector u l for some l > m together with a pair of H and G for u l . Now, at every i ∈
where all the values in the right-hand side have been obtained already. By the way, for 
we define a party as a maximal subset H ⊂ H which satisfies the following condition:
() All h (k) ∈ H give the candidate values not only at the point i ∈ R with o(x i ) = l but also at conjugate points j ∈ ⊕ R \ R with o(x j ) = l which are consistent with each other in the sense that the linear dependence (23) shown in Theorem 2 is satisfied.
In addition, we identify the number of votes for a party H with the number ν(H ) (25) and the total number of votes with ν(H ) (26) , where we must be careful that any h (k) s.t. deg(h (k) ) ≤ P i never attends the voting as mentioned in Remark 6, i.e. they are excluded in the majority voting.
Since we assume that the number t of errors is less than or equal to t KP , the relationship #(G)(≤ t) ≤ t KP is kept invariant on every iteration of the vectorial BMS algorithm for the error syndrome array vector u. Therefore, if it happens at some l that (G) > t KP , the error syndrome array vector u can never be obtained from any error pattern of weight t KP or less. In such a case, we simply stop decoding, where we do not care about more than t KP errors, since such errors are improbable.
By Corollary 3, immediately we have
Thus, the value ν(H )
2 is more than the slack of the increase in the size #(G), i.e.
Now we reconsider the BMS procedure applied to the correct error syndrome valuesũ o(x i ) = l so that h (k ) must be updated to valid polynomial vectors. Then, the total increase in the size of the delta set is ν(H ). 
and further the valuesũ
are determined by using inner extrapolation from the already-obtained valuesũ
Provided t ≤ t KP , by executing the vectorial BMS algorithm with majority voting up to at most the order l = 2t + 4g, we can get the error locator module I (E) by the reasoning similar to the case of one-point codes [30] . In case of more than t KP errors, we find eventually a delta set (G) either with #(G) > t KP , which implies uncorrectable errors (but the result sometimes means, as shown in the forthcoming Example 9, that a correct error pattern of weight more than t KP has been found, though we cannot be sure in decoding), or with #(G) ≤ t KP , which can occur in a very improbable case of too many errors, although the errors are even not detected. At l = 2t KP + 4g, we stop the iterations of our decoding algorithm. In the following, we summarize the cases of the number t of errors and the size #(G) of the final delta set described above.
(1) t ≤ t KP : we succeed in decoding, i.e. we find the correct error locators (t = #(G)).
(2) t > t KP : (a) #(G) ≤ t KP : we decode wrongly, i.e. we find an incorrect set of error locators without noticing the fact; (b) #(G) > t KP : we detect errors, but we cannot correct errors, i.e. we cannot find the correct error locators.
By the way, since d ⊥ Goppa ≤ d KP , we can decode up to the Goppa bound by iterating the BMS procedure up to the order 2t G + 4g < m + 2g + 2, where t G :=
. Now we give a rough estimate of computational complexity of our decoding method up to the Goppa bound. First we remark that our method consists of iterations of BMS procedure, i.e. computation of discrepancy for each minimal polynomial vector and updating minimal and auxiliary polynomial vectors, where
(1) the total number of iterations is O(m + 2g), 1 gn 2 ) , where the numbers γ and τ correspond to a 1 and t G in our terminology.
Example 8: (continued from Example 6) For the code in Example 1, since d ⊥ Goppa = 9 and d KP = 10, we can correct 4 errors by our method. Again we take the error pattern of weight 4 shown above in Table II . From the known part of the error syndrome array vector u = (ũ (0) ,ũ (1) ,ũ (2) ,ũ (3) ) shown in Tables  VII, VIII , IX, X, we get a four-tuple H = (h (0) , h (1) , h (2) , h (3) ) of minimal polynomial vectors of the sub-array vector u m+1 for m = 21 (i.e. valid up to the order l = 22) shown in the formula (28) .
Restarting at l = 22, the iterations of the BMS algorithm with majority voting are as follows:
, we obtain the candidate valuesû
h (1) , and h (2) , respectively. All these values are consistent with each other in the sense that all the identities (24) based on Theorem 2 are satisfied, and the number of votes for the party H = {h (0) , h (1) , h (2) } is 1 3) ), by using inner extrapolation from either the valueũ
(2,3) = α 1 implies that the minimal polynomial vector h (3) is not valid for the sub-array vector u 24 , and should be updated to h (3) = (α 6 x 3 + α 13 x 2 + α 8 x, α 11 x y, α 5 y 2 , y 3 ) by the ordinary BMS procedure, where the other minimal polynomial vectors h (0) , h (1) , h (2) are kept unchanged. Now we have the correct 4-tuple (21) of minimal polynomial vectors, which corresponds to the Gröbner basis (22) of the correct error locator module, although we do not know it or cannot make sure of it at this point yet and we must continue the BMS procedure with majority voting furthermore.
Next, at the pair of conjugate points i = (1, 4) , j = (6, 0) s.t. o(x i ) = o(x j ) = 24, we obtain the candidate values
(1,4) =û
(1,4) = α 4 , and by conjugacy from u (0) (6, 0) = α 5 we haveû (0) (1, 4) = α 5 , which is consistent with the above values ofû (2) (1,4) andû (3) (1, 4) . Consequently, we have no other party distinct from the single party {h (0) , h (2) , h (3) }, which has votes 1 + 1 + 1 = 3 among the total votes 3, and all these values are correct, and so at this pair of conjugate points i = (1, 4), j = (6, 0) , all the minimal polynomial vectors are kept unchanged. (The valueũ 
(0,5) = α 0 , from which by conjugacy we haveû (3) (5,1) = α 3 (the extrapolated value). All these values are consistent with each other, and we have no other party distinct from the single party {h (0) , h (1) , h (3) }, which has votes 2 + 1 + 1 = 4 among the total votes 4, and all these values are correct, and so at this pair of conjugate points i = (0, 5), j = (5, 1), all the minimal polynomial vectors are kept unchanged. In fact, if either of h (0) , h (1) , h (3) is not correct, the size #(G) of the delta set should exceed the number 4 of correctable errors, which we do not assume. (The valueũ (2) (0,5) = α 0 is obtained by inner extrapolation from the valueũ (21) is correct, and the corresponding polynomials (22) give the Gröbner basis of the error locator module. (Remark: In this example, during the whole iterations from l = 22 up to 32 and beyond, no change of the delta set (G) occurs with #(G) = 4 kept.)
Example 9: We performed a series of decoding simulations by using the above-mentioned algorithm. We treated dual multipoint codes C ⊥ (G) over F 16 such that G = m P ∞ − P 1 − P 2 , where P 1 = (0, 0), P 2 = (0, 1), with m = 23, · · · , 33 (similar to the code of Example 1, for which m = 21). Their code length is n = 62, and the triplets of parameter m, dimension k, Kirfel- 2 . For each of these codes and the same number t := t KP , 10,000 error patters (vectors) of weight t were chosen randomly, and the decoding algorithm was applied to each of them, and the number c(t) of corrected error patterns was counted. Similar simulations were executed for random error patterns of weight t + 1 and t + 2, and the numbers c(t + 1), c(t + 2) of corrected error patterns were counted, respectively, where the word 'corrected' does not imply that our decoding method described above can find the correct error locators, but that the simulation result coincides with the correct error locators. The results are summarized in Table XII , from which it is seen that the algorithm can find the correct error locators not only for all received words containing t = t KP or less errors (which theoretically are assured to be correctable by the algorithm), but also for a few received words containing t + 1 or t + 2 errors. We remark that in case the value d KP of Kirfel-Pellikaan bound is even, the number c(t + 1) of corrected error patters of weight t + 1 is almost twice the number c(t + 1) in case the value d KP is by 1 less and odd, where it might be caused by the fact that two nearest codewords from a received word containing t + 1 errors exist in case the value d KP is even. Furthermore, the ratios c(t +1) 10,000 seem to be almost equal to 10,000 seem to be almost equal to 1 q 2 = 0.0039 (or twice). The probability of so-called dependent error patterns of weight t +1 is considered to be close to 1 q , where an error pattern is called "dependent" if and only if the error positions (locators) give some dependent conditions on a polynomial passing through these points. (In [15] , it is proven that the probability of randomly chosen F q -rational points being dependent tends to be close to 2 )+1 dependent errors [19] , where d FR is the Feng-Rao lower bound of minimum distance for one-point codes. In particular, it is shown by analysis that typical independent error patterns of weight t FR + 1 cannot be corrected (ibid.). The present simulation result for multipoint codes is quite similar to that for one-point codes in the correspondence of dual multipoint codes to dual one-point-codes, the vectorial BMS algorithm to the original BMS algorithm, and the Kirfel-Pellikaan bound to the Feng-Rao bound.
VI. CONCLUDING REMARKS
For dual multipoint codes from algebraic curves, we have shown that by applying the vectorial BMS algorithm with majority logic to the syndrome sub-array vector which is obtained from the received word, we can correct efficiently any error patterns of weight less than half the Kirfel-Pellikaan bound. This fast decoding algorithm can be modified and applied also to improved multipoint codes such as given in [5] . For the code length n and the minimum nonzero pole order a 1 of functions at a single pole on the defining curve, the present algorithm has the computational complexity O(a 1 n 2 ), which is O(n 3 ) in case of Hermitian codes, similar to the fast BMS algorithm for decoding dual one-point codes [35] , [36] . The present method for decoding dual multipoint codes has less complexity than not only Lee et al.'s method [24] for decoding primal multipoint codes but also Lee's method [22] , which is a single alternative fast method for decoding dual multipoint codes.
