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Summary
The thesis develops the theory of the maximum signal/noise ratio 
adaptive algorithm (MSN) for use in receiving arrays, from the 
techniques of main beam and null steering. From considering aerial 
array null steering systems the simple sidelobe canceller is 
introduced and discussed.
The MSN algorithm is derived and illustrated by considering a 
simple three element array. In addition two different methods of 
implementing the algorithm are discussed.
The operation of multi-element adaptive arrays is investigated 
with computer simulation programmes. Simulation results from both 
matrix inversion and circuit feedback implementations of the algorithm 
are presented.
The MSN adaptive algorithm is also applied to temporal filters, 
a specific application of which is in radar moving target indicators.
A simple three element non-recursive digital adaptive filter is studied 
with the aid of a simulation programme. The results obtained from the 
simulation are used to design a temporal digital adaptive array, (TDAA). 
The design and subsequent performance of the TDAA is discussed.
The advantages and disadvantages of the MSN algorithm are 
presented, and possible applications and improvements are also 
discussed.
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Nothing that’s forced can ever be right, if it doesn’t 
come naturally leave it.
A1 Stewart.
’’Year of the Cat"
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CHAPTER 1 
ADAPTIVE ARRAYS
1.1 INTRODUCTION
Everyone has experienced some form of adaption. Long term adaption 
has enabled us to exist in the environment and society in which we now 
live. In the short term we are able to adapt to changes in our day to 
day life very quickly. In the long term we, and all other animals and 
plants slowly adjust to changes in the environment. Nature is in fact 
a very complex adaptive process, with a range of time constants which 
spans from a fraction of a second to millions of years.
Man has attempted to emulate nature by building features into 
machines which automatically compensate for changes in input and 
environment. Many forms of automatic control equipment can be said . 
to be adaptive. A device which maintains an output parameter in accord­
ance with a pre-set command, whilst being subjected to a disturbing input 
which cannot be specified in advance can be defined as being adaptive.
An important characteristic of most adaptive processors is that the 
time they take to eliminate the effect of the disturbance is usually 
related to the level of that disturbance, that is their time constants 
are related to the disruptive input process.
An adaptive array is a system consisting of an array of elements 
or sensors which can be regarded as consecutive in space (aerial array), 
time (a filter) or both} and a real time adaptive processor. The 
processor, given a steering command, samples its current input and then 
automatically proceeds to adjust its element control weights towards 
optimization of a parameter,.usually the signal/noise ratio, in 
accordance with a selected algorithm.
i .
Communications and radar aerial systems are susceptible to degrad­
ation in performance because of interference received through their side- 
lobes. The interference may consist of deliberate electronic counter 
measures (E.C.M), accidental R.F. interference (R.F.I.), clutter scatterer 
returns and natural noise sources. Other effects which degrade performance
zcan be attributed to element tolerances in spacing and similarity, 
mutual coupling effects and the possibility of element failure.
Adaptive array techniques offer possible solutions to these 
interference and degrading effects because of their flexible automatic 
null steering in the spatial domain, and notching in the frequency 
domain.
1.2 HISTORY OF ADAPTIVE ARRAY PROCESSING
Adaptive array processing techniques have developed in a number of 
different fields, including self-phasing and retrodirective RF aerial 
arrays1 2 sidelobe cancellers3, adaptive filters1*, seismic arrays5 and 
acoustic and sonar arrays6 7.
L.C. Van Atta's retrodirective array in the 1950's was probably 
the first real contribution to this field. The development of phase- 
lock loop techniques then made it possible to construct self-phasing 
arrays. Further advances allowed the phase-lock loop scheme to be used 
to produce retro-directivity.
The first real automatic null steering scheme was the I.F. sidelobe
canceller described by P. W. Howell’s patent in the early 1960's.-
8Soon afterwards S. P. Applebaum established the control law theory for
an algorithm which maximises the signal/noise ratio. Another approach
a- .
was that of B. Widrow who from considering self-training or self 
optimising arrays developed the least mean square algorithm based upon 
the method of steepest descent. Although developed independently the 
two techniques are very similar. Both derive their adaptive weight 
adjustment control by sensing the correlation between signals in the 
elements, that is by constructing a variance and covariance matrix of 
the set of system inputs. Both algorithms converge towards the optimum 
Weiner solution.
The maximum signal/noise ratio algorithm was further developed
Q.XO 11,12. . . .  . .
by Brennan and Reed, who have made several significant contributions 
to the theory including a detailed analysis of the loop noise problem 
in the circuit feedback implementation of the algorithm. Their other 
contributions include the postulation of a receiver for adaption in both
\3 .
temporal and spatial domains. Reed et al also predicted that rapid
13
convergence would be possible if the system was adapted according 
to computations based on a sampled covariance matrix of the noise field. 
Unfortunately technology has been slow in providing a practical solution 
to these theoretically derived systems!
In the practical systems reported in the literature successful
\4
sidelobe cancellers are now included in communications systems. A 
practical form of null steering system based on coarse quantization 
levels in amplitude and phase has been designed and put into 
serviced This system is now obtaining dramatic improvements in over 
the horizon U.H.F. television transmissions.
In sonar systems automatic beam formers and null steering arrays 
are in use although applications are generally of a military nature. 
Similar noise reduction techniques are now used in such equipments as 
foetal heart sensors'^and record noise eliminators'.7
In the temporal domain a system has been reported which uses the 
frequency dual of a three element sidelobe canceller in an M.T.I.
(moving target indicator) for radar systems!8
The nature of interference cancellation often infers that a 
deliberate jamming signal is being transmitted. In that context it 
is suspected that most of the significant practical advances in 
adaptive processing are in the classified literature.
1.3 WHY ADAPTIVELY PROCESS?
If the detection of a signal in a noise environment is to be 
possible there must be some significant difference between the statis­
tical properties of the signal and noise about which the designer is 
tq .
knowledgeable. Typical interference signals in radar and sonar are 
generated by point sources radiating a coherent wavefront for at least 
the signal gathering time of the sensors. The existence of a coherent 
wave front can be identified through the use of arrays of sensors. In 
identifying the signal certain features can be extracted from the array 
(e.g. angle of incidence) which can be used either to enhance or cancel 
it in subsequent processing.
14
The conventional approach has been to sura the output of an
20
array of identical sensors. This conventional detector as it is 
often known basically uses the signal coherence to generate, the 
maximum level at the summation point. In most situations the 
signal/noise ratio is enhanced and the likelihood of detection 
increased.
Another approach would be to use noise coherence to obtain 
interference cancellation. This is not always feasible. If the noise 
is independent from sensor to sensor, noise cancellation is not 
possible and the conventional detector is the optimal solution. If, 
however the noise coherence is strong, and different from the signal, 
noise cancellation may lead to greater improvement in signal/noise 
ratio than signal enhancement.
The basic problem in this approach is that the system 
designer rarely has very accurate information concerning the spatial 
or temporal structure of the interference. (Note: interference is 
unwanted signal which is spatially or temporally correlated, whereas 
noise is uncorrelated from sensor to sensor). An attractive solution 
to this problem is to gather information concerning the actual 
environmental conditions while the system is in operation and to adapt 
various system parameters to match the observed conditions.
Since environmental conditions are likely to be quite variable
and unpredictable adaptive procedures are necessary if the system
performance is to be significantly improved beyond the level set by
conventional detectors. The improvement is bought at a price. The
number of parameters to be adjusted in a fully adaptive system for a
large array could be very great. The problem of which signal, noise
and interference characteristics are worth adapting to has been examined 
. 21
by Schultheis. His paper shows that worthwhile improvements can be 
obtained over the conventional detector if the system is constrained 
to adapt its spatial and frequency responses, using the spatial and 
temporal coherence of the interfering signals. In a relatively 
narrow band system it is only necessary to adapt in the spatial domain. 
Similarly in a single element aerial of sensors it is only possible to 
adapt in the temporal domain.
It should be remembered that due to the cost, complexity and
15
certain disadvantages such as large weights and slow convergence,
adaptive systems should only be contemplated when other possible solutions
prove to be of no use. In other words, adaption is no substitute for
a detailed and critical examination of the noise field in which it is
expected the system will operate. It is obvious that the best adaptive
system cannot out-perform a system designed for optimal performance
2,2.
under full knowledge of the signal and noise characteristics.
In the following chapters, the performance of an adaptive algorithm 
based on a maximum signal/noise ratio criterion is investigated in 
detail.
CHAPTER 2
MAIN BEAM AND NULL STEERING IN AERIAL ARRAYS
2.1 The Array
An array aerial consists of a number of individual radiating 
elements suitably spaced with respect to one another. The elements 
which form the array may be dipoles% waveguide horns or any other 
radiating structure. An array may be formed by using elements 
which consist of sub-arrays of elementary radiators.
The relative phase and amplitude of signals to each element 
can be controlled to obtain the desired radiation pattern from the 
combined effect of all the elements. In this way both the main beam 
and the radiation pattern nulls can be steered in any direction,
i 23
subject to certain constraints. Two common geometrical forms of 
array aerials are the linear array and the planar array. A linear 
array consists of elements arranged in a straight line in one 
dimension. A planar array is a two dimensional configuration of 
elements arranged to lie in a plane. The general form of array 
where elements can lie in any plane with arbitary spacing is known 
as a random array. The properties of random arrays are difficult 
to appreciate in a deterministic manner, and the analysis requires a
24.
statistical approach.
In this chapter the theory will be limited to deterministic
arrays in two dimensions. Furthermore as a planar array can be
regarded as a linear array of linear arrays the analysis presented
here is for linear arrays only. The extension to planar arrays is
generally simple, and most of the difficulties arise from the practical
problems of controlling and maintaining individual elements in the 
ZSarray.
2.2 Main Beam Steering
17
The concept of main beam steering, or scanning is well understood, 
however a short review of the theory will be made to clarify the 
concept of steering vectors in the sections on adaptive arrays.
Consider the linear array shown in figure 2.1. The complex voltage 
outputs,of the individual elements are denoted by VQ ...
Figure 2.1 A Linear Array
N-l
The array output is obtained by multiplying each by its 
corresponding weighting factor Wn and summing i.e.,
N-l
_ I W V = L n tt
n =0
  2.2.1
The gain of the linear array of figure 2.1 is a function of 0, 
the angular variable about the broadside position. Consider a plane 
wave incident to the array at some angle 0 , Also assume that the 
array inter-element spacing is a constant d. Equation 2.2.1 can be 
rewritten
N-l
1 9 TT-nrl c i n  A
s  2.2.2Y = v I W ej- —  sin 0-
S 11  ^n=0
where Vg - the amplitude of the signal voltage induced in each element.
A set of weights can be chosen to make Y as given by equation 2.2.2 a maximum
at the angle 0 . The new weighting functions are given by 
s
W ' = K  e-j^nd sin eg  2.2.3
n n A
where is a real constant incorporating any array amplitude 
tapering.
Combining equations 2.2.2 and 2.2.3 and dividing by V gives the 
general polar response of the array
N
G(e) = I K fein 0_sin V  --- 2 . 2 . 4
n=l n A
and the main beam has been steered to an angle 0 from the broadside 
position. The weights given by equation 2.2.3 are produced in
2.(3 2.7
practice with phase shifters, and attenuators or power dividers.
The phase shifters can either be continuous i.e. analogue, or stepped, 
i.e. digital. The phase shifters used in microwave applications 
where each element is controlled and rapid scanning is required are
• • • 2.E
often electronically operated digital devices. Two types are 
generally available:
1) PIN diode phase shifters2^
2) Ferrite phase shifters.30
The PIN diode phase shifters are lossy but simple to drive and 
interface, whereas the ferrite devices have lower loss but require
complex latching and driving circuitry. The discrete phase steps
. 3\generally do not introduce large errors into the beam forming process^
although in certain specialised applications mechanically adjusted
S2.
analogue phase shifters are still used.
An important characteristic of equation 2.2.4 is that the relative 
phase shift required in each element to steer the main beam is the 
conjugate of the relative phase shift of the signal from the steered 
direction.
There are two important factors to consider when steering the main 
beam of an array*
19
1) Secondary main beams may appear, otherwise known as grating 
lobes*3
2) The main beam width increases as the scan angle increases.
The first effect is due simply to the fact that equation 2.2.4 
is periodic in sin 0, and secondary responses can rapidly enter the 
sector covered by the array when the scan angle becomes large, (d>^/2). 
There are several papers which deal with this problem listed in the 
references.
The second effect is due to the projected aperture of the array 
decreasing as the scan angle increases. It can be shown that the 
increase in bearawidth is proportional, to the secant of the scan angle.
These two factors degrade the overall array performance and limit 
the practical maximum value of scan angle. In this simple introduction 
to phased arrays no account has been taken of mutual coupling effects. 
Mutual coupling between elements causes the phase and amplitude response 
of each element to be modified. The amount by which the characteristics 
of an element are changed depends on factors such as the design of 
the element, the inter-element spacing and its position within the 
array. Mutual coupling effects are angle sensitive and may cause 
spurious nulls and localised increases in sidelobe response.
2.3 Null Steering
Null steering differs from main beam steering essentially in 
three ways,
1) A zero is steered rather than a maximum response.
2) It is usually necessary to maintain the main beam response.
3) There is usually more than one independent null (implying N^3)
20
In network synthesis passbands are constructed with poles, which 
are created by resonant circuits with controlled damping. Zeros are 
also available for passband shaping. In arrays the analogue of the 
passband is the main lobe. There are no poles, and the values of the 
array function between zeros create the main beam and the sidelobe structure. 
The question of how many independently steerable nulls there are in the far 
field response of an array of a given number of elements was addressed by
3 4  .
Schelkunoff. The result of his work was to show that there can be (N-l) 
independent nulls in an array of N elements.
2.3a The z Transform and the Properties of zeros
The z transform is a powerful analytic tool for dealing with 
arrays having constant inter-element spacing. The array polar 
response as a function of 0, the angle from the broadside, may be 
written
N-l
^j2ird (sin 0 sin 0 )"]n sG(0) = 1 2.3.1n=o
Letting
z = ej2ird (sin 0-sin 0g) 2. 3. 2
transforms the real variable (sin 0-sin 0g) to a complex variable of 
unit magnitude. .
By substituting equation 2.3.2 into equation 2.3.1 the complex 
radiation pattern may be expressed as a polynomial function of z;
2.3.3
The function g(z) has (N-l) zeros or roots, which may be real or 
conjugate pairs. The roots of g(z) are located in the 
complex z plane. Of special importance are those roots located on 
the unit circle |z| = 1, for those are the locations where the
radiation pattern has zeros; that is g(z) = 0. If there are no
roots on the unit circle, there are no zeros in the complex radiation 
pattern, but there may be nulls'. v
Large arrays have many elements and therefore many zeros. The 
zeros of g (z) will be close to the unit circle, although mutual coupling 
effects will tend to displace them, softening the otherwise sharp nulls.
When zeros exist on the unit circle, g (z) reaches' a maximum 
value between . them. This maximum represents a sidelobe, and the 
magnitude of the maximum is the level of that sidelobe.
Consider a uniformly excited, large array for which the radiation 
pattern is approximated by
G(\J) = sin a  U- ____ - 2 3 4
a u
where U = sin 0. ■
a = ttD/X (D = total length of the array)
t-h
The pattern in the region of the n - zero is shown in figure 2.2. The 
function G(U) is linear at the zero crossing and oscillatory between adjacent 
zeros.
G(U)
n + 1
I
Figure 2.2 The radiation pattern near a zero
thA variable w can be defined, where w = U - U , and U is the n zeron ’ n
and is located some distance from the main lobe. Substituting w in 
equation 2.3.4 gives
Z Z
G(w) = sin a(w+U ) sin a w  _________n _ ______ _
a(w+U ) “ ~a(w+U ) - - - 2.3.5n y n
since sin a U is zero at U = .-U • In the neighbourhood of this zero,
the numerator of equation 2.3.5 may be replaced by the argument of
the sine and the denominator by a U .Hencen
G(w) - w  - - - 2.3.6
U
n
is linear with a slope equal to the reciprocal of the co-ordinate of 
the zero. Where other illumination functions are employed higher order 
zeros can occur'. The radiation pattern in the neighbourhood of a 2n^ 
order zero is of the form
G(w) « w ’ 2 — - - 2.3.7
This quadratic function has coefficients equal to the square of the
reciprocal of the zero location. Similarly the radiation pattern near 
til
the p order zero is of the form
G(w) a - - - 2.3.8
The properties of radiation patterns in the neighbourhood of first and 
higher order zeros are illustrated in figure 2.3.
st
ORDER ZERO
f (w) ORDER ZERO
ORDER ZERO
0 w
Figure 2.3 Radiation Pattern Near the first and higher order zeros
Multiple zeros deepen and broaden the null, and as a consequence 
reduce the height of the lobe between nulls. In the cases where 
interfering signals are received from specific directions multiple 
zeros are very useful in preventing the unwanted signal entering the 
receiver. However it is not always advantageous to overlay nulls on 
existing nulls. Superior performance can often be achieved by 
locating zeros between those existing nulls.
2.3b Practical null steering systems
The nulls in the sidelobe structure can be steered by altering
the phase and amplitude of the signal weighting functions in each
element. Basically this is the way in which nulls are steered in the
adaptive systems described later. A practical null steering scheme
3 b
has been described by Davies This null steering scheme uses a tree 
feed structure, figure 2.4.
The directional pattern of the array shown in figure 2.4 can be 
regarded as the product of the directional pattern of (N-l) two 
element arrays. The overall pattern of the N element array is
HYBRID +
'OUTPUT.
Figure 2.4 Null Steering Array (Davies)
If the spacing of the elements is A ^  each element pair possesses 
one independent zero in the range of real angles. These zeros may be 
positioned in space by choosing the appropriate value for
<{> = ir(sin 0 ± 1)Tn
- 2.3.10
The author has modified the feed system of figure 2.4 to use variable
gain amplifiers rather than phase shifters to obtain the null steering.
A reprint of a paper on this subject is included in appendix 1.
The modified feed, figure 2, appendix 1, uses the sum and 
difference outputs of a hybrid. The difference output is phase shifted 
by ,n'/2> amplified or attenuated and then recombined with the sum signal.
A useful null Steering range can be obtained with an attenuator (± 30° 
to ± 90° if d = A/2). The 7r/ 2 phase shift is usually achieved within
the hybrid, and bipolar PIN diode attenuators are now available. These
factors make this alternative system attractive at microwave frequencies.
The directional pattern of the simple two element null steering 
array, figure 1 appendix 1, can be regarded as the sum of two 
components. Let
a - 2ird sin 0 = 7r sin 0
A 1s 2.3.11
and also let cot^t^2) = 1
where
d = element spacing = A/2 in this case
cota/2= gain of the amplifier, See appendix 1,
0 = angle to which the null is to be steered,
s
The values in equation 2.3.11 steer the null to 30° from the broadside 
position. The two components are shown in figure 2.5.
ORTHOGONAL BEAM
SUM BEAM
STEERED BEAM
Figure 2.5 Directional Pattern Components of a Two Element 
Null Steering Array
The composite pattern of figure 2.5 consists of *
1) A directive (broadside) beam formed by the sum output of 
the hybrid, (cos «</2).
2) Anorthogonal beam formed by the modified difference 
output of the hybrid. (The end fire beam).
The composite response at the broadside is unchanged for whatever 
angle the null is steered to. This is because the orthogonal 
component is always zero at the broadside position. The orthogonal 
beam is not scanned but varied in amplitude in order to obtain the null steering. 
The composite beam is steered off axis and is increased in amplitude.
The increase in the off axis component is determined by cot a/2«
Therefore the nearer the null is steered to the broadside the larger 
this component becomes.
2.3c Arrays with large numbers of elements
These effects greatly alter the response of the two element 
array. When the number of elements is increased the effects become 
less serious until very small null steering angles are demanded. The 
increase in response and the pointing error of the main beam, 
together with the variations of the maximum sidelobe levels are shown 
graphically in figures 2.6a, 2.6b and 2.6c. The null steering angles
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are varied between zero and tt/2 in arrays of five and ten elements 
of the type shown in figure 3, appendix 1 .
In figure 2.6a the response of the five element array increases 
very little between 30° and 90°. In the case of the ten element 
array very little change occurs until a null is steered to 15°.
The beam pointing error is greater in the five element array than in 
the ten element array. However if the errors had been normalised 
to their respective array beamwidths there would be very little 
difference in the two curves of figure 2 .6b.
The maximum sidelobe response, that is sidelobes other than the 
displaced main beam, does not inerease^ above the normal (sin x)/x level 
until nulls are steered to less than 40° in both arrays. The difference 
in sidelobe levels at angles between 42° and 90° is caused by the 
relative effect on each array of dumping half the power in the end 
elements. Polar diagrams of the ten element array with a null steered 
to -90°, and then to -10° are included to further illustrate the 
general increase in sidelobe levels that occurs when nulls are steered 
close to the main beam, figure 2 .7.
In the (N-l) null steering array of figure 2, appendix 1 nulls 
can be steered in any order from any level within the feed network 
without changing the final polar diagram. When the amplifier gains 
are set to zero the array is binomial weighted. The coefficients are 
of the form
in •
------- —   2.3.12
r I (n-r)l
where n - (N-l) and
<g{ z) = (z + l)n
= zn + ••• • +arzr + • • • + 1 - - - 2.3.13
The zeros of equation 2.3.13 are all on the edge of the visible 
region at ± it/2> A null can therefore be regarded as being steered 
from the ± tt/2 position to the desired direction by increasing the 
gain of the amplifiers at any one level within the feed.
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A disadvantage of this system is that to obtain sharp nulls the 
initial tt/2 phase shift in the difference arm has to be very accurate. 
Any small variations in this phase shift will cause the zeros to be 
moved off the |z| = 1  circle softening the otherwise sharp nulls.
A graph of null depth against phase shift has been plotted in figure
2.8 for a two element array.
-20dB
-30dB
-40dB
-4----- > -4---------------- 1------ -----1-- -4---- -4--- — 4--- -H----- 1—
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PHASE SHIFT
Figure 2.8 Variation of null depth with phase shift in a 
Two Element Array
2.4 Spatial-Temporal Array Duality
An important property of aerial arrays is that there is a dual 
system in the time domain. The nulls and the main beam of the array 
can be interpreted in terms of passbands and notches in frequency 
response terms in the dual system.
Consider a simple non-recursive filter7such as that shown in
figure 2.9. It is evident that the time delay t is equivalent in
an aerial array terms to
t = d sin 0
- C -  2.4.1
where C = velocity of light, and t is the effective time delay 
between elements of the aerial array.
DEG
INPUT
OUTPUT
Figure 2.9 A Simple Non-Recursive Filter
The discrete unit impulse response of the filter shown in figure
2.9 is given by 
N-l
g(t) = I *n «(t " ■>) ---2.4.2
rv* o
where the set an are the weights, and 6 (t - t) is a unit impulse 
response occurring at t = t. Its frequency function, which is the 
Fourier transform of g(t) is 
N-l
G(o)) = ^ a e - - - 2.4.3
n=o n
Equation 2.4.3 is similar to equation 2.2..4, and the theory of both 
systems can be treated in the same way. Frequency in the filter is 
analogous to angle in the aerial. The filter can be steered in a 
similar manner to the aerial by introducing phase shifts in to the 
output tappings of the delay line. As in section 2.2 the phase 
shifts are proportional to the conjugate of the phase shifts that 
occur across the spaces between the elements. In the case of this 
filter the spacing is a time delay and steering refers to moving 
the centre frequency of the passbands. (The response repeats at the 
sampling rate.)
The similarity in behaviour of the spatial and temporal arrays 
used in chapter 6 and chapter 7 to investigate the properties of an 
adaptive algorithm in which both the passband and the frequency 
response zeros can be steered in the frequency domain.
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CHAPTER 3
The Maximum Signal to Noise Ratio Algorithm
3.1 INTRODUCTION
There are many criteria that can be adopted for the optimization 
of a processor operating on signals from an array of sensors. Four 
specific criteria which may be of use in electomagnetic and acoustic 
applications are;
1) Maximization of array gain.
2) Minimization of signal distortion.
3) Evaluation of the Neyman-Pearson likelihood ratio.
4) Maximization of the output signal/noise ratio.
38
Faran and Hills have used the criterion of maximization of the
array gain to design real weights for individual sensors: a technique,
which in array aerial terms is equivalent to tailoring the far field 
polar diagram to minimize reception over an angular range, while 
maintaining the main beam response at its maximum possible value.
. 3fl . . . . . .  . . .
Weiner has used the criterion of minimizing signal distortion to
. . U-o
design optimal matched filters. Others, notably Bryn, have used
the evaluation of the Ne.yman-Pearson likelihood, ratio to minimize
the risk of errors. The maximization of the signal/noise ratio has
. \\ M .42-
been applied by Brennan, Reed and other workers to the problems
of optimization of the output in an array of sensors in both the
22.
spatial and temporal domains. Edelbute et al have shown that all 
four criteria are identical at a single frequency.
In this study the maximum signal/noise ratio criterion has been 
chosen for detailed investigation. The reasons for this are:-
1) The signal/noise ratio has a direct effect on the ultimate 
detectability of a signal.
2) Similar technology to that developed for sidelobe 
cancellers can be used to implement the algorithm.
3) Only the wanted signal direction is required to steer 
the array.
4) The algorithm can be applied in both the spatial and 
temporal domains with very little modification to the theory.
5) The maximum signal/noise ratio algorithm is probably the 
most practical in terms of applications and hardware.
Several techniques have been developed to produce the maximum 
signal/noise ratio at the array output. One technique requires a 
model of the signal to be input rather than a steering vector
. . .  . . 4 3  . . . . .
defining its direction. The signals received by the initially 
unsteered array are cross-correlated, with the model to produce 
the optimum element weighting function. This type of adaptive 
array is generally made to converge according to a least-mean- 
squares algorithm, and it has been applied most frequently in
44 . . . .
multi-beam sonar systems. Defining the wanted signal direction as
the array steering function is attractive in radar systems. The
direction of the wanted signal is often known, but the signal is not always
present, and it is undesirable to have an unsteered receiver main
beam for even a short period of time. In radar systems-a well defined
main beam response is required, whilst interference signals are
cancelled by moving the nulls in the array side lobe structure to
coincide with their angle of arrival. A technique which achieves
45"
this aim is the simple sidelobe canceller.
3.2 The Simple Sidelobe Canceller
The simplest form of adaptive interference rejection array is 
the two element sidelobe . canceller. The function of this receiving 
array is not to achieve a maximum signal/noise ratio condition per-se, 
but to cancel an interference source by automatically steering its 
one available null. A two element single control loop sidelobe 
canceller is shown in figure 3.1. Usually a high gain aerial is used 
for one element and an omnidirectional for the other. In addition the 
wanted signal usually has a very low average power compared to that of 
the interference signal.
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FIGURE 3.1 THE SIMPLE SIDELOBE CANCELLER
The loop consists of a conjugate multiplier, a filter, an 
amplifier with gain G, and a signal weighting multiplier. In 
practice conjugate multiplication is achieved by choosing the 
lower (i.e. difference) sideband of a mixer. The array output is 
given by
where, T = The filter time constant,
U = input to the filter,
Z = Output of the filter.
Generally the bandwidth of the loop is small compared to that 
of the input signals and therefore quantities in the correlator 
feedback path can be written in terms of their averaged values,
- 3 .2.1
where W = weighting function
Assume a simple first order filter
U = TZ + Z 3.2.2
U = EjE* - |e 2 |2W - 3.2.3
where an overbar denotes an averaged value and
Z = W  3.2.4
G
Combining equations 3.2.2, 3.2.3 and 3.2.4 we obtain:-
T W + W(1/g + |E2 12) = EtE 2 - - - 3.2.5
A general solution to the first order differential equation 3.2.5 
is given by
( 1 _ I “  I O - -
w ( t )  = W - E,E, o 1 2
/G + Ie2
g|e2 |2 + i
*
E1E2
V g + lEJ 2
- - - 3.2.6
where WQ is the initial value of W at t = 0.
The steady state solution is therefore
WO) =
*
E1E2
*>g
IFI2
when l'/G <<:
S E1E2 %  —
F 12
  3.2.7
An important property of equation 3.2.6 is that the loop 
convergence is determined by the signal power in the second element 
of figure 3.1, in addition to the loop parameters T and G. Assuming 
that the signal arriving from the broadside position, that is the 
wanted signal, has a small average power compared with the 
interference received from some other angle, then the signal in 
the second element is almost entirely due to the interference. Therefore 
from equation 3.2.6 the loop convergence is slow for small interference signals 
and fast for large ones. If the convergence is too fast the loop will 
try to follow the fine structure of the input signals, varying the
signal weight rapidly, which will then cause the output signal to
. q
appear noisy. This effect is known as loop noise.
In order to reduce loop noise the filter constant has to be 
increased or the loop gain decreased. This however would result 
in even slower convergence when receiving weak interfering signals.
One answer to this problem is to insert a limiter at point A in 
figure 3.1, thus reducing the value of |E^ | 2 for large signals.
The ideal limiting device would be a phase stripper which outputs 
the input signal phase information on a constant amplitude carrier.
If this device were placed in the output arm of the second element, 
(point B) the array performance could be calculated by replacing 
E2 by K expj<}>2 , where K is the constant output and ^  the phase of
the signal E-. The convergence would then be determined by K2.
. . . .  A6
The analysis of systems containing limiters is difficult, and in
later chapters simulation results with limiters in various signal 
paths are discussed.
Consider an interference signal incident at some angle 0^ 
radians to the broadside. For simplicity assume that the interference 
is coherent over the period of time required for the control loop 
to converge. In addition further assume that no wanted signal or 
receiver noise is present in the elements. In this ideal situation,
E1 = VX
E2 = V2 eXp^  -
 3.2.8
where <{> = 2 ?r(d/^ ) sin
d = aerial spacing,
X = signal wavelength.
Inserting equation 3.2.8 into equation 3.2.7,
W(«0 = exp-j<J> = exp -j<f> - 3.2.9
I v J 2 ~2
and
y = V1 - V2 expj(J) Vx exp“j({) = 0   3.2.10
V2
The response to wanted signal with low average power incident at an 
angle 0 is
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N .
G (0) = E G (0)W expj 2-nd (n-l)sin0 
A n = 1 n n ~ r
= G1(e) - g 2(0)^(e^/GgCe.)
where G^(0)= Array polar response as a function of angle 0,
G^(0)= First element polar response,
G2 (6)= Second element polar response.
From equations 3.2.10 and 3.2.11 it can be seen that the array 
has steered a null to coincide with the interference source. The 
main beam will also be steered, and its response will be altered.
The degree of change in the main beam response depends on G^(0) and 
G2 (0)• Generally an omnidirectional element is used for the second 
element, while a conventional high gain aerial (e.g. a reflector 
type) is used for the first. In this arrangement interference is 
being received in a sidelobe of the first element and in the main 
beam^o-f the second. The large and very angle sensitive G^(0), 
combined with a very much less angle sensitive 6 2 (6) in equation 
3.2.11, tends to minimise the distortion of the main beam. The 
second element is cancelling interference received in a sidelobe 
of the first, and hence the term "sidelobe canceller". If G^(0) 
and G 2 (0) are similar then the array would be better described as an 
"automatic null steering array".
The example given is very idealized. In practice there is 
wanted signal in the first element and a small residual in the second. 
Both elements also have some level of random noise. The effect of 
these additional signals is to:
Alter the loop convergence (signal and noise in the 
second element.)
Offset the null from its desired position.
Make the null less well defined (random noise).
These effects are investigated in detail in Chapter 4 and Chapter
5.
1)
2)
3)
expj (sin 0 - sin0.)- 3.2.11
  A
3.3 The maximum signal/noise ratio adaptive algorithm
The concept of sidelobe cancelling can be extended to arrays 
with many more elements, each element allowing an additional null 
to be steered. There is a desire in arrays of similar elements 
to investigate a control system or algorithm which automatically 
maximizes the signal/noise ratio at the output. This has advantages 
in situations where interference sources are present within 
the main beam, or the interference sources outnumber the steerable 
nulls. In both cases a more complex decision on the part of the 
processor is necessary to establish a good signal/noise ratio at the 
output.
Consider a linear array of N elements such as that shown in 
figure 3.2. It is well known that a uniformly weighted array gives 
the maximum signal/noise ratio when the noise contributions from 
each element haveequal power and are uncorrelated. However, when 
the interference is directional, the noise output from each element 
will be correlated, and uniform weights will not optimize the signal/ 
noise ratio.
N - l
FIGURE 3.2. AN ARRAY OF N ELEMENTS
The solution of the general problem of optimization for the 
maximum signal/noise ratio can be solved in several ways.
The method of maximizing ratios of quadratic forms will
. 4 5
be used in this section. Reed et al derive the result by considering 
the properties of the Schwartz inequality, and m  appendix 2 the 
author shows that a similar result can be derived from statistical 
considerations. Maximization of the signal/noise ratio per se is 
not really the desired object of the optimization, because we are 
willing to compromise'to buy some control over the main beam charact­
eristics. For example, it may be necessary to control the direction 
and shape of the main beam and also maintain some control over the 
placement of nulls and the sidelobe levels. These control features 
can be incorporated in a steering function where the elements of 
S* form the initial signal weights before the adaption begins i.e.
S* defines the initial or quiescent polar response and
*
*
  3.3.1
where S_ is the complex conjugate of S_. Note; an underbar denotes a 
matrix or vector quantity.
It follows that in order to maintain the desired control we 
should optimize on an equivalent signal vector, S^. The desired array 
output signal power is given by the expression:-
P = |w S.IrTo I 2  3.3.2
T
where W = the transpose of the N element column vector of the array 
signal weights. (Note: N = number of elements in the array.)
The array output noise power is derived from the sum of the 
element noise levels and the interference received from external
directional sources. The output noise power is given by :
P = ]WTN<3 | 2 
n
- - - 3.3.3
where N0 is a column vector of the noise terms. (A theoretical artifice
The signal/noise performance can then be formulated in terms 
of these two quadratic forms,
n
|wT s
|W N0
  3.3.4
Equation 3.3.4 can be manipulated to yield a ratio of Hermitian
forms
n
[ H £ j *  | » ]  w * T [ s * s T]  w
m A  ^ m 4>m r A ml
[So’sj w [SoSo J
  3.3.5
or,
n
W A W
*T
W M W
3.3.6
Matrix A is a positive semi definite Hermitian matrix (i.e. 
a one term dyad) and M is a positive definite Hermitian covariance
4 7
matrix. Equation 3.3.6 can be further manipulated to yield,
A W = Pg M W
n
 3.3.7
where P , now represents an eigenvalue of M.
S/P
n
The maximum value of P_/P_ is, as a consequence of the properties
o  XX
. . 4 8
of the matrices m  equation 3.3.7, the only non zero eigenvalue.
Associated with this nonzero, and therefore unique eigenvalue, is an 
unique eigenvector Wq. Equation 3.3,7canbe rewritten,
A W  o
n
M W   o  3.3.8
where
s/,
n
denotes the maximum eigenvalue, and Wq therefore
represents the optimum element weights.
Substituting for
obtain:-
*
S =
Pg  ^ from equation 3.3.6 in equation 3,3.8 we
n
W M W 
o —  o
M W
 3.3.9
The term in parenthesis on the R.H.S. is simply a complex number and 
can be denoted by K. Therefore the desired optimum weight vector is 
obtained by inverting equation 3.3.9,
W —o = 1 M 
K
*
  3.3.10
For practical purposes the term 1/^ may be ignored, since W^ may
—o
be multiplied by any non-zero constant without changing the value of
s/Pn
We now have the necessary relationship for calculating the
optimum weights from the input signal process. It can be shown that 
if the noise and directional interference approximate Gaussian 
processes, then a maximization of the signal/noise ratio is equivalent 
to a maximization of the probability of detection.' It is in this 
sense that the maximum signal/noise ratio criterion is an optimal 
principle.
3.4 Retrodirective Eigenvector Beam Concept
3.4a Simple three element adaptive array Beam Forming
Before discussing methods of implementing equation 3.3.10 it is 
useful to investigate the manner in which it achieves a maximum
signal/noise condition. In order to produce a general solution the
. . 4q
theory of eigenvectors is heavily relied upon. Firstly however, 
consider a simple three element array such as that shown in figure 
3.3.
FIGURE 3.3 A THREE ELEMENT ADAPTIVE ARRAY
The elements, spaced d/^ wave lengths apart, are assumed to be 
isotropic in the range 
M is given by:-
M =
_7r/2 « 0 £ ■1r12 * array covariance matrix
* M
11 M12 M13l
M 21 M22 M23 -----3.4.1
M
n31
M32 M 33
where, from equation 3.3.5, = E^ Ej,
and, E^ = the sum of the signal received by the k element.
The inverse of M obtained from elementary matrix theory is,
M 1 = . ADJ (M)   3.4.2DET (M)
It follows from the definition of the covariance matrix M that the
■fc t
terms E. E. have to contain some uncorrelated noise to maintain the 
i J
matrix non singular, i.e. DET(M)#). If this condition is met the
factor caa be re6arded as a constant multiplier, which will
not affect the" signal/noise ratio or the array polar diagram.
The performance of the array is characterised by the properties 
of ADJQflwhen a steady state condition has been reached.
ADJ(M) =
°11
1—
i 
CM
a
a 31
a 12 a 22 06 32
a 13 a 23 a 33
- 3.A.3
where
a l l  ” M^22 ^33 “ M23 M32^) a l3  ” M^21 M32 " M22 M3 l V  
a12 = " M^21 M33 “ M23 M31^)
a21 ■ -  “ (M12 M33 ~ *13  M32>f a23 = " (M11 M32 "  M12 M31>, 
a22 (Ml l  M33 ” M13 M3 l)j
a31 = M^2i. M32 “ .-Ig2 M21^  a33 = M22 ” M 12'M 21^»
a32 M^ ll M23 “ M13 M21^
Consider the steady state condition of the array when receiving an 
interference signal from some angle 0^,
Ex s .Vje ^ + n 1
E2 VI + n2 
E « V Cj*+n3
  3.4.4
where Vj = interference signal.amplitude
n - uncorrelated receiver noise m
Assuming that the receiver channel noises, n^, n^, are
uncorrelated both with themselves and the interference signals 
then ■ , .
ADJ (M) = P P—  n s
A + 2
where P = N. N. , 
n i i *
P = VT VT , s I I *
_ej4>
A+2 
-e J
-e2^
-ej*
A+2
  3.4.5
A = Pn/P * 
s
Note that equation 3.4.5 is hermitian. This is a particular case of 
the general rule that the inverse of a non-singular hermitian 
matrix is also hermitian. To produce the optimum set of weights we 
calculate the product of M 1 and a three element steering vector, 
the form of which is given by equation 3.3.1.
The element weights are given by
W = P P 
1 n s
DET(M)
[s*(A+2) - S* eJ* - S ^ * ]
DET (M)
[-S* i-Jf + S* (A +2) - s*e4*]  3.4.6
W 0 = P P 
3 n s
DET (M)
[-S* e~2^  - S* + S^(A+2)]
The polar diagram can be viewed as being the sum of three 
beams. The first beam is that produced by the steering vector and 
is made up of the terms, S^(A+2) , S2(A+2) and S^(A+2) . These terms
form the quiescent beam, the shape of which does not depend on the 
interference source. If the interference source were turned off 
the response level would change and the composite beam would reduce 
to the quiescent shape.
In this case the other two beams form one single retrodirective 
beam in the direction of the interference. If two interference 
sources were present two distinct retrodirective beams would be 
present. The retrodirective weights are
W = -P P (S*o^+S*e2j*)1JL n s 2 J
DET (H)
W = -P P (S*e”^+S*e^)  • 3.4.7
n s 1 3
DET(M)
W = -P P (S*e~^^+S*p"*^^
31 n s 2 '
DET (M)
The retrodirective beam shape is,
+1
I
n=-l
Gj(0) =  ^nl exP *  ----- 3.4.8
where ib = 2ird n sin 0
Inserting the values for given in equation 3.4.7 into 3.4.8 
we obtain
G (0) = -P P |” S* (e""^+e""^2(^ ""^ )^-H2S«cosn s L ■
;+S3(oj(2*_*)^ i*) ] -----3.4.9
F'utting the angle variable _2rrd sin 0., equation 3.4.9 reduces to
X 1
DET(M)
G (0.) = -2P P ^ S*e ^ + S % S « e ^  1 
I l n s [_ 1 2 3 J
- —  - 3.4.10.L L
DET(M)
Equation 3.4.10 represents the retrodirective component at 
the angle of incidence of the interference. Similarly, the response 
of the quiescent beam at the angle of incidence of the interference
signal, 0^ is
G (6.) = P P (A+2) fs*e”^+S*+S*e^" 
q l n s  L-l ' 2 3
DET (M)
3.4.11
It can readily be shown that equation 3.4.10 is a maximum value of 
equation 3.4.9. The residual response of the array at the interference 
signal angle of incidence is therefore the sum of equations 3.4.10 and
3.4..11, i.e.
GA(V  - V  . ' ( S ^ + V V ^  ---3.4.12.
DET(M)
The determinant of the covariance matrix M can be calculated from
equation 3.4.1 and equation 3.4.5. The result is
DET (M) = P2(P +3P ) ------ 3.4.13
—  n n s
Combining equations 3.4.12 and 3.4.13 the residual response at angle
0. is 
'1
G/8.) = 1 (S*e~^+S*+ste^)  -3.4.14
1 P + * "  1 2  3
n s
The residual response is a function of the interference power, the 
noise power in each element and the angle of incidence of the interfering 
signal. If a wanted signal term had been included in the analysis, the 
average cross products between wanted and interfering signal would 
degrade the cancellation by offsetting the null from its desired 
position. The analysis of a two element array receiving both interference 
and wanted signal is the subject of a paper by the author, and is 
reprinted in appendix 3.
If the wanted signal has a small average power, and does not influence
the adaptive process i.e. pulsed data, a useful measure of array
performance is the ratio G.(0 )/G (0.). This is most easily
A S  A. 1
evaluated if we assume S* = C (a real constant). The main beam
J - ' ■ . -
is therefore in the broadside position. "
Then
Ga (0,0 = C (l+2coscf>) 
A P +3P
3.4.15
n s
and putting ip = 0 in equation 3.4.9, and adding the quiescent 
response at the broadside position i.e. 3PnPg(A+2)C, we obtain
DET(M)
- - 3.4.16
The performance ratio is therefore.
CA(°) 3P+ 4Pg (2-cos(|)(l+cos(f))) 3.4.17
Pn (l+2cos<}>)
If the noise power, P^ is small in equation 3.4.16 the main beam
matrix becomes singular. At this point the signal weights, and 
therefore the array response, become theoretically infinite. The 
receiver noise power however, should be maintained at a low level 
to maximize equation 3.4.17 in order to obtain a large signal/ 
interference ratio at the array output. The preceding analysis 
highlights a problem with this adaptive algorithm in that good 
performance can only be achieved by tolerating large signal 
weighting functions. This problem is alleviated somewhat when the 
interfering signals are themselves noisy in nature. This effect 
is discussed in more detail in Chapter 4.
Another effect which can become a problem in a practical system 
occurs when there is a large signal in the quiescent main beam. 
Implicit in the derivation of the maximum signal/noise ratio 
algorithm is the assumption that the wanted signal is very small.
In fact the signal in the main lobe of the quiescent beam should
have a negligible average power during the period required -
for the array to converge. If the interference is received in the
response will be large. As -P- reduces, the main beam response 
increases, until the point is reached when P a^d the covariance
main lobe i.e. main beam jamming, the interference angular variable 
<{) = 0, and equation 3.4.16 reduces to
Ga (°) 3C  3.4.18a
(P +3P ) 
n s
Equation 3.4.18arepresents a null, the depth of which is determined 
by the interference signal power. The problem is that the main beam 
is not robust, i.e. the processing will overcome the steering function 
if a large signal is received within the main beam. The problem of 
producing a robust main beam is discussed in chapter 4 and chapter 
5.
Another interesting effect of the maximum signal/noise ratio 
algorithm is the response of the array when receiving interference 
from a direction which coincides with a quiescent or original null 
in the polar diagram. From equation 3.4.10 and equation 3.4.11 we 
can easily deduce that if the interference is received from a 
direction which coincides with a quiescent null then that null will be 
unchanged, and the residual will be zero. (Equation 3.4.12). The 
interference signal is cancelled by the combined effect of the three 
elements, but each element is still receiving the signal. As the 
processing is multiplicative, and the noise level in each element 
is finite, the signal weighting functions will be altered. This 
effect can easily be calculated in the case of the broadside array 
from equation 3.4.9 and equation 3.4.11. The broadside response in 
this situation is given by
ga (°) = 3(Pn+2Ps)C _ _ _ 3>418b
v w
and.
W = (P +2P )C n n s'
P CP +3P ) n n s
The quiescent or original polar diagram remains unchanged. However 
in common with equation 3.4.16 the response of the array is largely 
determined by P^, if it is small compared with ps«
The problems associated with the simplified case of the three 
element array receiving a single interfering signal are common 
to arrays with a greater number of elements, receiving multiple 
interfering signals. These arrays are investigated by computer 
modelling, and are discussed in detail in chapter 4 and chapter 
5.
3.4b General adaptive array beam forming
A more general approach to the analysis of the maximum signal/ 
noise ratio algorithm of equation 3.3.10 may be obtained by 
considering the properties of the covariance ’matrix, M. M is
hermitian by definition, and therefore there exists a unitary
. a  4°\
matrix T^ such that .
y = T M  T_1 - - - 3.4.19
where the diagonal elements of are the eigenvalues of M 
(positivevalues) , and the rows of T are the eigen vectors. Rewriting 
equation 3.3.10 in terms of the transform values, we have
.w = -----3.4.20
A
where = T_ Wq
x ^  *and ^  = T^ S
The angular variable of the array polar response function can be 
defined as
B = a expj27rd n sin 0 
n n ■
where a^ = element amplitude term. Note:- An array with equal 
element spacing has not been assumed, i.e. d = f(n).
The array factor is identical in both the real system and the
orthonormal transformed system, i.e.
N N
G(0) = Z W B = Z a) $ 
n n n n
n=l n=l
= taT3  3.4.22
where $ = jB
til tilDenote' the n eigenvector of M as e , where e is the n, —n —n
a- h^
row of the transform ^ T, then the n component of _3 is given ' 
by, .
N .
3 = ej B = Z e , B - - - 3.4.23an —n — nk k
k=l
tilThe summation of equation 3.4.23a defines then eigenvector beam, 
therefore
N
G(6) = E 4Ai(0) “ 3.4.23b
n=l
where g (0) = 3 . n n
Therefore the output pattern function is a summation, of the N 
eigenvector beams weighted by the transformed orthonormal system 
adaptive weights.
As equation 3.4.20 is written in terms of a diagonalized matrix 
_y, we can write, ' _ ___ __
it
a). = $ - - - 3.4.24ti J_n
A
Assuming quiescent conditions up to time t = 0, with only receiver 
noise present, there will be a small noise eigenvalue yQ, defining 
the quiescent polar response, i.e.
where m is an-orthonormal quiescent condition weight.
The interference sources are switched on a time t - 0 and the array 
is allowed to settle to its steady state condition. The steady 
state weights will be given by
wn y_o (O 
1
n
nq
y.
“nq - (1 > “nq " - - 3.4,26
Pn
Note that at time t = 0 equation 3*A.23bbecomes
N . '•
G (e . ,0)  = Z (0 g ( e )  -----3.A.27
nq n
n=l
and at time t = 00 inserting equation 3.4.26 into equation 3.4.23b 
we have
N
G(e,“) = G(6,0) - Z (1 - Wo)o)nng. (6) - " - 3.4.28
Thus the output pattern function of the adaptively controlled 
linear array consists of two parts. The first part is a quiescent
beam pattern, G(0,O); the second part, which is subtracted from 
G(0,O), is a summation of weighted orthogonal eigenvector beams. An 
important property of equation 3.4.28 is that the function (1 - ^°) 
is zero for all eigenvalues, that are equal to the quiescent ^n
eigenvalue, i.e. = yQ . We may therefore disregard all the 
eigenvalues equal to the quiescent one in the summation, retaining 
only those that are unique. (Note:- it follows from the definition 
of the covariance matrix that all non-zero eigenvalues are unique. 
Spatially uncorrelated receiver noise is present, therefore all 
eigenvalues greater than that due to the noise are unique.)
DC
The adaptive beam shape may be obtained from equation 3.4.28
4 •
by calculating the eigenvalues and the eigenvectors of the 
covariance matrix for a given signal, noise and interference 
situation.
3.4c Improvement in the output signal/noise ratio
The performance factor of ultimate interest in an adaptive array
is the improvement in the output signal/noise ratio as compared to
a conventional array subject to the same input conditions. The 
output contribution from the receiver noise may be expressed in 
either the real system or the transformed orthonormal system i.e.
N N
K nk l2: V : K noil2 - - - 3 .4.29
k=l 1=1
A  # . t t
where n . = T.n. , and n, is the noise m  the k element.
01 — ik* k
Substituting for from equation 3.4.26 gives
|Yn(»)|2 = p r | 2 Z (l-Ap2 iu. I2 ■ _ _ _  3.4.30
i=l
where
Ai = ( 1 )
At time t = 0, y. = y and A. will be zero. Therefore the 
1 o 1
quiescent conditions at t = 0 are given by
N N
|y (o)|2 = |n I2 I I to. |2 = |n I2 Z I oj, |2    3.4.31' n 1 'o' 1 iq1 1 o * ■^ , 1 kq1
L=1 H k=l • H
since the noise power output must be the same for each system. 
Therefore we may rewrite equation 3.4.30 thus:--- --- --------
I V “ > I !2 = I no 12 1 %  I’2"  L2 “ A l Ai  I «iq 12 - - - 3 . 4 . 3 2
The noise power contributed by R external interference sources is 
simply the summation of their output pattern power levels i.e.
_ R
|\(“) I2 = |nQ |2 2 PrG2(6r ,») - - - 3 . 4 . 3 3
r=l
til
where P^ is the power ratio of the r source, and 0^ is its angle 
of incidence. G(0r,°°) is caa calculated from equation 3.4.28.
The total output noise power is the summation of equation 3.4.32 
and equation 3.4.33. The increase in output noise power is the 
ratio of the sum of equations 3.4.32 and 3.4.33 to the quiescent 
noise; equation 3.4.31. That is,
where I^ q^C00) I2 equals the sum of equation 3.4.32 and equation 3.4.33.
The performance index given by equation 3.4.34 is similar to that
of equation 3.4.12, which was derived for a three element array
with one interference source. Equation 3.4.32 is a measure of
received noise power at the array output, whereas equation 3.4.12
is a measure of null depth. Equation 3.4.34 can also be interpreted
as a measure of general weight levels after the array has adapted
to a particular input situation. From equation 3.4.25 it can be
seen that a). is a function of the eigenvalue due to the receiver
iq . .
noise level. Consider a situation where there is no interference, then 
the quiescent signal input is due only to the receiver noise. The 
covariance matrix is therefore diagonal, and the terms•on ’the diagonal 
are all equal’ to P^. The unique eigenvector is therefore equal to
if is small then is large and the adapted weights will also 
be large. This situation, which was shown- to exist for the'particular ■ 
case of the three element array, has been shown to be a general problem 
with this form of adaptive array.
The preceding analysis has shown that the maximum signal/ noise 
ratio algorithm of equation 3.3.10 cancels interference
sources by maintaining a beam defined by the steering vector, and 
adding to it retrodirective beams, derived from the power and angle 
of incidence of the interference signals. In achieving a maximum 
signal/noise ratio at the array output two major problems occur.
The first is the high level of response when the receiver noise is 
low, and the second is the lack or robustness of the main beam. Both are 
essentially steady state problems. In the next section the 
transient behaviour of the two techniques used to implement the 
algorithm will be investigated. The two methods are,
1) Direct Matrix Inversion,
2) A circuit feedback method.
3.5 Direct Matrix Inversion
The first, and most obvious method of implementing equation
3.3.10 is to evaluate the matrix products by direct arithmetic 
\3 .
methods. This method is essentially "open loop". The received 
signal from each element are cross multiplied with the conjugate 
of the signals from itself and the other elements, averaged over 
a suitable period of time and a matrix corresponding to M is 
constructed. The covariance matrix, M is inverted and. matrix 
multiplied with to produce a column matrix corresponding to 
the new signal weights, W. It is desirable to keep the number of 
elements as large as possible in order to handle a large number of 
interference sources. However, the complexity and cost of this 
operation increases at least in proportion to N^. The direct 
matrix inversion approach is also only suitable for a pulsed data 
system, where the arithmetic can be implemented in the inter- 
pulse period.
3.5a An iterative averaging and inverting, technique
t There are several standard methods of inverting matrices
r . . . . ■ , . . . so
by successive approximation, reduction and partiomng. In this
application it is desirable to have an inversion technique which 
performs an averaging operation in addition to inverting the 
covariance matrix. A matrix inversion technique which does both
. 51 .
operations was first reported by Bodewig, and put into a form
• • • 52.suitable for adaptive array processing by Lau and Leondes. The
matrix inversion and averaging algorithm in the form given by them 
is :-
M_1 
(k+1)
Equation 3.5.1 estimates the (k+1)^ version of M 1 from the k ^
estimate of M 1 and the present real input data (a column
matrix of element signal voltages). The estimator requires a
starting matrix 11^  1 to initiate it. Generally this can be any
non-singular matrix such as an identity matrix. If however, there is
some a-priori knowledge of the input signals, M 1 can be set
—o
accordingly and the convergence time reduced. The convergence in 
this open loop technique is determined solely by the real scalar g, 
where 0<g<l.
The estimator of equation 3.5.1. has been used extensively in 
the simulated matrix inversion adaptive array discussed in chapter
4. Equation 3.5.1. reduces the matrix inversion and averaging 
process to a series of scalar and matrix multiplications and reduces 
the arithmetic considerably when compared to conventional techniques. 
The arithmetic is still very complex for arrays of large numbers of 
elements. Very fast processors would be required to achieve the 
new estimate of the inverse within the interpulse period of a typical 
500 Hz to 1kHz pulse-repetition-frequency (prf) radar with a 
moderate 50 element receiving array.
3.5b A simple matrix inversion technique
Another method of inverting the covariance matrix stems from 
the definition of the inverse given by equation 3.4.2. In a sense 
the method is approximate as the determinant is not evaluated. The 
term containing the determinant in equation 3.4.2 is disregarded as 
it is only a constant multiplier. In neglecting this term the 
problem of the element weights being dependent on the reciprocal of 
the noise power, 1 is overcome, although some extra gain will 
have to be included because they now become a function of P High 
accuracy arithmetic will therefore be required, possibly necessitating 
the use of "floating point" techniques in a digital system.
"I
  3.5.1
The cofactors of the covariance matrix can be calculated 
and transposed as in equations 3.4.1 and equation 3.4.2. If the 
items of the covariance matrix are averaged according to
Mnm(k+1) = (l-g)V* (k)Vm (k)+gV*(k+l)'v (k+1) - 3.5.2
where 0<g<l,and V(k)- and V(k+1) represent successive samples of V,separated
in time by At seconds, then further simplifications in the arithmetic
are possible. Many factors in the evaluation of the cofactors
cancel because of the linear representation of'M -in equation
3.5.2. Therefore by careful manipulation of the algebra involved
in evaluating the cofactors of an array of a given number of
elements many unnecessary multiplications can be avoided, and the
arithmetic reduced to less than that required to evaluate equation
3.5.1. The convergence factors, g in both equation 3.5.1 and
equation 3.5.2 are identical.
3.6 Circuit Feedback Adaptive Array Processor
The second method of realising equation 3.3.10 is a closed 
. -8.U
loop technique. This method is of use where analogue signals of
53,54
large bandwidth or of high data rate are received. A control 
loop such as that shown in figure 3.4 is required for each element 
or group of elements in the array.
Input
SUMOutput
FIGURE 3.A AN ADAPTIVE FEEDBACK. LOOP
The feedback loop shown in figure 3.4 is designed to operate 
on discrete time-sampled signals. The analogue form is identical, 
with the discrete filter being replaced by an analogue version and 
the output storage register R„ removed. The convergence of the 
analogue loop is well documented and is similar in form to that 
of the discrete system. The data in the case of a radar, especially 
that derived for a moving-target indicator filter, is time sampled 
and therefore the properties of a discrete time sampling adaptive 
processor is of interest.
In the discrete time sampling loop shown in figure 3.4 a 
delay of one time sampling interval is described by Z 1. A first 
order filter is assumed. In matrix notation the adaptive array 
difference equation is given by :-
K j^(nT)-W(nT-T)^J+W(nT)+V (nT)V (nT-T)W(nT-T) =S - - - 3.6.1
where
M. ~ column matrix of element weights 
.X = 11 11 " input signals
S. = 11 11 11 steering terms
T = inter-sample period
In radar and communications applications the bandwidth of the control 
loops is generally small compared with that of the input process. \ 
The elements of the covariance matrix, M_can be defined by :-
M = V* (nT)V (nT-T)  3.6.2
-nm -n -m
The element weight, W will change more slowly than V_ and the 
averaged values of these quantities will satisfy equation 3.6.1._____
In order to solve equation 3.6.1 it has to be expressed as an 
equation of scalar quantities. This is done by applying the
• A  #
unitary transform £  as m  equation 3.4.19 and equation 3.4.20.
Equation 3.6.1 can then be written in terms of N independent orthonormal
equations of the form:-
K |Wi(nT)-Wi (nT-T)J+Wi(nT) -W. (nT-D.iK = ^  -----3.6.3
The solution to equation 3.6.3 can be deduced by Z transform 
methods. The solution is
W.(n) = 
1 ’-V^i
1 *1•r
- V*/C K+1 _
(n+1)
cosim
yi+1/G
- - - 3.6.4
Equation 3.6.4 converges to the solution
VL-(n)
  3.6.5
if two conditions are met. The conditions are.
1) K
G * yi
2) G > 2 1  
VI-
To ensure condition 1 is met the largest possible eigenvalue has
K
to be calculated, and then the ratio /G is made sufficiently 
large. The convergence of the circuit feedback method is input 
dependent in the same way as the sidelobe canceller described in 
section 3.2. To obtain fast convergence /G has to be small, which 
limits the maximum input signal eigenvalue- In common with the
sidelobe canceller a limiter in the conjugate signal feedback path is 
a partial solution to this problem. The second condition is simply 
stating that the gain factor G has to be a positive scalar. Note; the 
eigenvalues of a definite hermitian matrix are poitive and.real. 
Equation 3.6.4 can be transformed back to normal matrix co-ordinates, 
and the system converges as the sum of the N equations.
3.7 S urnmary
In this chapter the maximum signal/noise ratio algorithm for 
adaptive arrays has been developed. Problems arising from the 
operation of the algorithm have been discussed. The solutions to 
some of these problems are the subject of the following sections.
The simple sidelobe canceller was also discussed because the 
basic approach used in this technique, leads to a possible solution 
to the problem of large element weighting functions in fully 
adaptive arrays.
Finally two methods of implementing the algorithm were 
briefly discussed. The control loop used in the circuit feedback 
method is similar to that used in the sidelobe canceller, hence 
the knowledge gained in this field will be useful when considering 
fully adaptive arrays.
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CHAPTER 4
MATRIX INVERSION ADAPTIVE ARRAY SIMULATION PROGRAMME
4.1 The Aerial Array Simulation Programme.
The most direct method of obtaining the correct signal weights 
to give the maximum signal/noise condition is the matrix inversion
technique described in section 3.5. The technique used exclusively
. S2.m  this chapter is that reported by Lau and Leondes and described
by equation 3.5.1.
The simulation programme, written in extended Fortran for running 
on I.C.L. computers, assumes that the input process is sampled at 
regular intervals. In this situation the incident wave front is 
sampled in space by each element, and in time by the system P.R.F.
4.1a Programme Variables
A listing of the direct matrix inversion programme is given in 
appendix 4. During the initial stages of a programme run the array and 
signal variables are read. The array variables are as follows:
1) The number of iterations, or samples before polar diagrams
and performance parameters are printed.
2) The number of elements in the array.
3) The inter-element spacing in wavelengths at the signal
frequency.
— 4)---The value of g, the convergence factor in equation 3.5.1.
In a later version of the programme a simple amplitude taper was 
introduced to further investigate the properties of the adaptive 
algorithm. The programme also assumes that the elements are isotropic 
in the range 7r/2<0<7r/2 ,0 =O being the broadside position.
The input signal parameters are as follows:
1) Wanted signal level.
2) Angle to which the array is steered, which is also the 
angle of incidence of the wanted signal.
3) The angles of incidence and signal levels of two C.W. 
interference sources or, either a distributed interference 
source or one C.W. source and a noise source.
4) The frequency of the C.W. sources in terms of the array centre 
frequency or, the bandwidth of the noise source.
5) Receiver noise level.
The noise interference source option in the programme produces
gaussian noise whose instantaneous frequency is chosen from a
uniformly distributed random process over the specified bandwidth.
The receiver noise process is simply a gaussian distributed amplitude 
change in both the real and imaginary outputs of each element. The 
level of both noise sources is set by specifying their variances, 
which also gives a measure of their relative powers.
The programme samples the input signals for the specified number 
of iterations adapting the signal weights according to equation 3.5.1. 
After the last iteration the performance data is printed: that is
1) The instantaneous output of the array.
2) The element weights.
3) A polar diagram which is printed and plotted every one 
degree.
4) The response of the array to a unit signal from the steered 
direction.
The only limitation of the programme is that the maximum number 
of elements is twenty-five. This can be extended but the storage 
and central processor time becomes prohibitive on the University of 
Surrey 1905F computer.
4.2 Simulation Programme Results
4.2a Convergence
The covariance matrix is constructed, averaged and inverted 
according to equation 3.5.1. The real scalar g determines the rate 
at which the system converges. When g = 0 the loop does not converge 
at all and when g = 1 no input signal averaging occurs. The choice 
for the value of g can only be determined by considering the input 
conditions. If a single frequency C.W. signal is being received 
in a very low noise background the value of g can be close to unity 
giving very rapid convergence. If the input signal is noisy in 
nature with large rapid fluctuations in amplitude and phase the value 
of g has to be reduced. The noisy signals have to be integrated or 
averaged over a greater period of time or the signal weights will 
be altered too rapidly giving rise to the loop noise effect discussed 
in chapter 3.
The selection of g can be regarded as a separate adaptive problem. 
Trade offs have to be made between rapid convergence, and the level of 
loop noise that can be tolerated. The convergence properties of 
equation 3.5.1 have been investigated with the simulation model. The 
results are presented graphically in figure 4.1 in normalized co-ordinates. 
Further comments on suitable values for g are made in later sections.
4.2b A Single Interference Source
The first type of interference source to be considered is the single 
frequency point source. The frequency of this source can differ from 
the nominal centre frequency of the array by any arbitrary amount. The 
receivers in each element generate a defined level of uncorrelated noise.
The first measure of performance is the effect on the null depth of 
variations in spacially uncorrelated receiver noise levels. Equation 
3.4.12 gives the residual response as a function of the quiescent or 
original directional pattern in addition to the powers of the received 
signals. In order to normalize the results, a performance measure 
defined as the square of equation 3.4.17 has been adopted. This gives 
directly the advantage of wanted signal over interference at the array 
output.
FIGURE 4.1 ADAPTIVE ARRAY CONVERGENCE AGAINST g
g=0*075
NUMBER OF ITERATIONS
The first simulation results are of the three element array 
discussed in section 3.4a and shown in figure 4.2.
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Figure 4.2 Variations In Cancellation With Receiver Noise 
(3 element array)
The first interesting result is that the cancellation ratio, 
defined here as jjG(0) /G(0^)]2, is identical for 0^ = 30° and 90°.
This is due to the influence of the quiescent directional pattern.
When interference is received from the broadside position,, i.e. 
the cancellation ratio is unity. Physically this means that interference 
received from the desired or steered direction cannot be cancelled 
without cancelling the wanted signal. In a later section it is 
shown that interference received from the steered direction can be
cancelled if it is separated in frequency from the wanted signal by______
a sufficiently large amount.
The cancellation ratio increases as 0^ increases until an angle
is reached where it becomes infinite. This angle coincides with the
null in the quiescent radiation pattern and occurs when (l+2cos<}>) = 0 ,
i.e. 0. = ±41°48f . As 0. continues to increase the cancellation ratio 
i l
7T • • •
decreases until a minimum is reached at ± /2. This angle of incidence
corresponds to the first sidelobe in the simple three element array polar 
response. The angles at which the maxima and minima of the 
cancellation ratio occur coincide with those in the arrays polar 
response. Similarly angles of incidence which have identical 
amplitude responses in the array polar diagram have the same 
cancellation performance. Hence the simple three element array 
has the same cancellation at ± 90°as it has at ± 30°.
The theoretical results were difficult to achieve with the 
simulation programme. The steady state situation implies an infinite 
integration time, and the simulation model was only able to approach 
this ideal if g, the convergence factor, was set to equal approximately 
0*005, and the array allowed to adapt for between 500 and 700 iterations.
The gain levels of the array in the broadside position were of 
the order predicted by equation 3.4.16. If Pg *= 1W, Pr = lO^^W (into 
some arbitrary load), and 0. = 30° the theoretical value of G(0) 
is 2*66 x 101*. Values ranging between 2*5 x 10^ and 2*69 x 101* were 
achieved in simulation, the actual value depending on the integration 
time. If the above figures are scaled to be more representative of 
practical levels, that is P = 0*lmW, P^ = 0*01yW the value of G(0) 
would increase to 2*66 x 1 08!
Similarly the array Toss of gain can be predicted from the 
theory in section 3.4a and is approximately 0*9dB for the input 
conditions given above. A typical value obtained by simulation was 
l*0dB.
A similar curve to that shown in figure 4.2 was derived with the 
aid of the programme for an initially uniformly illuminated array 
with 15 elements spaced A/2 wavelengths apart. Producing data for this 
curve was expensive^ in terms of computer processor time. Approximately—  
one hour was required to produce five points on the curve shown in 
figure 4.3.
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Figure 4.3 Variations in Cancellation With Receiver Noise 
(15 Element Array)
The performance curve shown in figure 4.3 exhibits similar character 
istics to those in figure 4.2. The 20° angle of incidence corresponds 
approximately with the second sidelobe in the quiescent far field respons 
The quiescent response at 20° from the broadside position is actually 
-17*88dB when compared with the main beam response. The results given 
in figure 4*2 show that the adaptive processor gains an additional 2*5dB 
of interference cancellation when the interference/noise ratio is OdB, 
and 57dB when the ratio is 40dB. The loss of main beam gain when 
compared to a uniformly weighted array was approximately 0*8dB.
The simulation programme can be used to investigate the variations 
in array parameters as the single interference source is moved from 
the endfire position to the broadside. The parameters of most interest 
are the variations in array response and the loss of gain as the 
interference is brought close to the main beam. The cancellation ratio 
varies according to the quiescent beam pattern, and is identical for
angles which have the same quiescent response. The array response 
curve is shown in figure 4.4 for a ten and a fifteen element array.
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Figure 4.4. Variations in Array Response With Interference 
Angle of Incidence
In both arrays the main lobe response is very high. This is 
because of the effect discussed in chapter 3 where the spacially uncor­
related noise determines the level of response. In this case the noise 
power was lO^watts/mho. The response curves shown in figure 4.4 
are constructed from data produced every 10°, therefore they 
represent an average response. A peak at 70° in the case of the 
fifteen element array represents, a point where the interference almost 
coincides with a null in the.quiescent polar diagram. As the interference 
ismoved close to the steered direction, the main beam response decreases 
until the null is at the desired signal position. At this point the 
main beam has collapsed and the response is therefore very small.
The moduli of the signal weights in each element do not vary 
by more than 7*5% from their mean value until the interference angle 
of incidence is less than 30° for the ten element array and 20° for the
fifteen element array. Similarly very little phase shift is required 
until the null steering angle is less than five beam widths from the 
main beam. The phase and amplitude terms of the fifteen element array 
are shown in figures 4.5a and 4.5b when interference is received at 
5° and 60° to the broadside.
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Figure 4.5b Amplitude Taper Across the Array
(15 Element Array)
It can be seen from figures 4.5a and 4.5b that very small phase 
and amplitude variations are required to steer a null to 60° (this 
point is almost the peak of a -23dB quiescent sidelobe) . At a 5° 
angle of incidence the phase and amplitude variations are much greater. 
The algorithm feeds the two halves of the array with similar phase- 
shifts of opposite sign. This situation produces two similar components 
with a null between them. The amplitude taper gives rise to high 
sidelobes at large angles from the broadside. The combined effect 
produces a main beam with a gain loss of -3*5dB and a peak sidelobe 
of -6«2dB at +10°. The null at 5° however is approximately -80dB.
The peak sidelobe level other than the response at 10° is 
approximately -14*5dB.
The phase and amplitude tapering of the array will cause its 
main beam gain to be less than that of an array with equal weights.
The loss of array gain as the interference is stepped in multiples 
of 10° towards the broadside is plotted in figure 4.6. The curves 
shown in figure 4.6 denote average levels and peaks occur where the 
interference coincides with a quiescent null.
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Figure 4.6 Gain Loss- V. Interference Angle of Incidence
In both the ten and fifteen element arrays there is very 
little change in average gain loss until the interference source is 
close (in terms of a beam width) to the broadside position. Naturally 
as more elements are included in the array and the aperture is 
increased the beamwidth will decrease. Therefore the angles to which 
nulls are steered can be decreased for a similar loss in performance.
4.2c Two Interference Sources
Consider a situation where the interference received by the 
array is radiated by two point C.W. sources. The two sources can be 
at different frequencies. If the two sources are separated by more 
than a beamwidth and N> 3 the array will simply steer two separate 
nulls which will have similar properties to the single null forming 
process described previously.
If the two interference sources are close together in terms of 
a beamwidth their signals can be cancelled in one of three ways.
1) A single zero null can be formed for each interference 
source.
2) A single zero null can be formed at some angle between 
the interference sources.
3) A double zero null can be formed at some point between the 
interference sources.
The formation of two closely spaced zeros does not imply 
super-directivity. The manner in which the algorithm cancels the 
two interference sources depends on several factors including their 
frequency, separation, angle of incidence and relative amplitude. _
In figure 4.7 the steady state polar diagram of a fifteen element 
array receiving two closely spaced interference signals is shown.
In addition to being closely spaced.(3°) the sources are also close to
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the broadside position. The two sources are equal in amplitude and 
displaced in frequency by±1*0% from the array centre frequency.
In this case the adaptive algorithm has formed a single zero null to 
coincide with each of the interference signals.
If one signal had been very much smaller than the other a single 
null would have been formed slightly displaced from the larger source 
towards the smaller. The order of the null would depend on the 
bandwidth of both sources.
4.2d Distributed Interference
The performance of the adaptive algorithm when receiving 
interference sources which are distributed over an angular range is 
of interest. The interference characteristics have been defined in 
two ways,
1) Distributed interferences over a small angular range,
2) Many discrete point radiators over a large angular range.
In both situations the interference sources are modelled by 101 
discrete sources, whose frequencies are randomly distributed ±0*5% 
about the nominal array centre frequency.
In the case of distributed interference over a small angular 
range the actual operation of the algorithm is effected by the intensity 
angular extent and bandwidth of the signals. In general not all of 
the nulls are steered into the interference zone. The simulation 
results of figures 4.8 and 4.9 show a situation where interference 
is received over an angular range of approximately a beamwidth. The 
adaptive array has ten elements spaced at half-wavelength intervals.
In figure 4.8 the array has used two of its zeros to cancel the 
interference to a level set by the internal noise power. There is 
some softening of the nulls due to the algorithm attempting to achieve 
satisfactory cancellation over both the angular and frequency ranges.
In figure 4.9 the polar diagram of an identical array is shown with
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the interference power increased by lOdB. It can be seen that the nulls 
are sharper and the trough of the null group is approximately lOdB 
deeper than in figure 4.8. Again only two zeros have been used to 
achieve cancellation.
If the interference is approximated by many discrete sources with 
a greater angular spacing, the adaptive algorithm has to use more of 
its independent zeros to achieve a low mean sidelobe level over the 
receiving sector. The number of zeros used depends on the distribution 
and power of the interference sources.
The steady state polar response of a 20 element array receiving 
interference distributed over an angular range of 30° is shown in 
figure 4.10. In this case there are 19 independent zeros in the array 
response. In figure 4.10 it can be seen (by counting the nulls) that 
eight zeros have been used to obtain cancellation over the 30° angular 
range of the distributed interference. This gives a peak sidelobe 
level in the 30° sector of -50dB and an average value of -55dB with a 
gain loss of l*49dB when compared to a uniformly illuminated array. It is 
also interesting to note that there has been very little chaage in the side~ 
lobe structure on the side of the main lobe which is not receiving interference.
The adaptive algorithm uses the method of closely spaced zeros to 
reduce the response over an angular range in most situations. If the 
number of discrete sources do outnumber the independent zeros the 
array weights will all be reduced until the response to the interference 
signals is reduced to a level determined by the receiver noise. In 
this case the response of the main lobe will also be severely reduced.
4.2e Amplitude Tapered Arrays
There are two practical ways in which amplitude tapering can be. 
employed in adaptive arrays.
1) Before the adaptive processor
2) During the adaptive processing
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The first method entails adjusting the relative response of the 
signals before they are adaptively processed. In the second method the 
inverse covariance matrix, If"1 is generated from the unweighted signals 
and then the amplitude taper is applied by adjusting the levels of the 
f actors in the steering vector S* .
The second method generally produced deeper nulls in the polar 
response, and hence grhater interference cancellation than the first 
method. The reason for this is that the amplitude taper as it 
is applied in the first method only operated on the incoming 
signals and not on the noise signals generated by each receiver. 
Therefore in this case the interference/receiver noise ratio in each 
element is decreased according to the amplitude taper law. In 
chapter 3 it was shown that the cancellation of an interference 
signal depends on the interference/receiver noise ratio. If this 
ratio is decreased then the maximum cancellation obtainable is 
also reduced. The reduction in cancellation is a function of 
the amplitude taper
The steady state polar response of a simple 17 element adaptive 
array receiving distributed interference is shown in figure 4.11. An 
identical array, but with amplitude tapering included in the steering 
function was also simulated. The tapering is a simple raised cosine 
distribution in voltage gain arranged to give -12dB response at the 
end elements. The polar response is shown in figure 4.12. Comparing 
figures 4.11 and 4.12 it can be seen that the array with amplitude 
tapering has maintained a low"near-in" sidelobe level during the 
adaption. Both the peak and the average sidelobe level in the sector 
which is receiving the interference are decreased in the array with 
amplitude taper by approximately 9dB. The polar diagram of another 
identical array is shown in figure 4.13. This array has a similar 
amplitude taper to that of figure 4.12, however it has been applied 
before the adaptive processor. The polar diagram shown in figure 4.13 
exhibits similar characteristics to that shown in figure 4.12 although 
the cancellation in the interference sector has been degraded by 
approximately 3 dB.
The results shown in figures 4.11, 4.12 and 4.13 show that:
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1) Cancellation of signals in the sidelobes is improved if an
amplitude taper is applied which improves the quiescent 
sidelobe response. ,
2) The adaptive algorithm is not sensitive to mis-matches in
the relative response of the elements.
4.2f Cancellation in the Presence of Wanted Signal
The maximum signal/noise ratio algorithm has been derived 
assuming that the signal has negligible average power. When the 
wanted signal average power exceeds the receiver noise the cancel­
lation is degraded. The wanted signal causes the main beam response 
to be reduced, and any correlation between the signal and the inter­
ference will tend to reduce the depth of the nulls cancelling the 
interference. This effect is discussed in appendix 3, and results 
obtained from a six element array are shown in figure 4.14a.
60
50
•INTERFERENCE AT 1 -Olf (50 )
c
^TERFERENCE AT 1 *01f (30°)
INTERFERENCE AT f (30 ANDo
INTERFERENCE/NOISE = 50 dB
-10
70 -60 -40-50 -30 -20 -10 +5dB0
SIGNAL/INTERFERENCE 
Figure 4.14a Cancellation V Signal/interference Ratio
Curves A and B in figure 4,14a show the cancellation as a function 
of the signal/interference ratio. Curve A has been derived for highly 
correlated interference and signal, i.e. the same frequency and the 
same phase in one end element. Initially the cancellation is noise . 
limited. Once the wanted signal exceeds the receiver noise the 
cancellation ratio becomes equal to the signal/interference ratio. 
Therefore in this region the output signal/interference ratio is always 
OdB. Curve B has been derived with the interference signal frequency 
increased by 1*0%, thereby partially destroying the correlation.
The cancellation has been increased by 3dB in the linear part of the 
curve. The polar response of a six element array receiving highly 
correlated signal and interference is shown in figure 4.14b. The signal/ 
interference ratio is +10dB and it can be seen that the algorithm has 
caused the response at the interference angle of incidence (30°) to 
be 10dB greater than that at the broadside (quiescent main beam) 
position. In this situation the adaptive algorithm has obviously 
not produced an optimum solution.
4.2g System Bandwidth and Noisy Interference
The adaptive array is sensitive to the interference signal 
bandwidth. The nulls in the array polar response are shifted in angle 
when the frequency is changed. A null placed by the adaptive system 
to cancel an interference source at one frequency will not be at the 
correct angle at a different frequency.
If an interference source is received that has energy distributed 
over a significant bandwidth the adaptive processor will use more than 
one zero to cancel it. The zeros at a single frequency will be closely 
spaced but as the frequency is varied each will in turn occupy the angle 
of incidence of the interference source. The number of zeros used to 
cancel an interference source with a significant bandwidth depends on
1) The interference bandwidth,
2) The angle of incidence of the interference source,
3) The interference signal power,
4) The array internal noise level.
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The adaptive algorithm places nulls at the frequency centroids
of the interference. The frequency separation of the centroids depends
on the factors listed above. A special type of interference source
which produces signals with a significant bandwidth is a noise 
sstransmitter.
A noise source was simulated which produced a signal with a gaussian 
amplitude distribution whose instantaneous frequency is randomly 
distributed over a specified bandwidth, that is band limited white 
noise. This type of interference is uncorrelated from sample to sample 
but each sample is spacially correlated across the array. The adaptive 
algorithm found this type of interference difficult to cancel. If the 
convergence factor g was set at approximately 0*2 (the value which 
had been used in most of the simulation) the signal weights did not 
converge to give a satisfactory solution. Increasing the integration 
time by decreasing g to 0*0025 allowed the array to form some nulls in 
the correct position if the noise bandwidth was limited to 3.0% of 
the array centre frequency. However the number of samples required 
to converge increased to approximately 650.
The polar diagram of an adaptive array receiving noise interference 
is shown in figure 4.15. It can be seen from this graph that the noisy 
nature of the interference has caused the main beam to be distorted.
The null in the region of the interference is well defined (20°), but 
by inspecting the polar response it is difficult to account for all 
of the 14 zeros. The individual weights are printed during a programme 
run and it was found from these that the null at 20° is due to a single
.zero. Also the five missing zeros are displaced off the | z |  =  1
circle and do not produce nulls but tend to distort the sidelobes and 
the main beam.
The factors of the covariance matrix are derived by averaging 
signal variance and covariance factors over a sufficiently large 
interval. The noise is uncorrelated from sample to sample and
therefore the averaging interval required to make an estimate of the v
factors is infinite. If the averaging time is finite the noise will 
not be sufficiently smoothed and errors will occur in the estimate of
Oir> co cvj
C)
CD
M
O
in
M
o
M
n
Clo O
D
O
M O
O
C\J
o
COM
tn
M
or-M
o
C/'t
O
o
OJ
M
AN
GL
E 
FR
OM
 
BR
OA
DS
ID
E 
D
E
G
factors of M. These errors tend to reduce the weighting factors. 
Typically when receiving C.W. interference in a low noise system 
the array broadside response is of the order of 10 5. The response 
of the array in figure 4.15 is 18*24, (voltage gain).
When totally uncorrelated noise (from sample to sample) is received 
the most satisfactory operation was achieved by not integrating at all. 
This was done by increasing the factor g to unity. In this state the 
processor does not average over a number of samples, but uses only the 
data provided by the most recent sample to calculate the signal weights. 
The algorithm produces nulls in the correct position. However, if 
the weights are calculated every sample two effects occur!
1) The noisy nature of the interference causes the signal 
weights to vary rapidly in amplitude and phase.
2) The weights applied to a sample calculated from the previous 
sample may not be correct, that is changes in frequency can 
alter the position of the nulls.
It is possible to consider more complex systems which constrain 
not only the magnitude of the weights but also their rate of change. 
Systems which include these features are discussed in chapter 8, and 
these may offer a solution to the effects discussed above.
The choice of averaging factor g depends on the correlation of 
input signals from sample to sample. It is possible therefore to 
adaptively select g using this correlation factor as a measure of the 
input signal condition. This possibility is also discussed further 
in chapter 8.
4.2h Interference in the Main Beam
If the interference is at the same angle of incidence as the 
main beam and occupies a similar bandwidth, the algorithm will 
collapse the main beam to reduce the power at the output. The main 
lobe can artificially be made robust by limiting the weighting 
factors, a subject which is discussed in chapter 8.
The adaptive algorithm will cancel interference signal at the 
same angle of incidence as the main beam if it is displaced from the 
array centre frequency by a sufficiently large amount. This is achieved 
by rotating the aerial away from the source and the desired direction, 
and then electronically steering the beam to the correct position. If 
the angle is reasonably large the array response will be frequency 
sensitive in the region of the main beam. This will enable the 
algorithm to maintain a response at the centre frequency while 
placing a null in the same direction at the interference frequency.
This situation is demonstrated in a complicated polar diagram shown 
in figure 4.16.
The polar response of figure 4.16 is that of a 17 element array 
with a similar amplitude taper to that used in section 4.2c. The 
wanted signal and the interference are both received from the same 
direction (40°). The interference is increased in frequency by 
.2*0% of the array centre frequency, that is the frequency at which the 
elements are spaced 0*5 wavelengths apart. The algorithm has displaced 
the main beam to 37° and therefore reduced the gain at 40° by 3dB 
(the beam width is approximately 6°). However at the interference 
signal frequency a -60dB null has been formed at 40° effectively 
cancelling it. The near-in sidelobes have been increased by the 
placing of the null from -23*5dB to -ll*0dB, referred to the OdB level 
of figure 4*16.
If the array is steered to the endfire position it is interesting 
to note that the array changes from operating in the spatial domain to 
operating primarily in the temporal domain, although the interference 
sources in the sidelobes can still be effectively cancelled.
4.3 0b s e rva tions
The results obtained with the simulation programme have demonstrated 
that very effective cancellation can be obtained if the signals are 
correlated over the length of the array and exhibit some correlation 
from sample to sample.
Several practical problems remain in implementing the algorithm,
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the most important of which are
1) The large signal weights obtained in certain circumstances
2) The main beam is not robust.
It has been noted however .that unless the interference is in 
the array main beam the actual variation in element weights has been 
very small. Gain variations of l*5dB and phase shifts of up to 40°
are typical, which suggests that accuracy rather than dynamic range
is of greatest importance, a factor which has to be accounted for 
in designing quantized systems.
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.. CHAPTER 5
CIRCUIT FEEDBACK ADAPTIVE ARRAY SIMULATION PROGRAMME
5.1 The Aerial Array Simulation Programme
The second method of adaptively controlling an array in order to 
obtain the maximum signal/noise condition is the circuit feedback 
method discussed in section 3.6. The control loops discussed in 
this section are similar in form to that shown in figure 3.4.
The simulation programme, written in extended Fortran for 
running on ICL computers, assumes that the input process is sampled 
at regular intervals in a manner identical to that described in 
chapter 4.
5.1a Programme Variables
A listing of the circuit feedback adaptive array simulation 
programme is given in appendix 5. During the initial stages of a 
programme run the array and signal variables are read. The array 
variables are as follows:
1) The number of iterations or samples before polar diagrams 
and performance parameters are printed.
V
ft.,
2) The number of elements in the array.
3) The inter-element spacing in wavelengths at the signal 
frequency.
4) The order of the loops, (up to 3rd order).
5) The time constants of the loops.
6) The loop gain.
7) The level at which hard limiting occurs in selected 
feedback paths.
8) One end element can be made to have a fixed gain 
equal to the loop gain defined in 6.
The programme also assumes that the elements are isotropic in 
the range -7r/2 < 0 < 7T/2, where 0 = 0° is the array broadside position.
The filters used in the control loops are simple first order 
types such as that shown in figure 3.4. When higher order loops are 
required the programme simply puts several of the first order units 
in series. The programme features 7 and 8, listed above are discussed 
in detail in later sections.
The input signal parameters are as follows:
1) Wanted signal level.
2) The angle to which the array is steered, which is also the 
angle of incidence of the wanted signal.
3) The angles of incidence and signal levels of two CW 
interference sources.
4) The frequency of the CW sources in terms of the array 
centre frequency.
5) The receiver noise level.
The circuit feedback simulation programme does not have such an 
extensive input signal set as the direct matrix inversion programme 
discussed in chapter 4. This programme has been written with the 
aim of investigating the array performance under differing loop 
parameters and input signal powers. The convergence properties of 
the circuit feedback method are important^ whereas once the steady
92
state condition has been reached the performance should be identical 
in both the matrix inversion and circuit feedback systems.
When the programme has run for the specified number of iterations 
the array performance data is printed: that is
1) The instantaneous output of the array.
2) The element weights.
3) A set of polar diagrams which are printed and plotted every 
one degree.
4) The response of the array to a unit signal from the steered 
direction.
5) The cancellation ratio due to the first interference source 
after each iteration.
The output data gives sufficient information to fully assess the 
operational characteristics of a circuit feedback adaptive receiving 
array.
5.2 The Circuit Feedback Control Loop - Loop Parameters
5.2a Loop Gain
The array simulated in the programme is shown in figure 5.1.
The initial steady-state results from the programme were not the 
same as those obtained with the matrix inversion programme. They 
differed in two respects.
1) The magnitude of the element weights differed by only a 
small amount from the quiescent level set by the loop 
gain. (Their levels in the matrix inversion case were set 
by the receiver noise level).
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2) The maximum cancellation was less than that achieved in 
the matrix inversion simulation.
The loop parameters were chosen empirically for the first programme 
runs. Hence the loop gain was set at a reasonable level when considering 
practical radar or sonar systems and values ranging from 10 dB to 60 dB 
were used. The convergence properties were analysed in section 3.6 
and implicit in the derivation of the RHS of equation 3.6.5 is that 
G 1<<y^. If the factor G 1 is taken into account the steady state 
signal weight vector is given by
W = (M + V  - - - 5.2.1
where J is a unit diagonal matrix. The units of JL have to be watts to 
make the dimensions involved consistent.
The matrix (M + I/G) has diagonal terms which are made up of 
values arising from the spacially correlated signals, the noise terms 
and G The other terms in the matrix are only produced by factors 
arising from the spacially correlated signals. Therefore after 
inverting the approximate covariance matrix the modified noise power 
terms (equation 3.4.5) are given by
P 1 = P + g” 1 = N.*N. + G*"1 •------ 5.2.2n n l i
This has the effect of decreasing the array’s main beam response
(equation 3.4.16), and it also decreases the cancellation ratio,
(equation 3.4.17). If G 1>>P then the cancellation is limited byn J
the loop gain and not by the systems noise levels. The cancellation 
of a circuit feedback adaptive array is therefore approximately equal 
to the systems loop gain scaled by the interference signals power and 
phase terms.
Curves of equations 3.4.16 and 3.4.17 derived for a simple three
element array are shown in figures 5.2a and 5.2b, assuming that
P,* >>G_1» P  and C = 1.1 n
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Figure 5.2a Main beam (broadside) response of a simple three element
adaptive array against angle of incidence of the interference 
signal
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Figure 5.2b Cancellation ratio of a simple three element adaptive array
plotted against the angle of incidence of the interference signal
If the inequalities between P^, G  ^ and P^ apply the maximum
level of array response is 3G; where G is the gain in each
loop. By using the simulation programme, it has been shown that the
general level for the maximum response of an array of N elements is
GA m x  = NG - - - 5 . 2 . 3
The cancellation ratio plotted in figure 5.2b is also a function 
of the loop gain G, in addition to the interference signal power P^ .
The square of equation 3.4.17 has been plotted as this gives an 
indication of the relative output powers of the wanted and interfering 
signals. The cancellation becomes infinite at the position of the 
quiescent null. This is also the position at which equation 5.2.3 
applies. Therefore in the case of the circuit feedback adaptive array 
if the interference coincides with an original or quiescent null then 
the level of response and the polar diagram do not change. This can 
be compared with the matrix inversion technique where the polar diagram 
did not change but the array response increased to a level set by the 
internal receiver noise.
In the circuit feedback method it is desirable to increase the 
loop gain in order to increase the cancellation of weak interfering 
signals. However a practical limit on the level of gain is set by the 
risk of stray capacitances and inductances causing instability within 
the system. In practice a low noise system with reasonably high loop 
gain would probably be operating in the "gain limited" mode described here
The gain limited mode of operation is illustrated in figure 5.3 
where the gain has been varied from 3dB to 40dB for two angles of 
incidence.
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Figure 5.3 Loop Gain Against Cancellation 15 Element Adaptive Array
The curves shown in figure 5.3 have been produced after 200 iterations, 
and after a number of iterations judged to be the amount required to reach 
the steady state condition. The ratio K/G (K is the filter time 
constant) was maintained at 100, and the interfering signal power was 
also kept constant, therefore maintaining almost identical convergence 
properties when the gain was changed. In the region plotted in figure
5.3 the cancellation ratio is a linear function of the loop gain, and 
continues to be so until gain levels of approximately 100 dB are 
reached. The difference in cancellation between interference incident 
at 11° and that incident at 40° is due to the quiescent polar response.
It is also interesting to note that the number of iterations required to 
reach the steady state condition at 11° is approximately 33% greater 
than that required at 40°. The reason for this is that the convergence 
of the array is not only dependent on the interference signal power, but 
also on its angle of incidence. The eigenvalue term in equation 3.6.4
which influences the loop convergence has been derived from vector 
functions, which take into account the different angles of incidence.
The value of G also has an effect on the convergence time. This can 
be seen in figure 5.3. The curves derived after 200 iterations show 
very little improvement in interference cancellation for loop gains 
between 25 dB and 40 dB, although significant improvements are indicated 
by the "steady state" curves.
5.2b Filter Constant
In the previous section it was shown that the loop gain has a
significant influence on the steady state performance of the adaptive
array as well as its convergence properties. The filter constant
however only influences the convergence characteristics, (or rather the 
, Jiratio K/G).
The value of K has to be chosen to give rapid convergence whilst 
avoiding excessive loop noise. The loop noise is also a function of 
the input signal power and angle of incidence, therefore if high dynamic 
range input signals are to be handled a non-linear element such as a 
limiter will have to be included in the loop.
The variation in the number of iterations required to converge 
as the filter constant is varied is shown in figure 5.4. The convergence 
is plotted for two values of K and also for a simple second order filter.
CA
NC
EL
LA
TI
ON
60.
/K/G = 5 (SINGLE INT.) 10 W/mho
0-31633 V
K/G = 100 (SINGLE INT
10
20
30 dB
10 15 ELEMENTS
35030020015010050
NO. OF ITERATIONS
Figure 5.4 Convergence as a Function of the Filter Time Constant
The adaptive array convergence as plotted in figure 5.4 is very 
much more rapid for the lower value of K as would be expected. The
simple 2nd order loop system, a filter with /G = 5 followed by a two
pulse integrator, has a very similar convergence time with an initial 
over shoot of short duration where the cancellation ratio increases 
significantly. Published work has shown that the loop noise properties
of an adaptive array can be improved by incorporating second order
q . .
filters. This improvement is shown m  figure 5.5.
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5.5 Convergence of a First and Second Order Adaptive Array
The interference has been increased in figure 5.5 to a point 
where the cancellation ratio tends to oscillate about a mean level 
of 77 dB (first order filter). The second order array has identical 
loop and input parameters but the filter has been followed by a 
simple two pulse integator. In this case the loop convergence 
is slightly slower, but the oscillations of the cancellation ratio 
have a greater period and lower amplitude. The mean level is 76 dB with 
a fluctuation of ± 1*5 dB over approximately 25 iterations, which is 
approximately the initial convergence time.
The simulation programme is able to simulate third order
loops, however it was found to be almost impossible to maintain
stability in the array. Therefore control loops of order greater
than two are probably of no practical significance. However if second
order loops are used the loop gain can be increased, therefore 
. • ^ • •
increasing the coyergence time whilst maintaining good loop noise
j-v
performance.
5.2c Signal Power and Limiters
A major disadvantage of the circuit feedback adaptive array 
is that the convergence and the noise performance are a function of
. . i\
the input signal characteristics. This is shown m  figure 5.6.
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Figure 5.6 Variation in Convergence Properties with Input 
Signal Characteristics
The first two curves in figure 5.6 (curves A and B) show the 
difference in convergence rate and cancellation level when the 
interference signal power is increased by 13 dB. The curve A 
reaches a steady state level after 100 iterations and then main­
tains a steady cancellation ratio. The second curve B achieves an 
80 dB cancellation ratio within 20 iterations, which then oscillates 
rapidly over a 17 dB range.
The third curve C has the same input signal power level as that 
in curve A, but at an angle of incidence of 4°, that is within the 
main beam. The array converges steadily for the first 80 iterations 
then the cancellation ratio begins to oscillate as it did in curve B.
The cancellation ratio in curve B changes because the null depth
and position changes slightly. The oscillation of the cancellation
ratio in curve C is caused by this effect, and in addition the main
beam response changes rapidly over a range of approximately 3 dB.
If the angle of incidence of the interference is further decreased
the main beam response varies by greater amounts until a point is
reached were the array is effectively oscillating. This occurs
regardless of the main beam position, although at large steering
angles the effect occurs sooner because of the main beam broadening
problem discussed in chapter 2. The dependence of the array
convergence on input signal levels can be controlled by the use of 
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limiters m  the feedback paths. There are two possible positions
wnerelimiters can be placed to obtain the desired control. The two
positions are shown in figure 5.7.
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Figure 5.7 Circuit Feedback Control Loop, Possible Positions 
For. Limiters
In either positions A or B the limiter has initially the same 
effect. If we assume that the input signals are constant for the 
time required for the array to converge the limiter in position A 
will tend to reduce the rate of convergence and the steady state
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cancellation. If the limiter is placed in position B the initial 
convergence will be similar but the signal in this path is 
reducing as the array cancels the interference. Therefore once 
the signal is reduced to a level below which the limiter operates 
the convergence proceeds at a rate similar to that which it would 
if no limiter were present* This is shown in figure 5.8 where 
cancellation ratio is plotted against the number of iterations for 
the two positions.
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Figure 5.8 The Effect of Hard Limiting in the Feedback Path
If a limiter is placed in position A (figure 5.7) the full array 
of N elements would require N limiters. In position B only one would 
be required for the full array. A requirement for an adaptive array 
is that it should converge rapidly and then maintain its signal weights 
at approximately constant values. This could be achieved by using a 
soft limiter or a simple automatic gain control system in position B. 
The limiting value would be proportional to the output signal level.
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Therefore the limiting value would reduce as the interfering signals 
were cancelled. This would give rapid convergence and a high level 
of stability in the steady state condition. The form and time 
constant of such a system has not been investigated thoroughly.
This would require additional work with the simulation programme.
Graphs of the maximum cancellation against interference signal/ 
noise ratio for the limiters in positions A and B are shown in 
figure 5.9.
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Figure 5.9 Maximum Cancellation Against Interference 
Signal/Noise Ratio
The maximum cancellation when the limiter is in position B is a 
function of P^2 which is indicated by equation 3.4.17. The limiter 
in position B  does not operate on the residual output because it 
has been set at a relatively high value. When the limiter is in 
position A the linear part of the cancellation curve is a function 
Ps. This is because the limiter is maintaining the signal in the 
conjugate feedback path constant.
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It is interesting to note that additional adaptive cancellation 
does not occur until relatively high interference signal/noise ratios 
are reached in figure 5.9. The reason for this is the relatively 
low level of loop gain. The interference signal power is 10 3 W/mho
when the interference signal/noise ratio is 30 dB. The loop gain
is 30 dB, giving G 1 = 3*161 x 10 2. Neglecting the noise power 
(10 6W/mho) the array response in this case is given approximately 
by
g”1 + p
G(G^) = Quiescent response (dB 0 0^) + 20 log-^ Q (------- —)
G *
.■•G^)' = 13*131 dB + 20 log10 (— = 13*403 - - - 5.2.4
which is approximately the level achieved by the simulation programme. 
The interference signal/noise ratio is increased by increasing the 
interference power which when it exceeds G 1 produces the linear 
sections of the curves in figure 5.9.
In both figures 3.4 and 5.7 a single delay storage register is 
placed after the output summing unit. This register is included 
because the control loop produces a weighting function by processing 
the input signals with the output signal. Therefore the signal 
weight is produced after the output occurs. During simulation it 
was found that the convergence was slow and erratic when the input 
consisted of noise like signals. One reason for this is that with 
the storage register in the output, the inputs to the correlator 
(the multiplier and the filter) are derived from different samples 
of the input process. The two samples do not correlate well if the 
signal is noise like. The convergence was improved by placing the 
storage register after the loop gain amplifier. Therefore, signals 
from the same sample are fed to the correlator, although the input 
signals are weighted by a weighting function produced, or at least 
up dated, from the previous iteration.
Placing the storage register in the weighting arm of the loop does 
not change the convergence properties of the time sampled system
developed in section 3.6. The performance of the array when "well 
behaved" CW signals form the input is unchanged. If the interference 
has a large bandwidth the array performance is improved by placing 
the storage register in the new position.
With the storage register in the original position only one is 
required, whereas when it is placed in the weighting arm of the loop 
N of them will be needed. A saving in hardware can be achieved if 
the loop gain and the steering functions are constant from sample to 
sample. The weighting function can be stored effectively in the 
feedback register of the filter therefore producing a net saving of 
one storage element.
5.3 An Automatic Null Steering Array
In the adaptive arrays described in chapter 4 and section 5.2
there are N control loops which effectively control (N - 1) degrees
of freedom, that is the (N - 1) independent zeros in the complex Z
plane. It is possible to normalize the element signals weights after
adaption by dividing each one by the value of one of them. In practical
terms it is impossible to do this without using hardware dividers in
addition to the hardware required to achieve the maximum signal/noise
ratio. If certain elements in the array are maintained with a fixed
gain the system becomes similar to the sidelobe canceller described
in chapter 3. It is possible to select several elements and combine
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them to form a directional array, while controlling the weights of the 
other elements with correlator feedback loops such as that shown in 
figure 5.7.
The system to be described here maintains the arrays capability 
to independently steered (N - 1) nulls in its far field polar response 
with (N - 1) control loops. The array is shown in figure 5.10. The 
gain of one element on the end of the array has simply been set at G, 
the gain in the control loops of the other elements.
CONJ.
LOW 
PASS 
FILTER (K)
CONJ
LOW
PASS . 
FILTER (K)
OUTPUT .
Figure 5.10 Automatic Null Steering Array
The adaptive array has been called an "automatic null steering 
array" because it does not produce a steady state solution which is 
that required for the maximum signal/noise condition. The steady 
state performance of the array can be derived using the theory 
developed for the circuit feedback adaptive array. Consider the 
elements to in figure 5.10. The signal weights can be expressed 
in the form
-(2,N) W (2,N) = -(2,N) ~ 5,2#
where M ^  jj) i-s the covariance matrix formed by the signals from the
second element to the element i.e. M. . = V.*V. (i 1 4 i)
ij i J
W(2 N) = column vector of the signal weights in elements 2 to N
and S*1 ' = modified steering vector (Element 2 to N) .
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The steering vector is modified because signal from the first 
element is also summed with the adaptively weighted signals from 
the other elements. The output signals is then used as an input 
to the correlators in each loop. The modified steering function 
is given by
and = G.
A general solution to equation 5.2.7 requires some involved matrix 
manipulation, and even then only particular solutions can be derived 
for given input conditions. A simple case is the three element array
again assumed to be real constants, C and the main beam is in the 
broadside position. A further simplification is obtained by letting 
C = 1. Assume that a single interference source is received at an 
angle (K, then the steady state weights are
- 5.2.6
where = c°lunn:1 vector of the element voltages. (Elements
>
2 to N) .
The signal weights of elements 2 to N are given by
5.2.7
discussed in section 3.4a. The steering functions S2* and S^* are
M l = G
W2 Pn
+ 1 - e ^  - GP e”^
P ^ P  1 + 2P; ) 
n n 1
n
- 5.2.8
W
3
where: P^ = interference signal power
P 1 = Receiver noise power + G ^equation 5.2.2) 
<j) = 2TTd/^  (sin 0^).
The broadside response is given by the sum of the weights
Ga (o ) = G + P^ 2 P 1
~  +  1 -  COS (J) - GP i e ' ^ d  + e"J>)
p 1 (P 1 + 2p. ) 
n n 1
pi n
- - - 5.2.9
and the response at the angle 0^ is
G. (0 .) = Ge"^ + 
A l
P 1(P 1 + 2Pi ) 
n n *
p 1
^  (1 t e * )
i
2GP1 e ~ ^
n
- - - 5.2.10
The cancellation ratio of the three element null steering array can 
be expressed in terms of equation 5.2.9 and equation 5.2.10. If it 
is assumed that the array is operating such that ^n<<G the
expression for the cancellation ratio simplifies to
Ga (°)
W
2 + Pj_G 4 - 2cos<f> - e ^ ( 1  + e
- 5.2.XI
(1 + b
Equation 5.2.11 indicates that the cancellation ratio is unity at 0^ = 0° 
and infinite at 0^ = ±90° (Assuming d = ^/2). The cancellation ratio,
IGA (©)IG^(0i>|2 is plotted as a function of 0^ in figure 5.11.
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Figure 5.11 Cancellation Ratio of a Simple Three Element
Sidelobe Canceller Against the Angle of Incidence
of the Interference Signals
The curve shown in figure 5.11 can be compared with that shown 
in figure 5.2b. The peak of the cancellation ratio occurs at ±90° 
in this array and at approximately ±41° in the case of the adaptive 
array. The peak level of the main beam response also occurs at ±90°. 
The level of the response is 3G, which is identical to that achieved 
by the simple adaptive array operating under identical conditions.
The cancellation curve shown in figure 5.11 has a peak value 
which coincides with the peak of a two element adaptive array. It 
was found by using the simulatipn programme that the peaks in cancel­
lation and array response of an N element null steering array 
coincided with the quiescent nulls in an (N - 1) element array. In
arrays with a larger number of elements (>10) the differences in 
the response of an N element array and a (N - 1) element array 
become less significant. The near-broadside performance of the array 
suffers slightly, (depending on the number of elements). If the 
loop gain is very high i.e. P^ ~ G 1 the adaptive array cancellation 
ratio is significantly higher than that achieved by the null steering 
array. This is because the terms in G introduced by the fixed weight 
in equations 5.2*9 and 5.2.10 are not cancelled completely. The 
residual term tends to soften and displace the null.
Operating with signal conditions used to derive equation 
5.2.11 there is very little difference in the performance of the 
null steering array and the adaptive array. This is illustrated 
in figure 5.12.
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Figure 5.12 Loop Gain Against Cancellation 15 Null Steering Array
■LIZ.
Comparing figure 5.12 with figure 5.3 it can be seen that there is 
very little difference in performance of the two fifteen element 
arrays. The cancellation in the case of the null steering array 
is approximately 0*5 dB less than that achieved by the adaptive 
array when the interference is received at an angle of incidence 
of 11°. As the gain is increased in figure 5.12 the difference 
in cancellation increases to 0*58 dB. At 40° the cancellation 
performance of the null steering array is 0*12 dB better than the 
adaptive array. The difference increases to 0*14 dB as the gain is 
increased. When operating both systems in the gain limited mode 
(i.e. loop gains between 10 dB and 50 dB: = 10 6W/mho) only
marginal differences in performance could be detected. The most 
significant differences in cancellation performance occurred 
when the interference angle of incidence coincided with a quiescent 
null in either the N element or (N - 1) element array.
When the loop gain was increased so that G 1 ~ the cancel­
lation performance of the adaptive array became significantly 
better than that achieved by the null steering array. The actual 
difference depends on several factors including:
1) The loop gain
2) The angle of incidence of the interference
3) The interference power
4) The number of elementsin the array.
A series of polar diagrams of a fifteen element null steering 
array are shown in figures 5.13a, 5.13b, 5.13c and 5.13d. Each 
polar diagram is a stage in the adaptive process. The series shows 
how the first sidelobe is initially suppressed and then replaced by 
two closely spaced nulls. The final polar diagram shows the steady 
state condition with a double zero null coincidental with the inter­
ference. Both the adaptive array and the null steering array tended 
to cancel interference by forming multiple zero-nulls when operating 
in a gain limited mode. The reason for this is that the terms in 
the approximate covariance matrix which are a function of the loop 
gain limits the accuracy to which the zeros can be placed oh the 
|Z[ = 1 axis. The subsequent null in the polar response is not deep 
enough to adequately cancel a large interference source. Therefore
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the processor forms another null at approximately the same angle, 
figures 5.13c and 5.13d. The input conditions in figure 5.13 have 
caused a double zero null to be formed. If the interference power 
is increased by approximately 15 dB a triple zero null is required 
to obtain adequate cancellation.
The tendency for the gain limited system to produce multiple 
zero nulls of limited accuracy is important when several interference 
sources are received. In the case of both forms of the fifteen 
element array, five interference sources were applied each of sufficient 
applitude to cause triple zero nulls to be formed. In both cases 
all fourteen zeros were involved in forming the five nulls. However 
no steady state condition could be obtained indicating that the 
processors could not achieve adequate cancellation. The same 
conditions were applied to the matrix inversion array. In this case 
five single zero nulls were formed in a time set by the convergence 
factor g.
Summary
The circuit feedback adaptive array has several advantages and 
several disadvantages over the matrix inversion technique.
The main advantages are in the comparatively low level of 
circuitry required to implement an array. However, it has been 
shown that in practical systems the loop gain will limit the perfor­
mance in terms of the steady state cancellation. The convergence 
properties are also difficult to control. The use of hard limiters 
can partially solve this problem although more complex AGC systems 
would furnish a better solution.
A circuit feedback adaptive array would be designed to give a 
maximum level of cancellation. This would be done by determining a 
practical level of loop gain, and then setting the limiters or the 
AGC amplifiers accordingly. The main beam is not robust and 
the array weights become excessively noisy if the interference is 
too near the main beam. Additional techniques to overcome this 
problem are discussed in chapter 8.
CHAPTER 6
TEMPORAL DIGITAL ADAPTIVE ARRAY SIMULATION PROGRAMME
6,1 The temporal digital adaptive array (TDAA)
The similarities between the aerial array and the temporal array 
were briefly discussed in section 2.4, In order to fully investigate 
the applications of the maximum signal/noise ratio adaptive algorithm 
a temporal array is investigated in this chapter.
A likely application for an adaptive filter is in a radar moving
. is . . . .
target indicator. Digital systems are usually designed for this
application in order to obtain flexibility and accuracy. The system 
simulated in this chapter therefore uses digital signal processing 
techniques. In order to further simplify the processing and obtain 
high speed a fixed point format is used. A block diagram of the ; 
simulated filter, which uses the adaptive loop discussed in section 
3.6, is shown in figure 6.1.
INPUT
At At
S*
AFL AFL AFL
AFL - ADAPTIVE FEEDBACK 
LOOP
OUTPUT
Figure 6.1 A temporal digital adaptive array (TDAA)
6.1a TDAA Simulation Programme
A listing of the TDAA simulation programme is given in appendix 
6. During the initial stages of a programme run the array and 
signal variables are read. The array variables are as follows;
1) The number of iterations, or samples before the filter
response is printed,
2) The filter constant,
3) The loop gain,
4) A pre-multiplying factor,
5) The number of bits used in processing.
The programme simulates a three stage adaptive filter. Thie 
sampling frequency is also internally set, requiring a software edit 
instruction to alter it.
The input signal variables are as follows;
1) The wanted signal level,
2) The wanted signal frequency (±Hz)
3) The frequency and power of three interference sources.
The signals are all assumed to be DC baseband ,
C.W. sampled at a fixed rate. The programme does not include
any form of pre-filter front-end such as the simple canceller discussed
in chapter 7.
The programme output is in two forms;
1) The complex signal weights are printed every five iterations,
2) An FFT-produced frequency output, derived from the last 128 
complex output samples of the filter before the total number 
of iterations is reached.
The first output can be used to calculate the filter frequency 
response as it adapts. The second output enables an estimate of the 
loop noise to be made after a preset number of iterations.
1ZU
6.2 TDAA Simulation Programme Results
6.2a The Pre-Multiplying factor and loop Parameters
During the initial operation of the programme it was found that
the convergence was very slow. The cause of this was found
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to be the truncation of numbers in the multipliers. Two multipliers 
are used in each loop. The output of an Mbit multiplier is 2M bits 
which is truncated in the programme to the most significant Mbits.
. . —M
This has the effect of scaling the output by approximately 2 ,
which when performed by each multiplier caused a significant loss of 
loop gain.
A simple solution to this problem was obtained by left binary 
shifting the numbers before they were multiplied. As a result the 
filter convergence became very much quicker, while still allowing 
the use of the type of practical multiplier discussed in chapter 7.
The level of pre-multiplication or binary shifting depended on the 
number of bits used. Values which gave reasonable results in practice 
are shown in table 6.1.
No Bits Pre-Multiplication Left Binary Shift (Bits)
4 to 6 2 1
7 - 1 0 4 2
11 - 16 8 3
Table 6.1 Variation of Pre-Multiplication factor with the 
Number of Processor Bits
Suitable values for the loop parameters were discovered empirically. 
It was found in the digital systems investigated (4 to 16 bit ! 
processing) that filter constants in the range of 50 to 2000, and loop 
gains in the range -3 to -10 chosen in the correct combination enabled 
the filter to converge in a reasonable number of samples. To avoid the 
use of extra multipliers the filter constant was defined by
N
K = ( 2 —1) - 6.2.1
in the range 63 to 1023, and the loop gain is given by 
G = -(2N)  6.2.2
in the range -2 to — 16* This choice of values enabled the loop 
parameters to be selected by left or right binary shifts.
6.2b Variations in performance with Quantization Level
The variation in performance of the TDAA with the number of bits 
used in processing was investigated with the simulation programme.
Five quantization levels were chosen. Twenty-five simulation runs 
were done for each level varying the signal and interference frequencies, 
while maintaining the loop parameters and input signal powers constant. 
The results are shown in table 6.2.
Frequency Range 150 Hz - 6*35 kHz PRF = 12*7 kHz
Quantization (Bits) 8 10 12 16 Loop Parameters
Max. Cancellation (dB) 
Min. Cancellation (dB) 
Average Cancellation (dB) 
Max. Sidelobe level (dB) 
Ave. Sidelobe level (dB)
18*42 
14-52 
16*41 
+ 1*68 
-13*13
27*74
24-31
25*29
-12*05
-24*72
32*21
26*27
29*64
-24*92
-28*93
34-34
27-11
31*26
-25*62
29*67
36*61
28*96
34*49
■28*10
■31*35
G = -8
. K = 511
Pre-Mult gain 
table 6*1 
Int Amplitude 
= 2-0V 
Sig Amplitude 
= 0 *05V
Table 6.2 Variation of Performance with Quantization Level
The results shown in table 6.2 indicate that in terms of average 
parameters the use of more than 10 bits is rapidly beginning to 
yield greatly diminishing returns for the added complexity. The 
cancellation ratio is limited by the low loop gain rather than the 
quantization noise. This effect was discussed in chapter 5. The 
facility to switch off one adaptive loop, that is to maintain a 
constant weight in one signal arm,was not included in this programme. 
The operation of the filter in this mode is discussed in chapter 7.
The performance can be improved by resorting to floating point 
arithmetic. However the main advantage of using large numbers of 
bits in a fixed point system is the lower levels of output quantization 
noise that can be achieved.
6.2c A Single Interference Source
The noise performance of the TDAA can be appreciated if a single 
interference source is applied to the input. The variation of output 
noise levels with the number of processor bits is illustrated in 
figure 6.2. The graphs shown in figure 6.2 have been derived from 
the FFT output of the programme. The FFT is very coarse (128 points) 
and produces its own sidelobe structure. However it is evident from 
these curves that there is a significant difference between the noise 
output of the 8 bit TDAA and that of the 16 bit TDAA.
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Figure 6.2 Effect of varying the Number of Processings Bits
Other factors also affect the level of noise in the output signal. 
These include the loop parameters and the signal amplitude and frequency. 
For example, moderate signal levels at the TDAA centre frequency will 
cause the output noise to increase to a level where the loop is effectively 
oscillating. In the 8 bit system with G = -8 and k = 1023 the input 
signal at the filter centre frequency cannot exceed a peak to peak 
value of ± 24 of the available ± 128 quantized levels without causing 
this condition.
The variation of output noise with loop parameters was investigated 
with the programme. The filter constant was varied between 63 and 
1023 in the increments allowed by equation 6.2.1. When the filter 
constant is small the loop convergence is rapid, but the output noise 
is large and the TDAA becomes very sensitive to input signal levels. 
Excessive signal amplitude or very rapid rates of change of frequency 
would cause the loop to "ring", that is the weights would overshoot 
their correct value for a number of samples as in a servo system with 
very little damping. In some situations the TDAA would oscillate.
The output spectra of a TDAA with filter constants of 255 and 1023 
are shown in figure 6*3.
OdB.t
3 STAGE ADAPTIVE FILTER (ONE INTERFERENCE SOURCE) 
OUTPUT FROM A F.F.T.
I nterference \ F il t e r  K = 255
S ig n a l
— 4----- 1----- 4-----4-
800 1000 1200 1400
Frequency Hz .
-I----- f_
1600 1800
— I- - - - - 1-- — 4
2000 2200 2400
Figure 6.3
In figure 6.3 both curves are derived from systems having identical 
input conditions. The system with the larger filter constant has a 
lower mean sidelobe level in the frequency domain. At the stage of 
adaption when these spectra were produced the loop noise effects have 
caused the lower time constant system to lose 2 dB of interference 
cancellation. A similar effect is noticed when the loop gain is changed,
figure 6.4
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Figure 6.4 Effect of Varying the Loop Gain
The system with the lower gain has better output frequency sidelobe 
levels. In this case the extra loop noise in the high gain system has 
caused the interference rejection to be degraded by 2*5 dB when compared 
with the lower gain system.
An important factor in this form of TDAA is the signal to 
interference resolution. To measure the resolution an eight bit 
processor with G = -8 and k = 1023 was simulated. An interference 
signal whose peak value was set at half the available quantization 
levels, was used as a probe. It was found that the proximity of the 
interference frequency to the TDAA centre frequency, measured as the
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point at which oscillation just began to occur, was primarily a function 
of the PRF. The actual centre frequency had only a small secondary 
influence. As a result of the TDAA simulation a general resolution 
"rule of thumb" was derived. That is the separation between the 
interference and the signal should be more than 5% of the PRF for the 
input conditions given above. If the difference in frequency was less 
than this value very little cancellation was obtained and the TDAA 
became extremely sensitive to input signal levels.
6.2d Variations in Cancellation with time
By observing the output from the TDAA simulation program it was 
noticed that the interference signal cancellation varied with time and 
never actually reached a true steady state condition. The zero in 
the TDAA frequency response which approximately coincided with the 
interference signal frequency oscillated slowly about a mean position. 
The reason for this is that the quantized system cannot position the 
frequency response zero with sufficient accuracy. The adaptive system 
attempts to achieve the maximum cancellation resulting in the 
frequency response null "hunting" about the ideal position. This effect 
is illustrated in figure 6.5.
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Figure 6.5 Zero Hunting in An Eight Bit TDAA
The time constant of this hunting effect was found to be similar 
to the initial adaption time constant of the TDAA.
6.2e Multiple Interference Sources
The number of independent zeros available for the formation of 
nulls in the frequency response of an N element TDAA is usually (N-l), 
an identical result to that of an N element aerial array. The three 
loop simulation model therefore normally has 2 independent zeros.
If the two interference sources are separated in frequency by more 
than the -3dB width of the passband two independent nulls are formed. 
The rate at which the nulls are formed depends on their respective 
interfering signal amplitudes. The frequency response of the TDAA 
when two interference sources are applied is shown in figure 6.6.
3 STAGE ADAPTIVE FILTER (TWO INTERFERENCE SOURCES)
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Figure 6.6
The frequency response is shown after two periods of adaption 
in figure 6.6. When the TDAA has been allowed to adapt for 200 iter­
ations a deep null has been formed at the larger interference signal 
frequency (100 Hz) whereas there is only a slight minimum in the 
response at the frequency of the smaller source (-600 Hz). After a 
further 2300 iterations two definite nulls have formed in the frequency 
response curve. The null which coincides with the larger interference 
signal frequency is not as deep after 2500 iterations. The reason for 
this is the quantization accuracy described in section 6.2d. After 
a further 100 iterations the null is of a similar depth to its depth 
after 200 iterations.
If the two interference sources are brought closer together in frequency 
two distinct nulls are formed until their frequency separation becomes 
less than approximately a third of the -3dB width of the passband.
When this point is reached the maximum response between nulls is 
approximately -29dB, which is almost the maximum cancellation obtained 
during simulation. The TDAA therefore, does not move the nulls any closer 
in frequency even if the difference in interference frequencies is made 
smaller. (Note: the frequency responses shown in the figures are derived 
as if the signals were multiplied by the weights in an analogue multiplier.
In the actual TDAA this multiplier is a digital device with all the 
associated truncation errors. Therefore the depths of the nulls in the - 
figures are slightly different to those in the actual digital system.)
When the interference sources as separated by very small differences 
in frequency a single null is formed between them. During simulation 
the TDAA could not be forced to produce nulls formed by coincident zeros.
The frequency response of the system when two interference sources are 
applied with a small difference in frequency is shown in figure 6.7.
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Figure 6.7 Three Element TDAA Frequency Response (Two Similar 
Interference Sources)
If the number of significant interference sources is increased to 
three or more the TDAA reacts in three ways.
1) If the interferences sources are close in frequency a single
null is placed at some mean frequency between them.
2) If the frequency separation is slightly greater (approximately
one third of the -3dB width of the passband) two nulls are 
formed closely spaced in frequency and with a low average 
response between them.
3) If the interference signals are separated or spread over a
large frequency range the TDAA either ignores some of them 
if their amplitudes are small, or because it cannot cancel 
all of the signals it becomes unstable and oscillates.
The frequency response of the TDAA is shown in figure 6.8 when three 
interference signals are applied.
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Figure 6.8 Three Element TDAA Frequency Response (Three 
Interference Sources)
The three interference sources in figure 6.8 are relatively closely- 
spaced in the frequency domain and the TDAA has used the second of the 
three solutions listed above to cancel the interference.
6.3 Summary
The work with the TDAA simulation programme has demonstrated that 
good cancellation can be obtained with a fixed point digital system. 
The system parameters which were found empirically and have been used 
to design a hardware TDAA are as follows:
1) Eight bit Processing;
2) Loop gain of -4 or -8;
3) Pre multiplier gain 4;
4) Filter constant, K = 511 or 1023.
In an operational system for use in an MTI radar ten bit processing 
would be more desirable because of the added dynamic range, the increased 
cancellation and the lower output noise.
The cancellation of the TDAA simulated in this study has been limited 
by the relatively low loop gain of the system. Therefore as a result, 
one loop within the system could possibly be removed and a fixed signal 
weight used instead without degrading the performance, (Chapter 5). The 
tendency for the loop noise to cause the system to become unstable under 
certain input conditions can probably be solved by the use of limiting 
devices in the conjugate signal arm of each loop, figure 3.4. Some of 
these techniques are discussed in Chapter 7.
CHAPTER 7
A DIGITAL TEMPORAL FILTER
7.1 Introduction
The results obtained with the temporal digital adaptive array 
(TDAA) simulation programme demonstrated that reasonable performance 
could be achieved with a "fixed point" digital processor. In order 
to define a specification the filter was considered for use in a radar 
moving target indicator MTI, and therefore in addition to the adaptive 
processing a single delay canceller was included as a "front end".
The reason for this is to reduce the dynamic range of D.C. signals 
produced by reflections from stationary targets illuminated by the 
radar. These interference sources are known to exist and there would 
be little point in adaptively cancelling them. Hence the inclusion of 
a relatively simple front end canceller, releases one adaptively 
adjustable zero to pursue another unknown interference source.
7.2 Specification
In chapter 6 it was shown that the cancellation and sidelobe 
levels improve as the number of bits used in processing increases.
In designing a three element TDAA four factors have to be considered.
1) Complexity
2) Cost
3) Speed
4) Flexibility
System complexity was an important consideration bearing in mind 
the limited effort available, and the cost had to be kept at a minimum 
as the system was only experimental. Relatively high speed in signal 
processing when weighed against the first two considerations was 
essential for real time operation. It was also desirable to have a 
flexible system where adaptive loops could be switched in or out of 
the TDAA and loop parameters could be easily changed. In addition 
the facility to substitute the delay lines for say sonar receiving
elements was also an attractive possibility.
The adaptive process is basically multiplicative and during each 
iteration each loop has to complete eight scalar multiplications i.e. 
two set*of complex multiplications. This factor and the cost consider 
ation ruled out using any of the micro-processors available at the 
time. A multiplier design was available which operated on eight bit 
twofs complement numbers in approximately 100 nS. Therefore in view 
of this and in the light of results obtained from the simulation model 
it was decided that a two's complement 8 bit processor would be 
constructed. The final specification is given in table 7.1. To 
maintain system flexibility the TDAA and canceller were designed and 
constructed as a set of circuit modules each on a separate circuit 
board.
No. Adaptive loops Three (Max) plus a single delay canceller
PRF 200 kHz
Processing Eight bit, two's complement complex number
Loop gain Variable -1 to -32 (Binary Increments)
Pre-multiplier gain Variable 1 to 32 (Binary Increments)
Filter Constant 63 to 1023 (2M-1)
Input I, inphase and Q Quadrature analogue (±10V)
Output Analogue (±10V) I and Q digital
T . S<\Logic TTL
Supply +5V@15A. ±15V@250mA
Table 7.1 Final Specification
7.3 Circuit Modules
There are seven different modules in the complete filter each 
constructed on "VERO" edge connected DIL board.
1) Analogue to digital converter (1 OFF)
2) Single delay canceller (1 OFF)
3) Delay Unit (1 OFF)
4) Complex two's complement multipliers (3 OFF)
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5) First order digital filter (6 OFF)
6) Output Summing and D-A converter unit (1 OFF)
7) Timing Unit (1 OFF)
A block diagram of the system is shown in figure 7.1. In addition 
to these seven units an input unit is also required to control the 
filter.
7.3a Analogue to Digital Converter (Figure 7.2)
The filter was designed to receive two analogue signals representing 
the I (in-phase) and the Q (quadrature) video outputs from a radar.
\|P o— — 1» ADC 540-8
Hybrid
Systems
Sampled 
and Hold
Hold
Two required for I&Q. Convert
Figure 7.2 Analogue to Digital Converter (I channel only)
The two analogue channels are converted to eight bit offset 
binary numbers at a rate controlled by external timing pulses via 
the timing board. The conversion time is approximately 2*5yS.
7.3b Single Delay Canceller (Figure 7.3)
This module accepts the offset binary coded signals from the 
A-D converter unit and changes them to a two’s complement form.
CLK.
MSB
MSB
Output to 
Delay Unit
Input
CLR.
Two Required
CO
co
00
CM
co
Figure 7.3 Single Delay Canceller
r -  . .
The two’s complement numbers are inverted and fed to an adding 
circuit. The previous input signal, which has been stored for one 
pulse interval is also fed to the adder, the output of which forms 
the modules output. The offset binary is converted to two’s complement 
form on this circuit board because sixteen inverters are required for 
the implementation of the canceller, and two for the converter which 
is a fully utilised set of three Hex inverters.
7.3c Delay Unit (Figure 7.4)
The delay registers in this module form the tapped delay line 
which feeds the adaptive loops. There are two reasons for them being 
on a separate card, .
1) The delay unit can be exchanged for another card designed to 
buffer the input from a sonar array without altering the other circuits.
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2) There are not enough edge connections on the multiplier 
boards for an added complex output.
CLK.
CLR.
MSB. Two Required
Mult.1 Mult.2
: MSB
co
C\|CM
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Figure 7.4 Delay Unit
The circuit itself requires no explanations.
7.3d Complex Two’s Complement Multiplier (Figures 7.5)
This unit is based upon an 8 bit two’s complement multiplier 
designed in the Department of Electronic and Electrical Engineering,
• . „ CO
University of Surrey.
For each adaptive loop one multiplier is used to do both complex 
multiplications, that is eight scalar multiplications per pulse 
repetition interval (PRI). The input of the multiplier is buffered 
via a set of 4 to 1 line multiplexers. The output is fed to a 
recursive adder which incorporates a true/complement and a positive/ 
negative selector to handle the complex arithmetic j2 terms.
If an overflow occurs, the adder logic is arranged to limit the 
output to the maximum positive or negative value depending on the 
sign of the overflowed number. This prevents information including 
the sign, being wholly lost in the event of an overflow.
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Once formed,the outputs are stored in either the real or imaginary 
output registers. The contents of these registers are routed to the 
filters or the output unit depending on the time in the cycle. The 
selection and generation of the appropriate codes is done by the timing 
unit from an external master clock.
7.3e First Order, Digital Filter
The design of this unit has been published by the author and a 
reprint is included in Appendix 7•
7.3f Output Summing and D/A Converter (Figure 7.6)
The final outputs during the adaptive cycle of the three multiplier 
units are routed to this module. The complex numbers are added in two 
sets of full adders. The resultant output is fed back to the adaptive 
loops and is also D/A converted to form an analogue output. The 
analogue output is filtered to decrease sampling frequency harmonics.
7.3g Timing Board (Figure 1.1)
The timing sequence is initialised by an externally generated 
pulse (positive going edge). The selection codes for the multiplier 
units and the clocking and conversion pulses are generated at 500 nS 
intervals. Nine 500 nS periods are required to complete a cycle, 
therefore the PRF is limited to 222 kHz. A full timing diagram is 
included in figure 7.7. The timing intervals could be reduced to 
approximately 230 nS if the processor was operated at full speed, 
increasing the maximum PRF to 500 kHz.
7.3h Control Unit
The control unit houses the input/output terminals and control 
switches. The TDAA can be stopped and started from this unit with or 
without clearing the filters, and the steering vectors can be loaded
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via switches. Several monitoring facilities have also been included.
7:3i Test Signals
The test signals were required to have in phase and quadrature 
components. In order to generate the required signals over a wide 
band three sources were used.
1) A commercial VLF in phase and quadrature oscillator was used 
for the frequency range 0*1.Hz to 250 Hz.
2) A Wien bridge phase shift circuit was used to generate in
phase and quadrature signals from commercial oscillators in the
61
frequency range 200 Hz to 8 kHz.
3) Two mixers were fed from a high frequency in phase and 
quadrature oscillator and a signal oscillator. The difference frequency 
in each mixer was selected with a simple filter. The frequency range 
was 6 kHz to 100 kHz.
The second method of generating the test signals was the most 
widely used because more than one signal could be operated upon, 
hence producing multiple frequency in phase and quadrature test signals. 
In addition by interchanging the in phase and quadrature channels, 
signals with "negative" frequencies could be generated. The unit 
developed for the. mid band 200 Hz to 8 kHz region will accept three 
inputs and produce in phase and quadrature channels to an accuracy of 
± 5° over the band.
The output of the TDAA was recorded on a x - y graph plotter at 
low frequencies (i.e. band 1) and on an oscilloscope, audio amplifier 
and speaker and a spectrum analyser at mid frequencies. At high 
frequencies only the spectrum analyser was used.
7.4 TDAA Results
7.4a A Single Interference Source
In order to observe the convergence properties of the TDAA the 
VLF band was usedj the output being plotted on the x - y plotter.
The first result plotted was of the cancellation of a single 
interference source at 5 Hz. The sampling frequency (PRF) was 35 Hz 
and the steering function was set to give a filter centre frequency at 
approximately 15 Hz. The output waveform is shown in figure 7.8.
Figure 7.8 Output from the Three Stage Adaptive Filter
The adaptive filter takes approximately 400 iterations to converge 
with these input signal conditions. The signal level shown immediately 
before the filter is allowed to adapt is that due to the quiescent 
response. The output signal shown in figure 7.8 after the loop has 
converged varies in amplitude by approximately 2 dB. This confirms the
F i l t e r K = 1023 
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S i g n a l Fr e q u e n c y  = 5 Hz 
Sa m p l e  PRF = 35 Hz 
Ca n c e l l a t i o n  = 27 dB approx. 
St e e r i n g  W e i g h t s :
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1) -35 + jl7
2) 25 - j7
3) 17 - j 35Sta r t  Ad a p t io n
simulation programme result that the stopband null slowly oscillates 
about a mean position because of the quantization errors. The period 
of the oscillation in this case is slightly greater than the initial 
convergence time.
The second example of a single interference source is shown in 
figure 7.9.
3 STAGE ADAPTIVE FILTER
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Figure 7.9 Output from the Three Stage Adaptive Filter
The frequency of the’ interference source is 40 Hz and the PRF is 
500 Hz. The steered centre frequency of the filter is approximately 
170 Hz. The amplitude of the input signal is 8 dB less than that used 
in figure 7.8. The loop parameters are unchanged but the loop 
convergence has increased from 400 to 1500 iterations, demonstrating 
the influence of the input conditions on the convergence properties 
of the system. The cancellation has also been reduced because of the 
decrease in input signal level. The maximum cancellation achieved was 
17 dB, compared with 27 dB for the first input signal level.
The input signal was interrupted for 150 iterations in figure 
7.9. During that time the adaptive signal weights tended to return 
to their quiescent values. When the signal was restored the filter 
required approximately 1000 iterations to return to its original state. 
The single interference source was used to investigate the TDAA 
performance as its frequency and amplitude are varied.
The centre frequency was set at 700 Hz with a PRF of 1*5 kHz.
The results are shown in figure 7*10. The ideal quiescent response 
of the filter has also been plotted in this diagram. Three levels of 
interference have been used to produce the curves of interference 
cancellation against frequency, also a response curve has been plotted 
in which the magnitude of the steering function was doubled.
The curves shown in figure 7.10 demonstrate that
1) The cancellation is a maximum when the interference 
frequency coincides with a null in the quiescent response.
2) At frequencies far removed from the filter centre frequency 
,the cancellation is a function of the input signal level.
3) The cancellation is a function of the interference frequency.
4) At frequencies close to the centre frequency the TDAA 
becomes unstable. The frequency at which it becomes unstable is a 
function of the signal amplitude.
5) The magnitude of the steering function does not alter the 
maximum cancellation. However, the larger the steering function the 
earlier the onset of instability.
Curve D in figure 7.10 was produced by using a signal with low 
amplitude which did not produce instability. In this case it can be 
seen that the adaptive processor has produced a 5 dB null at its centre 
frequency demonstrating that before instability occurs the pass band is 
not robust.
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The TDAA loop gain is determined by the gain G, the signal 
frequency and its amplitude. As the loop gain is increased by either 
increasing the gain G, the signal amplitude, or by making the signal 
frequency closer to the centre frequency of the TDAA the likelihood 
of overflows occuring in the systems registers increases. An overflow 
causes a loss of information which in turn causes the output level to 
rise because of imperfect cancellation. The increased output level then 
causes the filter control loops to react strongly with very little 
damping. Hence oscillatory operation increases rapidly resulting in 
instability. The onset of instability in this simple fixed point 
digital system is primarily caused by registers overflowing and "round 
off" errors. These effects are the source of high levels of processor 
noise. In an analogue system the loop noise effects are caused by the 
processor attempting to follow the random flunctuations in the input 
signal. In the digital processor the limitations of the hardware 
introduce extra random variations in the input signal which at high 
loop gains are tracked by the processor resulting in oscillatory 
behaviour.
The increase in amplitude of the steering function in figure 7.10, 
curve C causes the TDAA to become unstable earlier than in curve A.
This is because the steering function was a direct relationship on 
the amplitude of the signals in the loop, and increasing this function 
limits the dynamic range of the processor. A similar effect occurs 
when the system gain', G is increased. The curves shown in figure 
7.11 are loci of the onset of instability plotted against frequency. 
When the gain is increased the input voltage levels have to be reduced 
to avoid instability. Therefore.increasing the loop gain limits the 
input dynamic range. If the filter constant is reduced the input 
levels have to again be reduced. In curves B and C in figure 7.11 the 
ratio k /g is the same, however the TDAA with the lower time constant 
filter performs better (curve C) in terms of loop noise and instability 
than that with the higher gain factor G, (curve B).
7.4b Multiple Interference Sources
The experiments with multiple interference sources were performed 
using a 24 kHz prf. The results were displayed on a spectrum analyser 
which had a 200 Hz lower limit to its frequency response.
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The first experiment was done with two CW signals one of which 
was considered interference and the other wanted signal. The results 
are shown in figure 7.12 as a simplified version of the spectrum 
analyser display.
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Figure 7.12 Spectrum Analyser Display (Signal and Interference)
The 0 dB datum is taken as the quantization noise power that is 
produced by simply digitizing a signal. The adaptive processing 
produces additional noise due to round off errors and variations in 
loop gain.
In figure 7.12 the interference signal at 3 kHz has been attenuated 
by approximately 25 dB, with the signal source at 7 kHz on. It is 
shown in appendix 3 that in aerial arrays the reception of wanted 
signal degrades the rejection of unwanted signals and the same is true 
of a system operating in the temporal domain. When the signal is 
switched off the cancellation increases by 2 dB and the systenik output 
noise reduces by almost 1 dB. The reduction in output noise is due to 
the reduction in input levels that occurs when the signal is removed.
The interference signal in this experiment was actually at -3 kHz 
compared with the signal at +7 kHz, therefore the interference was not 
in the passband. The quiescent response at -3 kHz is approximately
-17 dB. If the phase rotation is inverted the interference is now in 
the passband (the quiescent response is approximately -2.5 dB) and 
the cancellation is reduced by 3 dB to 22 dB. The null in the pass 
band reduces the response at the centre frequency by 2*5 dB, and the 
output noise has increased by 2 dB compared with the case when the 
interference was at -3 kHz. Turning the wanted signal off has a 
similar effect at either frequency.
The increase in output noise as the interference level is 
increased is shown in figure 7.13.
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Figure 7.13 Output Noise Against Interference Signal Level
The output noise rises steadily until the input level begins to 
cause overflows and a high loop gain. When the interference voltage 
reaches 7*8V the TDAA becomes unstable and the output is saturated by 
the system oscillating. At -3 kHz this occurs at an interference input 
level of 8*6V.
The TDAA was supplied with two interference signal sources at 
-3 kHz and -11 kHz (PRF = 24 kHz) and the passband centre frequency 
was set to +7 kHz. The output spectrum is shown in figure 7.14.
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Figure 7.14 Spectrum Analyser Display: Two Interference
Sources and the Filter Response.
The two interference sources have been cancelled by 20 dB.
The frequency response of the TDAA has also been plotted with the aid 
of a small probe signal. The two nulls in the frequency response 
have been placed at the frequencies of the two interference sources.
If another interference source is introduced at say -7 kHz the TDAA is 
unstable until the amplitude of this source is reduced to less than 
l»2Vpp. At this value the response of the filter is sufficient to 
adequately cancel it without requiring an additional zero. The TDAA 
therefore places two discrete nulls in order to cancel two interference 
signals. If any additional signals occur the system relies on a low 
residual response to effect adequate cancellation. If the signal 
amplitude is too great the TDAA becomes unstable.
Interference that is distributed over a band was simulated by 
placing three interference sources close together in frequency. In 
this case the TDAA used both its independent zeros to cancel the 
interference by closely spacing them in frequency. Attempts were made 
to produce a coincident zero null, however the interference signal ampl 
tude had to be increased beyond the level which caused the system to 
become unstable. Two nulls could be produced with a minimum spacing 
of approximately a 10% of the PRF depending on their location in the 
band. Attempts to reduce this Spacing only resulted in instability!
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7.4c Extending the Passband of TDAA
The TDAA passband,when the steering function has been chosen to 
have equal amplitude and maximum response at a given frequency, is not 
generally suitable for MTl applications. The passband become 
narrower when more elements are added, which coulkd result in targets 
at velocities which produce doppler frequencies outside the band 
going undetected. A simple solution to this problem is to choose a 
steering function which has a reasonably flat response over the band 
defined by the PRF (± 5 PRF). The simplest form of steering function 
is given in equation 7.4.1.
S*
0*0 + jA 
A + jO-O
0*0 + jA
- - - 7.4.1
The quiescent response of the TDAA has maxima at DC and ± £PRF;
The loss of response at DC is -2*553 dB when compared with the DC 
response of the function S_* = A. The minima are at -6*989 dB when 
compared with the maxima.
The steering function defined in equation 7.4.1 with A set at 
32 quantized levels was applied to the TDAA. An interference signal 
(4Vpp) was used to determine the performance of the system. The 
results are plotted in figure 7.15. The maximum cancellation obtained 
was approximately 23 dB. The maximum obtained with the narrow band 
system (figure 7.10) was 25.5 dB. The cancellation reduces rapidly 
as the interference frequency approaches ± \ PRF or DC and then the 
TDAA becomes unstable. The frequency response of the TDAA is plotted 
in figure 7.15 when the interference signal frequency is 300 Hz. The 
quiescent response is also shown. The adaptive processor has produced 
a -21 dB null at the interference frequency and increased the maximum 
response to -1*25 dB at 250 Hz. The flat response has not been 
maintained, however the TDAA has only three elements. A greater number 
of elements and more complex steering functions could be used to reduce 
this effect.
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7.4d The TDAA With One Constant Signal Weight
The TDAA can be operated with the first signal weight, W^, held 
constant at the appropriate steering function value. The experiments 
reported in the previous sections were repeated with the TDAA in this 
mode of operation. In all experiments the performance was identical^ 
with only minor differences in cancellation near the centre of the pass 
band. The maximum difference in cancellation performance between the 
two systems was approximately ldB. The similarity in performance is 
because the TDAA is operating in the gain limited mode described in 
chapter 5. Changing the gain level to the maximum value of -16 times 
did not change the cancellation performance of either system significantly
The most significant change in characteristics was that the TDAA 
with a constant weight was less likely to become unstable than the 
fully adaptive system. The input voltages shown in the stability loci 
of figure 7.11 can be increased by approximately 2*0V in order to 
produce similar levels of output noise. The reason for this is that 
maintaining one weight constant eliminates some of the processor noise. 
This noise can cause errors in the weighting function, hence increasing 
the output which then leads to the early onset of instability.
7.5 Summary
A digital adaptive filter has been constructed, tested and shown 
to be capable of adaptive interference cancellation in the temporal 
domain. The fixed point 8 bit two’s complement arithmetic has proved 
to be a severe limitation in terms of performance, although offering
other advantages in terms of speed and simplicity. The maximum
cancellation obtained is approximately 30 dB with convergence times 
ranging between 50 and 5000 samples of the input data. Large signals 
at frequencies which coincide with quiescent nulls could be cancelled
in 50 to 200 samples whereas small signals (~lVpp) near the centre of
the passband required between 1000 and 5000 samples. Signals with 
values less than 0*4pp were not responded to, and this value represents 
the upper limit of what can be regarded as "wanted signal"..
The problem of instability due to large signals producing register 
overflows under high loop gain conditions is also a significant 
disadvantage. This problem could be overcome to some extent by 
including overflow detectors on all registers which could take 
corrective action. However this technique would probably be as 
expensive as a floating point system which would eliminate this problem 
automatically.
The technique of choosing a steering function to give an almost 
flat response over the band shows promise for MTI systems. The 
residual DC response would be reduced with conventional cancellers.
The canceller on the TDAA was not used in the reported experiments.
No problems were found when it was used, and its inclusion is analogous 
to the inclusion of element factor in receiving arrays.
This work has shown that the TDAA operating in the gain limited 
mode has a similar performance if one element weight is fixed. The 
obvious advantage in such a system is the saving in the cost of one 
processor loop. Another advantage, especially in a digital system is 
the reduction in loop noise and increased large signal stability.
CHAPTER 8
ADAPTIVE PROCESSING - APPLICATIONS AND FUTURE RESEARCH
In the previous chapters the maximum signal/noise ratio algorithm 
has been introduced, studied and implemented in a simple digital filter. 
Two major problems exist in this form of array processor. The first is
the lack of main beam robustness and the second is the unconstrained
signal weights in the matrix inversion adaptive array. In addition 
many problems exist in the practical implementation of both the matrix 
inversion and the circuit feedback adaptive arrays.
In this chapter some of these problems are discussed and likely 
solutions are considered. Also some of the problems yet to be 
solved are outlined.
8.1 Practical Adaptive Array Technology
The matrix inversion array is easier to control than the circuit 
feedback technique. The convergence is independent of the input 
signal parameters and it is, at least in theory, possible to operate on
the terms in the inverse covariance matrix in order to constrain the
main beam.
The bandwidths and pulse repetition intervals of signals derived
for MTI processing are usually easy to accommodate in a digital system.
It is therefore possible to construct a matrix inversion adaptive filter
using a dedicated floating point digital processor. It is generally
desirable to adapt in several range bands or gates. For example a
particular system may require adaption over four range intervals, i.e.
short range, two medium ranges and long range. Therefore four sets of
signals would require processing in one pulse repetition interval (PRI).
Naturally it would be desirable for one processor to operate in a
multiplexed mode on every range interval. Consider a signal sampled
37
at 2 kHz (a reasonable MTI PRF) which has been gated into four range 
intervals. The processor needs to complete the processing on each set 
of signals in 10 3/(2 x 4) = 125 yS. If the adaptive filter has four
elements (i.e. three delay lines) the processor has to perform 
approximately 70 complex multiplications, 52 complex additions 
and one inversion in 125 yS to produce each set of weights, assuming 
the inversion algorithm is that described by equation 3.5.1. If it is 
further assumed that 10 bit floating point accuracy is required then 
even at relatively low PRF*s the system needs a high speed processor.
In sonar applications the signal bandwidths are again generally 
compatible with digital signal processing techniques, although the 
number of elements will be greater. The degree of extra control 
gained by using the matrix inversion technique could make the additional 
complexity worthwhile.
Major problems arise when the matrix inversion technique is applied 
to H.F. and radar systems. Bandwidths are measured in MHz and problems 
arise in digitizing the signals as well as those associated with the 
processing. In a radar system it is possible to calculate ‘the adaptive 
weights at video frequencies as the data to be extracted (interference 
direction) has a very low rate of change. A schematic diagram of a 
matrix inversion adaptive array operating on the video signals is shown
in figure 8.1
RF (f )
RF
f +7T / 2
CM CM
'Mixer and 
LP filter
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complex matrix inversion 
computer output = W
output (RF)
Figure 8.1. A Matrix Inversion Adaptive Array
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The amount of equipment required is very high. In addition to 
a high speed digital adaptive computer, two mixers, two A/D converters 
and a complex modulator are required by each element. The accuracy of 
the components is important.. The mixers and the RF lines have to be 
very closely matched as the interference rejection performance of the 
array is very sensitive to phase errors. Simulation results indicate 
that the phase shifts from the mixers to the final slimming network should 
be matched to within 0*001 X in order to achieve the noise limited per­
formance discussed in chapter 4. In the system shown in figure 8.1 the 
internal noise will probably be limited by the quantization noise. The 
maximum cancellation will be a function of the number of binary bits 
used to represent the input signals. This effect was discussed in 
chapter 6.
A digital version of the circuit feedback adaptive filter was dis­
cussed in detail in chapters 6 and 7. A time sampled circuit feedback 
adaptive system for use in an RF receiving array can be implemented in 
an analogue form. A schematic diagram of a sampled analogue system is 
shown in figure 8.2.
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Figure 8.2 An Analogue Circuit Feedback Adaptive Array
The time sampled adaptive array is necessary when the aerial is 
to be used to alternately transmit and received pulsed data. The 
circuit shown in figure 8.2 uses conventional mixers which operate 
continuously. The filters are discrete devices which operate on 
analogue signals. The signal weights are updated by triggering the 
filter delay elements. The triggering can either be at the systems 
PRF, or if different adaption is required for different ranges, storage 
elements can be switched in and updated by a more complex range gating, 
device. The storage elements could be either sample and hold amplifiers 
if the PRI is short or charge coupled delay lines for longer PRI's.
In the circuit shown in figure 8.2 the correlator is formed by two mixers 
and a tt/2 phase shifter. This enables the weights to be produced at a 
DC baseband in terms of the real and imaginary parts. The two components 
are filtered, amplified and applied to the complex modulator. Several
types of complex modulation have been developed suitable for operation
. 6Z .
at microwave frequencies. The method of calculating the signal weights
at the DC baseband is similar to the principle of the matrix inversion 
technique shown in figure 8.1. However the circuit feed back technique 
does not require complex signal processing hardware, although the amount 
of equipment required is still very high.
The mixers and RF path lengths have to be matched very closely.
When signals with a significant bandwidth are to be cancelled dispersive 
effects in the feed networks have to be considered.
8.2 Adaptive Array Constraints
Practical forms of adaptive arrays have been briefly reviewed.
The problems of unconstrained weights and the lack of main beam robust­
ness still remain in the systems described. In order to control the 
main beam response and gain it is necessary to control both the maximum 
and minimum values of the signal weights. In the circuit feedback method 
the maximum response of the array is limited by the loop gain. The max­
imum response of the matrix inversion adaptive array is limited by the 
receivers noise performance, and very large responses can occur. A 
method of constraining the response of the matrix inversion adaptive
array has been suggested where additional noise is introduced to each 
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element. The additional noise is then subtracted at the output.
This method suffers from two disadvantages
1) The noise is difficult to remove completely from 
the output.
2) The maximum cancellation decreases as the effective 
random noise increases.
This method can be improved and the first disadvantage overcome 
by adding a small real DC term to one of the covariance matrix diagonal terms 
instead of the noise. (Not to the signal received by an element of the 
array.) The DC term can be added to any element of the covariance 
matrix.
The small DC term will increase the value of the determinant of 
the covariance matrix, herefore reducing the overall response of the 
main beam. However, this is only true if there is interference 
present. When the interference is removed the array response will be 
determined by the systems internal noise. There is also a residual 
response due to the DC level at the angle of incidence of the 
interference which limits the maximum cancellation. It has been found 
that all of the methods of limiting the array response by adding extra 
signals to the processor suffer from this disadvantage.
An effective method of restraining the maximum response is to 
invert the covariance matrix as described in section 3.5b without 
evaluating the determinant. Other methods of constraining the signal 
weights require them to be divided by either a fixed factor or a value
■4-6
set by the level of response of the main beam. The second method 
normalizes the main beam response to unity but requires additional 
hardware to calculate the initial level.
The main beam can be made artifically robust by a similar technique.
The simplest method is to determine a minimum level for the main beam 
response and when the actual response becomes less than that value the 
weights are automatically set to the initial steering function. The 
level at which this occurs will determine the distortion of the main 
beam. The actual angle of incidence at which it occurs is set by 
the interference signal power and its bandwidth. A diagram of a matrix 
inversion adaptive array which produces a normalized main beam response
with an automatic main beam threshold is shown in figure 8.3.
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Figure 8.3 Matrix Inversion Adaptive Array With Main Beam 
Normalization and Automatic Main Beam Threshold
The level at which the main beam is switched to that set by the 
steering function can be set in advance,knowing the receiver or the 
quantization noise.
The maximum response of the circuit feedback adaptive array is 
limited by the loop gain. By using limiters in the feedback path high 
convergence rates can be obtained without the array becoming unstable. 
The main beam does not collapse in a mono tonic way when large interfer­
ence sources are received by it. The loop becomes unstable and the main 
beam response oscillates both in phase and magnitude. Therefore the 
onset of instability can be used as a measure of the point at which 
the adaptive processor should be switched out. Both the circuit feed­
back and the matrix inversion adaptive arrays are allowed to continue 
to adapt although they do not operate on the main stream of data.
Therefore by continuing to compute the adapted signal weights the 
adaptive processor can be restored when the interference moves away from 
the main beam.
The methods described above to maintain the main beam response 
between prescribed limits are naive, however there does not appear to 
be a "natural11 method of achieving this result. Other, more involved 
methods have been reported which rely on observing the behaviour of 
the eigenvectors of the covariance matrix. The evaluation of eigenvectors 
is a lengthy operation, although once they have been generated the adapted 
signal weights are easily calculated.
8.3 Variable Convergence - Matrix Inversion Technique
There is an obvious case for having rapid convergence when 
either the array is switched on or the interference angle of incidence 
changes rapidly,and slow convergence when cancellation has been achieved.
The matrix inversion technique leads itself to variable convergence 
operation because only one parameter, g needs to be varied. Initially 
the output will be large because the weights have not been corrected 
by the adaptive processor to cancel the interference. If g is made 
proportional to the output power the convergence will be rapid at first 
and will then become slower as the interference is reduced. Very rapid 
changes in signal weights are undesirable once the interference signals 
have been cancelled.
If the value of g is made proportional to the output power; once 
cancellation is achieved the convergence time would be increased to a 
level adequate to give a low-loop-noise steady state condition. When 
another interference source is received the value of g would be increased 
because uncancelled interference would be present at the output. The 
value of g would then decrease as the interference signals were cancelled. 
In order to avoid the convergence factor g changing rapidly when high
level transient interference is received,it may be necessary to make g 
proportional to the average output power.
The subject of variable convergence will form an important 
aspect of future research into fully adaptive arrays.
8.4 Future Technology and Research
Adaptive loops are sophisticated circuits with many parts; 
before applying an adaptive loop per aerial element (actually usually 
two loops are required because the weights are complex), simpler ad hoc 
solutions that provide adequate system performance should be sought.
An example of such a solution is the null steering system described 
in chapter 2 or the simple sidelobe canceller described in chapter 3.
A sub-optimal implementation of the maximum signal/noise ratio 
circuit feedback adaptive array has been investigated in chapter 5.
In that system the (N-l) degrees of freedom, that is the capability to
independently cancel (N-l) interference sources, was maintained. In the 
simulation results obtained, if the number of elements was greater than 
ten the (N-l) nulls were only used when the interference sources were 
evenly spread across the real space zone (-7T/2 < 0^ < 7T/2) . In the 
arrays where d- A/2 the interference sources are approximately a beam 
width apart, and adaptive null steering results in a severe distortion 
of the main beam and sidelobes of equal amplitude. In most situations 
the adaptive array uses very few of its independent zeros to steer 
nulls into the region of widely distributed interferences. Therefore 
in a very large array, with a high degree of interference rejection due 
to its very narrow beam width, it is probably necessary only to have 
relatively few adaptive loops operating. Adaptive arrays can be formed 
within an array in a similar way to the (N-l) loop adaptive system described 
in chapter 5. Therefore there is a need for further research into 
these sub-optimum systems. The questions of how many elements should 
be controlled in a large array, and how their performance will be 
affected by beam steering and amplitude tapers, needs to be answered.
The temporal adaptive array requires further work if it is to be 
applied to radar MTI systems. The adaptive algorithm has been derived
for systems where a well defined beam or passband is required and 
subsequent cancellation usually occurs in the sidelobes. This is the 
opposite situation to that required for an MTI processor. A wide passband 
is required with a fixed zero and all of the quiescent adaptively 
steerable zeros: at D.C. When an interference source occurs the 
adaptive zeros are shifted in frequency until they coincide with 
the interference frequency. This mode of operation is shown in figure 
8.4. .
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Figure 8.4 Ideal Adaptive Filter Characteristics for an MTI
Processor
Limited experiments were done with the circuit feedback adaptive 
filter hardware in which the initial steering function was chosen to 
give a broad pass band. The results showed that broader frequency 
responses were possible with a degree of interference cancellation 
within the pass band. The loop exhibits a tendency to oscillate, 
therefore a study of temporal digital adaptive arrays using the 
matrix inversion algorithm and frequency steering functions to give 
the response shown in figure 8.4 may prove fruitful.
The speed and complexity of the signal processing required 
to produce a fully adaptive array is very great. In practical and 
economic terms it is probably impossible to construct a large fully 
adaptive radar array using the matrix inversion technique. Therefore 
it is necessary to look towards the recently developed technologies of
. feS"
charged coupled devices and surface acoustic waves together with the
• * • •
speculative technology of optical signal processing for the future
adaptive radar signal processors.
8.5 Conclusions
In the previous chapters it has been demonstrated that adaptive 
processing can achieve a great improvement in the signal/interference 
ratio at the output of an array of sensors. The discussions have been 
limited to linear arrays in the spatial and temporal domains, however 
the principles and problems are equally valid for any configuration 
assuming a satisfactory initial steering function can be determined. 
The interference has been limited to having a plane wavefront although 
the adaptive processor will cancel interference sources having any 
wavefront profile provided it remains constant for the time required 
to adapt. Therefore sources in the near field of an aerial array can 
be cancelled.
The convergence of the matrix inversion array has been shown to 
be independent of the input signal process^ whereas without the 
inclusion of limiters the convergence rate: of the circuit feedback 
array varies greatly with input levels and angles of incidence. The 
main beam response of the circuit feedback array is limited by the 
loop gain, but the cancellation is not as great as that obtained with 
the matrix inversion array. The main properties of the two techniques 
are summarised in table 8.1.
Matrix Inversion Adaptive Array Circuit feedback adaptive array
Cancellation limited by receiver 
noise P
n
Cancellation limited by loop gain 
G, if G” 1 » P
n
Main beam response a P 1
n
Main beam response a G
Convergence independent of input 
process
Convergence highly dependent on 
input process
The null can be placed in the 
mainbeam if large signals 
are received in that direction 
(Not robust)
Array tends to become noisy and. 
oscillate if large signals are 
received in the main beam
Processing is complex and is 
proportional to at least 
N 3
Processing relatively simple and 
is proportional to N
Table 8.1 Properties of the two Adaptive Techniques
This study of adaptive arrays has been limited to the practical 
problems of the maximum signal/noise ratio algorithm. In considering 
a practical adaptive array the designer will have to take account of 
the likely interference situation in order to choose the most economical 
form of processor. In addition, if the dynamic range of the input . 
signals will be limited or the random noise field will be high for.
some reason, savings can be achieved by designing for a relatively
lower maximum cancellation. In designing an automatic adaptive array 
processor it should be remembered that a large saving in capital cost 
can be achieved by designing facilities to place a human operator in 
the feedback path, for example a manually controlled null steering 
array. The properties of such a system are not deterministic and a 
body of literature exists on this and related topics.
The short term future of adaptive array signal processing will be
in applications limited to arrays with relatively small numbers of elements.
Two and three element sidelobe cancellers are now in use and experimental 
adaptive arrays with between three and ten elements have been reported.
Using present technology experimental arrays with up to fifty elements 
may be constructed in the next few years.
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APPENDIX 1
(Reprint from Electronics Letters)
NULL STEERING IN LINEAR ARRAYS BY 
USING AMPLITUDE CONTROL OF SIGNALS 
IN THE FEEDER NETWORK
Indexing terms: Antenna arrays. Antenna feeders
A  method of steering nulls in linear arrays by using amplitude 
control, rather than phase shifters, is described. The system 
is extended to steer all of the independent nulls in an array 
of any size. The problem of grating nulls is briefly discussed, 
and it is shown how an automatic null-steering array can be 
designed.
Null steering in 2-element arrays: It is well known that in an 
aerial which consists o f an array o f regularly spaced elements 
both the main beam and the nulls can be steered by in tro ­
ducing phase shifts in the feeder network. A  method o f  
steering nulls w ith  phase shifters has been described by 
Davies.' Phase shifters for use at microwave frequencies are 
expensive, and, for ferrite , devices, there could be control 
problems. A  null-steering system which uses am plitude  
control in the feeder network could prove easier and cheaper 
to implement.
Consider the simple 2-elcmcnt array shown in Fig. I a. 
For a signal arriv ing  broadside to the array, the output is 
given by
Vb(l + ReJ*)+Vh{\-ReJ*) = 2Vb . . . . . (1)
W hen a signal is received from  a different angle o f
incidence 0, the output is
VoeJ*(l + Re^+Voe'^C I — ReJ<t>) = 2Vo(cosY/+,/Re^ sin y)
. . .  (2)
where {// =  (nd/X) sin 0. If, in eqn. 2, we let 
. R = coly/ and <j> = n/2 
the r.h.s. o f  eqn. 2  becomes
2V0 (co syz+yR e^s in i//) =  0  . . . . . .  (3)
-hybrid ring
output output
°  b
F ig . 1 Two-element null-steering array 
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The response at the broadside is unchanged. How ever, the 
main-beam response has been increased and steered away 
from  the broadside.
The 2-element array can be drawn as in Fig. I b. A hybrid  
ring forms sum and difference outputs o f the input signals. 
The difference signal is phase shifted by n/2  rad and fed to 
a variable-gain am plifier. The output is then combined with  
the sum signal. The simplest lorm  o f variable-gain am plifier 
would operate in one quadrant, which enables nulls to be 
steered only on one side of the m ain beam. I f  the signals are 
combined in another hybrid ring, the sum and difference 
outputs w ill have nulls on opposite sides o f the m ain beam.
Null steering in larger arrays: In practice, more than two  
elements are required to obtain the necessary array charac­
teristics. The number o f nulls that can be independently 
steered has been shown2 to equal A' -  I ,  where A' is the num ­
ber o f elements. The simple 2-element null-steering array  
can be combined to form  a system which w ill steer N  — l 
nulls in an array o f any number o f elements ( Fig. 2). As for the 
phase-shifter null-steering scheme, each row steers one null; 
therefore all the amplifiers in that row are set to have equal 
gain.
For each row,
Rm -  cot . . . .  . . . . . . .  (4)
where y/m =  (nd/X) sin in =  1, 2, . . . .  N  — 1.
. The proxim ity o f a null to the broadside is determ ined  
by the m axim um  allowable value o f Rm. I f  Rm is in the range 
I to 0 , i.e. a variable attenuator, and d = n/2 , nulls can be 
steered in the range 30° to 90" from  the broadside. There is 
no restriction on angular spacing ol the nulls, and closely 
spaced nulls do not represent supcrdirective directional 
patterns.
The simplest form o f this scheme is one which w ill steer 
a single null in an array o f any num ber o f elements (F ig . 3). 
The null is controlled by com bining the signals from  the two  
end elements. As in the m ultiple-null-stcering array, the 
control-am plifier gain is given by eqn. 4, the spacing d being 
the interelement spacing.
1063/21
output
F ig . 2 (N  — 1 )-null-steering array
N  3
1003/31
F ig . 3 Single-null-steering array
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too large. It can be shown that null-steering arrays can have 
grating nulls for the same reasons. From  eqn. 4 the steering 
function is
I i  =  cot ((7r<//A)sinf/) =  cot ( — n +  (ndjk) sin 0) . (5)
Therefore the angles at which nulls occur are 0 and s in -1 
(s in(I-2/d). A  grating null w ill not appear in real space if
d/X 1 /C l+sinW ) . . . . . . . . .  (6)
Eqn. 6 is identical to the equation which determines the 
graling-lobe performance o f phased arrays. As a direct 
consequence o f eqn. 6, it is not possible to combine the 
signals from  elements to form  subarrays before steering a 
null. The phasc-centre spacing o f the subarrays, i.e. the 
efTective value o f </, becomes large and grating nulls w ill 
appear in the polar diagram , which may be undesirable.
Automatic null steering: This form  o f null-steering scheme 
readily lends itself to autom ation because there is a signal 
path in which most of the wanted signal from  the broadside 
has been cancelled, i.e. in the difference arm . The signal from  
the difference arm  is crosscorrelated with the output signal.
Ei E2
it ii.-u i^  wi u m y  muipiivc arrays." now ever, me oroausiuc 
response remains unchanged. Also, the num ber o f nulls and 
their steering range can be chosen in advance.
Acknowledgment: 1 would like to acknowledge K . M iln e  of 
the Plcssey Com pany, Southleigh Park House, Havant, for 
his valuable discussions on the subject o f null steering.
D. s. h icks 28th February 1977
Department of Electronic & Electrical Engineering
University of Surrey
Guildford, Surrey GU2 5XU, England
References
1 DAvn s, n. r. n.: •Independent angular steering of each zero of th 
directional pattern of a linear array", U'.T'.Tl -Trans., 1967, Al’-lS 
pp. 296 298
2 sent t.KtiNoi i: ‘A mathematical theory of linear arrays’. Hell S\\t 
Tccli.J.. 1943, 22, p. 80
3 tiRKNNAN. i.. t:., and hi t o. t. s.: 'Theory of adaptive radar\ IEE 
Trans., Mar. 1973, AKS-9
correlator
output
F ig . 4  Simple automatic null-stearing array
The correlator output is am plified, inverted and applied to the 
variable-gain device (F ig . 4). Consider a single interference 
signal arriving  at an angle 0 radians to the.broadside. It can 
be shown that the loop converges at a rale given by
A = ^0“
417,,2 cosy/ sin t/r
1/0’ +  4 I V  sin2 v'
exp -
4 1 V  O’ sin21// +  1
+
where
4 I V  c o s y  sin y
I /O  +  4 1 V  sin 2y/
,1
(7)
A 0 =  in itia l steering signal 
V0 =  interference voltage in each element 
y  — (nd jX )s \n O  
and A oc l i.
The steady-state solution is therefore 
4 f V  cos y  sin y
A =
1 /0  + 4 1 V  sin2 y
~  cot y (8)
The equations developed here arc for the very simple case o f  
one interference source. The result does show that the loop 
convergence not only depends on the loop parameters 0  
and r but also on the interference power I V  and its angle o f 
incidence. N atu ra lly , the introduction o f wanted signal, 
noise and other interferences would all have an effect on the 
convergence and the ultim ate interference cancellation.
Conclusions: A  null-steering scheme has been proposed which 
may offer advantages over phase-shifter methods. There  
arc many ways in which pairs o f elemen^, may be combined 
to achieve different performance aims. The automatic null-
ELECTRONICS LETTERS 31 st March 1977 Vol. 13 No. 7
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APPENDIX 2
Derivation of the Maximum Signal/Noise Ratio Criterion From Statistical
Considerations
It is of interest to derive the maximum signal/interference ratio 
criterion from statistical theory.
Assume that there are (N + 1) random variables i.e:-
Vs a Vl9 V2 —  ----- — — Vn
VA - Vn are known ] except < Vs > i- 0 < Vj > i- 0
Vs is unknown
Forming a linear estimate9 ’ :;
Vs = WiVx + W2V2   ---   + WnVn - (1)
Where the best estimate meets the orthogonality requirement namely9
< VsVj* > - W|< V^Vj* > + W2 < V2Vj* > +  — — --*— ■:----- Wn < VnVj* > - (2)
for Vj from Vx to Vn.
Writing equation 2 in matrix form;
< v  V, *>
—s—1 
1
. =
1
< v  v * >—s N
<VNV2ft>
<i i V > < v  V * >
0)
0)
Oi,
or S? = MW (3)
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Hence in terms of the weighting function
W = m”1 St    H
and the mean square error of the estimate is 
< (Vs - Vs) Vs* > -- —  5
Staticians are careful to point out that the best linear estimate 
d.s not necessarily absolutely the best estimate. If in a receiver we 
know say, the envelope characteristics of the signal as well as its frequency 
and/or direction it is more than likely that we are able to increase the 
likelihood of detection. In the applications discussed the adaptive filters 
are used as interference rejection filters rather than for signal enhancement. 
It is assumed that further a-priori information is used before or after 
adaption to increase detection probabilities.
Proof of Orthogonality
Choose some other non-optimum weights, ai - a .
The error in Vs is given by
e = Vs - (a.Vi + a2V2 ----  a V )n n
= Vs - (WiVj: + W2VZ + ----  WnV ) + (Wx - a^Vi + (W2 - a2)V2
;----- +(W - a )V  —  6
n n n
where W,!s are optimum weights.
Therefore:-
e = (Vs - Z WjVj) + (E (Wj - aj)Vj) ------  7
For the orthogonality requirement to hold all cross multiple terms 
are zero over an.averaging interval.
<|e I 2 = <|V -Z,(w.V.)|2> + <|E’a).-a.)V. I 
i i i s -j-r, i i □ □ —D i
> <|V -E’(w .V.)|2>1 s 1 .
The right hand side of the inequality is 
square error of the estimate using.optimum weights, 
values of aj except a^ = the mean square error 
< |e|2> is greater than the minimum using weights 
is an optimum estimatef7
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APPENDIX 3
(Reprint from Electronics Letters)
PERFORMANCE OF A 2-ELEMENT ADAPTIVE  
ARRAY BY A M A X IM U M -S IG N A L /N O IS E -  
RATIO ALGORITHM
Indexing terms: Antenna arrays. Electronics applications of 
computers '
The performance of a 2-clcmcnt adaptive array by a maximum- 
signal/noisc-ratio algorithm is investigated. It is shown that 
the cancellation of interference is a function of its correlation 
with the signal and of the noise both received and introduced 
by the array elements. It is also shown that if the interference 
has the same angle of incidence as the signal no interference 
cancellation lakes place.
Array: The adaptive algorithm  used in this analysis is that 
developed b yE lde lbu te .1 el al. and which has been extensively 
investigated by Brennan, Reed2 and other workers. In  this 
letter, expressions are derived for the cancellation ratio and 
the noise output o f a 2-clement adaptive receiving array. The  
m axim um signal/interference ratio is obtained when the 
element weighting factors are given by
0)
where
W  =  N-clement column m atrix o f the clement weights
Sr — N-clcmcnt column m atrix o f the steering vectors
\ M  =  E(V'V * ) , i.e. N  x N  H crm itian  covariance 
m atrix
V =  N-clcm cnt column m atrix o f the element input 
voltages
N  =  number o f receiving elements 
E denotes the expected value.
T o  understand the operation o f cqn. I, consider a 2-elemcnt 
adaptive array aerial. For simplicity, assume the signal is 
incident broadside to the array and the interference is incident 
at some angle ^ '"( — 9 0 ’ <  <}> < 90", Fig. 1). The elements o f 
the aerial are also assumed to be isotropic.
Each clement /£, and E2 receives two signals:
(a) Signal, w ith  amplitude r,.
(b) Interference, with a m p litu d e f/.
Noise voltages and n2, respectively, arc also present. The  
noise voltages consist o f received noise and internally  
generated noise. The signals in each clement are
Pi=t\ +  r/ +  «i 
v 2 =  Vi + iuej0 + n2
(2)
where
/. 2n(l •0 =  — -— sin <t>
The elements o f the covariance m atrix  are given by 
M , ,  =  E [(ps +  vt +  / / , )  *  (p, +  v, +  n t )] ^
=  Ps+ P+[i*+ P,+ Pn 
=  E[(p* +  P/ +  P | ) * ( i ’, +  t’, ej0 + n2)]
= P, + /leJ+ J * + P {ej0 
M 2l =  E[(Pj +  p» ej0 + n2)*(vs + vt + lit)]
=  I\+fi+fl*e-J°+Pte-J0 
M 22  =  E[(vx + vt ej0 + n2)*(v\ + v, eJB + it2)]
=  Ps+ Pcj0+  +  P, +  P„
where
E(v* Pf) =  p E(vmv,*) = fi*
P, =  /; (p ,p ,* )  }\ =  E(v,v*)
/ , „ =  /i(/7| / / i * )  == E(n2n2*)
/: (p ,/ / , * )  =  F (/j,  p ,*) =  E(vt / / 1 * )  =  />'(/;, i;,*) =  E(n2 i\*) 
-  E(vsn2*) =  E(v,n2*) = E(n2vt*)
=  £ (/; , /i2* )  =  E(n2 / / , * )  =  0 
The inverse o f a 2 x  2 m atrix  is given by
(3)
Af(2,* 2) — ■
I
(M|| M 22 — M \2 M 2i)
m 22 
M  2,
-  M  
M
(4)
Fig. 1 Two-element adaptive array
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The array output in m atrix notation from  cqn. 1 is given by 
y =  V'M-'s, . . . . . . .  ...V • • (5)
Let the steering m atrix  
c
Sr —
c
where c is real (broadside array). The signal, interference and 
noise outputs arc obtained by com bining eqns. 3, 4 and 5. 
The results arc
i' «o —
i'i o —
//0 =
2c [ ( I  — cos 0)Pi+ P„]vx 
■ Ka
c[( l + ej0)P„- 2(1 -  cos 0)fi*]i',
K.t
c[[Pl(\-c’-J0)+ \) + l>„]nl
'+ -e-j0)+ //*(! -e-J0)+ I’nVh)
K  A
(6)
where
K a =  2(1 - c o s ())(PC Ps-pp*)+ Pn[2(Ps + Pt) + IHl +cj0)
+ P*(l+e-J0)+P„]
A  measure o f system performance is the cancellation ratio, 
defined here as
2
l’< l>,0T =
1( 0 l's
From  eqn. 6 , the cancellation ratio is 
21 (1 — cos())Pi+ Pn\
( i + ^ t,)/jn-2/y*(i-cos(;)
(7)
(8)
The cancellation performance for interference incident to the 
broadside, position is obtained by putting <J>" = 0 ; then 
cos0 — 1 , sin 0  =  0  and
1Pn ' . . . . . . .  . (9)To = ip—• n
= 1
•which confirms the intuitive result that there is no intej/crence
cancellation when the signal and interference have the same 
angle o f incidence. A n  interesting result is obtained by letting  
P*c, =  i\ Pi, i.e. correlated interference, and P„ =  0; the 
cancellation ratio is
Pi o, 
- Pi S
Pi
Ps
. (10)
The cancellation is given by the reciprocal o f the input-signal/ 
interference ratio, and therefore the output-signal/intcrfcrcnce  
ratio  is OdB. Note that if  P„ =  0 the covariance m atrix  is 
singular in this case.
From  eqn. 6  it can be seen that the output noise is a function  
o f the input process and is therefore impossible to predict in 
advance. The output-signal/noisc ratio  depends on P*. As 
the signal/interference correlation increases, the smaller the 
signal/noise ratio becomes. T o  minimise the signal/noise 
ratio, the noise levels have to be kept small. The internally  
generated noise can be as small as is consistent w ith modern  
low-noise systems. However, roundoff o r truncation errors 
caused by a.d. convertors before digital processing and the 
general noise temperature o f the signal zone w ill add to the 
effective input noise power P„.
The preceding analysis has set some theoretical lim its on the 
cancellation o f one interference source in a gencral-noise 
background by a 2-element adaptive array. The adaptive 
algorithm  described by eqn, 1 has been the subject o f  a 
com puter-sim ulation exercise. Using an iterative m atrix- 
inversion technique first reported by Lau and Leondes , 3 the 
result given by eqn. 8  has been found to predict accurately the 
cancellation ratio o f a 2 -element array.
D. S. HICKS 2nd-April 1976
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Listinfl of the Matrix Inversion Adaptive 
Array Simulation Programme
MASTER DAVE
2
3  C O M P L E X  C Q N 6 / C 0 N 9
4  C O M P L E X  Y # M 3 # C 0 N 3 / C 0 N 5
5 . C O M P L E X  F E 1 , F E 2 , S I G ,  I N P U T *  M ,  M 2 *  0 £ * E L >  P R O D
6  D I M E N S I O N  F E 1  C 2 5  )  *  E E 2 C  2 5 ) *  S I  GC 2 5 / / I N P U T C  2 5  ) *  EAC 1 8 0 )
% D I M E N S I O N  M C 2 5 * 2 5 ) * M 2 C 2 5 * 2 5 ) * M 3 C 2 5 * 2 5 )
8  R E A L  L A M D A * R O N '  " '
9  W R I T E C  2 *  2  )
1 0  2  F O R M A T ( 3 7 H  A D A P T I V E  A R R A Y  S I M U L A T I O N  P R O G R A M M E . )  '
11 ' :■;■ ■■;; ■ ' :
1 2  W R I T E C 2 * 5 0 )
1 3  R E A D C 1 * 3 ) M L 0 Q P
1 4
15 W R I T E C  2 * 5 1 )
1 6  ' R E A D C 1 * 3 ) N £
1 7  ' ' ' . '
1 8  W R I T E C  2 / 5 2 )  -
1 9  R E A D C 1 * 4 ) T H E T A 1  
2 0 "
2 1  ‘ W R I T E C  2 / 5 3 )
2 2  R E A D C 1 * 4 ) T H E T A 2
2 3  . .
2 4  W R I T E C  2 * 5 4 )  , ’
2 5  R E ADC 1 *  4 ) S I  '
• 2 6  ‘ .. ■ • ’ .
2 7
2 8  W R I T E C  2  /  5 6  )
2 9  R E A D C 1 * 4 ) A T T E N 1
3 0
3 1  W R I T E C  2 *  5 7 )  '
3 2  R E A D C 1 * 4 ) A T T E N 2
3 3
3 4  W R I T E C  2 * 5 8 )
3 5  R E AD C  1 * 4 ) S I G P
3 6
3 7  W R I T E C  2 *  4 . 8 )  /
3 8  R E A D C 1 *  4 ) S E P
39
40
41
42
43
44
45
46
47
48
49 
5 0
WRITEC 2* 49) 
READC L 4 ) G
WRITEC 2/4 7) 
WRITEC 2*46) 
READC i*4)EXl
WRITEC 2* 45) 
READC1*4)EX2
WRITEC 2/44)
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51 READC1*4)01S
52 OIS=0.7071*SQRTCOIS) ' s
53 ' . V
54 44 F.ORMATC 16H NOISE VARIANCES
55 46 FORMAT< 25H 1ST*INTERFERENCE SOURCE,)
56 45 FORMAT(25H 2ND.INTERFERENCE SOURCE*) .
5 7- \ 47 FORMATC35H FRACTIONAL DIFFERENCE IN FREQUENCY)
58 49 FORMATC3H G=) '
59 50 FORMATC15H N0.ITERATIONS3)
60. 5 1 FORMAT( 1 3H NO .'ELEMENTS = >
61 52 FQRMATC47H ANGLE OF INCIDENCE OF 1ST INTERFERENCE SOURCS=> •
62 53 FORMATC47H ANGLE OF INCIDENCE OF 2ND INTERFERENCE SOURCE=) ‘
63 54 FORMATC37H ANGLE OF INCIDENCE OF SIGNAL SOURCE*)
64 56 FORMATC 3 1H 1ST INTERFERENCE SIGNAL LEVEL*)
65 57 FORMATC 3 1H 2ND INTERFERENCE SIGNAL LEVEL3) . vV
66 58 FORMATC14H SIGNAL LEVEL*)
67 48 FORMATC35H ELEMENT SPACING.WAVELENGTHS AT'F0=)
68 .
- 69 PIE=3•1415926536 '
70 PIE2=6.2831853072 '
71 ■ ' ' "/ " . : V .
72 , CQN=PI£2*SEP
73 KON=PIE/180
74 THETA1 =THETA1 *KON •
75 THETA2=THETA2*KQN
76 . SI=SI*KON
77 EXT 1 = 1.0+SXi ' • .x
78 £XT2=1•0+EX2 ’ .
79 CONA=CON*EXTl '
80 CQNB=CQN*EXT2 '
si ; ■ • ■ ' ■ *. ■. ‘ ■ ,
82 WRITEC2*8) v
83 8 FORMATC12H *6X*6H REAL.* 18X* 6H IMAG* * 6X* 7H NO.IT)
84 EX1=EX1*PIE2 * • . ' * "
85 EX2=EX2*PIE2
86
87, • DO 90 1 = 1 * N£
88 DO 91 N = 1 * NE
89' IFCN-I)92*93*92
90 92 MCI*N)=CMPLXC0.0*0.0) . ’
91 GO TO 91 ‘ '
92 93 MCI*N)=CMPLXC1.0*0.0)
93 91 CONTINUE '
94 90 CONTINUE 
•95
96 KONST*1 '
97 ' f . ,
98 10 CONTINUE
99 . ‘ 1
1 00 •
101 PHI1=CQNA*SINCTHETA1)'
102 PHI2=C0NB*SINC THETA2)
103 PH5=CQN*SINCSI) 1
104 ’AG1=K0NST*EX1
105 AG2=K0NST*EX2. , . ,
1 3.12* 5 !'•* '
182
1 06
1 07 DO 7 1=1/ME '
1 08 PT01 = PHI1*< i - n
109 ,PTG2=PHI2*< 1-1 )
1 10 PSQ=PHS*(I-1)
111 FE1<I)=ATT£N1*CMPLX<C0S<PT01+AG1)>SIN<PT01+AG1))
112 FE2C I ) =ATTEN2*C1VIPLX( CQS< PT02+AG2)! SIN(PT02+AG2) )
113. SIG<I)-CMPLX<COS<PSO)j SIN<PSO>)
114 XN=G05AEFC0.0,OIS)
115 YN = G05A£F( 0* 0.» 01S ) »
116 1 INPUTCI)=FE1CI)+FE2CI)+<SIGP*SIGCI))+CMPLX<XN,YN)
117 7 CONTINUE
1 18
1 19
120 3 FORMATC10)
121, . 4 FORMATCF0.0) .
1 22 5 FORMATC 4X/ I2j 9Xj» F 12* 8> HX* E 1 2« 8* 7X.# 12)
1 23 ' ’ '
1 24 ' '
I 25 DO 40 I = U N E  ;
126 FE2CI)=CONJGCINPUTCI))
127 40 SIGCI)=CONUGCSlGCI)) . ,
1 28
1 29 V
130 IFC G-2)31 * 30* 31
131 30 A=(1+KONST)/KONST
132 B=Cl+KONST)/CKONST*KONST)
133 C=1/KONST
134 . . GO TO 32
135 31 A=l/C1-G)
136 B=G/CCi-G)*C1-G))
137 C=G/Ci-G)
138 32 CONTINUE' '
1 39
1 40
141 PROD-CMPLXC 0*0*0*0)
1 42 '
1 43 DO 80 I=1>NS
144 EL-CMPLXC0*0*0*0) : '
1 45 ,
1 46 DO 81 N=l*NE
147 OZ=INPUTCN)*MCN*I)
148 81 £L=EL+OZ
1 49 80 PR0D=PR0D+EL*F£2CI) .
15 0' • • '
151 PROD=B/<C*PROD+1).
152 ■* ,
. 153 ’
1 54 DO 71 1 = 1*NS
155 . £L=CMPLXC0.0*0.0) \
156 DO 72 N=1*N£ * ' ,
157 72 £L=EL+MCI*N)*F£2CN)
158 DO 73 N=1*NE
159 73 M2CI*N)=EL*INPUTCN)
1 60 71 CONTINUE
I  3 *  1 5 . 4 7 * -
183
.161' .
I 62
163 Y=CMPLXC0*0,0*0)
1 64 ' *
1 65 DO -60 1=1,NE
166 FE1CI)=CMPLXC0.0,0.0)
167 DO 61 L=1,NE v
168 OZ=CMPLXC0.0, 0.0)
1 69 DO 62 N= 1 *
1 70 62 Q Z=OZ+ CM2C I, N )*HCN, L ))
171 61 M3 C I,L) = C MC I,L)*A)-C QZ*PRQD)
I 72 60 CONTINUE
1 73 
1 74
1 75 DO 25 I = 1 ,NE
1 76 DO 26 N=l,NE
1' 77 MC I,N)=M3C I,N)
1 78 26 FSlCl)=F£lCI)+Mci,N)*SIGCN)
1 79 25.Y=Y+INPUT Cl)*EE1Cl)
I 80
1 81 MLOOP=MLOOP-1
182 KOMST=KOMST+l•
183 IF.CMLQQP) 11, 11,10
1 84 .
1 85
1 86 11. ADA=ABLCY) ,
187 * KQMST=KONST-1
1 88 ' WRITEC2,1)
1 89 WRITEC 2,6)Y,KONST
1 90 WRITEC2,9)ADA
191 WRITEC 2, 1)
I 92
193 OZ=CMPLXC0.0,0.0) -
. 1 94 DO 180 1 = 1,NE ‘
1 95 180 QZ=QZ+FE1CI)
196 • WRITEC2,903)02
197 WRITEC2, 1) .
198. 6 FORMATC14H ARRAY OUTPUT=,E12.8,1IX,F12.8, 7X, 12)
199 , ’9 FORMATC 18H MOD. ARRAY 0UTPUT=,*F1 5. 9),200 - 1 FORMATC1H )
. 2 0 1
2*02 . WRITEC 2,901) .
* 2 03 BAB=0.000001 Y
2 04 1 .DO 100 1 = 1,N2 . . ' .
2 05 BA=ABL C FE1C I ) )
2 06 . BAZ=AMAX 1 C BA, BAB )
2 07 - 100 BAB=BAZ
2 08 •. V
.2 09 . DO. 101 1 = 1, NE
210 101 FE 1 C I) =FE 1 C I ) /BAB
2 11 999 DO .102 N=l,90
212 C0N3 = CMPLXC 0.0,0.0) '
2 13 * CON1=KON*2.0*CN~46) ’
214 CQN2=GQN*SINC COM 1)
2 15
13.18.32*
' I , '
2 16 DO 103 I=1,NE •
211 CGN4=C1-1>*C0N2
21,8 C0N5=CMPLXCC0SCC0N4),SINCC0N4))
2 19 103 CQN3=C0N3+CC0N5*E£1CI)> ;
2 2 0  . . • 1 ''
221 Z QA=ABS Q (C ON 3) . , . ,
222 . ZBO=ZOA/CNS*NE).
2 23 I ECZBO-0. 00000001)104,104,105 ■ '
224 104 ZACN)=-80. 00 : “ ' V
225 GOTO 102 ‘
226 105 ZACN) = 10# 0*ALQG 1 0 C ZBO )
2 27 102 CONTINUE *
2 28 . ■ , ■ , . .
2 29 ■ , ■ • ‘ . ''
230 DO 201 N=b86/5
2 31 201 WRITEC 2,202)ZACN),ZACN+i),ZACN+2),ZACN+3),ZACN+4)'
232 ; ' ‘ , , ■ \ . * ' :
233 DO 150 L= 1 j 4
234 150 WRI TEC 2, 1) ^
2 35 I EC EXi) 800, 801,800 '
236 800 WRITEC 2, 902)EXT1 V
2 37 EXI=0.00
238 CON=CONA
2 39 GOTO 999
240 ; - ' - ;
241 801 IEC3X2)802, 803/802
2 42 802 WRI TEC 2, 902 )EXT2 ,
2 43 3X2=0. 0 • '
2 44 COM=CONB ■
2 45 GOTO 999 -
246 803 CONTINUE '
2 47 :
2 48 901 EORMATC 22H POLAR RESPONSE AT F0.)
249 902 EORMATC 1 9H POLAR RESPONSE AT, E4.2,4H E0. )
250 903 EORMATC 38H RESPONSE TO UNIT SIGNAL AT BROADSIDE,Ell.5,3X, Eli
) ' . ' ‘ : . " ' ;
251 202 EORMATC 3X, E9.5, 5X,E9.5,5X, E9*5,.5X, E9.5, 5X,E9* 5)
252 ' * ' • .* ' ' '■ .
253 PAUSE OK ‘
254 ■ ' ' '
2 55' END'
256 ' ‘ '
257 FUNCTION A3LC COMP) ‘ •
258 COMPLEX COMP
259' ASN=REALC CQMP*CQNJGC COMP))
2 60 A3L=SQRTCASN)
2 61 RETURN
2 62 END !
2 63
2 64 ’ FUNCTION ABSQCCOML)
2 65 COMPLEX COML
2 66 ABSQ=REALC CQML*CQNJGC COML) >
2 67 RETURN
2 68 END
2 69
2 70 t ,
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Listing of the Circuit Feedback Adaptive 
' Array Simulation Programme
1 m S T E R  DAVE
2 ' ' ■ . /
3 COMPLEX C0N6,C0N9
4 COMPLEX Y, M3, C0N3.,CGN5
5 COMPLEX F£i,FE2, SIG, INPUT, M,M2, 02,EL, PROD
6 DIMENSION FE1C25),EE2C25)iSIGC25)iINPUTC25), 2AC180)
7 DIMENSION FILTC3)': ' '
\s8 DIMENSION M3C25,4)
9 REAL LAMDA,KON ' - , ■ :
10 WRITEC 2, 2) ; '
1 1 2 FORMATC 49H CLOSED LOOP ADAPTIVE ARRAY SIMULATION'PROGRAMME.>
12 . ■
13 . WRITEC 2,5 0)
14 • READC 1,3)MLOOP i
15 ’ •■■■-.'■
16 WRITEC 2, 5 1 )
17 •• READC1j 3)NE 
'18 \
19 WRITEC 2, 52) t
20 READC1*4)THETAl
21 .
22 WRITEC 2, 53 >.
23 READC1,4)THETA2 •
24
25 WRITEC 2,54)
26 READC1,4)SI '
27
28
29 WRITEC 2* 56)
30 READC1,4)ATTEN 1
31
32 WRITEC 2, 57)
33 READC1, 4)ATTEN2
34
35 . WRITEC 2, 5 8 )
36 READC1,4)SIGP
37 ■>
38 WRITEC 2,48)
39 READC L4)S£P . ■
40
41 WRITEC 2,49)
42 READC1,4)G
43
44 WRITEC 2*55 >
45 • READC 1 , 4 ) F-ILTCl)
46 READC 1,4)FILTC2)
47 READC 1 *s 4 ) EILTC 3 )
48
49 WRITEC 2, 59)
50 READC1 , 3)M0RD
1 3.24.15 *
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51 WRITEC2,47)
52 WRITEC 2/ 46)
53 READC1,4)EX1 * ' ,,
54 • ' • • ,
5 5  ' -  ■ ;
56 WRITEC 2,45) , w
5 7 READC 1,4)EX2
58 ■ " •" , '■■■■ ' ' . .
59 WRITEC2,44)
’ 60 ... READC 1, 4) 01S
61 OIS30.7071*SQRTCOIS)
■62 * . • , ‘ :.v
63 . 44 FORMATC16H NOISE VARIANCE3 )
64 46 EORMATC 25H 1 ST.INTERFERENCE SOURCE,)
65 45 FORMATC 25H 2ND.' INTERFERENCE SOURCE, )
66 • 47 FORMATC 35H FRACTIONAL DIFFERENCE IN FREQUENCY)
6 7 49 FORMATC3H G-) '
68 5 0 EORMATC15H N0.ITERATIONS3)
69 5 1 FORMATC13H NO.ELEMENTS3)
70 5 2 FORMATC47H ANGLE OF INCIDENCE OF 1ST INTERFERENCE SOURCE3.)
• 71 53 FORMATC47H ANGLE OF INCIDENCE OF 2ND INTERFERENCE SOURCE3) :
72 54 EORMATC37H ANGLE OF INCIDENCE OF SIGNAL SOURCE3)
73 5 6 EORMATC3 1H 1ST INTERFERENCE SIGNAL LEVEL3)
74 5 7 FORMATC3 1H 2ND INTERFERENCE SIGNAL LEVEL3 )
75 58 FORMATC14H SIGNAL LEVEL3)
76 59 EORMATC 21H 1ST.2ND.OR 3RD.ORDER)
77 48 EORMATC 35H ELEMENT 'SPACING.WAVELENGTHS AT F0=) .
78 55 FORMATC 17H FILTER CONSTANT3)
79 PIE=3.1415926536
80 PIE2=:6.2831853072
81 *
82 CON3PI£2*SEP
83 KON3PIE/180
84 THETAl=THETAl*KON
85 THSTA23THSTA2*KON
86 SI=SI*KON , /
87 EXT13 1.0+EXl ’ * .
, 88 EXT23 1•0+EX2 . ' '
. 89 ' CONA3CdN*EXTl
90 CON3=CON*EXT2
91 ' '
92 WRITEC 2,8)
93 8 FORMATC12H ,6X,6H REAL.,18X,6H IMAG.,6X,7H NO.IT)
94 . EXI=£X1*PIE2 ’ '
95 EX23EX2*PIE2
96
97 1 . '
98 KONST3 1
99 Y3CMPLXC0.0,0.0) •
1 00 DO 32 ND=1',4
I 01 DO 31 N3 1,NE, ■ / ■
1 02 31 M3CN,ND)3CMPLXC0.0,0.0)
103 . 32 CONTINUE . . . . .
104 MORD=MORD+l
105 10 CONTINUE
13.28.02*
\
1 06
107
108 - PHI 1=CQNA*SIN CTHETAl)
109 PHI2=C0NB*SIN(THETA2)
.110 PHS=CON*S IN ( SI ) -
111. AG 1=K0NST*EX1
112 AG2=X0NST*£X2
113
1 14 DO 7 1 = 1,NE.
115 PTO1 = PHI1 * C I - 1 )
116 PTO2=PHI2*( I - 1 )
1 1 7 .  PSO=PHS*C1-1)
118 FE 1 C I )=ATTEN 1*CMPLXCCOSC PTOI+AG1),SINC PTOI+AG1))
119 ■ . FE2Cl)=ATTEN2*CMPLX< COSC PT02+AG2),SINC PT02+AG2))
120- SIGCI)=GMPLXCCOSCPSO),SINC PSO))
121 XN=G05AEFC 0* 0, 01S ) . '
122 YN=G05AEFC0.0,QIS) • '
123 ' INPUT C I)=F£fCl) + FE2C I ) + C SIGP*SIGC I ) ) + CMPLXC XN, YN)
1 24 7 CONTINUE
1 25 
1 26
1 27 3 FORMATC10)
128 4 FORMATCF0.0)
1 29 5 FORMATC4X,"12, 9X, FI 2*8, 1 IX,FI 2.8, 7X, 12)
.,1 30 : ‘ ' ‘ .
131
, i32 . DO 40 1=1,NE
133 FE2C I ) = CONUGC INP’JTC I ) )
134 • 40 SIGCI)=CQNJGC SIGCI) )
1 35
1 36 '
137 EL=CMPLXC 0*0,0*0) . . - .
I 38 ‘
.« 1 39 DO 80 N=1,NE '
140 FE1CN)=Y*F£2CN)
1 41 M3CN,1)= FE1C N )
142 ' DO 81 ME=2,M0RD
1 43 ,MM=ME-1
144 / FILK=FILTCMM)
, 145 '81 M3 C N,ME) = C M3 C N,ME)*FILK+M3 C N,MM))/C1 * 0+FILK)
146 FEi CN) = C SI GCN) -M3CN, MORD) ) *G
1 47, 80 EL=FE1CN)*INPUTCN)+£L
148 Y=EL
1 49 ■
.150
151
152
153 »
154
155
156
157
158
159 
1 60
13.30.29*
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161 MLOOP=MLOOP-1,
162. K0N3T=K0NST+1
163 IFCMLQOP) 11,11,10
■ i 64 ' / .
1 65 ;
1 66 11 ADA=ABL(Y) . ..
167 ' KONST=KONST-l • / . ' ; ' •
1 68 ' WRI TEC 2, 1) ‘
169 WRITEC 2,6)Y,KONST
170 WRITEC 2,9 ) ADA
1 71 WRITEC2,1) |
1 72 ' • -
173 OZ=CMPLXC0.0,0.0) ’
174 DO 180 1=l/NE *
175 180 0Z=QZ+FE1C'I)
’ 176 • WRITEC 2, 903)OZ -
1 77 WRITEC 2,1) -
1 78 6 FORMATC 1 4H ARRAY OUTPUT=, E12. 8* 1 IX/ FI 2. 8, 7X, 12)
179 9 FORMATC18H MOD.ARRAY OUTPUT=,'Fl5. 9)
1 80. I FORMATC 1H ) ' * '
181.. . ‘ ■ * . \
182 WRITEC 2, 901) 1 -
183 • BAB=0.000001 ■
184 DO 100 1 = 1, NE ’
1 85 BA=ABLC EET C D )
186,. BAZ=AMAX1CBA,BAB)
.187 100 BA3=3AZ
1 88 ; 1 ■ . . .  ':- 
189 DO 101 1=1,NE
.190 101 FE1 C I ) = FE1C I)/BAB
; 1 91 999 DO 102 N= 1,90
' 1 92 CON3 = CMPLXC0.0,0.0)
. 1 9 3  •CONl=KON*2.0*CN-46)
194 C0N2=C0N*SINCCON 1)
1 95 -
196 DO 103 1=1,NE ‘ '
N 197 CQM4=C1-1)*C0N2
198 C 0N5 = CMPLX C CQS C CON4),SIN C COM4))
199 103 C0N3=C0N3+CCQN5*FE1CI))
2 00 ■ ' 
2 01 ZQA=ABS'QC C0N3 )
2 02 ZBQ=ZOA/CNE*NE)
2 03 IFC 230-0. 00000001 ) 104, 104, 105
2 04 104 ZACN) =-80. 00
2 05- GOTO 102 ‘
2 06 105 ZACN)=10.0*ALOG10CZBO) ,
2 07 102 CONTINUE' : : ,
2 08 . *
.2 09
2 10 DO 201 N=1,86,5
2 11 201 WRI TEC 2,202)ZACN),ZACN+1),ZACN+2),ZACN+3), ZACN+4)
2 12
2 13 DO 150 L=1,4 ■ ' . -
2 14 150 WRI TEC 2, 1) ' 1
215 I EC EXI ) 800, 801, 800
1 3.33.31**
I 189
2 16
2 17
2 18
800 WRI TEC 2# 902 ) EXT 1 
£ X 1 =0*00 • 
COM=CONA
2 19 GOTO 999
-2 20 ' ' . ' ;:’v- 
.2 21 801 IRCEX2)802# 803/802 * v-
222 802 WRI TEC 2# 902)£XT2
. 223 £X2=0.0 ■ . . , . ’
224 CON=CONB
2 25 GOTO 999 >
226 803 CONTINUE • v
■ 2 27
228 ,901 EORMATC 22H POLAR RESPONSE AT F0.)
229 902 EORMATC 1 9H POLAR RESPONSE AT# E4. 2, 4H F0. )
230 903 EORMATC 38H RESPONSEv.TO UNIT SIGNAL AT BROADSIDE#FI 1.5#3X#FIS
) •; - .■ • •
2 31 202 FORMATC 3X# F9* 5# 5X# F9.5# 5X# F9.5# 5X# F.9. 5#5X# E9 • 5 ) ' ,
2 3 2  • , ' ‘ * ‘ ‘ ‘ ' “ ' "■ • .
233 PAUSE OK
234 ' - V. ‘ •
2 35. . END
2 36
2 37 FUNCTION A3LCCOMP) , V
2 38 COMPLEX COMP
239 ASN-REALCCOMP*CQNJGCCOMP))
2 40 ABL=SQRTCASM> , . "
2 41 RETURN
242 END V
2 43
244 FUNCTION A3SQC COML)
2 45 COMPLEX COML
246 ABSQ=REALC COML*CQNJGC COML))
2 47 RETURN
2 48 END
2 49 ’ . ’■•■ ■ ■■ v • .
250 . - ' • - ' '•
.25 1 ,
252 . FINISH ' ' . '
253
254
255 f "■ . •
13.35.52-
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Listing of the Temporal Digital Adaptive 
Array Simulation Programme
L-I SHAKY C SUBGROUPNAGE)
2
3
4
5
6
PRO GRAM C DM' 
INPUT I>5= 
OUTPUT 2,6 
TRACE 2
END .
i ■ • ■ • ■ ■ ^
8 ■ MASTER FMLR
9 ' REAL. A 1 , 31, A2, 132* C -:
10 ■ COMMON//AMOT " : '
11 C0MMQM/QUI/3M0T
12 1 COMPLEX EDI, S I 0/NOISE/ EM* EF, ED2, ED3, EG 1, EQ2, EO
13 . DIMENSION SIGC258),SI<*RC258),3101(258>
14. DIMENSION A 1 C 123), 3 1 C128), A 2 C 123),B 2 C 128),CC8)
.15 .
16 WRITEC 2*1 )
17 READC1,9)F5 .
18 .
,19 WRI TEC 2, 2)
20 . READC L 9 )  FN
21
22 . , WRITEC 2,3)
23 R E A D C 1,9 ) A '
24 • ' ' :
25 WRITEC 2,4)
26 R E A D C 1,9)3 ■
27 •"
28 ■ WRITEC2,5) ' ■
29 READC 1, 9)G. ‘
30
31 WRITEC 2,6)
32 R E A D C 1,9)TI .
35 RE ADC-1, 9 ) SI T
36
37 WRITEC 2,12)
38 R E A D C 1,9)BITE 
39. ;
40 1 FORMATC1SH SIGNAL FREQUENC Y55)
41 2 FORMATC24H INTERFERENCE FREQUENCY55')
42 ' 3 FORMATC18H SIGNAL AMPLITUDE55)
‘43 4 FORMATC 24H INTERFERENCE AMPi-ITUDE=)
44 5 FORMAT Cl 1H LOOP GAIN55) .
45 6 FORMATC 22H FILTER TIME CONSTANT55)
46 .. 7 FORMATC 1H )
47. ' 8 FORMATC 43H OUTPUT POWER SPECTRUM IN .1 00HE* STEPS C D3) • )
48 ' 9 FORMATC F.0.0)
49 11 FORM A T C 16H NUMBER OF 31T 5 = )
50 12 FORMATC 1 7ii NO. OF MULT. BITS55)'
33
34 'WRI TEC 2, 11 )
5 1 ■ _ . _
52 M 1 = 8 '
53 W 0=123
54 PI£=22.0/7.0
55 T= 1 •0/C 127. 0*100.0)
56 AN0T=2**C3IT-1.0)
57 BW0T=2.0**3IT
5 8 CM0T=2.0**3ITE
59 U=G*CN0T
6 0.
61 DQ=AN0T/10.0
62 . AA=2 • 0*PI3*FS*T
63 AR1=3INCDQ*C0SCAA))
64 A 1 1 = 3 1WC DG*SIM CAA))
65 AR2=3IWCDQ*COSC2.0*AA))
66 • AI2=BINC DQ*SIN( 2* 0*AA))
67 AR3=BINCDQ*C0SC 3 * 0*AA)) *
68 AI3=3IMCDQ*SINC3.0*AA)) :
69
70 A=A*DG*CN0T . ’ ■
71 B=B*DQ*CW0T
72
73 DO 10 W = 1  ^2
74 . SIGRCW )=0.0
75 10 S IGI C N ) = 0 • 0 -
76
77 £O1=CMPLXC0.0/0.0)
78 £02=£01
79 £03=£02
80 ■' £M=£03
81 £R=0. 0 '
82 £1=0.0
83.
84 DO 20 N = 3-» 258
85 D0=AA*CN-2)
86 DI=2.0*PI3*FN*T*CM-2)
87 SIGRCM)=DINCA*CQSCD0)+3*COSCDI))
88 S IGI CM.) = BIW CA*SINC D0)+B*5INC DI))
89
90
91 £Rl=BINCANIBCSIGRCN)*£R)+AWiaCSIGICW)*£l))
92 ' £ I 1=BIM( AW IBC SI GRCW) *£1 ) - AN13( S I GI CM )*£R))
93 £R2=3IMCAWI3CSIGRCW-1)*£R)+AWIBCSIGICN-1)*£I) )
94 £I2=3INCANIBC8IGRCN-1 )*£I )-ANIBCSIGICN-1)*£R) )
95 £R3 = 3 1N C AN 13 C S IG R C M - 2 ) * £R) +AW I3 ( 5 IGI C N - 2 ) * £I > )
96 £I3=BIN( ANIBC SI GRCM-2)*£I ) - AW 1BC SIGICN-2) *£R) )
97
98 £D 1 = CMPLX(£R1 * £ I 1 )
99 £D2=CMPLXC£R2,£12) ■
100. £D3 = CMPLXC£R3.,£I3) 1
101
102 £01=CTI*£01+£D1)/CTI+1.0)
103 £02=CTI*£Q2+£D2)/CTI+1.0)
104 £03 = C TI*£Q3+£D3)/CTI+l*0) . ' .
1 05
1 06 £R1 =3 INC DiiULT( RfcJAuC £01 ) *G) +AR1 )
i-
i
JL?<C
1 07 211=BINCDNULTCAIMAGC201)*G)+AI1)
1 08 '2R2 = 3IN ( DNULTC REALC 202 ) *G ) +AR2 )
1 09 21 2 = 31N C DMUL T ( AI NAG C Z02 ) *G ) +A 12)
1 10 ZR3=BIN(DMULTC REALC Z03)*G)+AR3)
1 11 £13-BIN(DMULTCAIMAGC 203)*G)tA13) , '
I 12
1 13 I . i ,
1 14 0R1 =3 IN ( AW IBC SIGRCN)*2R1 ) - AN I BC 31 GI CN-) *211 ) )
1 15 011=BINCANIBCSIGRCN)*2I1)+ANI3CSIGICN)*2R1)>
1 16 0R2=3INCANIBCSIGRCN-i)*2R2)-ANIBCSIGICN-1)*2I2)>
1 17 012 = BIN(ANIBC SIGRCN-1)*212)+ANIBC SIGICN-1)*ZR2))
1 18 0R3=BIN C AN IBC SIGRC N-2)*2R3)-AN13C SIGICN-2 > *Z i 3))
119 ai3 = BINCANIBCSIGRCN-2>,*ZI3)+ANlBCSIGICN-2>*ZR3> )
120 ■ : ' ' ;•
121 ORR=BINC0R1+0R2) /
1 22 . 011=31NC0I1+QI2) ‘
1 23 S I GCN)=CMPLXCBINC0RR+0R3)*BINC0II+0I3) )
I 24
1 25 2R= DMULT C REALC SIGC N >)*CNOT)
1 26 20 2 I = DMULT\( AI NAG C SIGCN)> *CNQT) 1
1 27
1 28
1 29
1 30 DO 102 N = 131t 258
131 A2CN-130)=REAL CSIG C N ) ) -
1 32 102 B2C N-130)=A INAG C SIGCN))
1 33
1 34 CALL C06A3ECA2«r32,N0.rEALS£*UWC)
1 35
1 36 HAY=0* 0 '•
1 37- DO 103 N=l,128
1 38 A2CN>=10*0*ALOG10CA2CN>**2+B2CN)**2>
1 39 HAY=AMAXI(HAY* A2 C N ))
1 40 103 CONTINUE . . ;
1 41
1 42 DO 250 N=l/j28 • . ■
1 43 ; 250 A2CN)=A2CN)-HAY ,
1 44 '
1 45 WRITEC 2> 7 ) ,
I 46 WRITEC 2* 8) ^
1 47
1 48
1 49 WRITEC 2v 7)
150 
1 51
WRITEC 2,7)
152 ' . DO. 31 N = 1 j 40^ 4
153 31 WRI TEC 2* 1 9 ) A2CN ).»A2CN + 1 ) /A2CN+2)* A2CN + 3 )
154 *>•
1 55 19* EORMATC 3 X* E 1 0 . 5 /AX*E l 0•5, 4X,E10.5> 4X, FI 0 * 5 >
156
157 STOP OK
1 58 END ■■ ■ *
1 59
1 60 FUNCTION BINCQT0)
1 61 / CQMMON//ANQT
1 62 TON=OT0
\
1 63 IFC TON-ANGT) 150, 151.
1 64 150 I EC TQN+ANOT) 152> 152,
1 65 151 CD=2.0*ANOT-TOM '
1 66 GOTO 154
16 7 152 CD=-2.0*ANOT-TOM
168 GOTO1 154
1 69 153 CD=TON
1 70 154 BIN=ANINT(CD)
I 71 RETURN
1 72
1 73 END
1 74 
1 75 FUNCTION DMULTCAS0)
1 76 COMMON//ANOT
1 77 A0=A30
1 78 DD0=SINTCA0/ANOT)
1 79 AMOTSSDD0*ANOT
1 80 IFXA0) 5 01,502,503
1 81 5 01 DCO^AO+AMOT '
1 82 • GOTO 5 04
1 83 502 DCO=A0
1 84 GOTO 504
1 85 503 DCO=A0-AMOT
1 86 5 04 •DMULT=ANINTCDCO)
187
1 88 RETURN
189
1 90 END
1 91
1 92 ' FUNCTION SINTCAAA)
1 93 ABA=ABS(AAA)
1 94 ACA=ANINT(A B A )-ABA
1 95 IFCACA) 601* 602*603
1 96 601 DQ2=ANINT(ABA),
1 97 GOTO 604
198 602 DO£=A3A
1 99 GOTO 604
2 00 603 DO£=A N I N T (A B A - 1*0)
201 604 3 INT-DOZ
2 02
2 03 RETURN
2 04 ■ - ■
2 05 END /.
2 06
2 07 FUNCTION ANIBCAT0)
2 08 - C 0 MM ON/ QUI/BN Q T
209 DON=AT0
2 10 DON = B IN C DON/3NOT ) '
2 1 1 AN13=DON
2 12 RETURN :•
2 13 END •
2 14
2 15
2 16 FINISH,
2 17 ,
2 18
1 5.07 .32*
(Reprint from New Electronics)
X(tiT)
Fig. 1 (above). Fig. 2 (below).
Fast diQstesS fifes*
A  digital lih e r was required which could 
be described bv the d ifference equation: 
K I y (n T ) -  y (n 'l' -  T )  ] +  y ( n ' l ) = x ( n T )  
where K was to be approxim ately 250. 
The filte r was also required to work with  
a clock period o f 3()()nS.
The conventional method o f im ple­
menting the equation is shown in Fig. 1. 
This circuit requires two multipliers, K  
and 1 /(K + 1 ) .  By simply rearranging the 
circuit as in Fig. 2 we require only one 
constant m u ltip lier. By further arranging  
that (K -t -1 ) —2 " a very fast filter can be 
im plem ented by shifting binary numbers.
A  version o f the fille r is shown in Fig. 
3. The circuit can be built using 13 t.t.l.
Kg-3*
integrated circuits. T he  input and output 
are in 2s com plem ent form . T h e  register 
length is extended to twenty bits in order 
to have sufficient space to shift <S bits 
while m aintaining the filte r accuracy. The  
filte r shown in Fig, 3 w ill operate at a 
frequency o f 5 M H z  on 2s com plem ent 
numbers, w ith  a filte r constant.of 255 . 
D. S. Hicks,
University of Surrey.
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