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A BERESTYCKI-LIONS TYPE RESULT AND APPLICATIONS
CLAUDIANOR O. ALVES, RONALDO C. DUARTE AND MARCO A. S. SOUTO
Abstract. In this paper we show an abstract theorem involving the existence
of critical points for a functional I, which permit us to prove the existence of
solutions for a large class of Berestycki-Lions type problems. In the proof of
the abstract result we apply the deformation lemma on a special set associated
with I, which we call of Pohozaev set.
1. Introduction
At the last years a lot of authors have dedicated a special attention for existence
of solution for elliptic problems of the type
(1.1) −∆u = g(u), in RN ,
where N ≥ 2, ∆ denotes the Laplacian operator and g is a continuous function
verifying some conditions.
The main motivation comes from of the seminal paper due to Berestycki and
Lions [15], which has considered the existence of solution for (1.1) by assuming
that N ≥ 3 and the following conditions on g:
−∞ < lim inf
s→0+
g(s)
s
≤ lim sup
s→0+
g(s)
s
≤ −m < 0,
lim sup
s→0+
g(s)
s2∗−1
≤ 0,
there is ξ > 0 such that G(ξ) > 0,
where G(s) =
∫ s
0
g(t) dt.
In [16], Berestycki, Gallouet and Kavian have studied the case where N = 2 and
the nonlinearity g possesses an exponential growth of the type
lim sup
s→0+
g(s)
eβs2
= 0, ∀β > 0.
In the two above mentioned papers, the authors have used the variational method
to prove the existence of solution for (1.1). The main idea is to solve the minimiza-
tion problems
min
{
1
2
∫
RN
|∇u|2 dx :
∫
RN
G(u) dx = 1
}
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and
min
{
1
2
∫
RN
|∇u|2 dx :
∫
RN
G(u) dx = 0
}
for N ≥ 3 and N = 2 respectively. After that, the authors showed that the
minimizer functions of the above problems are in fact ground state solutions of
(1.1). By a ground state solution, we mean a solution u ∈ H1(RN ) \ {0} that
satisfies
E(u) ≤ E(v) for all nontrival solution v of (1.1),
where E : H1(RN )→ R is the energy functional associated to (1.1) given by
E(u) =
1
2
∫
RN
|∇u|2 dx −
∫
RN
G(u) dx.
After, Jeanjean and Tanaka in [37] showed that the mountain pass level of E is
a critical level and it is indeed the lowest critical level.
A version of the problem (1.1) for the critical case have been made in Alves,
Souto and Montenegro [5] for N ≥ 3 and N = 2, see also Zhang and Zhou [51] for
N = 3. The reader can found in Alves, Figueiredo and Siciliano [4], Chang and
Wang [20] and Zhang, do O´ and Squassina [52] the same type of results involving
the fractional Laplacian operator, more precisely, for a problem like
(1.2) (−∆)αu = g(u), in RN ,
with α ∈ (0, 1) and N ≥ 1.
We would like point out that the method used in the above papers works well
because g does not depend on x, −∆ and (−∆)α are homogeneous operators and
there is a Pohozaev identity associated with (1.1) and (1.2) . When one of these
facts is not verified it is necessary to change the arguments. In [43], Pomponio
and Watanabe have studied the existence of solution for (1.1) changing −∆ by
−∆p −∆q, that is, the following problem has been considered
(1.3) −∆pu−∆qu = g(u), in R
N .
In this case, there is a loss of homogeneity in the operator, then the arguments
used in the previous paper does not work well. To overcome this difficulty, the
authors have used a result found in Jeanjean [38, Theorem 1.1] to solve the problem.
However, the fact that above problem has a Pohozaev identity is crucial in their
approach. In [12], Azzollini and Pomponio have considered the existence of solution
for the following class of problem
(1.4) −∆u+ V (x)u = g(u), in RN .
By supposing some geometry conditions on V , the authors also used [38, Theorem
1.1] as well as the fact that there is a Pohozaev identity associated with the problem.
The read is invited to see that in the papers [43] and [12] a Pohozaev identity is
a key point to prove that a sequence of approximate solutions for (1.3) and (1.4)
are bounded.
Motivated by above papers, we were led for the following problem: If g is a
discontinuous function how to get a solution for problems (1.1), (1.2) or (1.3) ?
The main difficulty is related to the fact that the classical variational methods to
C1 functional cannot be applied. Moreover, in this situation, there is no Pohozaev
3identity associated with the problem. A second problem that we are interesting is
a version of (1.3) involving fractional Laplacian problem, more precisely,
(1.5) (−∆)αu+ (−∆)βu = g(u), in RN ,
where α, β ∈ (0, 1), N > 2max{α, β} and g be a continuous function. This problem
becomes interesting, because the authors do not know a Pohozaev identity asso-
ciated with it. Finally, another problem that we are interesting is the following
Anisotropic problem
(1.6) −
n∑
i=1
∂
∂xi
(∣∣∣∣ ∂u∂xi
∣∣∣∣pi−2 ∂u∂xi
)
= g(u), in RN ,
where 1 < p1 < ... < pn < N and g be a continuous function. Here, as in
last problem the authors do not know a Pohozaev identity associated with (1.6).
From these above commentaries a new approach must be developed to solved them.
Having theses problems in mind, in the present paper we show that there is an
abstract result behind of the famous result due to Berestycki and Lions [15], which
can be used to solve a lot of problems where the existence of a Pohozaev identity
is not clear. An advantage of our main result is related to the fact that it can be
applied for a lot of problems where the nonlinearity g is continuous, and also, for
some problems where the nonlinearity g is discontinuous.
Before stating our abstract theorem we need to fix some notations. In the se-
quel (X, || ||) is a reflexive Banach space and ψ1, ..., ψn,Φ : X → R are continuous
functionals verifying:
There is an application ∗ : [0,∞)×X → X and λ1, ..., λn, λΦ ∈ R such that
(X1) ψi(∗(t, u)) = t
λiψi(u);
(X2) Φ(∗(t, u)) = t
λΦΦ(u);
(X3) 0 < max {λ1, ..., λp} < λΦ;
(X4) ∗(0, u) = 0, ∀u ∈ X ;
(X5) For each u ∈ X fixed, the application t 7−→ ∗(t, u) is continuous.
There are subsets X+, Xr ⊂ X that are weak closed and a function Q : X+ → Xr
verifying:
(X6) ψi(Q(u)) ≤ ψi(u), ∀u ∈ X
+, ∀i ∈ {1, ..., n};
(X7) Φ(Q(u)) ≥ Φ(u), ∀u ∈ X
+;
(X8) If u ∈ X
r, then ∗(t, u) ∈ Xr for all t ≥ 0.
Before writing our next assumptions, we would like to fix the following notations
ut := ∗(t, u), ∀t ≥ 0 and u ∈ X,
J(u) :=
n∑
i=1
ψi(u), ∀u ∈ X
and
I(u) = J(u)− Φ(u), ∀u ∈ X.
Moreover of the above conditions, we also assume the following:
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(F1) Φ(0) = 0 and there is u ∈ X such that Φ(u) > 0.
(F2) ψi(u) ≥ 0 for all i ∈ {1, ..., n} and u ∈ X . Moreover, J(u) = 0⇔ u = 0.
(F3) There exists r > 0 such that if 0 < ||u|| < r, then
n∑
i=i
λiψi(u) > λΦΦ(u).
(F4) For any sequence (uk) satisfying Φ(uk) ≥ 0 and J(uk)→ 0, we have ||uk|| → 0.
Moreover, if (J(uk)) is bounded, then (uk) is also bounded.
(F5) If (uk) ⊂ X
r is weakly convergent for u in X , then
lim sup
k→∞
Φ(uk) ≤ Φ(u).
(F6) If (uk) is weakly convergent for u in X , then
ψi(u) ≤ lim inf
k→∞
ψi(uk), ∀i ∈ {1, 2, ...., n}.
In throughout this article, we denote by P and P+ the sets
P = {u ∈ X \ {0} : λ1ψ1(u) + ...+ λnψn(u) = λΦΦ(u)}
and
P+ =
{
u ∈ X+ \ {0} : λ1ψ1(u) + ...+ λnψn(u) = λΦΦ(u)
}
.
The set P will called of Pohozaev set and associated with it we have the operator
K(u) = λ1ψ1(u) + ...+ λnψn(u)− λΦΦ(u),
which will call of Pohozaev operator. Note that K−1({0}) = P ∪ {0}.
Now, we are ready to state our main result.
Theorem 1.1. Let X, Φ, ψ1,..., ψn satisfying (X1)− (X8) and (F1)− (F6). If
inf
w∈P
I(w) = inf
w∈P+
I(w),
then there is u ∈ P such that I(u) = inf
w∈P
I(w) > 0. If I is locally Lipschitz, then u
is a critical point of I in X, that is, 0 ∈ ∂I(u).
The plan of the paper is as follows: In Section 2 we have proved some preliminary
results that will be used in Section 3 to show the Theorem 1.1. In Section 4 we
study the existence of solution for a large class of problem, which includes the
problem
(−∆)αu+ (−∆)βu = g(u), in RN , (P1)
where α, β ∈ (0, 1), (−∆)α and (−∆)β denote the fractional Laplacian of order α
and β respectively, N > 2max{α, β} and g(s) = f(s)− s is a continuous function.
In Section 5, we consider the existence of solution for an Anisotropic problem like
−
n∑
i=1
∂
∂xi
(∣∣∣∣ ∂u∂xi
∣∣∣∣pi−2 ∂u∂xi
)
= g(u), in RN , (P2)
where 1 < p1 < ... < pn < N and g = f(s)− |s|
p0−2s is a continuous function. Fi-
nally, in Section 6, we establish the existence of solution for a class of discontinuous
problem of the type
−∆u(x) ∈ ∂G(u(x)), a.e. in RN , (P3)
5where N ≥ 1, G is the primitive of a function g(s) = f(s) − s, which can have a
finite numbers of discontinuity and ∂G(s) is the generalized gradient of G at s ∈ R.
2. Preliminary results
In this section, we have showed some technical lemmas that will be used in the
next section to prove Theorem 1.1.
Lemma 2.1. Let u ∈ X satisfying Φ(u) > 0. Then, there exists a unique t∗ > 0
such that ut∗ ∈ P. Hence,
I(ut∗) = max
t≥0
I(ut)
and for u ∈ P,
I(u) = max
t≥0
I(ut).
Proof. Let u ∈ X satisfying Φ(u) > 0. By (F1), u 6= 0. For each t ≥ 0, we fix
h(t) := I(ut), ∀t ∈ [0,+∞).
By (X1)− (X2),
h(t) = tλ1ψ1(u) + ...+ t
λnψn(u)− t
λΦΦ(u).
Now, From (X3) and (F2), h(t) > 0 for t > 0 large small and
lim
t→+∞
h(t) = −∞.
These informations ensure that h possesses a maximum in some t∗ ∈ (0,+∞), that
is,
I(ut∗) = max
t>0
I(ut).
Since h′(t∗) = 0, we derive that ut∗ ∈ P . To show the uniqueness of t
∗, we first
recall that ut ∈ P if, and only if,
λ1t
λ1ψ1(u) + ...+ λnt
λnψn(u) = λΦt
λΦΦ(u).
In the sequel, without loss of generality, we assume that λ1 = max {λi}
n
i=1. Then,
ut ∈ P if, and only if,
(2.7) λ1ψ1(u) = −
n∑
i=2
λit
(λi−λ1)ψi(u) + λΦt
(λΦ−λ1)Φ(u).
Combining (X3) with (F2) and the fact that Φ(u) > 0, it follows that the function
m(t) = −
n∑
i=2
λit
(λi−λ1)ψi(u) + λΦt
(λΦ−λ1)Φ(u), for t ≥ 0
has a positive derivative in (0,+∞). Therefore, m is increasing, m(0) = 0 and
m(t) → +∞ as t → +∞. These facts guarantee the existence of a unique t > 0
satisfying (2.7). 
Corollary 2.2. The Pohozaev set P is not empty.
Proof. The result follows by combining the last lemma with (F1). 
Lemma 2.3. There exists r > 0 such that
||u|| ≥ r, ∀u ∈ P .
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Proof. For all u ∈ P ,
K(u) =
n∑
i=1
λiψi(u)− λΦΦ(u) = 0.
On the other hand, by (F3), there exists r > 0 such that
K(u) =
∑n
i=1 λiψi(u)− λΦΦ(u) > 0, ∀ 0 < ||u|| < r.
Thus,
||u|| ≥ r, ∀u ∈ P .

Proposition 2.4. The functional I is bounded from below in P and there exists
u0 ∈ P satisfying
I(u0) = inf
u∈P
I(u).
Moreover, inf
u∈P
I(u) > 0.
Proof. If u ∈ P , (F2) combined with (X3) gives
(2.8) I(u) = J(u)− Φ(u) =
n∑
i=1
ψi(u)−
n∑
i=1
λi
λΦ
ψi(u) =
n∑
i=1
(
1−
λi
λΦ
)
ψi(u) ≥ 0,
showing the boundedness of I from below in P . In what follows,
I∞ = inf
u∈P
I(u) = inf
u∈P+
I(u)
and (uk) is a minimizing sequence associated with I∞, that is, (uk) ⊂ P
+ and
I(uk)→ I∞.
From (2.8), (J(uk)) is a bounded sequence. Hence, by (F4), the sequence (uk) is
also bounded in X . On the other hand, by conditions (X6) − (X7), we know that
(Q(uk)) ⊂ X
r and
J(Q(uk)) ≤ J(uk), ∀k ∈ N
and
Φ(Q(uk)) ≥ Φ(uk) > 0, ∀k ∈ N.
By Lemma 2.1, there exits t∗k > 0 such that (Q[uk])t∗k ∈ P . Therefore,
I∞ ≤ I
(
(Q[uk])t∗
k
)
≤ I
(
(uk)t∗
k
)
≤ max
t>0
I ((uk)t) = I(uk).
The last inequality yields
I
(
(Q[uk])t∗
k
)
→ I∞.
From this, without loss of generality we can assume that (uk) ⊂ X
r. As X is
reflexive and Xr is weak closed, we can suppose that for some subsequence, (uk) is
weakly convergent for some u ∈ Xr. Since, uk ∈ P , we must have Φ(uk) > 0, and
so, by (F5),
Φ(u) ≥ 0.
We claim that Φ(u) > 0. Indeed, assume by contradiction that Φ(u) = 0. Then,
Φ(uk)→ 0 as k → +∞.
Using the fact that uk ∈ P , we derive
J(uk)→ 0 as k → +∞.
7Now, applying (F4) we get
||uk|| → 0,
which contradicts Lemma 2.3. Thereby, Φ(u) > 0, and so, u 6= 0. Consequently,
the Lemma 2.1 guarantees the existence of t∗ > 0 verifying
ut∗ ∈ P .
From (X1)− (X2),
I(uk) = maxt>0 I ((uk)t)
≥ I ((uk)t∗)
=
∑n
i=1 ψi((uk)t∗)− Φ((uk)t∗)
=
∑n
i=1(t
∗)λiψi(uk)− (t
∗)λΦΦ(uk).
The last inequality combines with (F5)− (F6) to give
I∞ ≥ lim infk→∞
(∑n
i=1(t
∗)λiψi(uk)− (t
∗)λΦΦ(uk)
)
≥
∑n
i=1(t
∗)λiψi(u)− (t
∗)λΦΦ(u)
= I(ut∗).
Recalling that ut∗ ∈ P , we deduce that
I∞ = I(ut∗).
Now, we are going to show that I∞ = inf
u∈P
I(u) > 0. In fact, by (2.8), I∞ ≥ 0. If
I∞ = 0, we can argue as above to find a minimizing sequence (uk) ⊂ P
+ satisfying
Φ(uk) ≥ 0 and J(uk) → 0. However, this information together with (F4) leads
to ||uk|| → 0, contradicting Lemma 2.3. Therefore, inf
u∈P
I(u) > 0, finishing the
proof. 
3. Proof of Theorem 1.1
In this section our main goal is proving the Theorem 1.1, however to do that, we
need to prove more some preliminary lemmas.
Lemma 3.1. Let u ∈ P and set γ(t) := ut. Then,
lim
t→+∞
I(γ(t)) = −∞.
Proof. First of all, note that
(3.9) I(γ(t)) =
n∑
i=1
tλ
i
ψi(u)− t
λΦΦ(u), ∀t ∈ [0,+∞).
As u ∈ P , we have Φ(u) > 0. This combined with (X3) gives the desired result. 
Lemma 3.2. Let γ : R→ X be a continuous path satisfying
γ(0) = 0 and lim
t→+∞
I(γ(t)) = −∞.
Then, there exists t0 > 0 such that γ(t0) ∈ P.
Proof. We begin by supposing that γ(t) 6= 0 for all t > 0. Since
K(u) =
n∑
i=1
λiψi(u)− λΦΦ(u),
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by (F3), there exists r > 0 such that
K(u) > 0, for ||u|| < r.
As γ(0) = 0 and γ, K are continuous functions, for t small enough we must have
K(γ(t)) > 0.
On the other hand, the definition of I, (X3) and (f3) lead to
K(u) = λΦI(u) +
n∑
i=1
(λi − λΦ)ψi(u) ≤ λΦI(u), ∀u ∈ X.
Hence,
K(γ(t)) ≤ λΦI(γ(t)), ∀t ∈ [0,+∞).
Then, K(γ(t)) < 0 for t large enough. From this, there is t > 0 verifying
K(γ(t)) = 0,
implying that γ(t) ∈ P . For the general case, fix t˜ > 0 satisfying
t˜ = sup {t ∈ [0,+∞); γ(t) = 0} .
By continuity, γ(t˜) = 0. Setting
β(t) = γ(t+ t˜) ∀t ∈ [0,+∞),
we have that β(0) = 0, lim
t→∞
I(β(t)) = −∞ and β(t) 6= 0, for all t > 0. By the
above arguments, there exists t0 > 0 such that
β(t0) ∈ P ,
showing that γ(t0 + t˜) ∈ P . 
Next, we recall the deformation lemma for locally Lipschitz functional found in
Figueiredo and Pimenta [35] that will be used in the proof of Theorem 1.1.
Theorem 3.3. (Deformation Lemma) Let X be a Banach space and I : X → R be
a locally Lipschitz functional. Assume that there are c ∈ R, S ⊂ E and α, δ, ǫ0 > 0
satisfying
β(x) := min {||z||X∗ ; z ∈ ∂I(x)} ≥ α, for all x ∈ I
−1([c− ǫ0, c+ ǫ0]) ∩ S2δ.
where S2δ is a 2δ-neighborhood of S. Then, for each 0 < ǫ < min{
δα
2 , ǫ0} there
exists a homeomorphism η : X → X satisfying
• η(u) = u, se u /∈ I−1([c− ǫ0, c+ ǫ0]) ∩ S2δ;
• η(Ic+ǫ ∩ S) ⊂ Ic−ǫ;
• I(η(u)) ≤ I(u) for all u ∈ X,
where Ia = {u ∈ X ; I(u) ≤ a} for all a ∈ R.
Now, we are ready to proof Theorem 1.1.
Proof. (Proof of Theorem 1.1 ) By Proposition 2.4, there is u ∈ P with
I(u) = I∞ = inf
w∈P
I(w) > 0.
Assume by contradiction that 0 /∈ ∂I(u). Then, there is α > 0 such that
(3.10) |x− u| < α⇒ β(x) = min {||z||X∗ ; z ∈ ∂I(x)} > α.
9Indeed, otherwise for each α = 1k , it would exist xk ∈ X with
|u− xk| <
1
k
and β(xk) <
1
k
, ∀k ∈ N.
Consequently, it would exist zk ∈ ∂I(xk) with
||zk||X∗ <
1
k
.
By definition and properties of I0(u, v) (see [19]), we must have
I0(u, v) ≥ lim sup
k→∞
I0(xk, v) ≥ lim sup
k→∞
〈zk, v〉 = 〈0, v〉, ∀v ∈ X,
showing that 0 ∈ ∂I(u), which is absurd. This proves (3.10).
Applying the Deformation Lemma for c = I∞, δ =
α
4 , ǫ0 =
I∞
2 and S = Bα2 (u),
we get a homeomorphism η : X → X satisfying
• (i) η(u) = u, if u /∈ I−1([c− ǫ0, c+ ǫ0]) ∩ S2δ;
• (ii) η(Ic+ǫ ∩ S) ⊂ Ic−ǫ;
• (iii) I(η(u)) ≤ I(u) for all u ∈ X .
Fix
β(t) := η(γ(t))
where γ(t) = ut. By (X5), the function β is continuous. Moreover, from (X4) and
I(0) < c− ǫ0, we obtain
β(0) = η(γ(0)) = η(0) = 0.
Now, by Lemma 3.1 and (iii),
(3.11) lim
t→+∞
I(β(t)) = lim
t→+∞
I(η(γ(t))) ≤ lim
t→+∞
I(γ(t)) = −∞.
The above analysis permit us to apply Lemma 3.2 to find t∗ > 0 such that β(t∗) ∈ P .
Hence,
(3.12) c ≤ I(β(t∗)) ≤ max
t>0
I(β(t)).
On the hand, as I(u) = c < c+ ǫ, γ(1) = u, I and γ are continuous, we can choose
τ > 0 of such way that
γ(t) ∈ Ic+ǫ ∩ S, ∀t ∈ [1− τ, 1 + τ ].
Thereby, if t ∈ [1− τ, 1 + τ ], the Deformation Lemma yields
I(β(t)) = I(η(γ(t))) ≤ c− ǫ.
Now, we will analyze the case t /∈ [1 − τ, 1 + τ ]. In this case, by Lemma 2.1 and
(iii),
I(β(t)) = I(η(γ(t))) ≤ I(γ(t)) < max
t>0
I(γ(t)) = I(γ(1)) = c
In any case, we deduce that
max
t>0
I(β(t)) < c,
contradicting (3.12). Therefore,
0 ∈ ∂I(u),
finishing the proof. 
The Corollary below is a version of Theorem 1.1 when the functional I is
C1(X,R).
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Corollary 3.4. Let X,ψ1,..., ψn and Φ satisfying (X1) − (X8) and (F1) − (F6).
Assuming that Φ, ψ1,..., ψn ∈ C
1(X,R) and
inf
w∈P
I(w) = inf
w∈P+
I(w).
Then there exists u ∈ P such that
I(u) = inf
w∈P
I(w).
Moreover, u is a critical point of I in X, that is, I ′(u) = 0.
Proof. Since I ∈ C1(X,R), we have that
∂I(u) = {I ′(u)} , ∀u ∈ X.
Therefore, o corollary is an immediate consequence of the Theorem 1.1. 
4. Problem involving s and t fractional laplacian for 0 < t, s < 1
As mentioned in the introduction, in this section we intend to prove the existence
of nonnegative solution for a problem like
n∑
j=1
(−∆)sju = g(u), in RN , (P1)
where 0 < s1 ≤ s2 ≤ .... ≤ sn < 1, N > 2sn and (−∆)
si denotes the si-fractional
laplacian and
g(s) = f(s)− s, ∀s ∈ R,
with f : R→ R being a continuous function satisfying:
(f1) lim
s→0
f(s)
s
= 0.
(f2) lim sup
s→+∞
|f(s)|
|s|q−1
<∞, for some q ∈ (1, 2∗sn − 1) where 2
∗
sn =
2N
N−2sn
.
(f3) f(s) > 0, ∀s > 0.
(f4) There is τ > 0 such that G(τ) =
∫ τ
0 g(s)ds > 0.
Since we intend to find a nonnegative solution, in what follows we assume that
f(s) = 0, ∀s < 0,
and denote by F its primitive, that is,
F (s) =
∫ s
0
f(t)dt.
The energy functional associated with (P1) is given by I1 : H
sn(RN )→ R with
I1(u) =
n∑
i=1
1
2
∫
RN
∫
RN
|u(x)− u(y)|2
|x− y|N+2si
dx dy −
∫
RN
G(u)dx.
It is easy to see that I1 ∈ C
1(Hsn(RN ),R) and its critical points are weak solutions
of (P1).
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We recall that, for any s ∈ (0, 1), the fractional Sobolev space Hs(RN ) is defined
by
Hs(RN ) =
{
u ∈ L2(RN ) :
∫
RN
∫
RN
|u(x)− u(y)|2
|x− y|N+2s
dx dy <∞
}
,
endowed with the norm
‖u‖ =
(
|u|2L2(RN ) +
∫
RN
∫
RN
|u(x)− u(y)|2
|x− y|N+2s
dx dy
)1/2
.
The fractional Laplacian, (−∆)su, of a smooth function u : RN → R is defined by
F((−∆)su)(ξ) = |ξ|2sF(u)(ξ), ξ ∈ RN ,
where F denotes the Fourier transform, that is,
F(φ)(ξ) =
1
(2π)
N
2
∫
RN
e−iξ·xφ(x) dx ≡ φ̂(ξ),
for functions φ in the Schwartz class. As mentioned in [27, Lemma 3.2], (−∆)su
can be equivalently represented by
(−∆)su(x) = −
1
2
C(N, s)
∫
RN
(u(x+ y) + u(x− y)− 2u(x))
|y|N+2s
dy, ∀x ∈ RN ,
where
C(N, s) = (
∫
RN
(1− cosξ1)
|ξ|N+2s
dξ)−1, ξ = (ξ1, ξ2, . . . , ξN ).
Also, in light of [27, Propostion 3.4,Propostion 3.6], we have
(4.13)
|(−∆)s/2u|2L2(RN ) =
∫
RN
|ξ|2s|û|2dξ =
1
2
C(N, s)
∫
RN
∫
RN
|u(x)− u(y)|2
|x− y|N+2s
dx dy,
for all u ∈ Hs(RN ), and sometimes, we identify these two quantities by omitting
the normalization constant 12C(N, s). For N > 2s, from [27, Theorem 6.5] we also
know that, for any p ∈ [2, 2∗s], there exists Cp > 0 such that
(4.14) |u|Lp(RN ) ≤ Cp‖u‖, for all u ∈ H
s(RN ).
In the sequel, we will work to show that functional I1 verifies the assumptions
of Theorem 1.1. To this end, we need to fix some notations:
ψi(u) =
1
2
∫
RN
∫
RN
|u(x)− u(y)|2
|x− y|N+2si
dx dy for i ∈ {1, ..., n},
Φ(u) =
∫
RN
G(u)dx =
∫
RN
F (u)dx−
1
2
∫
RN
|u|2dx,
X = Hsn(RN ), X+ = {u ∈ Hsn(RN ) : u(x) ≥ 0 a.e. in RN}
and
Xr = {u ∈ Hsnrad(R
N ) ∩X+ : 0 ≤ u(x) ≤ u(y) if 0 < |y| ≤ |x|}.
The reader is invited to observe that X+ and Xr are weak closed in Hsn(RN ).
Moreover, we would like point out that Xr is compactly embedding Lq(RN ) for all
q ∈ (2, 2∗sn), that is, if (uk) ⊂ X
r is a bounded sequence in Hsn(RN ), then there
are a subsequence of (uk), still denoted by itself, and u ∈ X
r such that
uk → u in L
q(RN ), ∀q ∈ (2, 2∗sn).
The proof this fact follows of [15, Radial Lemma A.IV ].
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The main result this section has the following statement
Theorem 4.1. Assume the conditions (f1) − (f4). Then, (P1) has a nontrivial
solution.
Proof. In the sequel, we will show that all conditions of Theorem 1.1 hold, which
ensures that functional I1 has a nontrivial critical point, and hence (P1) has a
nontrivial solution. First of all, note that
I1(u) = J(u)− Φ(u), ∀u ∈ X = H
sn(RN ).
In what follows, we set ∗(t, u) := ut : R
N → R by
ut(x) =
{
u
(
x
t
)
, for t > 0,
0, for t = 0.
It is easy to check that
ψ1, ψ2, ..., ψn,Φ ∈ C
1(Hsn(RN ),R),
u ∈ Xr ⇒ ut ∈ X
r, ∀t ≥ 0,
Φ(ut) = t
NΦ(u), ∀t ≥ 0 and ∀u ∈ Hsn(RN )
and
ψi(ut) = t
N−2siψi(u), ∀t ≥ 0, ∀i ∈ {1, 2, ..., n} and ∀u ∈ H
sn(RN ).
Thus, the conditions (X1)− (X4) and (F2) occur. Moreover, a simple computa-
tion shows that for each u ∈ Hsn(RN ), the application t 7−→ ut is continuous, and
so, (X5) is also proved.
The conditions (X6)− (X8) are verified by considering
Q : Hsn(RN ) −→ Xr
u 7−→ (u+)∗
where (u+)∗ is the Schwartz’s symmetrization of u+ = max{u, 0}.
Now, we are going to prove the conditions (F1) and (F3)− (F6).
Claim 4.2. ( Proof of (F1) ): There exists u ∈ H
sn(RN ) such that Φ(u) > 0
and Φ(0) = 0.
Proof. By definition of Φ, we have Φ(0) = 0. For each k ∈ N, take φk ∈ C
∞
0 (B1+ 1
k
(0))
with φk = τ in B1(0) and |φk| ≤ τ . Note that∫
RN
G(φk)dx =
∫
B1(0)
G(φk)dx +
∫
B
1+ 1
k
(0)\B1
G(φk)dx
and ∣∣∣∣∣∣
∫
B
1+ 1
k
(0)\B1(0)
G(φk)dx
∣∣∣∣∣∣ ≤
(
sup
{|t|≤τ}
G(t)
)
|B1+ 1
k
\B1(0)|.
As
|B1+ 1
k
\B1(0)| → 0 as k → +∞,
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and G(τ) > 0, we can fix k ∈ N large enough such that∫
RN
G(φk)dx =
∫
B1(0)
G(φk)dx+
∫
B
1+ 1
k
(0)\B1
G(φk)dx
≥ G(τ)|B1(0)| −
(
sup{|t|≤τ}G(t)
)
|B1+ 1
k
\B1(0)|,
> 0,
proving the claim. 
Claim 4.3. ( Proof of (F3)) There exists r > 0 such that
n∑
i=i
λiψi(u) > λΦΦ(u), for 0 < ||u|| < r.
Proof. Given ǫ < 12 , we find Cǫ > 0 verifying
λnψn(u)− λΦΦ(u) = λnψn(u) +
λΦ
2
∫
RN
|u|2dx− λΦ
∫
RN
F (u)dx
≥ λnψn(u) + λΦ(
1
2 − ǫ)
∫
RN
|u|2dx− λΦCǫ
∫
RN
|u|qdx
≥ C||u||2 − C1||u||
q,
where C,C1 > 0 are positive constants. As q > 2, we obtain the desired result. 
Claim 4.4. ( Proof of (F4)) Let (uk) be a sequence in H
sn(RN ) with Φ(uk) ≥ 0
for all k ∈ N. If (J(uk)) is bounded, we have that (uk) is also bounded. Moreover,
if J(uk)→ 0, then ||uk|| → 0.
Proof. Fix u ∈ Hsn(RN ) with Φ(u) ≥ 0. By assumptions on f , there exists C 1
4
> 0
satisfying ∫
RN
F (u)dx ≤
1
4
∫
RN
|u|2dx+ C 1
4
∫
RN
|u|2
∗
sndx.
As Φ(u) ≥ 0,
1
2
∫
RN
|u|2dx ≤ Φ(u) + 12
∫
RN
|u|2dx
=
∫
RN
F (u)dx
≤ 14
∫
RN
|u|2dx+ C 1
4
∫
RN
|u|2
∗
sndx.
From this,
1
4
∫
RN
|u|2dx ≤ C1[ψn(u)]
2∗sn
2 ≤ C2[J(u)]
2∗sn
2 ,
for some positive constants C1, C2 > 0. Therefore,
||u||2 ≤ J(u) + C3[J(u)]
2∗sn
2 ,
showing the Claim 4.4. 
Claim 4.5. ( Proof of (F5)) If (uk) is weakly convergent for u in X
r, then
lim sup
k→∞
Φ(uk) ≤ Φ(u).
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Proof. The assumptions on f ensure that for each ǫ > 0, there is Cǫ > 0 satisfying
F (s) ≤
ǫ
6L
|s|2 + Cǫ|s|
p.
where L = supk∈N ||uk||
2. Then, for R > 0∫
Bc
R
|F (uk)|dx ≤
ǫ
6
+ Cǫ
∫
Bc
R
|uk|
pdx.
Since Xr is compactly embedding in Lq(RN ) for q ∈ (2, 2∗), there are R and k0
large enough such that∫
Bc
R
|F (u)|dx <
ǫ
3
and
∫
Bc
R
|F (uk)|dx <
ǫ
3
, ∀k ≥ k0.
Now, as Hsn(RN ) is compactly embedding in Lq(BR) for p ∈ [1, 2
∗
n) and f has
subcritical growth, we have∫
BR
|F (uk)− F (u)|dx→ 0.
From this,
lim sup
k→∞
∫
RN
|F (uk)− F (u)|dx ≤ ǫ,
implying that ∫
RN
F (uk)dx→
∫
RN
F (u)dx.
The last limit leads to
lim inf
(
1
2
∫
RN
|uk|
2dx−
∫
RN
F (uk)dx
)
≥ lim inf
(
1
2
∫
RN
|uk|
2dx
)
−
∫
RN
F (u)dx
≥
1
2
∫
RN
|u|2dx−
∫
RN
F (u)dx = −Φ(u),
that is, lim inf
k→+∞
(−Φ(uk)) ≥ −Φ(u), proving the result. 
Claim 4.6. ( Proof of (F6)) Se (uk) is weakly convergent to u in H
sn(RN ), then
ψi(u) ≤ lim inf
k→∞
ψi(uk), ∀i ∈ {1, 2, ..., n}.
Proof. The result is an immediate consequence of the fact that ψi is a convex
function in Hsn(Rn) for i ∈ {1, 2, ..., n}. 
Claim 4.7. The functional I1 verifies the equality below
inf
w∈P
I1(w) = inf
w∈P+
I1(w).
Proof. By definition of I1, it is easy to see that
I1(u) ≥ I1(u
+), ∀u ∈ Hsn(RN ),
where u+ = max{u, 0}. For each u ∈ P , we know that u+ 6= 0, thus there is t+ > 0
such that (u+)t+ ∈ P . Then,
inf
w∈P+
I1(w) ≤ I1((u
+)t+) ≤ I1((u)t+) ≤ max
t>0
I1(ut) = I1(u), ∀u ∈ P ,
showing the desired result. 
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The above claims permit us to conclude that I1 verifies the assumptions of The-
orem 1.1, more precisely Corollary 3.4. Hence, I1 has a nontrivial critical point,
and so, problem (P1) possesses a nontrivial solution. 
Before concluding this section, we would like point out that the reader can find
recent results involving fractional Laplacian in Barrios, Colorado, de Pablo and
Sa´nchez [13], Bra¨ndle, Colorado and Sa´nchez [14], Cabre´ and Sire [17], Caffarelli
and Silvestre [18], Fall, Mahmoudi and Valdinoci [33], Felmer, Quass and Tan [34],
Secchi [50] and their references.
5. Existence of solution for a class of anisotropic problem
In this section we study the existence of solution for the following anisotropic
problem
−
N∑
i=1
∂
∂xi
(∣∣∣∣ ∂u∂xi
∣∣∣∣pi−2 ∂u∂xi
)
= g(u), in RN , (P2)
where 1 < p1 ≤ ... ≤ pN < N and g : R→ R is a function given by
g(s) = f(s)− |s|p1−2s, ∀s ∈ R,
with f : R→ R being a continuous function satisfying (f3)−(f4) and the conditions:
(f5) lim
s→0
f(s)
|s|p1−1
= 0.
(f6) lim sup
s→+∞
|f(s)|
|s|q−1
<∞, for some q ∈ (p0, p
∗) where
p∗ =
N∑N
i=1
1
pi
− 1
.
As in the previous section, we will assume that
f(s) = 0, ∀s < 0,
and denote by F its primitive, that is,
F (s) =
∫ s
0
f(t)dt.
The main theorem in this section is the following
Theorem 5.1. Assume the conditions (f3) − (f6). Then, (P2) has a nontrivial
solution.
The reader can find some results associated with anisotropic problems in Alves
and El Hamidi [8], El Hamidi and Rakotoson, [28–30], Fragala, Gazzola, and Kawohl
[31] and their references.
Hereafter, we fix −→p = (p1, ..., pN ) and define the anisotropic Sobolev space
W 1,
−→p (RN ) by
W 1,
−→p (RN ) =
{
u ∈ Lp1(RN );
∂u
∂xi
∈ Lpi(RN ) i = 1, 2, ..., N
}
endowed with the norm
||u|| :=
(∫
RN
|u|p1 dx
) 1
p1
+
N∑
i=1
(∫
RN
∣∣∣∣ ∂u∂xi
∣∣∣∣pi dx)
1
pi
.
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Related to the space (W 1,
−→p (RN ), || ||), it is possible to prove that it is a Reflexive
Banach space and C∞0 (R
N ) is dense inW 1,
−→p (RN ). Moreover, the spaceW 1,
−→p (RN )
is continuously embedding in Lq(RN ) for all q ∈ [p1, p
∗]. For more details about
this subject see Nikol’skii [45] and Rakosnik [48, 49].
The proof of the next lemma follows the same ideas explored in [39, Lemma 2.5
and Theorem 3.1] and also its proof will be omit.
Lemma 5.2. If u ∈W 1,
−→p (RN ) is a nonnegative function, then∣∣∣∣∣∣∣∣∂u∗∂xi
∣∣∣∣∣∣∣∣pi
pi
≤
∣∣∣∣∣∣∣∣ ∂u∂xi
∣∣∣∣∣∣∣∣pi
pi
, ∀i ∈ {1, 2, ..., n},
where u∗ is the Schwartz’s symmetrization of u.
Our intention is proving that the energy functional I2 : W
1,−→p (RN ) → R given
by
I2(u) =
N∑
i=1
1
pi
∫
RN
∣∣∣∣ ∂u∂xi
∣∣∣∣pi dx+ ∫
RN
|u|p1dx−
∫
RN
F (u)dx
satisfies the conditions of Theorem 1.1, because the critical points of I2 are weak
solutions of (P2). Since I2 belongs to C
1(W 1,
−→p (RN ),R) we will prove that I2
verifies the conditions of Corollary 3.4. Having this in mind, in what follows we
define ψi,Φ :W
1,−→p (RN )→ R by
ψi(u) =
1
pi
∫
RN
∣∣∣∣ ∂u∂xi
∣∣∣∣pi dx, for i ∈ {1, 2, ..., N}
Φ(u) =
∫
RN
G(u)dx =
∫
RN
F (u)dx−
1
p1
∫
RN
|u|p1dx
X =W 1,
−→p (RN ), X+ = {u ∈ W 1,
−→p (RN ) : u(x) ≥ 0 a.e. in RN}
and
Xr = {u ∈W 1,
−→p
rad (R
N ) ∩X+ : 0 ≤ u(x) ≤ u(y) if 0 < |y| ≤ |x|}.
Arguing as [15, Radial Lemma A.IV ] it is possible to prove that Xr is compactly
embedding Lq(RN ) for all q ∈ (p1, p
∗).
From the above notations
I2(u) = J(u)− Φ(u), ∀u ∈ X =W
1,−→p (RN ).
As in the previous section, we also consider ∗(t, u) := ut : R
N → R by
ut(x) =
{
u
(
x
t
)
, for t > 0,
0, for t = 0.
A simple computation gives,
ψi(ut) = t
N−piψi(u) and Φ(ut) = t
NΦ(u), ∀t ≥ 0 and ∀u ∈W 1,
−→p (RN ).
Moreover, the application t 7→ ut is a continuous function in t ∈ [0,+∞) for all
u ∈ W 1,
−→p (RN ) and
ut ∈ X
r ∀t ∈ R when u ∈ Xr.
In the sequel, we set Q :W 1,
−→p (RN ) −→ Xr by
Q(u) = (u+)∗.
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By using the Lemma 5.2 and properties of radial functions, it follows that
ψi(Q(u)) ≤ ψi(u) and Φ(u) = Φ(Q(u)), ∀u ∈ X
+.
Moreover, with few modifications, we can argue as in Section 4 to show the claims
below:
• (1) There exists u ∈W 1,
−→p (RN ) such that Φ(u) > 0.
• (2) ψi(u) ≥ 0, ∀i ∈ {1, 2, ..., N} and J(u) = 0⇔ u = 0 .
• (3) There is r > 0 such that
N∑
i=1
(N − pi)
pi
∫
RN
∣∣∣∣ ∂u∂xi
∣∣∣∣pi dx−NΦ(u) > 0 for 0 < ‖u‖ < r.
• (4) By Sobolev embedding, there is a positive C1 such that∫
RN
|u|p1 dx ≤ C1
(
N∑
i=1
(ψi(u))
1
pi
)p∗
, ∀u ∈W 1,
−→p (RN ) with Φ(u) > 0.
• (5) If (uk) ⊂ X
r is weakly convergent to u in W 1,
−→p (RN ), by compact
embedding of Xr in Lq(RN ) for all q ∈ (p0, p
∗), we have
lim sup
k→+∞
Φ(uk) ≤ Φ(u).
• (6) If (uk) ⊂W
1,−→p (RN ) is weakly convergent to u in W 1,
−→p (RN ), then
lim inf
k→+∞
(
N∑
i=1
ψi(uk)
)
≥
N∑
i=1
ψi(u).
• (7) inf
w∈P
I2(w) = inf
w∈P+
I2(w).
From the above commentaries, the Theorem 5.1 is proved, because all the con-
ditions of Theorem 1.1 were verified.
6. An application involving discontinuous nonlinearity
In this section we consider the existence of solution for the problem
(6.15) −∆u(x) ∈ ∂G(u(x)), a.e. in RN ,
where N ≥ 1, G is the primitive of a function g : R→ R given by g(s) = f(s)− s,
that is,
G(s) =
∫ s
0
g(t) dt =
∫ s
0
f(t) dt−
1
2
|s|2 = F (s)−
1
2
|s|2
and ∂G(s) is the generalized gradient of G at s ∈ R, given by
∂G(s) = [g(s), g(s)]
where
g(s) = lim
r↓0
ess inf {g(t); |s− t| < r} and g(s) = lim
r↓0
ess sup {g(t); |s− t| < r} .
When g is a continuous function, which is equivalent to say that f is continuous,
we know that G ∈ C1(R,R) and in this case
∂G(s) = {g(s)}, ∀s ∈ R.
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In this section, we assume that f can have a finite number of discontinuity points
a1, a2, ...., ap ∈ R \ {0}. Moreover, f verifies (f1), (f3) and the condition
(f7) There are A,B > 0 such that
|f(s)| ≤ A|s|+B|s|q, ∀s ∈ R,
for some q ∈ (1, 2∗ − 1) where 2∗ = 2NN−2 if N ≥ 3 and 2
∗ = +∞ if N = 1, 2.
Since we intend to find a nonnegative solution, in what follows we assume that
f(s) = 0, ∀s < 0.
Hereafter, by a solution we understand as being a function u ∈ W
2, q+1
q
loc (R
N ) ∩
H1(RN ) that verifies (6.15), or equivalently, the problem below
(6.16) −∆u(x) + u(x) ∈
[
f(u(x)), f (u(x))
]
, a.e. in RN .
For the case where f is a continuous function, the above solution must verify the
equation
−∆u(x) + u(x) = f(u(x)), a.e. in RN .
A rich literature is available by now on problems with discontinuous nonlineari-
ties, and we refer the reader to Alves, Bertone and Gonc¸alves [1], Alves and Bertone
[2], Alves, Gonc¸alves and Santos [3], Ambrosetti and Turner [9], Ambrosetti, Cala-
horrano and Dobarro [10], Badiale and Tarantelo [11], Carl, Le and Motreanu [21],
Clarke [26], Chang [19], Carl and Dietrich [22], Carl and S. Heikkila [23,24], Cerami
[25], Hu, Kourogenis and Papageorgiou [40], Montreanu and Vargas [44], Radulescu
[47] and their references. Several techniques have been developed or applied in their
study, such as variational methods for nondifferentiable functionals, lower and up-
per solutions, global branching, fixed point theorem, and the theory of multivalued
mappings.
The main idea is showing the existence of a nontrivial critical point of the func-
tional energy associated with problem I3 : H
1(RN )→ R given
I3(u) =
1
2
∫
RN
|∇u|2dx+
1
2
∫
RN
|u|2dx−
∫
RN
F (u)dx.
Since I3 is locally Lipschitz, a function u ∈ H
1(RN ) is a critical point of I3, if
0 ∈ ∂I3(u), where ∂I3(u) denotes the generalized gradient of I3. We recall The
generalized gradient of I3 at u is the set
∂I3(u) = {µ ∈ (H
1(RN ))∗ : I03 (u, v) ≥ 〈µ, v〉, ∀v ∈ H
1(RN )}
where I03 (u, v) denotes the directional derivative of I3 on u in the direction of
v ∈ H1(RN ) defined by
I03 (u, v) = lim sup
h→0,λ↓0
I3(u + h+ λv)− I3(u+ h)
λ
.
The reader can find more details about this subject in Chang [19] and Clarke [26].
The main result this section is the following
Theorem 6.1. Assume the conditions (f1) − (f3) and (f7). Then, (6.15) has a
nontrivial solution.
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As in the previous section, we will show that functional I3 verifies the conditions
of Theorem 1.1. In what follows,
X = H1(RN ), X+ = {u ∈ H1(RN ) : u(x) ≥ 0 a.e. in RN},
Xr = {u ∈ H1rad(R
N ) ∩X+ : 0 ≤ u(x) ≤ u(y) if 0 < |y| ≤ |x|},
J(u) = ψ(u) =
1
2
∫
RN
|∇u|2 dx
and
Φ(u) =
∫
RN
G(u) dx.
By using these notations,
I3(u) = J(u)− Φ(u), ∀u ∈ X = H
1(RN ).
A well known argument shows that Φ is locally Lipschitz, J ∈ C1(H1(RN ),R) and
I3 is locally Lipschitz.
Moreover, as in the previous sections, we set ∗(t, u) := ut : R
N → R by
ut(x) =
{
u
(
x
t
)
, for t 6= 0,
0, for t = 0.
By definition of ψ and Φ, it follows that
Φ(ut) = t
NΦ(u) and ψ(ut) = t
N−2ψ(u), ∀t ≥ 0 and ∀u ∈ H1(RN ).
From the above commentaries, we have proved (X1) − (X4) and (F2) of Theorem
1.1. Moreover, as in the previous sections, for each u ∈ Hsn(RN ), the application
t 7−→ ut is continuous, and so, (X5) is also proved.
Next, as in Section 4, we will prove the other conditions of Theorem 1.1 also
occur. Setting
Q : H1(RN ) −→ Xr
u 7−→ (u+)∗,
where (u+)∗ is the Schwartz’s symmetrization of u+, standard arguments show that
(X6)− (X8) also hold.
Claim 6.2. ( Proof of (F1)) There is u ∈ H
1(RN ) such that Φ(u) > 0 and
Φ(0) = 0.
Proof. The claim follows with the same arguments explored in Claim 4.2. 
Claim 6.3. ( Proof of (F3)) There exists r > 0 such that
(N − 2)ψ(u) > NΦ(u), for 0 < ||u|| < r.
Proof. See proof of Claim 4.3 
Claim 6.4. ( Proof of (F4)) Let (uk) be a sequence in H
1(RN ) with Φ(uk) ≥ 0
for all k ∈ N. If (J(uk)) is bounded, we have that (uk) is also bounded. Moreover,
if J(uk)→ 0, then ||uk|| → 0.
Proof. An immediate consequence of J . 
Claim 6.5. ( Proof of (F5)) If (uk) is weakly convergent to u in H
1
rad(R
N ), then
lim sup
k→∞
Φ(uk) ≤ Φ(u).
Proof. See proof of Claim 4.5. 
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Claim 6.6. ( Proof of (F6)) Se (uk) is weakly convergent to u in H
1(RN), then
ψ(u) ≤ lim inf
k→+∞
ψ(uk).
Proof. See proof of Claim 4.6. 
Claim 6.7. The functional I3 verifies the equality below
inf
w∈P
I3(w) = inf
w∈P+
I3(w).
Proof. See proof of Claim 4.7 
From the above analysis, we can deduce that the functional I3 verifies the con-
ditions of Theorem 1.1. From this, there is u0 ∈ H
1(RN ) such that
0 ∈ ∂I3(u0) and I3(u0) = inf
w∈P
I3(w) > 0.
As J is C1(H1(RN ),R), we have
J ′(u0) ∈ ∂Φ(u0).
On the other hand, as
Φ(u) = Φ1(u) + Φ2(u), ∀u ∈ H
1(RN )
with
Φ1(u) =
∫
RN
F (u) dx and Φ2(u) =
1
2
∫
RN
|u|2 dx,
it follows that
(6.17) J ′(u0) + Φ
′
2(u0) ∈ ∂Φ1(u0).
Here, we have used that Φ2 ∈ C
1(H1(RN ),R).
By using well known result found in [6], we know that
∂Φ1(u0) ⊂ [f(u0), f(u0)].
This combined with (6.17) guarantee the existence of a mensurable function ρ :
R
N → R verifying
(6.18) ρ(x) ∈ [f(u0(x)), f(u0(x))], a.e. in R
N ,
such that u0 is a weak solution of the problem
−∆u0 + u0 = ρ, in R
N .
By (6.18), ρ ∈ L
p+1
p
loc (R
N ), then the elliptic regularity gives u0 ∈ W
2, q+1
q
loc (R
N ) ∩
H1(RN ), showing the u0 is a nontrivial solution of (6.16).
Conflict of Interest: The authors declare that they have no conflict of interest.
21
References
[1] C. O. Alves, A. M. Bertone and J. V. Gonc¸alves, A variational approach to discontinuous
problems with critical Sobolev exponents, J. Math. Anal. App. 265 (2002), 103-127.
[2] C. O. Alves and A.M. Bertone, A discontinuous problem involving the p-Laplacian operator
and critical exponent in RN , Electron. J. Differential Equations 2003 (2003), 1- 10.
[3] C.O. Alves, J.V. Gonc¸alves and J.A. Santos, Strongly nonlinear multivalued elliptic equations
on a bounded domain, J. Glob. Optim. 58 (2014), 565-593.
[4] C.O. Alves, G.M. Figueiredo and G. Siciliano,Ground state solutions for fractional scalar filed
equations under a general critical nonlinearity, arXiv:1610.04694v1[math.AP]
[5] C. O. Alves, M. Montenegro and M.A. Souto, Existence of a ground state solution for a
nonlinear scalar field equation with critical growth, Calc. Var. and PDEs 43 (2012), 537-554.
[6] C.O. Alves, G.M. Figueiredo and R.G. Nascimento,On existence and concentration of solutions
for an elliptic problem with discontinuous nonlinearity via penalization method, Z. Angew.
Math. Phys 63 (2013), 1-22
[7] C.O Alves and R.G. Nascimento,Existence and concentration of solutions for a class of elliptic
problem with discontinuous nonlinearity in RN , Math. Scandinavica 2013, 129-146.
[8] C.O. Alves and A. El Hamidi, Existence of solution for an Anisotropic equation with criticial
exponent, Diff. Int. Equ., 21 (2008), 25-40.
[9] A. Ambrosetti and R. E. L. Turner, Some discontinuous variational problems, Diff. Int. Equa-
tions 1 (1988), 341-349.
[10] A. Ambrosetti, M. Calahorrano and F. Dobarro, Global branching for discontinuous problems,
Comm. Math. Univ. Carolinae 31 (1990), 213-222.
[11] M. Badiale and G. Tarantello,Existence and Multiplicity results for elliptic problems with
critical growth and discontinuous nonlinearities, Nonlinear Anal. 29 (1997), 639-677.
[12] A. Azzollini and A. Pomponio,On the Schro¨dinger equation in RN under the ef-
fect of a general nonlinear term, Indiana University Mathematics Journal, DOI:
10.1512/iumj.2009.58.3576, arXiv:0802.1844v1[math.AP]
[13] B. Barrios, E. Colorado, A. de Pablo and U. Sa´nchez,On some critical problems for the
fractional Laplacian operator, J. Differential Equations 252 (2012), 613–6162.
[14] C. Bra¨ndle, E. Colorado and U. Sa´nchez,A concave-convex elliptic problem involving the
fractional Laplacian, Proc. Royal Soc. Edinburgh A. 143 (2013), 39–71.
[15] H. Berestycki and P.L. Lions,Nonlinear scalar field equations, I existence of a ground state,
Archive for Rational Mechanics and Analysis 82 (1983), 313-345.
[16] H. Berestycki, T. Gallouet and O. Kavian, Equations de Champs scalaires euclidiens non
line´aires dans le plan. , C. R. Acad. Sci. Paris Ser. I Math. 297, 307?310 (1984)
[17] X. Cabre´ and Y. Sire, Nonlinear equations for fractional laplacians, I: Regularity,maximum
principles, and Hamiltonian estimates, Ann. Inst. H. Poincare´ Non Line´are 31 (2014), 23-53.
[18] L. Caffarelli and L. Silvestre, An extension problems related to the fractional Laplacian,
Comm. Partial Differential Equations 32 (2007), 1245–1260.
[19] K.C. Chang, Variational methods for nondifferentiable functionals and their applications to
partial differential equations. J. math. Analysis Aplic. 80 (1981), 102-129.
[20] X. Chang and Z-Q Wang, Ground state of scalar field equations involving a fractional Lapla-
cian with general nonlinearity, Nonlinearity 26 (2013) 479-494.
[21] S. Carl, V. K. Le and D. Motreanu, Nonsmooth variational problems and their inequalities.
Comparison principles and applications, Springer Monographs in Mathematics. Springer, New
York, (2007).
[22] S. Carl and H. Dietrich, The weak upper and lower solution method for elliptic equations
with generalized subdifferentiable perturbations, Appl. Anal. 56 (1995), 263-278.
[23] S. Carl and S. Heikkila, Elliptic equations with discontinuous nonlinearities in RN , Nonlinear
Anal. 31 (1998), 217-227.
[24] S. Carl and S. Heikkila, Elliptic equations with discontinuous nonlinearities in RN , Nonlinear
Anal. 30 (1997), 1743-1751.
[25] G. Cerami, Metodi variazionalli nello studio di problemi al contorno con parte nonlineare
discontinua, Rend. Circ. Mat. Palermo 32 (1983), 336-357.
[26] F.H. Clarke, Optimization and Nonsmooth Analysis, John Wiley & Sons, N.Y, 1983.
[27] E. Di Nezza, G. Palatucci and E. Valdinoci,Hitchhiker’s guide to the fractional Sobolev spaces,
Bull. Sci. Math 136 (2012), 512-573.
22 C. O. ALVES, R.C. DUARTE AND M.A.S. SOUTO
[28] A. El Hamidi and J.M. Rakotoson, Compactness and quasilinear problems with critical ex-
ponents, Diff. Int. Equ., 18 (2005), 1201-1220.
[29] A. El Hamidi and J. M. Rakotoson, On a pertubed anisotropic equation with a critical expo-
nent, Richerche di Matematica, 55 (2006), 55-69.
[30] A. El Hamidi and J. M. Rakotoson, Extremal functions for the anisotropic Sobolev inequali-
ties, Ann. I. H. Poincare´, AN 24 (2007), 741-756.
[31] I. Fragala, F. Gazzola, and B. Kawohl, Existence and nonexistence results for anisotropic
quasilinear elliptic equation, Ann. I. H. Poincare´, AN 21 (2004), 715-734.
[32] P. Felmer and C. Torres, Radial Symmetry of ground states for a regional fractional nonlinear
Schroinger equation, Comm. on Pure And Aplied analysis 13 (2014), 2395-2406.
[33] M. M. Fall, F. Mahmoudi and E. Valdinoci, Ground states and concentration phenomena for
the fractional Schro¨dinger equation, arXiv:1411.0576v2[math.AP]
[34] P. Felmer, A Quass and J. Tan, Positive solutions of nonlinear Schro¨dinger equation with
the fractional Laplacian, Proc. Roy. Soc. Edinburgh A 142 (2012), 1237-1262.
[35] G.M. Figueiredo and M.T.O. Pimenta,Strauss and Lions Type Results in BV (Rn), with an
Application to 1- Laplacian problem, arXiv:1610.07369[math AP]
[36] H. Hajaiej,Generalized Polya-Szego Inequality, arXiv:1007.0176[math.AP].
[37] A. Jeanjean and K. Tanaka, A remark on least energy solutions in RN , Proc. Amer. Math.
Soc. 131 (2002), 2399-2408.
[38] L. Jeanjean, On the existence of bounded Palais-Smale sequences and application to a
Landesman-Lazer-type problem set on RN , Proc. Royal Soc. Edin. 129A (1999), 787?809.
[39] H. Hajaiej, Generalized Polya-Szego¨ Inequality, arXiv1007.0176v1[math.FA]
[40] S. Hu, N. Kourogenis and N. S. Papageorgiou, Nonlinear elliptic eigenvalue problems with
discontinuities, J. Math. Anal. Appl. 233 (1999), 406-424.
[41] E. Lieb, Analysis, Graduate studies in mathematics 14 (2001).
[42] P.L Lions,Syme´trie et compacite´ dans les espaces de Sobolev, Journal of Functional Analysis
49 (1982), 315-334.
[43] A. Pomponio and T. Watanabe, Quasilinear elliptic equations of Born-Infeld type ,
arXiv:1612.04533v1
[44] D. Motreanu and C. Varga, Some critical point results for locally Lipschitz functionals.
Comm. Appl. Nonlinear Anal. 4 (1997), 17-33 .
[45] S.M. Nikol`skii,On embedding continuation and approximation theorems for differentiable
tiable functions of several variables, Russian Math. Surv., 16 (1961), 55-104.
[46] Y. Park,Fractional Polya-Szego¨ Inequality, J. Chungcheong Math. Soc. (24) (2011), 267-271.
[47] V. Radulescu, Mountain pass theorems for non-differentiable functions and applications,
Proc. Jpn. Acad. 69 (Ser.A) (1993), 193-198.
[48] J. Rakosnik,Some remarks to anisotropic Sobolev spaces I, Beitra¨ge Anal., 13 (1979), 55-68.
[49] J. Rakosnik, Some remarks to anisotropic Sobolev spaces II, Beitra¨ge Anal., 15 (1981), 127-
140.
[50] S. Secchi, Ground state solutions for nonlinear fractional Schro¨dinger equations in RN , J.
Math. Phys. 54 (2013), 031501-17 pages.
[51] J. Zhang and W. Zou, A Berestycki-Lions theorem revisited, Comm. Contemp. Math. 14
(2012), 1250033-1.
[52] J. J. Zhang, J. M. do O´ and M. Squassina,Fractional Schro¨dinger-Poisson systems with a
general subcritical or critical nonlinearity, Advanced Nonlinear Studies 16 (2016), 15-30.
Claudianor O. Alves
Departamento de Matema´tica, Universidade Federal de Campina Grande, 58429-010,
Campina Grande - PB, Brazil
Ronaldo C. Duarte
Departamento de Matema´tica, Universidade Federal de Campina Grande, 58429-010,
Campina Grande - PB, Brazil
E-mail address: ronaldocesarduarte@gmail.com
Marco A. S. Souto
Departamento de Matema´tica, Universidade Federal de Campina Grande, 58429-010,
Campina Grande - PB, Brazil
E-mail address: marco.souto.pb@gmail.com
