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SPOT VOLATILITY ESTIMATION FOR
HIGH-FREQUENCY DATA: ADAPTIVE ESTIMATION IN
PRACTICE
By Till Sabel∗∗,¶, Johannes Schmidt-Hieber††,¶ and Axel
Munk∗∗,¶
Georg-August-Universita¨t Go¨ttingen∗∗ and CREST-ENSAE††
We develop further the spot volatility estimator introduced in
Hoffmann, Munk and Schmidt-Hieber (2012) from a practical point
of view and make it useful for the analysis of high-frequency financial
data. In a first part, we adjust the estimator substantially in order to
achieve good finite sample performance and to overcome difficulties
arising from violations of the additive microstructure noise model
(e.g. jumps, rounding errors). These modifications are justified by
simulations. The second part is devoted to investigate the behavior
of volatility in response to macroeconomic events. We give evidence
that the spot volatility of Euro-BUND futures is considerably higher
during press conferences of the European Central Bank. As an out-
look, we present an estimator for the spot covolatility of two different
prices.
1. Introduction. Semimartingales provide a natural class for model-
ing arbitrage-free log-price processes (cf. Delbaen and Schachermayer (1994,
1998)). In this context, estimation of the volatility and its surrogates such as
integrated volatility or higher moments is inevitable for many purposes as
for example hedging or option pricing. Under a semimartingale assumption,
estimation of the volatility can be done using realized quadratic variation
techniques (cf. for example Fan and Wang (2008)). During the last decades,
however, technical progress of trading platforms allowed to trade and to
record data on very high frequencies. On these fine scales, microstructure
effects due to market frictions have to be taken into account (for an overview
of such market frictions cf. Hasbrouck (1993) and Madahavan (2000)). Fol-
lowing Zhou (1996), these are often modelled by an additive noise process
in the literature. Incorporating microstructure noise, our observations are
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given by
Yi,n = Xi/n + ǫi,n, i = 1, . . . , n(1.1)
where the (latent) price process X is considered to be a continuous Itoˆ semi-
martingale, that is dXt = σtdWt+“drift“, with W a Brownian motion. The
quantity of interest, the volatility σ, has to satisfy some regularity condi-
tions, in order to make everything well-defined. Adding the noise process
(ǫi,n) accounts for microstructure effects.
Microstructure noise leads to severe difficulties for estimation: As the
noise is generally rougher than the original (latent) price processX, methods
based on increments of the data become inconsistent as the resulting estima-
tors are first order dominated by noise. For example, the realized quadratic
variation does not converge to the integrated volatility as the sample size in-
creases (cf. Bandi and Russell (2008)). Rather, it tends to infinity (cf. Zhou
(1996)). See also Ait-Sahalia and Yu (2009) for a comprehensive empirical
analysis of the noise level of different NYSE stocks.
Beginning with the work of Ait-Sahalia, Mykland and Zhang (2005) and
Zhang, Mykland and Ait-Sahalia (2005), various sophisticated regularization
methods have been developed in order to estimate the integrated volatility
under microstructure noise, cf. Zhang (2006), Fan and Wang (2007), and
Barndorff-Nielsen et al. (2008), to name just a few. Of particular interest
in this work is the pre-average technique proposed in Podolskij and Vetter
(2009) and Jacod et al. (2009).
These methods target on integrated volatility, that is the spot volatility
integrated over a fixed time interval. Estimation of the spot volatility, that is
pathwise reconstruction of the volatility function s σ2s itself, has been less
studied and is more complicated as it needs to combine tools from nonpara-
metric statistics and stochastic analysis. Naive numerical differentiation of
the integrated volatility does not perform well and additional regularization
is required. In Munk and Schmidt-Hieber (2010b), an estimator of the spot
volatility was proposed, which is based on a Fourier series expansion of σ2.
Although this estimator could be shown to be asymptotically rate-optimal
in Sobolev ellipsoids and hence is a first step towards a rigorous approach to
spot volatility estimation, it suffers from various drawbacks. First, it obeys
Gibb’s effects which are well-known for Fourier estimators given non-smooth
signals. Secondly, it requires knowledge of the smoothness of the underlying
spot volatility, which is unknown in practice. To overcome these issues, Hoff-
mann, Munk and Schmidt-Hieber (2012) introduced a wavelet estimator of
σ2. This estimator fully adapts to the smoothness of the underlying function
and is rate-optimal over Besov classes. However, notice that Hoffmann et al.
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deals with the abstract estimation theory in model (1.1) without making a
particular connection to finance. We fill this gap in the current paper by
specifically tuning the estimator for application to stock market data, while
at the same time keeping the procedure purely data-driven and adaptive. In
the following, we refer to the modified estimator as Adaptive Spot Volatility
Estimator (ASVE).
The key idea of the estimation method is to exploit the different smooth-
ness properties of the semimartingale and the noise part: In a first step, we
compute weighted local averages over data blocks of size c
√
n, for a constant
c > 0 independent of n. We show that the squared averages can be thought
of as being observations in a regression type experiment. This is essentially
the pre-averaging trick presented in Jacod et al. (2009) and Podolskij and
Vetter (2009). On one hand, local averaging reduces the impact of the noise
(by a CLT type argument), while at the same time, the semimartingale part
is (up to some small bias) not affected due to its a.s. Ho¨lder continuity. On
the other hand, treating the squared averages as new observations results in
a reduction of the sample size from n to c−1
√
n. Pre-averaging might be also
viewed as a denoising technique. In a second step, the pre-averaged data are
decomposed via discrete wavelet transform and a robust thresholding proce-
dure is applied. A detailed explanation concerning the construction of ASVE
is given in Section 2.
Let us summarize in the following the main difficulties that we address in
order to make the estimator applicable to real financial data.
1. Thresholding: One of the main challenges is to find a suitable and ro-
bust wavelet thresholding method. We argue in Section 2.4 that rewrit-
ing the initial model via the pre-average transform yields, as outlined
above, a regression model with errors following approximately a cen-
tered χ21-distribution. Furthermore, the errors are dependent and het-
eroscedastic causing severe difficulties for wavelet estimation. There-
fore, a crucial point in our method is the choice of the thresholding
procedure. We address this problem in Section 2.5.
2. Parameter tuning: ASVE requires to pick a bandwidth and a weight
function. The specific choice will heavily influence the finite sample
performance and even the asymptotic variance. In Section 3.1, we pro-
pose a method to chose these values based on an explicit computation
of the asymptotic variance in a toy model. In a second part, the finite
sample performance for these choices is studied in simulations.
3. Model violations: Given real data, model violations often occur. These
include rounding errors, which is a non-additive microstructure effect
as well as various types of jumps (cf. Ait-Sahalia and Jacod (2009),
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Fig 1. Application to real data. Upper panel: Price of FGBL data on June, 4th 2007.
Lower panel: Adaptive spot volatility estimator (ASVE).
Ait-Sahalia, Jacod and Li (2012)). In Section 4.2, we show that round-
ing has almost no impact on the performance of the estimator, while
the presence of jumps is indeed a very delicate problem. In order to
eliminate jumps in the price, we propose in Section 3.2 a specific pre-
processing of the data.
4. Trading times: We have to deal with data recorded at non-equidis-
tant time points. One possibility to ’convert’ data into the equispaced
framework of model (1.1) is to subsample the process, that is to sam-
ple for example every 10th second. In Section 5, we propose another
method by defining different time schemes. Especially, we distinguish
between real time and tick time and clarify their connection.
While Section 3 is devoted to calibration of ASVE especially focussing on
the issues mentioned above, in Section 4, we evaluate ASVE by numerical
simulations. This includes a stability analysis regarding model violations
and different types of microstructure noise.
As an illustrating example for a real data application, Figure 1 shows
Euro-BUND (FGBL) prices for June 4th, 2007 together with the recon-
structed volatility. Notice that ASVE appears to be locally constant which
is due to the specific wavelets which are the building blocks of this esti-
mator. Note further, that ASVE is still quite regular, while spot volatility
is commonly assumed to have no finite total variation. This relies on the
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fact that microstructure noise induces additional ill-posedness to the prob-
lem which leads to relatively slow convergence for any estimator (cf. Reiß
(2011)). Therefore, only key features of the spot volatility can be expected
to be reconstructed, while fine details cannot be recovered by any method.
In Section 6, a more extensive investigation of real data is done concern-
ing the reaction of spot volatility in answer to macroeconomic announce-
ments: We study characteristics of the volatility of FGBL prices during the
monthly ECB press conference on key interest rates. We observe that the
spot volatility as well as the volatility of the volatility is higher during these
conferences.
Finally in Section 7, we discuss extensions of ASVE to spot covolatility
estimation.
2. The Adaptive Spot Volatility Estimator (ASVE).
2.1. Wavelet estimation. A common tool for adaptive, nonparametric
function estimation is wavelet thresholding (cf. for example Donoho and
Johnstone (1994) and Donoho et al. (1995), for some early references). As-
sume our signal, say f , is a function in L2[0, 1]. Then, for given scaling
function ϕ and corresponding wavelet ψ, the function f can be decomposed
into
f =
∑
k
〈f, ϕj0,k〉ϕj0,k +
∞∑
j=j0
∑
k∈Z
〈f, ψj,k〉ψj,k, j0 ∈ N,(2.1)
where the sum converges in L2[0, 1]. Here, 〈f, g〉 = ∫ 10 f(x)g(x)dx, ϕj,k(·) =
2j/2ϕ(2j · −k), and ψj,k(·) = 2j/2ψ(2j · −k). The scaling and wavelet coeffi-
cients are 〈f, ϕj0,k〉 and 〈f, ψj,k〉, respectively. See Daubechies (1992), Cohen
(2003) for an introduction to wavelets, Cohen, Daubechies and Vial (1993)
for wavelets on [0, 1], and Wassermann (2010) for a reference to wavelets in
statistics.
Suppose that we have estimators for scaling and wavelet coefficients, de-
noted by ̂〈f, ϕj0,k〉 and ̂〈f, ψj,k〉, respectively. A thresholding estimator for
f is given by
f̂ =
∑
k
̂〈f, ϕj0,k〉ϕj0,k +
j1∑
j=j0
∑
k∈Z
T ( ̂〈f, ψj,k〉)ψj,k,(2.2)
for some thresholding procedure T . Traditional choices for T include hard
thresholding (THT (x) = x1{|x|>t∗}) and soft thresholding (TST (x) = (x −
t∗)1{x>t∗} + (x+ t
∗)1{x<−t∗}), both for some threshold level t
∗. The idea of
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term-by-term thresholding is to keep large coefficients while discarding small
ones for which one cannot be sure that they contain significant information
about the true signal.
Even though coefficientwise thresholding has many appealing theoretical
properties, it nevertheless might lead to unstable reconstructions if applied
to real data. Robustification of wavelet thresholding is typically based on
variations of the following idea. Assume for the moment that ψ is the Haar
wavelet, which has compact support on [0, 1]. Then, 〈f, ψj,k〉 depends only
on f restricted to the interval [2−jk, 2−j(k+1)]. If the absolute value of the
estimate of 〈f, ψj,k〉 is large, while the absolute values of the estimates of
nearby coefficients are small, then it is likely that this is due to an outlier
and hence the wavelet coefficient should be discarded as well.
There are two types of methods for detecting such situations. Tree-struc-
tured wavelet thresholding using the hierarchical pattern of multiresolution
analysis (cf. for example Autin, Freyermuth and von Sachs (2011)) and block
thresholding methods, which are based on neighboring coefficients for fixed
level j. For our problem, SURE block thresholding (cf. Cai and Zhou (2009))
turns out to work well. For more details, we refer to Section 2.5 as well as
Section 4.
2.2. Model. Consider the process X defined via dXt = σtdWt+ btdt and
X0 = 0 on a filtered probability space (Ω,F , (Ft)t≥0,P), where W denotes
a standard Brownian motion. The processes σ and b are assumed to be Ft-
adapted and ca`dla`g. We will always suppose that σ and b are chosen in such
a way that a unique weak solution of the SDE above exists.
Recall (1.1), that is we observe
Yi,n = Xi/n + ǫi,n, i = 1, . . . , n.(2.3)
While X should be interpreted as the true, uncorrupted price process, the
noise process (ǫi,n) models the microstructure effects. We allow for inhomo-
geneous variation in the noise, that is
ǫi,n = τ(
i
n ,Xi/n)ηi,n,(2.4)
where (ηi,n)i is an i.i.d. sequence of random variables independent of X.
Notice that the noise level may depend on the price itself. For identifiability,
we assume further that (ηi,n)i is centered and second moment normalized,
that is E η2i,n = 1 for i = 1, . . . , n.
To summarize, Yi,n is the observed price, which is the sum of the latent
true price process X at time point i/n under additional microstructure noise
ǫi,n.
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While the drift b is of only minor importance for high-frequency data,
the volatility σ is the key quantity in this model as it drives the fluctuation
and variation behavior of the process. Although under debate, the additive
microstructure noise model (2.3) is commonly believed to perform very well
in practice, as it is able to reproduce many stylized facts found in empirical
financial data. Moreover, to the best of our knowledge, it is the only model
incorporating microstructure noise for which a theory of pathwise estimation
of the volatility exists.
2.3. Pre-averaging and estimation of series coefficients. The key step be-
hind the construction of ASVE is a transformation of the data, which allows
to rewrite the original problem as a nonparametric regression problem. This
transformation is based on the pre-averaging method as introduced in Ja-
cod et al. (2009) and Podolskij and Vetter (2009). Since then, pre-averaging
became an important tool to tackle estimation under microstructure. For an
extension of pre-averaging to data measured on an endogenous time grid, cf.
Li, Zhang and Zheng (2013). Recently, the practical performance of these
methods in estimation of integrated volatility was investigated in Hautsch
and Podolskij (2013).
In a first step, let us introduce a class of suitable weight functions (cf.
Hoffmann et al., Definition 3.1).
Definition 2.1 (Pre-average function). A piecewise Lipschitz continu-
ous function λ : [0, 2] → R satisfying λ(t) = −λ(2 − t), for all t ∈ [0, 1]
and
(2.5)
(
2
∫ 1
0
( ∫ s
0
λ(u)du
)2
ds
)1/2
= 1
is called a (normalized) pre-average function.
Notice that whenever we have a function λ˜ satisfying all assumptions of
the previous definition except (2.5), then by dividing λ˜ through the l.h.s. of
(2.5), we obtain a proper pre-average function. Next, we define local averages
using weights generated from pre-average functions.
Define m = n/⌊n1/2/c⌋ for some fixed c > 0. Notice that m = c√n+O(1)
and that m divides n. The divisibility property allows to get rid of some
discretization errors later. For i = 2, ...,m, set
Y i,m(λ) :=
m
n
∑
j
n
∈[ i−2
m
, i
m
]
λ
(
m jn − (i− 2)
)
Yj,n.(2.6)
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Further, let us introduce
b(λ, Y·)i,m :=
m2
2n2
∑
j
n
∈[ i−2
m
, i
m
]
λ2
(
m jn − (i− 2)
)(
Yj,n − Yj−1,n
)2
which plays the role of a bias correction. For any L2-function g, the estimator
of the scalar product 〈σ2, g〉 is given by its empirical version applied to the
bias-corrected squares Y
2
i,m via
(2.7) 〈̂σ2, g〉 :=
m∑
i=2
g
(
i−1
m
)[
Y
2
i,m − b(λ, Y·)i,m
]
=
1
m
m∑
i=2
g
(
i−1
m
)
Zi,m,
where
(2.8) Zi,m := m
[
Y
2
i,m − b(λ, Y·)i,m
]
.
Definition 2.2. The random variables Zi,m, i = 1, . . . ,m, are called
pre-averaged values.
As we will show below, the pre-averaged values can be interpreted as
observations coming from a nonparametric regression experiment with the
spot volatility being the regression function. For g ∈ {ϕj0,k, ψj,k}, we ob-
tain estimates for the scaling/wavelet coefficients 〈σ2, ϕj0,k〉 and 〈σ2, ψj,k〉,
respectively. In practice, fast computations of these coefficients can be per-
formed using a discrete wavelet transform (DWT).
2.4. A heuristic explanation. In this part, we will present the main idea
underlying the construction of the estimator, which is to think of the pre-
averaged values (Zi,m)i as coming from a nonparametric regression problem.
First, note that for i = 2, . . . ,m,
Y i,m(λ) ≈
∫ i
m
i−2
m
mλ
(
ms− (i− 2))Xsds + ξi,m
with
ξi,m =
m
n
∑
j
n
∈[ i−2
m
, i
m
]
λ
(
m jn − (i− 2)
)
ǫj,n.
Now, let Λ(u) = − ∫ u0 λ(v)dvI[0,2](u). By Definition 2.1, Λ(0) = Λ(2) = 0.
Hence, Λ′(ms− (i− 2)) = mλ(ms− (i− 2)) and using partial integration
Y i,m ≈
∫ i
m
i−2
m
Λ
(
ms− (i− 2))dXs + ξi,m.
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It is easy to verify that ξi,m = Op(
√
m/n) and E ξ2i,m = E b(λ, ǫ·)i,m ≈
E b(λ, Y·)i,m. For the diffusion term,
∫ i/m
(i−2)/m Λ(ms−(i−2))dXs = Op(m−1/2)
and by Itoˆ’s formula there exists Ui,m, such that EUi,m = 0, Ui,m =
OP (m
−1), and
( ∫ i
m
i−2
m
Λ
(
ms− (i− 2))dXs)2 = ∫ imi−2
m
Λ2
(
ms− (i− 2))σ2sds+ Ui,m
≈ 1
m
σ2(i−1)/m + Ui,m,
using the definition of a pre-average function for the last step. Recall (2.8).
Then, E[Zi,m − σ2(i−1)/m] ≈ 0 and Zi,m − σ2(i−1)/m = OP
(
1 + m
n1/2
+ m
2
n
)
=
OP (1), since m = c
√
n+O(1). To summarize,
Zi,m = σ
2
(i−1)/m + ǫ˜i,m, i = 2, . . . ,m,(2.9)
with E ǫ˜i,m ≈ 0 and ǫ˜i,m = OP (1). Hence, we may interpret (Zi,m)i=2,...,m
as a random vector generated from a regression problem with regression
function σ2 and additive (dependent) noise ǫ˜i,m.
Let us conclude this section with the following remarks.
- Notice that the estimator of 〈̂σ2, g〉 in (2.7) is just the empirical version
of the scalar product 〈σ2, g〉 in the regression model (2.9).
- By some CLT argument, the distribution of Y i,m as defined in (2.6),
will converge to a Gaussian law. But since we are considering the
squares of Y i,m in (2.8), the noise process in (2.9) will not be Gaussian.
Rather, one can think of the ǫ˜i,m’s as centered χ
2
1 random variables.
- The variance of ǫ˜i,m (which is here approximately the second moment)
is (up to some remainder terms) a quadratic function in σi/n and
τ(i/n,Xi/n). Therefore, the regression problem (2.9) is strongly het-
eroscedastic. This point is separately addressed in Section 2.5.
- Rewriting the original problem as regression model, as outlined above,
reduces the effective number of observation from n to m and thus to
the order n1/2. This implies that if we can estimate a quantity in the
regression model (for example pointwise estimation of the regression
function σ2) with rate m−s, given m observation, we obtain the rate
of convergence n−s/2 in the original model (2.3). Therefore, we always
lose a factor 1/2 in the exponent of the rate of convergence. It is
well-known that this is inherent to spot volatility estimation under
microstructure noise. As proved in Munk and Schmidt-Hieber (2010b),
Reiß (2011) for various situations, these rates are optimal.
10 T. SABEL ET AL.
2.5. Thresholding and construction of ASVE. Having the estimates of
the wavelet coefficients at hand, let us outline the thresholding procedure.
The proposed method extends SURE block thresholding as introduced in
Cai and Zhou (2009) to heteroscedastic problems.
In order to formulate the thresholding estimator define, for a vector v,
Stein’s unbiased risk estimate (SURE) as
SURE(v, λ, L) = L+
λ2 − 2λ(L− 2)
‖v‖22
I{‖v‖22>λ}
+ (‖v‖22 − 2L)I{‖v‖22≤λ}.
First, we start with SURE block thresholding for homoscedastic data. For
convenience, set d̂j,k = ̂〈σ2, ψj,k〉.
In: j0, j1, (d̂j,k)j0≤j≤j1,k
(A) For every fixed resolution level j0 ≤ j ≤ j1 define Dj as the set of
wavelet dilations {k : k ∈ Z, [0, 1] ∩ suppψj,k 6= ∅}. Denote by Tj the
mean of the random variables {(d̂j,k)2 − 1 : k ∈ Dj} and consider the
threshold γ(u) = u−1/2 log
3/2
2 (u).
(B) For any given vector v ∈ Rd and positive integer L define the qth block
(of length L) as v(q,L) = (v(q−1)L+1, . . . , vqL∧d), q ≤ d/L. Let d = |Dj |.
In particular, denote by (d̂j,k)
(q,L)
k∈Dj
the qth block of length L of the
vector (d̂j,k)k∈Dj and define
(λ⋆, L⋆) = arg min
1≤L≤d1/2
(L−2)∨0≤λ≤2L log d
⌊d/L⌋∑
q=1
SURE
(
(d̂j,k)
(q,L)
k∈Dj
, λ, L
)
,
where ⌊.⌋ is the floor function.
(C) For every k ∈ Dj , the block thresholded (and standardized) wavelet
coefficient is given by
T (d̂j,k) =
{
(1− (2 log d) d̂−2j,k)+ d̂j,k, if Tj ≤ γ(d),(
1− λ⋆∥∥(d̂j,ℓ)(q(k),L⋆)ℓ∈Dj ∥∥−22 )+ d̂j,k, if Tj > γ(d),
with q(k) the (unique) block of length L⋆ including k.
Out: T (d̂j,k)j0≤j≤j1,k.
SURE block thresholding optimizes levelwise over the block size L and
the shrinkage parameter λ in step (B). However, it is well-known that this
method does not yield good reconstructions in the case where only a few
large wavelet coefficients are present. In order to circumvent these problems,
in step (C), soft shrinkage is applied if Tj is small.
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As an additional difficulty, we have to deal with errors in (2.9), that are
heteroscedastic with unknown variance. Therefore, we normalize the wavelet
coefficients by its standard deviation in a first step, that is for sets Ij,k, chosen
below, define the empirical standard deviation on Ij,k by
ŝj,k :=
[ 1
|Ij,k| − 1
∑
i
m∈Ij,k
(
Zi,m − 1|Ij,k|
∑
i
m∈Ij,k
Zi,m
)2]1/2
(2.10)
and the standardized wavelet coefficients by d˜j,k := d̂j,k/ŝj,k. Now, we run
the SURE algorithm applied to (d˜j,k)j0≤j≤j1,k instead of (d̂j,k)j0≤j≤j1,k. In
a final step we need to invert the standardization. Thus, the thresholded
wavelet coefficients are given by (ŝj,kT (d˜j,k))j0≤j≤j1,k. Together with the
(truncated) series expansion (2.1), we have
Definition 2.3. ASVE is defined by
σ̂2(t) =
∑
k
̂〈σ2, ϕj0,k〉ϕj0,k(t) +
j1∑
j=j0
∑
k∈Dj
ŝj,kT (d˜j,k)ψj,k(t), t ∈ [0, 1].
For estimation of the standard deviations ŝj,k, one would instead of (2.10)
rather prefer a robust estimate based on the median (cf. Cai and Zhou
(2009), p. 566) or to use variance stabilizing transformations. Since the er-
ror variables ǫi,m in (2.9) do not follow a certain prespecified distribution,
these approaches are not easily applicable here. Therefore, we rely on (2.10)
and robustify our estimates by the choice of Ij,k, as described in the next
paragraph:
We pick some jI , j0 ≤ jI ≤ j1. If j ≤ jI , we define Ij,k as the support of
ψj,k. For high resolution levels j > jI , we enlarge the support of ψj,k such
that the length of Ij,k never falls below 2
−jI . This guarantees some minimal
robustness of the method.
Block thresholding uses the normality of the wavelet coefficients at var-
ious places. Thus, to ensure good performance, we need to check whether
the distribution of the estimated wavelet coefficients follow approximately
a Gaussian law. This is not obvious, because, as we argued in Section 2.4,
the errors in the regression model (2.9) behave like centered χ21 random
variables. However, since the estimator (2.7) is a weighted average of the
observations, we indeed find ’almost’ Gaussian wavelet coefficients in simu-
lations. Thus, we do not need to include a further correction to account for
the non-Gaussianity. Notice that these issues are closely linked to nonpara-
metric variance estimation (cf. Cai and Wang (2008)).
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3. Calibration and robustness.
3.1. Optimal tuning parameters. In this section we propose empirical
rules for choosing some variables in the ASVE procedure. Notice that the
method requires to pick a pre-average function λ and a constant c > 0
defining the number of blocks m. By computing the asymptotic variance
of ASVE in a simplified model, we derive some insight which pre-average
functions might work well. In particular, this shows that λ and c should be
chosen dependent on each other, that is c = c(λ). In a second step, we study
the finite sample performance of these choices for simulated data.
We start with investigating different choices for λ and c = c(λ) in a
simplified version of model (2.3) for which the leading term of the mean
squared error can be calculated explicitly.
Lemma 3.1. Work in model (2.3) with constant σ, τ and ηi,n ∼ N (0, 1)
i.i.d. Then,
MSE(〈̂σ2, 1〉) = 4
c
( ∫ 1
0
σ2Λ(u)Λ(1 − u)− (τc)2λ(u)λ(1 − u)du
)2
n−1/2
+
2
c
(
σ2 + 2(τc)2‖λ‖2L2[0,1]
)2
n−1/2 + o(n−1/2).
A proof of this lemma can be found in Schmidt-Hieber (2010), Section 5.4.
Given a pre-average function λ, it allows us to compute the corresponding
optimal constant c⋆ by minimizing the asymptotic MSE. In general c⋆ is a
multiple of the signal-to-noise ratio (SNR), that is c⋆ =const.× στ , where the
constant depends on λ. In Table 1, the value of this constant for different
pre-average functions and the leading term for the corresponding MSE are
derived.
It is well-known (cf. Gloter and Jacod (2001a,b), Cai, Munk and Schmidt-
Hieber (2010)) that MSE(〈̂σ2, 1〉) = 8τσ3n−1/2(1 + o(1)) is asymptotically
sharp in minimax sense. However, this minimum cannot be achieved within
the class of estimators introduced in Section 2. Using calculus of variations,
we find that the best possible choice for the simplified model introduced
above is λ(·) = π cos(·π/2)/2. According to Table 1, the corresponding MSE
is 10.21τσ3n−1/2(1+o(1)) achieving the optimal variance 8τσ3n−1/2(1+o(1))
up to a factor 1.27.
Computation of c⋆ requires knowledge of the SNR, that is σ/τ . As this is
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unknown, we suggest to estimate the SNR in a first step from the data via
ŜNR =
(
〈˜σ2, 1〉
〈̂τ2, 1〉
)1/2
,(3.1)
with rescaled quadratic variation 〈̂τ2, 1〉 = (2n)−1∑ni=2(Yi,n − Yi−1,n)2 and
〈˜σ2, 1〉 :=
m˜∑
i=2
(
Y
2
i,m˜ − b(λ, Y·)i,m˜
)
, with m˜ = ⌊n1/2⌋
as preliminary estimator of 〈σ2, 1〉. It is easy to show that 〈̂τ2, 1〉 is n1/2-
consistent for estimation of the integrated noise level 〈τ2, 1〉 and since we
are interested in data sets with sample size n ∼ 105, we may directly divide
by 〈̂τ2, 1〉 in (3.1) without any further regularization.
In the second part of this section, we study the finite sample performance
for different pre-average functions. As Table 1 suggests, the MSE deterio-
rates if the number of oscillations of λ increases. Therefore, we choose the
functions λ1(·) := π cos(·π/2)/2 (the optimal pre-average function in the
simplified model), λ3(·) := (32 )1/2(I[0,1) − I(1,2]) (the pre-average function
used in Hautsch and Podolskij (2013)), and λ4(·) := π sin(·π)/31/2 as possi-
ble candidates.
Figure 2 displays the results of the simulation study. In both panels, we
choose n = 15, 000, SNR = 20 with constant τ and standard Gaussian white
i λi(s) = c
⋆τ/σ ≈ limn n1/2(τσ3)−1 ·MSE ≈
1 π
2
cos(π
2
s) 0.49 10.21
2 3π
2
cos( 3π
2
s) 0.17 31.36
3
√
3
2
(I[0,1)(s)− I(1,2](s)) 0.35 10.74
4 π√
3
sin(pis) 0.30 12.52
5 2π√
3
sin(2pis) 0.19 24.35
6 3
√
5
2
(1− s)3 0.47 20.41
7
√
91
2
(1− s)5 0.38 20.36
Table 1
Different choices for pre-average functions, the optimal tuning parameter c⋆ as well as
the asymptotic constant of the MSE for estimation of the integrated volatility.
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Fig 2. Empirical MISE for 10,000 repetitions and data with constant σ2 ≡ 10−5 (upper
panel) and data from the Heston model (cf. (3.3) and (3.4), lower panel). In each panel, the
x-axis refers to different choices of the optimal constant c⋆ and the three curves represent
different pre-average functions λi (λ1: solid line, λ3: dotted line, λ4: dashed line).
noise. Both display the empirical mean integrated squared error
(3.2) MISE =
1
10, 000
10,000∑
i=1
∫ 1
0
(σˆ2i (s)− σ2i (s))2ds
based on 10,000 repetitions for λ ∈ {λ1, λ3, λ4} and different choices of the
multiplicative constant c (x-axis). In the upper panel, the data are generated
with constant σ. In the lower panel, we simulate the latent log-price X
according to the Heston stochastic volatility model
dXt = −1
2
σ2t dt+ σtdWt,
dσ2t = κ
(
θ − σ2t
)
dt+ ǫσtdW˜t.
(3.3)
In this model, the Brownian motions W and W˜ are correlated, that is
dWtdW˜t = ρdt with ρ ∈ [−1, 1]. It is not difficult to verify that X is in-
deed a continuous semimartingale. The Heston model is commonly believed
to describe stock market data quite well. It only depends on a few param-
eters which have a clear financial interpretation allowing in particular for
leverage effects (ρ < 0). For real data, estimates of the parameters in the
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Heston model have been carried out in different settings (see for instance
Table 5.1 in van der Ploeg (2005)). For our simulations, we set
ρ = −2/3, θ = 10−5, κ = 4, ǫ =
√
κθ.(3.4)
For these parameters, the volatility σ2 typically takes values in [2 · 10−6, 5 ·
10−5], see also Figure 3.
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Fig 3. Simulated data (Panel 1) coming from the Heston model with parameter as in (3.4)
for n = 15, 000 and true SNR ≈ 15−20, the true spot volatility function (solid line, Panel
2) and ASVE (dashed line, Panel 2).
From our simulation study, we find that in the Heston model, there is
essentially no difference between the three candidate functions as long as c⋆
is chosen appropriately. However, λ4 seems to produce the best estimators in
terms of MISE, when the volatility function is constant. This is surprising,
since from an asymptotic point of view, λ1 is preferable. Our explanation is
that non-asymptotically the boundary behavior of the pre-average function
matters. Note that in contrast to λi, i = 1, 3, the function λ4 vanishes at
0 and 2 and hence downweights observation at the end of the pre-average
intervals ((i− 2)/m, i/m].
Observe that the curves in the lower panel in Figure 2 are smoother than
the ones in the upper panel. We explain this by the fact that the SNR
is constant for deterministic σ2 and varies in the Heston model. Thus, the
randomness of the volatility has a smoothing effect and discretization effects
become visible in the first case only.
In Figure 3, we illustrate the procedure for λ = λ4 and c = c
⋆ · ŜNR. Here,
X follows again the Heston model with parameters given in (3.4). Observe
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that the stylized nature of the reconstruction only reflects the main features
of σ2.
3.2. Jump detection. Note that out theoretical considerations are based
on model (2.3), that is assuming a continuous Itoˆ semimartingale as (log-)
price process corrupted by additive noise. However, the continuity assump-
tion in the model is often too strict in reality, since for example micro- or
macroeconomic announcements may cause jumps in the price. The presence
of such jumps is discussed in Ait-Sahalia and Jacod (2009), Bollerslev and
Todorov (2011), and the references therein.
The most natural way to include a jump component into the model is
to allow for non-continuous semimartingales. Estimation of the integrated
volatility under microstructure noise and jumps has been considered for
instance in Podolskij and Vetter (2009). Eliminating jumps turns out to be
much less difficult than taking microstructure noise into account.
In order to correct for jumps, we adopt a rather practical point of view
here. In fact, looking at financial data, relevant jumps seem to occur very
irregularly. Occasionally, there are isolated jumps and quite rarely, jumps
clustered over very short time intervals appear (cf. Figure 4). Therefore, our
aim in this section is a hands-on approach to detect and to remove possible
jumps as a pre-processing of the data.
As usual, we model jumps as a ca`dla`g jump process (Jt)t. If jumps are
present, ASVE will reconstruct the pointwise sum of the spot volatility plus
the jump process t 7→ (Jt − Jt−)2, where Jt− denotes the left limit of J
at time point t. Note that (Jt − Jt−)2 is either zero or produces a spike
depending on whether there is a jump at time point t (cf. Figure 5, Panel
1). In order to separate spot volatility and jump part, we apply the following
method:
Let m1 = ⌊n3/4⌋ and λ be a pre-average function. For r = nm1 , . . . , n− nm1 ,
define
Qr :=
m1
n
r+ n
m1∑
j=r− n
m1
λ
(
1 + (j − r)m1
n
)
Yj,n.(3.5)
If there is no jump in [r − nm1 , r+ nm1 ], then Qr = OP (n−1/8) (following the
heuristic explanation in Subsection 2.4). Under the alternative, that is there
is a jump with height ∆r at r/n, we obtain Qr = OP (∆r). Note that by
some CLT argument, Qr is approximately Gaussian distributed. Therefore,
we may apply a procedure mimicking a local t-test:
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Fig 4. FGBL data of November 2nd, 2007 and magnification of a small time interval
around 1.30 p.m., where multiple consecutive jumps of the process occur.
1. We partition the the set {Qr : r = nm1 , . . . , n − nm1 } into blocks of
length n1/2.
2. For each of these blocks, we compute the mean µˆ and the standard
deviation ŝd.
3. For each Qr in a block, we compare (Qr− µˆ)/ŝd with a fixed threshold
t. Here, simulations show that t = 2.81 performs well.
Afterwards, we reject those pre-averaged value Zi,m, whose support inter-
sects the support of a Qr rejected by the procedure. Those rejected values
are replaced by the average of the nearest neighbors which are not rejected.
This procedure ensures that isolated jumps are detected. However, we of-
ten observe in real data that there are consecutive jumps within a short time
period (cf. FGBL data of November 2nd, 2007 in Figure 4 as an example).
This may result in acceptance of the hypothesis that there is no jump, since
a single jump might be not high enough in comparison to the estimated
variance of Qr. However, it is high enough to disrupt the performance of
ASVE severely. To overcome this problem, we introduce a second test based
on comparing increments of the observations directly which is more suitable
to detect jump clusters.
From our data sets, we find that the level of the microstructure noise,
that is τ , remains almost constant over a day. Thus, to explain the test, we
might assume that τ is constant. Then,
Yi,n − Yi−1,n = τ(ηi,n − ηi−1,n) +OP (n−1/2) ≈ τ(ηi,n − ηi−1,n),
if there is no jump. Secondly, we observe that the distribution of the noise
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Fig 5. Simulated data (Panel 1) coming from the Heston model with parameter choices
given in (3.4) for n = 15, 000 and true SNR ≈ 15−20 with two additional jumps at 0.4 and
0.5, the true spot volatility function (gray, solid line, Panel 2 and 3) and ASVE neglecting
the presence of jumps (dashed line, Panel 2) and automatically finding and correcting the
jumps (dashed line, Panel 3).
is well-concentrated around zero. Thus, from a practical perspective, it is
justified to assume that the tails of the microstructure noise are not heavier
than that of a Gaussian random variable. If (ηi,n) would be i.i.d. standard
normal, then using Corollary 2.1 in Li and Shao (2002), we find the following
behavior regarding extreme values:
lim
n→∞
P( max
i=2,...,n
(ηi,n − ηi−1,n)2 ≤ 4τ2 log n) = 1.
Consequently, we identify the difference Yi,n−Yi−1,n as due to a jump, if the
squared increment exceeds 4τ̂2 log n, where τ̂2 = (2n)−1
∑n
i=2(Yi,n−Yi−1,n)2
is an estimator for τ2. Note that the latter procedure is much less powerful
for isolated jumps than the first one, since it cannot detect jumps of size
oP (log n).
To illustrate the results, Figure 5 displays simulated data corrupted by
two additional jumps at 0.4 and 0.5. ASVE without jump correction (Panel
2) incorporates a bump at the positions of the jumps. In contrast, pre-
processing the data in a first step as outlined in this section yields a stable
reconstruction (Panel 3).
A simulation study regarding the jump detection procedure is given in
Section 4.2.
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4. Simulations.
std. of noise 1/5, 000 3/5, 000 10/5, 000
MISE·1011
Gaussian 1.41 (3.28) 2.39 (6.04) 5.05 (14.34)
uniform 1.40 (3.21) 2.40 (6.10) 5.08 (14.47)
rMISE
Gaussian 0.11 (0.20) 0.19 (0.38) 0.39 (0.94)
uniform 0.12 (0.20) 0.19 (0.38) 0.40 (0.97)
Table 2
Stability under different distributions and levels of noise: MISE (upper row), rMISE
(lower row), and respective 95%-quantiles of the squared errors (in brackets) based on
10,000 repetitions.
4.1. Stability. To test the stability of ASVE, we simulate data for sample
size n = 15, 000 and X following the Heston SDE (cf. (3.3)) with param-
eters given in (3.4). To model the microstructure effects (ǫi,n)i=1,...,n, we
consider Gaussian and uniform noise with standard deviations x/5, 000 and
x ∈ {1, 3, 10}. Here, a standard deviations of 1/5, 000 refers to a SNR of
approximately 15 and represents FGBL data best. We perform a simula-
tion study with 10, 000 repetitions. Besides the mean integrated squared
error (MISE, cf. (3.2)), we investigated the behavior of the relative mean
integrated squared error (rMISE), given by
rMISE =
1
10, 000
10,000∑
i=1
∫ 1
0 (σˆ
2
i (s)− σ2i (s))2ds∫ 1
0 σ
4
i (s)ds
,
where σˆ2i and σ
2
i refer to the estimated and the true volatility in run i.
Throughout our simulations, we use Haar wavelets and λ4 as a pre-average
function. Following Section 3.1, we set c = 0.3 · ŜNR. The results and empir-
ical 95%-quantiles are displayed in Table 2. We observe that the outcome is
essentially not affected by the distribution. In contrast, the SNR has a large
impact on the performance (recall that σ2 ≈ 10−5). The bad performance
of the estimator for the largest standard deviation can be explained by the
choice of m, which is inversely proportional to the noise level. In fact the
optimal oracle would be moracle = 0.3 · SNR
√
n ≈ 55. Thus, regarding the
problem as a χ21-regression problem (cf. Section 2.4), we have to estimate σ
2
based on 55 observations, which is a quite difficult task.
4.2. Robustness. As discussed in Section 3.2, there are two major model
violations one has to take into account for real data, namely rounding effects
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and jumps. In a simulation study, we investigate the robustness of ASVE
with and without jump detection given data with rounding errors and jumps.
The process X is generated from the Heston model (3.3) with parameters
as in (3.4). This ensures that the SNR lays most of the time between 15 and
20. Mimicking real FGBL prices, the sample size or the number of trades per
day is n = 15, 000. Here, rounding means rounding the corresponding price
(110 exp(Yi/n)) up to the two decimal places, and afterwards transforming
back via log( ·110 ), that is rounding to full basis points of the price and is
not to be confused with rounding of the log-price. Notice that FGBL prices
are most of the time in the range between 100 and 120. Therefore, 110 is a
reasonable starting value (cf. also the upper panel in Figure 1). The jump
process is simulated as a compound Poisson process with constant intensity
1/3 and jump size distribution N (0, 10−6).
pure rounded with jumps with jumps, rounded
without
1.41 · 10−11 1.41 · 10−11 12.64 · 10−11 12.86 · 10−11
jump detection
with
1.68 · 10−11 1.69 · 10−11 1.69 · 10−11 1.70 · 10−11
jump detection
Table 3
Robustness. Simulation results for the MISE for data generated from the Heston model
with additional rounding and jumps for ASVE with and without jump detection.
The resulting empirical mean integrated squared errors (MISE) computed
on the basis of 10,000 repetitions are displayed in Table 3. Obviously, jumps
have a huge influence on ASVE, while rounding effects are negligible (at
least regarding the FGBL data sets in Section 6). We observe that the bad
impact of the jumps is reduced almost completely by the pre-processing of
the data.
5. Time schemes. It has been noticed in the econometrics literature
that an increase in volatility might be due to different reasons. One ex-
planation would be that there are larger price changes. Alternatively, the
volatility will of course also increase if price changes are of the same size
and only the number of trades per time interval goes up (cf. for example
Ederington and Lee (1995), Section IV.B). Disentangling the different ex-
planations is quite difficult without an underlying mathematical concept.
Nevertheless, determining the source of an increase in volatility is clearly of
importance.
A more rigorous treatment of this problem leads to the definition of dif-
ferent notions of time (for instance in Dahlhaus and Neddermeyer (2013)).
Here, we investigate the most prominent examples: real time and tick time
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(sometimes also referred to as clock time and transaction time).
Volatility in real time is appealing as it seems very intuitive. In tick
time successive ticks are treated as one time unit. By definition, this time
scheme does not depend on the speed at which successive trades occur.
Consequently, volatility in tick time is independent of the trading intensity
and hence measures the volatility of the price changes only. As the trading
speed can be estimated directly from the ticks, we argue in this section that
tick time volatility is the more natural object. A drawback of tick times
is that there is no straightforward extension of the concept to multivariate
processes.
Let us clarify the connection between both time schemes in more detail.
Denote by ti, i = 1, . . . , n the ordered (t0 < t1 < t2 < . . . < tn) sample of
trading times. Then, for i < j the time between ti and tj equals
j−i
n time
units in tick time and tj − ti time units in real time. With this notation, the
tick time model is given by
Y Ti,n = Xti + ǫi,n, i = 1, . . . , n.(5.1)
Inspired by the classical high-frequency framework, we think about the trad-
ing times as an array, that is ti = ti,n, where the sampling rate gets finer for
increasing n. Define the trading intensity ν at time t as
ν(t) = lim
n→∞
1
n
∑n
i=1 I[t−δn,t+δn](ti)
2δn
(tn − t0),(5.2)
provided this limit exists and is unique for any sequence δn → 0 and δnn→
∞.
As an example consider the following toy model: Assume that σ is deter-
ministic and there exists a deterministic, differentiable function h : [0, 1] →
[0, 1] with h(i/n) = ti,n (in particular this implies that h is strictly mono-
tone). Note that in this setting, ν is deterministic as well and given by the
derivative of h−1.
Let σRT denote the original (real time) volatility. Recall that under tick
time, we consider successive trading times as equidistant. Therefore, the tick
time volatility σTT satisfies for all i = 1, . . . , n∫ i/n
0
σTT (h(s))dWs =
∫ h(i/n)
0
σRT (s)dWs =L
∫ i/n
0
√
h′(s)σRT (h(s))dWs
in law. Thus, the first and the latter integrand are (roughly) equal, that is
σ2TT (h(s)) = h
′(s)σ2RT (h(s)). Rewriting this, we obtain
νσ2TT = σ
2
RT ,(5.3)
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cf. also Dahlhaus and Neddermeyer (2013), Section 4. This formula clarifies
the connection between tick time and real time volatility.
Estimating the real time volatility directly from tick data, we have to
construct artificial observations by recording the price each 10th second, for
example. This method leads to a loss of information if there are many ticks
in one time interval.
Notice that nonparametric estimation of the trading intensity ν is stan-
dard using for example (5.2) together with a proper choice of the bandwidth
δn. In view of formula (5.3), it seems therefore more natural to estimate the
real time spot volatility as product of σ̂2TT and an estimator of ν. In a
simulation study, we estimated the real time volatility via its product rep-
resentation for Euro-BUND Futures on all days in 2007 (for a description of
the data, cf. also Section 6). We use Haar wavelets and hence obtain piece-
wise constant reconstructions. As a measure for the oscillation behavior of
the volatility, we take the sum of squared jump sizes of the reconstructions
for every of these days. In average, for tick time spot volatility this gives
9.68 · 10−11 per day, while for real time volatility the corresponding value is
1.98 · 10−10. This gives some evidence that the tick time volatility is much
smoother than its real time counterpart.
As a surprising fact, formula (5.3) shows that even rates of convergence
for estimation of σ2RT can be much faster than the minimax rates provided
σ2TT is sufficiently smooth. To give an example, assume that σTT is constant
and ν has Ho¨lder continuity β > 1/2. In this case ν can be estimated with
the classical nonparametric rate n−β/(2β+1) ≪ n−1/4. Consequently, σ2RT has
also Ho¨lder index β. The rate for estimation of σ2RT is n
−1/4 which converges
faster to zero than the minimax rate n−β/(4β+2) (for a derivation of minimax
rates see Munk and Schmidt-Hieber (2010a) and Hoffmann et al.).
To summarize, the tick time volatility is the quantity of interest measur-
ing the volatility of the price changes. Furthermore, the real time volatility
can easily be estimated via (5.3). For these reasons, we restrict ourselves
throughout the following to estimation of spot volatility in tick time.
6. Spot volatility of Euro-BUND Futures. We analyze the spot
volatility of Euro-BUND Futures (FGBL) using tick data from Eurex data-
base. The underlying is a 100,000 Euro debt security of the German Federal
Government with coupon rate 6% and maturity 8.5− 10.5 years. The price
is given in percentage of the par value. The tick times are recorded with
precision of 10 milliseconds. The minimum price change is 0.01% (one basis
point), corresponding to 10 Euro, which is comparably large. The number
of trades per day varies among 10,000 and 30,000. Observations which are
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Fig 6. Realized volatilities of FGBL data from June 4th to June 8th, 2007 for different
subsampling frequencies.
not due to trading are removed from the sample. If there are different FGBL
contracts at a time referring to different expiration days, we only consider
these belonging to the next possible date. Trading takes places from 8:00
a.m. until 7:00 p.m. Central European Time (CET). For the reconstructions,
we restrict ourselves to observations within the time span 9 a.m. to 6 p.m.
CET. Outside this period, trading is normally too slow to make use of a
high-frequency setting.
During business hours, FGBL prices fit well as an example for high-
frequency data. On the one hand, trading is very liquid due to low trans-
action costs and high trading volume. In average, the holding period is less
than two days (cf. Dorfleitner (2004), Figure 4). On the other hand, mi-
crostructure effects are present and simple quadratic variation techniques
fail as indicated in Figure 6. In this plot (often referred to as signature
plot), we investigate how the (integrated) realized volatilities behaves if we
consider subsamples of the data with different subsampling frequencies. We
observe a rapid increase on small frequencies, that is if more and more data
are included. This indicates that microstructure effects have to be taken into
account.
In the following, we illustrate the effect of macroeconomic events with
unanticipated outcome on spot volatility. As they cause uncertainty, one
expects an increase in volatility once they appear. There has been a large
body of literature in economics devoted to this subject. Nevertheless, up
to now, there seems to be no general consensus quantifying how much the
volatility is affected by public announcements. Ederington and Lee (1993)
and Ederington and Lee (1995) claim that volatility is substantially higher
for a few minutes after the announcement and is still visible in the data for
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several hours. They also find evidence that volatility is slightly elevated for
some minutes before an announcement. They conclude that macroeconomic
announcements are the driving force for volatility. In contrast, in the seminal
paper Andersen and Bollerslev (1998) daily volatility patterns are found to
explain most of the spot volatility behavior, while public announcements
have only a secondary effect on overall volatility. In a recent study, Lunde and
Zebedee (2009) focus on the effects of US monetary policy events on volatility
of US equity prices. In accordance with previous work, they conclude that
there are spikes in the volatility around macroeconomic announcements,
lasting for approximately 15 minutes. In Jansen and de Haan (2006) effects
of certain European Central Bank (ECB) announcements on price changes
and volatility are studied. Although these papers deal with volatility on
relatively short time intervals, none of them accounts for microstructure
effects.
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Fig 7. ASVE for May 10th, 2007. Period of the ECB press conferences is hatched and
announcement of not changing the key interest rate is represented by the dashed line).
To illustrate our method, the twelve days in 2007 (one per month) with an
official ECB press conference related to possible changes in key interest rates
are studied. During these meetings hold jointly by the president and the vice-
president of the European Central Bank, announcements about ECB-policy
are made. In Jansen and de Haan (2006), press conferences are excluded
from the study, but they are very appealing because on the one hand, key
interest rates are of major economic importance especially for government
bonds like Euro-BUND futures, and on the other hand, the announcement
procedure is highly standardized. In fact, on every of the studied dates the
decision of the ECB Governing Council on the key interest rates was released
on 1.45 p.m. followed by the official press conference starting at 2.30 p.m.
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and lasting for exactly an hour. The press conference consists of two parts
starting with an introductory statement by the ECB president. In a second
part, the president and vice-president answer questions of journalists. On
every of these events, between 20 and 62 financial analysts are asked in
advance to predict possible changes in the key interest rate. Based on these
estimates a sample standard deviation is computed which is available at
Bloomberg. In the following, we refer to this quantity as market uncertainty.
In Figure 7, ASVE for May 10th, 2007 is displayed. The dashed line
represents the time of the announcement, the hatched region refers to the
time period of the press conference. On this day, the reconstruction displays
an increase in volatility around the time of the announcement. Furthermore,
we observe a higher fluctuation during the press conference. A more thorough
analysis is done in Table 4: We observe a slight increase of the spot volatility
on most of the considered days in view of average, maximum and total
variation (which reflects the volatility of the volatility). On days, where the
market uncertainty was nonzero, this effect is even enhanced. Notice that the
integral and TV figures are normalized by the length of the time interval to
make them comparable. The results confirm the influence of macroeconomic
events on volatility.
Day
Market 13.40 pm - 13.50 pm 13.45 pm - 15.30 pm
uncertainty
∫
σˆ2 max σˆ2 TV σˆ2
∫
σˆ2 max σˆ2 TV σˆ2
Jan-11 0 0.459 0.459 0 0.435 0.518 0.168
Feb-08 0 0.541 0.541 0 0.509 0.979 1.485
Mar-08 0 0.490 0.490 0 0.497 0.643 0.685
Apr-12 0 0.274 0.331 1.222 0.374 0.698 0.472
May-10 0 0.318 0.330 0.298 0.323 0.541 0.594
Jun-06 0 0.191 0.191 0 0.495 0.677 0.455
Jul-05 0 0.490 0.587 0.772 0.683 1.315 1.045
Aug-02 0.05 0.745 1.286 8.673 1.176 5.749 7.075
Sep-06 0.1 0.906 0.906 0 0.969 2.862 5.626
Oct-04 0.03 0.621 0.621 0 0.701 1.181 0.936
Nov-08 0 0.869 0.869 0 1.020 1.337 0.480
Dec-06 0 1.119 1.119 0 0.958 2.545 3.150
average of days above 0.585 0.644 0.914 0.678 1.587 1.848
average of all days 0.515 0.551 0.621 0.552 1.225 1.328
90%-quantile all days 0.906 0.960 0.661 0.984 2.051 2.609
Table 4
Features (average, maximum, and total variation) of ASVE for days with ECB press
conferences on key interest rates. The second column is an estimate of market
uncertainty. Integrated volatility and total variation are normalized by the length of the
time interval. All entries related to volatility are multiplied by 105.
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7. Generalization to Spot Covolatility Estimation. So far, we
considered one-dimensional processes only. As for example in portfolio man-
agement, one might more generally be interested in the spot covariance
matrix of multi-dimensional (and even very high-dimensional) price pro-
cesses. There has been a lot of recent interest in this direction. The main
additional difficulty is to deal with non-synchronous observations. Synchro-
nization schemes in the context of estimation of the integrated covolatility
(the multi-dimensional extension of the integrated volatility) were proposed
in Hayashi and Yoshida (2005), Ait-Sahalia, Fan and Xiu (2010), Chris-
tensen, Kinnebrock and Podolskij (2010), Barndorff-Nielsen et al. (2011),
Zhang (2011), and Bibinger (2011), among others.
As an outlook, we shortly point out how to construct an estimator of the
spot covolatility function κ given synchronous data, that is the covariance
function of two price processes observed at the same time points. To the best
of our knowledge, nonparametric estimation of the spot covolatility under
microstructure noise has not been treated so far. For simplicity, we restrict
ourselves to the bivariate case. In principle, this estimator can be combined
in a second step with any of the synchronization schemes mentioned above.
Assume that we observe two processes
Y
(1)
i,n = X
(1)
i/n + ǫ
(1)
i,n, Y
(2)
i,n = X
(2)
i/n + ǫ
(2)
i,n, i = 1, . . . , n,(7.1)
where dX
(1)
t = σ
(1)
t dW
(1)
t and dX
(2)
t = σ
(2)
t dW
(2)
t are two Itoˆ martingales
with driving Brownian motionsW (1),W (2), and ǫ(1), ǫ(2) are two independent
noise processes each defined analogously to (2.4). We assume that the spot
covolatility function of X(1) and X(2) is given by κt dt = Cov(dX
(1)
t , dX
(2)
t ).
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Fig 8. Reconstruction (dashed) and true covolatility function (solid) for data following
model (7.1) (n = 15, 000), constant volatilities σ1, σ2, and i.i.d. centered Gaussian noise
with SNR =
√
〈|κ|,1〉
τ
= 20
For i = 2, . . . ,m and q = 1, 2, let Y
(q)
i,m be as defined in (2.6). Then, the
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wavelet coefficients of the spot covolatility are estimated via
〈̂g, κ〉 :=
m∑
i=2
g
(
i−1
m
)
Y
(1)
i,mY
(2)
i,m.
where again g ∈ {ϕj0,k, ψj,k}. Since the noise processes ǫ(1), ǫ(2) are indepen-
dent, no bias correction is necessary.
For illustration, Figure 8 shows the reconstruction of the covolatility func-
tion of a realization in model (7.1) using the same thresholding procedure
and parameter choices as for ASVE.
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SUPPLEMENT TO “SPOT VOLATILITY ESTIMATION
FOR HIGH-FREQUENCY DATA: ADAPTIVE
ESTIMATION IN PRACTICE”
By Till Sabel∗∗,¶, Johannes Schmidt-Hieber††,¶ and Axel
Munk∗∗,¶
Georg-August-Universita¨t Go¨ttingen∗∗ and CREST-ENSAE††
In this supplement, we recall the proof of Lemma 3.1 in “Spot
volatility estimation for high-frequency data: adaptive estimation in
practice” as it is given in Schmidt-Hieber (2010), Lemma 6, p. 65.
APPENDIX A: PROOF OF LEMMA 3.1
To keep notation simple, we use the following quantities in the spirit of
the definitions of Section 2.3: For any process (Ai,n) ∈ {(Yi,n), (ǫi,n), (X)i,n},
define
Ai,m = Ai,m(λ) :=
m
n
∑
j
n
∈[ i−2
m
, i
m
]
λ
(
m jn − (i− 2)
)
Aj,n.
b(A)i,m = b(λ,A·)i,m :=
m2
2n2
∑
j
n
∈[ i−2
m
, i
m
]
λ2
(
m jn − (i− 2)
)(
Aj,n −Aj−1,n
)2
.
Further, recall that our estimator for the integrated volatility is given by
〈̂1, σ2〉 =∑mi=2 Y 2i,m − b(Y )i,m.
To prove the lemma, let us first show that the bias is of smaller order
than n−1/4. In fact, note that E
[
Y
2
i,m
]
= E
[
X
2
i,m
]
+ E
[
ǫ2i,m
]
. Clearly, one
can bound ∣∣∣E [ǫ2i,m]− E [b(λ, Y )i,m]∣∣∣ = O( 1n).
Further, Lipschitz continuity of λ together with a Riemann approximation
argument gives us∣∣E [ X2i,m]− σ2m ∣∣ =∣∣∣σ2m ∫ 2
0
∫ 2
0
λ(s)λ(t)(s ∧ t)dtds − σ2m
∣∣∣+O( 1n) = O( 1n).
¶The research of the authors was supported by DFG/SNF-Grant FOR 916.
††The research of J. Schmidt-Hieber was funded by DFG postdoctoral fellowship SCHM
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Here, the last equation is due to partial integration and the definition of
a pre-average function (cf. Definition 2.1). Since both approximations are
uniformly in i, this shows that the bias is of order O(n−1/2).
For the asymptotic variance, first observe that Var(
∑m
i=2 b(λ, Y )i,m) =
o(n−1/2). Hence,
Var(〈̂1, σ2〉) = Var(
m∑
i=2
Y
2
i,m) + o
(
n−1/4
(
Var(
m∑
i=2
Y
2
i,m)
)1/2
+ n−1/2
)
,
by Cauchy-Schwarz inequality. Recall that for centered Gaussian random
variables U, V , Cov(U2, V 2) = 2(Cov(U, V ))2. Therefore, it suffices to com-
pute Cov(Y i,m, Y k,m) = E[Y i,mY k,m].
By the same arguments as above, that is Riemann summation and partial
integration, we find
E
[∣∣∣Xi,mXk,m − ∫ 1
0
Λ(ms− (i− 2))dXs
∫ 1
0
Λ(ms− (k − 2))dXs
∣∣∣] . n−1.
Therefore,
E
[
X i,mXk,m
]
= σ2
∫ 1
0
Λ(ms− (i− 2))Λ(ms − (k − 2))ds +O(n−1),
where the last two arguments hold uniformly in i, k.
In order to calculate E[Y i,mY k,m], we must treat three different cases,
|i− k| ≥ 2, |i− k| = 1 and i = k, denoted by I, II and III.
I:. In this case ( i−2m ,
i
m ] and (
k−2
m ,
k
m ] do not overlap. By the equalities
above, it follows Cov(Y i,m, Y k,m) = O(n
−1).
II:. Without loss of generality, we set k = i+ 1. Then, we obtain
Cov(Y i,m, Y i+1,m) = E
[
Xi,mXi+1,m
]
+ E
[
ǫi,mǫi+1,m
]
=σ2
∫ 1
0
Λ(ms− (i− 2))Λ(ms − (i− 1))ds +O(n−1)
+ τ2
m2
n2
∑
j
n∈
(
i−2
m ,
i
m
]λ(m jn − (i− 2))λ(m jn − (i− 1))
=
σ2
m
∫ 1
0
Λ(u)Λ(1 + u)du+ τ2
m
n
∫ 1
0
λ(u)λ(1 + u)du+O(n−1),
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where the last inequality can be verified by Riemann summation. Noting
that λ is a pre-average function, we obtain λ(1 + u) = −λ(1− u) and
Cov(Y i,m, Y i+1,m)
=
σ2
m
∫ 1
0
Λ(u)Λ(1 − u)du− τ
2m
n
∫ 1
0
λ(u)λ(1 − u)du+O(n−1).
III:. It can be shown by redoing the arguments in II that
Var(Y i,m) = Var(X i,m) + Var(ǫi,m)
=
σ2
m
∫ 2
0
Λ2(u)du + τ2
m
n
∫ 2
0
λ2(u)du+O(n−1).
Note that ‖Λ‖L2[0,2] = 1. Since the above results hold uniformly in i, k, it
follows directly that
Var(
m∑
i=2
Y
2
i,m)
=
m∑
i,k=2, |i−k|≥2
2
(
Cov(Y i,m, Y k,m)
)2
+ 2
m−1∑
i=2
2
(
Cov(Y i,m, Y i+1,m)
)2
+
m∑
i=2
2
(
Var(Y i,m)
)2
=O(n−1) + 4
( σ2√
c
∫ 1
0
Λ(u)Λ(1 − u)du− τ2c3/2
∫ 1
0
λ(u)λ(1 − u)du
)2
n−1/2
+ 2
( σ2√
c
+ 2τ2c3/2‖λ‖2L2[0,1]
)2
n−1/2. 
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