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Abstract
We find new criteria for the existence of closed solutions in a first order polynomial differential equa-
tion which contains the Abel equation as a particular case. Such results are applied to the problem of the
existence of limit cycles in planar polynomial vector fields.
© 2006 Elsevier Inc. All rights reserved.
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This short note is motivated by some results by Andersen and Sandqvist [1] concerning the
existence of closed solutions of the Abel equation. Let us consider the differential equation
dx
dt
=
n∑
k=0
ak(t)x
k, (1)
where a0, . . . , an ∈ C([0,2π]), n 2. Our purpose is to obtain new criteria for the existence of
closed solutions, that is, solutions such that x(0) = x(2π).
The interest of this equation relies on its relation with the existence of limit cycles of polyno-
mial planar systems and the 16th Hilbert problem. Under some conditions, a polynomial planar
system can be written in polar coordinates in the form (1). Then, an isolated closed solution of
Eq. (1) corresponds to a limit cycle of the planar system. The case n = 3 (Abel equation) is
particularly important. The number of related references is huge and we can cite [1–7,9] only
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problem refers to the study of the maximum number of limit cycles of a given polynomial planar
system. In contrast, our results provide in some special cases a lower bound for this maximum
number.
The paper is structured through three sections and Appendix A. In Section 1, the equation
without independent term is considered. This case has the particularity that the methods of proof
must exclude the trivial solution. Section 2 is devoted to the complete equation. Finally, Section 3
contains some illustrative examples about how to apply the previous results in the study of planar
polynomial systems. We have collected in Appendix A some useful tools for the proofs, mainly a
classical perturbation result and the method of upper and lower solution for first order equations.
1. The case a0 ≡ 0
In this section, we focus our attention on the case a0(t) = 0 for all t , that is, in the equation
dx
dt
=
n∑
k=1
ak(t)x
k. (2)
Then, the trivial solution x ≡ 0 is present and the objective is to obtain no-trivial closed solutions.
In the rest of the paper, x˙ denotes dx/dt .
If a sign condition over the leading coefficient is assumed (say an(t) > 0 for all t), then it is
standard to find existence conditions for closed solutions. The most usual argument consists in
finding fixed points of the Poincaré map π by using Bolzano Theorem or similar. The interplay
between the stability in zero and infinity can be exploited as well.
On the other hand, the case when an(t) 0 for all t ∈ [0,2π] is by far more delicate. In [1]
this case is studied for the Abel equation n = 3 (see Example 6). The result in [1] imposes that a3
must have a finite number of zeros in [0,2π] and that the function a2(t)/a3(t) must be bounded
at the right side of the zeros of a3. This assumption is rather unnatural and in particular implies
that a2 must vanish in the same set as a3. By using upper and lower solutions, we are able to
derive a different type of condition.
Theorem 1. Let us assume that
∫ 2π
0 a1(t) dt < 0. Let us assume that there exists some j =
2, . . . , n such that ak(t)  0 for all k = j, . . . , n and t ∈ [0,2π ] and ∑nk=j ak(t) > 0 for all
t ∈ [0,2π]. Then, there exists a positive isolated closed solution of Eq. (2).
Remark 1. In some sense, our condition goes in the opposite direction to that of [1], in the
sense that in our case the coefficients should not vanish at the same point. The simple case
x˙ = −x + (cos2 t)x2 + (sin2 t)x3 is covered by out result but not by [1]. Other difference
is that in our case the leading coefficient can have infinitely many zeros, like for instance
x˙ = −x + (cos2 t)x2 + t sin2(1/t)x3.
Proof. First, let us note that the conditions over the coefficients imply that n 3. Let us perform
the change w(t) = 1/x(t). The resulting equation is
w˙ + a1(t)w = −a2(t) −
n∑
ak(t)w
−k+2. (3)k=3
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singularity in 0, but anyway a positive closed solution of (3) is equivalent to a positive closed
solution of Eq. (2).
The function
G(t, s) =
⎧⎨
⎩
1
1−σ e
− ∫ ts a1(τ ) dτ , if 0 s < t  2π,
σ
1−σ e
− ∫ ts a1(τ ) dτ , if 0 t  s  2π, (4)
with σ = e−
∫ 2π
0 a(τ) dτ , is the Green’s function of the operator L[x] = x′ + a1(t)x with periodic
boundary conditions. This function is negative for all (t, s). Then, it is an easy task to verify that
α(t) = −μ ∫ 2π0 G(t, s) ds is a positive strict lower solution for μ positive and big enough.
Now, let us prove that β(t) = ε > 0 is a (constant) strict upper solution if ε is very small. To
see this, it is sufficient to verify that
a1(t)ε + a2(t) +
n∑
k=3
ak(t)ε
−k+2 > 0
for all t . Multiplying the left-hand side by εn−2 we get
n∑
k=1
ak(t)ε
n−k >
j−1∑
k=1
ak(t)ε
n−k + εn−j
n∑
k=j
ak(t) > 0,
if ε is small enough.
Besides, these upper and lower solutions can be chosen such that β < α, so the proof is done
by Lemma A.2 of Appendix A. 
The next objective is to derive conditions that do not require any kind of sign conditions in
the higher coefficients.
Theorem 2. Let us write a2(t) = λp(t), with p a fixed continuous function. Let us assume that∫ 2π
0 a1(t) dt = 0 and that the unique closed solution of the linear equation x′ + a1(t)x = −p(t)
is positive. Then, there exists λ0 > 0 such that for all λ > λ0 there exists at least a positive
isolated closed solution of Eq. (2).
Proof. We use again the change w(t) = 1/x(t). Now Eq. (3) is
w˙ + a1(t)w = −λp(t) −
n∑
k=3
ak(t)w
−k+2. (5)
Let us consider the perturbed equation
y˙ + a1(t)y = −p(t) −
n∑
k=3
	k−1ak(t)y−k+2. (6)
Lemma A.3 gives 	0 such that (6) has an isolated closed solution for any 0 < 	 < 	0. Besides, if
	0 is taken small enough, such a solution (denoted by y	 ) is near to the unique closed solution y0
of the unperturbed equation y˙ = a1(t)y + p(t), which is positive by assumption. Hence, y	 is
positive for 	 small. Finally, it is straightforward to verify that w(t) = 	y	 is a (positive) closed
solution of (5) with λ = 1/	. Hence, the result holds with λ0 = 1/	0. 
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∫ 2π
0 a1(t) dt = 0, the unique closed solution of x′ + a1(t)x = −p(t)
is − ∫ 2π0 G(t, s)p(s) ds where G(t, s) is given by (4). Hence, this assumption is explicit. For
instance, if
∫ 2π
0 a1(t) dt < 0 it is sufficient (but not necessary) that p(t) is positive for all t . On
the other hand, let us remark that this result provides large closed solutions, in fact x(t) = O(λ).
The same idea works for proving a similar result with a different decomposition of the coeffi-
cient.
Theorem 3. Let us write a2(t) = λ+p(t). If
∫ 2π
0 a1(t) dt < 0, then there exists λ0 > 0 such thatfor all λ > λ0 there exists at least a positive isolated closed solution of Eq. (2).
Proof. After the same change as before, the adequate perturbed equation to be used is
y˙ + a1(t)y = −1 − 	p(t) −
n∑
k=3
	k−2ak(t)y−k+2.
The rest of the proof is analogous. 
2. The complete case
In the general case, a sign condition over the leading coefficient an is sufficient for the exis-
tence of a closed solution by a trivial use of constant upper and lower solutions. More generally,
it is not hard to derive conditions over the higher coefficients like that of Theorem 1. On the other
hand, the following result only imposes conditions in a0, a1.
Theorem 4. Let us assume that
∫ 2π
0 a1(t) dt = 0 and let us write a0(t) = λp(t). Then, there exists
λ0 > 0 such that for all 0 < λ < λ0 there exists at least one isolated closed solution of Eq. (1).
Proof. Let us write the auxiliary equation
y˙ = p(t) + a1(t)y +
n∑
k=2
ak(t)λ
k−1yk. (7)
We are under the assumptions of Lemma A.3, so there exists λ0 > 0 such that (7) has a closed
solution yλ for all 0 < λ < λ0. Then, x(t) = λyλ is a closed solution of the original equation (1)
with a0(t) = λp(t). 
3. Some applications to polynomial planar systems
The main motivation to analyze first order polynomial differential equations is the study of
the existence and multiplicity of limit cycles of polynomial vector fields in R2, an interesting and
complicate branch in the qualitative theory of differential equations which in particular contains
the second part of the 16th problem proposed by Hilbert in 1900.
Let us consider the planar system
x˙ =
n∑
Pk(x, y),k=1
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n∑
k=1
Qk(x, y), (8)
where Pk,Qk are homogeneous polynomials of degree k. An isolated periodic orbit of system (8)
is called a limit cycle.
In polar coordinates x = r cos θ , y = r sin θ , the system (8) is transformed to
r˙ =
n∑
k=1
fk(θ)r
k,
θ˙ =
n∑
k=1
gk(θ)r
k−1, (9)
where
fk(θ) = cos θPk(cos θ, sin θ) + sin θQk(cos θ, sin θ),
gk(θ) = cos θQk(cos θ, sin θ) − sin θPk(cos θ, sin θ). (10)
In some particular cases, this system can be rewritten as a single equation like (1) with inde-
pendent variable θ . Then, an isolated closed solution of (1) would correspond to a limit cycle
of (8). The results obtained in the previous sections will be used in order to study some particular
examples. The first example belongs to the class of rigid systems (see [5,6] and their references).
Proposition 1. Let us consider the system
x˙ = ax − cy +
n−1∑
k=1
xFk(x, y),
y˙ = cx + ay +
n−1∑
k=1
yFk(x, y), (11)
where a < 0 < c and Fk are homogeneous polynomials of degree k. Let us assume that there
exists some j = 2, . . . , n − 1 such that Fk(cos θ, sin θ) 0 for all k = j, . . . , n and θ ∈ [0,2π],
and moreover
∑n−1
k=j Fk(cos θ, sin θ) > 0 for all θ ∈ [0,2π]. Then, the system (11) has at least a
limit cycle.
Proof. The system in polar coordinates reads
r˙ = ar +
n∑
k=2
Fk−1(cos θ, sin θ)rk,
θ˙ = c. (12)
By taking r as a function of θ we get the single differential equation
dr
dθ
= a
c
r + 1
c
n∑
k=2
Fk−1(cos θ, sin θ)rk,
and the result follows from a direct application of Theorem 1. 
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sition.
Proposition 2. Let us consider the system
x˙ = λx + Pm+1(x, y) +
n∑
k=2
xFmk(x, y),
y˙ = λy + Qm+1(x, y) +
n∑
k=2
yFmk(x, y), (13)
where m ∈ N and Fmk are homogeneous polynomials of degree mk. If gm+1(θ) > 0 (< 0) for all
θ ∈ [0,2π] and
2π∫
0
fm+1(θ)
gm+1(θ)
dθ = 0,
then there exists λ0 > 0 such that (13) has at least a limit cycle for all 0 < λ < λ0.
Remark 3. The formulas (10) provide an equivalence between fk, gk and Pk,Qk , so it is very
easy to find explicit examples of Pm+1,Qm+1 verifying the required conditions.
Proof. In this case, the system in polar coordinates reads
r˙ = λr + fm+1(θ)rm+1 +
n∑
k=2
Fmk(cos θ, sin θ)rmk+1,
θ˙ = gm+1(θ)rm. (14)
By taking r as a function of θ we get the single differential equation
dr
dθ
= 1
gm+1(θ)rm
[
λr + fm+1(θ)rm+1 +
n∑
k=2
Fmk(cos θ, sin θ)rmk+1
]
.
Finally, the change R = rm leads to
dR
dθ
= m
gm+1(θ)
[
λ + fm+1(θ)R +
n∑
k=2
Fmk(cos θ, sin θ)Rk
]
,
which is a differential equation of type (1). Now, the result follows from a direct application of
Theorem 4. 
Finally, we consider a system without linear part.
Proposition 3. Let us consider the system
x˙ = Pm+1(x, y) + λxF2m(x, y) +
n∑
k=3
xFmk(x, y),
y˙ = Qm+1(x, y) + λyF2m(x, y) +
n∑
yFmk(x, y), (15)
k=3
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conditions:
(1) gm+1(θ) > 0 (< 0) for all θ ∈ [0,2π],
(2) ∫ 2π0 a1(θ) dθ = 0, being a1(θ) = mfm+1(θ)gm+1(θ) ,
(3) the function
M(θ) = −
2π∫
0
G(θ, s)
F2m(cos s, sin s)
gm+1(s)
ds
is positive for all θ ∈ [0,2π], where G(θ, s) is the Green’s function of the operator
L[x] = x˙ + a1(θ)x with periodic conditions given by (4).
Then, there exists λ0 > 0 such that (15) has at least a limit cycle for all λ > λ0.
Proof. By using the same change R = rm as in the previous proposition, we arrive to the equa-
tion
dR
dθ
= m
gm+1(θ)
[
fm+1(θ)R + λF2m(cos θ, sin θ) +
n∑
k=2
Fmk(cos θ, sin θ)Rk
]
,
and the result is direct from Theorem 2. 
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Appendix A
For the sake of completeness we include here some known results used in the proofs. Let us
consider a first order differential equation
x˙ = f (t, x) (A.1)
with f : [0,2π] × I → R, being I a given open interval of R.
Lemma A.1. If f is continuous in t and analytic in x, one of the following alternatives hold:
(i) Every solution is closed.
(ii) Every possible closed solution is isolated.
Proof. This is a trivial consequence of the analyticity of the Poincaré map. 
Definition A.1. A function α ∈ C1([0,2π]) is called a strict lower solution of the problem
x′ = f (t, x), x(0) = x(2π)
if α˙ < f (t, α(t)) for all t ∈ [0,2π] and α(0)  α(2π). A function β ∈ C1([0,2π]) is called a
strict upper solution if the previous inequalities are reversed.
P.J. Torres / J. Math. Anal. Appl. 328 (2007) 1108–1116 1115Lemma A.2. Let us assume that f is continuous in t and analytic in x. If there exists a couple
of strict lower and upper solutions α,β such that α(t) < β(t) (respectively α(t) > β(t)) for
all t , then Eq. (A.1) has at least one isolated closed solution x such that α(t) < x(t) < β(t)
(respectively α(t) > x(t) > β(t)) for all t .
Proof. We can fix the inequality α(t) < β(t), since the reasonings for the contrary inequal-
ity are analogous. It is a very known result ([8,10] are classical references, see also [11] for a
complete review) that under these conditions there exists minimal and maximal closed solutions
x1(t), x2(t) (possibly the same) such that α(t) < x1(t)  x2(t) < β(t) for all t ∈ [0,2π]. Any
other closed solution in the interval [α,β] should belong to [x1, x2]. In particular, this implies
that not all the solutions are closed (take an initial condition α(0) < x0 < x1(0), by continuity
the solution remains in [α,β] and it is not closed because then it should belong to [x1, x2]. Then,
the analytic character of f implies that the closed solutions are isolated. 
The finding of adequate upper and lower solutions is sometimes very tricky. In this paper, we
have used the following perturbation result.
Lemma A.3. Let us consider the differential equation
x˙ + a(t)x = b(t) + 	c(t, x, 	) (A.2)
where a, b : [0,2π] → R are continuous functions and c : [0,2π] × I × R → R is a continuous
function with continuous derivatives in x, 	 (I is a given open interval of R). Let us assume that∫ 2π
0 a(t) dt = 0 and the unique solution x0 of the unperturbed equation x˙ + a(t)x = b(t) is such
that x0(t) ∈ I for all t ∈ [0,2π]. Then, there exist 	0, ρ > 0 such that for all 0 < 	 < 	0 there
exists a unique closed solution x	 of Eq. (A.2) in the ball B[x0, ρ] in C0([0,2π]). Moreover,
x	 depends continuously on 	 and
lim
	→0x	 = x0
uniformly in t .
Proof. It is known that
∫ 2π
0 a(t) dt = 0 is the non-resonance condition of the linear part. Then,
this result is a particular case of a classical result, see for instance [12, Corollary 1.11]. 
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