In most compressive sensing problems, 1 norm is used during the signal reconstruction process. In this article, a modified version of the entropy functional is proposed to approximate the 1 norm. The proposed modified version of the entropy functional is continuous, differentiable and convex. Therefore, it is possible to construct globally convergent iterative algorithms using Bregman's row-action method for compressive sensing applications. Simulation examples with both 1D signals and images are presented.
Introduction
The Nyquist-Shannon sampling theorem [1] is one of the fundamental theorems in signal processing literature. It specifies the conditions for perfect reconstruction of a continuous signal from its samples. If a signal is sampled with a sampling frequency that is at least two times larger than its bandwidth, it can be perfectly reconstructed from its samples. However in many applications of signal processing including waveform compression, perfect reconstruction is not necessary. In this article, a modified version of the entropy functional is proposed. The functional is defined for both positive and negative real numbers and it is continuous, differentiable and convex everywhere. Therefore it can be used as a cost function in many signal processing problems including the compressive sensing problem.
The most common method used in compression applications is transform coding. The signal x[n] is transformed into another domain defined by the transformation matrix ψ . The transformation procedure is simply finding the inner product of the signal x[n] with the rows ψ i of the transformation matrix ψ represented as follows:
where x is a column vector, whose entries are samples of the signal x[n].
The digital signal x[n] can be reconstructed from its transform coefficients s l as follows:
s l .ψ l or x = ψ.s, (2) where s is a vector containing the transform domain coefficients s l .
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The basic idea in digital waveform coding is that the signal should be approximately reconstructed from only a few of its nonzero transform coefficients. In most cases, including the JPEG image coding standard, the transform matrix ψ is chosen in such a way that the new signal s is efficiently represented in the transform domain with a small number of coefficients. A signal x is compressible, if it has only a few large amplitude s l coefficients in the transform domain and the rest of the coefficients are either zeros or negligibly small-valued.
In a compressive sensing framework, the signal is assumed to be K -sparse in a transformation domain, such as the wavelet domain or the DCT (Discrete Cosine Transform) domain. A signal with length N is K -sparse if it has at most K non-zero and (N − K ) zero coefficients in a transform domain. The case of interest in CS problems is when K N, i.e., sparse in the transform domain. The CS theory introduced in [2] [3] [4] [5] [6] provides answers to the question of reconstructing a signal from its compressed measurements y, which is defined as follows
where φ is the M × N measurement matrix and M N. The reconstruction of the original signal x from its compressed measurements y cannot be achieved by simple matrix inversion or inverse transformation techniques. A sparse solution can be obtained by solving the following optimization problem: s p = arg min||s|| 0 such that θ.s = y. (4) However, this problem is an NP-complete optimization problem; therefore, its solution cannot be found easily. It is also shown in [2] [3] [4] that it is possible to construct the φ matrix from random numbers, which are i.i.d. Gaussian random variables. In this case, the number of measurements should be chosen as cK log( N K ) < M N to satisfy the conditions for perfect reconstruction [2] , and [3] . With this choice of the measurement matrix, the optimization problem (4) can be approximated by 1 norm minimization as:
Instead of solving the original CS problem in (4) or (5), several researchers reformulate them to approximate the solution. For example, in [15] , the authors developed a Bayesian framework and solved the CS problem using Relevance Vector Machines (RVM). In [7, 8] the authors replaced the objective function of the CS optimization in (4), (5) with a new objective function to solve the sparse signal reconstruction problem. One popular approach is replacing 0 norm with p norm, where p ∈ (0, 1) [7, 9] or even with the mix of two different norms as in [10] . However, in these cases, the resulting optimization problems are not convex. Several studies in the literature addressed p norm based non-convex optimization problems and applied their results to the sparse signal reconstruction example [11] [12] [13] [14] .
The entropy functional g(v) = v log v is also used to approximate the solution of 1 optimization and linear programming problems in signal and image reconstruction by Bregman [16] , and others [17] [18] [19] [20] [21] [22] [23] . In this article, we propose the use of a modified version of the entropy functional as an alternative way to approximate the CS problem. In Fig. 1 Bregman also developed iterative row-action methods to solve the global optimization problem by successive local Bregmanprojections. In each iteration step, a Bregman-projection, which is a generalized version of the orthogonal projection, is performed onto a hyperplane representing a row of the constraint matrix θ . In [16] , Bregman proved that the proposed iterative method is guaranteed to converge to the global minimum, given that there is a proper choice of the initial estimate (e.g., v 0 = 0).
An interesting interpretation of the row-action approach is that it provides an on-line solution to the CS problem. Each new measurement of the signal adds a row to the matrix θ . In the iterative row-action method, a Bregman-projection is performed onto the new hyperplane formed by the new measurement. In this way, the currently available solution is updated without solving the entire CS problem. The new solution can be further updated by using past or new measurements in an iterative manner by performing other Bregman-projections. Therefore, it is possible to develop a real-time on-line CS method using the proposed approach.
In Section 2 of this paper, we review the Bregman-projection concept and define the modified entropy functional and related Bregman-projections. We generalize the entropy function based convex optimization method introduced by Bregman because the ordinary entropy function is defined only for positive real numbers. On the other hand, transform domain coefficients can be both positive and negative.
Section 2 also contains the Bregman-projection definition, and formulation of the entropy functional based CS reconstruction problem. We define the iterative CS algorithm in Section 2.1, and provide experimental results in Section 4.
Bregman-projection based algorithm
The o and 1 norm based cost functions (4) and (5) used in compressive sensing problems are not differentiable everywhere. Therefore, it is not possible to use convex optimization algorithms to solve the CS problems in (4) and (5). Besides, as the size of the problem increases, solving these optimization problems becomes very compelling. As the original CS problem given in (4) and (5) involves non-convex 0 and 1 cost functions, it cannot be divided into simpler subproblems for convex optimization.
In this article, we replace 0 or 1 norms in the original CS problem with a new cost function called modified entropy function. In this way, it becomes possible to utilize Bregman's iterative convex optimization methods. Bregman's algorithms have been widely used in many signal processing applications such as signal reconstruction and inverse problems [17, 18, [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] . Here, we introduce an entropy based cost function that leads to an iterative solution of the CS problem by dividing it into simpler convex subproblems.
Assume that the original signal x can be represented by a K -sparse length-N vector s in a transform domain characterized by the transform matrix ψ . In CS problems, the original signal x is not available. However M measurements y = [y 1 , . . . , y M ] T = φx of the original signal are observable via the measurement matrix φ, and the relations between y and s are described as in Eq. (3). CS theory suggests that we can find x using 1 minimization if certain conditions hold, such as the Restricted Isometry Property [3] .
Bregman's method provides globally convergent iterative algorithms to solve optimization problems with convex, continuous and differentiable cost functionals g(.):
such that
where θ i is the ith row of the matrix θ . In [16] , Bregman showed that optimization problems with continuous and differentiable cost functionals can be divided into subproblems, which can be solved in an iterative manner, to approximate the solution of the original problem. Each equation in (8) The Bregman-projection onto a closed and convex set is a generalized version of the orthogonal projection onto a convex set [16] 
where
and D is the distance function related with the cost function ||.|| d , g is the distance measure and ∇ is the gradient operator.
In CS problems, we have M hyperplanes
where λ is the Lagrange multiplier. As pointed out above, the 
the Bregman-projection onto the hyperplane H i leads to the following equation
where the Lagrange multiplier λ is obtained by inserting (14) into the hyperplane equation given in (8) . The previous set of equations are used in signal reconstruction from Fourier Transform samples [23] and the tomographic reconstruction problem [17] . However, in its original form, entropy is only defined for positive real numbers. In CS problem entries of vector s can take both positive and negative values. We thus modify the original entropy function and extend it to negative real numbers as follows:
where the subscript e represents the term entropy. The modified entropy function satisfies the following conditions: On the other hand, the 1 norm is not a continuously differentiable function; therefore, non-differentiable minimization techniques such as sub-gradient methods [32] should be used for solving 1 based optimization problems. Another way of approximating the 1 penalty function using an entropy functional is also available in [33] . 
where λ is the Lagrange multiplier, which can be obtained from θ i s = y i .
The Bregman-projection vector s p is the solution that satisfies the set of equations (18), and the hyperplane equation
Iterative reconstruction algorithm
The global convex optimization problem defined in (16) This is because hyperslabs defined by (19) are closed and convex sets. In each step of the iterative algorithm the current iterate is projected onto the closest boundary hyperplane defined by one of the inequality signs in (19) . If the iterate satisfies the current inequality, it is simply projected onto the next hyperslab.
It is also possible to use block iterative projection methods, which converge faster than single projection based methods [28, 34] . Usually block iterative algorithms handling a block of hyperplanes at the same time converge faster than the single hyperplane based algorithm that we described above. Since the compressive sensing problems described in this paper are offline problems, the speed of convergence is not that important.
Proximal splitting based algorithm
In [35] [36] [37] [38] proximity operators of convex functions and their signal processing applications are reviewed. Various proximal splitting algorithms for convex optimization problems including the forward-backward splitting (FBS) algorithm are also presented. In [39] , the proof of convergence of the FBS algorithm, and a framework, which uses Bregman distance function (17) as the cost function, is presented. This framework can be used to solve convex optimization problems involving modified entropy function. The FBS based iterative algorithm has the following update equation: (20) where P c i is the orthogonal projection operator onto the ith hyperplane, γ n is the step size satisfying 0 < γ 1/L, and
is L-Lipschitz continuous gradient of the modified entropy function [35, 39] . As given in (18), we have an analytic expression for the gradient of the modified entropic cost function, therefore we do not need to solve any non-linear equations to obtain the next iterate s n+1 . The algorithm is summarized as follows:
where the P c,n operation in the last step is the orthogonal projections onto the nth hyperplane defined in (8) . Proximity splitting method reduces the computational cost significantly because there is no need to solve any non-linear equations and we have an analytic expression for the gradient of the cost function. The convergence of the algorithm is proved in [39] . It is also possible to obtain a block iterative version of the FBS algorithm as described in [28, 34] .
Experimental results
For the validation and testing of the entropic minimization method, experiments with four different one-dimensional (1D) signals, and 30 different images are carried out. The cusp signal, which consists of 1024 samples, and the hisine signal, which consists of 256 samples are shown in Figs. 3 and 4 , respectively. The cusp and hisine signals can be sparsely approximated in the DCT domain. The 4 and 25 sparse random signals are composed of 128 and 256 samples, respectively, and they consist of 4 and 25 randomly located non-zero samples, respectively. The measurement matrices φ are chosen as Gaussian random matrices.
In the first set of experiments, the original signal is recon- The performance of the reconstruction is measured using the SNR criterion, which is defined as follows 
where x is the original signal and x rec is the reconstructed signal. The results of 39 and 44 dB SNR are achieved by reconstructing the original signal using the proposed method from M = 204, and 717 measurements, respectively. In the case of the experiment with random signals, the proposed method missed one sample from the original signal when using 30 measurements and perfectly reconstructed the original signal when using 50 measurements. In the next set of experiments we compared our reconstruction results with 4 well-known CS reconstruction algorithms from the literature; CoSamp [40] , Matching Pursuit (MP) [41] , 1 magic [42] , and p optimization based CS reconstruction [9] algorithms. We tested the proposed method against the p optimization based CS reconstruction algorithm with 3 different p values;
. When p = 1, the algorithm solves the 1 norm optimization problem given in (5). The reason why we choose p = 1.7 to test against the proposed algorithm is that the 1.7 norm curve is very similar to the curve of the modified entropic functional (Fig. 1) .
In this set of experiments, by taking different amounts of measurements ranging from 10% to 80% of the total number of the samples of the 1D signal, we tried to reconstruct the original signal. Then, we measured the SNR between the original and the reconstructed signals. In these tests, the main region of interest is 20-60% range.
We present results of the tests with the cusp signal in Fig. 7 . The proposed algorithm performed better than 1 magic, CoSamp algorithms in the 20-50% measurements range. It also has a comparable performance with the rest of the algorithms. In Fig. 8 , the results of the tests with hisine signal are presented. The proposed algorithm performed significantly better than 1 magic and CoSamp, and marginally outperformed the rest of the algorithms. It is important to note that, both the cusp and the hisine signals are not sparse but compressible in the sense that most of the transform domain coefficients are not zero but close to zero [43] . Therefore, the sparsity level of the test signals are not known exactly beforehand.
In case of the tests with the 25-sparse impulse signal, which consists of isolated impulses, CoSamp outperformed all the other algorithms. In Fig. 9 , we presented the results of reconstructing the signal from measurements that as many as 20-40% of the signal samples. Above 40%, all the algorithms except Matching Pursuit and 1.7 norm based reconstruction algorithms, achieved more than 50 dB SNR. We believe that above 40-50 dB of SNR, the signal reconstruction can be counted as a perfect reconstruction. Therefore, we compared the percentage of measurements at which the individual algorithms achieved 50 dB SNR. The proposed algorithm achieved 50 dB SNR around 30% of the measurements. Due to numerical imprecision in the calculation of the alternating entropic projections, the proposed algorithm achieved approximately 50 dB SNR. Only 0.8 norm based reconstruction algorithm and CoSamp achieved this bound at lower measurement rates compared to the proposed algorithm. The entropic projection based method outperformed the rest of the algorithms.
In the last set of experiments, we implemented the proposed algorithm in 2-dimension (2D) and applied it to six well-known images from the image processing literature and 24 images from the Kodak dataset [44] . The images in Kodak dataset are 24 bit per pixel color images. We first transformed all the color images into YUV color space and used the 8 bit per pixel luminance component (Y channel) of the images in our tests. We compared our results with the block based compressed sensing algorithm given in [45] . As in [45] , we divided the image into blocks and reconstructed those blocks individually. We tested both the proposed algorithm and Fowler et al.'s method using random measurements, 
Table 1
Image reconstruction results. The images are reconstructed using measurements that are 30% of the total number of the pixels in the image.
Images
Fowler's method [45] SNR in dB that are as many as 30% of the total number of pixels in the image. On average, we achieved approximately a 0.4 dB higher SNR compared to the algorithm given in [45] , as shown in Table 1 . In both methods, the images are processed using a Wiener filter to smooth out the blocking artifacts caused by block processing.
In all of the previous examples, the entropic projection algorithm is implemented in the following way. The algorithm starts with an initial estimate of the signal, such as a zero amplitude signal or a signal reconstructed using a pseudo inversion. The choice of the initial estimate of the signal may affect the speed of convergence. Then in the first iteration cycle, the estimated signal is entropically projected onto the hyperplanes defined by the measurements, one after the other. At the end of the iteration cycle, the transform domain coefficients of the resulting estimate are rank-ordered according to their magnitude values with only the significant coefficients being kept and the rest set to zero. After each iteration cycle, the number of retained transform domain coefficients that are kept is increased by one. The number of the coefficients that are kept does not exceed the number of measurements. If the initial signal is known to be exactly K -sparse, then only K transform domain coefficients, which have the largest amplitude, are kept.
Conclusion
In this article, we introduced an iterative CS reconstruction algorithm that uses an entropy based cost functional. The proposed entropy based cost functional is convex, continuous and differentiable everywhere and approximates 1 norm in the original CS formulation. It is convex, continuous and differentiable, therefore, it enables the user to divide the large and complex CS problems into smaller and simpler subproblems. We developed a globally convergent algorithm, that solves these individual subproblems in an iterative manner to approximate the original problem solution. It is experimentally observed that the entropy based cost function and the iterative row-action method can be used for reconstructing both sparse and compressible signals from their compressed measurements. Since most practical signals are not completely sparse but compressible, the proposed algorithm is suitable for compressive sensing applications of real life signals.
The proposed method is capable of dividing large CS reconstruction problems into smaller and simpler parts. Therefore, it can be used to simplify large scale problems and provide computationally efficient ways to solve those problems. Moreover it is also shown that the row-action methods provide an on-line solution to the CS problem. The reconstruction result can be updated on-line according to the new measurements without solving the entire optimization problem again in real time.
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Appendix A. Proof of convergence of the iterative algorithm
The problem described in (8) and (9) [16] , Bregman solved the convex optimization problem (A.1) using Bregman-projections. He proved in [16, Theorem 3] that starting from an initial point s 0 = 0, and making successive Bregman-projections on convex hyperplanes as defined by θ i .s = y i (Section 2.1), converges to the solution of the convex optimization problem, provided that H is non-empty. where g(x) > 0, ∀x ∈ R. The one-dimensional plot of the function is shown in Fig. 10 . The cost function is strictly convex because its second derivative is non-negative ∀x ∈ R.
The problem described in (19) is also a convex programming problem. The convergence of this optimization problem can also be proved using Theorem 4 of [16] 
