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Abstract. Barmah Forest virus (BFV) disease is the second most common mosquito-borne disease in Australia but few data
are available on the risk factors. We assessed the impact of spatial climatic, socioeconomic and ecological factors on the
transmission of BFV disease in Queensland, Australia, using spatial regression. All our analyses indicate that spatial lag mod-
els provide a superior fit to the data compared to spatial error and ordinary least square models. The residuals of the spa-
tial lag models were found to be uncorrelated, indicating that the models adequately account for spatial and temporal auto-
correlation. Our results revealed that minimum temperature, distance from coast and low tide were negatively and rainfall
was positively associated with BFV disease in coastal areas, whereas minimum temperature and high tide were negatively
and rainfall was positively associated with BFV disease (all P-value <0.05). The study demonstrates that BFV disease is more
densely distributed in coastal areas and is influenced by climatic and ecological factors. The spatial analytical approach used
in this study may have ramifications in the planning and implementation of BFV disease prevention and control pro-
grammes. 
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Introduction
Barmah Forest virus (BFV) disease is a mosquito-
borne disease transmitted primarily by Aedes and
Culex vector species (Russell, 1995). Hot spots of BFV
disease are mainly found in coastal regions in Australia
(Naish et al., 2011b), where the expansion of urban
populations, tropical and sub-tropical temperatures
and precipitation create ideal habitats for vector prolif-
eration and consequent spread of the virus
(Queensland Health, 2012). Since 1992, the recorded
number of laboratory-confirmed BFV cases in
Australia has been highest in the State of Queensland
(Queensland Health, 2012). Large outbreaks occurred
in 2003 and 2008, with 869 and 1,243 cases (incidence
rates of 22.3 and 28.1 per 100,000 people), respective-
ly in Queensland (Queensland Health, 2009).
BFV disease is complex and the transmission
dynamics of the disease are affected by biotic (e.g.
abundance and distribution of mosquitoes and suscep-
tible vertebrate hosts) and abiotic factors (e.g. temper-
ature and rainfall) (Mc Michael et al., 2008; Russell,
2009). Previous studies have shown that temperature
and rainfall, reservoir host, geography and population
demographics are associated with BFV disease epi-
demics (Lindsay and Mackenzie, 1998; Mackenzie et
al., 2000; McMichael et al., 2003). Some other studies
have revealed that human related factors (e.g. behav-
iour and immunity) are also involved in the disease
distribution (McBride, 2008; Russell, 2009). However,
the exact roles of each of these factors are not yet fully
understood (Russell, 2009). Recently, few studies have
explored the relationship between climate variability
and the transmission of BFV disease in coastal
Queensland in Australia (Naish et al., 2006, 2009). 
Recently, the understanding of the transmission
dynamics of BFV disease in Queensland has expanded
through the use of geographical information system
(GIS) tools. However, most of the previous studies have
only employed GIS for descriptive analyses (Quinn et
al., 2005; Tong et al., 2005; Pelecanos et al., 2011). Few
empirical studies have explored the disease risk using
spatial pattern analysis, which generates more precise
information about high-risk areas of disease transmis-
sion (Naish et al., 2011a, 2011b). As extensively dis-
cussed in the geography, spatial statistics and spatial
epidemiology, ignoring possible spatial effects (such as
spatial dependence and heterogeneity) in data analysis
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Fig. 1. Map of Australia with the study area highlighted using dark and light shades.
might lead to unreliable estimates and potentially mis-
leading inferences (Cliff and Ord, 1973; Anselin and
Getis, 1992; Bailey and Gatrell, 1995; Anselin and Bera,
1998; Griffith, 2006; Yu and Wei, 2008).
Methods for analysing predictors of disease out-
breaks over space and time have advanced substan-
tially over the last decade. The change in approach has
been warranted by the fact that traditional application
of ordinary least square (OLS) regression for the
analysis of outbreaks assumes that there is no spatial
dependence/clustering. As evidenced by a number of
studies (Quinn et al., 2005; Naish et al., 2011a;
Pelecanos et al., 2011), this assumption is not in
accord with the epidemiologic characteristics of BFV
disease, because BFV incidence in a specified spatial
unit (such as local government area (LGA) or statisti-
cal local area (SLA)) is likely to be dependent on loca-
tion. In other words, units that are close to each other
are more likely to have similar BFV incidence rates,
depending on the degree of interaction between the
populations in neighbouring units and on variations in
climatic, socioeconomic and ecological factors that
influence BFV disease (Quinn et al., 2005; Naish et al.,
2011a; Pelecanos et al., 2011). 
With the recent advances and improvements in GIS
applications and the ensuing infusion of other associat-
ed statistical packages into geographical software, mod-
els have been developed to account for spatial autocor-
relation (Cliff and Ord, 1973; Anselin and Getis, 1992,
1998; Bailey and Gatrell, 1995; Griffith, 2006; Yu and
Wei, 2008). The application of these techniques specifi-
cally for studies of mosquito-borne diseases has attract-
ed increasing attention (Li et al., 2008; Feng et al.,
2011; Impoinvil et al., 2011). A second issue associated
with spatial regression analyses is spatial heterogeneity
i.e. non-stationarity of model parameters as a result of
the substantial differences in the variance of the depend-
ent and independent variables across space (Anselin and
Bera, 1998). In order to take into account spatial auto-
correlation and heterogeneity, this study examined the
potential impact of spatial climatic, socioeconomic and
ecological factors on BFV transmission in Queensland,
using a spatial modelling approach. 
Materials and methods
Study area 
Queensland is the second largest state of Australia
by area after Western Australia and is located in the
north-east of the country with Brisbane as the capital
city (Fig. 1). Queensland covers 1,723,936 km2 with
approximately 9,800 km of coastline, including
islands. Its population was 4,561,711 on March 31,
2011 (Australian Bureau of Statistic, 2011). The
micro-level geographical unit in Australian census
data is mesh block. Queensland consists of 60,758
spatial mesh blocks (Australian Bureau of Statistics,
2010), with most residential mesh blocks containing
30-60 dwellings. It has a tropical and sub-tropical cli-
mate with average temperatures of 25 °C in summer
and 15 °C in winter and rainfall varies regionally and
seasonally. However, most of the state recorded over
50% of the rainfall during summer with average rain-
fall varying from <150 mm in southwest region to
>4000 mm on the northern coast.
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Ethics statement
The study was approved by the Human Research
Ethical Committee of the Queensland University of
Technology (Brisbane, Australia).
Data collection
BFV data
A computerised dataset on daily notified cases of BFV
disease was obtained from the Communicable Diseases
Division, Queensland Health for the years 2000 to
2008. Detailed descriptions of data features and
geocoding can be found elsewhere (Naish et al., 2011b).
Explanatory variables
To facilitate risk profiling, a multiple-factor database
including climatic, sociodemographic and ecological
variables was developed for analysis. The following
aggregated variables were included: mean maximum
annual temperature, mean minimum annual tempera-
ture, total annual rainfall, mean annual high tide, mean
annual low tide, mean annual SEIFA index, mesh block
population and total area of each wetland type.
Grid climate data from across Queensland with
complete maximum temperature, minimum tempera-
ture and rainfall records for the same period were
obtained from Australian Bureau of Meteorology
(2011). Mesh block population data were obtained
from Australian Bureau of Statistics (2010). The data
included the number of dwellings and the overall pop-
ulation for the latest national census year, i.e. 2006.
The mesh block population data were used in the com-
putation of BFV disease incidence rates. Data were
entered into a GIS database format. Socioeconomic
data (i.e. SEIFA index) were obtained from Australian
Bureau of Statistics (2006). Tidal data were obtained
from the Queensland Department of Transport and
Main Roads (2009); the data included two high and
low tide readings per day for each tidal monitoring
station across Queensland for the period 2000-2008.
Geo-referenced wetland data were obtained from the
Queensland Wetlands Programme (2009); these data
included areas covered with vegetation and location of
mangroves for Queensland. Incidence rates of BFV
disease and explanatory variables were converted into
polygon data in each grid. MapInfo Professional
(2010) incorporated with Vertical Mapper (2010) and
Microsoft Excel were used for data management and
integration.  
Statistical analysis
Data structure
It was decided for this study that use of arbitrary
boundaries, such as LGAs, SLAs and suburbs, would
introduce a dislocation between the location of case
data and potential BFV mosquito breeding habitats.
Therefore the entire study area was divided into 5 × 5
km grid cells. The data analysis included two different
datasets, based on selections of the grid cells. The first
dataset included the total area of Queensland consist-
ing of 70,968 grids, and the second included only
coastal areas in Queensland (grid cells with centroids
located ≤100 km to the coastline) consisting of 14,399
grids (Naish et al., 2012a). Only the grids which were
located over mainland were retained (Queensland
dataset) and the extraneous grids such as those over
islands were discarded (<0.01%).
To account for the spatial proximity of the case site
and any nearby habitats or variables contributing to
the spread of BFV disease, 10 km circular buffers were
developed at the centre of each grid cell (Rushton,
1998). It is noted that these buffers had considerable
overlaps with the adjacent grids, and this is done to
ensure that potentially important data located in adja-
cent grids were not excluded from the attributes on
any individual grid cell. As an example, case data were
likely to be located in suburbs surrounded by houses,
while breeding habitats such as wetlands could be in
close proximity but outside the cases’ grid cell. Thus if
the cases’ grid cell polygon was only used to extract
data from the wetland polygons, important informa-
tion would be missed and there would be little differ-
ence compared to the use of arbitrary boundaries such
as SLAs (Naish et al., 2012a). The radius size of the
circular buffer was chosen to be 10 km as this encom-
passes the environmental conditions which may con-
tribute to the transmission of BFV disease, namely
mosquito breeding habitats  (Naish et al., 2012a) and
BFV mosquito flight range (Whelan, 1997). The 10
km radius circle was used to extract or calculate a
number of variables such as (i) total number of BFV
cases; (ii) the proportion of area of each wetland type
falling within the circle; (iii) local climate; (iv) local
tides; (v) population (from mesh blocks); and (vi)
socioeconomic index (SEIFA). A detailed description
of coastal dataset can be found elsewhere (Naish et al.,
2012a). 
In order to evaluate temporal changes, analyses were
conducted for the entire period 2000-2008, after
which separate analyses were conducted for two sepa-
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rate study periods: an early period comprising data for
the years 2000-2004 and a later period comprising
remaining data for the years 2005-2008.
Exploratory univariate analyses were conducted for
each dependent and explanatory variable for each
dataset and for each period. Within each grid, the inci-
dence rate of BFV was calculated as follows:
Correlation analyses were performed to assess the
associations between incidence rate of BFV disease
and explanatory variables. The highly significant
(P <0.01) variables were used in modelling analysis.
Collinearity between all possible pairs of explanatory
variables was assessed, and if a correlation coefficient
of ≥0.75 was observed, the best-fit explanatory vari-
able was retained for model fitting. 
Spatial regression modelling and analysis
Spatial regression analyses were conducted to exam-
ine significant associations between BFV and explana-
tory variables for each dataset and each period using
GeoDa (Anselin, 2004). Due to the skewed distribu-
tion, the dependent variable, BFV disease incidence
rate was log transformed whereas explanatory vari-
ables were untransformed in the model. A step-wise
backward approach was used to identify the final
model. Initially, data were fitted with an ordinary least
squares (OLS) regression model which is as follows:
e ~ N(0, σ2)
log(Yˆ) = Xβ + e, n (1)
where Yˆ is the dependent variable, X is a matrix of
observations of explanatory variable, β is the regres-
sion coefficient and e is an error term. A classical OLS
regression analysis overlooks spatial dependence of
spatial problems and cannot effectively describe spa-
tial patterns. The diagnostic tests (e.g. Breusch-Pagan
and residual plots) were used to determine the pres-
ence of spatial dependence (autocorrelation) and het-
eroskedasticity in the residuals of each model. 
We examined two formulations of spatial regression
models to account for spatial autocorrelation: a spa-
tial lag model (SLM) and spatial error model (SEM).
The SLM includes a spatially lagged dependent vari-
able and allows determination of whether the depend-
ent variable covaries with its geographical neighbours
(Anselin, 2004; Ward and Gleditson, 2008). In con-
trast, the SEM incorporates an autocorrelation term as
an explanatory variable, thus splitting the error term
into spatially structured and spatially unstructured
terms (Anselin et al., 2006). The SLM can be
expressed as: 
log(Yˆ) = Xβ + ρWY + c (2)
where ρ is the spatial regression coefficient, WY is the
spatially lagged dependent variable and c is the ran-
dom error term. The SEM can be written as:
log(Yˆ) = Xβ + c
c = λWc + ξ (3)
where λ is the spatial autoregression coefficient, W is
the row-standardised spatial weights matrix, Wc is the
spatially lagged error term, and ξ is the independent
error term.
A Moran’s I was calculated to check if the residuals
of the selected final models for the dataset were spatial-
ly correlated (Anselin, 1998; Anselin et al., 2006). The
distance weights matrix created by GeoDa was used in
this analysis which is acceptable because the data points
are systematically spread into a grid and also in this
way, every point will have at least one neighbouring
point. We ran several models using OLS, SLM and SEM
analyses and these were compared to determine the
best-fit model based on Akaike Information Criterion
(AIC) (Anselin, 2004) and this was considered as the
most parsimonious model. All the parameters were sig-
nificant at the 0.01 probability level.
Results
Study characteristics
BFV incidence rates varied by space (Table 1); gen-
erally, higher rates were observed in the coastal areas
and lower rates in the total area of Queensland. All the
variables showed distinct differences for each dataset
and for each period. Spearman correlation analyses
indicate that the BFV incidence rates were negatively
and significantly associated with minimum and maxi-
mum temperature, and tides, and positively and sig-
nificantly associated with rainfall and SEIFA (Table 2).
Regression models
Table 3 shows the results of each best-fit spatial
regression model (OLS, SLM and SEM) for the total
area of Queensland for each period. All OLS models
Incidence rate = x100,000total number of BFV cases
population( )
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achieved a multicollinearity number for each of the
model (ranging from 10 to 19), much smaller than the
typical threshold value of over 30. However, the
regression diagnostics revealed that the data had vio-
lated a number of OLS regression assumptions, with
the characteristics of non-normality, heteroskedastici-
ty and high spatial autocorrelation (Anselin, 2006).
The Moran’s I statistic for the OLS residuals ranged
from 0.674 to 0.719 (Fig. 2).
The results of each best-fit SLM and SEM suggest
that there was a statistically significant, negative asso-
ciation between minimum temperature and BFV inci-
dence rate and a significant positive association
between rainfall and BFV incidence rate, after control-
ling for the other factors in the model (Table 3). The
SLM residuals were not spatially correlated. The
Moran’s I statistic for the SLM residuals ranged from
0.001 to 0.003 (Fig. 2).
Table 4 shows the results of each best-fit OLS, SLM
and SEM model for the coastal areas during each peri-
od. A multicollinearity number of below 30 was
obtained from each of the OLS models (ranging from
7 to 17). However, the regression diagnostics suggest-
ed that the data had violated OLS assumptions. All
OLS residuals were spatially autocorrelated and the
Moran’s I values ranged from 0.687 to 0.701 (Fig. 3).  
The results of each best-fit SLM and SEM show that
there was a statistically significant, negative associa-
tion of minimum temperature, low tide and distance to
coast, with BFV incidence rate and positive significant
association between rainfall and BFV incidence rate.
The SLM residuals were analysed by Moran’s I scatter
plots (Fig. 3). The Moran’s I values ranged from 0.001
to 0.005.
Overall, the Moran’s I statistic for spatial lag residu-
als ranged from 0.001 to 0.005 for coastal areas and
total area of Queensland. This indicates that the inclu-
sion of the spatially lagged dependent variable term in
the model substantially eliminated the spatial autocor-
relation. The spatial lag models also show improved
model fit through an increase of R2 values for each
model. The maximum temperature and SEIFA were not
identified as significant factors in any of the models.
There were noticeable differences in the regression
coefficients obtained under the OLS and spatial regres-
sion models in both datasets for each period. Since, the
SLM has a pseudo-R2 that cannot be directly compared
with the R2 of the OLS model, goodness of fit was eval-
Variable
Total area Coastal areas
Mean SD Min Max Mean SD Min Max
BFV incidence
Tmin
Tmax
Rainfall
High tide
Low tide
Population
SEIFA
5.6
16.7
30.6
47.9
0.59
0.20
599
927.1
272.7
2.6
2.2
29.0
1.24
0.42
9,293
57.7
0
8.4
21.5
10.9
0
0
0
0
20,000
24.0
34.1
269.1
5.30
1.40
49,936
1,201.7
89.8
18.7
29.9
86.7
2.9
1.01
2,632
904.2
394.5
2.9
2.7
33.0
0.90
0.23
20,311
106.8
0
10.2
23.2
41.8
1.30
0.30
0
0
12,500
24.0
34.1
269.1
5.30
1.40
49,936
1,201.7
Table 1. Characteristics of study variables 2000-2008.
Tmin, minimum temperature; Tmax, maximum temperature.
Variable
Total Queensland area (P <0.01) Coastal Queensland areas (P <0.01)
Early period
(2000-2004)
Later period
(2005-2008)
Total period
(2000-2008)
Early period
(2000-2004)
Later period
(2005-2008)
Total period
(2000-2008)
Tmin
Tmax
Rainfall
SEIFA
High tide
Low tide
-0.334
-0.420
0.034
0.202
-0.135
-0.290
-0.273
-0.411
0.098
0.225
-0.143
-0.235
-0.349
-0.467
0.055
0.207
-0.130
-0.276
-0.088
-0.244
0.181
0.045
0.238
0.222
-0.076
-0.259
0.194
0.046
0.242
0.232
-0.034
-0.178
0.146
0.071
0.191
0.182
Table 2. Spearman correlation coefficients between incidence rates of BFV disease and explanatory variables.
Tmin, minimum temperature; Tmax, maximum temperature.
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Model Variable
Early period (2000-2004) Later period (2005-2008) Total period (2000-2008)
β SE P-value β SE P-value β SE P-value
OLS
SLM
SEM
Constant
Distance
Tmin
Rainfall
High tide
Adj.R2
LLR
AIC
Constant
Distance
Tmin
Rainfall
High tide
Adj.R2
LLR
AIC
Constant
Distance
Tmin
Rainfall
High tide
Adj.R2
LLR
AIC
1.365
-0.000
-0.089
0.006
0.147
0.080
95,284
19,058
0.078
0.000
-0.005
0.000
0.008
0.783
51,466
10,294
1.149
-0.000
-0.078
0.009
0.008
0.783
51,474
10,295
0.026
0.000
0.002
0.0002
0.004
0.013
0.000
0.001
0.0001
0.002
0.207
0.000
0.012
0.002
0.009
<0.001
<0.001
<0.001
<0.001
<0.001
<0.001
0.705
<0.001
<0.001
<0.001
<0.001
0.212
<0.001
<0.001
0.427
1.357
0.000
-0.093
0.0075
0.135
0.093
20,211
-10,105
0.078
0.000
-0.005
0.001
0.007
0.787
-56,729
11,352
1.104
-0.000
-0.064
0.006
0.006
0.787
-56,743
11349
0.029
0.000
0.002
0.0002
0.004
0.014
0.000
0.001
0.0001
0.002
0.225
0.000
0.013
0.002
0.010
<0.001
0.822
<0.001
<0.001
<0.001
<0.001
0.978
<0.001
<0.001
<0.001
<0.001
0.048
<0.001
<0.001
0.551
0.346
0.001
-0.033
0.004
0.052
0.048
-56,227
11,246
0.022
0.000
-0.002
0.0003
0.003
0.739
-17,197
34,405
0.276
0.000
-0.028
0.005
0.008
0.739
-1,719
34,408
0.015
0.000
0.001
0.0001
0.002
0.008
0.000
0.001
0.0001
0.002
0.112
0.000
0.006
0.001
0.006
<0.001
<0.001
<0.001
<0.001
<0.001
0.005
0.107
<0.001
<0.001
0.002
0.013
0.294
<0.001
<0.001
0.178
Table 3. Risk factors of BFV disease transmission for the total area in Queensland.
Fig. 2. Moran’s I scatter plot for OLS and SLM residuals using the Queensland data.
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Adj.R2, Adjusted coefficient of determination; AIC, Akaike Information Criterion; LLR, Log-likelihood ratio; Tmin, Minimum tem-
perature.
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Model Variable
Early period (2000-2004) Later period (2005-2008) Total period (2000-2008)
β SE P-value β SE P-value β SE P-value
OLS
SLM
SEM
Constant
Distance
Tmin
Rainfall
Low tide
Adj.R2
LLR
AIC
Constant
Distance
Tmin
Rainfall
Low tide
Adj.R2
LLR
AIC
Constant
Distance
Tmin
Rainfall
Low tide
Adj.R2
LLR
AIC
6.048
-0.016
-0.224
0.006
-0.973
0.247
-26,047
52,103
0.459
-0.001
-0.017
0.001
-0.071
0.799
-17,986
35,984
5.410
-0.012
-0.268
0.010
-0.009
0.799
-17,991
35,993
0.087
0.000
0.006
0.000
0.064
0.050
0.000
0.003
0.000
0.033
0.570
0.002
0.035
0.003
0.224
<0.001
<0.001
<0.001
<0.001
<0.001
<0.001
<0.001
<0.001
0.034
0.032
<0.001
<0.001
<0.001
0.002
0.969
6.499
-0.020
-0.245
0.008
-0.950
0.243
-27,004
54,019
0.516
-0.002
-0.019
0.001
-0.079
0.803
-18,718
37,448
5.392
-0.016
-0.228
0.006
-0.172
0.803
-18,731
37,472
0.100
0.001
0.006
0.000
0.068
0.056
0.000
0.003
0.000
0.035
0.618
0.003
0.034
0.003
0.222
<0.001
<0.001
<0.001
<0.001
<0.001
<0.001
<0.001
<0.001
0.013
0.023
<0.001
<0.001
<0.001
0.029
0.439
8.683
-0.023
-0.338
0.010
-1.166
0.299
-28,805
57,620
0.685
-0.002
-0.027
0.001
-0.088
0.815
-20,641
41,293
7.662
-0.019
-0.357
0.010
-0.036
0.815
-20,649
41,308
0.109
0.001
0.007
0.001
0.077
0.064
0.000
0.004
0.000
0.040
0.680
0.003
0.040
0.003
0.272
<0.001
<0.001
<0.001
<0.001
<0.001
<0.001
<0.001
<0.001
0.008
0.028
<0.001
<0.001
<0.001
0.003
0.894
Table 4. Risk factors of BFV disease transmission for the coastal areas of Queensland.
Fig. 3. Moran’s I scatter plot for OLS and SLM residuals using the data from coastal areas in Queensland, Australia.
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uated by comparing log-likelihood and Akaike
Information Criterion (AIC). Compared to the SLM, the
AICs were substantially larger for the OLS models, sug-
gesting an improved fit for the spatial lag specification.
The spatial error model revealed similar results to
spatial lag model with similar coefficients (Tables 3
and 4). However, in all our analyses, the spatial lag
models better satisfied the regression assumptions
compared with the spatial error models. Moreover,
the SLMs models had higher R2 and log-likelihood
values, as well as lower AIC values than the spatial
error models.
Discussion
This study applied a spatial analytical approach for
assessing the association between BFV incidence rates
and the climatic, socioeconomic and ecological factors
in Queensland, Australia. Spatial regression analysis
has been increasingly used to determine the predictors
of mosquito-borne diseases (Wu et al., 2009; Feng et
al., 2011; Impoinvil et al., 2011). However, this is the
first study to demonstrate the application of spatial
regression analysis to BFV transmission.
The results of the study suggest that minimum tem-
perature, rainfall, low tide and distance to coast were
potential risk factors for the coastal areas, whereas
minimum temperature and rainfall were significant
determinants of BFV disease for total area of
Queensland. Hence, these variables may be useful for
predicting the transmission of BFV disease in
Queensland.
Our results support notion that climate variables
(such as minimum temperature and rainfall) play an
important role in the transmission of BFV disease.
Temperature influences the length and efficiency of
incubation periods of mosquitoes and the survival of
adult mosquitoes (Reeves et al., 1994; Russell, 1995;
McMichael, 2003). However, minimum temperature
has been found to be the most critical in most regions
for the threshold of mosquito survival and develop-
ment. It has also been reported to lower the feeding
rate, therefore reduce the chance for host contact on
mosquito, and eventually affect the rate of viral trans-
mission (Russell, 1998b; Gubler et al., 2001).
Furthermore, previous research has shown that the
extrinsic incubation period and viral development rate
can be shortened with higher temperature, through
which the greater proportions of mosquitoes becoming
infectious at a given time will be expected (Kramer et
al., 1983; Turell, 1993; Russell, 1998a; Kay and
Jennings, 2002; Mourya et al., 2004).
Our results suggest that minimum rather than maxi-
mum temperature plays a significant role in the BFV
transmission and these results are consistent with other
studies (Tong and Hu, 2002; Hu et al., 2004; Naish et
al., 2006; Woodruff et al., 2006; Jacups et al., 2008;
Wu et al., 2009). Since some species of mosquitoes are
temperature-specific in their breeding (Hardy, 1988;
Mackenzie et al., 1994; Russell, 1995), the dominant
species of mosquitoes in the study area may be more
sensitive to minimum temperature than maximum tem-
perature because the latter changes little in Queensland
(a tropical/ sub-tropical state) particularly in summer.
Results of the spatial lag regression models reveal
that BFV incidence was significantly and negatively
associated with the distance from coast variable.
While this is in agreement with previous analyses indi-
cating higher BFV incidences along coastal areas
(Naish et al., 2006, 2009, 2011a, 2011b), distance
from the coast has not been previously identified as a
significant risk factor. Perhaps, those areas which are
closer to coast had more BFV cases, more BFV vectors,
higher population density and more outdoor activities,
on average (Australian Bureau of Statistics, 2011).
Moreover, the inverse relationship suggests that as the
distance increases towards inlands or away from
coastal areas (e.g. 100 km) (Naish et al., 2012b), peo-
ple may be indirectly protected from BFV disease
because mosquitoes cannot fly/travel beyond certain
distance (Whelan, 1997). 
All the coastal models indicate that rainfall and tides
were significant risk factors of BFV disease. Previous
studies have shown that rainfall and tides have a sig-
nificant impact on freshwater and salt-marsh mosqui-
toes, respectively as mosquito development and sur-
vival, and breeding habitats depend largely on rainfall
and tides (Weinstein, 1997; Lindsay and Mackenzie,
1998; Russell, 1998a; Tong and Wu, 2001; Tong et al.,
2004, 2008). Our results suggest that rainfall was pos-
itively and significantly associated with BFV disease.
Rainfall is one of the important elements for the
breeding and development of the mosquitoes (Lindsay
et al., 1993; Liehne, 1998). All mosquitoes have
aquatic larval and papal stages and therefore require
water for breeding (Weinstein, 1997). Considerable
evidence has accrued to show that heavy rainfall and
flooding can lead to increased mosquito breeding and
outbreaks of mosquito-borne diseases in Australia
(Lindsay et al., 1993; Tong and Wu, 2001; McMichael
et al., 2003). Thus, it could be stated that rainfall may
be a strong risk determinant for BFV vectors distribu-
tion. Tidal inundation of salt-marshes is a major
source of water for breeding of the coastal salt-marsh
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mosquitoes, Ochlerotatus vigilax and O. camptorhyn-
cus. Adult females of these mosquitoes lay their eggs
on soil, moist mud and the bases of plants around the
margins of their breeding sites. Our results confirm
findings from previous research about tidal influence
on mosquito-borne disease transmission (Kelly-Hope
et al., 2004; Tong et al., 2005; Naish et al., 2006; Dale
and Knight, 2008; Jacups et al., 2008; Kurucz et al.,
2009). Spatial interaction analysis is not feasible in
this study as GeoDa does not incorporate spatial inter-
action. However, future analysis could use more
focused spatial interaction modelling techniques to
disentangle these associations.
This study has two key strengths. To our knowledge,
this is the first attempt to examine the potential spatial
risk factors of BFV transmission, using spatial regres-
sion models. Moreover, by focussing on the entire
Queensland state (relatively wider geographical area),
our analysis considered spatial effects from neigh-
bouring areas, and thus took into account spatial
autocorrelation and spatial heterogeneity. Thus, this
study has been able to produce more reliable estimates
(by considering spatial effects and using spatial mod-
els) in determining the relationships between BFV dis-
ease and explanatory variables.
There are two major limitations. First, data on other
confounding factors such as human immunity, behav-
iour and travel were unavailable for this study.
Additionally, this study did not consider analysing age
and gender differences as it was out of the study scope.
Second, there could be issues in monitoring and
reporting BFV disease notification data and these were
discussed in our previous study (Naish et al., 2011a).
Moreover, the location of infection site where BFV
cases were notified may differ from those where they
contracted the disease, particularly during holidays,
and misclassification bias is inevitable to some extent.
However, this would be very difficult to assess. Hence,
qualitative surveys (e.g. interviews) could possibly give
some evidences for further research on human behav-
iour and movement, and transmission dynamics of
BFV disease.
Conclusion
The study demonstrates that climatic factors, dis-
tance to coast and tides are potential risk factors for
BFV transmission in Queensland. The spatial, analyti-
cal approach used in this study could be applicable to
other mosquito-borne diseases. Our study extends the
knowledge base for improving BFV disease control
and prevention programs in Queensland.
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