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SOMMAIRE 
Une application de localisation est un type d'homomorphisme d'un graphe 
vers une grille forte de dimension k permettant d'étiqueter chaque sommet du 
graphe avec un k-tuplet. Ce mémoire traite des applications de localisation injec-
tives, c'est-à-dire celles permettant d'étiqueter des sommets distincts d'un graphe 
. avec des k-tuplets distincts. L'étude de ces applications est liée aux ensembles ré-
solvants et doublement résolvants d'un graphe. Dans le cas où celui-ci est fini, il 
est toujours possible de trouver de tels ensembles et par conséqùent, tout graphe 
fini peut être plongé isomorphiquement dans une grille forte. On présente, entre 
autres, des résultats concernant les applications de localisation des graphes anti-
podaux et des produits cartésiens d'un graphe par une chaîne. 
lVIoTS CLEFS 
Application de localisation, ensemble résolvant, ensemble doublement résol-
vant, graphe alltipodal, produit cartésien de graphes. 
IV 
SUMMARY 
A location map is a type of homomorphism from a graph to a strong grid of 
dimension k which allows the labelling of each vertex of the given graph with a 
k-tuple. This lV1.Sc. thesis is about injective location maps, that is those which 
allow the labelling of distinct vertices of a graph with distinct k-tuples. The study 
of these applications is linked to the resolving sets and the doubly resolving sets 
of a graph. In the case of a finite graph, it is always possible to find this kind of 
set.s, and conseqnently every finit.e graph can be isomorphically embedded in a 
strong grid. We present, among other things, results about the location maps of 
antipodal graphs and the cartesian product of a graph by a chain. 
KEY "YVORDS 
Location map, resolving set, doubly resolving set, antipodal graph, cartesian 
product of graphs. 
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INTRODUCTION 
Un graphe connexe1 C est une structure discrète. Munie d'une distance Oc, 
cette structure est un espace métrique discret. Ainsi, pour un sous-ensemble de 
sommets U = fUI)'" ,ud de C, on peut définir pour chaque sommet x de 
C l'application ir;(x) = (r5cCu1,X), .. · ,r5cCuk,X)). Cette application, que l'on 
nomme application de localisation, permet cPassocier à chaque sommet x de C 
un k-tuplet. Ce mémoire traite d'un type particulier d'applications de localisation. 
On s'int.éresse à celles qui sont injectives et «optimales », c'est-à-dire celles qui 
permettent d'identifier des sommets distincts de C avec des k-tuplets distincts de 
longueur minimale. 
Le premier à s'être intéressé formellement à ces applications est Slater dans 
les années 1970. Dans un article [SI] publié en 1975, il parle de la façon dont il est 
possible de localiser un sommet d'un graphe par rapport à un sous-ensemble de 
sommets de ce graphe. L'idée et la.terminologie sont basées sur le fonctionnement 
du système de localisation LORAN (LOng RAnge Navigation? Ce système de 
localisation terrestre est un système de navigation radio qui est l'ancêtre du 
t.ème GPS. Le but est d'avoir un ensemble de stations radio maîtres permettant 
d'identifier la position géographique des stations radio secondaires. stations 
maîtres sont choisies dans le système de façon à ce que chaque station secon-
daire soit uniquement identifiable par la distance qui la sépare de chacune des 
stations maîtres. Un ensemble de stations maîtres est. dit localisant s'il permet 
1 Les résultats clans ce mémoire Ile traitent que des graphes connexes, mais peU\ient êtres 
gélléralisés pour des graphes lion COllnexes. Les détails concernant ces graphes SOllt donc omis. 
2http :j jen.wikipeclia.orgjwikijLORAN 
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de distinguer deux stations secondaires dist.inctes. On dit de plus d'un ensemble 
localisant qu'il est un ensemble de référence pour le syst.ème s'il est. de cardi-
nalité minimum. La cardinalité d'un ensemble de référence est ce qu'on appelle 
le nombre de 10calisat.iOly3 du syst.ème (<< location number» en anglais). Ainsi, 
pour Slat.er, un sous-ensemble U = {Il],· .. ,1l,d de sommet.s d'un graphe C est 
localisant. si pour toute paire de sommets distincts x et y de C, on a que les k-
t.uplet.s (c5cJUl'X),··· ,c5c ('UI." x)) et. (c5c (Ul,Y),'" ,c5c Cul.::Y)) sont. dist.incts. Bref, 
il a montré qu'une application de localisation lu est injective et optimale si et 
seulement si U est un ensemble de référence pour C. 
D'autres auteurs comme Caceres et al. ainsi que Chartrand et al. ont par la 
suite étticlié ce sujet dans la dernière décennie) mais en utilisant un autre voca-
bulaire. Dans leurs articles respectifs [Ca, Ch], ces auteurs parlent d'ensembles 
résolvants et de dimension métriqué pour parler respectivement d'ensembles lo-
calisants et de nombre de localisation. Comme la notion d'ensembles résolvants 
est celle qui est prédominante dans la littérature, on adopte cetté terminologie 
dans ce mémoire. Par conséquent, on parlera d'ensembles résolvants minimums 
plutôt que d'ensembles de référence. Cependant, bien que le titre de ce mémoire 
soit « Dimension métrique des graphes», cela n'a pas de sens de parler de di-
mension, car les applications de localisation ne permettent généralement pas de 
reconstruire un graphe C en se basant uniquement sur les k-tuplets obtenus. On 
a choisi ce titre seulement parce que la littérature existante l'impose. Par contre, 
on n'utilisera pas les notations présentes dans la littérature, car elles font presque 
toujoms référence à un concept de dimension. De plus, comme on a laissé tomber 
la terminologie d'ensembles de référence de Slater, on se doit d'introduire une 
nouvelle notation. Ainsi, la cardinalité d'un ensemble résolvant minimum d'un 
:3SIater note par R(G) la carclillalité cl'un ensemble cle référence clans G. 
!'Càceres et al. notent par /3( G) la carclillalité cl 'un ensemble résolvant minimum dans G et 
Chartrancl et al. la notellt par clim(G). 
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graphe G sera not.ée par 10c( G) (nombre de localisation). Cette notation et ter-
minologie parlent d'elles-mêmes, car elles ramènent le problème ft ce qu'il est 
vraiment, c'est-à-dire un problème de localisation. 
L'étude des ensembles résolvants minimums d',llll graphe connexe G n'est pas 
qu'utile pour la localisation dans un système radio de navigation. Ces ensembles 
sont aussi utiles en chimie organique. Dans l'article de Chartrand et al. [Ch], 
les auteurs font un lien entre les ensembles résolvants d'un graphe et les groupes 
fonctionnels5 d'une molécule. L'étude des groupes fonctionnels des molécules per-
mettrait de comparer celles-ci dans le but d'analyser leurs effets dans un médica-
ment. 
En informatique, les ensembles résolvants jouent un rôle important dans la 
résolution d'un problème classique, à savoir le problème du policier et du voleur. 
Fitzpatrick et Nowakowski montrent dans [Fi] que la cardinalité d'un ensemble 
« fortement» résolvant pour un graphe G est le nombre minimal de policiers qu'il 
faut avoir dans un graphe pour coincer le voleur. Cependant, pour un graphe G, 
la cardinalité d'un tel ensemble est souvent plus grande que loc( G). Ainsi, on peut 
commencer par trouver un ensemble résolvant minimum et voir si cet ensemble 
est suffisant pour résoudre le problème du policier et du voleur. C'est notamment 
le cas dans les cycles. 
Finalement, une autre application des ensembles résolvants est liée aux hy-
percubes. C'est cette famille de graphes qui a motivé le sujet de ce mémoire. En 
informatique, plusieurs réseaux d'interconnexion sont construits de façon à être 
plongeables dans un hypercube de dimension n, car il s'agit de structures simples 
où chaque sommet est un nombre binaire. Ainsi, si l'on connait le nombre de 
localisation d'un hypercube, on obtient une borne supérieure pour le nombre de 
localisation du graphe G modélisant un réseau plongeable dans cet hypercube. On 
5Voir bttp :j jen.wikipeclia.org/wikijFunctiünal_gl'Oup . 
obtient alors une façon de localiser chaque processeur dans le réseau par rapport 
à un certain ensemble de processeurs. 
Ce mémoire est divisé en quatre chapitres. Le premIer est consacré aux dé-
finit.ions de base en théorie des graphes. Le second est entre autres dédié aux 
applications de localisation et aux ensembles résolvants. Le troisième chapitre 
concerne la localisation dans les graphes antipodaux. Finalement, le demier cha-
pitre porte sur la localisation dans un produit cartésien de graphes. Les graphes 
antipodaux et le produit cartésien de graphes sont importants dans l'études des 
hypercubes, car un hypercube est un graphe antipodal qui est construit à l'aide 
d'un produit cartésien de graphes. C'est pourquoi, même si notre intérêt est prin-
cipalement dans ces graphes, les hypercubes n'apparaitront seulement que dans 
la dernière section du dernier chapitre de ce mémoire. 
Chapitre 1 
NOTIONS DE BASE 
Ce chapitre vise à donner au lecteur des notions de base en théorie des graphes. 
Loin d'être exhaustifs, les concepts présentés ici seront suffisants pour comprendre 
les idées et les constructions plus complexes qui se retrouvent dans les chapitres 
subséquents. 
1.1. GRAPHES ET VOISINAGE 
Le premier objet à définir est le graphe. Bien que selon les ouvrages, la défi-
nition d'un graphe peut varier, on s'en tiendra à c~lle ci-dessous. 
Un graphe est une paire G = (V, E), où V un ensemble quelconque et E est 
un sous-ensemble de V(2), c'est-à-dire que les éléments de E sont des paires non 
ordonnées d'éléments distincts de V. Les éléments de V sont appelés des sommets 
et ceux de E des arêtes. 
Pour un graphe G, l'ensemble des sonllÏlets de G est noté V( G) et la cardinalité 
de ce dernier est appelée l'o.,.dre de G. Un graphe est dit fini si la cardinalité de 
V (G) est finie. Il est dit ùifini autrement. Si 1/ (G) = 0, alors G est le gTaphe vide. 
L'ensemble des arêtes de G est noté E(G) et deux sommets :r,'Y E V(G) sont 
adjacents s'ils forment une arête dans G. On notera cette arête par e = [:e, 'Yl. 
Remarquons que toute paire de sommets distincts de V( G) forme au plus une 
6 
arête et que pour tout :c E V(G), [x, :7:] tf. E(G). Bref, un graphe ne possède ni 
arête multiple, ni boucle. 
Pour un sommet. :c E V (G), le 'Voisinage de celui-ci dans G; noté Ne (:c), est 
l'ensemble des sommets {y E V(G) 1 [:r, y] E E(G)}. La cardinalité de Ne (:c), 
notée dege(:r), s'appelle le degré de :r dans G. Si pour tout :r E V(G) on a que 
dege(:c) = d, alors on dit de G qu'il est un graphe d-régulier. 
1.2. CONNEXITÉ 
Une notion importante en théorie des graphes est celle de la connexité. Un 
graphe connexe est un graphe où il est possible de partir d'un sommet arbitraire 
et de voyager le long de ses arêtes vers n'importe quel autre sommet. 
Soit :c, y E V(G) deux sommets d'un graphe G. Une xy-chaîne dans G est une 
suite, sans répétition permise, de sommets w = XOXIX2··· X,._IX,., où Xi E V(G) 
et [Xj, Xj+l] E E(G), pour i = 0,··· , 7" et j = O·,··· , 1'-1, avec x = Xo et y = Xr. 
Ainsi, un graphe est dit connexe si pour tous x, y E V(G), il existe une xy-chaîne 
dans G. 
La longueur d'une xy-chaîne w, notée l(w), est le nombre d'arêtes .dans cette 
chaîne, c'est-à-dire si w =.XOXIX2·· ·X,.-IX,. est une xy-chaîne, alors l(w) = r. 
Pour tous x, y E V (G) d'un graphe connexe G, il existe une famille non vide 
de xy-chaînes. Parmi les xy-chaînes de cette famille, certaines sont de longueur 
minimale. Ces :cy-chaînes de longueur millimale s'appellent des :ry-géodésiques. 
Voici les définitions de quelques classes de graphes connexes. Celles-ci permet-
tront de donner des exemples tout au long du mémoire. Quelques-uns des graphes 
mentionnés ci-dessous sont illustrés à la figure 1.2.1. 
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.ra :1;1 X2 :1;:3 
• • • 
• l l • 
YI V2 
(a) P, (b) Un peigne 
Xo 
Xo 
b Xl 
(e) 1\2,3 
Xo Xo 
X2 Xl X2 Xl 
(g) Pa,l (h) AH 
X3 X2 
Y3 :t}2 
Yo YI 
:1;0 :t: l :rO :r l 
(i) .Pu (j) A.Pl 
FIG, 1,2,1, Quelques graphes connexes. 
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U ne chaîne sur 17, sommets (n 2:: 2), notée Pn , est le graphe ayant pour sommets 
V(Pn) = {xo,'" ,:rn-d et où E(Pn) = {[:r;, xi+rll 'i = 0,'" ,n - 2}. 
Pour n 2:: 3, on dit que G est un pe'ignesi V( G) = {1;0, ' .. ,Xn-l, YI, ... ,Yn-d 
et si E(G) = {[;ci,1~i+l]1 i = 0,'" ,71, - 2} U {[xj,Yjll j = 1,'" ,71 - 2}, 
Un cycle est un graphe d'ordre d'au moins trois, 2-régulier, fini, connexe et 
non vide,. Le cycle sur 17, sommets est noté en' 
Un graphe complet sur 17, sommets, noté Kn' est un graphe (17, - l)-régulier, 
fini et connexe tel que E(Kn) = {[X,y] 1 x,y E V(Kn) et x i= y}, 
Soit A et E deux ensembles non vides et disjoints tels que lAI = m et lEI = 17,. 
Le graphe biparti complet, noté Km,n, est le graphe tel que V(Km,.,,) = AuE et 
. tel que E(Km,n) = {[:r,Y.11 x E A et y E E}. 
Le graphe de Petersen génémlisé, noté Pn,m, est le graphe ayant pour sommets 
l'ensemble V(PIl,m) = {:ra,··· , :rn-l, Yo,'" , Yn-d et pour arêtes les éléments 
de l'ensemble E(Pn,m) = {[Xi, Yi], [Xi,Xi+l], [Yi,Yi+mll 0::; i < 17,}, où 17, 2:: 3, 
m 2:: l et où l'addition en indice est faite modulo n, Notons que les graphes de la 
forme Pn,l sont des prismes, 
Un antiprisme, noté AP", est un graphe ayant pour sommets l'ensemble 
V(APn) = {xo,"" Xn-l, Yo,"', Yn-d et pour arêtes les éléments de l'en-
et où l'addition en indice est faite modulo T/.. 
1.3, DISTANCE 
Maintenant que les concepts de connexité et de géodésique ont été introduits, 
on présente la notion de distance dans un graphe, La distance entre deux sommets 
d'un graphe jouera un rôle central dans ce mémoire, car la localisation dans un 
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graphe connexe est définie en fonction de la distance. Ainsi, à paTtiT de ce nwment, 
les gmphes semnt implicitement considérés comm.e connexe8. 
Soit x et y deux sommets d'un graphe G. La distance de :c à y dans 
notée 0e(:r,y), est la longueur d'une :1;y-géodésique. Notons qu'il est possible de 
partitionner les sommets de V (G) en classes de distance par rapport à un sommet. 
x en posant 
N~(x) {y E V(G) 1 0c(x, y) = il· 
L'intervalle entre x et y, noté I a:y, est la réunion des ensembles de sommets 
de toutes les xy-géodésiques de G. fait, il équivaut de dire que 
La définition équivalente en termes de la distance s'applique plus généralement à 
tous les espaces métriques. 
L'excentricité de x, notée ê(X), est la longueur d'une géodésique de longueur 
maximale dans G et ayant x à l'une de ses extrémités. Ceci revient à dire que 
ê(X) = m&,'{{ocCr,y) 1 y E V(G)}. 
Le dimnètTe de G, noté diam(G), est la longueur d'une géodésique de longueur 
maximale dans G. En d'autres termes, diam( G) = max ê(X) = m&,'{ Oc (x, y). 
:cEV(G) x,yEV(G) 
Remarque 1.3.1. Pour un graphe G, la distance possède ces quatre propriétés: 
(1) 'ri .'C,y E F(G), 0c(x,y) E N; 
(2)'rIx,yEV(G),Oe(x,y) O~x y; 
(3) 'rIx,yE V(G), 0e(x,y) dc(y,x); 
(4) 'rIx,y,zEV(G), 0e(x,y) ~oc ,z)+SeC?:,y). 
Bref, (F(G), de) est 1111 espace métrique discret. 
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1.4. SOUS-GRAPHES 
Dans cette section, on définit différents types de sous-graphes auxquels on fera 
référence dans les sections et les chapitres suivants. 
Soit C = (V, E) et H = (V', E') des graphes. On dit de H qlùl est un 80'(/,05-
. gmphe de C, noté H ç C, si V' ç V et E' ç E. 
On dit d'un sous-graphe H ç C qu'il est pœrtiel si V(H) = V(C). 
On dit d'un sous-graphe H ç C qu'il est induit si toutes les arêtes de C reliant 
des sommets de H appartiennent à H. 
Si H ç C et que ces deux graphes sont connexes, alors la distance est bien 
définie à la fois clans H et dans C. Pour x, y E V (H) ç V ( C), soit WH une 
:1:y-géodésique dans H et soit OH (x, y) = l (w H)' Le fait que WH soit une xy-
géodésique dans H n'implique pas nécessairement qu'elle en soit une dans C, 
c'est-à-dire que 0G(x,y) :'S: l(wH ). C'est pourquoi, en général, on a que pour tous 
x, y E V(H), 0G (x, y) :'S: OH (x, y). 
Pour certains sous-graphes d'un graphe C, il se peut cependant que l'inégalité 
ci-haut soit en fait une égalité. Ainsi, H est un s01to5-graphe isométriq1te de C si 
pour tous x,y E V(H), on a que ojJ(x,y) = 0G(x,y). 
1.5. ENSEMBLES CONVEXES ET PRÉFIBRES 
On définit dans cette section ce qu'est un ensemble convexe et une préfibre. 
On donnera quelques propriétés de ces ensembles, car les sous-graphes induits pa,r 
les préfibres d'un gra,phe C permettront, dans le prochain chapitre, de donner 
une borne inférieure pour le nombre de localisation de C. Les définitions et les 
propriétés ci-dessous, ainsi que la preuve du lemme l.5.1, se retrouvent dans le 
mémoire de maîtrise de C. Tardif [Ta]. 
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Définition 1.5.1. Soit X un espace métrique. Un ensemble A ç X est convexe 
dans X si pour tous a, b E A, on a que Inb ç A. 
Proposition 1.5.1. Sod G 'Un g'mphe et A ç V(G) 'Un ensemble convexe dans 
G. AloTs le sous-graphe H ç G induit par l'e'nsemble A est un s01ls-gmphe iso-
métrique de G. 
DÉrvIONSTRATION. Si tel n'était pas le cas, il existerait dans V(H) delLx sommets 
distirtcts x et y tel que 0c(x,y) < 0H(X,y). Ceci impliquerait l'existence d'un 
sommet z qui serait sur une xy-géodésique dans G et qui ne serait pas dans 
V(H), ce qui est impossible, A étant convexe dans G. D 
Définition 1.5.2. Soit (X,o) un espace métrique. Un sous-ensemble A ç X est 
une préfibre de X si pour tout x EX, il existe un élément ax E A tel que.pour 
tout y E A, on a que b(x, y) = o(x, ax ) + ° (a,,, , y). 
Rappelons qu'à la remarque 1.3.1, on a mentionné que pour un graphe C, 
(1/(G), oc) est un espace métrique. Ainsi, la définition précédente s'applique aux 
graphes. On notera donc par & c la famille des préfibres de C. 
Proposition 1.5.2. Sod A 'Une préfibre d'un espace métTiq'ue (X, 0). Alors pO'll'r 
tmd x EX, l'élément ax E A mentionné à la défù1'ition 1.5.2 estuniq-ue. Par 
conséquent, on peut défi:n:iT 1.me application PA : X ----? A en posant PA (:r) := ax . 
DÉMONSTRATION. Supposons qu'il existe x E X ayant deux éléments o.x, bx E A 
satisfaisant la définition 1.5.2. Conune A est une préfibre de X, on a que 
r5(:r, b .,,) = r5(x; ax ) + r5(ax ; b,r) 
o(:r, ax ) = o(:r, b:r.) + o(bx ) ax ). 
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En remplaçant la deuxième équation dans la première, on obtient que 
ce qui implique que 5(ax , bx ) = O. On obtient donc que ax = b.L . o 
Lemme 1.5.1. Soit A 'une préfibTe d'un espace métrique (X, 5). Alors, A est '/ln 
ensemble convexe dans X. 
DÉl'vIONSTRATION. Soit a,b E A et:1; E X tel que 5(a,b) = 5(a,x)+5(x,b), 
c'est-à-dire x E labo Comme A est une préfibre de X, on a que 
5(a, b) = [5(a, p A (x)) + 5(p A (x), x)] + [5(x, PA (x)) + 5(PA (:1:), b)] 
= 5(a,PA(x)) +5(PA(X),b) + 25(x,PA(X)) 
~ 5(a,b) + 25(x,PA(X)) 
par l'inégalité du triangle. On a donc nécessairement que 5(x, PA (x)) = 0, c'est-
à-dire que:(; = PA(X) E A. Ainsi, lob ç A et A est convexe. 0 
1.6. PRÉCONTRACTIONS 
On présente ici les derniers concepts de base. En autres, on donne la définition 
d'une pl'écontl'él.ction et d'un homomorphisme de graphe. Ces applications per-
mettront de définir adéquatement ce qu'est une application de localisation .dans 
le prochain chapit.re. 
Soit. G et. H deux graphes. Une précontract'ion de G vers H est une a.pplication 
f : V(G) ~ V(H) tel que 
V :1:,?J E V(G), [x, y] E E(G) ==? [.f(:c) , f(y)] E E(H) ou f(x) = f(y). 
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En termes métriques, une précontraction entre deux graphes connexes est donc 
une application non expansive. 
U ne application f : V (G) -----+ V (H) est un homomorphisme de G vers H si 
v x, y E V(G), [x, y] E E(G) ===? [J(x), f(y)] E E(H). 
Un homomorphisme est donc une précontraction qui préserve l'adjacence. Si l'ho-
momorphisme f de G vers H est injectif, alors ce dernier est appelé un plongement 
de G dans H et on le note f : V( G) '---' V(H). 
Finalement, un homomorphisme f : V (G) -----+ V (G) est un automorphisme 
si f est bijectif et si pour tous x, y E V (G), on a que 
[x, y] E E(G) Ç:=::? [J(x), f(y)] E E(G). 
Bref, un automorphisme de graphe est une permutation des sommets de ce dernier 
qui préserve l'adjacence et dont l'inverse préserve aussi l'adjacence. Notons pour 
terminer que l'ensemble des automorphismes d'un graphe G, noté Aut(G), muni 
de la composition de permutations est un groupe. 
Chapitre 2 
APPLICATIONS DE LOCALISATION ET 
PLONGEMENTS 
Ce chapitre est une introduction à la notion de localisation dans un graphe fini 
G. On veut trouver un système de coordonnées dans lequel plonger G de manière 
optimale par rapport à certaines exigences. Comme un graphe est une structure 
discrète, la façon de faire sera d'utiliser un homomorphisme injectif de G vers 
un graphe H convenablement choisi ayant 'lI} comme sommets. En fait, on veut 
étiqueter chaque sommet de G avec des k-tuplets distincts. Pour réussir cela, on 
utilisera une grille forte comme système de coordonnées car, comme on le verra, 
tout graphe connexe fini peut être plongé dans une telle grille. 
2.1. PRODUIT FORT DE GRAPHES ET GRILLE FORTE 
Dans cette section, on explique ce qu'est un produit fort de graphes, pour 
ainsi bien définir ce qu'est une grille forte. 
Soit G et H deux graphes. Le pmduit fort de G et H, noté G H, est 
le graphe ayant pour sommets V(G lZl H) = V(G) x \/(H) et dont l'élément 
[Cri) yd, (X2, Y2) 1 E E( G lZl H) si l'une des trois conditions suivantes est sat,isfaite : 
(1) :l:] = X2 et [YI) Y2] E E(H); 
(2) [~I;I,X~] E E(G) et YI = y?; 
(3) [Xl,:l:2J E E(G) et [YbY2] E E(H), 
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Remarque 2.1.1. Le produit fort de graphes est associatif et commutatif à 
isomorphisme près, c'est-à-dire que (Gl~G2)~G3 '" GI~(G2~G3) '" GI~G2~G3 
et que G I ~ G2~ t'V G2 ~ G I . Ainsi, pour les graphes G I , ... , Gn , il est possible 
de définir le graphe G I ~ ... ~ Gn récursivement. 
Exemple 2.1.1. Voici le produit fort du graphe C3 et du graphe K 2 • Les arêtes 
rouges dans C3 K 2 sont les arêtes « diagonales», c'est-à-dire celles qui corres-
pondent au point (3) de la définition ci-haut. 
• • 1 2 
(xo,l) .,..----'------11. (xo,2) 
FIG. 2.1.1. Les graphes C3 , K 2 ainsi que C3 ~ K 2 . 
Avant d'introduire la définition d'une grille forte, on a besoin de définir le 
graphe D (1., E), nommé double rayon. Ce graphe possède comme arêtes les 
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éléments de l'ensemble E(D) {[a, b]1 la bl = 1, a, b E ;;Z}. Bref, le graphe D 
est ni plus ni moins l'axe des 
La grille forte de dimension k, notée F(k), est le graphe ayant pour sommets 
V(FCk J ) = ;;Zk et tel que deux sommets x = (Xl,' .. ,Xk), Y = (Yb" . ,y".) E 
sont adjacents dans F(I") si et seulement si IXi - Yil :S 1 pour i = 1,'" ,k, avec 
égalité pour au moins un i. En d'autres termes, FU,) est le prodnit fort de k copies 
k 
du double rayon, c'est-à-dire que F(k) = ld3:I Di, où Di = D pour i = 1, ... , k. 
i=1 . 
, A' 
1" / l " " 1 .... ... 1 
" 1 .\ .... / l 'v' l '",,"" 1 j' 
... l ".... 1 ...... 1 ,1" 1 ,# 
'1/ '1/ '1/ '1' 
, , 
" , __ --ta---c--II~ __ , - - -,,'?' 
, , 
- ---•• --.... r.----i ..... -. ~~.~-....... __ --t.._--IIt--__ - - - ~ 
-2 -1 0 1 2 
, , , 
" l'v'" l 'v/ l'v' l " 
1 " 1 " 1 ,.., 1 
1'" .... 1'" "1,1 "" 
" ','" '1' '1 
(a) D p(1) (b) p(2} 
FIG. 2.1.2. Le double rayon et la grille forte de dimension deux. 
2.2. ApPLICATIONS DE LOCALISATION 
Soit G un graphe et U fuI, ... , ud un sous-ensemble non vide et fini de 
k 
sommets de G. Posons F = D u <, où Du. D. Notons que F = F(k). Définissons 
. i=l" 
maintenant l'application 
fu : V(G) 
et définissons aussi la projectioll de fu{x) dans Du, pè~,r prlli(fu(x)) 6c (:/J,uJ 
Comme pour tout [X, y] E E(G) on a que IJc(:l:,-ud -:- Jc(y,ui)1 :S 1, ce qui im-
plique que 
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Ceci revient à dire que ou bien fu(x) = fu(Y)' ou bien [fu(x), fu(Y)] E V(F(k)). 
Ainsi, fu est une précontraction. Ce type d'application se nomme application de 
localisation. 
Exemple 2.2.1. Considérons le graphe C3 de la figure 2.l.1 et posons U = {xo}. 
L'application de localisation fu : V(C3 ) ~ F(l) est illustrée ci-dessous. 
Xo Xl, X2 
D ----__ .t-------1._--....... t-------1. __ ----
-1 0 1 2 
FIG. 2.2.1. fu : V(C3 ) ~ F(l) 
2.3. ENSEMBLES RÉSOLVANTS 
Les applications de localisation étant des précontractions, un problème sur-
vient parfois lorsque l'on veut les utiliser comme plongement. En effet, elles ne 
conservent pas nécessairement la structure du graphe, comme on a pu le consta-
ter à l'exemple 2.2.l. Ceci provient du fait que l'ensemble U fut choisi de façon 
totalement arbitraire. La restriction que l'on donnera donc aux applications de lo-
calisation considérées pour qu'elles conservent la structure du graphe est qu'elles 
soient injectives. Si tel est le cas, on a alors que fu (x) i= fu (y) si et seulement si 
il existe u E U tel que prufu(x) i= prufu(Y). Une autre façon de dire serait que 
fu(x) i= fu(Y) si et seulement si il existe u EU tel que 0c(x,u) i= 0c(Y'u). 
Définition 2.3.1. Soit G un graphe et soit U ç V(G) un sous-ensemble fini de 
sommets de G. On dit que U est un ensemble résolvant de G si 
v X, Y E V(G) distincts, :3 u E U tel que 0c(x, u) i= 0c(Y' u). 
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De plus, on dit d'un ensemble résolvant U ç V( C) qu'il est un ensemble résol-
vant minimum s'il est de cardinalité minimum. On notera par !!lc la famille des 
ensembles résolvants minimums d'un graphe C. 
Remarque 2.3.1. Un ensemble résolvant peut être minimal par rapport à l'in-
clusion sans toutefois être minimulll. L'ensemble U = {Xl, xd est un ensemble 
résolvant minimal de P4, mais il n'est pas minimum. L'ensemble U = {xo} est Wl 
ensemble résolvant minimum de P4 . 
• • • • • • • • 
Xo Xo 
(a) Un ensemble résolvant minimal de P4 (b) Un ensemble résolvant minimum de P4 
FIG. 2.3.1. Un ensemble résolvant minimal et un ensemble résol-
vant minimum de P4 . 
Afin d'alléger la notation, on notera par 'rJ~'Y (u) la différence entre la distance 
de X à u et la distance de y à u dans un graphe C. En d'autres termes, 
Ainsi, un sous-ensemble U ç V( C) est résolvant si pour toute paire de sommets 
distincts X et y de C, il existe Ui E U tel que 'rJ~'Y ( Ui) i- O. 
Définition 2.3.2. Le nombre de localisation d'un graphe C, noté loc(C), est la 
cardinalité d'un élément de !!lc. 
Remarque 2.3.2. Si U est un ensemble résolvant pour un graphe C, alors l'en-
semble (J rU], où (J E Aut( C), est aussi résolvant pour C. Ainsi, pour trouver la 
famille des ensembles résolvants minimums d'un graphe C, il suffit de trouver ces 
ensembles à automorphisme près. De plus, on a que (J 0 lu = lulU]. Remarquons 
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finalement que (dans un graphe ayant au moins une arête) un ensemble résolvant 
est toujours non vide. On a donc que loc( G) 2: 1 pour t.out graphe G. 
Remarque 2.3.3. Lorsque l'on veut montrer qu'un ensemble U est résolvant 
pour un graphe C, il suffit de regarder si cet ensemble est résolvant pour les 
sommets x, y E V(G)\U, x et y distincts. Cela découle du fait que pour tous 
iL, V EU, on a que pr v (Ji) ('LI,)) = 0 si et seulement si 'U = v. 
Le nombre de localisation est bien défini pour tous les graphes finisl. En 
effet, comme le montre la proposition suivante, un tel graphe possède toujours un 
ensemble résolvant et dOllc, il en possède toujours un qui est minimum. Ainsi, à. 
partir de ce moment, les graphes seront implicitement considérés comme finis. 
Proposition 2.3.1. Soit G un graphe. Alors G possède 'un ensemble résolvant. 
DÉMONSTRATION. Trivial: U = V(q) est résolvant, G étant fini. o 
Exemple 2.3.1. À l'exemple 2.2.1, l'ensemble U n'est pas résolvant pour 0:3, 
car lu (xd = lu (X2)' De plus, l'application lu associée à cet ensemble U n'est 
pas injective. Posons plutôt U = {:ro, Xl}' La nouvelle application de localisation 
associée à U est lu : V(C3 ) ~ F(2) et elle est illustrée à la figure 2.3.2. On voit que 
cette dernière est injective, car lu (xo) = (0,1), lu (xJ) = (1,0) et lu (X2) = (1,1). 
Ainsi, U = {:ro, Xl} est un ensemble résolvant. COHllue aucun sous-ensemble de 
sommets de cardimdité 1 n'est résolvant pour C3 , U = {:ro, X d est résolvant 
minimum et 10c(C3 ) = 2. 
j Le nombre cie localisation n'est pas toujours défini clans les graphes infinis. Pour IIne 
discussion sur la localisation clans les graphes infinis, voir l'annexe A. 
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1 1 
, 1 / , 1 / 
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Xg/ ,~X2-
, 
, 
, 
':~L 
//, , / 1 , 
/ 1 
, 
1 
1 , 1 
1 , / 1 ,. 
FIG. 2.3.2. lu : V(C3 ) '---+ p(2) 
Ainsi, pour un ensemble résolvant U de G de cardinalité k, on obtient que 
lu : V(G) ----t p(k) est un monomorphisme de graphes. En fait, lu est un plonge-
ment de G dans une grille forte. Donc, le problème de trouver une application de 
localisation d'un graphe G vers une grille forte de dimension k revient à trouver 
un ensemble résolvant de G de cardinalité k. 
Sachant que tous les graphes possèdent au moins un ensemble résolvant, on 
sait qu'ils peuvent tous être plongés dans une grille forte par l'application de lo-
calisation lu correspondant à un ensemble résolvant U. La question qui se pose 
est de savoir si l'application de localisation est optimale, c'est-à-dire qu'elle cor-
respond à un ensemble résolvant minimum. En d'autres termes, l'application de 
localisation lu sera optimale si et seulement si U E !!4c. 
Formellement, la grille forte P dans laquelle un graphe est plongé par une 
application de localisation optimale est de dimension loc( G). 
Remarque 2.3.4. Le nombre de localisation de G n'est pas le plus petit k tel qu'il 
existe un plongement de G dans p(k), mais bien la cardinalité d'un sous-ensemble 
fini de sommets de G qui permet d'obtenir une application de localisation injective 
optimale de G dans une grille forte. Ainsi, une grille forte P de dimension loc( G) 
assure l'existence d'un plongement de G dans P, mais il se peut qu'il existe une 
grille forte de dimension strictement inférieure à celle de P dans laquelle il est 
aussi possible de plonger G. 
21 
Les exemples 2.2.1 et 2.3.1 montrent que fu : V( C3 ) '---+ p(2) est optimale et 
qu'il n'existe pas de grille forte de dimension plus petite que 2 dans laquelle il 
est possible de plonger C3 . Le prochain exemple montre par contre le plongement 
d'un graphe G dans une grille forte de dimension inférieure à loc( G). 
Exemple 2.3.2. Considérons le graphe G de la figure 2.3.3 ci-dessous. L'ensemble 
U = {a, b, c} est un ensemble résolvant minimum de G et donc loc( G) = 3. 
Cependant, il est possible de plonger G dans p(2). 
x 
a __ -f--__ b 
z e_--___ c 
(a) G 
, 
, 
, 
, 
, 
x' 
~--- ~~--.. --~. , / 
, / 
V 
/ , 
, / 
V 
/ , 
/ , / , 
: - - - ~~-.. oItI-_tl. - - - :: / 
, a/ ,c / 
, / , / 
V V 
/ , / , 
/ , / , 
/ , 
/1' /1' //1', 
// l 'v/Zr 'v l , 
/ 1/' 1 /, l ' 
/ /, /, , 
/ 1/ ,1/ ,1 , 
. . . 
(b) G '--+ p(2) 
FIG. 2.3.3. Plongement G'---+ p(2) tel que loc(G) = 3. 
En regardant de plus près l'exemple 2.3.2, on remarque que le sous-graphe 
f u (G) dans p(2) n'est pas induit. En effet, les arêtes [a, z] et [b, c] ne font pas 
partie de E( G). On pourrait donc croire que ceci provient du fait que la dimension 
de la grille forte dans laquelle G est plongé est inférieure à loc( G). De plus, 
l'exemple 2.3.1 laisse présager que si l'on plonge un graphe dans une grille forte de 
même dimension que son nombre de localisation, alors l'image du plongement sera 
un sous-graphe induit. Malheureusement, il n'en est rien. Le prochain exemple 
montre le plongement d'un graphe G dans une grille forte de dimension loc( G) tel 
que l'image de G n'est pas un sous-graphe induit de la grille forte dans laquelle 
il est plongé. 
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Exemple 2.3.3. Considérons le graphe G de la figure 2.3.4 (le plus petit graphe 
3-régulier sans automorphisme non trivial). Les deux ensembles U = {a, b} et 
U' = {c, b} sont les seuls ensembles résolvants minimums de G et donc on a que 
loc( G) = 2. On remarque que pour les deux plongements, les graphes fu (G) et 
f u' (G) ne sont pas des sous-graphes induits de F(2). Ainsi, l'image d'un graphe 
sous une application de localisation injective n'est pas nécessairement un sous-
graphe induit de la grille forte dans laquelle il est plongé. 
... ..... ..... ..... ~ 
l, ,..1, ... 1... ...1... .-1 
l'v" l'v" l'v'" l 'v" 1 
... 1 " 1 ... , 1 .-, 1 " 1 ... 
',1'" ... 1" ... 1'" ... 1" ... 1'" 
a...--. 
fv (b) 
(a) G (b) f u : G ~ p(2) 
... ..... ..... ..... .. 
1... ...1... '1, /1, /1 
" : '"v," : ',v,' : ',v," : '"v," : ,,/ 
"',1'" ... 1 '" ... 1 '" ... 1 '" ... 1'" 
a---. 
(e) G (d) f u' : G ~ p(2) 
FIG. 2.3.4. Plongements fu : G <.......t F(2) et f v' : G <.......t F(2) tel que 
f v (G) et f v' (G) ne sont pas des sous-graphes induits de F(2). 
L'exemple 2.3.3 montre que lorsque l'on plonge un graphe G dans une grille 
forte au moyen d'une application de localisation injective f v ' on n'est pas toujours 
capable de récupérer G (à isomorphisme près) à partir des coordonnés de ses 
sommets. En eHet, si tel était le cas, on aurait que deux sommets x = (Xl,· .. ,Xk) 
et y = (YI,··· ,Yk) sont adjacents dans V(Jv(G)) si et seulement si IXi -Yil:S 1 
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pour z 1, ... ,k, avec égalité pour au m0111S un i. Ceci revient à dire que 
fu (G) est. un sous-graphe induit de F(k). Ainsi, pour un ensemble résolvant U 
de G, on pourra récupérer le graphe si fu (G) est un sous-graphe induit de la 
grille forte clans laquelle il est plongé. (On peut aussi récupérer U comme étant 
l'ensemble des sommet.s de lu (G) ayant une coordonnée zéro.) Comme lu (G) 
n'est. pas r.oujours un sous-graphe induit, c'est-à-dire comme les graphes plongés 
au moyen d'un ensemble résolvant ne sont pas toujours récupérables, on ne peut 
pas considérer le nombre de localisation comme une « vraie» dimension. C'est 
pourquoi on préférera le vocabulaire utilisé par Slater que celui utilisé par les 
autres auteurs [Ca, Ch, Ha], car les ensembles résolvants ne permettent dans 
les faits qu'à localiser les sommets d'un graphe. 
On termine cette section en donnant quelques bornes sur loc ( G). Les deux 
premières sont des résultats connus et donnent des bornes supérieures élémen-
taires de loc( G). La troisième est un résultat qui donne une borne inférieure de 
loc( G) et qui est une généralisation de résultats présentés par Câceres et aL [Ca] 
ainsi que par Chartrand et al. [Ch]. 
La proposition 2.3.1 montre que V(G) est résolvant pour G. Cependant, 
V (G) rt. !!l G' La proposition suivante, démontrée par Chartrand et aL [Ch] ainsi 
que par Fitzpatrick et Nowakowski [Fi], donne une borne supérieure de 10c(G). 
Proposition 2.3.2. Soit G 1tn graphe. Alors 10c(G) :S:IV(G)I diam(G). 
DÉl'vlONSTRATION. Soit 'IL, v E \/( G) tel que Je; (,u, v) 
'WI; 1 :1;2 ••• Xd-l V une uv-géodésique clans G. Posons U 
Comme'U. E U, on a que 6c (:ri, 'IL) = i pour 1 :s: i :s: cl 
L'ensemble U est donc résolvant pour G et 10c(G) :s: lUI 
cliam( G) = d et soit 
V(G)\{:Cl"" ,:Z:d-l,V}, 
1 et que 6c Cv,1t) = d. 
Il/(G)I diam(G). 0 
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procha.ine proposition [Ch, Fi, SI] donne une borne inférieure qui; quoique 
très souvent. grossière, donne un argument utile pour calculer loc( G) pour certains 
graphes. Elle dit qu'il n'existe qu'un seul type de graphe G tel que 10c(G) =:= 1. 
Proposition 2.3.3. Soit G un graphe d'o1'dre 17, > 2. Alors 10c(G) 
seulement si G = Pn.. 
1 si et 
DÉMONSTRATION. Soit loc( G) = 1. Considérons alors un ensemble résolvant mi-
nimum U = {1/,} de G. Comme G est d'ordre n, on sait que diam( G) :::; 17, 1. 
Mais U étant résolvant minimum et de cardinalité 1, cela implique que l'applica-
tion f u donne une bijection entre V (G) et l'ensemble {O, . . . ,17, 1}. Ainsi, on a 
nécessairement qu'il existe un x E V(G) tel que fu(x) = 17, - 1, ce qui implique 
que diam(G) = 17,-1. Le seul graphe d'ordre 17, ayant cette propriété est Pn.. Si par 
contre G = Pn, alors on sait que 10c(Pn) :::; IV(Pn)l- diam(Pn) par la propostion 
2.3.2. On obtient donc que loc(P1I) :::; 17, (17,-1), c'est-à-dire que 10c(Pn) 1. 
On présente maintenant un théorème et deux corollaires qui donnent une 
borne inférieure de 10c(G). Comme mentionné à la page précédente, il d'un 
résultat qui généralise des résultats présentés par Caceres et al. [Ca] ainsi que 
par Chartrand et al. [Ch]. 
Théorème 2.3.1. Soit G n'lI gmphe et H ç G un sous-graphe 'induit de G. Si 
V (H) est 'une PTéfibre de V (G) et (j'ILe U est un ensemble résolvant de G, aloTs 
l'ensenible U' = {PF(}{)(tl) l 'U EU} est 'tésolvant pour H. 
DÉlvlONSTRAT10N. L'ensemble étant résolvant pour G, on a que pour tous' 
x,y E V(H) ç V(G) et x =1- y, il existe 'u, EU tel que oGeu,:!;) 0GCu.,y). Comme 
V(H) est une préfibre'de V(G), on a donc que 
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6 (1l x) G , 
ce qui implique que 11~'Y(PV(H)(U)) O. Par le lemme 1.5.1, on ('lait que V(H) est 
un sous-ensemble convexe de V (G) et donc, H est un sous-graphe isométrique de 
G. On obtient ainsi quel1~'!J(pv(H) (u)) 0, ce qui montre que V' est un ensemble 
résolvant de H. D 
Corollaire 2.3.1. Soit G 'lm graphe et H ç G un s01is-graphe induit de G. Si 
V (H) estline pré fibre de V (G), alors loc( G) ?: loc( H). 
DÉMONSTRATION. Soit V E f!Îi!c et formons V' comme au théorème 2.3.1. Comme 
V(H) est une pl'éfibre de V(G), on a que V' est résolvant pour H. Par la pro-
position 1.5.2, on a que pour tout 1i E V, l'élément PV(H/li) est unique. Ainsi 
lUI ?: lU'!, ce qui implique que 10c(G) ?: 10c(H). D 
Le corollaire précédent indique que peu importe l'élément X E f?lJ c que l'on 
considère, le nombre de localisation du sous-graphe Hx induit par X dans G sera 
toujours inférieur à loc( G). Ainsi, une façon de trouver une autre borne inférieure 
de loc( G) est de regarder tous les sous-graphes induits par les préfibres de G 
distinctes de V (G). 
Corollaire 2.3.2., Soit G 'UT/' graphe et soit Hx le sO'lis-gniphe ind'Wit paT X E 
Al01'S loc( G) ?: l oc (H . .,J , 
DÉlvIONSTRATION. Trivial: Cela découle directement du corollaire 2.3, l. 
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2.4. ENSEMBLES DOUBLEl'vIENT RÉSOLVANTS 
On présente ici un autre type d'ensembles résolvants qui seront utiles quand 
viendra le temps de calculer le nombre de localisation d'un graphe. Il s'agit des 
ensembles doublement résolvants. 
Définition 2.4.1. Soit G un graphe et soit U ç V(G) un sous-ensemble fini de 
sommets de G. Ce sous-ensemble de G est dit dO'llblement Tésolvant si pour t.ous 
x, y E V( G) distincts, il existe 'Ul; 'il2 E U (nécessairement distincts) tel que 
En d'autres termes, un sous-ensemble U ç V( G) est doublement résolvant si pour 
tous x, y E V(G) distincts, Tf~'Y n'est pas constant sur U. 
De façon similaire à la définition d'un ensemble résolvant minimum, un en-
semble doublement résolvant est doublement Tésolvant minim'llm s'il est de cardi-
nalité minimum. On notera par Ç2c la famille des ensembles doublement résolvants 
minimums d'un graphe G. 
Définition 2.4.2. Le nombTe de double localisation d'un graphe G, noté locd(G), 
est la cardinalité d'un élément de Ç2c' . 
Notons que pour expliciter les éléments de q)ci' il suffit de trouver les ensembles 
doublement résolvants minimums de G à automorphismes près2 . 
Une propriété d'un ensemble doublement résolvant est d'être un ensemble 
résolvH.nt. En effet, si U E Ç2c' alors pour t.ous :1:, '!J E V(G) distincts, "7~'Y('Ll) n'est 
pas constant sur U. Ainsi, pour tous x, y E V(G) distincts, il existe nécessairement 
un élément v E U tel que "7~'Y ('li) -1- 0 et donc U est un ensemble résolvant de G. 
Cette dernière observation permet d'énoncer la proposition suivante. 
2Voir la remarCJ.ue 2.3.2. Elle s'applique également aux ensembles doublement résolvants. 
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Proposition 2.4.1. Soit G un graphe. Alors loc) G) 2: loc( G). 
Remarquons que si locd(G) = loc(G), alors Pc ç !!lc. Sinon, c'est-à-dire si 
locd(G) > loc(G), alors on a que Pc n!!lc = 0. 
Avant de donner un exemple illustrant la dernière proposition, remarquons que 
tous les graphes possèdent au moins un ensemble doublement résolvant, à savoir 
V(G) lui-même. En effet, on a toujours que TJ~)Y(x) i= TJ~)Y(Y). Ainsi, comme G est 
fini, il possède nécessairement un ensemble doublement résolvant minimum. 
Exemple 2.4.1. C~nsidérons le graphe C4 . On a que U = {xo, xd est le seul 
élément de !!lc , à automorphisme près. On a donc que loc(C4 ) = 2. De plus, 4 
l'ensemble U = {xo, Xl, X2} est le seul élément de PC4 à automorphisme près. 
Ainsi, loc(C4 ) < locd (C4 ) et on voit que la borne de la proposition 2.4.1 n'est pas 
toujours atteinte. En regardant cependant l'application de localisation définie à 
Xo Xo 
FIG. 2.4.1. Les éléments de !!lc4 et PC4 à automorphisme près. 
l'exemple 2.3.1 pour le graphe C3 , on remarque que l'ensemble résolvant minimum 
U qui y est présenté est aussi un ensemble doublement résolvant minimum. Ainsi, 
C3 est un exemple de graphe qui montre que la borne de la proposition 2.4.1 
est atteignable. En fait, on a, pour n 2: 2, que loc( C2n ) < locd( C2n ) et que 
loc(C2n- l ) = locd(C2n- l ). Supposons que i < j < k et considérons un cycle paire 
C2n · On a que {Xi, Xj} E !!lC2n si et seulement si j i= i + n. Ainsi, on obtient 
que TJ~j+l)Xj(Xj) = 1 et que 7J~j+l,Xj(Xi) = 1, ce qui revient à dire que 7J~j+l,Xj 
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est constant sur {:J.:;, .Tj}. On a de plus que {:'C;, Xj, xd E !:iJC2n si et. seulement si 
j -=J. i+n et si k = i+n ou si k = .1+11,. On obtient donc que 10c(C2n ) = 2 et que 
10cd (C2n ) = 3. Pour ce qui est des cycles impairs, on a que {x;,Xj} E :%C2n-l si et 
seulement si i -=J. j et on a que {Xi, ::rj} E !:iJC2n_l si et seulement si j = i + 11, - 1 
ou si j = i + TI,. Ainsi, 10c(C2n-d = 10cc/(C2n- 1) = 2. 
Remarque 2.4.1. Lorsque l'on veut montrer qu'un ensemble U est doublement 
résolvant pour G, il suffit de regarder si 17~'Y est non constant sur U pour tous 
les sommets X, y E V(G)\U, X et y distincts. Cela découle du fait que pour tous 
U, v E U distincts, on a que 17~'V(u) = -'T}~'V(v). 
Bien que l'application fu associée à un ensemble doublement résolvant mini-
mum soit une application de localisation, cette dernière n'est optimale que lorsque 
l'on a loc( G) = locd (G). On pourrait cependant penser que les ensembles double-
ment résolvants sont mieux que les ensembles résolvants pour récupérer un graphe 
après l'avoir plongé dans une grille forte, mais il n'en est rien. L'exemple suivant 
montre en fait que les applications de localisation associées aux ensembles double-
ment résolvants d'un graphe peuvent faire pire que celles associées aux ensembles 
résolvants. Ainsi, l'intérêt pour les ensembles doublement résolvants minimums 
réside essentiellement clans le fait qu'ils donnent une borne supérieure pour loc( G). 
Exemple 2.4.2. Considérons le graphe C5 aux figures 2.4.2 et 2.4.3. On a que 
les ensembles U = {xo, :rl} et U' = {xo, ::C2} sont les seuls éléments de :%cs' 
\ 
à automorphisme près. De plus, U' est doublement résolvant. On voit que les 
sous-graphes fu (G) et fUI (G) ne sont pas induits dans F(2). Cependant, dans le 
premier cas, seule l'arête [X2, :Ld fait défaut. Dans le deuxième cas, deux arêtes 
font défaut, à savoir les arètes [Xl,X3l et [Xl; x,,]. 
, A / 
l " " l " " 1 
l " ,. l " ,. 1 
v v 
" 1 " l '" l " 
xo ',1" " 1 " " 
(a) loc(Cs ) = 2 (b) l u : Cs '----7 p(2) 
FIG. 2.4.2. Plongement de C5 dans F(Z) utilisant U = {xo, xd. 
xo 
/ 
, / , / , , , / , , / , 
/ V V 
, 
/ , / , , / , , 
/ , / , , / , , 
/ , / ',/ 
" / 
fUI (xz) 
(b) lu : Cs '----7 p (2) 
, 
FIG. 2.4.3. Plongement de C5 dans F(Z) utilisant U' = {xo , xz} . 
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, 
On présente maintenant des résultats analogues au théorème 2.3.1 et aux 
corollaires 2.3.1 et 2.3.2 qui donnent une borne inférieure de locd(G). 
Théorème 2.4.1. Soit G un graphe et H ç G un sous-graphe induit de G. Si 
V (H) est une préfibre de V (G) et que U est un ensemble doublement résolvant 
de G, alors l'ensemble U' = {PV(H) (u) 1 u E U} est doublement résolvant pour H. 
DÉMONSTRATION . L'ensemble U étant doublement résolvant pour G, on a que 
pour tous x, y E V (H) ç V (G) et x i= y, 'TJ~'Y n'est pas constante sur U. Ainsi, on 
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a que pour tous x, y E V( C) et x y, il 
Comme V(H) est une préfibre de V(C), on a donc, par un raisonnement similaire 
à celui fait dans la preuve du théorème 2.3.1, que 
ce qui implique que 
car H est un sous-graphe isométrique de C, V(H) étant une préfibre de V(G). 
On obtient donc que 1J~'Y(PV(l{)(u)) 1J~,!J(PV(H)(V)), ce qui montre que 1J~'Y n'est 
pas constant sur Uf • Ainsi Uf est doublement résolvant pour H. 0 
Corollaire 2.4.1. Soit G un graphe et H ç C un sous-graphe induit de G. Si 
V(H) est une préfibre de V(G), alors loc(l(G) > locd(H). 
DÉrvIONSTRATION. La preuve est identique à celle du corollaire 2.3.1. 0 
Corollaire 2.4.2. Soit G 'un graphe et soit Hx le soüs-graphe 'induit par X E !Y'e;. 
Alors locJG) ~ locrt(Hx )' 
XfV(G) 
DÉMONSTRATION. Trivial: Cela découle directement du corollaire 2.4.1. 
On termine cette section avec un résultat qui dit que les ensembles doublement 
résolvant.s d'un graphe G ne peuvent pas être situés n'importe où dans celui-ci. . 
Théorème 2.4.2. Sod,c 'lin gmphe, U un ensemble do'UbleTnent Tésol-uant de G 
et X une pTéfib7'e de V(C). AloTS U ç X si et seulement si X = 1/ (G), 
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DÉ1'vIONSTRATION. Si U = V(G) ou si X = V(G), alors il n'y a rien à mont.rer. 
Supposons donc que U i= V (G) et que X i= V (G). Il exist.e donc un sommet CL qui 
est dans V(G)\X. Si U ç X, alors T)~,p.'«(a)('I.L) = Oc(CL,Px(CL)) pour tout 'I.L E U, 
car X est une préfibre de v' (G). Ceci revient à dire que T)~'Px (a) est constant sur 
U, ce qui est impossible, U étant doublement résolvant pour G. Ainsi donc, on a 
que U g:; X. D 
Chapitre 3 
LOCALISATION DANS LES GRAPHES 
ANTIPODA1JX 
Ce chapitre concerne les graphes antipodaux. Après avoir donné les définitions 
d'usage, on donnera quelques caractéristiques des ensembles résolvants minimums 
et doublement résolvants minimums pour de tels graphes. L'étude de cette classe 
de graphes donnera des outils pour résoudre un problème au chapitre suivant. 
3.1. DÉFINITIONS ET PROPRIÉTÉS 
Définition 3.1.1. On dit d'un graphe G qu'il est ant'ipodal s'il a au moins deux 
sommets et si pom tout a E V (G), il existe b E V (G) tel que lab = V (G). Ceci èst 
équivalent à dire que pour tout x E V(G), on a que 6c (a, b) = 6c (a, :r) + 6c (x, b). 
La classe des graphes antipodaux est assez vaste. En effet, ](2, les cycles 
pairs C2n , les prismes pairs P2n, l, les antiprismes impairs AP2n+ l ainsi que les 
graphes de tous les solides platoniques à l'exception du tétrahèdre sont des graphes 
alltipodaux. De plus, si G et H sont des graphes antipoclaux, alors leur produit 
cartésien GD Hl est aussi un graphe antipoda12 . 
l Pour une définition du produit cartésien de graphes, voir la sectioll 4.l. 
2Voir la proposition 4.l.3. 
33 
Proposition 3.1.1. Soit C un graphe antipodal et sod a E il(C). Alors; le 
sommet b E il (C) tel que 1nb il (C) est 'Lw:i.que. 
DÉl''vIONSTRATION. Supposons qu'il existe b1 ; b2 E il(C) tel que lnb; 
ri 1,2. Alors, on a 
Oc; (a, bd = Oc (o., b2 ) + Oc (b2 , bd 
0c(a,b2 ) = 0c(a,bd +oc(b1,b2 ) 
il(C), 
ce qui implique que 0c(a, bd + 0c(a, b2 ) = 0c(a, b2) + 0c(a, bd + 2oG (b1 , b2 ). On a 
ainsi que 0c(b1 , b2 ) 0 et donc que b1 = b2 . 
Dans un graphe antipoclal, on dénote l'unique sommet b E il (C) tel que 
1ab il (C) par a. On appelle ce sommet l'antipode de a. 
Remarque 3.1.1. Dans un graphe antipodal, chaque sommet est couplé à un 
unique antipode différent. Ainsi, l'ordre d'un graphe antipodal est .toujours pair. 
Lemme 3.1.1. Dans 'Un graphe antipodal C, l'application 
cr : il(C) -t il(C) 
X f---t :f: 
est tiT/, a1J,tom011Jhisme de graphe. 
DÉMONSTRATION. Soit G un graphe antipodal et soit x, 'lI E V(G). Alors on a 
que 
0c(X'Y) +oc(y,x) = 0c(x,fi) + Oc CU, x) 
0c(Y' x) + Oc; (x, fi) = 0c(Y' x) + Oc(.i; ü)· 
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En additionnant ces deux équations, on obtient que 
ce qui implique que 0c(x,y) = 6c Cy, x).' Ainsi, pour tous :[;,y E V(G), on a que 
[x, V] E E(G) implique que [x, y] E E(G). On obtient donc que l'application a est 
un homomorphisme, car elle préserve Fadjacence. De plus, par la remarque 3.1.1, 
on a que aoa(x) = a(x) =:r et on a donc que 0; a- l . Ainsi, pour x,y E V(G), 
on a que 0; (x ) = o;(y) implique que a 0 a(x) = a 0 a(y), ce qui implique à son 
tour que x = y. On a donc que l'homomorphisme 0; est injectif et comme G est 
fini, on a aussi que a est bijectif. Finalement, comme a a~l, on a que a-1 est 
un homomorphisme bijectif, ce qui implique que a est un automorphisme. 0 
Proposition 3.1.2. Soit G un graphe antipodal. Alors, pour tout a E V(G), on 
a q'ue 6G (a, a) = diam(G). 
DÉMONSTRATION. Si tel n'était pas le cas, il existerait x, y E V( G) tels que 
6c (x, y) > 6c (a, a). Comme G est antipodal et que tout graphe satisfait à l'inéga-
lité du triangle, on obtiendrait que 
6G(x, a) + 6G(a, y) ~ 6G(x, y) > 0G(a, a) 0c(a, x) + 0c(x, a) 
0G(:r, a) + ocJa, y) ~ 6c (T, y) > 0o(a, a) = 6c (a, y) + 6c (y, Ci) 
ce qui permettrait de dire que 0c(a,y) > 6c (T,a) et que SC(:L, a) > 6c (a,y), ce 
qui est bien sûr impossible. o 
Lemme 3.1.2. Soit G un graphe antipodal. Alors "ic,!J(a) = -'lt·!J(a) pour tout G c 
a E V(G). 
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DÉivlONSTRATION. On a, pour t,out a E \/(G), que rJ~'Y(a) = 6c;(x, a) - r5c;(Y, a). 
Par la proposition 3.1.2, on sait que (a, ü) diam(G). Ainsi, on obt.ient que 
r7~,1J(a) = (r5G (x, a) diam(G)) (r5c (Y, a) - diam(G)) 
= (8c (x,a) 8c (o.,o,)) (8c (y,a) - 8G (0.,o')) 
= (x, a) + 8c;(Y, a), 
car G est. antipodal. On a donc que r]~·!J(a) 
à dire que l]x'Y(a) = -7]x'Y(a). G G 
(x, li.) + 6c (Y' o.), ce qui revient 
o 
3.2. ENSEMBLES RÉSOLVANTS ET DOUBLEMENT RÉSOLVANTS 
On donne dans cette section des propriétés que possèdent les ensembles résol-
vants minimums ainsi que des propriétés des ensembles doublement résolvants mi-
nimums d'un graphe antipodal G. On constatera que pour cette classe de graphes, 
la cardinalité d'un élément de ::2G est. étroitement liée à 10c(G). 
On débute par une proposition donnant une caractérisation des ensembles 
résolvants minimums d'un graphe antipodal G. Cette proposition sera suivie d'un 
corollaire qui donne une borne supérieure pour loc( G). 
Proposition 3.2.1. So'd G un gmphe antipodal et soit U E f1ïlG • Alors, U ne 
contient atLC'llne paù'e cl 'antipodes. 
DÉMONSTRATION. Considérons un sommet ([, E U. Comme U est résolvant mini-
mum pour G, alors il existe .7:, y E V(G) tel quel1~'Y(a) =1= 0 et tel que q~'Y(1.l) 0 
pour tout 'IL E U\{a}. Comme G est antipodal, on a, par le lemme 3.1.2, que 
·'l~·!f(a) =1= O. Ainsi, on conclut que iï, tJ U, car U est un ensemble résolvant mini-
nmm de G. 
Corollaire 3.2.1. Si G est 'lm. gmphe ant'ipodal d'ordre n ;:: 2, al07's loc(G) S '~. 
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DÉl'vIONSTRATION. Soit U un ensemble résolvant de G. Si a E U, alors on sait 
par la proposition 3.2.1 que a rt u. La remarque 3.1.1 termine la preuve. 0 
Remarque 3.2.1. La borne du corollaire 3.2.1 est très grossière. Par exemple, 
elle donne que 10c(C2n ) :::; n, alors que 10c(C2n ) = 2, comme montré à l'exemple 
2.4.1. La borne est cependant atteinte dans le cas oùn = 2. 
On poursuit maintenant avec un théorème et nn corollaire qui donnent un 
résultat portant sur les ensembles doublement résolvant.s d'un graphe antipodal. 
Théorème 3.2.1. Soit G un graphe antipodal, U un ensemble résolvant de G et 
a E U. Alors, l'ensemble Ua := U U {a} est doüblement résolvant pour G. 
DÉMONSTRATION. Soit x et y deux sommets distincts de G. Si Tl~'Y n'est pas 
const.ant sur U, alors la paire {:r, y} est doublement résolue par U et donc, elle 
l'est aussi par Ua. Sinon, on sait que pour tout 'U E U, 77~'Y('U) est une constante 
non nulle, disons 17~'Y(u) = ,6, car U est résolvant pour G. En particulier, on a 
que rt~'Y(a) = (J, car a E U. Comme G est antipodal, on a que 1]~'Y(a) = -(J, par 
le lemme 3.1.2. On obt.ient donc que 1]~'Y n'est. pas const.ant sur Ua et. donc, Ua 
est. doublement. résolvant. pour G. D 
Corollaire 3.2.2. Si G est antipodal, alo'I's 10c(G) :::; 10c,JG) :::; 10c(G) + 1. 
DÉi'vIONSTRATION. Soit U E !!Jc et a E U. Formons Ull comme au théorème 
3.2.1. L'ensemble Ull étant doublement. résolvant pour G, on a que 10cd(G) :::; IUal. 
Comme a E U et. que U E !!Jc ' on sait. que li rt U, par la proposit.ion 3.2.1. Ainsi, 
on obt.ient que 1 Ua 1 = 10c( G) + 1, ce qui montre la borne supérieure. La borne 
inférieure, quant à elle, a été prouvée à la proposit.ion 2.4.1. o 
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Remarque 3.2.2. La réciproque du corollaire 3.2.2 n'est cependant pas vraie. 
On peut voir à la figure 3.2.1 que le graphe de Petersen généralisé PS,3 n'est pas 
un graphe antipodal, mais que locd (Ps,3) = loc(Ps,3) +1. En fait, le graphe PS,3 est 
presqu'un graphe antipodal. En effet, tout sommet x E V(PS,3) possède un unique 
sommet fi tel que 6
PS ,3 (x, fi) = diam(Ps,3) = 4. De plus, on a que l'application 
ex : x 1-+ fi est un automorphisme de PS,3' Cependant, IxX = V(PS,3)\{Z, Z}. 
Xo 
• 
x 
(a) PS,3 (b) U E .CJiP8 •3 (C)UE!»p 8,3 
FIG. 3.2.1. Le graphe PS,3' 
Xn-I 
III ........... ·-----I l --------I · 
Yn-2 
( a) loc (G) = 2 
Xo 
• 
Xn-I 
III .......... ·-----I l --------I ·
Yn-2 
FIG. 3.2.2. Un peigne G tel que loc(G) = 2 et tel que locd(G) = n. 
Remarque 3.2.3. Sans l'hypothèse que G est un graphe antipodal, l'écart entre 
loc( G) et locd (G) peut être arbitrairement grand. Considérons un peigne ayant 
pour sommets V(G) = {xo,'" ,Xn-I,YI,'" ,Yn-d, comme illustré à la figure 
3.2.2. On a que ff2c = {{xo, xn-d, {xo, Yn-2}, {YI, xn-d, {YI, Yn-d}. Par contre, 
G ne possède qu'un seul ensemble doublement résolvant, à savoir l'ensemble 
{XO,Xn-I,YI,'" ,Yn-d. Ainsi, on obtient que loc(G) = 2 et que locd(G) = n. 
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Au théorème 3.2.1, on a créé un ensemble doublement résolvant en ajoutant à 
un ensemble résolvant l'antipode d'un de ses éléments. La proposition suivante est 
lin résultat qui prouve qu'un ensemble doublement résolvant minimum possède 
au plus une paire d'antipodes. 
Proposition 3.2.2. Soit G 'Un graphe antipodal et soit U E !?2c ' Alors, U contient 
a:u pl'us une paire d'antipodes. 
DÉMONSTRATION. Supposons que U possède deux paIres de sommets antipo-
daux. Soit {a, a} et {b, b} ces paires et posons U' = U\{bf Comme U est de car-
dinalité minimum, U' n'est pas doublement résolvant. Ainsi, il existe X, y E V( G) 
tel que 7]~'Y est constant sur U'. En particulier, on a que 7]~'Y(a) ='7~'Y(a). Par 
le lemme 3.1. 2, on a forcément que ,7]~'Y ( a) = O. On obtient donc que Tl~'Y ( u) = 0 
pour tout 'u E U'. Comme U est un ensemble résolvant de G, alors il existe u E U 
tel que 7]~'Y(u) i= O. Ceci implique que u = b et que 7]~'Y(b) i= O. Ainsi, comme 
7]~'Y(b) = -'17~'Y(b), on a aussi que 7]~'Y(b) i= 0, G étant antipodal. Mais comme 
'17~'Y(a) = 0, cela veut dire que 7]~'Y n'est pas constant sur U', une contradiction. 
Ainsi U possède au plus une paire d'antipodes. o 
Pour les graphes antipodaux, la proposition 3.2.2, le théorème 3.2.1 ainsi que 
le corollaire 3.2.2 montrent que si loc,JG) = loc(G) + 1,' alors on peut trouver 
pl usieurs éléments de !?2 G explicitement si l'on connaît les éléments de fiR G' En 
effet, si loc,JG) = loc(G) + 1, alors pour U E fiRG et a E U, l'ensemble Ua du 
théorème 3.2.1 fait partie de la famille :»G' 
Le prochain théorème est un résultat qui donne un critère pour savoir quand 
les éléments de !?2G sont de cardinalité loc(G). 
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Théorème 3.2.2. Soit G tm, gmphe antipodal. Alors 10cd(G) = 10c(G) sz et 
seulement si pour tou.t U E 'l2CI U ne possède G:u,C'u,ne paire d'antipodes .. 
DÉiVIONSTRATION. ·Si l'on a que locc/(G) = 10c(G), alors ÇBc ç ,~c. Comme G est 
un graphe antipodal, alors, par la, proposition 3.2.1, on sait que pour tout U E !:fic, 
U ne possède aucune paire d'antipodes. En particulier, les éléments de ÇBc ne 
possèdent aucune paire d'antipodes. Si, par contre, on a que les éléments de rJ1c 
ne possèdent aucune paire d'antipodes et si l'on suppose que loc,) (G) of. 10<::( G), 
alors on a par le corollaire 3.2.2 que 10ccl(G) = 10c(G) + 1. Soit U E !:fic et 
a E U. Formons l'ensemble Ua comme au théorème 3.2.1. L'ensemble Ua est un 
ensemble doublement résolvant de cardinalité loc( G) + 1. Ainsi, Ua est forcément 
de cardinalité minimum, ce qui implique que Ua E ÇBc' Ceci est une contradiction, 
car les éléments de ÇBc ne possèdent aucune paire d'antipodes. Cela veut donc 
dire que loccl (G) = loc( G). D 
3.3. QUELQUES MOTS SUR LES GRAPHES ARÊTE-ANTIPODAUX 
Cette section porte sur des graphes qui ressemblent beaucoup aux graphes 
antipodaux. Il s'agit des graphes arête-antipodaux. Le résultat que l'on présente 
ici concerne le nombre de double localisation de ces graphes. 
Définition 3.3.1. On dit d'un graphe G qu'il est arête-antipodal si pour tout 
sommet a de V(G), on a que N~ialll(G)(a) = {al,a2}, que [al,a2l E E(G) et que 
Iaa! U {'02 = V(G). 
Contrairement à un graphe antipodal, on a que chaque sommet a. d'un graphe 
arète-antipodal possède exactement deux antipodes al et a2 qui forment une arête 
dans G. 
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La classe des graphes arête-antipodaux est elle aUSSI assez vaste. En effet, 
les cycles impairs C'2n+l, les prismes impairs P2n +U ainsi que les antiprismes 
pairs AP2n sont des graphes arête-antipodaux. De plus, si G est. un graphe arête-
antipodal, alors le produit cartésien GD Pn·3 est aussi un graphe arête-antipodal. 
La figure 3.3.1 montre un graphe arête-ant.ipodal général où V(G) est partionné 
en classes de distance. 
~1 ~ ~a2) N di l1m(G) (a) G 
, , 
, , 
............... 
.................... 
( 1 , , ) N~(a) 
1 
, 
1 
1 1 
1 1 
1 , , ( ,I , ) Il, N~(a) .a 
FIG. 3.3.1. Un graphe arête-ant.ipodal. 
Plusieurs résultats de la section précédente ne tiennent. pas pour les graphes 
arête-antipodaux. C'est le cas de la proposition 3.2.1. En effet, si l'on considère 
le cycle impair C2n+l , les ensembles {xa, xn} et {:ra, Xn+l} sont des éléments de 
f%C 2n+l' Comme Xn et Xn+l sont les deux ·antipodes de Xo, on voit que cette 
proposition ne s'applique pas aux graphes arête-antipodaux. Conséquement, le 
théorème 3.2.2 ne s'applique pas à ces graphes. 
Cependant, il existe un analogue au théorème 3.2.1 pour les graphes arête-
ant.ipoclaux, ainsi qu'un analogue au corollaire 3.2.2. 
Théorème 3.3.1. Sad G un g'raphe arête-antipodal, U un ensemble 'résolvant de 
G et a E U. Alors, l'ensemble Ua := U U {al} est doublement 'résolvant pOUl' G. 
3pour une définition du produit cartésien cie graphes, voir la section 4.1. 
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DÉMONSTRATION. Soit x et y deux sommets distincts de G. Si'7~'Y n'est pas 
constant sur U, alors la paire {T, y} est doublement résolue par U et donc elle 
l'est aussi par Ua. Sinon, on sait. que pour tout u E U, 17~'.Y(U) est une constante 
non nulle, disons ''7~'Y(lI,) = (3, car U est résolvant pour G. En particulier, on a 
que'7~'Y(a) = /3, car a E U. Si x et y sont sur des aa'l-géodésiques, on a alors que 
17~'Y(ad = (diam(G) - c5c (x, a)) - (diam(G) - c5c (y, a)) = -''7~'Y(a) = -{3et donc 
Tl~'Y n'est pas constant sur Ua. Si X et y sont sur des aa2-géodésiques, on a alors 
que17~'Y(ad = (diam(G)+I-oc (x,a))-(diam(G)+I-oc (y,a)) = -1]~'Y(a) = -/3 
et donc 1]~'Y n'est pas constant sur Ua. Si x est sur une aal-géodésique et si y est 
sur une aa2-géodésique, on a alors que 1]~'Y (ad = -'7~,y (a) - 1. Si l'on suppose 
crue 1]~'Y est constant sur Ua, on a donc que 1]~'Y(a) = 1]~'Y(êid, ce qui implique 
que 217~'Y (a) = -1. Ceci revient à dire que (3 = - ~, ce qui est impossible. Ainsi, 
on obtient que 1]~'Y n'est pas constant sur Ua. D 
Corollaire 3.3.1. Soit G un graphe arête-antipodal. On a alors que 
loc( G) :::; 10c(J G) :::; loc( G) + 1. 
DÉl'vIONSTRATION. Soit U E f4c et a E U. Formons Ua comme au théorème 
3.3.1. L'ensemble Ua étant doublement résolvant pour G, on a que 10cJG) :::; IUal. 
Comme IUal :::; lUI + 1, on obtient que lUal :::; 10c(G) + 1, ce qui montre la borne 
supérieure. La borne inférieure a été prouvée à la proposition 2.4.1. D 
C11apitre ·4 
LOCALISATION DANS UN PRODUIT 
CARTÉSIEN DE GRAPHES· 
Ce chapitre concerne le calcul du nombre de localisation dans un produit 
cartésien de graphes. On débutera en donnant les définitions d'usage ainsi que 
quelques propriétés des graphes qui sont un produit cartésien. Ensuite, on présen-
tera un théorème publié par Càceres et al. [Ca] qui donne une borne supérieure 
pour le nombre de localisation du produit cartésien d'un graphe G et d'un graphe 
H. Ce théorème se veut une généralisation du cas particulier où H = Pn , cas qui 
fut étudié par Chartrand et al. [Ch]. Par la suite, on donnera une méthode pour 
trouver les éléments de :3iCOPn connaissant les éléments de :3ic et de Pc' Finale-
ment, on concluera ce chapitre avec une section sur les hypercubes. Ces graphes 
étant à la fois des produits cartésiens et des graphes antipodaux, on pourra leur 
appliquer tous les résultats de ce chapitre ainsi que ceux du chapitre précédent. 
4.1. DÉFINITIONS ET PROPRIÉTÉS 
Le produit cœl'tés'ien du graphe G et du graphe H, noté GD H, est le gra,phe 
ayant pour sommets V (G D H) = V (G) x V (H) et aya,nt pour arêtes les paires 
[Cr: l, YI), (:r:2, Y2)] vérifiant Ulle des deux conditiolls suivantes : 
(1) Xl = X2 et [YI, y':!] E E(H); 
(2) [:Tl,X2l E E(G) et:th = Y2. 
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Remarque 4.1.1. Le produit cartésien de graphes est associatif et commutatif à 
isomorphisme près, c'est-à-dire que (G1 0G2 )OG:3 ~ G1 0(G2 0G3 ) ~ GI OG20G3 
et que GI 0 G2 ~ G2 0 GI . Ainsi, pour les graphes Gl , ... , Gn , il est possible de 
définir le graphe G I 0 . '.' 0 Gn récursivement. 
• • 1 2 
(a) C:l 
----------- (x2,2) 
(xo,l) ------------11. (xo, 2) 
FIG. 4.1.1. Les graphes C3 , ](2 ainsi que C3 0 ](2· 
Exemple 4.1.1. La figure 4.1.1 montre le produit cartésien du graphe C3 et du 
graphe 1(2. On peut comparer les graphes C.',O [(2 et C3 ~ 1(2 en se référant à la 
figure 2.1.1. 
Définition 4.1.1. Soit G et H deux graphes et soit ho E V(H). Le sous-graphe 
induit par V( G) x {ho} dans GD H s'appelle une G-fibTC de GD H. 
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Remarque 4.1.2. On note que toute G-fibre est isomorphe à G. En effet, l'ap-
plication 
tp: V(G) x {ho} -- V(G) 
est un isomorphisme de graphes. 
Les deux prochaines propositions donnent des propriétés d'un produit carté-
sien de graphes l . 
Proposition 4.1.1. Le prodnit caTtésien de den.x graphes conne.xes est connexe. 
DÉMONSTRATION. Soit G et H deux graphes connexes et considérons deux som-
mets (al, bd et (a2, b2) de GoH. Comme G est connexe, il existe dans G une ala2-
géodésique Wc = alXI ... X,.a2· De même, il existe dans Hune bl b2-géodésique 
WH = blYI ... y .• b2. À partir de ces deux géodésiques, on peut former dans GO H 
la chaîne W = (al, bd(xI, br)··· (:r,., br)(a2, br) (a2, yr) ... (a2, Ys)(a2, b2) allant du 
sommet (al,b,) au sommet (a2,b2 ). Ainsi, Go H est connexe. D 
Proposition 4.1.2. Soit (al,br), (az,b2 ) E V(G 0 H). Alo7'S 
DÉMONSTH.ATION. Considérons la géodésique Wc ainsi que la chaîne w de la pro-
position 4.1.1. On a que (\~OH((al, bd, (Cl2, b:2)) :S l(w) = 0c(ClI' 0.:1) + ou(b1, b2), 
car west une chaîne dans Go H. Si on suppose que l'inégalit.é peut être stricte, 
lpour une preuve plus détaillée de la proposition 4.1.2, voir W. lmrich et S. Klavzar [lm], 
corollaire 1.35. 
45 
ceci impliquerait, sans perdre de généralités, que Oc (al: a2) < l(wc )) ce qui est 
impossible, Wc étant une alo,2-géodésique dans G. 0 
Lemme 4.1.1. Soü (:r,u), (y,v) E V(G 0 H). AloTS 1(:r.,1I)(1],1;) {r.y x Il/li' 
DÉMONSTRATION. Soit (a, b) E I(.r"ll)(Y.v). La proposition 4.1.2 donne que 
0o(x,y) + GH(u,v) = GCDH ((X,1t), (y, v)) 
= 0CDH ((x, 1t) l (a, b)) + GCDH (( a, b), (y, v)) 
= 0C(x, a) +oH(u,b) +oc(a,y) +oH(b,v) 
= 0c(x, a) + Go (a, y) + oJ[(u, b) + 0H(b, v). 
Ceci implique donc que 0c(x,y) = Oc (x, a) + 0c(a,y), car si on suppose que 
oo(x, y) < oo(x, a) + oo(a, y), alors on obtient que OH (u, v) > oJ[(U' b) + GH(b, v), 
ce qui est impossible. On a ainsi que o}J(U'v) 0H(u,b) +oJ[(b,v), que a E lxy et 
que b E 1u.'U. Ceci implique que (a, b) E lxy x In/] et donc que l(x,n)(y,'U) ç lxy X l,LV' 
Par un raisonnement similaire, on montre que Ix!! x luv ç 1(:c,lI)(Y,v), ce qui termine 
la preuve. 0 
Proposition 4.1.3. Le produit caTtésien de deux gmphes antipodattx G et H est 
'un gmphe antipodal. 
DÉMONSTRATION. Soit :r,:I: E V(G) et YI fj E V(H). On a alors que (x, y) et. (i, m 
sont des sommets de GoH. Par le lemme 4.1.1, on obtient que 1(:c,y)(:c.!!) = l~;x x ly!!. 
Comme G et H sont des graphes antipodaux, on a que Iû = V(G) et. que 
I!JY V(H). Ainsi, on a que l(.-c,y)(;c,y) V(G) x V(H) = V(G 0 H), ce qUI 
montre que G 0 H est. un graphe antipodal. 0 
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4.2. ENSEl'vIBLES RÉSOLVANTS 
Cette section comporte deux sujets. Dans un premier temps, on donnera un 
résultat montrant que si H n'est pas une chaîne, alors tout ensemble résolvant 
de G 0 H intersecte au moins deux G-fibres. On donnera aussi des bornes sur 
10c(G 0 H). Par la suite, on donnera une méthode pour trouver des éléments de 
S1?coP
n 
connaissant les éléments de S1?c et de Pc' 
4.2.1. Le cas général 
Théorème 4.2.1. Les G-fibres de Go H sont des préfibres. 
DÉMONSTR.ATION. Soit (a, b) E V(G 0 H), h E V(H), A la G-fibre de Go H 
induite par V(G) x {h} et soit (a', h) un sommet quelconque de A. Alors 
6COH ((a, b), (a', h)) = 6H (b, h) + 6c(a, a') 
= 6COH ((a, b), (a, h)) + 6COH ((a, h), (a', h)) 
= 6COH ((a, b), PA ((a, b))) + tSCOH (PA ((a, b)), (a', h)) 
ce qui montre que A. est une préfibre de GD H et que PA ((a, b)) = (a, h). 0 
Le corollaire suivant donne une borne inférieure pour loc (G 0 H). C'est un 
résultat qui est présenté par Caceres et al. [Ca] ainsi que par Chartrand et al. 
[Ch], mais on donne une nouvelle preuve de celui-ci utilisant les G-fibres et les 
H-fibres de Go H. Notons que ce corollaire est un cas particulier du corollaire 
2.:3.2. 
Corollaire 4.2.1. Soit G et H de'U.:r; graphes. Alors 
10c(G 0 H) 2: max{loc(G), 10c(H)}. 
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Df<:rvIONSTRATION. Par le théorème 4.2.1, on sait que toute G-fibre de GD H est 
une préfibre. Ainsi, par le corollaire 2.3.1, on sait que le nombre de localisation 
d'une G-fibre est une borne inférieure pour 10c(G 0 H). Comme tout.e G-fibre de 
GD H est isomorphe à G, alors le nombre de localisation d'une G-fibre est égale 
à loc( G). On a clone que loc( GD H) 2: loc( G). Par un raisonnement identique, on 
obtient aussi que 10c(Go H) 2: 10c(H). Le corollaire 2.3.2 complète la preuve. D 
Le corollaire ci-dessous est un résultat donnant une base pour la recherche 
d'ensembles résolvants dans un produit cartésien de graphes. 
Corollaire 4.2.2. Soit G et H deux graphes. Si H n'est pas une chaîne et si U 
est un ensemble résolvant de GD H, alors U intersecte au moins deux G-fibres. 
DÉMONSTRATION. Soit U un ensemble résolvant de GOH. Par le théorème 4.2.1, 
on sait que le sous-graphe A induit par une H-fibre est une préfibre de GD H. 
Par le théorème 2.3.1, on a que l'ensemble U' = {PA ((g;, hj)) 1 (g;, hj) E U} est 
résolvant pour A. Comme A ~ H, on obtient que IU'I 2: 10c(H) et comme H 
n'est pas une chaîne, ceci implique que IU'I 2: 2. Ceci veut dire qu'il existe deux 
sommets (gi' hj) et (g;l, hjl) dans U tel que hj -=1- hjl. On obtient donc que U 
intersecte au moins deux G-fibres. D 
Le théorème suivant est un résultat donnant une méthode permettant de savoir 
si loc( G 0 H) = max{loc( G), loc( H)} et ce en ne regardant que les ensembles 
résolvants de G et de H. 
Théorème 4.2.2. Soü G et H deu:c g'lüphes. Si 10c(GoH) = 10c(G), alm's pou',. 
tout U E .r}feoH 'il e:riste des ense'mbles r-ésolvants Uc; E!%e et UH de H vé1'ifiant : 
i) IUH 1 S; lUe 1 ; 
ii) U est indu.s dans Uc; x UH ; 
iù) pO'IlT tant 'Ll EUe -il e:cisteun v EUH tel que Cu, v) EU. 
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DÉMONSTRATION. Soit U E :3f!CDH et soit A et B respectivement une G-fibre et 
une H-fibre de GD H. Posons Ue = {P.4(v.) 1 u EU} et UH = {PBCU) 1 U EU}. 
Par les théorèmes 4.2.1 et 2.3.1) on a que Ue est résolvant pour G et que UH est 
résolvant pour H. De plus, on a que lUI 2': IUH 1 et que lUI 2': IUc 1 2': 10c(G). 
Comme U E :3f!cDH et que 10c(GD H) = 10c(G), on a donc que lUI = 10c(G). Ceci 
implique que 10c(G) 2': lU HI et que lUe 1 = loc( G). Comme U C est résolvant pour 
G, on a que Ue E :3f!c' ce qui termine la preuve. o 
On présente maintenant un théorème et un corollaire de Caceres et al. [Cal 
qui donnent une borne supérieure pour loc( GD H). Le théorème 4.2.3 donne une 
façon de construire un ensemble résolvant pour G 0 H à partir d'un ensemble 
résolvant de G et d'un ensemble doublement résolvant de H. Le corollaire 4.2.3 
donne une borne supérieure pour 10c(GDH). Ceux-ci, ainsi que le corollaire 4.2.1, 
donnent un~ généralisation d'un théorème présenté par Chartrand et al. [ChI qui 
dit que pour tout graphe G, on a que loc( G) 'S loc( GD K 2 ) 'S loc( G) + 1. 
Théorème 4.2.3. Soit G et H des graphes, Ue un ensemble résolvant de G avec 
U c EUe et U H un ensemble doublement résolvant de H avec uH EUH' Alors, 
l'ensemble U = (Ue X {uH}) U ({ ue} x U H) est résolvant pour G 0 H. 
DÉMONSTRATION. Soit (al, bd et (0.2, b2), deux sommets distincts de G 0 H. 
Si ces deux sommets sont dans la même G-fibre, alors on a nécessairement que 
'f}~~~:1l,(a2.b2)((X,'LlH)) = 17~1,a2(:r) pour tout x E V(G). Ainsi, comme il existe 
'LI, EUe tel queT}~1'''2Cu) =1- 0, on a que 'f}~~;~1),(a2,H((/J,,'LlH)) =1- 0 et donc U résout 
les deux sommets. Par un raisonnement similaire et en utilisant le fait que Uif 
est résolvant pour H, on obtient que U résout les deux sommets si ceux-ci sont 
dans la même H-fibre. Supposons donc que al =1- 0.2 et que bl =1- h Comme UH 
est doublement résolvant pour H, il existe :r, y E UH tel que ·T}~.b2(:r) =1- 'T}~/.b2(y). 
Ceci implique, sans perdre de généralités, que rl~1.b2 (:7.:) =1- 1]~2,al ('Lle)' Ceci revient 
à dire que dH (bl , :7.:) + 6e (0.1, 'Lle) =1- De(a2' U e) + OH (b2 , :r), ce qui est la même chose 
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que de dire que 0CDH((al,bd, (Uc,X)) =J. 0CDH(( CL2,b2), (UC'X)). Comme xE UH, 
alors ('U,c' x) E U et ainsi U résout les deux sommets. On obtient donc que U est 
un ensemble résolvant pour GD H. o 
Corollaire 4.2.3. Sod G et H des gmphes. Alors 
10c(G 0 H) :::; min{loc(G) + 10cd(H),locd(G) + 10c(H)} - 1. 
DÉI'vIONSTRATION. Soit Uc E ~c' UH E !iJH et construisons l'ensemble U comme 
au théorème 4.2.3. On obtient que 
lUI = IUc x{uH}1 + I{uc } x UHI-I(Uc x {uH}) n ({uc } x UH)I 
= IUcl + IUHI-I{(uC,Ufl)}1 
= loc( G) + locd (H) - 1 
et comme U est résolvant pour GD H, on a que loc( G 0 H) :::; 1 U l, ce qui implique 
que 10c(G 0 H).:::; 10c(G) + loc,/(H) - 1. En prenant Uu E !%H et Uc E !iJc ' on 
obtient, de façon similaire, que 10c(GI::JH) :::; 10c(H)+10cd(G) -1, ce qui termine 
la. preuve. o 
Bien que le corollaire 4.2.3 donne une borne supérieure pour 10c(GDH), celle-
ci n'est pas aussi convenable qu'espérée. En effet, elle dépend de deux paramètres 
dont l'un d'eux est le nombre de double localisation de H. Une borne conve-
nable en serait une ne faisant intervenir qu'un seul paramètre, préférablement le 
nombre de localisation~les graphes G et H. Le théorème suivant, qui découle des 
corollaires 4.2.3 et 3.2.2, est un résultat qui donne une condition suffisante sur un 
graphe H pour que 10c(G 0 H) :::; 10c(G) + 10c(H). 
Théorème 4.2.4. Soit G un gmphe q'uelconque et H 1J.n gmphe antipodal. Alors, 
10c(G 0 H) :::; 10c(G) + 10c(H). 
.so 
DÉiVIONSTRATION. On a que loc( GD H) -::; loc( G) + 10c'l (H) - 1 par le corollaire 
4.2.3. De plus, par le corollaire 3.2.2, on EL que locd (H) -::; 10c(H) + 1. On obtient 
ainsi que 10c(G 0 H) -::; 10c(G) + 10c(H). 0 
4.2.2. Le cas Go Fn 
Un cas particulier de produit cartésien de graphes est celui où H = Pn. Comme 
10c,j(Pn) = 2,'on obtient par le corollaire 4.2.3 que 10c(GOPn) -::; 10c(G)+ 1, c'est-
à-dire que 10c(GOPn) ::; 10c(G)+10c(Pn). Comme Fn n'est pas antipodal si n ~ 3, 
on a que la condition que H soit antipodal dans le théorème 4.2.4 n'est pas une 
condition nécessaire. 
Xo X• n-
G x {:r,d 
FIG. 4.2.1. Le graphe GD Pn. 
Le théorème 4.2.3 donne une façon de construire des ensembles résolvants 
pour le graphe G 0 Pn- En effet, si Uc = {Ul' ... ,ud est un ensemble résolvant 
de G, alors l'ensemble U = {(UI, XO),": ,(U).;, XO), (UI, Xn-l)} est résolvant pour 
GOPn. Cependant, même si Uc E !Jf!c' onlle sait pas si U E !Jf!cop,,' Les théorèmes 
suivèI,nt permettront de donner une méthode pour trouver les éléments de ,rJi:cop" 
cOIlllaissant les éléments de !Jf!c et de Pc' 
Théorème 4.2.5. Sod G '/Ln, gmphe . .4lo'/'8 
10c(G) -::; 10c(G 0 Fil) -::; min{loc(G) + 1, loc,/(G)}. 
DÉMONSTRATION. On sait. que 10c(Pn) = 1. Ainsi, on a nécessairement que 
max{loc(G),loc(Pn)} 10c(G). De plus, comme on a que 10cd(P,,) = 2, on obtient 
que min{loc(G) + 10cr/(Pn),loc(Pn ) + 10c,JG)} - 1 = nün{lodG) + Lloc,/(G)}. 
Les corollaires 4.2.1 et 4.2.3 terminent la preuve. 
On remarque clonc que si loc( G) = locd (G), alors on a nécessairement que 
loc( G) 10c( Go PlI)' Le théorème et le corollaire suivants sont. des résulta.ts qui 
montrent que clans un tel cas, les éléments de !!Je permettent cle trouver facilement 
plusieurs éléments de 84'!GOP
n
' 
Théorème 4.2.6. Soit G 'un graphe et U 'un ensemble doublement résolvant de 
G. A lors U x {xo} est r~sol7)ant pO'ur G 0 Pn. 
DÉMONSTRATION. Soit (a}, bd et (a2,b2 ) deux sommets distincts de Go U 
un ensemble doublement résolvant de G et supposons que U x {xo} ne résout 
pas (al,b1) et (a2,b2 ). Ceci implique que pour tout (u,xo) EUx {xo}, on a 
queI7~a~:,1),(n2,b2)(('1.I.,:ro)) = 0, c'est-à-dire que pour tout ('U.,xo) EUx {:ro}, on 
a que ((a.l, bd, (1/" xo)) = 0GOP
n 
((0.2, b2), (U, xo)). Ceci revient clonc à dire 
que 0c(al,ll.) - 0G(a2,'u) = op" (b2 ,xo) - Op" (bl,xo). Si les deux sommets étaient 
dans la même G-fibre, on obtiendrait que 0Pn (b2, xo) - 0Pn (bl , xo) 0, ce qui est 
impossible, car bl =1= b2 . On obtient donc que ''7~1,(l2('U.) = op,,(bz,xo) - r5 p,.(b1 ,:ro) 
pour tout 'lt EU, ce qui implique que Tt] ,a2 est constant sur U. Ceci est une 
c 
contradiction, car U est un ensemble doublement résolvant de G. 
Corollaire 4.2.4. Soit G un g·mphe. Si !!Jc C 84'!GJ alors pO'u'/' tm.l.t U E !!Jc : 
U x {xo} E 84'!cop". 
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DÉ~v[ONSTRATION. Si U E :?Jc;, alors on a que U ~< {xo} est résolvant. pour GOPn , 
par le théorème L1.2.6. Comme :?Je C :!4e , on a que lU x {xo}1 = 10c(G). Le 
théorème 4.2.5 complète la preuve. D 
Remarque 4.2.1. Soit U E :?Je et supposons que 10c(G) = 10cd(G). Comme 
Aut(G) x 2 2 ::; Aut(G 0 Pn ), on a aussi que U x {x 71-d E !JieDpn ' 
Le corollaire 4.2.4 dorine la première étape pour trouver les éléments de :!4GDPn 
dans le cas où :?Je ç :!4e . La deuxième étape est de regarder les éléments qui se 
trouvent dans:!4G \:?Je , peu importe que ÇJG ç :!4e ou que ÇJe n:!4G = 0. En effet, 
il se peut qu'il existe un ensemble U E !Jie \ÇJe tel que U x {xo} E /%eDPn pour 
certaines valeurs de n. Voici comment trouver si G possède de tels ensembles. 
Pour U E /%e\ÇJe et pour :C,y E V(G), posons 77~'Y(U) := miunl''l~'Y(u)l. 
. lIE 
Comme U n'est pas doublement résolvant, alors il existe x, y E V( G) tel que 
77~,!I (U) 2: 1. Posons maintenant ''le (U) '-
obtient donc que ''le (U) 2: 1. 
Le théorème et le corollaire suivants sont des résultats qui donnent les valeurs 
de n pour lesquelles l'ensemble U x {xo} est résolvant pour GD Pn. 
Théorème 4.2.7. Soit G 'Un gmphe et U un ensemble r-ésolvant de G. Si on a 
que 2::; n::; k, où k = ''le (U), alo7's U x {1:0} est 7'ésolvant pOUT G 0 Pli' 
DÉivlONSTRATION. Soit (al, b1) et (a2: b2) deux sommets clistincts cie GD Pn , U 
un ensemble résolvant cie G et. sUppOSOllS que l'ensemble U x {:z:o} ne résout pas 
(al, b1 ) et (a2, b2)· Par un raisonnement identique à celui fait lors de la preuve du 
théorème 4.2.6, on obtient que Jc(o,l; u) -6e (o.2' 'u) = 6Pa (b'2, :/:0) -6p l> (b1, :7.:0) pour 
tout ('Il, :7:0) EUx {xo}. Si les cieux sommets étHient clans la l1lême G-fibre, on 
obtienclrait que 6p " (b2 : 1:0) - Jp " (b 1: :co) = 0, ce qui est impossible, car b1 =1= b2 . On 
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obtient donc que Tl~1.a2('U) = op" (b2, :1:0) - op" (b l , xo) pour tout, u. E U. Toutefois, 
op" (b2, :1:0) - op" (b l , .TO) :S n - 1 < k, car diam(Pa) = n - 1. Ceci revient à dire 
qlùl exist.e ClI, Cl2 E F(G) tel que Tl~1,a2('U) < k pour tout 'U E U, ce qui contredit 
l'hypothèse que TJe; (U) = k. Ainsi, hnsemble U x {xo} résout GD PIl' D 
Corollaire 4.2.5. Soit G un graphe et U E f%e;' Si on a q1te 2 :S n :S k et que 
k = Tle;(U), alors loc(G 0 PIl) = loc(G). 
DÉMONSTRATION. Si U E f%e; et si 77e;(U) = k, alors, par le théorème 4.2.7, on a 
que U x {xo} est résolvant pour GD Pn sï2 :S n :S k. Le théorème 4.2.5 termine 
la preuve. D 
La troisième étape permettant de trouver les éléments de l'ensemble f%e;OPn 
est de construire tous les autres ensembles U du théorème 4.2.2 et de voir ceux 
qui sont résolvants pour GD Pa. Pour que l'un de ces ensembles U ait une chance 
d'être résolvant pour GD Pn , il faut absolument que U possède un élément dans 
la G-fibre G x {xo} ou dans la G-fibre G x {Xn-l}' Si tel n'était pas le cas, on 
aurait alors que U ne résoudrait pas tous les sommets d'une même P,,-fibre. 
Si aucun élément de f%e;op" n'a été trouvé après la troisième étape, cela im-
plique que loc( GD Pn) = loc( G) + 1. Dans cette situation, les ensembles construits 
au théorème 4.2.3 sont des éléments de ,q,j!cop". D'autres éléments de f%coP" 
peuvent aussi être facilement construits à partir cie certains éléments de f%c' 
Le résultat suivant montre comment y parvenir. 
Théorème 4.2.8. Soit G un graphe, Uc un ensemble Tésolvant de G et 'ttl E Uc ' 
Supposons q'ue 'T7e;(Uc ) = k::: 2 et que n > k. Alors, U = Uc x {:ro} U {('ttI,Xj)} 
est résolvant pO'tl'T' G 0 P" si TI, - k :S j :S n - 1. 
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DÉivIONSTRATION. Soit (al,bd et (a2,b2 ) deux sommets distincts de GD Pn tel 
que (al, bd est dans la G-fibre G x {.TI} et tel que (a2, b2) est dans la G-fibre 
G x {:1.:I'}' Si 1:, = X'l, alors les deux sommets sont résolus par U c x {xo}. Si 
o ::; l < l' ::; j, alors on sait, par le théorème 4.2 .. 3, qu'ils s'ont résolus par U. 
Si 0 ::; l < j et si j ::; l' ::; n - 1, alors les sommet.s (?lI, xo) et (?lI, Xj) de U 
résolvent (al, bl ) et (a2, b2 ). En effet, si h;m suppose le contraire, on obtient que 
·l7(Ol.bll ,(02h)(('/1'I, :1:0)) = 17(Ol,bl).(a2,b~)((1.l.I, x)) = O. Ceci implique que 
GOPn GOPn J 
l - l' = (j -l) - (l' - j) 
ce qui implique qne l = j, une contradiction. Si j ::; l < l' ::; n - 1, alors 
les sommets de Uc x {xo} résolvent (al, bl ) et (a2, b2). En effet, si l'on suppose 
le contraire, on obtient que 'l]~o~;,:),(02,b2)((tli,XO)) = 0 pour tout ?li E Uc' Ceci 
implique que 
= l'-l 
::; (n - 1) - j 
::; (n -, 1) - (n - k) 
=k-l 
pour tout l1'i E Uc;, ce qui implique que '17cUJc) < k, une contradiction. D 
Le théorème précédent dit que si 10c(GOFn) = 10c(G)+1 et s'il existe U E !%c 
tel qne "7c;(U) = k < TL, alors l'élément que l'on ajoute à U x {:ro} pour former un 
ensemble résolvant de GD P., n'est pas nécessairement dans la dernière G-fibre de 
GD Pn. En effet, on peut l'ajout.er dans n'importe quelle des k dernières G-fibres. 
Ainsi donc; les ensembles formés aux t.héorèmes 4.2.3 et 4.2.8 donnent la qua-
trième étape de not.re méthode pour trouver les éléments de 
Finalement, la cinquième étape consiste à trouver les ensembles résolvants UG 
cardinalité loc( G) + 1 et à former tous les ensembles U comme au théorème 
4.2.2 en vérifiant lesquels de ces derniers sont résolvants pour GD Pn. Connaissant 
les éléments de §f!G' on peut former plusieurs ensembles résolvants de cardinalité 
10c(G) + 1 en ajoutant à un ensemble U E §f!G un sommet x E V(G)\U. Les seuls 
ensembles de cardinalité loc( G) + 1 que l'on n'obtiendra pas de cette façon sont 
ceux qui sont minimaux par rapport à l'inclusion, mais qui ne sont pas minimums. 
particulier, si un ensemble U de cardinalité loc( G) + 1 satisfait aux conditions 
du théorème 4.2.7, alors U x {xo} E §f!CDP
n
' De plus, si 10cAG) 10c(G) + 1, on 
obtient que pour tout U E ~G' U X {xo} E §f!CDP
n
' 
Dans le cas où G est une graphe antipodal, il est encore plus facile de trouver 
des éléments de §f!CDP". Comme pour un graphe quelconque, on tout d'abord 
de trouver les éléments de §f!CDP
n 
en passant au travers des trois premières ét'apes 
décrites plus haut. Si rien n'est trouvé après les trois premières étapes, alors on 
sait que les ensembles construits au théorème 4.2.3 sont des éléments de §f!cop" 
et que loc( GD Pli,) = loc( G) + 1. De plus, on sait aussi que pour tout U E E!1c ' on 
fi, que U x {xo} E §f!GOP". En effet, par le théorème 4.2.6, on sait que U x {xo} est 
résolvant pour G 0 PIl • Puisque les trois premières étapes ont échoué, cela veut 
dire que n§f!G = 0. Comme G est antipodal, 011 obtient, par le corollaire 3.2.2, 
que 10cd(G) = 10c(G) + 1. Ainsi, lU x {xo}l = 10c(G) + 1 Ioc(G P.J.), ce qui 
implique que U x {xo} E §f!CDP". Comme mentionné ci-haut, il se peut cependant 
qu'il existe un ensemble résolvant Uc de cardinalité loc( G) + 1 tel que l'ensemble 
U du théorème 4.2.2, formé à partir de UCl soit. lui aussi un élément de §f!copn ' 
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4.3. LES HYPERCUBES 
On termine ce mémoire avec la présentation hypercubes. Comme le produit 
cartésien de graphes antipodaux est antipodal (proposition 4.1.3) et comme Qn 
est le produit cartésien de plusieurs copies de /(2 qui est antipodal, il s'ensuit que 
les hypercubes sont à la fois des graphes antipodaux et un produit cartésien de 
graphes. 
L' hypercube de dimension n, noté Qn, est le graphe obtenu par le produit 
n 
cartésien de n arêtes. En d'autres termes, Qn /(20 /(2 0 ... 0 !{2 = O/(2 
, v J i=l 
n foü 
et on a que Qn est un graphe n-régulier d'ordre 2n . Notons que si l'on pose 
V(l(2) = {O, 1}, alors les sommets de Qn sont des n-tuplets composés de 0 et de 
1. Ainsi, chaque sommet de Qn est représenté par un nombre binaire. Comme on 
déterminera par la suite les ensembles résolvants et doublement résolvants de Qn 
à automorphisme de Qn près, voici une description de Aut(Qn) : En représentant 
les sommets de Qn comme suites binaires (Xl,'" ,Xn ), une permutation a de 
V(Qn) est un automorphisme de Qn si et seulement si il existe une permutation 
C ::: ~) E Sn telle que a : (Xl,'" ,Xn) f-t (Yil' .. , ,Yi,J OÙ Yi j = Xij ou 1 - Xij' 
pour j = 1,·' . ,n. 
Afin d'alléger la notation, on représentera chaque sommet de Qn par un 
nombre en base 10 de la façon suivante : si X[2[ est un nombre binaire sur n 
bits, alors sa représentation en base 10 sera :r[IO) + 1. On ajoute 1 à x[10) pour 
ainsi avoir des nombres allant de 1 à 211 et non des nombres de 0 à 2n - 1. Par 
4 
exemple, pour un sommet xl2j = 0110 de 0 ](2, on aura que X[lll] + 1 = 6 + 1 = 7 1 
est le sommet correspondant dans V(Q,d. De plus, comme Qn est constitué de 
deux Qn_rfibres, on, dira que les sommets 1, . " , 2n - 1 seront les sommets compo-
sant la fibre Qn-l x {O} et que les sommets 
composant la fibre Qn-1 x {1}. 
+ 1, ... ,2/t seront les SOlllmets 
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3 4 3 4 
1 2 1 2 
(cl qq 
FIG. 4.3.1. Les hypercubes Q2, Q3 et Q4' 
Comme mentionné à la remarque 4.1.1, le produit cartésien est associatif. 
Ainsi, si n = 1"1 + 1"2 et que Tl, T2 2': l, on a que 
Plus généralement, si n = l'} + T2 + ... + 1'8 pour Ti 2': 1 et 1 ::; s ::; n, alors on 8: 
que Qn = QrJ 0 Qrz 0 ... 0 Qrs' Ceci permet d'énoncer le théorème suivant qui 
est une généralisation d'un théorème de Chartrand et al. [Ch]. 
Théorème 4.3.1. Soitn E N et soit P(n) l'ensemble des partitions de n. AloTs 
10c(Qn-d ::; 10c(Qll) ::; min{loc,JQIt-d, min 2:= 10c(Qi)}' 
XEP(Tl) 
iEX 
DJ~IVIONSTRATION. Pour montrer la borne inférieure, il ne suffit de remarquer 
que Qn = 'Q"-l 0 [(2. Ainsi, on obtient que loc( QIl) 2': max{loc( Qn-d, 10C(f(1) L 
par le corollaire 4.2.l. Comme 10c(I(:2) = l, on a que 10c(Qn) 2': 10c(Qn-d. 
borne supérieure est, quant à elle, une conséquence directe des théorèmes et 
4.2.5 ainsi que de l'associativité du produit cartésien de graphes. En effet, pour 
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ri, = Tl + 1'2 + ... + T s une partition quelconque de n, on a 
10c(Qn) = 10c(Q'i 0 Qr2 0 Qr,J 0 ... 0 Qr.} 
.:S 10c(QTJ) + 10c(Qr2 0 Qr:l o··· 0 Q7J 
.:S loc( Qr1) + loc( Qr2) + loc( Qr3 0 ... 0 QrJ 
< ... 
s 
.:S L loc( Qr;) 
;=1 
ce qui implique que 10c(QI1):::; ,minL loc(QiL par le théorème 4.2.4. De plus, 
)':EP(n) 
iEX 
comme /(2 = P2, le théorème 4.2.5 donne que 10c(Qn) :::; 10Cd(Qn-l), ce qui 
termine la' preuve. 
Dans l'article présenté par Caceres et al. [Ca], les auteurs donnent. le nombre 
de localisation pour les hypercubes de dimension 2 à 8, mais sans donner d"en-
sembles résolvants minimums et sans donner d'indications pour les trouver. Voici 
donc des tableaux présentant les éléments de fff!Q" et !i)QI1 pour 2 < 71, :::; 8. Ils . 
ont été trouvés en ut.ilisant la méthode en cinq étapes présent.ée à la section pré-
cédente et à l'aide du logiciel MAGMA. Notons que comme QI /(2, on a que 
10c(Qd = 1 et que 10cd (Qr) = 2. 
4.3.1. Les éléments de /Ji,) et de@Q 
"<2 2 
On a que Q2 = /(2 0 /(2 ~. Ct, Ainsi, on sait que loc(Q2) = 2 et aussi que 
10c,JQ2) = 3. La figure 4.3.1(a) représente Q2 et la tableau 4.3.1 contient les 
éléments de !%Q2 et de @Q2' 
TAB. 4.3.1. Les éléments de !%Q2 et. de @Q2 à automorphisme près. 
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4.3.2. Les éléments de:JfQ et de :?JQ 3 3 
3 
Comme Q3 = Q2 D QI = D QI, le théorème 4.3.1 donne que 
i=1 
1, les étapes 1 et 2 de la méthode ne donnent aucun ré-
sultat. À l'étape 3, on construit les ensembles du théorème 4.2.2. Ceci donne, ct 
automorphisme près, les ensembles {I,2} et {I,6}. Comme ils ne sont pas ré-
solvants pour Q3, on a clonc que 10c(Q3) = 3 et que PQ2 ç :JfQ3 . De plus, les 
ensembles du théorème 4.2.3 sont aussi cles éléments de :JfQ3 , c'est-à-dire que 
{I, 2, 5}, {I, 2, 6} E :JfQ3 • Cependant, les ensembles {I, 2, 3}, {I, 2, 5} et {I, 2, 6} 
sont tous clans la même orbite. Comme {I, 2, 3} est le seul ensemble résolvant de 
3 sommets de Q2 à automorphisme près, il ne reste qu'à appliquer le théorème 
4.2.2 sur cet ensemble pour trouver les derniers ensembles résolvants de Q3. On 
obtient de cette façon les éléments de l'orbite Aut(Q3)( {2, 3, 5}). 
En ce qui concerne PQ3 et 10c<t(Q3), on a que 10cd (Q3) = 4, car aucun des 
éléments de :JfQ3 n'est doublement résolvant. S'il existe un ensemble U E PQ3 tel 
que {I, 2, 3} C U, alors, par le théorème 2.4.2, on sait que U doit être de la forme 
U = {I, 2,3, i} avec i = 5,6,7,8. Ceci donne les ensembles {I, 2, 3, 5}, {I, 2, 3, 7} 
et {I, 2, 3, 8}, à automorphisme près. De ceux-ci, on obtient que les deux premiers 
sont doublement résolvants. Comme l'ensemble résolvant minimum {2, 3, 5} n'est 
pas contenu dans une unique Q2-fibre de Q:3, on ne peut pas utiliser le dernier 
argument avec cet ensemble pour trouver d'autres éléments de PQ3 . On les obtient 
donc à l'aide de lVIAGIVIA. 
:Jf
Q3 {I,2,3}, {2,3,5} 
P Q3 {I,2,3,5}, {I,2,3,7}, {2, 3, 5, 7}, {2,3,5,8} 
TAS. 4.3.2. Les élémellts de :JfQ3 et de PQ3 à automorphisme près. 
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4.3.3. Les éléments de :%Q4 et de ~Q4 
<\ 
Comme Q4 = (')3 0 QI = Q2 0 Q2 = Q2 0 QI 0 QI 0 QI, le théorème 
i=l 
4.3.1 donne que 3 ::; 10c(Q4) ::; 4. On procède comme avec Q3 et on constate que 
les étapes 1 à 3 de la méthode ne donnent aucun résultat. Ainsi, on obtient que 
10c(Q<\) = 4 et dOllc que :»Q3 ç !%Q4' Posons UI = {1, 2, 3, 5}, U2 = {1, 2, 3, 7}, 
U:3 = {2, 3, 5, 7} et U4 = {2, 3, 5, 8}. En appliquant le théorème 4.2.2 à chacun 
de ces ensembles, on obtient les résultats suivants. Premièrement, à partir de UI , 
on forme l'ensemble résolvant U~ = {2, 3, 5, 9}. On constate que 17Q4 (U~) = 2. 
Ainsi, par le théorème 4.2.7, cet ensemble est résolvant pour Q4 0 Pn si n ::; 2, 
ce qui revient à dire que U~ est résolvant pour Q4 0 P2 = Q5 et donc que 
loc( Q5) = 4. Deuxièmement, à partir de U2 et de U3, on forme les ensembles 
résolvants {1, 2, 7, ll} et {2, 3, 7, 13}. Finalement, à partir de U4 , on forme l'en-
, 
semble résolvant U~ = {2, 3, 8, 13}. On constate que U~ est doublement résolvant. 
Ainsi, 10c(Q4) = 10cd (Q4) et donc U~ est résolvant pour Q<\ 0 Pn , par le théorème 
4.2.6. En particulier, cet ensemble est résolvant pour Q5' Notons que Q4 est le 
plus petit hypercube tel que son nombre de double localisation est le même que 
son nombre de localisation. 
Si l'on forme tous les ensembles comme au théorème 4.2.2, on ne trouve pas 
de nouveaux éléments de !%Q4 ni de ~Q4' Il en est de même avec la recherche de 
nouveaux ensembles à l'aide de MAGlVIA. Ainsi, on a trouvé tous les éléments de 
!%Q et de ~Q . Ceux-ci sont présentés dans le tableau 4.3.3. 
4 <1 
!%Q<I \~q'l {l, 2, 3, 5}, {1,2,3,7}, {2, 3, 5, 7}, {? 3 h 8} ~, ,0, , 
{2, 3, 5, 9}, {l, 2, 7, ll}, {2,3,7,13} 
~ Q4 {2,3,8,13} 
TAB. 4.3.3. Les éléments de!%Q et de ~Q à automorphisme près. 
<1 ·1 
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4.3.4. Les éléments de !%Q", et de Ç!JQ3 
Comme 10c(Q4) :::; 10c(Q5) :::; 10cd (Q4) et. que 10c(Q,d = 10cd (Q4), l'étape 
1 de la méthode donne que Ç!JQ4 ç !%Q5' De plus, comme '/7Q4 ({2, 3, 5, 9}) = 2, 
l'étape 2 donne que {2, 3, 5, 9} E !%Q5' Finalement, l'étape 3 donI1e que l'ensemble 
{2, 7, 11, 17} E !JlQfi . Cet ensemble fut trouvé à l'aide du théorème 4.2.2 appliqué 
sur l'ensemble {1, 2, 7, 11} de !JlQ4' Ainsi, comme au moins une des trois premières 
étapes de la méthode a porté fruits, on a obtenu tous les éléments de fJiQs ' à 
automorphisme près. 
En ce qui concerne çgQ5 et 10cd (Q5), on a que 10cd (Q5) = 5, car aucun des 
éléments de fJiQ5 n'est doublement résolvant. S'il existe un ensemble U E çgQ5 
tel que {2, 3, 8, 13} c U, alors, par le théorème 2.4.2, on sait que U doit être 
de la forme U = {2, 3, 8, 13, 'il avec 17 :::; i :::; 32. De tous les ensembles que 
ceci donne, ceux présentés dans les deux premières lignes du tableau 4.3.4 dans 
la case q&Qs' à automorphisme près, sont cloublement résolvants. Par un raison-
nement identique, mais cett.e fois avec l'ensemble résolvant minimum {2, 3, 5, 9}, 
on trouve deux nouveaux éléments de q&Qs à automorphisme près, à savoir les 
ensembles {2, 3, 5, 9, 31} et {2, 3, 5, 9, 32}. Comme l'ensemble résolvant minimum 
{2, 7, 11, 17} n'est pas contenu dans une unique Q4-fibre de Q5, on ne peut pas 
utiliser le dernier argument avec cet ensemble pour trouver d'autres éléments de 
q&Qs' On les obtient donc à l'aide de MAGMA. On remarque deux choses. La 
première est qu'il existe un élément U E q&Qs tel que {2, 7, 11, 17} C U, à savoir 
l'ensemble U = {2, 7,11,17, 30}.. La seconde chose que l'on observe est que les 
quatre éléments sur la dernière ligne du tableau 4.3.4 ressemblent aux sept pre-
miers éléments énumérés pour Ç!JQ~' En effet, on a que ces ensembles contiennent 
chacun trois sommets de l'ensemble résolvant minimum {2, 3, 8, 13} auxquels on 
leur a ajouté deux SOlllmets provenant d'une Q4-fibre différente. Ainsi, ceci la.isse 
croire qu'il est possible de former des éléments de Ç»Q à partir de sous-ensembles 
Il 
d'ensembles résolvants de Qn si les sommets de ces sous-ensembles sont dans une 
même Qn_l-fibre et qu'on leur ajoute un nombre suffisant de sommets provenant 
de l'autre Q"_l-fibre de Qn. 
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:?lQ ~ {2, 3, 8, 13}, {2, 3, 5, 9}, {2, 7,11, 17} 1 
{2, 3, 8,13, 17}, {2, 3,8,13, 18}, {2, 3, 8,13, 21}, {2, 3, 8,13" 26}, 
'?JQ 5 {2, 3, 8,13, 28}, {2, 3,8,13, 29}, {2,3,8,13,31}, 
{2,3, 5, 9,31}, {2, 3, .5, 9, 32}, { 2, 7, Il, 17, 30} , 
{2, 3, 8,18, 29}, {2, 3,13,18, 24}, {2, 3,13,22, 32}, {2,3,13,24,32} 
TAS. 4.3.4. Les éléments de :?lQs et de '?JQ5 à automorphisme près. 
4.3.5. Les éléments de :?lQs et de '?JQ6 
Le théorème 4.3.1 donne que 4 ::; loc( Q6) < 5. À l'aide d'un raisonnement 
similaire à celui fait à la section 4.3.2, on obtient que loc( Q6) = 5. Ainsi, on a 
que ~Q5 ç :?lQ6' On trouve les autres éléments de :?lQs à raide des étapes 4 et 5 
de la méthode présentée à la section 4.2 ainsi qu'à l'aide du logiciel MAGMA. 
En ce qui concerne ~Q6 et loc tt (Q6), on a que 10cd (Q6) = 6, car aucun des 
éléments de :?lQt, n'est doublement résolvant. Pour construire quelques éléments 
de ~Q6' considérons les ensembles U E Çî1Q5' S'il un ensemble U' E '?JQ6 tel 
que U cU', alors, par le théorème 2.4.2, on sait que U' doit être de la forme 
U' = U U {i} avec 33 ::; i ::; 64. On peut aussi utiliser cette procédure avec les 
ensembles {2,3,5,9,17}, {2,3,5,9,18} et {2,3,5,10,25}, car ils sont tous trois 
contenus dans une unique Q5-fibre de 0.6 • Comme les autres éléments de :?lQ6 ne 
sont pas contenus dans une unique Q5-fibre, on ne peut pas utiliser le dernier 
argument avec ces ensembles poUl' trouver les autres éléments de Çî1Qû' On les 
obtient donc ù l'aide de IvIAGMA. 
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TAB. 4.3.5. Les "'J."'.lHvU de &èQ et de 5?dQ à automorphisme près. G [, 
{2,3,8.n,17}, {2, 3, 3, 1:3, 18}, p, 3, 8,13,21}, p, 3, 8.13. 26}, 
p. :3. 8.13, 28}, {2, :3, 8, 13, 29}. {2, 3. 8,13, 3l}, 
{2,3 .. 5.9,:31}, 3,5,9, :32}, {2.7. Il. 1 ï. :30}, 
{2. 3, 8, 18.29}, {2, 3,1:3,18, 24}, {2, 3,1:3, 22, 32}, {2, :3,13.24, 32}, 
·rJl?Qs p, 3, 5, g, 17}, {2, 3, 5, 9, 18}, {2, 3, 5, 10, 25}, {2, :3, 5, 25.41}, 
{2, 3. 5. 25, tI2}, {2, :3, 5, 25, 44}, {2,3,5,2,s,48} {2, 3, 5, 2S, 48}, 
{2. 3,.5,32. 4S}, {2, 3,6,205. 41}, {2. 3, 6, 25. <l.5}, {2, 3, 6, 29, 45}, 
{2,3, 1:3,21, 40}, {2, 3,1:3,21, 4S}, 3, 1:3, 22, al)}, {2, 3,13,22, 48}, 
{2, 3,1:3,24, 46}, {2, .3.13,24, 48}, {2, 3,13,24, 
{2, 3, n, 32, 5:,l}, {2, 3, 13,32, ,s4}, {2,3,13,32,56} 
{2, 3, S, 13, 17, 3:3}, {2,3,8,13,17,34}, {2,3,8,13,17,36}, {2,3,8,13,I7,37}, {2,3,8,I3,I7,38}, 
{2,3,S,13;17,40}, {2,3,8,13,17,41}, {2,3,S,13,17,42}, {2,3,S,13,17,44}, {2,3,8,13,17,45}, 
{2,3,S, 13, 17,46}, {2, 3, S, 13, 17, 4S}, {2,3,S,13,17,49}, {2,3,S,13,17,50}, {2,3,S, 13, 17,52}, 
{2,3,8,13,17,53}, {2, 3, S, 13, 17, 54}, {2,3,8,13,17,56}, {2,3,S,13,17,57}, {2,3,S, 13, I7,5S}, 
{2.3,8,13,17,60}, {2,3,8,13,17,61}, {2, 3, S, 13,17, 62}, {2,3,S,13,17,64}, {2,3,S,13,lS,34}, 
{2,3,8,13,18,36}, {2,3,S,13,lS,37}, {2,3,S, 13, 18,40}, {2,3.S,13,IS,41}, {2,3,S, 13, lS,42}, 
{2,3,8, 13, l8,43}, {2,3,S,13,18,44}, {2, 3, 8, 1:3, 18, 4.5}, {2, 3, 8,13. lS, 4ï}, {2,3,8,13,l8,50}, 
{2,3,S,13,18,51}, {2, 3,8,13,18, 52}, {2,3,8,13,lS,53}, {2,3,S,13,lS,54}, {2,3.8,13,lS,55}, 
{2,3,8, 13, IS,57}, {2,3,S.13,IS,5S}, {2,3,S,13,lS,S!)}, {2,3,S,13,18,60}, {2,3,S,13,18,Bl}, 
{2.3,8, 13, 18,63}, {2,3,S,13,21,36}, {2,3,8,13,21,37}, {2,3,S,13,21,45}, {2,3,S,13.2l,47}, 
{2,3,8.13,21,50}. {2,3,8,13,21,52}, {2, 3, S, 1:3, 21, {2, 3, 8.13,21, GO}, {2,3,8,13,21,61}, 
{2,3,8,13,21,62}, {2,3.S, I3,26,36}, {2,3,8,13,26,42}, {2,3,8,13,26,44}, {2,3,S, 13,26,45}, 
{2,3,S,13,26,46}, {2,3,S,13,2G,47}, {2,3,8,13,26,48}, {2, 3, 8, 13, 26, 49}, {2,3,S,13,26,50}, 
9 Qc, {2,3,S,13,26,52}, {2,3,8,13,26,53}, {2, 3, S, 1:3, 26. , {2,3,S,13,26,56}, {2,3,8,13,26,5S}, 
{2, 3, 8,13.26; 60}, {2,3,S,13,26,61}, {2, 3, 8, 13, 26, 62}, {2,3,~, 13, 26,63}, {2,3,S,13,26,64}, 
{2,3,8,13,28,36}, {2,3,S,13,2S,44}, {2, 3, S, 13, 2S, 45}, {2,3,8,13,2S,46}, {2,3,8,13,28,49}, 
{2,3,8,13,2S.50}, {2,3,S,13,28,52}, {2,3,8,13,28,53}, {2,3,8,13,28,60}, {2,3,8,13,2S,61}, 
{2,3,8,13,28,G2}, {2,3,8,13,28,64}, {2,3,8,13,29,3G}, {2, 3, S, 13,29, 45}, {2,3,S, L3, 29, 47}, 
{2,3,8.13,29,49}, {2,3,8,13,29,51}, {2, :3, S, 13,29, {2,3,8,13,29,53}, {2,3,8,13,29,GO}, 
{2,3,8,13.29,61}, {2,3,S,13,29.62}, p, 3, S, 13.29, Gtl}, {2,3,8,13.3l,36}, {2,3,8,13,31,46}, 
{2,3.8,13,31,47}, {2,3,8,13,31,49}, {2,3,8,13,31,50}, {2,3,S,13,31,51}, {2,3,S,13,31,52}, 
{2,3,S.13,3l,53}, {2, 3,8,13,31, {2,3,8,13,3L, {2,3,8, t3,3I,BO}, {2,3,8,13,3l,Bl}, 
{2,3,S,13,31,62}, {2.3,S.13,31,G3}, {2, 3, 8,13,31. G'l }', 3,5,9.31,33}, {2,3.5,9.31.34}, 
{2, 3, 5. D, :H, 3B}. p. 3, 5, 9, 31, <14}, {2, 3, 5, 9,31, <l8}, {2, 3, S, 9. 31, 50}. {2,3,.5,9.31,52}, 
{2,3,5,9,31,5G}, {2, 3. 5, 9, 31, 6t1}, {2,3,5,9,32,33}, 3, :'S, g, 32, 35}, {2, :3, 5, 9, :32, ll:l}, 
{2, :3, 5. 9. :32, 48}, {2,3,5,9.32,49}, {2,3,5.9,32,53}, 3,5, g, 32, 59}, {2.3,5.9,32,63}, 
{2. 3, 5. 9. :~2, 64}, {2, 7, II,lï,30,33}, {2, i, 11, 17. :lO, 34}, T,Il, 17, 30, 35}, {2,7.11. 1~30,36}, 
{2,7, Il. 17,30. 37}, {2, 7, Il, 17, 30, 42}, {2,7, Il.1~30,tl3}, {2, i, 11. 17,30, 4'.L} , {2.7,ll,17,30,45}, 
Suite du tableau 4.3.5 à la. page suhrante ... 
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{2,~ Il, 17, 30, 16}, {2,7. Il, 17, 30, 47}, {2, 7, Il, l7,30,18}, {2,7. Il. l7,30,50}. {2,7, Il. 17, 30, 52}, 
{2,7, Il, l7,30,56}, {2,7, Il, 17:30,58}, {2, 7, Il, 17,30.62}, {2,7. Il. 17,30,64}. {2,3,8,18,29.34}, 
{2,3,8,18,29,36}, {2,3.8,18.29,38}, {2,3.8.l8,29,39}, {2,3,8.18,29,40}, {2,3,8.18.29.42}, 
{2.3,8,18,29,44}, {2,3,8.18,29,45}, {2.3,8,18.29,46}, {2,3.8.18,29,47}, {2.3.8.18,29,48}, 
{2.3,8,18,29,49}, (2,3,8, 18,29.50}, {2,3,8,18,29,51}, {2,3,8,18,29,52}, {2,3,8,18,29.53}, 
{2,3,8,18,29,55}, {2,3,8,18,29,58}, {2,3,8,18,29,60}, {2,3,8,18,29,61}, {2,3,8.18,29,G2}, 
{2,3,8,18,29.63}, {2,3,8,18,29,54}, {2,3, 13, 18,24,33}, {2,3, 13, 18,24,34}, {2,3, 13, 18,24,35}, 
{2,3,13,18,24,35}, {2,3,13,18,24,37}, {2,3,13,18,24,38}, {2,3, 13, 18,24,39}, {2,3,13,18,24,40}, 
{2,3, 13, 18,24,41}, {2,3, 13, 18,24,12}, {2,3, 13, 18, 24,43}, {2,3, 13, 18,24,44}, {2,3, 13. 18,24,45}, 
{2,3,13,18,24,46}, {2,3.13,18,24,47}, {2,3, 13, 18,24,48}, {2,3, 13, 18,24,49}, {2,3,13,18,21,50}, 
{2,3,13,18,24,51}, {2,3,13,18,24,52}, {2,3,13,18,24,53}, {2,3,13,18,24,54}, {2,3,13,18,24,55}, 
{2,3, 13, 18,24,56}, {2,3,13,18,24,57}, {2,3, 13, 18,24,58}, {2,3, 13, 18,24,59}, {2,3, 13, l8,24,60}, 
{2,3, 13, 1~,24,61}, {2,3, 13, 18,24,62}, {2,3,13,18,24,63}, {2,3, 13, 18,24,64}, {2,3,13,22,32,33}, 
{2,3,13,22,32,35}, {2,3,13,22,32,37}, {2,3,13,22,32,38}, {2,3,13,22,32,39}, {2,3,13,22,32,40}, 
{2,3,13,22,32,41}, {2,3,13,22,32,42}, {2,3,13,22,32,43}, {2,3,13,22,32,44}, {2,3,13,22,32,45}, 
{2, 3,13.22, 32,.47}, {2,3,13,22,32,50}, {2,3,13,22,32,52}, {2,3,13,22,32,54}, {2.3,13,22,32,56}, 
{2,3,13,22,32,57}, {2,3,13,22,32,58}, {2,3,13,22,32,59}, {2,3,13,22,32,60}, {2,3,13,24,32,33}, 
{2,3,13,24,32,35}, {2,3,13,24,32,36}. {2,3,13,24,32,37}, {2,3,13,24,32,39}, {2, 3,13,24',32, 40}, 
{2,3,13,24,32,41}, {2,3,13,24,32,42}, {2,3,13,24,32,44}, {2,3,13,24,32,45}, {2,3,13,24,32,47}, 
<2 Qf) {2,3,13,24,32,48}, {2,3,13,24,32,49}, {2,3,13,24,32,51}, {2,3,13,24,32,52}, {2,3,13,24,32,53}, 
{2,3,13,24,32,55}, {2,3,13,24,32,56}, {2,3,13,24,32,57}, {2,3,13,24,32,58}, {2,3, 13,24,32,~0}, 
{2,3,13,24,32,61}, {2,3,13,24,32,63}, {2,3, 13,24, 32, 64}, {2,3,5,9,17,64}, {2,3,5,9,18,63}, 
{2,3,5,9,18,64}, {2,3,5,10,25,55}, {2,3,5,10,25,56}, {2,3,5,10,25,63}, {2,3,5,10,25,64}, 
{2,3,5,25,41,64}, {2,3,5,25,42,64}, {2,3,5,25,37,44}, {2,3,5,25,44,55}, {2,3,5,25,44,64}, 
{2,3,5,25,39,48}, {2,3,5,25,48,49}, {2'~15,25,48,53}, {2,3,5,25,48,57}, {2, 3,5,25, 48, 59}, 
{2,3,5, 25, 48, G4}, {2,3,5,20,28,48}, {2,3,5,28,48,53}, {2,3,5,28,48,61}, {2,3,5,32,48,49}, 
{2,3,5,32,48,53}, {2,3,5,32,48,57}, {2,3,5,32;48,63}, {2,3,5,32,48,64}, {2,3,6,25,41,56}, 
{2, 3, 6, 25, 41, 64}, {2,3,6,25,45,G6}, {2,3,6,25,45,64}, {2,3,6,29,45,52}, {2, 3, 6, 29, 45, 60}, 
{2,3,6,29,45,63}, {2,3,13,21,29,40}, {2,3,13,21,40,64}, {2,3, 13, 19,21,48}, {2,3,13,21,29,48}, 
{2,3,13,21,48,49}, {2,3,13,21,48,51}, {2,3,13,21,48,61}, {2,3,13,2l,48,64}, {2,3,13,22,39,53}, 
{2,3,13,22,39,60}, {2,3,13,18,22,48}, {2,3,13,20,22,48}, {2,3,13,22,25,48}, {2,3,13,22,29,48}, 
{2.3,13.22,30,48}, {2,3,13,22,48,50}, {2,3,13,22,48,51}, {2,3,13,22,48,52}, {2,3,13,22,48,62}, 
{2.3,13,22,48,64}, {2,3,13,24,38,46}, {2,3,13,24,44,46}, {2,3,13,24,46,50}, {2,3,13,24,46,51}, 
{2,3,13,24,46,52}, {2,3,13,24,46.57}, {2,3,13,24,46,58}, {2,3,13,24,46,59}, {2,3,13,24.46,61}, 
{2,3,13,24,4G,62}, {2, 3, 13,20,24, 48}, {2,3,13,24,26,48}, {2,3,13,24,30,48}, {2,3,13,24,48,52}, 
{2,3,13,24,48,63}, {2,3,13,24,48,64}, {1.2,3,13,24,57}, {2,3,4,13,24,57}, {2,3,13,14,24,57}, 
{2,3, 13, IG,24.57}, p, :3,13,21. 2.4. 57}, {2,3.13,22,24,57}, {2,3,13,24,34,57}, {2,3,13,24,36,57}, 
{2,3, 13.24,38, 5T}, {2. 3,13,24, ,JO, 57}, {2,3,13,24,41,57}, {2,3,13,24,12,57}, {2.3,13,24,44,57}, 
{2.3.13,24,45,57}, {2,3,13,24,49,57}, {2,3,13,24,52,57}, {2,3,13,24,56,57}, {2,3,13.24,57,58}, 
Suite du tA b1eau 4.3.5 cl la. page sui\'ante ... 
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{2,3,13.24,5T.60}, {2,3,13.24,5T,G4}, {2,3,13.32,33,53}, {2,3.13,32,34.53}, {2,3.l3.32,36,53}, 
{2,3,13.32.4l,53}, {2,3,13,32,43,53}, {2,3,13.32,44.53}, {2,3,13.32,45,53}, {2,3.l3,32,46,53}, 
p. :3, 1:3. :32, 48, .53}, {2,3, 13,32~49,53}, {2, 3, 13,:32, 50. 53}, {2.3.13,32,52,53}, {2.3.l3,32,53.61}, 
{2,3.13.32,53,62}, {2.3,13,32,53.64}, {2.3.13,32,33,54}, {2,3.13,32,34.54}, {2.3,13.32.35.54}, 
{2,3.13,32,36,54}, {2.3.l3,32,41,54}, {2, :3, 1:3,32, .12, 5:1}, {2,3.l3.32,43,54}, {2,3.l3.32,44.54}, 
{2,3,13.32,45,54}, {2. 3,13,32,46. 54}, {2.3.13,32,4T,54}, {2,3,13,32,50,54}, {2,3,13,32,5l,54}. 
{2.3.13,32,52,54}, {2,3.l3,32.54,57}, {2,3,13.32.54,58}, {2,3,13,32,54,59}, {2,3,13.32,54.6l}, 
{2,3.l3,32,54,62}, {2,3,13,32,54,G3}, {2, 3,13,32,54, 64}, {2,3,13,32,33,56}, {2.3,13.32,35.56}, 
{2,3,13,32,36,56}, {2,3,13,32.4l,56}, {2;3,13,32,43,56}, {2.3,13,32,44,56}, {2,3,13.32,45.56}, 
{2.3,13,32,47,56}, {2,3,13,32,48,56}, {2,3,13,32,49,56}, {2.3,13,32,5l,56}, {2.3,13,32.52,56}, 
{2,3.13,32,56,57}, {2,3,13,32,56,59}, {2,3,13,32,56,60}, {2, 3,13,32, .56, 6l}, {2.3,13,32,56,63}, 
{2,3,13,32,56,64}, {1,2,3,13,2l,60}, {1,2,3,13,22,59}, {1,2,3,13,22,60}, {1,2,3,13,24,58}, 
{1,2,3,14,22,59}, {1,2,3,14,22,60}, {1,2,3,14,23,57}, {1,2,3,14,23,58}, {1,2,3,14,23,60}, 
{l, 2, 3, 14, 24, 57}" {1,2,3,14,24,58}, {1,2.3,14,24,59}, {1,2,3,16,24,57}, {1,2,3,29,45,56}, 
{1,2,3,29,46,55}, {1,2,3,29,46,56}, {1,2,3.29,48,56}, {1,2,3,30,46,55}, {1,2,3.30,46,56}, 
~ Qr. {1,2,3,30,47,56}, {l, 2, l5,24,44,53}, {1,2,15,24,47,GO}, {1,2,15,24,59,62}, {2, 3, .5, 9,20. 64}, 
{2.3,5, 10, 19,64}, {2,3,5,10,27,56}, {2,3,5,10,27,64}, {2,3,5,12,22,57}, {2,3,5,12,22,58}, 
{2,3,5,12,22,59}, {2,3,5, 12, 29,54}, {2,3,5,12.29,64}, {2,3,5,12,29,56}, {2,3,5,26,42,55}, 
{2,3,5,26,43,54}, {2,3,5,26,43,64}, {2.3,5,26,44,64}, {2, 3, 5, 2G, 47, G4}, {2, 3, 5, 26, 48, 58}, 
{2,3,5.26,48,59}, {2,3,5,26,48,57}, {2,3,5,26,48,64}, {2,3,5,28,44,6l}, {2, 3,5, 28,46, 55}, 
{2,3,5,28,46,58}, {2,3,5,28,4G,59}, {2,3,6, Il,21,60}, {2,3,6,11,2l,64}, {2,3,6, Il,29,52}, 
{2,3,G, Il,29,56}, {2,3,6, Il,29,64}, {2,3,6,13,23,60}, {2,3,6,15,25,52}, {2,3,6,15,25,64}, 
{2,3,6,15,29,52}, {2,3,6, 15, 29,60}, {2,3,6,15,29,64}, {2,3,6,25,42,55}, {2,a,6,25,43,54}, 
{2,3,G,25,43,55}, {2,3,6,25,43;64}, {2,3,6,25,44,6l}, {2,3,6,25,46,55}, {2,3,6,25,46,64}, 
{2,3,6,25,47,64}, {2,3,6,25,48,57}, {2,3,6,25,48,64}, {2,3,6,25,48,6l}, {2,3,6,26,43,53}, 
{2,3,6,26,45,55}, {2,3,6,27,45,60}, {2,3,6,27,45,64}, {2,3,6,29,4T,60}, {2,3,6,29,48,57}, 
{2,3,6,29,48,61}, {2,3,13,2l,42,60}, {2,3,13,21,60,64}, {2,3,13,22,44,60}, {2,3,13,22,28,40}, 
{2,3, l3,22,4~,55}, {2,3,13,22,45,59}, {2,3,13,22,47,5l}, {2,3,13,22,47,60}, {2,3,13,22,51,56}, 
{2,3,13,22,5l,60}, {2,3,13,22,59,60}, {2,3,13,22,59,64}, {2,3,13,24,45,64}, {2,3,13,24,58,6l}, 
{2,3,13,29,50,56}, {2,3,13,29,54,59}, {2,3,13,29,54,64}, {2,3,13,29,56,60}, {2,3,13,29,56,64}, 
{2,3,13,30,5l,56}, {2,3,14,23,29,60}, {2,3,14,23,57,60}, {2,3,14,23,57,64}, {2,3,29,30,4T,56} 
4.3.6. Quelques mots sur f!)?Q" et sur gQ" lorsque n 2: 7 
Le théorème 4.3.1 donne que 5 ~ loc( Q7) ~ 6, mais les étapes 1 à 3 de la 
méthode de la section 4.2 ne donnent aucun résultat. Ainsi, on a que loc( Q7) = 6 
et que Ç»Q ç f!)?o_' On pourrait trouver les autres éléments de !!A!Q_ à l'aide des 
6 ~ 1 1 
étapes 4 et 5 de la méthode ainsi qu'à l'aide de rdAGrdA, mais ceci serait très 
66 
fast.idieux étant donné le nombre gigantesque de sous-ensembles de six sommets 
que ron peut former à partir des 27 sommets de Qi. 
En ce qui à trait à loc,/(Q7), on a trouvé à l'aide du logiciel .MAGIVIA que 
l'ensemble U = {2, 3, 8, 28, 4.5, 116} est un élément de '»q,' Ceci implique que 
loc,/(Q'j) 10c(Qi) = 6, que '»q7 ç /Jlq , et que U est résolvant pour le produit 
cartésien Q, 0 Pn (t.héorème 4.2.6). En particulier, U est donc résolvant pour Qg. 
Comme loc( Qi) :::; loc( Qs) :::; loc ti (Q .. ), on obt,ient ainsi que loc( Qs) = 6 et que 
'»Q, ç 3f!Qs' Notons que comme on ne connaît pas encore tous les éléments de 
3f!qS' il est impossible pour le moment de savoir si locd (Qs) = 6 ou si locd (Qs) 7. 
En observant les résultats obtenus jusqu'à maintenant pour Qn, on constate 
que '»qn ç 3f!Qn+l lorsque 2 :::; n :::; 7. que ceci est vrai pour toute valeur de 
n? Si tel est le cas, ceci impliquerait que 10c(Q71+d = locr/(Qn) pour tout n E N. 
Ainsi, on pourrait calculer le nombre de localisation de Qn+1 avec seulement les 
informations concernant Qn. 
/ 
Cependant, s'il existe un kEN tel que '»q 1:: 3f!q , alors on a nécessaire-
k k+l 
ment que 10c(Qk+d < 10cd(Qk), par théorème 4.2.6. Comme on a toujours que 
10c(Qk):::; 10c(Qk+d:::; 10c(QkJ+l (corollaire 4.2.3) et que locr/(Qk) :::; 10c(Qd+l 
(corollaire 3.2.2), on en déduit alors que 10c(Qd = 10c(Qk+d. Le corollaire 3.2.2 
donne alors que 10c,JQd 10c(Qk) + 1, car 10c(Qd :::;loc,,(Qd :::; 10c(Qk) + 1 
et 10c(Qk+d < 10cd(Qk). Finalement, on obtient que 10cd(Qk+d 10c(Qk+d + 1. 
En effet, en supposant le contraire, on obtiendrait. que 
ce qui impliquerait que 10cJ Q.~:+l) < 10cA Q1.,), contredisant le corollaire 2.4.1. 
Bref, s'il exist.e un k E fil tel que '»q 1:: Yin , alors on doit nécessairement avoir 
/.. "'1.-+1 
2Le Département de mathématiques et de statistique de l'Université de lVlontréal n'a en sa 
possession que la version étudiante de JVIAGIVIA. Celle-ci ne dispose que d'une mémoire de 10 
lHB, ce qui est insuffisant pour expliciter les éléments de ,cJi:Q " et de c:!1q " lorsque n 2:: ï. 
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Annexe A 
LOCALISATION DANS LES GRAPHES 
INFINIS 
On rappelle qu'un graphe G est infini si la cardinalité de V(G) n'est pas finie. 
Dans un tel graphe, l'existence d'un ensemble résolvant n'est pas certaine, contrai:-
rement au cas où G est finil. On débutera par montrer l'existence de graphes infinis 
ne possédant pas d'ensembles résolvants. Par la suite, on donnera des exemples 
de graphes infinis G tel que loc( G) est bien défini et on donnera des conditions 
suffisantes qui assureront l'existence d'ensembles résolvants pour G. 
A.1. GRAPHES INFINIS N'AYANT PAS D'ENSEMBLE RÉSOLVANT 
La gTille caTtésienne de dimension k, notée C(k), est le graphe ayant pour 
sommets l'ensemble V(C(!.:») et tel que [x,y] E E(C(!.:») <==> IXi - Yil :::; 1 
pour i 1, ... ,k, avec égalité pour exactement un i. En d'autres termes, C(!.:) est 
k 
le produit cartésien de k copies du double rayon2 , c'est-à-dire que C(!.:) = 0 Di, 
i=1 
où Di D pour i 1, ... , k. 
Le théorème et les corollaires suivants sont des résultats qui montrent que 
10c(CU"») n'existe pas si k ~ 2, car C(!.:) ne possède aucun ensemble résolvant. 
Ceci est en quelque chose d'abelT::Lnt, car il est toujours possible de plonger 
C(!.:) clans la grille forte p(~'), C(I,:) étant nn sous-graphe partiel de pU·). 
l Voir la proposition 2.3.1. 
2Voir la sectioll 2.1 pour une définition du graphe D. Pour tlne figure représenta.nt D, voir 
la figure 2.1.2. 
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Théorème A.I.I. Le graphe C(2) ne possède aucun ensemble résolvant. 
DÉMONSTRATION. Supposons le contraire, c'est-à-dire que C(2) possède un en-
semble résolvant U = {( UI, uD, ... ,( Uk, u~)}. Comme U C V (C(2)) = Z2 et parce 
qu'il est résolvant, on a que U est un ensemble fini de couples d'entiers. Ainsi, 
m = (ml, m2) = (max Ui, max U~) est un sommet de C(2). Ce sommet possède 
l::;i::;k l::;i::;k 
comme voisins x = (ml, m2 + 1) et y = (ml + 1, m2). Pour un sommet quelconque 
U = (Ui,U~) E U, on a que 
77;(;) (u) = (6
c
(2) (x, rri) + 6c(2) (m, u)) - (6
c
(2) (y, m) + 6c(2) (m, u)) 
= (1 + 6 c(2) (m, u)) - (1 + 6 c(2) (m, u) ) 
=0 
et donc on a que 77x ,y (u) = 0 pour tout u E U. Ceci contredit le fait que U est 
c(2) 
résolvant pour C(2). 0 
Le théorème précédent est illustré à la figure A.l.l. Les sommets rouges sont 
les sommets formant l'ensemble U. Ainsi, si C(2) possèdait un ensemble résolvant, 
il serait possible de le borner par un rectangle. 
x 
m y 
u 
FIG. A.l.I. Le graphe C(2). 
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Corollaire A.l.l. Le gmphe C(k) ne possède aucun ensemble résolvant si k ::::: 2. 
DÉlvIONSTRATION. Si tel était le cas, c'est-à-dire si CU,) possèdait un ensemble 
résolvant V alors l'ensemble V' = {p C(2) (v.) 1 uE V} serait résolvant pour 
C(2) par le théorème 2.3.1, car C(2) est une préfibre de C(i~). Ceci contredirait le 
théorème A.l.l o 
Corollaire A.l.2. Le graphe C(k) ne possède aucun ensemble doublement résol-
vant si k ::::: 2. 
DÉMONSTRATION. Si tel n'était pas le cas, ceci contredirait le corollaire précé-
dent, car un ensemble doublement résolvant est aussi résolvant. o 
A.2. GRAPHES INFINIS AYANT DES ENSEMBLES RÉSOLVANTS 
Le premier graphe infini que l'on va considérer dans cette section est un sous-
graphe induit du graphe D. Le graphe rayon R = (N, E) possède comme arêtes les 
éléments de l'ensemble E(R) = {[a, blila - bl = 1, a, bEN}. Comme dans le cas 
de Pn, on obtient que 10c(R) = 1. Cependant, R ne possède qu'un seul ensemble 
résolvant, à savoir l'ensemble {l}. On remarque de plus que f}JR = 0. En effet, 
supposons que R possède un ensemble doublement résolvant V. Par définition, 
cet ensemble est de cardinalité finie. Posons V = {Hl, U2,' .. ,ud et supposons 
que les éléments de V sont ordonnés, c'est-à-dire que Hl < 112 < ... < 'U.k. Pour 
deux sommets distincts a, b E V(R) tel que a > Uk et b > Uk, on obtient que 
17~.I'('l/,i) = a - b pour tout i = 1,2, ... ,k, ce qui veut dire que 'l7~,b est constant sui, 
V. Ainsi, R ne possède aucun ensemble doublement résolvant et donc f}JR = 0. 
Rappellons que cette situation est impossible dans le cas d'un graphe fini3 . 
3Yoir la sectioll 2.4. 
A-iv 
f.-ifis à part le fait que R ne possède pas d'ensemble doublement résolvant, 
ce graphe infini ne semble pas avoir des propriétés étranges. Il n'en est pas de 
même pour le graphe D. Dans la section précédente, on a montré qu'il n'existait 
aucune application de localisation injective de C(A,) vers F(k) si k 2: 2, alors que 
celui-ci est un sous-graphe partiel de F(k). La situation est différente avec D, car 
il existe des applications de localisation de D vers des grilles fortes F. Cependant, 
la dimension de ces grilles fortes doit être d'au moins deux. En effet, on constate 
que 16c(D) > 1, car pour tout ensemble U = {n} C Z, on a que T7~-I,n+l(n) = O. 
Ceci veut dire que les éléments de f% 0 sont de cardinalité au moins deux. Ainsi, 
il n'existe aucune application de localisation injective f u : D '----t F(l). La chose 
est quelque peu absurde, car D = F(l) et parce que 
id : D -------+ F( l) 
n f----+ n 
est un isomorphisme de graphes. On constate aussi que pour tout sous-ensemble 
U c Z de cardinalité deux, U est résolvant. Soit U = {Ul, 'U2} avec UI < U2 et 
soit a, b E V(D) deux sommets distincts de D. Si a < UI et b < UI ou si Cf > UI et 
b > 'UI, alors un raisonnement identique à celui fait dans l'exemple du graphe R 
ci-haut montre que 7]~,b('u,d i= O. Sinon, 'supposons, sans perdre de généralités, que 
a < 'UI et que b > UI. Si b < 'U2, on a que a < UI < b < U2 et alors '17~,b( 1L2) i= O. Si 
b> U2 et si ''7~b(ud = 0, alors on a que 7]~,b(U2) = 6D(a,ud+6D(UI,1L2)-6D(b,U2), 
ce qui revient à dire que 17~,b(1/,2) = JD (a, ud + 6D (UI, V'2) - (Jo (b, 'ud - JD (-U2, ud), 
ce qui implique que "7~,b('U'2) = 2JD (UI,U2) i= 0 et donc U E f%D' Ainsi, on obtient 
que 10c(D) = 2. Pour ce qui est de Ç!JD' on a que Ç!JIJ = 0. Cette conclusion est 
obtenue par un raisonnement identique à celui fait ci-haut lorsque l'on a montré 
que Ç!J~ = 0. 
Jusqu'à présent, tous les gl:aphes infinis rencontrés ne possèdent pas d'en-
semble doublement résolvant. En fait, on ne connaît aucun graphe infini pos-
sèdant de tels ensembles. Cependant, si un tel graphe existe, le corollaire 4.2.3 
A-v 
donne une borne pour le produit cartésien de graphes infinis. En effet, ce théo-
rème de Caceres et al. 1 Ca] e::;t applicable ft des graphes infinis G et H, car la 
construction qui y est faite ne dépend pas de la finitude de G ou de H. Ainsi, 
si G et H sont des graphes infinis tel que ,c}fe 1=- 0 et tel que :»H 1=- 0, alors 
10c(G 0 H) :::; 10c(G) + 10cd(H) - 1. 
Une aut.re façon d'obtenir un graphe infini est de faire le produit cartésien 
d'un graphe fini G avec un graphe infini H. Si le graphe H possède des ensembles 
résolvants, alors on a que loc( G 0 H) :::; loc( H) + locd (G) - 1. En particulier, on 
obtient les résultats suivants. 
Théorème A.2.1. Soit G 'Un graphe fini. Alors 10c(G 0 R) = 10cd(G) 
DÉMONSTRATION. Soit Ue E ~c' Par le théorème 4.2.3, l'ensemble Uc x {1} est 
résolvant pour GoR et dOllC loc( GOR) :::; locd (G). Soit U uu ensemble résolvant. 
de GoR et supposons que lUI < IUel. Comme U est fini, on sait qu'il est contenu 
Tl 
dans un nombre fini de G-fibres. Ainsi, il existe n E N tel que U ç u G x {i}. 
2=1 
Comme U est résolvant pour GOR, il est nécessairement doublement résolvant 
n 
pour le sous-graphe G' induit par les sommets de U G x {-il. En effet, si tel 
1=1 
n'était pas le cas, on aurait qu'il existe deux sommets distincts (x, jd et· (y, j2) 
, 
de G' tel que 7]~~,it),(y,h)Cu) = (3 pour tout 'Ll E U, avec (3 ~ 1. Ceci impliquerait 
que 77~~~),(!J·h+.I3) ('u) = 0 pour tout 'Ll EU, ce qui contredirait le fait que U est 
résolvant pour GoR. Ainsi, comme U est doublement résolvant pour G' , Oll a, 
par le théorème 2.4.1, que l'ensemble U' = {PeX{I} Cu) l 'U E U} est doublement 
résolvant pour la G-fibre G x {1}. Ceci implique que IU'I :::; lUI < IUel, ce qui est. 
une contradiction, car Uc E ~c' On obt.ient ainsi que 10c(G 0 R) ~ 10c,JG), ce 
qui complète la preuve. o 
Le prochain théorème est en quelque sort.e l'analogue du théorème 4.2.5 pour 
les graphes infinis. 
A-vi 
Théorème A.2.2. So'it G 'Un graphe fini. Alo'/"8 
DÉiVIONSTRATION. Soit E ~e et soit U l'ensemble résolvant formé au t.héo-
rème 4.2.3. Le corollaire 4.2.3 donne la borne supérieure. Pour ce qui est de la 
borne inférieure, elle vient du fait que GOR eGo D. En effet, on peut supposer, 
n . 
sans perdre de généralités, que U ç ;'-;llG x {i} pour un n E N. Ainsi, si U est 
résolvant pour G 0 D, il doit aussi l'être pour le sous-graphe GOR et par un 
raisonnement similaire à celui fait dans la preuve du théorème A.2.1, on obtient 
que lUI .2: lUe 1 = 10cl(G). o 
Corollaire A.2.L Sod G un graphe fini. Si G est 'Un graphe antipodal, alors 
loc( G) :S loc( GD D) :S 10c( G) + 2. 
DÉMONSTRATION. Si G est un graphe antipoclaI, a.lors le corolla.irE! 3.2.2 donne 
que Ioc(G) :S loc,/(G) :S 10c(G) + L Le théorème A.2.2 termine la preuve. 
":~;.' ~. 
,/ ~:.::.~ ;. 
