INTRODUCTION AND SYSTEM MODEL
In distributed systems, reliable data storage is accomplished through redundancy, which has traditionally been achieved by simple replication of data across multiple nodes [6] . A special class of erasure codes, known as locally repairable codes (LRCs) [7] , has started to replace replication in practice [8] , as a more storage-e cient way to provide a desired reliability. It has recently been recognized, that storage redundancy can also provide fast access of stored data (see e.g. [5, 9, 10] and references therein). Most of these papers consider download scenarios of all jointly encoded pieces of data, and very few [11, 12, 14] are concerned with download of only some, possibly hot, pieces of data that are jointly encoded with those of less interest. So far, only low tra c regime has been partially addressed.
In this paper, we are concerned with hot data download from systems implementing a special class of locally repairable codes, known as LRCs with availability [13, 15] . We consider simplex codes, a particular subclass of LRCs with availability, because 1) they are in a certain sense optimal [2] and 2) they are minimally di erent from replication. In a distributed system implementing a simplex code, a particular piece of data can be downloaded either from a single, systematic, node storing this piece or from any of the t pairs of nodes, repair groups, where this piece of data is encoded jointly with others, see Fig. 1 . e number of repair groups that can disjointly serve a piece of data is called the code availability t, and the size of the repair group is called the code locality r . erefore, a data download request can be served exclusively by the systematic node or by any of the repair groups, or redundantly by some subset of these options. We consider two data download request scheduling strategies: 1) Replicate-to-all where requests are simultaneously directed to the systematic and all repair groups and 2) Select-one where requests are forwarded to either the systematic Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for pro t or commercial advantage and that copies bear this notice and the full citation on the rst page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). In replicate-to-all, the job scheduler dispatches the request to the systematic node containing data and to all its repair groups. In select-one, the job scheduler randomly choses either the systematic node or one of the repair groups. One can consider other access schemes between these two polarities.
node or one of the repair groups at a time. e low-tra c regime analysis for these scheduling strategies was considered in [11, 12] for general LRCs with availability. When the low-tra c assumption does not hold, download time analysis for the replicate-to-all strategy involves analyzing multiple, inter-dependent, fork-join type queues. We next state several results and refer the reader to [1] for proofs and other contributions.
RESULTS AND CONTRIBUTIONS
We assume Poisson request arrivals at rate rate λ, and Exp(µ) service time, iid across nodes. A more realistic service time model, proposed recently in [4] for systems with redundancy, will be considered in further extensions of this work.
State space of the system, which we refer to as Simplex(t), under replicate-to-all scheduling is very complex. Download requests are replicated, and immediately upon the completion of any replica, all others are removed. Replicas sent to a repair group are forked to two queues and joined when they complete. ese inter-dependent fork-join queues make the exact analysis formidable given that analysis of fork-join queues itself is a notoriously hard problem, even when the number of queues is two [3] . We next present a framework to approximate the average download time (cf. m. 2.2).
We de ne the service start time of a request as the epoch at which the last batch of its t + 1 replicas enters service. We distinguish t + 1 types of possible service starts as follows. Type-j service start, j = 0, . . . , t, means that at exactly j repair groups, one forked copy completed service before the request starts service, that is, before the remaining of the t + 1 − j replicas enter service. Each type of service start dictates a di erent service time distribution. Requests depart the system in the order they arrive but service time distributions of subsequent requests are dependent. However they are only loosely coupled, and the system experiences frequent renewal epochs, between which the service times are independent.
Poster SIGMETRICS'17, June 5-9, 2017, Urbana-Champaign, IL, USA SIGMETRICS '17, , June 5-9, 2017, Urbana-Champaign, IL, USA Mehmet Fatih Aktaş, Elie Najm, and Emina Soljanin is observation, which is also validated by the simulations, lead us to approximate the system as an M/G/1 queue. L 2.1. Under replicate-to-all scheduling in Simplex(t), an arbitrary download request has one of the service time distribution V j 's for j = 0, . . . , t with moments
(1)
Under replicate-to-all scheduling, Simplex(t) can be approximated as an M/G/1 queue and the Pollaczek-Khinchin formula approximates the average download time as
where moments of service time V are given by
where f j is the probability that an arbitrary request has service time distribution V j with moments given in (1).
Even though exact analysis is formidable, we nd estimates of the probabilities for service time distributions (f j 's in eorem 2.2) by analyzing system under "high-tra c", where system is assumed to be always busy. Speci cally, for the simplest simplex code with availability t = 1, high-tra c assumption reduces the state space to a birth death Markov chain, the analysis of which gives good estimates of f j 's. Unfortunately this approach quickly becomes intractable for higher availability. However, we conjecture that f j 's are related as f 0 ≥ f 1 ≥ . . . ≥ f t . Using this hypothesis and the fact that system experiences frequent renewals, we obtain good estimates of f j 's. Fig. 2 shows the resulting approximations for average download time using these estimates. Under select-one scheduling, the system is simpler to analyze, and we can get exact expression of the expected download time. i for i = 0, . . . , t, the average download time is
Note that under low arrival rate replicate-to-all achieves lower download time by exploiting redundancy aggressively while selectone achieves higher scalability by load balancing i.e., can achieve stability for higher arrival rates ( Fig. 3 ). An important feature of availability codes is that they allow system to switch between these two scheduling strategies without having to recode data.
