INTRODUCTION 52 53
3-dimensional (3D) organization of chromatin is essential for proper regulation of gene 54 expression [1] [2] [3] , and plays an important role in other nuclear processes including DNA 55 replication 4,5 , X chromosome inactivation 6-9 , and DNA repair 10, 11 . Many recent insights about 3D 56 chromatin conformation have been enabled by a suite of technologies based on Chromatin 57
Conformation Capture (3C) 12 . A high-throughput version of 3C called "Hi-C" enables the 58
LCLs and those detected using only the 11 unrelated YRI LCLs, which suggests that potential 163 confounding effects of variation between different populations are not driving the identification of 164 these variable regions (Supplemental Figure 5c ). Although each metric has a unique set of 165 testable bins, we found significant enrichment for bins that are variable in more than one metric 166 We also sought to identify variable entries in the Hi-C contact matrix itself ("matrix cells"). regulation, we analyzed multiple published datasets including RNA-seq, ChIP-seq, and DNase-209 seq data generated from some of the same LCLs in our study (Supplemental Table 2 We performed similar analysis on variable cells in the contact matrix, and found that the 240 interaction frequency in these matrix cells across individuals tends to be correlated with 241 epigenetic or transcriptional properties of one or both corresponding "anchor" bins (Bootstrap 242 P<0.001; Figure 3b, Supplemental Figure 9b) . Importantly, for all types of variable regions 243 examined here we found correlation with RNA-seq signal, indicating that at least at some 244 regions, variation in 3D chromatin features accompanies variation in gene expression. 245
We examined further whether 3D chromatin conformation at a given variable region 246 tends to be correlated with only one epigenomic property, or with several properties 247 simultaneously. We found that PC1, FIRE, INS, and DI values across individuals are often 248 correlated with multiple features of active regions (e.g. H3K27ac, H3K4me1, RNA), and anti-249 correlated with the repressive H3K27me3 histone modification (Figure 3c,d ). For DI, where 250 direction is not as clearly linked to magnitude of gene regulatory activity, we note a larger set of 251 regions with anti-correlation to features of active regions (e.g. H3K27ac, H3K4me1, RNA) and 252 positive correlation with H3K27me3 (Figure 3e,f ). These results demonstrate that variation in 3D 253 chromatin conformation is often accompanied by variation in transcriptional and regulatory 254 activity of the same region. Moreover, the correlations between multiple molecular phenotypes 255 at the same region suggest that shared mechanism(s) underlie variation in these phenotypes 256 across individuals. 257
258

Genetic loci influencing 3D chromatin conformation 259 260
To examine genetic influence on 3D chromatin conformation we first considered genetic 261 variants overlapping CTCF motifs at chromatin loop anchors 14 , because disruption of these 262 CTCF motifs by genome engineering has been shown to alter chromatin looping 23 . Focusing on 263
SNPs at variation-intolerant positions in anchor CTCF motifs ("anchor disrupting SNPs", at 264 sequence weight matrix positions where a single base has a probability of >0.75, Figure 4a ), we 265 observed a significant linear relationship between SNP genotype and the strength of 266 corresponding loops (p=7.6e-5 by linear regression; Figure 4b ,c). We also examined whether 267 individuals heterozygous for anchor disrupting SNPs showed allelic imbalance in loop strength. 268
To facilitate this analysis, we used the HaploSeq 43 method to generate chromosome-span 269 haplotype blocks for each LCL (Supplemental Table 6 ). Although few Hi-C read pairs overlap a 270 SNP allowing haplotype assignment (mean 7.89% of usable reads per LCL), we do observe that 271 the haplotype bearing the stronger motif allele tends to show more reads connecting the 272 9 corresponding loop anchors (p=5.9e-4 by one-sided t-test of mean > 0.5; Figure 4d ). Our 273 observation that CTCF motif SNPs can modulate 3D chromatin conformation is consistent with 274 similar findings reported from ChIA-PET data 52 , and a recent report of haplotype-associate 275 chromatin loop published while this manuscript was in preparation 27 . 276
Motivated by these preliminary observations of genetic effects on 3D chromatin 277 conformation, we next searched directly for QTLs associated with Hi-C derived features of 3D 278 chromatin conformation. Power calculations indicated that, despite limited sample size, we were 279 moderately powered to find QTLs with strong effect sizes using a linear mixed effect model 280 (LMM) approach that takes advantage of the Hi-C replicates for each LCL (Supplemental Table  281 7 47 . We also limited our QTL searches to the 11 unrelated YRI 288 individuals in our study (referred to below as the "discovery set") to mitigate potential 289 confounding differences between populations. 290
For each 3D genome phenotype under study we identified a list of testable bins that 291 showed appreciable levels of signal in at least one individual in our discovery set (see methods 292 section 7 for full description of test bin and SNP selection). We also identified a set of test SNPs 293 that includes at most one tag SNP among those in perfect LD in each 40Kb bin. Response 294 variables (i.e. 3D chromatin phenotype values) were quantile normalized across the discovery 295 set. For each testable bin, we measured the association of the given 3D chromatin phenotype 296 with all test SNPs in that bin. In cases where multiple SNPs in the same bin were significantly 297 associated with the phenotype we selected only the most significantly associated SNP per bin 298 for our final QTL list. Ultimately, at an FDR of 0.2, we identified 387 FIRE-QTLs (i.e. testable 299 bins in which FIRE score is associated with at least one SNPs in that bin; comprising 6.6% of 300 Table 8 ). For analysis of DI-QTLs, we 302 separated the testable bins into those with upstream bias and those with downstream bias (see 303 methods section 7d), because we observed a Simpson's paradox when we analyzed the 304 genotype trend at all DI-QTL regions together (Supplemental figure 10b) . 305 We also searched for QTLs associated directly with interaction frequency in individual 306 contact matrix cells using an LMM approach like that described above for FIRE, DI, and INS. 307
The large number of cells in a Hi-C contact matrix, together with limited sample size, made a 308 true genome-wide QTL search unfeasible. However, power calculations indicated that if we 309 limited our QTL search to a subset of cells in the matrix we could have moderate power to 310 detect strong genetic signals (Supplemental Table 7 ). Thus, we limited our QTL search for 311 contact matrix QTLs ("C-QTLs") to matrix cells that showed significant biological variability in our 312 samples, as described above. We tested for association in our discovery set between the 313 BNBC-normalized interaction frequency in these variable matrix cells and the genotype of test 314 SNPs in either of the two anchor bins. We selected at most one QTL SNP per matrix cell, using 315 Table 8) . 317
To evaluate the reproducibility of each of these QTLs sets (FIRE-QTLs, DI-QTLs, INS-318
QTLs, and C-QTLs), we examined Hi-C data from 6 individuals who were not included in our 319 discovery set (we refer to these 6 individuals our "validation set"; Supplemental Table 1 ). These 320 individuals represent four different populations (CEU, PUR, CHS, YRI), and they include a child 321 of two individuals in the discovery set (YRI-13/NA19240 is child of YRI-11/NA19238 and YRI-322 12/NA19239). In each case, we find a significant linear relationship in the validation set between 323 QTL genotype and the corresponding 3D chromatin phenotype (p=1.8e-14 for FIRE-QTLs, 324 p=2.5e-7 for DI-QTLs at positive DI bins, p=0.008 for DI-QTLs at negative DI bins, p=3e-4 for 325 INS-QTLs, p=4.1e-9 for C-QTLs; Figure 4g ). To provide an additional and more stringent 326 estimate of the significance of these observations, we performed permutations by randomly 327 selecting sets of test SNPs and measuring the linear relationship between genotype and 328 phenotype in the validation set. In all cases, the observed relationship was also significant by 329 this more conservative bootstrap approach (p<0.001 for FIRE-QTLs, p<0.001 for DI-QTLs at 330 positive DI bins, p=0.041 for DI-QTLs at negative DI bins, p=0.005 for INS-QTLs, p=0.006 for C-331 QTLs; Figure 4h) . 332
There is little direct overlap between our different QTL sets (Supplemental figure 10c) , 333 likely due to limited power and the fact that the testable bins were different for each metric. 334
However, we observed genotype-dependent INS score at FIRE-QTLs and C-QTLs, and 335 genotype-dependent FIRE score at INS-QTLs and DI-QTLs (Supplemental Figure 10d) (Figure 5a, Supplemental figure 11a ). For example, at FIRE-QTLs, the 364 high-FIRE allele is also associated with higher levels of active histone modifications and 365 chromatin accessibility (Figure 5a ). We note that although these associations are all significant 366 by linear regression, only H3K27ac and H3K4me1 passed more conservative permutation 367 testing in which the null distribution is approximated by selecting random SNPs from the full set 368 of tested SNPs (Figure 5b ). At C-QTLs, the high-contact alleles show higher levels of the 369 enhancer-associated mark H3K4me1 in the two anchor bins that connect the corresponding 370 matrix cell. Moreover, the nominal fraction of C-QTLs (i.e. fraction of c-QTLs with p<0.05) in a 371 published set of H3K4me1-QTLs is significantly higher than expected in the absence of shared 372 genetic association (p=6.9e-6 by chi square test, bootstrap p=0.028; Supplemental Figure12 Finally, we sought to examine whether 3D chromatin QTLs might contribute risk for 384 complex diseases. There are 44 direct overlaps between our 3D chromatin QTLs (or SNPs in 385 perfect LD in the same 40Kb bin) and NHGRI-EBI GWAS catalog 55 (Supplemental Table 9 ). 386
However, the significance of these direct overlaps is hard to assess given the differences 387 between the populations and study designs in question. Thus, here again we examined 388 overlaps below the level of genome-wide significance by looking at nominal fractions to assess 389 shared signal between association studies. We compiled full summary statistics for large GWAS 390 (>50,000 individuals) of the related immune-relevant phenotypes Crohn's Disease (CD), 391
Ulcerative Colitis (UC), and Inflammatory Bowel Disease (IBD) 56 , as well as studies of the non-392 immune phenotypes height 57 and Body Mass Index (BMI) 58 . We observed striking enrichments 393 for INS-QTLs among variants with nominal associations to UC and IBD risk (1.67-and 1.65-fold, 394 respectively), and these enrichments are significant by both chi square and permutation tests 395 variation. The most important finding of our study is that genetic variation influences multiple 407 13 features of 3D chromatin conformation, and does so to an extent that is detectable even with 408 limited sample size and Hi-C resolution. To the best of our knowledge, this represents the first 409 report of QTLs directly associated with 3D chromatin conformation. However, there are 410 limitations to our QTL search that are important to note here. First, the small sample size means 411 that our power to detect QTLs is limited, and in order to identify QTL sets that could be analyzed 412 in aggregate we tolerated elevated type I error by using an FDR threshold of 0.2 (as done 413 previously for molecular QTL studies with limited power 40 ). Second, the limited resolution of our 414
Hi-C data (40Kb) and extensive LD in our study population prevented us from identifying 415 specific causal variant(s) for validation through genetic perturbation experiments. Nonetheless, 416
we were able to validate the 3D chromatin QTL sets through aggregate analysis of Hi-C data 417 from a small set of individuals who were not included in the QTL search, and with independently 418 generated ChIP-seq and DNase-seq data from a larger set of individuals. Taken together, our 419 results show that genetic variation influences several features of 3D chromatin conformation, 420 which is an important step forward to evaluate the role of 3D chromatin conformation in 421 mediating disease risk. 422
Another key finding of our study is that regions which vary in 3D chromatin conformation 423 across individuals also tend to vary in measures of transcriptional and regulatory activity. This 424 supports the existence of shared mechanisms that underlie variation in 3D chromatin 425 conformation, transcription, and epigenomic properties. We suspect that no single mechanism 426 or causal hierarchy applies to all regions of the genome with variation in one or more of these 427
properties. However, in at least some cases, this shared mechanism is likely genetic. This 428 raises the question of whether 3D chromatin QTLs are fundamentally the same as QTLs 429 previously described for other molecular phenotypes (e.g. eQTLs, dsQTLs, histoneQTLs; 430 collectively referred to below as "molQTLs"), or represent a separate set of QTLs not detectable 431 with other methods. This question is difficult to answer in the present study for two main 432 reasons: 1) Our power is limited and thus we cannot say with confidence that a given SNP is not 433 a 3D chromatin QTL. Many molQTL studies also have limited power and are thus prone to type 434 II error. 2) Our QTL searches, like most molQTL studies, are not truly genome-wide because 435 subsets of testable regions and testable SNPs are preselected to focus the search space. 436
These selection criteria can differ widely between studies, making direct QTL-to-QTL 437 comparisons challenging. The observation of genotype dependent epigenetic signal at 3D 438 chromatin QTLs suggest that at least some 3D chromatin QTLs could also be detected as other 439 types of molQTLs if those studies had sufficient statistical power. However, the limited overlap 440 between 3D chromatin QTLs and published molQTLs (even when considering SNPs with only a 441 14 nominal level of significance) points to a lack of power in current studies, and suggests further 442 that the QTLs with largest effects on 3D chromatin conformation are not necessarily the same 443 as those with large effects on other molecular phenotypes, and vice versa. Therefore, it is likely 444 that QTL studies directed toward different types of molecular phenotypes (including 3D 445 chromatin features) are likely to be complimentary rather than redundant. 446
Future studies with higher resolution Hi-C data and larger sample sizes will be important 447 to identify functional variants modulating 3D chromatin conformation, and to further dissect the 448 mechanistic relationships between genetics, 3D chromatin conformation, and other molecular 449 phenotypes. We anticipate that these studies will continue to reveal cases in which perturbation 450 of 3D chromatin conformation is a molecular mechanism through which disease-associated 451 genetic variants confer disease risk. The present study provides initial discoveries of genetic 452 influence on 3D chromatin conformation and an analytical framework and that we believe will 453 facilitate future efforts to unravel the molecular basis of genetic disease risk. 1. Hi-C data generation. Hi-C was performed as previously described 13 . We note that all Hi-C 763 experiments were performed using a "dilution" HindIII protocol, rather than the newer "in situ" 764 version of the protocol, for consistency because data generation began before the invention of 765 in situ Hi-C. In addition, the resolution of 40kb used here for most analysis was determined 766 primarily by sequencing depth rather than choice of a restriction enzyme. Thus, even if a 4-767 cutter like MboI had been used, the prohibitive cost of sequencing would have prevented us 768 taking advantage of the additional possible resolution. 769 770 2. Hi-C data processing. 771 2.a. Alignment with WASP. Read ends were aligned to the hg19 reference genome using 772 BWA-MEM 63 v0.7.8 as single-end reads with the following parameters: -L 13,13. We used the 773 WASP pipeline 40, 45 to control for potential allelic mapping biases, which some modifications to 774 account for unique aspects of Hi-C data. BWA-MEM can produce split alignments where 775 different parts of a read are aligned to different parts of the genome. This is critical for Hi-C data, 776 because a read can span a Hi-C ligation junction between two interacting fragments. In the case 777 of a split alignment, BWA-MEM will mark the higher-scoring alignment as the primary alignment. 778
24
For Hi-C data this is not ideal -we want the five-prime-most alignment (before the ligation 779 junction) to be the primary alignment. To account for this, we further processed the alignments 780 from BWA-MEM to select the five-prime-most alignment in cases where one read was split. 781
Reads without an alignment to the five-prime end of the read were filtered out, as were 782 alignments with low mapping quality (<10). The WASP pipeline was then used to generate 783 alternative reads by flipping the allele in reads overlapping SNPs, and these reads were then 784 realigned using the same pipeline. As input to WASP, we included all SNPs and indels present 785 in the PUR individuals in our set (HG00731, 732, 733), CHS individuals in 1000 genomes (we 786 included all CHS to account for the fact that no 1000 genomes genotype calls were available for 787 HG00514), YRI individuals in 1000 genomes (we included all YRI individuals to account for the 788 fact that no 1000 genomes genotype calls were available for GM19193), and the H1 cell line 21 789 (to facilitate uniform processing and comparisons between LCLs and H1-derived datasets). 790
After alignment of the alternative reads, alignment of the original reads and alternative reads 791 were compared by WASP, and only the original reads for which all alternative reads aligned at 792 the same location with same CIGAR string were kept. Reads overlapping indels were removed. 793
Reads were then re-paired, and only pairs in which both reads survived this filtering were kept. 794 PCR duplicates were removed using Picard tool (http://broadinstitute.github.io/picard/) with 795 default parameters. To ensure that our adapted WASP pipeline removed allelic mapping biases 796 effectively, we simulated all possible 100bp single end reads spanning SNPs in our LCLs and 797 aligned them back to the genome using our adapted WASP pipeline. We found no SNPs which 798 depart from 50/50 mapping ration between reference and alternative allele in these simulations. 799
We also took steps to remove any potential artifacts due to HindIII polymorphisms. Hi-C 800 data was obtained by cutting the genome with HindIII, so we reasoned that SNPs or indels that 801 disrupt existing HindIII sites or create novel HindIII sites could lead to differential cutting of two 802 alleles and thus the appearance of differential contact frequency. To mitigate these potential 803 artifacts, we identified all HindIII sites that would be disrupted or created by genetic variants 804 present in our samples, and removed all reads within 1Kb of these polymorphisms in all 805 individuals. 806 2.b. Contact Matrix Calculations. Matrices were generated and normalized as previously 807 described 21, 64 . Briefly, intra-chromosomal read pairs were divided into 40Kb bin pairs based on 808 five prime positions. The number of read pairs connecting each pair of 40Kb bins were tallied to 809 produce contact matrices for each chromosome. Raw counts in the contact matrices were then 810 normalized using HiCNorm 64 to correct for known sources of bias in Hi-C contact matrices (GC 811 content, mappability, fragment length). Bins that are unmappable (effective fragment length, GC 812 25 content or mappability is 0) were assigned NA values. These normalized matrices were further 813 quantile normalized across samples to account for differing read depths and mitigate potential 814 batch effects. One such quantile normalized matrix was generated for each chromosome in 815 each replicate, as well as in each sample (replicates pooled together). We eliminated 816 chromosomes X and Y from all downstream analyses due to the gender differences between 817 our samples. 818 2.c. PC1 Score. PC1 scores were computed using methods defined previously 13 . Briefly, 819 quantile normalized matrices for each chromosome were transformed to Observed/Expected 820 (O/E) matrices by dividing each entry in the matrix by the expected contact frequency between 821 regions in that matrix at a given genomic distance. For a given matrix, the expected contact 822 frequencies were computed by averaging contact frequencies at the same distance in that each 823 matrix. The O/E matrices were further transformed to Pearson correlation matrices by the "cor" 824 function in R and eigen vectors (principal components) were computed using the "cov" function 825 in R. Generally, the first eigenvector ("PC1") reflects A/B compartmentalization. However, for 826 some chromosomes we have seen that the second eigenvector sometimes reflects 827 compartmentalization, while the first eigenvector reflects other features like the two 828 chromosome arms. To systematically account for this effect, we examined the first three 829 eigenvectors for each chromosome in each replicate by correlating them with the gene density 830 (compartmentalization is correlated with gene density, while other properties like chromosome 831 arms generally are not). We required that PC1 show the highest correlation with gene density 832 among the first three eigenvectors in every replicate. If this was not the case for a given 833 chromosome, we eliminated that chromosome from all downstream analyses in all individuals to 834 be conservative. Six chromosomes were eliminated in this way: chr1, chr9, chr14, chr19, chr21 835 and chr22. For the chromosomes that passed this filter, the sign of the first eigenvector (which is 836 arbitrary) was adjusted such that the correlation between PC1 and gene density is positive, and 837 this positive PC1 values correspond to compartment A. Finally, PC1 tracks were manually 838 inspected to ensure that they are consistent with expected checkerboard patterns of 839 compartmentalization. 840 2.d. Directionality Index. Directionality Index was computed as previously described 16 . Briefly, 841 upstream and downstream contacts within 2Mb window for each 40Kb bin were counted, and 842 chi-square statistics were calculated under equal assumption. The sign of the chi-square 843 statistics was adjusted such that positive values represent upstream biases. For some bins, 844 there are more than five NA bins within 2Mb window and DI for those bins are not calculated. As 845 noted in the main text, we made a slight variation of these DI scores for the QTL searches in 846 which DI was recalculated using a window size of 200Kb to capture more local features. 847
2.e. Insulation Score. Insulation scores were computed as previously described 16 with some 848 adjustments. Briefly, contacts linking upstream and downstream 400Kb windows for each 40Kb 849 bin were calculated in the O/E matrices instead of raw matrices. We further divided the contact 850 frequency by the average of upstream and downstream 400Kb windows, to account for 851 differences in contact density across the chromosome. The Insulation Scores were then ranged 852 from 0 to 1, representing absolute insulation and no insulation respectively. Insulation scores for 853 bins, for which more than 50% cells in the 400Kb window as NA values, were not computed. For 854 the QTL search, we also calculated insulation scores using 200Kb window. 855 2.f. TADs Calling. TADs were called using the same approach as described previously 16 . DI 856 values for each 40Kb bins were used to build a Hidden Markov Model and predict the probability 857 being upstream bias, no bias, and downstream bias. Regions switching from upstream bias to 858 downstream bias were called as boundaries. 859
2.g. FIRE.
We first calculated FIRE score for each of 20 individuals, as described in our 860 previous study 19 . Specifically, we mapped the raw reads to the reference genome hg19 as 861 described above. Next, we removed all intra-chromosomal reads within 15Kb, and created 40Kb 862 raw Hi-C contact matrix for each individual for each autosome. For each 40Kb bin, we 863 calculated the total number of intra-chromosomal reads in the distance range of 15-200Kb. We 864 then filtered bins as follows, starting from 72,036 autosomal 40Kb bins: First, we removed 40Kb 865 bins with zero effective fragment size, zero GC content, or zero mappability score 64 . Next, we 866 filtered out 40Kb bins within 200Kb of the bins removed in the previous step. We further filtered 867 out 40Kb bins overlapping with the chr6 MHC region (chr6:28,477,797-33,448,354; hg19), which 868 has extremely high SNP density that can make it difficult to correct for allelic mapping artifacts. 869
This left 64,222 40Kb bins for downstream analysis. Next, we applied HiCNormCis 19 to remove 870 systematic biases from local genomic features, including effective fragment size, GC content 871 and mappability. The normalized total number of cis intra-chromosomal reads is defined as 872 FIRE score. We further performed quantile normalization across multiple individuals using R 873 package "preprocessCore". The final FIRE score is log transformation log2(FIRE score + 1) and 874 converted into a Z-score to create a mean of 0 and standard deviation of one. To identify 875 significant FIRE bins in each individual, we used one-sided P-value < 0.05. Ultimately, merging 876 across all individuals, we identified 6,980 40Kb bins which are FIRE bin in at least one of 12 YRI 877 individuals. Consistent with our previous findings 19 , we observed significant enrichment of 878 GM12878 typical enhancers and super enhancers among these 6,980 40Kb 
3D-QTL type
