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This paper studies semigroup algebras A over a domain R for a
certain family of semigroups which includes the symmetric groups,
the full-transformation semigroups, and the rook semigroups. For
each algebra A an A-module M on which A acts is introduced
and an algebra B is deﬁned as the commuting algebra of A acting
on M . It is shown that A is also the commuting algebra of B
acting on M . When A is a symmetric group algebra R[Sr ], B is
the corresponding Schur algebra SR (r, r). The representation theory
of the semigroup algebras A is well known. This paper analyzes
the irreducible representations of the B algebras. In many cases,
including the symmetric group, full-transformation semigroup, and
rook semigroup cases, a complete set of inequivalent irreducible
representations of the B algebra is obtained. In particular, this
gives what appears to be a new description of a complete set of
irreducible representations for the Schur algebra SR (r, r).
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1. Introduction
In this paper we study semigroup algebras A over a domain R for a certain family of semigroups
which includes the symmetric groups, the full-transformation semigroups, and the rook semigroups.
For each algebra A we will introduce an A-module M on which A acts and will deﬁne an algebra B
as the commuting algebra of A acting on M . We show that A is also the commuting algebra of B
acting on M . When A is the symmetric group algebra, B will be the Schur algebra SR(r, r). When A
is the full-transformation semigroup algebra, B will be the algebra BR(r, r) of [5].
We will review the representation theory of the A algebras. Then the main goal of this paper is
to analyze the irreducible representations of the B algebras. In many cases, including the symmet-
ric group, full-transformation semigroup, and rook algebra cases, we will obtain a complete set of
inequivalent irreducible representations for B . This completes the work in [5], where only the cases
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of a complete set of irreducible representations for the Schur algebra SR(r, r).
We hope to describe in a future paper “q-models” for the algebras A and B . For appropriate A,
these q-models correspond to the Iwahori–Hecke algebras and q-rook algebras. In certain cases (which
include the q-Schur algebras), the methods of this paper generalize to give a complete set of irre-
ducible representations for the q-models of the B algebras.
2. The semigroups Sr and algebras A(Sr, R)
Let τ¯r be the set of all maps α : {0,1, . . . , r} → {0,1, . . . , r} such that α(0) = 0. τ¯r is a semi-
group under composition. Let τr be the full-transformation semigroup and Sr the symmetric group
on {1,2, . . . , r}. Any α in τr (or Sr ) can be extended to α¯ ∈ τ¯r by deﬁning α¯(0) = 0, so we can regard
Sr and τr as subsemigroups of τ¯r .
Let Sr represent any subsemigroup of τ¯r which contains Sr . For example, Sr could be the “rook
semigroup”,
Rr =
{
α ∈ τ¯r: ∀i ∈ {1,2, . . . r},
∣∣α−1(i)∣∣ 1}.
Our main examples for Sr will be Sr, τr, Rr , and τ¯r . Note that Sr = τr ∩ Rr and τ¯r = Rr · τr .
Each Sr can be identiﬁed with a certain semigroup of matrices. Let Mr+1(Z) be the set of all
(r + 1) × (r + 1) matrices with entries in Z (considered as a semigroup under matrix multiplication).
For convenience, label the rows and columns for each m ∈ Mr+1(Z) from 0 to r. Then to each α ∈ Sr
we assign a matrix m(α) ∈ Mr+1(Z) by setting m(α)i, j =
{
1 if i = α( j)
0 otherwise
. Note that each column
of m(α) contains exactly one nonzero entry, namely a 1 in row α( j). It is not hard to check that
α → m(α) gives an injective semigroup homomorphism Sr → Mr+1(Z), so we will identify Sr with
its image in Mr+1(Z). For α ∈ Sr we will usually write just α for the corresponding matrix m(α).
If α ∈ Rr , then m(α) has at most one 1 in rows 1,2, . . . , r. If α ∈ τr , then m(α) has only one 1
in row 0 (in column 0). If α ∈ Sr , then m(α) is the usual permutation matrix bordered with an
extra row 0 and column 0. Let R be an integral domain with identity 1. Write A = A(Sr, R) for the
semigroup algebra R[Sr], the free R-module with a basis {α: α ∈ Sr}.
3. The modules M(Sr, R) and the algebras B(Sr, R)
In this section we will deﬁne an R-module M(Sr, R) on which A acts and will then deﬁne an
algebra B(Sr, R) as the commuting algebra of A in EndR(M(Sr, R)).
Let Λ(r) be the set of all compositions of r with r parts. So for λ ∈ Λ(r) we have λ =
{λi ∈ Z: i = 1,2, . . . , r}, λi  0, ∑ri=1 λi = r.
For each λ ∈ Λ(r) deﬁne “λ-blocks” of integers, bλi , and a “Young subgroup”, Sλ ⊆ Sr ⊆ Sr as
follows. First, let bλ1 = {k ∈ Z: 0< k λ1} and
bλi = {k ∈ Z: λ1 + λ2 + · · · + λi−1 < k λ1 + λ2 + · · · + λi}
for 1 < i  r. Thus bλi consists of λi consecutive integers and bλi = ∅ ⇔ λi = 0. Now let S(bλi ) ⊆Sr
be the group of all permutations of bλi , so S(b
λ
i )
∼=Sλi . (Put S(bλi ) = {identity element in Sr} when
bλi = ∅.) Finally, deﬁne the Young subgroup Sλ by Sλ =
∏r
i=1S(bλi ) ∼=
∏r
i=1Sλi . Notice that each Sλ
is generated by {si: si ∈Sλ} where si ∈Sr is the elementary transposition which interchanges i and
i + 1.
Deﬁnition 3.1. For each λ ∈ Λ(r), Iλ is the left ideal in A generated by
{σ − 1: σ ∈Sλ}.
Note that Iλ is actually generated by {si − 1: si ∈Sλ}.
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Iλ and Mλ turn out to be free R-modules, and we now obtain speciﬁc bases for these modules.
Consider right cosets αSλ of Sλ in Sr and the corresponding equivalence relation ∼λ on Sr , where
α ∼λ β ⇔ (β = ασ for some σ ∈Sλ) ⇔ α,β are in the same coset. In each coset choose a unique
“representative element” α¯ and let REλ ⊆ Sr be the set of such representative elements. For con-
venience, agree always to choose 1 ∈ REλ , that is, take 1 to be the representative element for the
coset 1Sλ .
Lemma 3.1. Iλ is a free R-module with a basis
BIλ =
{
α − α¯: α ∈ α¯Sλ − {α¯}, α¯ ∈ REλ
}
.
Proof. Any nontrivial relation among the elements of BIλ would give a nontrivial relation among
the α, contradicting the independence of the α in the free module A. So we need only to show that
the set BIλ spans Iλ over R .
From the deﬁnition, Iλ is spanned over R by elements of the form γ (σ −1) for γ ∈ Sr and σ ∈Sλ .
Then γ ∈ α¯Sλ for some α¯ ∈ REλ , so γ = α¯π for some π ∈ Sλ . Then γ (σ − 1) = α¯πσ − α¯π =
(α¯πσ − α¯) − (α¯π − α¯) is in the span of BIλ as desired. 
Corollary 3.1. If a =∑α∈Sr cαα ∈ Iλ , then∑α∈α¯Sλ cα = 0 for each α¯ ∈ REλ .
Proof. Write a in terms of the basis BIλ: a = ∑α¯∈REλ∑α∈α¯Sλ−{α¯} dα(α − α¯). Comparing coeﬃ-
cients of each α, we ﬁnd cα = dα for any α /∈ REλ , while cα¯ = −∑α∈α¯Sλ−{α¯} dα for α¯ ∈ REλ . Then∑
α∈α¯Sλ cα =
∑
α∈α¯Sλ−{α¯} cα + cα¯ =
∑
α∈α¯Sλ−{α¯} dα −
∑
α∈α¯Sλ−{α¯} dα = 0. 
Corollary 3.2. If pλ(α1) = pλ(α2), then α1 ∼λ α2 .
Proof. pλ(α1) = pλ(α2) ⇒ pλ(α1 − α2) = 0 ⇒ α1 − α2 ∈ Iλ. We apply Corollary 3.1 to a =∑
α∈Sr cαα = α1 − α2 ∈ Iλ . If α1 ∈ α¯Sλ , α2 /∈ α¯Sλ for some α¯ ∈ REλ , then
∑
α∈α¯Sλ cα = 1, con-
tradicting Corollary 3.1. So α1,α2 must be in the same coset α¯Sλ, i.e., α1 ∼λ α2. 
Proposition 3.1.
1. For α,β ∈ Sr , pλ(α) = pλ(β) ⇔ α ∼λ β .
2. If a =∑α∈Sr cαα ∈ A (cα ∈ R), then pλ(a) = 0⇔∑α∈α¯Sλ cα = 0, ∀α¯ ∈ REλ .
3. Mλ is a free R-module with a basis Bλ = {pλ(α¯): α¯ ∈ REλ}.
Proof. 1. α ∼λ β ⇒ β = ασ = α + α(σ − 1) for some σ ∈ Sλ . Then β − α = α(σ − 1) ∈ Iλ =
ker(pλ) ⇒ pλ(β) = pλ(α). The opposite implication is just Corollary 3.2 above.
2. Write a = ∑α∈Sr cαα where cα ∈ R and suppose ∑α∈α¯Sλ cα = 0, ∀α¯ ∈ REλ . By (1) we
know that pλ(α) = pλ(α¯), ∀α ∈ α¯Sλ , so pλ(a) = ∑α∈Sr cα pλ(α) = ∑α¯∈REλ∑α∈α¯Sλ cα pλ(α) =∑
α¯∈REλ (
∑
α∈α¯Sλ cα)pλ(α¯) = 0. The opposite implication is just Corollary 3.1 above.
3. Since A is spanned by {α: α ∈ Sr} over R , Mλ = pλ(A) is spanned by {pλ(α): α ∈ Sr}. But
by (1), pλ(α) = pλ(α¯), ∀α ∈ α¯Sλ , so the set Bλ spans Mλ . Suppose ∑α¯∈REλ cα¯ pλ(α¯) = 0 in Mλ ,
where cα¯ ∈ R . Then ∑α¯∈REλ cα¯ α¯ ∈ Iλ . But then cα¯ = 0, ∀α¯ ∈ REλ , by Corollary 3.1 above. So Bλ is also
independent over R , and thus a basis. 
We will write bλ,α¯ for the basis element pλ(α¯), α¯ ∈ REλ . More generally, for any α ∈ Sr we will
write bλ,α for the element αbλ,1 = pλ(α) ∈ Mλ . Then bλ,α = bλ,β ⇔ α ∼λ β . In particular, a different
choice of representative elements from the λ-cosets results in the same basis Bλ .
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M is a left A-module and a free left R-module. A basis for M as left R-module would be BM =⋃
λ∈Λ(r) Bλ = {bλ,α: λ ∈ Λ(r), α ∈ REλ}, where bλ,α = pλ(α).
The algebra A acts on the left A-module M by left multiplication. We can also identify A with a
subalgebra of EndR(M) by means of an injective R-algebra map ϕ : A → EndR(M): deﬁne ϕ : a → fa
where fa(m) = am, ∀m ∈ M . We can now deﬁne a new R-algebra B as the commuting algebra of A in
EndR(M), that is, as the subalgebra of EndR(M) consisting of maps that commute with every element
of A. These are just those R-linear maps M → M which are also A-module maps.
Deﬁnition 3.4.
B = B(Sr, R) = EndA(M).
Evidently
B ∼=
⊕
λ,μ∈Λ(r)
HomA(Mλ,Mμ).
We can give alternative representations of the A-modules Mλ and M and of the algebra B in terms
of polynomial spaces. While we do not use these polynomial versions of M and B in this paper, the
polynomial representations do illustrate the connections between M and B as deﬁned in this paper
and the classical Schur algebras SR(r, r) and algebras B(r, r) of [5]. We actually deﬁne a more general
family of modules Mλ and algebras B which will include the Mλ and B(n, r) of [5]. Given integers
n, r, consider the R-module of polynomials in (commuting) double subscripted variables xij , 1 i  n,
0  j  r, with coeﬃcients in R . Let P be the submodule containing polynomials of homogeneous
degree r. Then P is spanned over R by monomials of the form xi j = xi1 j1xi2 j2 . . . xir jr . Now let Λ(n, r)
be the set of all compositions of r with n parts. For any λ ∈ Λ(n, r) we can deﬁne blocks bλi , 1 i  n,
and a Young subgroup Sλ as before. Fix a composition λ ∈ Λ(n, r). For each α ∈ Sr , deﬁne a monomial
xi(λ)j(α) ∈ P by ik(λ) = l if k ∈ bλl , jk(α) = α(k). For α,β ∈ Sr it is not hard to check that xi(λ) j(α) =
xi(λ) j(β) ⇔ α = βσ for some σ ∈Sλ . (That is, the monomials are distinct if and only if α,β are in
different Sλ-cosets.) Let M¯λ be the submodule of P spanned by the monomials {xi(λ) j¯(α): α ∈ Sr}.
A basis for M¯λ as an R-module would be the set of distinct monomials of this form, which we could
write as {xi(λ) j¯(α): α ∈ REλ}.
M¯λ becomes a left A-module where A “acts on the second subscript”:
β · xi(λ) j(α) = xi(λ)βj(α) = xi(λ) j(βα).
It can be checked that M¯λ is a principle A-module, M¯λ = A · xi(λ) j(1) , and that the kernel of A →
A · xi(λ) j(1) = M¯λ is just Iλ′ where λ′ is any composition of r into r parts for which Sλ′ =Sλ . (It is
easy to ﬁnd such a λ′ . Of course if n = r we can just take λ′ = λ.) Then M¯λ ∼= Mλ′ as we have deﬁned
Mλ′ in this paper.
Finally, deﬁne a left A-module M¯ by M¯ =⊕λ∈Λ(n,r) M¯λ and an R-algebra B(n, r) by B(n, r) =
EndA(M¯). Then when n = r we have M¯ ∼= M and B(r, r) ∼= B as we have deﬁned M and B in this
paper. When Sr = τr and R = k, M¯λ is essentially the space Mλ and M¯ the space Pn·r,r of [5]. Then
our B(n, r) also agrees with the Bk(n, r) of [5]. When Sr =Sr , we can further identify M¯ with⊗rk=1 V
where V is the free R-module of rank n, V ∼= Rn , and Sr acts by “permuting the factors”. Then the
commuting algebra B(n, r) is just the usual Schur algebra SR(n, r). In particular, for n = r the Schur
algebra SR(r, r) is isomorphic to our B(Sr, R).
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The algebra B = B(Sr, R) is a free R-module; we will describe an R-basis. Since M is a direct sum
of the A-modules Mλ , we have
B = EndA(M) =
⊕
λ,μ∈Λ(r)
HomA(Mλ,Mμ),
so to ﬁnd a basis for B we need only to ﬁnd bases for the R-modules Mλ,μ = HomA(Mλ,Mμ). Any
f ∈ Mλ,μ is completely determined by the value f (bλ,1) where bλ,1 = pλ(1) generates the principal
A-module Mλ . f (bλ,1) can have any value y ∈ Mμ as long as f (x · bλ,1) = x · f (bλ,1) = x · y = 0 for all
x ∈ Iλ . In other words, we need y ∈ R(λ,μ) = {y ∈ Mμ: Iλ y = 0}. For y ∈ R(λ,μ) we will write fλ,μ,y
for the element in Mλ,μ such that fλ,μ,y(bλ,1) = y. Then Mλ,μ = { fλ,μ,y: y ∈ R(λ,μ)} and fλ,μ,y =
fλ,μ,z ⇔ y = z in Mμ . An alternative description of R(λ,μ) is sometimes useful: y ∈ R(λ,μ) ⇔
Iλ y = 0⇔ (si − 1)y = 0, ∀si ∈Sλ ⇔ si y = y, ∀si ∈Sλ . That is, the element y ∈ Mμ must be invariant
under the left action of Sλ . Consider the left action of Sλ on Mμ: for σ ∈ Sλ , α ∈ Sr we have
σbμ,α = σ pμ(α) = pμ(σα) = bμ,σα . So Sλ permutes the basis elements in Bμ = {bμ,α: α ∈ REμ}.
For α ∈ Sr , let O (λ,α,μ) ⊆ Bμ be the orbit of bμ,α under Sλ . Deﬁne x(λ,α,μ) ∈ Mμ by x(λ,α,μ) =∑
bμ,β∈O (λ,α,μ) bμ,β , which is clearly invariant under Sλ . But then x(λ,α,μ) ∈ R(λ,μ) means we can
deﬁne fλ,μ,α = fλ,μ,x(λ,α,μ) ∈ Mλ,μ for any α ∈ Sr . Choose a representative element bμ,α in each
orbit of Sλ in Bμ . This determines a corresponding set REλ,μ ⊆ REμ ⊆ Sr such that {bμ,α: α ∈ REλ,μ}
contains exactly one element from each Sλ orbit. Notice that REλ,μ also contains exactly one element
from each double coset SλαSμ , α ∈ Sr . Deﬁne α ∼λ,μ β ⇔ ∃σ ∈ Sλ,π ∈ Sμ such that β = σαπ
(i.e., α,β are in the same double coset). For convenience, we will always choose the identity 1 ∈ REλ,μ ,
that is, we take 1 as the representative element of the double coset Sμ1Sλ . Note that fλ,μ,α =
fλ,μ,β ⇔ x(λ,α,μ) = x(λ,β,μ) ⇔ O (λ,α,μ) = O (λ,β,μ) ⇔ α ∼λ,μ β . We can now give a basis
for Mλ,μ .
Proposition 4.1. Mλ,μ is a free R-module with a basis Bλ,μ = { fλ,μ,α: α ∈ REλ,μ}.
Proof. To show independence, ﬁrst notice that the set {x(λ,α,μ): α ∈ REλ,μ} ⊆ Mμ is independent
over R . In fact, each x is a sum of elements bμ,β in the basis for Mμ and no basis element can occur
for more than one orbit. So a nontrivial relation among the x’s would give a nontrivial relation among
the basis elements bμ,β , a contradiction. But then a nontrivial relation among the fλ,μ,α in Mλ,μ
would give a nontrivial relation among the elements fλ,μ,α(bλ,1) = x(λ,α,μ) in Mμ , which we just
saw is impossible. So Bλ,μ is in fact independent over R . To prove that Bλ,μ spans Mλ,μ we need
two lemmas.
Lemma 4.1. Take any y ∈ R(λ,μ) ⊆ Mμ and write y =∑α∈REμ cαbμ,α , cα ∈ R. If cα = 0 for some α ∈ REμ ,
then cβ = 0, ∀bμ,β ∈ O (λ,α,μ).
Proof. Take any bμ,β = σbμ,α , σ ∈ Sλ , in the orbit O (λ,α,μ). Since σ permutes the basis ele-
ments bμ,γ , the coeﬃcient of bμ,β in σ y will be cα = 0. But since y is invariant under Sλ , the
coeﬃcient of bμ,β in σ y must be just cβ . So cβ = cα = 0 as claimed. 
Lemma 4.2. The set {x(λ,α,μ): α ∈ REλ,μ} spans R(λ,μ).
Proof. Take any y =∑α∈REμ cαbμ,α ∈ R(λ,μ). We show y is a linear combination of the x’s using
induction on the number k of nonzero coeﬃcients cα . When k is zero, the result is trivial. Assume
that for some k > 0 the result is proved whenever there are less than k nonzero coeﬃcients, and take
a y with k nonzero coeﬃcients. Choose an α with cα = 0 and consider z = y − cαx(λ,α,μ). Then
z ∈ R(λ,μ) and the number of nonzero coeﬃcients in z is less than k: the coeﬃcient of bμ,β is 0 for
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of bμ,β , is unchanged. So by the induction hypothesis, z is an R-linear combination of the x’s. But
then so is y = z + cαx(λ,α,μ), and the lemma is proved. 
To complete the proof of the proposition, notice that any element of Mλ,μ can be written as fλ,μ,y
for some y ∈ R(λ,μ). By Lemma 4.2 we can write y =∑α∈REλ,μ cαx(λ,α,μ). Then
fλ,μ,y(bλ,1) = y =
∑
α∈REλ,μ
cαx(λ,α,μ) =
∑
α∈REλ,μ
cα fλ,μ,α(bλ,1).
Since elements of Mλ,μ are determined by their action on bλ,1, we have
fλ,μ,y =
∑
α∈REλ,μ
cα fλ,μ,α,
so Bλ,μ spans Mλ,μ as claimed. 
Since B is a direct sum of the R-modules Mλ,μ , Proposition 4.1 implies
Corollary 4.1. B(Sr, R) is a free R-module with a basis
⋃
λ,μ∈Λ(r)
Bλ,μ =
{
fλ,μ,α: λ,μ ∈ Λ(r), α ∈ REλ,μ
}
.
5. Z-forms
The algebra A is a free R-module with a basis Sr for any R , so ψA : α → 1⊗α gives an R-module
isomorphism
ψA : A(Sr, R) → R ⊗Z A(Sr,Z)
(where we regard R as a right Z-module by the natural ring homomorphism ϕ : Z → R with
ϕ(1) = 1). Since the multiplication of basis elements is just multiplication in the semigroup Sr , which
is independent of R , ψA is actually an isomorphism of R-algebras.
Similarly, M is a free R-module with a basis {bλ,α: λ ∈ Λ(r),α ∈ REλ} for any R , so ψM : bλ,α →
1⊗ bλ,α gives an R-module isomorphism
ψM : M(Sr, R) → R ⊗Z M(Sr,Z).
The action of A on the A-module M is given for basis elements β ∈ A, bλ,α ∈ M by β · bλ,α = bλ,βα ,
which is again independent of R . So, if we identify A(Sr, R) and R ⊗Z A(Sr,Z) by ψA , it is not hard
to check that ψM is an isomorphism of A-modules.
Finally, B is a free R-module with a basis { fλ,μ,α: λ,μ ∈ Λ(r), α ∈ REλ,μ} for any R , so ψB :
fλ,μ,α → 1⊗ fλ,μ,α gives an R-module isomorphism
ψB : B(Sr, R) → R ⊗Z B(Sr,Z).
We will see in the next section that the multiplication of basis vectors is given by fν,μ,β · fλ,ν,α =∑
γ∈REλ,μ ϕ(aγ ) fλ,μ,γ , where aγ are certain nonnegative integers that are independent of the ring R .
Then it is again easy to check that ψB is an isomorphism of R-algebras.
So A, M and B can be obtained for general R by tensoring with the corresponding “Z-form”.
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subgroup of Sλ which leaves bμ,α ﬁxed, and let n(λ,α,μ) be the order of S(λ,α,μ). Then in
the sum
∑
σ∈Sλ σbμ,α each basis element bμ,β ∈ O (λ,α,μ) occurs exactly n(λ,α,μ) times, so
n(λ,α,μ) · x(λ,α,μ) =∑σ∈Sλ σbμ,α =∑σ∈Sλ σαbμ,1.
Notice that if β ∼λ,μ α, say β = καπ , κ ∈ Sλ , π ∈ Sμ , then S(λ,β,μ) = κS(λ,α,μ)κ−1, so
n(λ,β,μ) = n(λ,α,μ).
6. Multiplication in B
The multiplication in B is determined by the product of any two basis elements, fν ′,μ,β · fλ,ν,α .
If ν = ν ′ , this product is zero, so we need only to consider the case fν,μ,β · fλ,ν,α ∈ Mλ,μ , α ∈ REλ,ν ,
β ∈ REν,μ . We can write this product in terms of our basis for Mλ,μ given in Proposition 4.1: fν,μ,β ·
fλ,ν,α =∑γ∈REλ,μ cγ fλ,μ,γ where the coeﬃcients cγ ∈ R . We ﬁrst check that, as claimed in Section 5,
each cγ = ϕ(aγ ) where aγ is a nonnegative integer determined independent of R . First, we have
fν,μ,β · fλ,ν,α(bλ,1) =
∑
γ∈REλ,μ
cγ fλ,μ,γ (bλ,1) =
∑
γ∈REλ,μ
cγ x(λ,γ ,μ)
=
∑
γ∈REλ,μ
∑
bμ,δ∈O (λ,γ ,μ)
cγ bμ,δ.
But, writing x(λ,α,ν) =∑i bν,αi =∑i αibν,1 and x(ν,β,μ) =∑ j bμ,β j =∑ j β jbμ,1, we also have
fν,μ,β · fλ,ν,α(bλ,1) = fν,μ,β(x(λ,α,ν)) = fν,μ,β(∑i αibν,1) =∑i αi fν,μ,β(bν,1) =∑i αi x(ν,β,μ) =∑
i, j αiβ jbμ,1 =
∑
i, j bμ,αiβ j =
∑
δ∈REμ aδ · bμ,δ =
∑
δ∈REμ ϕ(aδ)bμ,δ , where each aδ is a nonnegative
integer independent of R which counts the number of times the basis element bμ,δ occurs among
the bμ,αiβ j . That is, aδ = #(i, j: δ ∼μ αiβ j). Since each bμ,δ belongs to exactly one orbit O (λ,γ ,μ),
we can equate coeﬃcients of bμ,δ in our two expressions. We ﬁnd for each γ that cγ = ϕ(aδ) for
any δ with bμ,δ ∈ O (λ,γ ,μ). This veriﬁes the claim in Section 5 and allows us ﬁrst to work out the
coeﬃcients cγ ,Z ∈ Z for the Z-form and then put cγ ,R = ϕ(cγ ,Z) for a general R .
Working in R = Z and using the formula at the end of Section 5 repeatedly, we ﬁnd
n(λ,α,ν)n(ν,β,μ) fν,μ,β · fλ,ν,α(bλ,1) = n(ν,β,μ) fν,μ,β
(
n(λ,α,ν)x(λ,α,ν)
)
= n(ν,β,μ) fν,μ,β
( ∑
σ∈Sλ
σαbν,1
)
= n(ν,β,μ)
∑
σ∈Sλ
σα fν,μ,β(bν,1)
=
∑
σ∈Sλ
σα · n(ν,β,μ) · x(ν,β,μ)
=
∑
σ∈Sλ
σα ·
∑
ρ∈Sν
ρβbμ,1
=
∑
ρ∈Sν
∑
σ∈Sλ
σαρβbμ,1
=
∑
ρ∈S
n
(
λ,γ (αρβ),μ
) · fλ,μ,γ (αρβ)(bλ,1),
ν
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#γ = |{ρ ∈Sν : αρβ ∼λ,μ γ }|. (#γ depends on γ ,α,β,λ,μ,ν .) Then n(λ,α,ν)n(ν,β,μ) fν,μ,β ·
fλ,ν,α(bλ,1) =∑γ∈REλ,μ #γ · n(λ,γ ,μ) · fλ,μ,γ (bλ,1). Since we also have
n(λ,α,ν)n(ν,β,μ) fν,μ,β · fλ,ν,α(bλ,1) =
∑
γ∈REλ,μ
n(λ,α,ν)n(ν,β,μ) cγ fλ,μ,γ (bλ,1),
we get n(λ,α,ν)n(ν,β,μ) cγ = #γ · n(λ,γ ,μ). Thus n(λ,α,ν)n(ν,β,μ) divides # γ · n(λ,γ ,μ) and
cγ = #γ ·n(λ,γ ,μ)n(λ,α,ν)n(ν,β,μ) . This gives the multiplication law:
fν,μ,β · fλ,ν,α =
∑
γ∈REλ,μ
#γ · n(λ,γ ,μ)
n(λ,α,ν)n(ν,β,μ)
· fλ,μ,γ .
Recall that the values for cγ ,R ∈ R are to be obtained as follows: First evaluate cγ ,Z =
#γ ·n(λ,γ ,μ)
n(λ,α,ν)n(ν,β,μ) , which must be an integer. Then cγ ,R = ϕ(cγ ,Z).
It is useful to observe that the integers #γ ,n(λ,γ ,μ),n(λ,α,ν), and n(ν,β,μ) and the elements
fλ,ν,α , fν,μ,β , fλ,μ,γ are all unchanged if we replace α,β,γ by α′, β ′, γ ′ where α′ ∼λ,ν α, β ′ ∼ν,μ β ,
γ ′ ∼λ,μ γ .
The following result will be needed later:
Proposition 6.1.
(a) If ρ1,ρ2 are in the same rightS(ν,β,μ) coset ofSν , then αρ2β ∼λ,μ αρ1β .
(b) #γ = aγ n(ν,β,μ) where the nonnegative integer aγ is the number of distinct cosets ρS(ν,β,μ) for
which αρβ ∼λ,μ γ .
(c) cγ ,Z = n(λ,γ ,μ)·aγn(λ,α,ν) where aγ is a nonnegative integer.
Proof. Since all cosets contain the same number, n(ν,β,μ), of elements, (b) and (c) follow at once
from (a). To see (a), suppose ρ2 = ρ1κ for some κ ∈S(ν,β,μ). Then κβ = βπ for some π ∈Sμ and
we have αρ2β = αρ1κβ = αρ1βπ ∼λ,μ αρ1β as claimed. 
We will also need some special cases of the multiplication rule. In the following, write o(G) for
the order of a ﬁnite group G .
Case 1: Let ν¯ ∈ Λ(r) be the partition ν¯i = 1, i = 1,2, . . . , r. We have Sν¯ = {1}, Mν¯ = A, Mν¯,μ = Mμ .
Also n(ν¯, β,μ) = 1 for any β,μ and #γ = 1 if αβ ∼λ,μ γ , #γ = 0 otherwise. We then calcu-
late f ν¯,μ,β · fλ,ν¯,α =∑γ∈REλ,μ #γ ·n(λ,γ ,μ)n(λ,α,ν¯)n(ν¯,β,μ) · fλ,μ,γ = n(λ,αβ,μ)n(λ,α,ν¯) fλ,μ,αβ . For α = 1 ∈ REλ,ν¯ we have
n(λ,1, ν¯) = 1, so f ν¯,μ,β · fλ,ν¯,1 = n(λ,β,μ) fλ,μ,β . In particular, if λ = ν¯ and 1ν¯ = f ν¯,ν¯,1, then
f ν¯,μ,β · 1ν¯ = f ν¯,μ,β .
Case 2: Let α = 1, Sν ⊆Sλ . Then αρβ = ρβ ∼λ,μ β for any ρ ∈Sν , so #γ =
{
o(Sν) if β ∼λ,μ γ
0 otherwise
.
Also, n(λ,1, ν) = o(Sν), so fν,μ,β · fλ,ν,1 =∑γ∈REλ,μ #γ ·n(λ,γ ,μ)n(λ,1,ν)n(ν,β,μ) · fλ,μ,γ = o(Sν )·n(λ,β,μ)o(Sν )·n(ν,β,μ) · fλ,μ,β =
n(λ,β,μ)
n(ν,β,μ) · fλ,μ,β . In particular, if 1ν = fν,ν,1, then fν,μ,β · 1ν = fν,μ,β .
Case 3: Let β = 1, Sν ⊆Sμ . Then αρβ = αρ ∼λ,μ α for any ρ ∈Sν , so #γ =
{
o(Sν) if α ∼λ,μ γ
0 otherwise
.
Also, n(ν,1,μ) = o(Sν), so fν,μ,1 · fλ,ν,α =∑γ∈REλ,μ #γ ·n(λ,γ ,μ)n(λ,α,ν)n(ν,1,μ) · fλ,μ,γ = o(Sν )·n(λ,α,μ)n(λ,α,ν)·o(Sν ) · fλ,μ,α =
n(λ,α,μ)
n(λ,α,ν) · fλ,μ,α . In particular 1ν · fλ,ν,α · = fλ,ν,α .
Case 4: When λ = μ and Sν ⊆Sλ =Sμ , a special case of either Case 2 or Case 3 gives fν,λ,1 ·
fλ,ν,1 = n(λ,1,λ)n(λ,1,ν) · fλ,λ,1 = o(Sλ)o(Sν ) · fλ,λ,1.
As one consequence of the multiplication rule, we have
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module and a (unital) right Mλ,λ-module.
Proof. We only need to show that each 1λ acts as a unit. By the multiplication rule, 1μ · fλ,μ,α =
fμ,μ,1 · fλ,μ,α =∑γ∈REλ,μ #γ ·n(λ,γ ,μ)n(λ,α,μ)n(μ,1,μ) · fλ,μ,γ , where γ ∼λ,μ απ1 = απ for some π ∈ Sμ . But
απ ∼λ,μ α for any π ∈Sμ , so #γ = o(Sμ) if γ ∼λ,μ α and 0 otherwise. Also n(μ,1,μ) = o(Sμ), so
1μ · fλ,μ,α = o(Sμ) · n(λ,α,μ)
n(λ,α,μ) · o(Sμ) · fλ,μ,α =
n(λ,α,μ)
n(λ,α,μ)
· fλ,μ,α = fλ,μ,α
as desired. A similar argument shows that fλ,μ,α · 1λ = fλ,μ,α completing the proof of the proposi-
tion. 
7. Commuting algebra properties
As mentioned previously, the algebra A can be identiﬁed with a subalgebra of EndR(M) by the
correspondence a ↔ fa , where fa(m) = am, ∀m ∈ M . Of course B = EndA(M) ⊆ EndR(M) can also be
regarded as a subalgebra of EndR(M). With these identiﬁcations, the deﬁnition of B implies that B is
the commuting algebra (or “full centralizer”) of A in EndR(M), that is, B consists of all elements of
EndR(M) which commute with every element of A. In this section we show that A is also the com-
muting algebra of B in EndR(M), that is, A = EndB(M). This result generalizes the classical “double
centralizer” relationship between the symmetric group algebra R[Sr] and the Schur algebra SR(r, r)
(when M ∼=⊗ri=1 Vi and Vi = Rr ). The argument we give here is the same as that given in [5] for the
case A = R[τr].
Proposition 7.1. A = EndB(M).
Proof. By the deﬁnition of B , each b ∈ B commutes with every a ∈ A, so clearly A ⊆ EndB(M) and we
need only to prove the reverse inclusion. Let ν be the “smallest” partition, νi = 1, ∀i, and consider the
element b ≡ bν,1 ∈ M . This b is “cyclic” for the action of B , that is, any element x ∈ M can be written
as x = f b for some f ∈ B . In fact, for any basis element bλ,α ∈ M we have fν,λ,α(b) = x(ν,α,λ) = bλ,α
(since Sν = {1}, any Sν -orbit contains only one element). It follows that elements in EndB(M) are
completely determined by their action on b: if g,h ∈ EndB(M) and g(b) = h(b), then g = h. We will
show that for any element g ∈ EndB(M) there is an element z ∈ A such that g(b) = zb, and therefore
g = z ∈ A.
For 1  i  r deﬁne Di ∈ EndR(M) by letting Di(bλ,α) = λibλ,α for the basis elements bλ,α of M
and extending linearly. Di commutes with the action of A (since each Mλ is invariant under A),
so Di ∈ B . Also notice that Di(b) = Di(bν,1) = 1 · bν,1 = b for all i. Then for any g ∈ EndB(M) we
have Di g(b) = gDi(b) = g(b). Then for any basis element bλ,α ∈ M which appears with a nonzero
coeﬃcient in the expansion of g(b) we must have Di(bλ,α) = bλ,α . But this means we must have
λi = 1, 1  i  r, that is, λ = ν . So we can write g(b) =∑α∈REν =Sr cαbν,α =
∑
α∈Sr cαα · bν,1 = z ·
bν,1 = zb where z =∑α∈Sr cαα ∈ R[Sr] = A. Then g = z and we are done. 
8. Irreducible representations of A
In this section we review the classiﬁcation of irreducible left A = A(Sr,k)-modules for a ﬁeld k.
We will also need the classiﬁcation of irreducible left modules for the opposite algebra, Aop . These
correspond to right A-modules, and fortunately the results given below hold equally well for left or
right A-modules.
Begin by deﬁning the index of α ∈ Sr to be i(α) = # image(α) − 1, that is, the number of el-
ements in the image of α not counting 0. If we think of α as an (r + 1) × (r + 1) matrix, then
i(α) = rank(α) − 1. For 0  l  r, write j¯l Sr = {α ∈ Sr: i(α) = l} and jl Sr = {α ∈ Sr: i(α) l}, and
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semigroup ideal in Sr and Jl A is a two-sided ideal in the algebra A. For any left A-module M , ( Jl A)M
will be a left A-submodule (since Jl A is a left A-ideal). We will write JlM for ( Jl A)M . Any irreducible
A-module I has an index l deﬁned by Jl I = 0, J i I = 0 for i < l. For any irreducible A-module I there
is a primitive idempotent e in A such that I ∼= Ae/M for a maximal submodule M ⊆ Ae. If I has
index l, then e ∈ Jl A, e /∈ Jl−1A.
Deﬁne a standard idempotent to be an idempotent element ε in Sr which is nondecreasing; i <
j ⇒ ε(i) ε( j). Given any γ ∈ j¯l Sr there will exist α,β ∈Sr such that ε ≡ αγ β ∈ j¯l Sr is a standard
idempotent. So if Sr contains any element of index l it contains a standard idempotent of index l.
Now let ε be a standard idempotent of index l. It is not hard to check that any γ ∈ jl Sr of index l
factors through ε: γ = αεβγ for some α,β ∈ Sr . It follows that for any irreducible A-module I ,
ε I = 0 ⇔ index(I)  l. Then, by general idempotent theory, see for example [6] or [2], isomorphism
classes of irreducible A-modules of index j  l correspond to isomorphism classes of irreducible εAε-
modules of index j. In particular, an A-module of index l corresponds to an εAε-module of index l,
which in turn corresponds to an εAε/ Jl−1εAε-module.
When l > 0, we claim εAε/ Jl−1εAε ∼=Sl: Let
image(ε) = {0 < k1 < k2 < · · · < kl}.
Given σ ∈Sl deﬁne σ¯ ∈Sr ⊆ Sr by σ¯ (i) =
{
i if i /∈ image(ε)
kσ(s) if i = ks . Then deﬁne θ :Sl → εAε/ Jl−1εAε
by θ(σ ) = εσ¯ ε mod Jl−1εAε. It can be checked that θ is an isomorphism of k-algebras.
There is only one element in τ¯r of index 0, namely the element z where z(i) = 0, ∀i ∈ {0,1, . . . , r}.
Notice that zα = z = αz for any α ∈ τ¯r . If z ∈ Sr , then z is a standard idempotent and zAz ∼= kz. Any
irreducible zAz-module must be isomorphic to zAz itself, a one-dimensional k-module of index 0. So
A has one isomorphism class of irreducible modules of index 0. If z /∈ Sr , then A can have no modules
of index 0. The end result is the following:
Theorem 8.1 (Classiﬁcation for A).
1. For 1  l  r, if j¯l Sr = ∅ then A has no irreducible modules of index l. If j¯l Sr = ∅, then isomorphism
classes of irreducible A-modules of index l correspond to isomorphism classes of irreducible Sl -modules.
Irreducible Sl-modules are classiﬁed by partitions of l if k has characteristic 0 or by p-regular partitions
of l if k has positive characteristic p.
2. If z ∈ Sr then there is one isomorphism class of irreducible A-modules of index 0. (Such a module is
isomorphic to the trivial one-dimensional module Az = kz ∼= k.) If z /∈ Sr then there are no irreducible
A-modules of index 0.
We remark that if j¯l Sr = ∅ for some l < r, then j¯k Sr = ∅ for all 1 k l. So if A has any irreducible
module of index l < r it also has irreducible modules of index k for all 1 k l. For 0 l r − 1, we
will write τ¯r,l =Sr ∪ jlτ¯r = {α ∈ τ¯r: index(α) = r or  l} and then put Sr,l = τ¯r,l ∩ Sr . Sr,l is a semi-
group containing Sr . Then Sr,r−1 = Sr . It follows from the classiﬁcation theorem that the irreducible
representations of Sr,l correspond to those of Sr which are of index r or index  l. It also follows
that the irreducible representations of any Sr,l with Rr,l ⊆ Sr,l ⊆ τ¯r,l correspond to those of τ¯r,l . The
irreducible representations of τr,l also correspond to those of τ¯r,l except for the irreducible module of
index 0.
9. A ﬁltration of B and irreducible B-modules
Let Λ = Λ(r) be the set of all compositions of r into r parts; Λ+ = Λ+(r) ⊆ Λ, the set of all
partitions of r. For λ ∈ Λ and 1  k  r, put L(λ,k) = #{i: λi = k} (= number of rows of length k
in λ). Then deﬁne a partial order on Λ by λ1 < λ2 ⇔ ∃k > 0 such that L(λ1, i) = L(λ2, i) for 1 i < k
while L(λ1,k) > L(λ2,k). Also deﬁne an equivalence relation on Λ by λ1 ∼ λ2 ⇔ ∀i, L(λ1, i) = L(λ2, i).
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total ordering of the partitions or of the equivalence classes of compositions. The smallest partition,
ν¯ = 1(r) , has ν¯i = 1 for all i. The largest partition, λ = (r), has λ1 = r, λi = 0, i > 1. {1λ = fλ,λ,1: λ ∈ Λ}
is a set of orthogonal idempotents in B with
∑
λ∈Λ 1λ = 1 (the identity in B). For each partition
λ ∈ Λ+ deﬁne eλ =⊕μ∈Λ,μ<λ 1μ and e¯λ = eλ ⊕ (⊕μ∈Λ,μ∼λ 1μ). (For the smallest partition ν¯ = 1(r)
deﬁne eν¯ = 0.) Note the following results: each eλ and e¯λ is an idempotent; for the largest partition,
(r), we have e¯(r) = 1 (the identity in B); λ1, λ2 ∈ Λ+ ⇒ e¯λ1 e¯λ2 = e¯min(λ1,λ2) and eλ1eλ2 = emin(λ1,λ2);
e¯λeλ = eλe¯λ = eλ .
Obtain a ﬁltration of the algebra B by deﬁning Bλ = e¯λBe¯λ , λ ∈ Λ+ . Then B(r) = B and λ1 < λ2 ⇒
Bλ1 ⊆ Bλ2 . Each Bλ is an R-algebra with unit e¯λ . Next deﬁne K λ = (BeλB)∩ Bλ = BλeλBλ . Then K λ is
the two-sided ideal in Bλ generated by eλ . Finally, deﬁne Q λ = Bλ/K λ . Then Q λ is an R-algebra with
unit e¯λ mod K λ .
By standard idempotent theory, if I is an irreducible B-module, then either e¯λ I = 0 or e¯λ I is an
irreducible Bλ (= e¯λBe¯λ)-module. Deﬁne an irreducible B-module I to be at level λ if e¯λ I = 0 and
eλ I = 0. Then isomorphism classes of irreducible B-modules at levels  λ correspond to those with
e¯λ I = 0, which in turn correspond to isomorphism classes of irreducible Bλ-modules.
An irreducible Q λ-module corresponds to an irreducible Bλ-module on which K λ acts trivially,
i.e., an irreducible B-module I with e¯λ I = 0 but K λe¯λ I = 0. But then K λe¯λ I = 0 ⇒ eλe¯λ I = 0 ⇒ eλ I =
0 ⇒ I is at level λ. Since any irreducible B-module lies at exactly one level, it corresponds to an
irreducible Q λ-module for exactly one λ ∈ Λ+ . Thus a classiﬁcation of the irreducible Q λ-modules
for all λ ∈ Λ+ will give a classiﬁcation of all irreducible B-modules.
We will make one further reduction. Let B¯λ = (1λ + eλ)B(1λ + eλ) ⊆ Bλ . This is an R-algebra with
unit 1λ + eλ . Let K¯ λ = K λ ∩ B¯λ = B¯λeλ B¯λ , the two-sided ideal in B¯λ generated by eλ , and deﬁne
Cλ = B¯λ/K¯ λ . Cλ is an R-algebra with unit 1λ mod K¯ λ and can be identiﬁed with a subalgebra of
Q λ: Cλ = (1λ mod K λ)Q λ(1λ mod K λ). We will see that irreducible Q λ-modules correspond to irre-
ducible Cλ-modules.
Notice that if μ ∈ Λ(r) and μ ∼ λ ∈ Λ+ then there exists α ∈Sr ⊆ Sr such that Sμ = αSλα−1.
Lemma 9.1. If μ ∼ λ ∈ Λ+ andSμ = αSλα−1 for α ∈Sr , then 1μ = fλ,μ,α−11λ fμ,λ,α .
Proof. By the multiplication rule we have fλ,μ,α−1 · 1λ · fμ,λ,α = fλ,μ,α−1 · fμ,λ,α =∑
γ∈REμ,μ
#γ ·n(μ,γ ,μ)
n(μ,α,λ)n(λ,α−1,μ) · fμ,μ,γ . For any ρ ∈ Sλ we have αρα−1 ∈ Sμ , so αρα−1 ∼μ,μ 1. Then
#γ = o(Sλ) if γ ∼μ,μ 1 and 0 otherwise. Also, for any σ ∈ Sμ we have σ = απα−1 for some
π ∈Sλ , so σα = απα−1α = απ . Then S(μ,α,λ) =Sμ and n(μ,α,λ) = o(Sμ) = o(Sλ). Similarly,
n(λ,α−1,μ) = o(Sλ). Finally, n(μ,1,μ) = o(Sμ) = o(Sλ). Inserting these values into the multipli-
cation formula gives fλ,μ,α−1 · 1λ · fμ,λ,α = fλ,μ,α−1 · fμ,λ,α = o(Sλ)·o(Sλ)o(Sλ)·o(Sλ) · fμ,μ,1 = fμ,μ,1 = 1μ as
desired. 
Corollary 9.1. 1λ mod K λ is a “full idempotent” in Q λ , that is, the two-sided ideal generated by 1λ mod K λ
in Q λ is all of Q λ .
Proof. Modulo K λ , e¯λ =∑μ∈Λ,μ∼λ 1μ . By the lemma, the two-sided ideal generated by 1λ contains
each 1μ . Then the two-sided ideal generated by 1λ mod K λ contains the identity e¯λ mod K λ in Q λ
and hence all of Q λ . 
Proposition 9.1. Isomorphism classes of irreducible Cλ-modules correspond one-to-one with isomorphism
classes of irreducible Q λ-modules, and hence to isomorphism classes of irreducible B-modules at level λ.
Proof. By general idempotent theory, irreducible Cλ-modules correspond to irreducible Q λ-modules I
such that (1λ mod K λ)I = 0. But by the corollary above, we have a full idempotent, and for a full
idempotent (1λ mod K λ)I = 0 ⇒ I = 0, see [4]. So every irreducible Q λ-module corresponds to a
Cλ-module as claimed. 
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is isomorphic as an R-algebra to the algebra of d by d matrices with entries in Cλ . This leads to an
alternative veriﬁcation of Proposition 9.1.
In the remainder of this paper we will classify the irreducible B-modules (in many cases) by
classifying the irreducible Cλ-modules for all partitions λ. It will be useful to rewrite Cλ slightly: since
B¯λ = (1λ + eλ)B(1λ + eλ) = 1λB1λ+eλB1λ+1λBeλ+eλBeλ and eλB1λ+1λBeλ+eλBeλ ⊆ BeλB∩ B¯λ =
K¯ λ we have Cλ = B¯λ/K¯ λ = 1λB1λ/(1λB1λ ∩ BeλB) (where eλ =∑μ∈Λ,μ<λ 1μ).
10. Characteristic zero
In this section we will assume R is a ﬁeld k of characteristic zero. Let ν = 1(r) be the “smallest”
partition.
Theorem 10.1. For a ﬁeld k of characteristic zero, Cν ∼= k[Sr]op (the opposite algebra of k[Sr]) while Cλ = 0,
λ = ν . The irreducible left B-modules are all at level ν and correspond to irreducible left k[Sr]op-modules,
hence to irreducible right k[Sr]-modules. (The irreducible right k[Sr]-modules in turn correspond to irreducible
right k[Si]-modules for various i  r as described in Section 8.)
Proof. For the smallest partition ν we have eν = 0, Cν = 1ν B1ν = Mν,ν . Then by Proposition 4.1, Cν is
a k vector space with a basis { fν,ν,α: α ∈ REν,ν}. Since Sν = {1}, the ν − ν double cosets consist of
single elements of Sr , so REν,ν = Sr and fν,ν,α → α gives a vector space isomorphism φ : Cν →
k[Sr]. By special Case 1 of the multiplication law, fν,ν,β · fν,ν,α = n(ν,αβ,ν)n(ν,α,ν) fν,ν,αβ = fν,ν,αβ (since
n(ν,γ , ν) = 1 for any γ ∈ Sr ). So φ is an anti-isomorphism of algebras, i.e., an isomorphism from Cν
to k[Sr]op . So irreducible left B-modules at level ν correspond to irreducible left Cν ∼= k[Sr]op-modules
as stated.
Now suppose λ ∈ Λ+ , λ = ν . To show Cλ = 0 it suﬃces to prove that 1λB1λ ⊆ BeλB , which will
be true if 1λ ∈ BeλB . We will show that 1λ ∈ B1ν B . Then since 1ν = e¯ν = e¯νeλ , we will have 1λ ∈
B1ν B = Be¯νeλB ⊆ BeλB as desired.
By special Case 4 of the multiplication rule, fν,λ,11ν fλ,ν,1 = fν,λ,1 · fλ,ν,1 = o(Sλ)o(Sν ) fλ,λ,1 = o(Sλ)1λ .
Since k has characteristic zero, o(Sλ) = 0 in the ﬁeld k and we have 1λ = 1o(Sλ) fν,λ,11ν fλ,ν,1 ∈ B1ν B
as claimed, completing the proof that Cλ = 0. 
11. Characteristic p
We now consider the case where R is a ﬁeld k with positive characteristic p.
Deﬁnition 11.1. A partition λ ∈ Λ+(r) is a p-partition if for each i, 1 i  r, either λi = 0 or λi = pki
for some integer power ki  0 of p.
Theorem 11.1. If λ is not a p-partition, then Cλ = 0.
Proof. Suppose λ is not a p-partition. To show Cλ = 0 it suﬃces to show that BeλB ⊇ 1λB1λ . This
will be true if 1λ ∈ BeλB =∑μ∈Λ,μ<λ B1μB . So if we can show that 1λ ∈ B1ν B for some ν ∈ Λ with
ν < λ we will be done.
Since λ is not a p-partition, λa is not a power of p and nonzero for at least one a. Write λa =
spk+ R where 1 s < p, 0 R < pk (and R > 0 if s = 1). Deﬁne a new composition ν ∈ Λ by breaking
the block baλ into s blocks of size p
k and one block of size R (if R > 0). That is, we deﬁne
νi =
⎧⎪⎨
⎪⎩
λi for i < a,
pk for a i  a+ s − 1,
R for i = a+ s,
λ for i > a+ s.i−s
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multiplication rule, fν,λ,11ν fλ,ν,1 = fν,λ,1 · fλ,ν,1 = o(Sλ)o(Sν ) · 1λ . So if c ≡ o(Sλ)o(Sν ) = 0 in k, then 1λ =
1
c · fν,λ,11ν fλ,ν,1 ∈ B1ν B as desired. But a little computation shows that c = o(Sλ)o(Sν ) =
∏
1ir o(Sλi )∏
1ir o(Sνi )
=
o(Sλa )∏
aia+s o(Sνi )
= (spk+R)![pk !]s ·R! = 0 mod p. So c = 0 in k, which completes the proof. 
Now consider Cλ for a p-partition λ. To analyze Cλ we will try to ﬁnd a basis. Changing notation
from Section 8, we will now write Bλ = 1λB1λ = HomA(Mλ,Mλ). Let Π : Bλ → Cλ = Bλ/(BeλB ∩ Bλ)
be the natural projection. Our eventual goal is to write the Bλ-basis { fλ,λ,α: α ∈ REλ,λ} = BCλ ∪ BKλ ,
where BCλ and BKλ are disjoint subsets, the images Π( fλ,λ,α) for fλ,λ,α ∈ BCλ form a basis for Cλ ,
and BKλ is a basis for the kernel BeλB ∩ Bλ of Π . We will ﬁrst describe certain fλ,λ,α which belong
to BKλ .
Deﬁnition 11.2. For α ∈ Sr and μ ∈ Λ, rows i and j of the matrix α are μ-equivalent if for every
block bμk we have #(α
−1(i) ∩ bμk ) = #(α−1( j) ∩ bμk ). (That is, the two rows have the same number
of 1’s in the columns corresponding to each block.)
We will use the following result.
Lemma 11.1. Let αi,α j represent the rows i and j of α.
(a) αi,α j are μ-equivalent ⇔ α2 = α1σ for some σ ∈Sμ .
(b) If π ∈S(λ,α,μ), then the rows αi,απ(i) are μ-equivalent for any i.
Proof. (a) is clear if we recall that the entries in any row of α are either 0 or 1, so we can permute
the columns in a μ-block to “match up” two rows if and only if the rows have the same number
of 1’s in the columns corresponding to that μ-block.
For (b), notice that the ith row of α is the same as the π(i) row of πα, that is, αi = (πα)π(i) . If
π ∈S(λ,α,μ), then πα = ασ for some σ ∈Sμ . Then
αi = (πα)π(i) = (ασ )π(i) = απ(i)σ ,
so αi,απ(i) are μ-equivalent by part (a). 
Deﬁnition 11.3. For α ∈ Sr and λ,μ ∈ Λ, α is λ−μ regular if rows αi,α j are μ-equivalent whenever
i and j are in the same λ-block bλk .
Lemma 11.2. For any α ∈ Sr and λ,μ ∈ Λ, the following are equivalent:
(a) α is λ − μ regular,
(b) for any π ∈Sλ there is a σ ∈Sμ such that πα = ασ ,
(c) S(λ,α,μ) =Sλ ,
(d) n(λ,α,μ) = o(Sλ).
Proof. (b), (c), (d) are clearly equivalent from the deﬁnitions, so we show (a) is equivalent to (c). To
show (c) implies (a), take any i and j in the same λ-block bλk , and let π ∈Sλ transpose i and j so
that j = π(i). By (c), we have π ∈S(λ,α,μ), so αi and απ(i) = α j are μ-equivalent by Lemma 11.1.
So α is λ − μ regular.
To show (a) implies (c), assume α is λ − μ regular and let si ∈ Sλ be a basic transposition
interchanging two values i and i + 1 in the same λ-block bλl . For each μ-block bμk the subsets
(α−1(i) ∩ bμk ) and (α−1(i + 1) ∩ bμk ) are disjoint with the same number of elements. So there is a
σ ∈Sμ which interchanges these pairs of subsets and leaves all other elements ﬁxed. Then siα = ασ ,
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group of Sλ), we have Sλ =S(λ,α,μ) and (c) is satisﬁed. 
Notice that if α ∼λ,μ β , then α is λ − μ regular if and only if β is λ − μ regular. Also 1λ is λ − λ
regular for any λ. Let REλ,μ,reg = {α ∈ REλ,μ: α is λ − μ regular}.
Proposition 11.1. If α is λ− ν regular and β is ν −μ regular, then αβ is λ−μ regular and fν,μ,β · fλ,ν,α =
fλ,μ,αβ .
Proof. That αβ is λ − μ regular is easily checked. Also note that for any ρ ∈ Sν we have αρβ =
αβδ for some δ ∈Sμ , so αρβ ∼λ,μ αβ . Then #γ = o(Sν) if γ ∼λ,μ αβ and #γ = 0 otherwise. The
multiplication rule gives fν,μ,β · fλ,ν,α = #γ ·n(λ,γ ,μ)n(λ,α,ν)·n(ν,β,μ) fλ,μ,γ where γ ∼λ,μ αβ . Then Lemma 11.2(d)
gives fν,μ,β · fλ,ν,α = o(Sν )·o(Sλ)o(Sλ)·o(Sν ) fλ,μ,γ = fλ,μ,γ as desired. 
Corollary 11.1. The vector space spanned by { fλ,μ,γ : λ,μ ∈ Λ(r), γ ∈ REλ,μ,reg} is a closed subalgebra of B
(which contains the identity of B). Sλreg ≡ REλ,λ,reg is a subsemigroup of Sr containing the identity. The vector
space Bλreg spanned by { fλ,λ,γ : γ ∈ REλ,λ,reg} is a closed subalgebra of Bλ containing the identity 1λ , and
Bλreg ∼= k[Sλreg]op , the opposite algebra of the semigroup algebra for Sλreg .
The following result says that BKλ should contain any fλ,λ,α where α is not λ − λ regular:
Proposition 11.2. Π( fλ,λ,γ ) = 0 if γ is not λ − λ regular.
The proof is deferred to Section 15.
We next obtain a somewhat stronger result. Write si = L(λ, pi) = #{ j: λ j = pi}, so there are si
blocks bλj of size p
i . We will deﬁne a map from the product semigroup
∏
si>0
τ¯si to τ¯r . For each i
with si > 0, write the integers in these si blocks in the form c + (a − 1)pi + b where 1  a  si ,
1  b  pi (and c = ∑ j>i s j p j is the number of integers in blocks larger than pi). Then given
{αi ∈ τ¯si : si > 0} deﬁne α ∈ τ¯r as follows: if j = c + (a − 1)pi + b is in one of the si blocks of
size pi , then α( j) = α(c + (a − 1)pi + b) =
{
c + (αi(a) − 1)pi + b if αi(a) = 0
0 if αi(a) = 0 . This deﬁnes a map
φλ :∏si>0 τ¯si → τ¯r where φλ(∏αi) = α. It is not hard to check that φ = φλ is an injective semigroup
homomorphism. (To understand the map φ, consider the tableau obtained by ﬁlling the Young dia-
gram corresponding to λ with the integers 1 to r in order from left to right along row 1, then row 2,
etc. Then φ(
∏
αi) = α maps the entries in the ath row of length pi one-to-one to the entries in the
αi(a)th row of length pi if αi(a) = 0 or to 0 if αi(a) = 0.)
Next let Sλr = image(φλ) ∩ Sr ⊆ τ¯r . We will often identify the semigroup Sλr with its inverse image
φ−1λ (Sλr ) ⊆
∏
si>0
τ¯si . Notice that any α ∈ Sλr is λ − λ regular, and distinct elements of Sλr belong
to distinct λ − λ double cosets. So we can identify Sλr with a subsemigroup of Sλreg . Let k[Sλr ]op
be the opposite algebra of the semigroup algebra k[Sλr ]. k[Sλr ]op is isomorphic to a subalgebra of
k[Sλreg]op and therefore of Bλ by Corollary 11.1 Deﬁne a k-linear map ψλ : k[Sλr ]op → Bλ = 1λB1λ =
Homk[Sr ](Mλ,Mλ) by ψλ(α) = fλ,λ,α for α ∈ Sλr (extended linearly). We have shown
Proposition 11.3. ψλ : k[Sλr ]op → Bλ is an injective k-algebra homomorphism.
Proposition 11.4. Π( fλ,λ,γ ) = 0 unless γ ∼λ,λ α for some α ∈ Sλr .
This says that fλ,λ,γ should be in BKλ unless γ ∼λ,λ α for some α ∈ Sλr . We again defer the proof
of the proposition to Section 15.
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The above propositions show that certain fλ,λ,α should belong to BKλ . The following technical
lemma will show that certain fλ,λ,α belong to BCλ .
Lemma 11.3. Suppose γ ∈ REλ,λ has the following properties:
(a) γ is λ − λ regular.
(b) For any factorization γ = αβ , α,β ∈ Sr , and any composition ν < λ, there exists an integer i such that
the size ν j of the ν-block bνj containing i is less than the size λk of the λ-block b
λ
k containing α(i).
Then for any f ∈ Bλ ∩ BeλB = ker(Π), if we expand f in terms of the basis { fλ,λ,α: α ∈ REλ,λ} for Bλ , the
coeﬃcient of fλ,λ,γ will be zero.
The lemma will also be proved in Section 15.
We will give one result to show how Lemma 11.3 can be used. Consider
∏
si>0Ssi ⊆
∏
si>0 τ¯si .
Since Sr ⊆ Sr , we have Gλr ≡ φλ(
∏
si>0
Ssi ) ⊆ im(φλ) ∩Sr ⊆ Sλr . Notice that for γ , δ ∈ Gλr we have
γ ∼λ,λ δ ⇔ γ = δ, so we can assume Gλr ⊆ REλ,λ .
Proposition 11.5. Πψλ : k[Gλr ]op → Cλ is injective.
Proof. Take any x =∑γ∈Gλr cγ fλ,λ,γ ∈ ker(Π) ∩ ψλ(k[Gλr ]op) = Bλ ∩ BeλB ∩ ψλ(Gλr ). If we show that
any γ ∈ Gλr satisﬁes the conditions of the lemma, then we have cγ = 0, ∀γ , so x = 0. So ker(Π) ∩
ψλ(k[Gλr ]op) = 0 and (since ψλ is injective) Πψλ is injective as claimed. So take any γ ∈ Gλr ⊆Sr . Any
element of Sλr is λ − λ regular, so condition (a) is satisﬁed. Take any factorization γ = αβ , α,β ∈ Sr ,
and any partition ν < λ. Since γ ∈ Sr we must have α ∈ Sr and in particular α is injective. Now
ν < λ means there exists k > 0 such that L(ν, i) = L(λ, i) for i < k while L(ν,k) > L(λ,k). So there
must be more integers in ν-blocks of size at most k than there are in λ-blocks of size at most k.
Then, since α is injective, there must be an integer i in a ν-block of size at most k such that α(i) is
in a λ-block of size greater than k. So condition (b) of the lemma holds for λ and the proposition is
proved. 
12. The case Sr =Sr
In this section we will assume that Sr =Sr and k is a ﬁeld of positive characteristic p. Then A
is the usual group algebra k[Sr] and B is isomorphic to the Schur algebra Sk(r, r). We have seen
that each isomorphism class of irreducible B-modules corresponds to a unique p-partition λ and
isomorphism class of irreducible Cλ-modules. Let λ be a p-partition. Then Sλr = Gλr ∼=
∏
si>0
Ssi . By
Corollary 11.2 and Proposition 11.5, Πψλ : k[Sλr ]op → Cλ is both surjective and injective, so Cλ ∼=
k[Sλr ]op ∼= k[
∏
Ssi ]op ∼=
⊗
si>0
k[Ssi ]op . Then (see Section 16) an isomorphism class of irreducible left
Cλ-modules corresponds to a choice of an irreducible left k[Ssi ]op-module for each si > 0, which is
the same as a choice of an irreducible right k[Ssi ]-module for each si > 0. Irreducible k[Ssi ]-modules
are classiﬁed by p-regular partitions of si . Putting these pieces together gives the following.
Theorem 12.1 (Classiﬁcation Theorem for B[Sr,k] ∼= Sk(r, r)). Let k be a ﬁeld of positive characteristic p.
There is one isomorphism class of irreducible B[Sr,k]-modules for each choice of the following data:
(a) a decomposition r =∑i0 si pi for integers si  0, and
(b) a p-regular partition of si for each si > 0.
Evidently si = 0 for all but a ﬁnite number of i. The usual classiﬁcation theorem for the Schur
algebra, see [2] or [6] matches irreducible modules with arbitrary partitions of r. It is a pleasant
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Also, starting with some standard construction for k[Sn]-modules as in [3], it should be possible to
construct an irreducible B-module corresponding to a given set of data in (a) and (b).
13. The case Sr = τr
In this section we will assume that Sr = τr and k is a ﬁeld of positive characteristic p. Then A is
the semigroup algebra k[τr] and B is isomorphic to the algebra Bk(r, r) of [5]. Let λ be a p-partition
and let m and M be the smallest and largest integers such that si = 0. Then r =∑Mi=m si pi and Sλr =
φλ(
∏M
i=m τsi ). Let S ′ ⊆ Sλr be the subsemigroup S ′ ≡ φλ(τsm ·
∏M
i=m+1Ssi ). Distinct elements of S ′ lie
in distinct double λ − λ cosets, so we can assume S ′ ⊆ REλ,λ . Deﬁne BCλ = ψλ(S ′) = { fλ,λ,γ : γ ∈ S ′}
and BKλ = { fλ,λ,γ : γ ∈ REλ,λ − S ′}.
Proposition 13.1.
(a) BKλ is a basis for ker(Π) = Bλ ∩ BeλB.
(b) Π(BCλ) is a basis for Cλ .
Proof. Since the disjoint union BKλ ∪ BCλ is a basis for Bλ and Π : Bλ → Cλ is surjective, part (b)
follows from part (a). To prove (a), we ﬁrst show BKλ ⊆ ker(Π). Take fλ,λ,γ ∈ BKλ . If γ /∈ Sλr , then
Π( fλ,λ,γ ) = 0 by Proposition 11.4, so assume γ ∈ Sλr − S ′ . Since γ /∈ S ′ , there must be some k >m
and a λ-block bλi of size λi = pk > pm such that image(γ )∩bλi = ∅. Let ν be the composition obtained
from λ by replacing the λ-block bλi by p
k−m ν-blocks of size pm . Then ν < λ, Sν ⊆Sλ , and 1νeλ =
1ν = eλ1ν . Deﬁne β ∈ τr by letting β( j) = j for all integers j outside of the λ-block bλi , while β
maps each of the new ν-blocks one-to-one onto a λ-block of size pm . From the construction, we
have βγ = γ and β is λ − ν regular, so n(λ,β, ν) = o(Sλ). We also have that γ is both λ − λ
regular and ν − λ regular, so n(λ,γ ,λ) = o(Sλ) and n(ν,γ ,λ) = o(Sν). Since γ is ν − λ regular, we
have ργ ∼λ γ and therefore βργ ∼λ,λ βγ = γ for any ρ ∈Sν . The multiplication rule then gives:
fν,λ,γ · 1νeλ · fλ,ν,β = fν,λ,γ · fλ,ν,β =∑δ∈REλ,λ #δ·n(λ,δ,λ)n(λ,β,ν)n(ν,γ ,λ) · fλ,λ,δ where #δ = o(Sν) if δ = γ and
0 otherwise. Thus fν,λ,γ · 1νeλ · fλ,ν,β = o(Sν )·o(Sλ)o(Sλ)·o(Sν ) · fλ,λ,γ = fλ,λ,γ and fλ,λ,γ ∈ BλeλBλ = ker(Π) as
desired.
It remains to show that ker(Π) ⊆ span(BKλ). Take any x ∈ ker(Π) and write it in terms of the
basis for Bλ: x = ∑γ∈REλ,λ cγ fλ,λ,γ = ∑γ∈S ′ cγ fλ,λ,γ + ∑γ∈REλ,λ−S ′ cγ fλ,λ,γ . We will show that
any γ ∈ S ′ satisﬁes the conditions of Lemma 11.3, so all terms in the ﬁrst sum vanish. Then
x =∑γ∈REλ,λ−S ′ cγ fλ,λ,γ ∈ span{BKλ} and we will be done. Any γ ∈ S ′ ⊆ Sλr is λ − λ regular, so
condition (a) of Lemma 11.3 is satisﬁed. Next take a factorization γ = αβ , α,β ∈ τr , and any com-
position ν < λ. If there is any ν-block of size less than the smallest λ-block size pm , then for any i
in such a ν-block, α(i) must lie in a larger size λ-block, so condition (b) of Lemma 11.3 is satis-
ﬁed. If all ν-blocks have size  pm , then ν < λ ⇒ ∃k  pm such that L(ν, i) = L(λ, i) for i < k, while
L(ν,k) > L(λ,k). So there are more integers in ν-blocks of size  k than in λ-blocks of size  k, and
therefore more integers in λ-blocks of size > k pm than in ν-blocks of size > k. However, for γ ∈ S ′ ,
any integer in a λ-block of size > pm is in image(γ ) and therefore also in image(α). It follows that
there must be some integer i in a ν-block of size  k such that α(i) is in a λ-block of size > k. So
condition (b) of Lemma 11.3 is again satisﬁed and the proof is complete. 
As an immediate corollary we have
Corollary 13.1. Πψλ : k[S ′]op → Cλ is an isomorphism of k-algebras.
So there are isomorphisms of k-algebras Cλ ∼= k[S ′]op ∼= k[τsm ·
∏M
i=m+1Ssi ]op ∼= k[τsm ]op ⊗
(
⊗M
i=m+1 k[Ssi ]op).
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tion 16) correspond to a choice of an irreducible k[τsm ]op module and irreducible k[Ssi ]op modules
for each m + 1 i  M . These in turn are classiﬁed by a p-regular partition of j for some 1 j  sm
and p-regular partitions of si for each si > 0, i >m. We can now state the
Theorem 13.1 (Classiﬁcation Theorem for B[τr,k]). Let k be a ﬁeld of positive characteristic p. There is one
isomorphism class of irreducible B[τr,k]-modules for each choice of the following data:
1. a decomposition r =∑im si pi for integers si  0, sm > 0,
2. a p-regular partition of si for each si > 0, i >m,
3. an integer j with 1 j  sm, and
4. a p-regular partition of j.
An irreducible B-module corresponding to such data will be at level λ where λ is the partition
with si blocks of size pi and will have index i¯ =∑i>m si pi + jpm . Notice that for p > r we must have
si = 0, ∀i > 0, so we have Cλ =
{
k[τr]op, λ = ν¯
0, λ > ν¯
. So irreducible B-modules correspond to irreducible
k[τr]op modules as in [5]. A similar analysis should classify B[Sr,k] modules for Sr = τr ∩ τ¯r,l .
14. The case Sr ⊇ Rr
In this section we will assume that Sr ⊇ Rr (the rook algebra) and that k is a ﬁeld of positive
characteristic p. For example, we could have Sr = Rr or Sr = τ¯r . Our analysis will follow the pattern
in Section 13. Let λ be a p-partition. Let S ′ ⊆ Sλr be the subsemigroup S ′ ≡ φλ(τ¯s 0 ·
∏
i>0Ssi ) ∩ Sλr =
φλ(S0 ·∏i>0Ssi ) where S0 is a semigroup with τ¯s0 ⊇ S0 ⊇ Rs0 . (When Sr = Rr we have S0 = Rs0 ;
when Sr = τ¯r we have S0 = τ¯s0 .) Distinct elements of S ′ lie in distinct double λ− λ cosets, so we can
assume S ′ ⊆ REλ,λ . Deﬁne BCλ = ψλ(S ′) = { fλ,λ,γ : γ ∈ S ′} and BKλ = { fλ,λ,γ : γ ∈ REλ,λ − S ′}.
Proposition 14.1.
(a) BKλ is a basis for ker(Π) = Bλ ∩ BeλB.
(b) Π(BCλ) is a basis for Cλ .
Proof. The proof of Proposition 14.1 follows the pattern of that for Proposition 13.1. Since the disjoint
union BKλ ∪ BCλ is a basis for Bλ and Π : Bλ → Cλ is surjective, part (b) follows from part (a).
To prove (a), we ﬁrst show BKλ ⊆ ker(Π). Take fλ,λ,γ ∈ BKλ . If γ /∈ Sλr , then Π( fλ,λ,γ ) = 0 by
Proposition 11.4, so assume γ ∈ Sλr − S ′ . Since γ /∈ S ′ , there must be some k > 0 and a λ-block
bλi of size λi = pk > 1 such that image(γ ) ∩ bλi = ∅. Let ν be the composition obtained from λ by
replacing the λ-block bλi by p
k ν-blocks of size 1. Then ν < λ, Sν ⊆ Sλ , and 1νeλ = 1ν = eλ1ν .
Deﬁne β ∈ Rr ⊆ Sr by letting β( j) = j for all integers j outside of the λ-block bλi , while β maps
each integer in the block bλi to 0. From the construction, we have βγ = γ and β is λ − ν regular, so
n(λ,β, ν) = o(Sλ). We also have that γ is both λ−λ regular and ν −λ regular, so n(λ,γ ,λ) = o(Sλ)
and n(ν,γ ,λ) = o(Sν). Then just as in the proof of Proposition 13.1, we have fν,λ,γ · 1νeλ · fλ,ν,β =
o(Sν )·o(Sλ)
o(Sλ)·o(Sν ) · fλ,λ,γ = fλ,λ,γ and fλ,λ,γ ∈ BλeλBλ = ker(Π) as desired.
To show that ker(Π) ⊆ span(BKλ), we again mimic the proof for Proposition 13.1. Take any
x ∈ ker(Π) and write it in terms of the basis for Bλ: x = ∑γ∈REλ,λ cγ fλ,λ,γ = ∑γ∈S ′ cγ fλ,λ,γ +∑
γ∈REλ,λ−S ′ cγ fλ,λ,γ . We will show that any γ ∈ S ′ satisﬁes the conditions of Lemma 11.3, so all
terms in the ﬁrst sum vanish. Then x =∑γ∈REλ,λ−S ′ cγ fλ,λ,γ ∈ span{BKλ} and we will be done. Any
γ ∈ S ′ ⊆ Sλr is λ − λ regular, so condition (a) of Lemma 11.3 is satisﬁed. Next take a factorization
γ = αβ , α,β ∈ Sr , and any composition ν < λ. Then ν < λ ⇒ ∃k  1 such that L(ν, i) = L(λ, i) for
i < k, while L(ν,k) > L(λ,k). So there are more integers in ν-blocks of size  k than in λ-blocks of
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ever, for γ ∈ S ′ , any integer in a λ-block of size > 1 is in image(γ ) and therefore also in image(α).
It follows that there must be some integer i in a ν-block of size  k such that α(i) is in a λ-block of
size > k. So condition (b) of Lemma 11.3 is again satisﬁed and the proof is complete. 
Corollary 14.1. Πψλ : k[S ′]op → Cλ is an isomorphism of k-algebras.
So there are isomorphisms of k-algebras Cλ ∼= k[S ′]op ∼= k[S0 ·∏i>0Ssi ]op ∼= k[S0]op ⊗
(
⊗
i>0 k[Ssi ]op).
By the results in Section 8, since τ¯s0 ⊇ S0 ⊇ Rs0 , the irreducible representations of k[S0]op cor-
respond to irreducible k[S j]op modules for some index 1  j  s0 or to the trivial one-dimensional
representation of k[Rs0 ] of index 0. So as for the k[τr] case we have (using Section 16)
Theorem 14.1 (Classiﬁcation Theorem for B[Sr,k] when Sr ⊇ Rr). Assume Sr ⊇ Rr and let k be a ﬁeld of
positive characteristic p. There is one isomorphism class of irreducible B[Sr,k]-modules for each choice of the
following data:
1. a decomposition r =∑i0 si pi for integers si  0,
2. a p-regular partition of si for each si > 0, i > 0,
3. an integer j with 0 j  s0 , and
4. a p-regular partition of j if j > 0.
An irreducible B-module corresponding to such data will be at level λ where λ is the partition
with si blocks of size pi and will have index i¯ =∑i>0 si pi + j. Again, a similar analysis should classify
B[Sr,k] modules for Rr ∩ τ¯r,l ⊆ Sr ⊆ τ¯r,l .
15. Proofs
In this section we will prove Propositions 11.2 and 11.4 and Lemma 11.3.
We begin with a proof of Proposition 11.2: Take any γ ∈ Sr which is not λ − λ regular. We must
show that Π( fλ,λ,γ ) = 0, that is, fλ,λ,γ ∈ ker(Π) = BλeλBλ . Since γ is not λ − λ regular, there is a
block bλk containing integers i, j such that rows i and j of γ are not λ-equivalent. So we can write
bλk as a disjoint union nonempty subsets, b
λ
k = A1 ∪ A2, where for any i, j ∈ A1 rows i and j of γ
are λ-equivalent, while if i ∈ A1, j ∈ A2 then rows i and j of γ are not λ-equivalent. Let ai = #Ai ,
so 1  ai < #bλk = λk = ps for some s > 0 and a1 + a2 = ps . Replacing γ by another element of its
λ − λ double coset if necessary, we can assume that A1 contains the ﬁrst a1 elements of block bλk
and A2 the remaining a2. Let ν be the composition obtained from λ by breaking the block bλk into
two blocks A1, A2. Then ν < λ and Sν ⊆Sλ . By special Case 2 of the multiplication rule, we have
fν,λ,γ · fλ,ν,1 = n(λ,γ ,λ)n(ν,γ ,λ) · fλ,λ,γ . So if we can show that n ≡ n(λ,γ ,λ)n(ν,γ ,λ) is not zero in the ﬁeld k (i.e.,
not zero mod p), then fλ,λ,γ = 1n · fν,λ,γ · fλ,ν,1 = 1n · fν,λ,γ · 1ν · eλ · fλ,ν,1 ∈ BλeλBλ = ker(Π) and
the proposition is proved. But S(λ,γ ,λ) =S(ν,γ ,λ): Certainly S(λ,γ ,λ) ⊇S(ν,γ ,λ). To show the
reverse inclusion, take any σ ∈ S(λ,γ ,λ). Then σ maps each λ-block into itself and rows j and
σ( j) are λ-equivalent for any j. Then σ must map the ν-blocks A1, A2 into themselves (and maps
the other ν-blocks which correspond to λ-blocks to themselves), so σ ∈S(ν,γ ,λ) and S(λ,γ ,λ) ⊆
S(ν,γ ,λ). Finally, S(λ,γ ,λ) = S(ν,γ ,λ) ⇒ n(λ,γ ,λ) = n(ν,γ ,λ) ⇒ n = 1 = 0 mod p as desired.
This completes the proof of Proposition 11.2.
We now turn to the proof of Proposition 11.4: Assume we have chosen the representative elements
so that Sλr ⊆ REλ,λ and take any γ ∈ REλ,λ − Sλr . We must show fλ,λ,γ ∈ ker(Π) = BλeλBλ . If γ is not
λ − λ regular, then fλ,λ,γ ∈ ker(Π) by Proposition 11.2, so assume γ is λ − λ regular. Then for any
integer j in a λ-block bλk , γ ( j) cannot be in a block of larger size, and if γ ( j) is in a block b
λ
l of the
same size, then γ must map bλk one-to-one onto b
λ
l . Now if every λ-block b
λ
k is either mapped to 0
by γ or is mapped one-to-one onto another λ-block of the same size, then γ ∈ Sλr , a contradiction.
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s such that γ ( j) is in a block bλl of smaller
size pt < ps . Then since γ is λ − λ regular there will be a set A 1 ⊆ bλk such that γ maps A1 one-
to-one onto bλl (so #A1 = #bλl = pt ). Let A2 = bλk − A1 and put ai = #Ai , so 1  ai < ps . Replacing
γ by another element of its λ − λ double coset if necessary, we can assume that A1 contains the
ﬁrst a1 elements of block bλk and A2 the remaining a2. Let ν be the composition obtained from λ
by breaking the block bλk into two blocks A1, A2. Then ν < λ and Sν ⊆ Sλ . By special Case 3 of
the multiplication rule, we have fν,λ,1 · fλ,ν,γ = n(λ,γ ,λ)n(λ,γ ,ν) · fλ,λ,γ . So if we can show that n ≡ n(λ,γ ,λ)n(λ,γ ,ν)
is not zero in the ﬁeld k (i.e., not zero mod p), then fλ,λ,γ = 1n · fν,λ,1 · fλ,ν,γ = 1n · fν,λ,1 · 1ν · eλ ·
fλ,ν,γ ∈ BλeλBλ = ker(Π) and the proposition is proved. Since γ is λ − λ regular, S(λ,γ ,λ) = Sλ
and n(λ,γ ,λ) = o(Sλ). But from the construction, it is easily checked that γ is also λ − ν regular, so
we also have S(λ,γ , ν) =Sλ . Then n(λ,γ , ν) = o(Sλ) and n = o(Sλ)o(Sλ) = 1 = 0 mod p as desired. This
completes the proof of Proposition 11.4.
Before proving Lemma 11.3, we need a preliminary result. Let λ,ν ∈ Λ(r) be any two compositions
and take any α ∈ Sr . Consider the subgroup S(λ,α,ν) ⊆Sλ . We can regard Sλi as a subgroup of Sλ
by letting σ ∈ Sλi act as the identity on all blocks bλj , j = i, while σ(ak) = aσ(k) if ak represents
the kth element in the block bλi . Then Sλ is a direct product of disjoint subgroups, Sλ =
∏
iSλi .
Let Si(λ,α,ν) = S(λ,α,ν) ∩Sλi . Then
∏
iSi(λ,α,ν) is a direct product of disjoint subgroups of
S(λ,α,ν). The result we require is
Lemma 15.1.S(λ,α,ν) =∏iSi(λ,α,ν).
Proof. Take any σ ∈S(λ,α,ν) ⊆Sλ and write σ =∏σi , σi ∈Sλi . We claim each σi ∈Si(λ,α,ν),
and therefore σ ∈∏iSi(λ,α,ν) proving the lemma. To see that σi ∈Si(λ,α,ν), let A j = α−1(bλj ),
j = 1,2, . . . , r, and A0 = α−1(0) − {0}. Then A j , 0  j  r, gives a partition of {1,2, . . . , r} into dis-
joint subsets. Since σ ∈S(λ,α,ν), there exists π ∈Sν such that σα = απ . Then x ∈ A j ⇒ απ(x) =
σα(x) ∈ σbλj = bλj ⇒ π(x) ∈ A j , so π(A j) = A j for all j. For j = 1,2, . . . , r, deﬁne π j ∈ Sν by
π j(x) =
{
π(x), x ∈ A j
x, x /∈ A j . If x ∈ Ai , then α(x) ∈ b
λ
i , so σiα(x) = σα(x) = απ(x) = απi(x). On the other
hand, if x /∈ Ai , then α(x) /∈ bλi and σiα(x) = α(x) = απi(x). So we have σiα = απi and σi ∈Si(λ,α,ν)
as desired. 
We can now prove Lemma 11.3: Let γ ∈ REλ,λ satisfy properties (a) and (b) of Lemma 11.3 and
consider any f =∑δ∈REλ,λ dδ fλ,λ,δ ∈ ker(Π) = BλeλBλ . We must show that the coeﬃcient dγ = 0.
Since eλ =∑ν<λ 1ν , any element f in ker(Π) will be a linear combination of terms of the form
fν,λ,β · 1ν · fλ,ν,α = fν,λ,β · fλ,ν,α for various ν < λ, α ∈ REλ,ν , β ∈ REν,λ . By Proposition 6.1, the coeﬃ-
cient of fλ,λ,y in such a term has the form cγ = n(λ,γ ,λ)aγn(λ,α,ν) for some integer aγ , so the coeﬃcient dγ
will be a linear combination of such constants. We will show that whenever aγ = 0, n(λ,γ ,λ)n(λ,α,ν) (and
therefore cγ ) is an integer congruent to 0 mod p. Then dγ = 0 as desired and the proof is complete.
By property (a), γ is λ−λ regular, so S(λ,γ ,λ) =Sλ ∼=∏λi>0Sλi . By Lemma 15.1 above, we have
a direct product of disjoint subgroups, S(λ,α,ν) =∏iSi(λ,α,ν) where Si(λ,α,ν) =S(λ,α,ν) ∩
Sλi . Si(λ,α,ν) is a subgroup of Sλi , so ni = o(Sλi )o(Si(λ,α,ν)) is a nonnegative integer. Then
n(λ,γ ,λ)
n(λ,α,ν) =∏
i ni , so we must show that ni = 0 mod p for at least one i (whenever aγ = 0).
If aγ = 0 we can assume γ = αρβ for some ρ ∈ Sν . Then by condition (b), there will be an
integer i in a block bνj of size s such that α(i) ∈ bλk for some block bλk of size pt > s. Let A 1 =
bλk ∩ α(bνj ), A2 = bλk − A1, ai = #Ai . Then 1  a1  s < pt and a1 + a2 = #bλk = λk = pt . For any σ ∈
Sk(λ,α,ν) we have σ(bλk ) = bλk and σ(α(bνj )) = α(bνj ), so σ(Ai) = Ai , i = 1,2. This means Sk(λ,α,ν)
lies in a subgroup SAi ∗ SA2 of Sλk of order a1!a2!. Then we have a1!a2! = o(Sk(λ,α,ν)) · d for
some integer d. Also recall that o(Sλk ) = λk! = pt !. Then compute nk =
o(Sλk )
o(S (λ,α,ν)) = p
t !
a !a !/d = d ·k 1 2
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a1!(pt−a1)! = d ·
( pt
a1
)
. Since 0 < a1 < pt , the binomial coeﬃcient
( pt
a1
)= 0 mod p. So nk = 0 mod p as
desired, and the proof of Lemma 11.3 is complete.
16. Irreducible representations of tensor product algebras
In Sections 12, 13, and 14 we assumed the fact that the irreducible (left) representations of a
tensor product algebra of the form k[S0]op ⊗ (⊗ni=1 k[Ssi ]op) (where S0 = Ss0 , τs0 or some sub-
semigroup of τ¯s0 containing Rs0 ) were determined by choices of irreducible (left) representations
for k[S0]op and each k[Ssi ]op . This is equivalent to saying that the irreducible (right) representa-
tions of k[S0] ⊗ (⊗ni=1 k[Ssi ]) correspond to choices of irreducible (right) representations for k[S0]
and each k[Ssi ]. We can proceed as in Section 8 to match irreducible k[S0]-modules with irre-
ducible k[S j]-modules for various j and irreducible k[S0] ⊗ (⊗ni=1 k[Ssi ])-modules with irreducible
k[S j] ⊗ (⊗ni=1 k[Ssi ])-modules for various j. Since any irreducible k[Sl]-module is absolutely irre-
ducible (see e.g. [3]), our desired result follows from the following proposition.
Proposition 16.1. For i = 1, . . . ,n, let {Ii,1, Ii,2, . . . , Ii,m(i)} be a complete set of pairwise inequivalent irre-
ducible (right) modules for the (ﬁnite dimensional) k-algebra Ai . Assume that every Ii, j , 1  i  n, 1  j 
m(i), is absolutely irreducible. Let A =⊗ni=1 Ai and consider the A-modules I1, j(1) ⊗ I2, j(2) ⊗ · · · ⊗ In, j(n) .
Then:
(a) For each choice of j(1), j(2), . . . , j(n) with 1  j(i)  m(i) there is an irreducible right A-module
I( j(1), j(2), . . . , j(n)) and a surjective map of A-modules I1, j(1) ⊗ I2, j(2) ⊗ · · ·⊗ In, j(n) → I( j(1), j(2),
. . . , j(n)).
(b) If J is an irreducible A-module and I1, j(1) ⊗ I2, j(2) ⊗ · · · ⊗ In, j(n) → J is surjective, then J ∼=
I( j(1), j(2), . . . , j(n)).
(c) {I( j(1), j(2), . . . , j(n)): 1 j(i)m(i)} is a complete set of pairwise inequivalent irreducible
A-modules.
We recall some properties of ﬁnite dimensional algebras C over a ﬁeld k. (See e.g. [1].) Isomor-
phism classes of irreducible modules for C correspond to equivalence classes of primitive idempo-
tents: For each primitive idempotent e we have a principle indecomposable module eC which contains
a unique maximal submodule M = eM and has an irreducible quotient I = eC/M . For two primitive
idempotents e, e′ we have eC ∼= e′C ⇔ I ∼= I ′ in which case we say e, e′ are equivalent. If e is a primi-
tive idempotent for C , then eCe is a local algebra with unit e: if M is the unique maximal submodule
in eC , then Me = eMe is the unique maximal ideal in eCe. The irreducible eCe-module Ie = eCe/Me
is then a division algebra (in fact a ﬁeld, since it is ﬁnite dimensional over k). Me is the radical of the
local algebra eCe, and therefore is a two-sided ideal and nilpotent.
Lemma 16.1. Let I = eC/M be the irreducible C-module corresponding to the primitive idempotent e. There
is an isomorphism ψ : Ie = eCe/Me ∼= HomC (I, I).
Proof. For α ∈ eCe there is a well-deﬁned ψα ∈ HomC (eC, eC) given by ψα(ec) = αc = αec, c ∈ C .
Now ψα(M) = αM ⊆ M: Since the radical Me is a two-sided ideal in the local algebra eCe, we have
αMe ⊆ Me. But any right C-module N contained in eC such that Ne ⊆ Me must be a proper sub-
module of eC and therefore contained in the maximal submodule M . So αM is contained in M
as claimed. So ψα determines a map ψ¯α ∈ HomC (I, I). We have ψ¯α(I) = 0 ⇔ ψ¯α(eC) ⊆ M ⇔ αC =
αeC ⊆ M ⇔ α ∈ M ⇔ α ∈ M ∩ eCe = Me. The k-linear map ψ : α → ψ¯α then yields an injective
map ψ : Ie → HomC (I, I). But any map f¯ ∈ HomC (I, I) lifts (using the fact that eC is projective)
to a map f ∈ HomC (eC, eC) such that f (M) ⊆ M , and for any f ∈ HomC (eC, eC) we have f = ψα
where α = f (e) = f (ee) = f (e)e ∈ eCe. So f¯ = ψ¯α , and the map ψ is surjective as well, proving the
lemma. 
A standard criterion for a C-module I to be absolutely irreducible [1] is that HomC (I, I) ∼= k, so we
have
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module.
We can now prove
Lemma 16.2. For i = 1, . . . ,n, let Ii = ei Ai/Mi be an absolutely irreducible right Ai-module corresponding
to the primitive idempotent ei . Then:
(a) The idempotent e =⊗ni=1 ei is primitive in A =⊗ni=1 Ai .
(b) If I = eA/M is the irreducible A-module corresponding to e, then there is a surjection of A-modules⊗n
i=1 Ii → I .
(c) If J is any irreducible A-module and
⊗n
i=1 Ii → J is a surjective map of A-modules, then J ∼= I .
Proof. The idempotent e will be primitive in A if and only if the algebra eAe is local (has a unique
maximal ideal). The surjections πi : ei Aiei → Iiei combine to give a surjection π =⊗ni=1 πi : eAe =⊗n
i=1 ei Aiei →
⊗n
i=1 Iiei ∼=
⊗n
i=1 k ∼= k, using Corollary 16.1. Since the image of π is one-dimensional,
and hence irreducible, the kernel of π must be a maximal ideal in eAe, and therefore contains the
radical, ker(π) ⊇ Rad(eAe). On the other hand, ker(π) is the sum over i of the ideals e1A1e1 ⊗ · · · ⊗
ei−1Ai−1ei−1 ⊗ Miei ⊗ ei+1Ai+1ei+1 ⊗ · · · ⊗ en Anen , where Miei is the kernel of πi . Then Miei is the
unique maximal ideal in the local algebra ei Aiei , so it is the radical of ei Aiei and nilpotent. But
then ker(π) is nilpotent also, so ker(π) ⊆ Rad(eAe). Then ker(π) = Rad(eAe), so eAe has the unique
maximal ideal ker(π) and must be local. This proves part (a).
Since e is a primitive idempotent in A, eA contains a unique maximal submodule M = eM . Let
p : eA → eA/M = I be the projection onto the irreducible I . The surjections πi : ei Ai → Ii combine
to give a surjection π =⊗ni=1 πi : eA =⊗ni=1 ei Ai →⊗ni=1 Ii . We must have ker(π) contained in the
maximal submodule M , so π induces a surjective map
⊗n
i=1 Ii ∼= eA/ker(π) → eA/M ∼= I proving
part (b).
Now suppose J is an irreducible A-module and that F :⊗ni=1 Ii → J is surjective. Then F ◦ π :
eA → J is surjective, so the kernel of F ◦ π is a maximal submodule in eA, which must equal M .
Then J ∼= eA/ker(F ◦ π) = eA/M ∼= I which proves part (c). 
We need one additional lemma.
Lemma 16.3. For i = 1, . . . ,n, let ei , e′i be primitive idempotents in Ai and let e =
⊗n
i=1 ei , e′ =
⊗n
i=1 e′i be
the corresponding idempotents in A =⊗ni=1 Ai . Then eA ∼= e′A ⇔ ∀i, ei Ai ∼= e′i Ai .
Proof. It is clear that isomorphisms f i : ei Ai → e′i Ai for every i give an isomorphism f : eA → e′A,
so we need only to prove the reverse implication. So assume f : eA → e′A is an isomorphism of
A-modules. Now as right Ai-modules, eA, e′A are direct sums of copies of ei Ai , e′i Ai respectively.
Let pi : e′A → I ′i = e′i Ai/M ′i be projection onto one copy of e′i Ai followed by projection onto the
corresponding irreducible module I ′i . Since pi ◦ f : eA → I ′i is a surjective map of Ai-modules, there
must be at least one direct summand ei Ai of eA such that pi ◦ f (ei Ai) = 0. Then since I ′i is irreducible,
there is a surjection ei Ai → I ′i whose kernel must be the maximal submodule Mi ⊆ ei Ai . Then I ′i ∼=
ei Ai/Mi ∼= Ii , so we must have ei ∼ e′i and ei Ai ∼= e′i Ai for every i. 
We now complete the proof of Proposition 16.1. Lemma 16.2 gives the existence of the A-modules
I( j(1), j(2), . . . , j(n)) satisfying (a) and (b) of the proposition. Recall that irreducible A-modules I, I ′
corresponding to primitive idempotents e, e′ are isomorphic if and only if e ∼ e′ , which in turn is
equivalent to eA ∼= e′A. Then Lemma 16.3 shows that the modules I( j(1), j(2), . . . , j(n)) are pairwise
inequivalent, and it remains to show that these form a complete set of irreducible A-modules.
Let ei, j(i) be the primitive idempotent corresponding to Ii, j(i) . We can write the identity 1i ∈ Ai
as a sum of primitive idempotents εi,k where each εi,k ∼ ei, j(i) for some j(i). Then the identity
R. May / Journal of Algebra 333 (2011) 180–201 2011 =⊗ni=1 1i for A =⊗ni=1 Ai is a sum of idempotents of the form ε =⊗ni=1 εi,k . These are primi-
tive idempotents by Lemma 16.2, so every irreducible A-module has the form εA/M for some such ε.
But by Lemma 16.3, any such ε is equivalent to some e =⊗ni=1 ei, j(i). It follows that any irreducible
A-module is isomorphic to one of the I( j(1), j(2), . . . , j(n)), which shows that these do form a com-
plete set of irreducibles.
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