How long does it take a quantum particle to return to its origin? Under repeated projective measurements aimed to detect the return, the closed cycle yields a geometrical phase which shows that the average first detected return time is equal to the winding number of the underlying generating function in units where the sampling time is set to unity. Here we focus on the blow-up of the fluctuations of return times close to critical sampling times or special choices of control parameters. Grünbaum, Velázquez, Werner and Werner, Comm. Math. Phys., 320 543 (2013), showed how to map this problem onto a classical charge theory in two dimensions with charges located on the unit circle. Using this we find the critical divergence of the fluctuations showing how a picture based on a single weak charge or closely situated pairs or triplets of charges, yields formulas for the diverging variance with physical insights which differ in each case.
How long does it take a quantum particle to return to its origin? Under repeated projective measurements aimed to detect the return, the closed cycle yields a geometrical phase which shows that the average first detected return time is equal to the winding number of the underlying generating function in units where the sampling time is set to unity. Here we focus on the blow-up of the fluctuations of return times close to critical sampling times or special choices of control parameters. Grünbaum, Velázquez, Werner and Werner, Comm. Math. Phys., 320 543 (2013), showed how to map this problem onto a classical charge theory in two dimensions with charges located on the unit circle. Using this we find the critical divergence of the fluctuations showing how a picture based on a single weak charge or closely situated pairs or triplets of charges, yields formulas for the diverging variance with physical insights which differ in each case.
A quantum system performing a cycle, for example an adiabatically driven particle, gathers a phase which manifests itself in a wide range of physical phenomena [1] [2] [3] [4] . Usually these effects are investigated with unitary evolution. Recently such closed loop dynamics was considered by Grünbaum et al. [5, 6] with the addition of projective measurements repeated with rate 1/τ until the final detection of the system at its origin. This is part of an even wider investigation of the quantum first detection time [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] , which is motivated in part by quantum search algorithms [7, 8, 17, 18] for quantum walks [19] [20] [21] [22] [23] [24] [25] and might be considered as the quantum version of the classical first passage time problem from diffusive processes [26, 27] . In the quantum case, a topological quantum number, i.e. the winding number w, gives the average of the number of measurements until the first successful return is recorded n = w [5] . Consequently, n is quantized. In principle it is easy to obtain w, as it is equal to the number of distinct phases exp(−iE k τ ) (h = 1) whose corresponding eigenstates have finite overlaps p k with the initial state. Here E k are energy levels, while |E k are eigenstates of the time-independent Hamiltonian H. The overlaps are defined through: p k = | ψ in |E k | 2 where |ψ in is the initial state. As examples we consider a single particle to be detected on a node of a finite graph, or a many-particle system in Fock space.
From the postulates of quantum mechanics, the number of detection attempts n till we record the system at its origin is random. In contrast to the mean n , the fluctuations of n may exhibit rich physical behaviors as they are sensitive to the underlying Hamiltonian, and the sampling time τ . Even in small systems the variance of n becomes exceedingly large close to critical parameter choices [5, 14] and hence fluctuations may mask the measurement of n . These critical points are related to isolated jumps of w, which are found when phases disappear or merge. Such singular events cannot be recorded directly using n , hence as explained below the investigation of the fluctuations in the vicinity of these points becomes crucial for their possible detection. The goal FIG. 1. (Color online) A system with five distinct phases e iE j τ . These phases give the positions of positive charges on the unit circle whose magnitudes are overlaps of energy levels with the initial condition. In the unit disk we have four non-trivial zeros of the corresponding force field, these are on {zi} here denoted with empty circles [5] . Once we obtain the zeros, we have the quantum fluctuations using Eq. (2) while the mean is n = w = 5. Here we show the single-charge theory, where the red colored charge is weak, hence a zero zs is found close to the unit circle (see arrow). of this paper is to classify the fluctuations of n close to these critical points, giving analytical expressions to divergences of the variance, which have general validity. To do so we will use Ref. [5] 's elegant mapping of the quantum problem to a classical charge theory presented below, however first we outline the measurement protocol more precisely.
Model and general formulas. The system is initially prepared in state |ψ in . Every τ units of time we perform a measurement in an attempt to detect the particle in its initial state, while between the measurements the evolution is unitary withÛ (τ ) = exp(−iHτ ) (h = 1). The outcome of this procedure is a string of measurements "failure, failure, · · · " and in the n-th attempt a "success". The time nτ is called the first detected return time and is random. The failed measurements backfire by erasing the amplitude to be in the initial state, i.e. we use strong measurements with the projector |ψ in ψ in |. As mentioned, the average of n is equal to w (an integer) [5, 12] which is the winding number defined with the generating function of the process, see details in supplementary material (SM). We now briefly summarize technical details of the approach.
Let φ n be the amplitude of first detection at the n th attempt, hence |φ n | 2 is the probability to detect the particle for the first time in the n-th measurement [11, 14] , it follows that n = ∞ n=1 n|φ n | 2 and similarly for n 2 . Then one defines the generating function φ(z) = ∞ n=1 φ n z n that can be written as a ratio of two polynomials in z. The zeros ofφ(z) lie in the unit disk (see SM). It can be shown that these w −1 zeros, denoted z i , are the stationary points of the "force field"
Integration with respect to z reveals a two-dimensional Coulomb potential V (z) = w k=1 p k ln |e iE k τ − z|, hence p k is referred to as a charge on the unit circle. The variance of n is formally [5] 
(
To recap, in the electrostatic picture shown schematically in Fig. 1 , we have w charges located on the unit circle, positioned at exp(iE k τ ) and with charge magnitude p k .
In the unit disk we find w − 1 stationary points of the force field located on the zeros {z i } which are used in Eq.
(2). In the SM we re-derive Eqs. (1, 2) . When some of the zeros approach the unit circle, the fluctuations of n are large because the denominator in Eq. (2) vanishes [5] .
Single-charge theory. Assume that one of the overlaps denoted p 0 associated to energy E 0 is small p 0 1, in particular it is much smaller than all the others. We will later present simple Hamiltonians which exhibit this property. In the electrostatic language we have a weak charge on exp(iE 0 τ ). We put E 0 = 0. Clearly, as shown in Fig. 1 , we find a zero close to this charge, denoted z s 1 with s standing for single. On z s , the electrostatic force vanishes, because the force of the weak charge balances all other forces (in analogy, the equilibrium point in the sun-earth system is much closer to earth than to the sun). It follows that for this single-charge scenario, we have
With perturbation theory, presented in the SM, we find hence
(5) As expected the variance depends on all charges. The blow-up of the variance is easy to understand from the classical picture, but what is the physics in the quantum problem? Roughly speaking, the process of repeated measurements may drive the system into a state that has considerable overlap with |E 0 . Nevertheless, since p 0 is small, the particle is not efficiently detected. A typical outcome of n may be much larger than the winding number w, which implies large fluctuations of n for small p 0 , given by Eq. (5) .
Pair of charges. Another mechanism leading to the blow-up of the variance is the case when two energy levels, denoted E 1 and E 2 , satisfy the resonance condition exp(iE 1 τ ) exp(iE 2 τ ) [5, 14] . Note that this can be achieved by modifying τ or some other parameter of H. When exp(iE 1 τ ) = exp(iE 2 τ ) exactly, the winding number is reduced by one, and in the vicinity of this jump in w = n we get large fluctuations. The jump in n is not directly measurable, since it is found only for an isolated value of the control parameter, say τ . The investigation of the variance is thus crucial as it presents the signature for this transition in its vicinity. In our case we have two charges p 1 and p 2 close to each other, both located on the unit circle. So we expect to find a zero, denoted z p with p standing for pair, in their neighborhood. This is because the point of zero force is largely determined by this pair. In analogy, the equilibrium point between two neighboring stars is determined to leading order by these and not by other distant stars. See Fig. 3 (C) for this case.
Since
, provided that overlaps of the background charges are not small. We need to find an approximation for z p as δ → 0, where δ = (E 2 τ − E 1 τ )/2 mod 2π. At δ = 0 the two phases merge. As explained in the SM, a second order expansion of Eq.
(1) in δ yields
(6) The leading order term is unity because we choose the zero energy as (E 1 +E 2 )/2 = 0. The first correction term depends only on p 1 and p 2 as expected, while the last term is already sensitive to all the other charges p j with j = 1, 2. Importantly the first-order term has no real part, unlike the single-charge theory case. Since we are actually interested in |z p | 2 the expansion must be carried out to second order. Here enters a little magic: using the normalization condition j p j = 1 and 1/(exp[ix] − 1) = −1/2 − icot(x/2)/2, we find |z p | 2 and the variance is
whereĒ j τ = E j τ mod 2π. Surprisingly the background charges (all the p j s, for j = 1, 2) cancel out in the final formula. The asymptotic variance is not sensitive to their presence, in contrast with Eq. (5). However these charges cannot be neglected in the calculation, as demonstrated in Eq. (6). To put this differently: had the charges not satisfied the normalization condition, the final result would be sensitive to all the charges. So in this sense we are dealing with a classical charge theory, but with three important constraints: all charges are positive, their sum is one and they are on the unit circle. More importantly Eq. (7) exhibits the blow-up of the variance close to resonances which can be controlled for example by varying τ . We now demonstrate these results with two examples. Two interacting bosons in a Josephson junction. Two particles can occupy two states, left and right, and are governed by the Hamiltonian Here n = w = 5 except for isolated special τ 's where the variance diverges. When the variance is large, corresponding to merging phases, we find rich physical behaviors which are captured by our theory: (B) the Zeno regime τ → 0 we have a five-charge theory described by the bound Eq. (12) (dashed cyan line), (C) purple curves represent the two-charge theory, (D) blue is the double two-charge theory Eq. (7), (E) green peaks are the triple-charge theory Eq. (11). Our formulas perfectly match the exact results presented with the red curve.
whereâ † l,r (â l,r ) is the creation (annihilation) operator on the left (l) or right (r) well. The Fock space is spanned by |2, 0 and |0, 2 , i.e. both bosons on the left or right of the junction, and |1, 1 one boson on each site. This well-known system is described by tunneling elements J, and the interaction energy U , see sketch in Fig. 2 (B) and further details in SM. We start with two particles on the right and investigate the first return of this pair as we vary U , i.e., |ψ in = |2, 0 . Since we have three distinct energy levels, the winding number is n = w = 3 except for special values of U where the variance of n diverges. In the limit of large U , one of the overlaps/charges which we call p 0 , becomes very small and single-charge theory applies. Here, p 0 is the overlap of the detected state |ψ in with the ground state |E 0 . The vanishing overlap is understood easily. For large U , the ground state is almost |1, 1 and orthogonal to |ψ in = |2, 0 . More precisely, p 0 = | 2, 0|E 0 | 2 ∼ J 2 /8U 2 1. As we increase U a second effect takes place, it is easy to show that two excited energy levels approach each other |E 1 − E 2 | ∼ J 2 /(2U ) → 0, so we get a contribution also from the two-charge theory (see SM). As shown in Fig.  2 (C) the two effects imply two zeros approaching the unit circle separately, and hence we can add up the two contributions Eq. (5) and Eq. (7) to reach excellent agreement between exact results and theory presented in the figure.
The ring. A nearest-neighbor tight-binding model on an eight-site ring has the Hamiltonian:
where |0 = |8 . Consider a particle initially localized on a site of the ring |ψ in = |0 and we investigate how Var(n) is controlled by the sampling time τ . In this model we have five distinct energy levels because of degeneracies (the energy levels are E k /γ = 2 − 2 cos(πk/4) with k = 0, .., 7). This means that except for the special sampling times the winding number is n = w = 5.
The exceptional sampling times are given by ∆Eτ = 2πj where ∆E = |E k − E k |τ for any pair of energies in the system. When τ approaches this limit, we find large fluctuations. There are no effectively small charges, so we expect to find the scenario of two-charge theory. However, in reality the physics of this system (and of other simple examples) is richer than what we have found so far. As shown in Fig. 3 we have four categories. When τ → 0 we have the Zeno regime [28] , in this case all the five phases exp(iE j τ ) converge to unity, so here in principle we must locate the stationary points arising from a configuration of five charges [see Fig. 3(B) ]. We also have cases where three phases approach each other on the unit circle [ Fig. 3 (E)]. So our theory based on pair of charges or single charge is not sufficient and we will soon consider these interesting cases in some detail. We also find cases where two pairs of charges converge at different locations on the unit circle [see Fig. 3 (D)], here we may use our results and sum up the two contributions.
Finally we have the cases where the two-charge theory holds. The comparison in Fig. 3 between our theory and an exact diagonalization of the problem shows excellent agreement. Note that for the Zeno regime (five-charge theory), we have plotted a lower bound to be discussed soon.
Triple-charge theory. It is common that three (or more) phases merge on the unit circle, for example in systems with commensurate energy levels or in the τ → 0 limit. The corresponding zeros {z i } may exhibit interference effects as the off-diagonal terms in Eq. (2) may become important. Consider the case where three phases are close by on the unit circle. Here, we will consider a symmetrical situation to reduce the number of free parameters. The three energy levels are E 0 = 0 and E ± = ±E with phases e 0 and e ±iEτ = e ±i2πk±iδ where k is an integer and δ is our small parameter. This configuration of charges/phases yields two zeros called z ± d , and d stands for dimer. These are located in the vicinity of the unit circle, as expected from basic electrostatics, see Fig.  3 (E). We denote p 0 = | ψ in |E 0 | 2 and p = | ψ in |E ± | 2 , this corresponds to the example of the ring, while more general configurations are considered in SM (the main conclusions are left unchanged). In this case we have
M contains off-diagonal terms. From the example's symmetry we have z + d = (z − d ) * . A detailed calculation, pre-sented in the SM shows that as long as p is not small,
This formula perfectly describes those peaks in Fig. 3 which as indicated are described by physics of three charges. The mixed terms become negligible in the limit, more specifically as shown in the SM lim δ→0 M = −2 + p/[p 0 (p 0 + 2p)]. The physical reason is that in the limit the two zeros overlap and then they cannot interfere.
Zeno regime. As we increase the number of merging charges, the calculation of the variance becomes exceedingly hard. Such a case is the Zeno regime, τ → 0, when all phases exp(iE k τ ) coalesce. Basic electrostatics tells us that all zeros are located in the convex hull of the charges [5] , the area of which vanishes as τ → 0 (see schematic diagram in SM). We may use this to our advantage and obtain a lower bound using basic geometry (see SM)
where ∆E m = E max − E min is the width of the energy spectrum. This useful bound shows that the variance diverges as τ → 0. It is plotted in Fig. 3 for the ring example.
Summary, discussion, and outlook. We have investigated the quantum first return time with repeated stroboscopic measurements of period τ . The mean n is equal to the winding number w [5] , its value is fixed except for special sampling times τ or specific values of control parameters. In contrast, the variance exhibits rich physical behaviors. It blows up whenever the winding number changes. Our theory is based on four layers: single-charge theory where the variance is sensitive to the background charges Eq. (5), two-charge theory describing the variance when two phases merge on the unit circle and the variance is insensitive to the background charges Eq. (7), triple-charge theory where a dimer is found to describe two zeros in the vicinity of the unit circle Eq. (11) and finally a bound for the Zeno limit where effectively we have a many-charge theory Eq. (12) . Without the classical charge theory [5] , we would not have been able to predict these rather different effects, which, as we have shown, are found in simple Hamiltonians like a particle on a ring and pairs of interacting bosons. The introduction of a coupling to an environment [29] [30] [31] , and/or the consideration of weak measurements [32] , will most likely lead to interesting new effects.
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Generating function
Here we recap basic formulas used in the text to derive the fluctuations of n [5] . For the return problem, the generating function [33] 
andÛ (z) = ∞ n=1 z n exp(−iHτ n) is the generating function of the unitary evolution for period τ . This in turn is derived from the formal expression for the first detection amplitude for the return problem
Here U (τ ) = exp(−iHτ ) and 1 −D = 1 − |ψ in ψ in | is the projection operator describing the measurement. This formula describes a set of n repeated measurements, where the first n − 1 have failed, and in between the detection attempts we have unitary evolution. This equation and its generalization to the transition problem is discussed extensively in [11, 14] . The eigenstates of H are |E kl and eigenvalues are E k , such that we have exp(−iHτ n)|E kl = exp(−iE k τ n)|E kl . The energy level E k is g k fold degenerate. Using the identity 1 = w k=1 g k l=1 |E kl E kl | we find:
where we have summed a geometric series (sum over n), and defined the overlaps
The winding number w is equal to the number of distinct energy phases e iE k τ . Using the normalization condition w k=1 p k = 1 and some simple regrouping, we obtain
The phase γ = k E k τ is not important, since at the end of the day we are interested in |φ n | 2 . Further the zero of energy can be shifted so this phase cannot have a physical meaning. Note that if τ = 0 we haveφ(z) = z which means that the particle/state is detected at the first attempt, which is obvious for the return problem. As mentioned, w is the number of distinct phases exp(−iE k τ ) whose overlaps p k are not equal zero. If we have degeneracy in the evolution operator, namely two or more identical phases exp(−iE k τ ) = exp(−iE k τ ) we may sum the corresponding overlaps. This means that the effective dimension of the system is reduced when either two phases merge, or an overlap is zero. This in turn is controlled by the parameters of H or with τ as explained in the main text. It is convenient to defineφ(z) = N (z)/D(z) with N (z) defined as the numerator of Eq. (16) and D(z) the denominator. A straightforward calculation shows
N (z) is a polynomial which is rewritten as
so the z i s are the zeros of this function which are complex numbers within the unit disk. Using Eq. (17) we find a useful result [5] φ
where θ is not important. Comparing Eq. (19) with Eq. (13), we find one trivial zero ofφ(z) at the origin and w − 1 non-trivial zeros at the stationary points of the "force field"
This is Eq. (1) of the main text. Integration with respect to z yields a logarithmic potential [5] V
This is the electrostatic potential of infinite wires uniformly charged with density p k piercing the complex plane at the points e iE k τ on the unit circle. Therefore we may refer to the p k as charges. The extremal points 
Since the zeros z i are in the unit disk, the poles of Eq. (19) 1/z * i are outside the unit disk, see Eq. (17) . If z i approaches the unit circle so does the corresponding pole.
Using a partial fraction decomposition in Eq. (19) , we findφ(z) =
with some constants C i that can be computed from N (z) and D(z). Expanding the geometric series reveals a multi-exponential decay pattern in φ n :
Thus ln(1/|z i |) can be interpreted as a decay rate and arg(z i ) can be viewed as a frequency of oscillations in φ n . This shows that the zeros are of crucial dynamical importance.
From the generating function we can obtain the mean n and Var(n). It can be shown that for the return problem the particle is detected with probability one [5] , then using F n = |φ n | 2 the average of n is
(24) This last identity is easy to prove with the definition of the generating function and the relation for the Kronecker delta: π −π exp[i(l−m)θ]dθ = 2πδ l,m . Switching to integration over the unit circle, namely using z = exp(iθ), and noticing that [φ(e iθ )] * = 1/φ(e iθ ) since |φ(e iθ )| = 1, we have
Using Eq.
As mentioned the zeros z i are in the unit disk, while the corresponding poles 1/z * i are outside of the unit disk [5] . This property is easy to understand from the charge picture. Since all the charges are positive and situated on the unit circle the zeros of the corresponding force are in the unit disk. Hence when inserting Eq. (26) in Eq. (25) using the residue theorem n = w [5] . For an extension of this theorem to open quantum dynamics see [12] .
To obtain the variance, we follow a similar procedure, though the calculation now is slightly more lengthy. The second moment of n is
Using Eq. (19) 28) and the residue theorem one finds Eq. (2).
Single-Charge Theory
This case, as mentioned in the main text, is set with one effectively weak charge p 0 1 the corresponding energy is E 0 = 0. From the force balance F (z) = 0 Eq. (1) we find
where Σ means summation over all k except for k = 0. Assuming that z s ∼ 1 − , we find in leading order
which yields
Alternatively, we can plug the ansatz z s ∼ 1 − into Eq. (22) to obtain:
which gives the same result. From here the results Eqs. (4,5) follow.
Pair of Charges
When a pair of charges is nearly merging, say exp(iE 1 τ ) exp(iE 2 τ ) a zero denoted z p will approach the unit circle in the vicinity of the charges, see schematic Fig. 3(C) . For simplicity, as mentioned in the text, we assign the zero energy (E 1 + E 2 )/2 = 0, then rewrite exp(iE 1 τ ) = exp(−iδ), exp(iE 2 τ ) = exp(iδ) and δ 1 is the small parameter of the problem. Note that 2δ = E 2 τ −Ē 1 τ . Inserting z p = 1 − C 1 δ − C 2 δ 2 in Eq. (22), regrouping δ, δ 2 terms, we find
Solving Eq. (33), we get
Then with some further algebra we get Eqs. (6,7) .
Triple-Charge Theory

Symmetrically Set Charges
To start with the calculation, we reduce the number of free parameters. We consider the symmetric case first, namely the three energy levels are assigned as E 0 , E ± = ±E. When the corresponding phases are merging, we rewrite e iE±τ = e ±iδ , These charges imply that two zeros can be found close to the unit circle z σ d with σ = ±, see schematic Fig. 4 . Inserting the expansion z σ d = 1−A σ δ − B σ δ 2 in Eq. (22) we find to third order in δ
where the primed sum excludes the three charges indices. Hence
Recall the off-diagonal term M in Eq. (10), substitut- ing
(38) which is finite as mentioned. Therefore, we can indeed neglect M in Eq. (10) as |τ (Ē 1 −Ē 2 )| → 0. Then plugging Eq. (37) into Eq. (10) yields Eq. (11).
Non-symmetrically Set Charges
The charge configuration just considered describes the ring model discussed in the text, however it is not general. For three charges we may have in principle a set of six parameters: three phases and three overlaps. We can always reduce this to five by setting one energy to zero. Of course besides these three charges we also have background charges. This means that calculations become awkward in this situation.
We set the parameters of the model as follows:
C, α constants of order unity. Because of the complexity of solving the equations (see below), we confirm that the background charges are not explicitly contributing to the asymptotic formula of the variance. To introduce the background charge (only one, for simplicity), we assign another phase as exp(iE b τ ) which is relatively distant from the three charges on the unit circle, and the overlap as p b . The goal is to show that p b is irrelevant. Here we have δ, C, p, p 0 , α, E b τ, p b as the parameters. The two zeros closest to the unit circle denoted by z σ d are expressed as z σ d = 1 − A σ δ − B σ δ 2 . Then the condition Eq. (22) becomes:
Here we also use the normalization condition p 0 + (1 + α)p + p b = 1. Solving analytically Eqs. (39, 40) is complicated. To advance we solve the problem using Mathematica. We insert a wide range of parameters into the program, and show that the variance does not depend on the value of p b or E b . The condition is that exp(iE b τ ) is not merging with the three effective charges. It means that the background charge will not contribute explicitly to the approximation for Var(n). Our numerical results give us confidence that the background charges do not influence the asymptotic fluctuations.
Zeno regime
We investigate the Zeno regime, where τ is small though finite, seeking a lower bound for the fluctuations. We can generally rewrite Eq. (2) as
where
FIG. 5. (Color online) In the limit of small τ the charges on the unit circle will coalesce. As shown the zeros are within a convex hull whose vertices are the charges. When τ → 0 these zeros will approach the unit circle and thus the fluctuations of n are large. The calculations of the zeros, while a possibility for small systems with numerics, is non-trivial since we are dealing with a many charge theory. Still we can obtain a useful bound for the fluctuations using geometrical arguments.
Let z j = r j e iθj and then
where ∆θ jk = |θ j − θ k |. As presented in Fig. 5 , we have the bounds cos(∆E m τ /2) ≤ r j < 1, 0 ≤ ∆θ jk < ∆E m τ with ∆E m = E max − E min and E max /E min is the maximum or minimum of the discrete energy levels.
Recall that we consider finite systems where the spectrum is bounded, energy levels are discrete, and hence n = w finite. For the diagonal terms, namely when j = k every element
and for the off-diagonal terms (j = k),
since the second term in the right-handed side of Eq. (43) is always positive. Thus the sum is bounded as
(46) which is Eq. (12) .
Details on the examples
We present the details of the calculations for the two examples in the text, the interacting-boson model and The green curve represents p0, and the blue/red is p1/p2. As shown, p0 decays along with the increase of U . When U is large, p0 is almost 0, while p1, p2 are finite. the ring model.
Interacting Two-Boson Model
Two bosons in a Josephson tunneling junction, governed by the Hamiltonian
is our first example. Hereâ † l,r (â l,r ) is the creation (annihilation) operator on the left (l) or right (r) well, J is the tunneling parameter and U is the on-site interaction energy. We consider a small system, namely a two-boson model, while extension to larger number of particles will be considered elsewhere.
We focus here on the quantum return problem of |ψ in = |2, 0 , namely we consider a detector that records two particles on the left (other measurements are of course possible and they will be treated elsewhere). The energy levels of this system are
The subscript 1/2 means first/second excited state. Since there are three energy levels here, the average of n is n = w = 3, except for special τ 's, U 's and J's, see details below. As shown in Fig. 2 of the main text we investigate Var(n) varying the on-site interacting energy U (while τ, J are fixed). In this example we find that when U becomes large one of the overlaps approaches zero (one charge theory) but at the same time two charges merge (two-charge theory), so we have two effects taking place at the same time.
Specifically, exp(iE 1 τ ) = exp(iE 2 τ ) when U = J 2 τ /4πk − πk/τ when k = 1, 2... and notice that this merging may take place only when Jτ > 2π (we consider only U > 0). The merging of two other phases exp(iE 1 τ ) = exp(iE 0 τ ) happens when U = −J 2 τ /4πk + πk/τ . Finally, exp(iE 2 τ ) = exp(iE 0 τ ) will merge when U = π 2 k 2 /τ 2 − J 2 . Since we choose J = 1, τ = 3 only the last two cases are relevant in Fig. 2 of the main text. Note that the overlaps of |E j with |2, 0 are also parameterized by U, J:
We plot the overlaps p j changing with U , as shown in Fig.  6 . So as mentioned in the text we also have one-charge dominance here. The first critical U gives |E 1 − E 2 |τ = 2π, which is a two-charge dominance, with overlaps p j 's or the prefactor in Eq. (7) parameterized by U . The other critical U 's give |E 1 − E 0 |τ = 2πk or |E 2 − E 0 |τ = 2πk, and these are described by the single-charge theory Eq. (5) . Note that when U becomes very large, E 1 E 2 , as mentioned in the text. This leads to large fluctuations of n coming from two sources: two phases are merging on the unit circle, together with single charge effects since p 0 is also small. Thus the final approximation is the sum of Eq. (5) and Eq. (7), namely,
In Fig. 2 of the main text we show that the approximation perfectly matches the exact results when U is large.
The Ring
The Hamiltonian of the eight-site ring model Eq. (9), gives the energy levels E k = 2 − 2 cos(πk/4), i.e., E 0 = 0, E I = E 1 = E 7 = 2 − √ 2, E II = E 2 = E 6 = 2, E III = E 3 = E 5 = 2 + √ 2 and E IV = E 4 = 4 when γ = 1. So here as mentioned in the main text, n = w = 5 except for special sampling times given by τ = πj/2, 2πj/(2 + √ 2), πj/ √ 2, πj, √ 2πj and 2πj/(2 − √ 2) with j an integer. The corresponding eigenstates are
hence | ψ in |E k | 2 = 1/8 with k = 0, 1, · · · , 7, however we have degeneracy so we define: p 0 = p IV = 1/8, p I = 1/4, p II = 1/4, p III = 1/4. Thus on the unit circle we have five charges: two with charge 1/8 and three with charge 1/4, these merge for the mentioned special sampling times τ . We now explain how to get the approximations presented in Fig. 3 of the main text, for that we find Var(n) close to resonances.
1. When τ is equal to π, 2π or √ 2π there are only three phases on the unit circle. Hence close to these sampling times we get the blow-up of Var(n). Specifically in these cases (e 0 , e i2τ , e i4τ ) and (e i(2− √ 2)τ , e i2τ , e i(2+ √ 2)τ ) merge. Hence in this case we use the triple-charge theory Eq. (11). These cases are the peaks colored in green in Fig.  3 .
For the first case, consider τ π, the parameters in Eq. (11) are, p 0 = p 2,6 = 1/4, p = 1/8, so Var(n) ∼ 2/(π − τ ) 2 ; while when τ 2π we get Var(n) ∼ 2/(2π−τ ) 2 . The configurations of charges and zeros are shown in Fig. 3 in the main text. For the case τ √ 2π with p 0 = p = 1/4, Var(n) ∼ 9/[2( √ 2π − τ ) 2 ].
When τ
2πj/(2 + √ 2) with j = 1, 2, 3, we have two zeros separately approaching to the unit circle as we have two couple of phases/charges merging on the unit circle. These correspond to the three blue peaks in Fig. 3 . Using Eq. (7) we find the approximation Var(n) ∼ 27/[4(2πj − (2 + √ 2)τ ) 2 ]. Here the contribution from the two zeros add up. We use j = 1, 2, 3 since we consider τ in the interval (0, 2π), see Fig. 3 of the main text.
3. When τ π/2, π/ √ 2, 3π/2, we have the twocharge theory, namely one zero approaching the unit circle Eq. (7) in the main text, these correspond to the three peaks colored in pink in Fig. 3 . We find the corresponding approximations
