Colloids have increasingly been used to characterize or mimic many aspects of atomic and molecular systems. With confocal microscopy these colloidal particles can be tracked spatially in three dimensions with great precision over large time scales. This review discusses equilibrium phases such as crystals and liquids, and non-equilibrium phases such as glasses and gels. The phases that form depend strongly on the type of particle interaction that dominates. Hard-sphere-like colloids are the simplest, and interactions such as the attractive depletion force and electrostatic repulsion result in more non-trivial phases which can better model molecular materials. Furthermore, shearing or otherwise externally forcing these colloids while under microscopic observation helps connect the microscopic particle dynamics to the macroscopic flow behaviour. Finally, directions of future research in this field are discussed.
Introduction
Optical microscopy is widely used in many systems where the domain of interest lies in the submicrometre to micrometre range. These include biological systems such as cells or tissue as well as areas of 'soft' physics such as complex fluids and colloidal dispersions, the main focus of this review. Since the important length scales are of the order of the wavelength of visible light, microscopy provides a powerful tool to obtain real-space and real-time information about the complex mechanisms that govern these systems [1] . The ease of sample preparation at room temperature and atmospheric pressure (as opposed to, say, low temperature or low pressure conditions for electron microscopy) also makes optical microscopy a convenient technique. Nevertheless, certain problems exist for complex many-body systems that interact with light; the most prominent one being multiple scattering. Visualization deep within the sample is difficult for an optically dense sample such as a biological tissue or a concentrated colloidal dispersion, as the light that enters the sample undergoes many scattering events resulting in blurriness of the image. This problem was first faced by Marvin Minsky in the 1950s as he tried to visualize the way nerve cells were connected in the human nervous system [2] . His solution was two-fold: first, point by point illumination of the sample to minimize aberrant rays of scattered light from regions outside the image plane of interest; and second, a pinhole aperture in the image plane on the other side of the objective, to reject out-of-focus light. This prototype for the first confocal microscope used a carbon-arc lamp as the light source and a translating stage to visualize each point of the sample. Subsequent improvements utilize a laser and scan the laser beam rather than translating the sample. These two improvements enabled confocal microscopy to become a powerful tool for many scientific fields [3] [4] [5] ; details of these improvements, as well as advances in the speed and resolution of confocal imaging, are described in later sections of this review.
The use of confocal microscopy in colloidal systems is a relatively recent development, in part driven by the discovery that monodisperse colloids could mimic many of the phases seen in atomic systems [6] . While these observations were performed by bulk techniques such as light scattering, further information about the microscopic details of these systems required visualization in concentrated dispersions. One of the first studies to look at colloids with a confocal microscope was by Yoshida et al in 1991 [7] who looked deep within a sample of charged polystyrene latex colloids and observed hexagonal ordering of the spheres. van Blaaderen and Wiltzius [8] extended the capability of confocal microscopy to denser systems, imaging spheres with packing fractions of ∼60% to observe structure in the so-called colloidal glass phase. Such a high density of particles required a significant advance in imageanalysis algorithms; the positions of thousands of particles separated by distances slightly larger than their diameter had to be located to high accuracy. Once this was achieved almost any micrometre-sized colloidal system could be studied by confocal microscopy. Advances in imaging and particle-tracking have led to rapid advances in our understanding of colloidal phenomena, and confocal microscopy is currently a tool in the laboratories of many research groups. In subsequent sections we discuss the details of how confocal microscopes function and some of the interesting physics governing colloidal systems that can be captured with this technique.
Properties of colloids

Hard spheres and their phase behaviour
Colloids have been used as models for atomic and molecular systems as they demonstrate many of the phases observed in such systems. The simplest model system is the hardsphere system [9] [10] [11] [12] [13] in which the colloids are non-interacting at all separations beyond their radius and infinitely repulsive on contact. The sole control parameter that determines the phase behaviour of hard-sphere colloids is the sphere volume fraction φ, a non-dimensional quantity related to the number density n (φ = (4π/3)a 3 n with particle radius a). Here we discuss only the simple monodisperse case, although other parameters that could be considered include polydispersity, the aspect ratio of ellipsoids, etc. The size of the sphere is not a control parameter for ideal hard spheres, but for colloidal suspensions it can strongly affect sedimentation or even the overall dynamics of the sphere. In the case of sedimentation this is because gravitational energy is still significant at the colloidal length scale when compared to thermal fluctuations. Balancing this energy with k B T gives a gravitational height h = k B T /F g , where the gravitational force on a sphere of radius a is F g = (4/3)πa 3 ρg ( ρ is the density difference between the colloid and the surrounding fluid). The gravitational height can be varied by many orders of magnitude, either by going to a low gravity environment, such as in space [14] , or a high gravity one, by mismatching the density of the colloid and solvent [15] [16] [17] . For most systems it is desirable to have h larger than the sample chamber height as gravitational effects can then be neglected (for example, h = 1 mm for a ∼ 0.5 μm and ρ = 1 kg m −3 ). The other effect of size arises due to diffusion; larger particles diffuse more slowly than smaller particles. This can be quantified by the diffusion coefficient D = k B T /6πηa which determines how fast a sphere diffuses in a fluid solvent of viscosity η. The time scale for a particle to diffuse a distance equal to its own radius is τ B = a 2 /6D; this sets the dynamic time scale of the colloidal system in question (for a micrometre-sized particle in water τ B is of the order of seconds).
In a dilute system (φ → 0) the spheres are disordered and generally far from each other like a dilute gas. As the volume fraction increases from the dilute limit spheres remain in a disordered state. Denser states have spatial correlations between the positions of the spheres and thus these states are more analogous to liquids than to gases, although this distinction is somewhat arbitrary. The maximum amorphous packing is φ ≈ 0.64 [18] [19] [20] [21] , often termed RCP for 'random close packing' (see figure 1) .
If the hard-sphere system is allowed to equilibrate as the volume fraction is increased, however, the system undergoes an entropy driven phase transition to a crystalline state [6] . This transition starts at φ = 0.494 with a coexistence region up to φ = 0.545. States with 0.494 < φ < 0.545 have crystalline domains (φ = 0.545) coexisting with liquid regions (φ = 0.494) (see figure 1 ). This phase persists from φ = 0.545 to 0.740, the maximal packing a 3D system of monodisperse spheres can obtain.
In addition to these equilibrium phases colloidal systems can also exhibit non-equilibrium behaviour. For example, at φ = 0.58 the crystallization of the colloids can be arrested by the appearance of a metastable, kinetically trapped state known as a glass that persists until random close packing. (It is now believed that this requires some slight polydispersity to occur, ∼5% [22, 23] .) The glass is characterized by a large increase in the viscosity of the system [24] despite no perceptible change in structure [8] . Furthermore, the colloidal glass has some properties of a solid: for example, the system has a finite yield stress, and the elastic modulus is larger than the viscous modulus [25] . While the glass transition has also been observed in atomic and molecular systems, the mechanism that drives this transition is still a matter of active research [26] [27] [28] [29] .
Confocal microscopy experiments studying hard-sphere like colloidal particles are discussed in section 5.
Attractive and repulsive interactions
Hard spheres are imperfect as models for atoms. Real materials have chemical attractions and bonds that help hold the atoms together, as well as repulsive interactions between their nuclei that stabilize them. Thus, it is critical to study colloids with more complex interactions (attractive and repulsive) than the simple hard-sphere short-range repulsion. While this increases the parameter space to be explored, there is also more richness in the observed phase behaviour. Here we offer only brief descriptions of four important interactions: steric stabilization, Coulombic repulsion, van der Waals attraction and depletion. For more information see [30] [31] [32] .
Steric stabilization occurs when a boundary layer is added to a colloidal particle. For example, some colloids have a layer of short polymers coating the surface and sticking out [33] . If two such particles approach, the polymers begin overlapping and obstructing each other; this is a repulsive interaction and prevents the colloids from approaching too closely. It is precisely such colloids that are most often used as model hard spheres [8, 34] . In other colloidal suspensions, most typically in aqueous suspensions, adding a surfactant serves the same purpose. The hydrophobic tail of the surfactant coats the colloidal particles, and the polar head sticks into the water, thus providing the steric stabilization.
Coulombic repulsion occurs when surface groups on the colloidal particles dissociate, leaving the particles charged. Counterions in the water hover nearby, forming an electrostatic 'Debye double layer' around the particle. Particles separated by distances much larger than the thickness of the Debye double layer feel essentially no electrostatic repulsion. By adding salt, the length of the Debye double layer can be reduced. The details of the interaction between the charged colloidal particles and their counterions are complex; for more details see [30] [31] [32] . Interesting phases seen with charged particles are discussed in section 6.4.
While repulsive forces prevent colloidal aggregation, and are thus often of industrial and commercial interest, attractive interactions are often desirable as more closely modelling atomic interactions. The van der Waals force is caused by fluctuating dipoles in the colloidal particles. The interaction potential is short-ranged, decaying as 1/r 6 , but is very strong at short distances, with energies of interaction U k B T . Particles which are not sterically stabilized or charge stabilized can approach each other at close distances and tend to stick irreversibly due to the van der Waals force [30, 32] . This force can be diminished somewhat by using a solvent having the same refractive index as the colloidal particles.
The depletion force arises in the presence of a polymer or smaller species of colloid. The smaller entities create an osmotic pressure within the solvent that drives the large colloids together. The depth of the interaction can be changed by changing the polymer (small colloid) concentration while the range of the interaction can be varied by varying the size of the polymer (smaller colloid) [35] [36] [37] . The ability to change depth and range independently is the key advantage of the depletion force for studies of model systems. Typically the size of the smaller species is limited to at most ≈10% of the large particles.
Studies of colloids with attractive interactions are discussed in section 6.1. In general, understanding how the microscopic details of particle interactions relate to their mesoscopic structure and macroscopic rheological properties [32] is one of the principal questions of the field of soft condensed matter, and is highly relevant to industrial use of soft materials.
A brief mention should be made of the most commonly used colloids, polymethylmethacrylate (PMMA) spheres of radius a = 0.2-2 μm coated with a sterically stabilizing agent that prevents aggregation [33] . Particles are dyed by introducing a fluorophore into the spheres, either after swelling them or else when the colloids are originally synthesized [38] [39] [40] . Some groups are partial to using silica spheres that have a fluorescent core [41] . While PMMA spheres can easily be suspended in solvents that match them for index and density, recent studies have shown that the colloids have a slight charge on them, which changes the inter-particle potential from hard-sphere-like to soft [42] . Silica spheres, escaping most of the effects of charge, cannot be easily density matched. The choice of colloid, therefore, depends on the details of the system to be studied and the relative importance of interaction potential versus density matching.
Comparison of techniques to study colloidal suspensions
The size (∼μm) and energy scale (∼k B T ) of colloidal particles decides the techniques used to study such suspensions. These techniques typically fall into three categories: scattering, rheology and microscopy. Each of these techniques has distinct advantages and disadvantages, which we describe in detail below.
Scattering is the process where radiation incident on the sample is deflected from its trajectory. Measuring the intensity of scattered radiation as a function of scattered angle and time gives information about the structure and dynamics of the sample. Typically, the types of radiation used are neutrons [43] [44] [45] [46] [47] , x-rays [48] [49] [50] [51] or laser light in the visible spectrum [52] [53] [54] [55] [56] . Since the optimum size of colloidal particles lies near the visible spectrum of light, laser light scattering is easily the most popular of these techniques [25] . Light scattering can be further subdivided into two broad categories: static and dynamic scattering. Static light scattering involves measuring the intensity of scattered light at different scattering wave vectors q (q = 4π n/λ sin(θ/2), where λ is the wavelength of incident light and θ is the scattering angle). In this way, the structure of colloidal suspensions can be measured at different wave vectors and hence different length scales. Dynamic light scattering, on the other hand, measures the fluctuation of the scattered intensity of light, and therefore provides information about the motion of the particles in the suspension. Measuring the dynamics at different qvectors provides information about local or collective motions in the suspension. Because light scattering averages over large ensembles of the system configurations, it provides highly accurate measurements of both structure and dynamics. However, because of this ensemble average, it also fails to accurately probe local properties. For example, light scattering can accurately measure the fraction of a colloidal sample which is crystalline, but not determine the shapes of individual crystalline domains. Another disadvantage of light scattering is its reliance on single scattering events. For relatively turbid samples, multiple scattering causes decoherence of the incident beam, and therefore lack of information about structure and dynamics present in the sample. Certain techniques such as two-colour light scattering [57] [58] [59] [60] attempt to circumvent this problem by using two incident beams with the same q-vector but different scattering geometries. Cross-correlating the two scattered beams gives information mainly about single scattering events, as multiply scattered events are uncorrelated. Other techniques such as diffusing-wave spectroscopy [61] [62] [63] [64] use the property of multiple scattering by assuming that light traversing the sample behaves like a random walk. The change in phase of the beam as it traverses the sample is related to dynamical processes such as particle motions or rearrangements. However, optical microscopy is still superior to these techniques in terms of providing quantitative information about local events.
Rheology is the study of deformation and flow of a material in response to an external perturbation, such as an applied force or thermal fluctuations. Most colloidal systems are viscoelastic, that is, they have both elastic and viscous responses to such perturbations. Typically, the elastic response of a colloidal suspension is described by its elastic modulus, which has the same dimensions as energy density. Therefore, a crude estimate of the magnitude of the elastic modulus can be given by k B T /a 3 , which is of the order of 1 Pa. The viscous response, on the other hand, is set by the viscosity of the background solvent, and is typically of the order of 1 mPa s and higher. The complex rheological behaviour of colloidal suspensions arises from the coupling between the colloidal particles (or the networks and aggregates they form) and the solvent around them [65, 66] . Conventional rheometers are capable of measuring the bulk viscoelasticity of colloidal fluids [67] , glasses [68] and gels [66, 69, 70] . Since these measurements are macroscopic in nature, the structure and dynamics at short length scales can only be indirectly inferred. This is usually done by comparison with a theoretical microscopic model, or complementary microscopic measurements by optical methods.
Conventional optical microscopy can easily resolve individual colloidal particles of size ∼1 μm, which is of order the wavelength of visible light. Further, because of its relative ease of use and low cost, microscopy is a popular tool for the study of colloidal suspensions [1] . The most common and basic mode of operation of a conventional microscope is bright field, where objects appear dark under bright illumination. For most colloidal suspensions, this method provides images of adequate quality, but since the particles are nearly transparent by virtue of index matching, these images usually display poor contrast. Other techniques such as phase contrast [71, 72] or differential interference contrast (DIC) microscopy [73] can be used to enhance the contrast of such images. An extensive description of conventional optical microscopy of colloids is beyond the scope of this review; an excellent article on this topic and related techniques is provided by Elliott and Poon [74] . However, conventional microscopy suffers from the same problem as light scattering, namely multiple scattering from objects that are out of focus within the illuminated region prevents imaging deep within a sample. Further, if care is not taken, optical microscopy can lead to the observation of certain artefacts [75] which in turn leads to incorrect physical interpretation of the system in question.
Confocal microscopy provides a way to overcome many of the problems caused by multiple scattering or low contrast images, the subsequent section details the internal workings of a confocal microscope as well as its resolution and speed limitations.
How a confocal microscope works
A laser scanning confocal microscope (LSCM) incorporates two principal ideas: point by point illumination of the sample and rejection of out of focus light [3] [4] [5] . Figure 2 shows the internal workings of a confocal microscope. Laser light (blue line) is directed by a dichroic mirror towards a pair of mirrors that scan the light in x and y. The light then passes through the microscope objective and excites the fluorescent sample. The fluoresced (light green) light from the sample passes back through the objective and is descanned by the same mirrors used to scan the sample. The light then passes through the dichroic mirror through a pinhole placed in the conjugate focal (hence the term confocal) plane of the sample; the pinhole thus rejects all out-of-focus light arriving from the sample. The light that emerges from the pinhole is finally measured by a detector such as a photomultiplier tube.
At any particular instant only one point of the sample is observed; a computer reconstructs the 2D image plane one pixel at a time. A 3D reconstruction of the sample can be performed by combining a series of such slices at different depths. Figure 3 shows one such reconstruction of a sample consisting of PMMA spheres of diameter d = 2 μm. This 3D capability is one of the main advantages to confocal microscopy. Another, related, advantage is that the pinhole filters out background fluorescence that would normally prevent clear imaging of a high volume fraction sample. It is precisely this 'sectioning' ability that allows a crisp image at a given depth into the sample that in turn enables the 3D imaging.
Resolution
Like a conventional optical microscope, the resolution of a confocal microscope is limited by diffraction of light. The image of an ideal point viewed through a circular aperture is blurred, and the diffracted image is known as an Airy disc. The size of the Airy disc depends on the wavelength of the laser source and the numerical aperture of the objective lens [3] [4] [5] . This Airy disc limits the maximum resolution of the microscope in the sample plane due to the Rayleigh criterion, which states that two Airy discs must be separated by at least their radius in order to be resolved. For the optical setup of most commercially available confocal microscopes this limit is about 200 nm. More generally, the Airy disc is the image of a perfectly focused point; an outof-focus image tends to be even more blurred due to diffraction. The 3D generalization of the Airy disc function is termed the 'point-spread function'. Just as the intensity of light smoothly decreases away from the centre of the Airy disc in x and y, the intensity also decreases in z for the point spread function. Limitations in the optics make this decrease slower in z than in x or y and thus the z resolution is poorer, typically at best 500 nm [3] [4] [5] . (Note that in practice the size of the confocal pinhole is set to be the size of the Airy disc after it is magnified by the microscope optics. A larger pinhole allows too much out-of-focus light to pass through; a smaller pinhole degrades the signal to noise ratio.)
It is encouraging to notice that there is an important difference between resolution and 'ability to locate the position'. For a tiny and isolated fluorescent object, the position of that object can often be located to a precision better than the resolution. The image of the object will show up as a spatially extended Airy disc, and the 'centre of mass' of that round image can be found. If the disc is ∼N pixels wide and each pixel is M micrometres across, the centre of the disc can be estimated to about M/N accuracy, which often beats the optical resolution. This is a useful trick, but is not solving the same problem as resolution. Resolution lets you decide whether you are looking at two closely positioned bright objects or just one big object.
In some cases various tricks can be performed to make the spot size bigger (increase N) so that the centre can be located to even higher precision.
The magnification is something different altogether. The technical definition compares the apparent angular size of the image to the actual angular size of the object as it would appear if it were 25 cm away from your eye [4] . This is a somewhat arbitrary definition. In reality, one often takes pictures using a CCD camera on a microscope and projects them on a monitor. Using a larger monitor can certainly magnify the image further, but it will still be just as blurry or sharp as the resolution. Thus, when considering how 'good' a microscope is, the most important question is what the resolution is. In general, high magnification lenses also have better resolutions. (More technically, a microscope objective's resolution is quantified by the numerical aperture; see [4] for details.)
Scanning speed
The speed of most confocal microscopes is limited by the rate at which the mirrors (see figure 2) can scan the entire sample plane. Typically this speed can range from 0.1 to 30 Hz. Until recently, standard confocal microscopes would use galvanometers to move the mirrors back and forth in a saw-tooth pattern. However, this is a slow process even for moderately sized images. For example, a 512 × 512 pixel image taken at video rates (30 frames s −1 ) requires the galvanometer to scan a single direction at a frequency of ∼30 × 512 = 15 kHz, much faster than its operating specifications of a few kilohertz. Two designs are used to overcome this limitation and capture images at high speeds: (1) acousto-optic deflectors (AODs) and (2) Nipkow discs.
An AOD is a crystal that acts as an electronically tunable diffraction grating. Radio frequency sound waves are sent through the crystal and change the local refractive index. This sets up a standing wave pattern which acts as a diffraction grating to deflect the laser light. Therefore, changing the frequency and wavelength of the sound waves rapidly allows for quick and accurate steering of the laser beam. Because there are no moving parts the scanning is not limited by inertia, and so the speeds obtained with an AOD for a 512 × 512 pixel image can be as fast as 30 Hz. The main disadvantage of an AOD is that different wavelengths are deflected to different degrees. Since the excitation and the emitted light have different wavelengths, the AOD cannot be used to descan the light from the sample. This problem is partially resolved by descanning in one direction with a slow galvanometer and collecting the light with a slit rather than a pinhole. This reduces the amount of optical sectioning and slightly distorts the image due to the loss of circular symmetry. Nevertheless, it still produces high quality images (e.g. figure 3 ).
An even faster technique uses a Nipkow disc [3, 5, 76] . A Nipkow disc microscope creates an image by passing the laser light through a spinning mask of pinholes. The excitation light travels through the pinholes onto the sample and the fluoresced light returns through the same pinholes. The pinholes are arranged so that as the disc spins, they scan across every pixel in the sample. This full-image scan only requires the disc to spin perhaps 1/15th of a revolution; a rotation rate of 40 revolutions per second results in up to 600 frames s −1 . One disadvantage of the Nipkow disc, however, is that the pinhole size is fixed for a 100× oil objective which makes the technique less than optimum for lower magnifications. This is an issue when one obtains a wide field of view by going to lower magnifications. Another disadvantage is that large portions of the sample plane are illuminated simultaneously, increasing the background fluorescence. This problem becomes especially severe deep within the sample.
The time it takes a colloid (a = 200 nm) to diffuse its radius in water is of the order of τ B = a 2 (6πηa/k B T ) ∼ 37 ms. Therefore, even at the limits of resolution and scanning speeds it is reasonable to expect accurate observations of thermal motion of colloidal particles with confocal microscopes. Once the colloids have been visualized, the positions within an image or sequence of images can be found to sub-pixel accuracy [77] [78] [79] . If particles move less than their typical inter-particle spacing, then their locations between images can be connected and tracked over long periods of time. Typically confocal microscopy is used to study high volume fraction samples for which particle motion is inherently slower and thus more amenable to these tracking methods [78] . However, recent techniques allow particle tracking in the presence of rapid, non-uniform flow [80] . In general tracking can be done in either 2D or 3D; numerous examples of its use are given below.
Observations of hard-sphere colloids
Hard-sphere colloidal crystals
At volume fractions 0.494 < φ < 0.545 a hard-sphere colloidal suspension spontaneously phase separates into a crystalline and a liquid phase (see figure 1) . The microscopic details of this phase separation are not only interesting in their own right, but also provide unique insights into the details of the nucleation dynamics and growth of solid state crystals. Since colloids are much larger, they can be observed in real space and real time, unlike atomic systems. Crystalline regions in 2D can be identified with the local bond orientational parameter ψ 6 [81] . This parameter, sensitive to hexagonal order where the nearest neighbours of a given particle are spaced roughly 60
• apart, ranges from 0 to 1 (ψ 6 = 1 for a perfect hexagonal 2D crystal). Three-dimensional crystalline regions have been explored with bond orientational order parameters that assumes that two neighbouring particles with similar orientation of their neighbours are classified as ordered neighbours, and particles with eight or more ordered neighbours are identified as being crystal-like [82, 83] .
The nucleation and growth of crystallites in a bulk system was observed in real time [84] . There are two competing factors for free energy that determine these growth rates, chemical potential and surface tension. The difference in chemical potential lowers this energy in the crystalline phase compared to the liquid phase, but the surface tension between the two phases increases it. For small crystalline regions surface tension dominates and the regions tend to shrink. Above a critical size, however, the regions grow as the chemical potential term (proportional to the volume) dominates the surface tension term (proportional to the surface area). These behaviours were observed using confocal microscopy and a critical size of roughly 60-100 particles measured [84] , in agreement with computer simulations [85] . The structure of the post-critical crystallites was also determined, with nuclei found to be random hexagonal closed packed (rhcp) in agreement with crystal nuclei observed in computer simulations and light scattering measurements [34] . Finally, crystallites were found to be slightly non-spherical in shape, with rough interfaces with the fluid phase. This was considered to be indicative of a low surface tension (γ ∼ 10 −2 k B T /a 2 ), consistent with the small difference in free energy between the fluid and the crystal phase.
In 2D systems the bulk crystal growth rate was found to decrease due to the presence of impurities [86, 87] . The extent to which the growth rate decreased was larger nearer the impurity, because of the incommensurate nature of the impurity with a crystal structure, further evidenced by a fluid layer of particles surrounding the impurity.
Because of the low interfacial tension between the fluid and crystal phases thermal fluctuations become important and can influence the sharpness of the interface. Studying these effects is relevant to other systems with low surface tension such as biological lipid interfaces. Dullens and co-workers [88] looked at crystal-fluid interfaces under the influence of gravity. This was done by controlling the buoyancy of the colloids and observing the width of the interface. The interface width was quantified by identifying where the colloid number density changed from 10% to 90% of its value in the crystal relative to its value in the fluid phase.
Counter-intuitively, they observed the interface to broaden (or become more 'rough') upon increasing the density difference between the particles and the solvent (from 8 to nearly 15 particle diameters in width for ρ going from 0.024 to 0.256 g ml −1 ). The explanation for this effect was suggested to be caused by the non-equilibrium nature of the interface. The increased density difference caused the flux of particles arriving at the interface to increase, thereby increasing both the local number density and also the fluctuations. It is anticipated that similar effects may be seen in other interfacial systems such as the gas-fluid interface, and also in systems driven by external forces.
While the above experiments focused on non-equilibrium phenomena, the equilibrium structures of colloidal crystals are also extremely interesting. In particular, they provide insights towards understanding defects and grain boundaries [89, 90] commonly seen in atomic and molecular crystals. Schall and co-workers grew large face-centred cubic (fcc) crystals by sedimenting colloids on a patterned surface [89, 91] . By changing the particle size with respect to the lattice parameter of the surface they were able to create dislocations in the crystal in a controlled manner [89] . A 3D reconstruction of the dislocations can be seen in figure 4 . The nearest neighbour configuration was found to be hcp (hexagonal close packed) at the defects, as can be seen in figure 4 (B) (in red). The red planes sandwich a stacking fault where the order of the planes changes from ABCABCABC to ABCBCABCA. The authors also showed that the stacking faults culminated in a partial dislocation termed as a Shockley fault, also seen in fcc metals. Therefore, these colloidal crystals were able to capture features seen in continuum systems such as atomic crystals.
While monodisperse hard-sphere crystals are interesting in their own right, binary crystals formed by mixtures of hard spheres [92] [93] [94] may also provide unique insights into atomic systems such as alloys. The challenge in such bidisperse systems is to identify both species of particles simultaneously. This can be done with two different fluorescent dyes or image analysis techniques which can identify the two particle sizes separately.
Hard-sphere colloidal glasses
Colloidal glass was one of the first colloidal phases to be investigated with confocal microscopy [8] . When a glass is formed from a liquid, either by cooling (for an atomic or molecular glass) or by increasing the volume fraction (for a colloidal glass), its viscosity increases by many orders of magnitude. The exact mechanism of this transition, whether thermodynamic or kinetic, is still a matter of debate [26] [27] [28] [29] . The consensus in recent years seems to be that the transition, at least for colloidal glasses, is primarily kinetic [95, 96] . One reason for this is that no evidence of a diverging correlation length has been found in the static local structure of glasses [8] . Most theories of the glass transition therefore look at microscopic dynamical mechanisms, the underlying concept of which involves some form of cooperative motion between the molecules or colloids. The arrest of motion at the glass transition is said to be caused by the divergence of the size of these cooperative regions [97] . Several groups [98, 99] used confocal microscopy to try to observe these 'dynamical heterogeneities'. Kegel and co-workers [98] obtained evidence of these spatially heterogeneous dynamics by measuring the van Hove correlation function G s ( x, τ ) of the particle trajectories. This quantity is the ensemble averaged probability distribution for particle displacements x and is therefore a Gaussian for systems such as colloidal suspensions at very dilute φ that are purely Brownian. Due to dynamical heterogeneities, however, this quantity is no longer Gaussian for a glass. Kegel et al found that G s (x, τ ) could be described as a sum of two Gaussians-a wide one with fast-moving particles and a narrow one with slower particles [98] -thus obtaining indirect evidence of the presence of domains of differing mobilities.
Weeks et al [99] observed the dynamics of both the fast and the slow particles in supercooled colloidal liquids in 3D. In the supercooled phase the motions of the fast-moving particles were strongly correlated spatially in clusters. As the glass transition was approached these domains grew in size, consistent with theoretical predictions of the Adams and Gibbs hypothesis [100] . In the glass phase, however, the average size of these clusters was reduced, providing a dynamic signature of the glass transition. A comparison of the two phases is shown in figure 5 with the fastest particles being represented by large spheres. In the supercooled fluid two large clusters with 50-70 particles each can be seen while the glass has a larger number of small clusters. The mobile particles are weakly correlated with regions of lower density [101, 102] , although this is not a strong enough correlation to be predictive of the dynamics in advance [103] .
The slowing of the dynamics is often thought of as the confinement of a particle by a cage formed by its neighbours. While light scattering studies have provided indirect evidence of cage motions and rearrangements [104] [105] [106] , the actual motion of the particles trapped in these cages has been observed only recently [101, 102, 107, 108] . Looking at the direction of the particle motion shows that neighbouring particles typically rearrange by moving in parallel directions. A surprisingly non-trivial fraction of neighbouring particles, however, seem to move in antiparallel directions [109] . This is due to pairs of particles moving together to close a gap, often simultaneously with other pairs of particles moving away from the same gap [101] . In other words, four particles at the corner of a square configuration in a plane move about to form a planar diamond configuration.
Ageing in colloidal glasses
An important difference between supercooled fluids and glasses is their history dependent behaviour: particle motion in a colloidal glass slows down as the sample ages. This is most apparent in the mean square displacement (MSD) of the particles, which can be measured either indirectly, by light scattering or by directly tracking the motions of the particles with confocal microscopy [99, 110] . At short and intermediate lag times the MSD curves of glasses are indistinct from supercooled fluids, exhibiting linear behaviour at short times and a plateau at intermediate times due to confinement by neighbouring particles. At long times, however, the particles break free from their cages, and the MSD curve rises. For supercooled fluids, this increase indicates diffusive motion through the sample, albeit on very slow time scales. An asymptotic diffusion coefficient D ∞ can be determined from these measurements and is independent of the age of the sample [101, 102] . In glasses, however, the upturn indicates only local rearrangements, and the time scale at which the upturn is seen depends on the age of the sample [111] . In older samples the upturn happens at later times and D ∞ is not well defined but rather depends on the age of the sample.
Ageing of colloidal glasses has been studied using confocal microscopy, and it was found that the local rearrangements take place in a spatially heterogeneous fashion [110] similar to that shown in figure 5(A) . This differs slightly from the conclusions of [99] , which found that the clusters of mobile particles in the glass were small. The key improvement in the data analysis was to average each particle trajectory over time to filter out local Brownian motion and thus more clearly see the slight irreversible rearrangements that cause the sample to age [110] . In the ageing sample, the size of the mobile regions of particles showed no dependence on the age of the glass, a perhaps surprising result. Moreover, spatially heterogeneous motion was found even on time scales significantly shorter than the age of the system. Locally, ageing happens in intermittent bursts with periods of time where the sample does not locally age [110] . This agrees with similar observations from novel light scattering techniques [112] .
As the original observations found no link between the length scales of dynamical heterogeneities and the age of the sample, the next confocal studies tried to link changes in local structure to ageing of a glass [113, 114] . Unfortunately, to date no correlations between the age and structure have been found. The physical mechanism for ageing therefore remains an active area of research for many groups.
Systems under shear
The relationship between the microscopic behaviour of a colloidal suspension and its flow properties is of strong industrial interest. For many materials, the flow properties are characterized through rheology, as discussed in section 3. For example, a dense colloidal suspension (e.g. toothpaste) is placed between two parallel circular plates and the top plate rotated in an oscillatory fashion while the torque required to cause these oscillations is measured. The relationship between the strain and the stress as a function of frequency is one way to characterize the viscoelastic properties of a sample [32] . This macroscopic methodology has inspired several groups to study the microscopic behaviour of dense colloidal suspensions while they are being sheared.
The application of shear to a colloidal suspension can have a dramatic impact on its microstructure and dynamics. Oscillatory shear applied to a dense monodisperse suspension, for example, results in the spheres forming hexagonally close packed (hcp) layers [115] [116] [117] [118] (first observed directly using light scattering and optical microscopy). There are significant challenges to determining the structural and dynamical changes in the suspension when shear is applied, especially for optical methods. Particles subjected to shear rapidly move past the field of view making visualization of individual trajectories difficult. This difficulty can be circumvented in certain cases by imaging immediately after stopping the shear [119] . Another ingenious technique involves a counter-rotating shear cell, with the upper and lower parts of the cell moving in opposite directions, resulting in a stationary plane being formed in the interior. In a cone-plate geometry, for example, the angular velocity ratios of the two components can be tuned to move the stationary plane within the bulk [120] . Other designs involve parallel plates that move in opposite directions with different velocities so that the stationary plane can again be varied as a function of height [121] .
Rapid motion of particles out of the field of view has prevented systems under shear from being extensively studied, although fast confocal microscopes provide some hope to address this issue. Colloidal crystals are an exception, since the colloids are locked in to their lattice positions. Derks et al [120] used this property to measure the velocity of crystalline particle layers about the zero-shear plane. The shear rate in these layers is much higher than the applied shear; it was postulated that this is due to shear banding effects. The observed region was too small to give direct evidence of this effect, however, which had been previously seen by other indirect measurements [122] . They also observed that the velocity of a crystalline layer was intermediate to its neighbouring two layers. To facilitate the sliding of the layers, the particles performed a zigzag motion which was observed directly, similar to light scattering measurements [122] . More recently, Solomon and Solomon [123] looked at the effects of shear on the stacking faults in colloidal crystals. They observed and quantified non-random spatial heterogeneity in these faults, especially at high amplitudes of strain (γ 3), something not expected by theory.
Other experiments on sheared colloidal crystals look at the effects of confinement on the structures observed [124, 125] . When the gap between the shearing plates is below a critical value and is incommensurate with the crystal structure the crystals break up to form a new ordering. The particles form 'buckled' layers of one, two or three particle bands that are oriented parallel to the shearing direction with fluid voids between these bands. The positions and velocities of these bands depend sensitively on the depth of the particles from the plates.
Recent studies [80, 121] have attempted to look at the effects of shear on non-crystalline glassy suspensions. In the study by Bessling et al [121] a fast confocal (VT-Eye, Visitech International) took an entire 3D stack of images within ∼2 s. Relatively small shear rates (γ ∼ 10 −3 s −1 ) were employed and so individual particle trajectories could be visualized. Individual particle trajectories showed cage rattling followed by shear-induced plastic cagebreaking events. These plastic, non-affine rearrangements were heterogeneous and seemed to occur cooperatively, similar to rearrangements seen in quiescent colloidal suspensions below the glass transition. Further, even though the shear was applied in the z-direction, no anisotropy was found in the diffusion of the colloids.
Observations of interacting systems
Colloidal gels
Attractive interactions between colloids cause them to stick together, and sometimes aggregate to form an elastic solid or gel. The strength of the gel depends sensitively on both the depth and the range of the interparticle interaction. As discussed in section 2.2, there are several causes of attractive interactions. If there are no significant steric or Coulombic interactions, the depth and range of the depletion interaction can be independently controllable. If Coulombic forces are present, adding salt can shrink the size of the Debye double layer, diminishing the repulsion until the colloids aggregate by van der Waals attraction. Sterically stabilized colloids can be cooled from high temperatures, causing the surface grafted polymer layers on the colloid to change conformation, again allowing the colloids to approach close enough to aggregate by the van der Waals attraction.
Gels created by addition of salt typically form at extremely low volume fraction (φ ∼ 10 −4 ) with a fractal like structure and fractal clusters of well defined size. The van der Waals attraction is extremely strong, which explains the ability to form such low-φ gels. While it takes time for the colloids to approach each other in such a dilute system, once they come close they stick essentially irreversibly. In time, the fractal clusters grow and span the system as a tenuous gel. These gels have been extensively studied with bulk techniques such as light scattering and rheology and the relation between microstructure, dynamics and elastic properties has been elucidated [126] [127] [128] . Gels formed by depletion or temperature driven destabilization have weaker attractive forces, and thus a stable gel phase forms at higher volume fractions. The topology of these gels at short length scales below a cluster size becomes important and confocal microscopy provides valuable information on these dense systems.
Dinsmore et al [78, 129] have looked at the topology of depletion gels and the effect of changing the range of the depletion interaction on its elasticity. They found that the pair correlation function g(r ) displayed power-law behaviour at large r with g(r ) ∼ r d f −3 where d f = 2.1 ± 0.1 is the fractal dimension. This was taken to be evidence of the gel consisting of a network of intersecting chains. The contour length L (the shortest path between two particles along the gel) and the number of particles N in the path scale as r d b with d b = 1.2 ± 0.1. Since multiple paths can exist between pairs of particles in the gel, the role of loops in the gel elasticity was also probed, by looking at the second shortest non-intersecting path between particles. Unlike in the shortest path, here a difference was found for different ranges of interactions, with short-range interactions creating far fewer loops than longer-range interactions.
The elasticity of individual chains was determined by looking at statistics of particle separations and determining the spring constant κ(r ). The scaling forms of κ(r ) showed that long-range interactions created chains that resist stress by bond bending while chains created by short-range interactions did so by bond stretching between connected particles. In this way the bulk elasticity of the gels was linked to the microstructure at the particle level.
An intriguing observation in colloidal systems with depletion interactions is the presence of a 'fluid cluster' phase [130] [131] [132] [133] . This phase consists of compact clusters of particles (see figure 6 ) that do not form a network structure or percolate over extended periods of time. The morphology of these clusters is relatively independent of φ, but sensitively dependent on the range of the depletion potential [130] . Particles with a longer-range attraction typically had 10-15 neighbours, while those with a shorter-range attraction typically had only three to five neighbours. The internal structure of the clusters revealed a further difference: clusters of particles with long-range interactions had a volume fraction of φ ∼ 0.46, while those of particles with short-range interactions did not have a well defined volume fraction due to their fractal nature. Some groups [132, 134, 135] have postulated that these fluid clusters persist due to the presence of charge in these systems. In the absence of any long-range repulsion and the presence of an attractive interaction [130] , however, the underlying reason for their existence remains a matter of debate and active research.
In dense colloidal gels the fractal nature of the clusters seen in low volume fraction gels breaks down. Varadan and Solomon [136] found that the overall shape of g(r ) for gels with high volume fractions (φ > 0.25) was typical of those seen in dense liquid structures. The heterogeneity in the structure of the gels was determined by measuring the distribution of Voronoi polyhedra volumes of the particles. As φ increased, the distribution of these volumes shifted towards lower volumes. Hence, although clusters are absent in these gels, the number density of the particles is redistributed by the creation of voids within the gels.
Recently, a novel means of controlling particle attraction and repulsion, termed nanoparticle haloing, has been found [137, 138] . Strongly charged nanoparticles surround negligibly charged large colloidal particles resulting in a variety of phases. At low nanoparticle concentrations, the large colloidal particles aggregate due to the van der Waals force. At intermediate nanoparticle concentrations the large colloids become coated with the nanoparticles, and effectively charge-stabilized. At high nanoparticle concentrations this stabilization is reversed and the large colloids again flocculate. Confocal microscopy has been used to investigate these phase behaviours [139, 140] . By careful tuning of nanoparticle concentrations, dense or tenuous gels or crystalline phases can be formed [140] . Nanoparticle bridging can modify the gel structure of more strongly charged large particles as well [139] .
Attractive glasses
The glass transition is typically achieved by increasing the packing fraction of colloids. Adding polymer to a dilute hard-sphere colloidal suspension can result in the formation of a gel which is characterized by a freezing of the dynamics. Recently, it was found that adding small amounts of polymer to a colloidal glass caused it to melt with the particles becoming more mobile [141] [142] [143] [144] [145] . Further addition of polymer caused the system to re-enter the glassy state, although the arrest in dynamics was now caused by particle bonding (attractive glass), rather than a cage effect of neighbours (repulsive glass). The studies above were performed by light scattering and visual observation, as well as a new technique called coherent anti-Stokes Raman scattering (CARS) microscopy [145] , but a recent confocal study [146] has verified this 'devitrified' glass as well as the return of the glass phase by adding more polymer. It is important to note that there were no significant differences in either structure or local density fluctuations between any of the phases (repulsive glass, devitrifed glass, attractive glass).
Liquid-liquid or liquid-solid coexistence
As noted in section 2.2, attractive forces are important for modelling real materials. For example, modifying the ideal gas law with a van der Waals attractive force produces a phase transition between a low-density gas state and a high-density liquid state [147] . Adding polymer to a hard-sphere colloidal suspension results in an attractive depletion force which then produces a similar gas/liquid phase transition. These colloid-polymer mixtures can phase separate into coexisting phases of colloid-rich and colloid-poor phases [148] . The colloidrich phase is either crystalline or fluid in nature [149] , depending on the depth and range of the attractive potential, while the colloid-poor domain is always fluid. Fluid-fluid phase separation occurs rapidly followed by slow coarsening of the two phases. While the initial phase separation is too rapid to be observed by confocal microscopy, the subsequent coarsening process follows a three-stage process; interfacial-tension driven coarsening, gravity driven flow and finally interface formation [150] . The shape of the meniscus formed by the interface gives an estimate of the interfacial tension γ between the two fluid phases [151] that is extremely low (γ ∼ 0.2 μN m), especially when compared to fluid-fluid interfaces of molecular liquids (the air-water interfacial tension is of order γ ∼ 50 mN m −1 ). The consequence of such low interfacial tension is that thermal fluctuations can create undulations, or roughness, at an interface of order ∼ √ k B T /γ . A density mismatch between the solvent and colloid can also create thermal capillary waves at the interface. The characteristic capillary length ξ ∼ √ γ /g ρ, which is in the μm regime, and the time scale associated with the decay of interfacial fluctuations τ ∼ ξη/γ is of the order of seconds for colloidal systems. Hence, these thermal capillary waves can be observed by confocal microscopy, as was done by Aarts and co-workers [152, 153] . Because the colloid-poor region is less intense than the colloid-rich region, the position of the interface, h(x, t) (x is the direction along the interface), can be determined by where the pixel intensity of the images undergoes a sharp transition. By correlating h(x, t) at different values of x and t different modes of the capillary waves were observed that agreed very well with theoretical predictions.
Ionic systems
For many years the model system for hard-sphere interactions has been PMMA spheres suspended in an index-and density-matching mixture of organic solvents [6] . Recent studies [42] have observed that this system has electrostatic interactions induced by residual charges left on the surface of the PMMA spheres. The organic solvents are polar enough (the dielectric constant is ε = 5-6) that this interaction is fairly long-ranged. The range of the repulsive interactions can be tuned by adding a salt (tetrabutylammonium chloride), and the interactions changed from hard-sphere-like to soft and dipolar. Under certain circumstances, the charge of the colloid can also be changed or reversed from positive to negative at moderate salt concentrations [154] .
The effects of the interparticle potential are seen by observing the phase behaviour at varying κa, where κ is the inverse electrostatic screening length and a is the radius of the colloid. For large κa (hard potential), crystals form at high volume fraction (φ > 0.545), and are rhcp in structure. As κa is lowered the fluid-crystal phase boundary shifts to lower φ and, further, the structures obtained are fcc for a wide range of κa values. crystals form at volume fractions as low as φ = 0.002. (The structures obtained agree with simulations that use a pure Yukawa [155] or hard sphere plus Yukawa potential [155] .) Control of the interparticle potential through ionic charge can be used to form new types of crystalline structure. By mixing colloids of opposite charge large stable ionic crystals can be formed that mimic atomic crystals [156] [157] [158] . Leunissen and co-workers [157] reproduced the CsCl structure by mixing suspensions of two similar sized spheres (a ≈ 1 μm) with opposite, equal charges. The CsCl structure (shown in figure 7 ) consists of two interlaced simple cubic lattices that together form a body centred cubic (bcc) lattice. Changing the size ratio of the particle species with opposing charges had a profound effect on the structures of the ionic crystals formed. By choosing a ratio of 0.31 between the small (S) and large (L) spheres, the authors were able to observe crystals with LS, LS 6 and LS 8 stoichiometry, for varying ionic strengths. Some of these structures (such as NaCl for LS stoichiometry) had analogues with atomic/molecular crystals, while others (LS 8 for example) had no such counterpart. The lattice structures of these crystals, as observed by confocal microscopy, was interesting and non-trivial; a detailed description of the structures can be found in [157] . Future research in this field would entail tailoring structures on demand by tuning size ratios and ionic properties of the colloids.
The presence of charge in colloidal systems, as well as the apolar nature of the solvents, allows for the use of electric fields to manipulate structures and form new phases [42, [159] [160] [161] . For instance, both hard-sphere and soft-sphere colloids at low to moderate volume fractions form strings that align in the direction of the applied electric field [42, 159] . These strings were found to be unstable for hard spheres, and began evolving over time to form sheets and body-centred tetragonal (bct) structures [159] . Strings of soft spheres, on the other hand, were stable for extended periods of time. At higher electric fields the dipolar attraction between strings dominated over the charge repulsion between spheres and the strings gave way to form bct crystallites [159] . Other structures observed with soft spheres were bcc and body centred orthogonal structures. A detailed phase diagram of these structures can be found in [42] .
Electric fields can also be used to study solid-solid diffusionless or 'martensic' transitions [160] . Dassanayake and co-workers applied increasing electric fields to a close packed (cp) crystal formed by sedimentation, and observed a structural transition from cp to bct as a function of electric field strength, based on a subtle competition between gravity and dipolar attraction. Surprisingly, near the transition threshold, the two phases were found to coexist for long periods of time. While this raises interesting questions about the order of the phase transition, further studies, similar to those seen in fluid-fluid phase separation, are needed. Finally, these new structures formed by the subtle interplay between attractive forces and repulsion or gravity, while having interesting physics, also have great application such as in photonic band gap structures.
Anisotropic systems
While attractive and repulsive interactions help make colloids better models for atomic systems, the systems described above lack one interesting feature: the interactions are all spherically symmetric. With improving synthesis techniques, several groups now study the phase behaviour of non-spherical colloidal particles. Confocal microscopy has been used to characterize samples consisting of non-spherical colloids such as polyhedra [162] or anisotropic ones such as dumbbells [163] and rods [164, 165] .
It is crucial but non-trivial to identify the orientation of these anisotropic colloids in a confocal image. Colloidal dumbbells [163] consist of dimers of silica spheres that have been fused together. It is difficult to resolve these dumbbells using x-ray scattering except at high scattering wavenumbers. However, because the distance between two spheres that are part of the same dumbbell is less than any other separation between spheres in the sample, dumbbells can be identified by measuring the distance between the fluorescent core centres of the silica particles. Using these identified centres, the position and orientation of all the dumbbells in a 3D sample could be measured. A similar problem exists for the case of colloidal rods [164] , made by uniaxially extending PMMA spheres. In this case an algorithm was devised to identify the backbones of the rods, therefore associating a central axis with each rod. The centroid of the rod was determined by averaging the pixel positions of the points comprising this central axis, and the rod was characterized by its length and orientation. This technique worked remarkably well even for highly concentrated, nearly close packed rods.
Confocal microscopy has also been used to characterize non-spherical 'polyhedral' colloids [162] , where the particle shape is characterized by comparing the projected particle area in 2D to its projected perimeter. The close packing of the particles showed deviations from those of spherical particles. Especially interesting was the fact that g(r ) decayed much faster for polyhedral colloids than spheres, implying no long-range translational order. The bondorientational correlation function g 6 (r ) also decayed faster, implying frustration of hexagonal order in these polyhedra. Conceivably, with advances in particle synthesis and new types of particles being produced with ease, confocal microscopy can have great application in determining unique structures and phases these particles may form, especially because of the ease of 3D reconstruction.
New directions
In this review we have tried to touch upon many aspects of the phase behaviour of colloids that interact either as hard spheres or with repulsive/attractive potentials. Apart from these wellstudied systems with thermodynamic analogies to atomic and molecular systems [166] , colloids have other applications as well. For instance, they are used as tracer particles in viscoelastic solutions to probe the rheological properties of the environment around them. For spatially heterogeneous materials, confocal microscopy of the thermal motions of these particles in three dimensions can be very useful [167, 168] . Further, the effects of shear on these viscoelastic materials can also be probed [168] .
Large colloids, such as emulsion droplets, can also be used to mimic granular systems. Emulsions are visualized either by dying the dispersed phase [169, 170] or by utilizing fluorescent surfactants that go to the interface between the dispersed phase and the continuous phase [171] . The force between two droplets that are in contact can be quantified by characterizing the shape of these compressible droplets [169, 171, 172] . Thus a spatial distribution of 'force chains' in three dimensions can be obtained, which has analogies with such chains seen in granular materials.
In conclusion, colloidal systems show behaviour than spans the gamut from atomic systems (with length and time scales in the nanometre and picosecond range) to granular materials (millimetres and seconds). Confocal microscopy is key to the observation of these phenomena in real space and real time, and this powerful technique holds much promise for future research.
