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Abstract
Given a graph G in which each edge fails independently with prob-
ability q ∈ [0, 1], the all-terminal reliability of G is the probability that
all vertices of G can communicate with one another, that is, the prob-
ability that the operational edges span the graph. The all-terminal
reliability is a polynomial in q whose roots (all-terminal reliability
roots) were conjectured to have modulus at most 1 by Brown and
Colbourn. Royle and Sokal proved the conjecture false, finding roots
of modulus larger than 1 by a slim margin. Here, we present the first
nontrivial upper bound on the modulus of any all-terminal reliability
root, in terms of the number of vertices of the graph. We also find
all-terminal reliability roots of larger modulus than any previously
known. Finally, we consider the all-terminal reliability roots of simple
graphs; we present the smallest known simple graph with all-terminal
reliability roots of modulus greater than 1, and we find simple graphs
with all-terminal reliability roots of modulus greater than 1 that have
higher edge connectivity than any previously known examples.
Keywords: graph polynomials, all-terminal reliability, polynomial roots, Brown-
Colbourn Conjecture
MSC 2010: 05C31
1 Introduction and Background
Let G = (V,E) be an undirected, finite, loopless, connected (multi)graph in
which each edge fails independently with probability q ∈ [0, 1] and vertices
are always reliable. The all-terminal reliability of G, denoted Rel(G; q), is
the probability that all vertices of G can communicate with one another; that
1
is, the probability that the operational edges span the graph. All-terminal
reliability is a well-studied model of network robustness, and much research
has been carried out on a variety of algorithmic and theoretical aspects of
the model including algorithmic complexity, polynomial time algorithms for
restricted families, efficient bounding procedures, the existence of optimal
graphs, and analytic properties (when the all-terminal reliability of a graph
is viewed as a function of q). See [8], for example, or [3] for a more recent
survey on all-terminal reliability. Note that all-terminal reliability is often
studied in terms of p = 1− q, the probability that each edge is operational,
but our results on all-terminal reliability are easier to state and prove in
terms of q, so we deal exclusively in the variable q in this article.
The all-terminal reliability of a connected graph G with edge set E, de-
noted Rel(G; q), is always a polynomial in q of degree (at most) m = |E|, as
a subgraph with operational edges E ′ ⊆ E arises with probability
(1− q)|E′|q|E|−|E′|.
Summing this probability over all sets E ′ for which all vertices of G can com-
municate gives the all-terminal reliability of G. The fact that the polynomial
has degree exactly m will be seen later from the H-form of the polynomial.
It is natural to inquire about the nature and location of the roots of all-
terminal reliability polynomials, called all-terminal reliability roots or ATR
roots henceforth. ATR roots were noted to have modulus at most 1 (in
q) for small graphs, and it was conjectured in [2] that this was the case
for all graphs. This contrasts sharply with what is known for other graph
polynomials, such as chromatic polynomials [15], independence polynomials
[5], and domination polynomials [6], where the roots are dense in the complex
plane. Despite some results and generalizations in the affirmative [7, 16], the
conjecture for ATR roots was shown to be false in [14]. However:
• The ATR roots provided were only outside of the unit disk by a slim
margin; the largest modulus of an ATR root found was approximately
1.04.
• The simple graphs with ATR roots outside of the unit disk were quite
large, with the smallest having over 1500 vertices and over 3000 edges.
• All of the simple graphs with ATR roots outside of the unit disk had
many vertices of degree 2, and it is unclear whether all simple graphs
with ATR roots outside of the unit disk have such low edge connectivity.
2
Finally, although ATR roots of modulus greater than 1 were found, no general
upper bound on the modulus of an ATR root was given.
In this article, we continue the exploration of the location of ATR roots.
In Section 2, we find a nontrivial (though non-constant) bound on the mod-
ulus of any ATR root of a graph G in terms of the order of G (this extends
a weaker result in [9]). In Section 3.1, we study graphs with ATR roots of
modulus greater than 1, finding graphs with ATR roots of greater modulus
than any previously known. Finally, in Section 3.2 we consider simple graphs
with ATR roots of modulus greater than 1. We find a smaller example of a
simple graph with ATR roots outside of the unit disk, and we find simple
graphs that have ATR roots outside of the unit disk and have much higher
edge connectivity than any previously known examples.
We shall need some background on reliability for the next section. For a
graph G of order n and size m (that is, with n vertices and m edges), we can
express the all-terminal reliability polynomial of G as
Rel(G; q) =
m−n+1∑
i=0
Fiq
i(1− q)m−i,
where Fi denotes the number of subsets of E of cardinality i whose removal
leaves the graph connected. The collection of all such subsets of G is called
the cographic matroid of G, and the sequence (F0, . . . , Fm−n+1) is called the
F -vector of the cographic matroid of G (see [8] for more detail). The generat-
ing polynomial of the F -vector of G is called the F -polynomial of G, denoted
F (G; x). It is known that one can rewrite the polynomial in its H-form as
Rel(G; q) = (1− q)n−1
m−n+1∑
k=0
Hkq
k.
The sequence (H0, . . . , Hm−n+1) is called the H-vector of the cographic ma-
troid of G. Moreover, the generating polynomial
H(G; x) =
m−n+1∑
k=0
Hkx
k
of the H-vector turns out to be an evaluation of the well-known two-variable
Tutte polynomial (see [12]):
T (G; 1, x) = H(G; x). (1)
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There is a relatively new interpretation to the coordinates of the H-vector
of a cographic matroid that we shall find particularly useful. We describe
the chip-firing game that yields this new interpretation. Let G = (V,E) be a
connected multigraph without loops, and let w denote a special vertex of G.
A configuration of G is a function θ : V → Z for which θ(v) ≥ 0 for all v 6= w
and θ(w) = −
∑
v 6=w
θ(v). For v 6= w, the number θ(v) represents the number of
chips on vertex v. We imagine that the special vertex w has infinitely many
chips. In configuration θ, a vertex v 6= w is ready to fire if θ(v) ≥ deg(v);
vertex w is ready to fire if and only if no other vertex is ready. Firing vertex
u changes the configuration from θ to θ′, where
θ′(u) = θ(u)− deg(u)
and for v 6= u
θ′(v) = θ(v) + l(u, v),
where l(u, v) is the number of edges between u and v in G. A configuration
is stable when θ(v) < deg(v) for all v 6= w; that is, if and only if w is ready
to fire.
A firing sequence Θ = (θ0, θ1, . . . , θk) is a sequence of configurations in
which θi is obtained from θi−1 by firing one vertex that is ready to fire for
each i ∈ {1, . . . , k}. It is nontrivial when k > 0. We write θ0 → θk when
some nontrivial firing sequence starting with θ0 and ending with θk exists.
Configuration θ is recurrent if θ → θ. Stable, recurrent configurations are
called critical. For a critical configuration θ, a critical sequence is a legal
firing sequence of minimal length that makes θ recur. Merino [11, 12] proved
the following surprising result which connects the critical configurations to
all-terminal reliability:
Let C be the set of all critical configurations of G. For each
v ∈ V \{w}, let xv be a variable, and for each θ ∈ C, define a
monomial
mθ =
∏
v∈V \{w}
xdeg(v)−1−θ(v)v .
Then the setM =Mw(G) of all such monomials is an order ideal
of monomials ; that is, the set is closed under division. Further,
M is pure; that is, all of the maximal monomials (under division)
are of the same degree, which turns out to bem−n+1.Moreover,
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the number of monomials of degree i in M is precisely Hi, the
ith coordinate of the H-vector of the cographic matroid of G. In
particular, Hi is strictly positive for all i ∈ {0, . . . , m− n+ 1}.
Finally, we remark that Huh [10] recently settled an outstanding con-
jecture on H-vectors of matroids, which implies that the H-vector of the
cographic matroid of a graph G is always log-concave, that is,
H2i ≥ Hi−1Hi+1
for all i ∈ {1, . . . , m− n}.
2 An upper bound on the modulus of any
ATR root
We begin by proving an upper bound on the modulus of any ATR root of
a 2-connected graph. A key tool in the proof is the well-known Enestro¨m-
Kakeya Theorem (see [1], for example), which states that if f(x) =
d∑
i=0
aix
i
is a polynomial with positive coefficients, then the (complex) roots of f lie
in the annulus
min
({
ai−1
ai
: i = 1, . . . , d
})
≤ |z| ≤ max
({
ai−1
ai
: i = 1, . . . , d
})
.
Theorem 2.1. If G is a 2-connected graph of order n then any root z of
Rel(G; q) satisfies |z| ≤ n − 1. Moreover, if n ≥ 3 and G has a vertex w
with no incident multiple edges (in particular if G is a simple graph), then
|z| ≤ n− 2.
Proof. Let G be a 2-connected graph of order n and size m. We focus on the
generating function
H(G; z) =
m−n+1∑
i=0
Hiz
i
for the H-vector of the cographic matroid of G. For the first statement of the
theorem it suffices to show that the roots ofH(G; z) lie in the disk |z| ≤ n−1,
as Rel(G; q) = (1− q)n−1H(G; q).
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It follows directly from Huh’s result on the log-concavity of the H-vector
that
Hi−1
Hi
≤ Hi
Hi+1
for all i ∈ {1, . . . , m− n}. Thus we have
Hi−1
Hi
≤ Hm−n
Hm−n+1
for all i ∈ {1, . . . , m− n}. It follows that
max
({
Hi−1
Hi
: i = 1, . . . , m− n+ 1
})
=
Hm−n
Hm−n+1
,
and thus by the Enestro¨m-Kakeya Theorem, the roots of H(G; z) have mod-
ulus bounded above by Hm−n/Hm−n+1. We now bound Hm−n/Hm−n+1 from
above.
By the results of Merino mentioned in the previous section, the pure
order ideal of monomials M =Mw(G) has Hi monomials of degree i for all
i ∈ {0, . . . , m− n+ 1}. Consider the set
S = {(mθ, x) : mθ ∈M of degree m−n+1, x is a variable that divides mθ}.
For each (mθ, x) ∈ S, note that mθ/x is a monomial of degree m− n in M,
and the purity of M ensures that each monomial of degree m − n in M
appears at least once under this construction. It follows that Hm−n ≤ |S|,
and since |S| ≤ (n− 1)Hm−n+1, we have that
Hm−n
Hm−n+1
≤ n− 1,
so that the roots of H(G; z) lie in the disk |z| ≤ n − 1, and we have proven
the first statement.
For the second statement, let G be as above with n ≥ 3 and let M =
Mw(G) as above where w is now a vertex of G without any incident multiple
edges. It suffices to show that the roots of H(G; z) lie in the disk |z| ≤ n−2.
Let θ be a critical configuration with corresponding monomial
mθ =
∏
v∈V \{w}
xdeg(v)−1−θ(v)v .
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There exists a neighbour v of w such that θ(v) = deg(v)− 1, as otherwise no
vertex is ready to fire after w (when w fires it sends only one chip to each of
its neighbours), and hence xv ∤ mθ. Thus every monomial in M is divisible
by at most n − 2 variables, and the same pair counting argument as in the
previous part of the proof demonstrates that
Hm−n ≤ (n− 2)Hm−n+1.
By the Enestro¨m-Kakeya Theorem, we conclude that the roots of H(G; z)
lie in the disk |z| ≤ n− 2.
Since the all-terminal reliability of a graph is obviously multiplicative over
its blocks, the following corollary is immediate.
Corollary 2.2. Let G be a connected graph of order n ≥ 2 in which the
blocks of maximum order have order s. Then any root z of Rel(G; q) satisfies
|z| ≤ s− 1. Further, if s ≥ 3 and every block B of order s has a vertex with
no incident multiple edges in B (in particular if G is a simple graph), then
|z| ≤ s− 2.
A consequence of the proof of Theorem 2.1 is that
Hm−n(G)
Hm−n+1(G)
≤ n− 2
for any simple graph G of order n and size m ≥ n. While this bound is not
best possible, we are off by at most a factor of 2, as one can show that
Hm−n(Kn)
Hm−n+1(Kn)
=
n− 2
2
for all n by considering the critical configurations of the chip-firing game on
Kn.
3 More reliability roots outside of the unit
disk
We now turn to providing more examples of graphs with ATR roots outside
of the unit disk centred at the origin of the complex plane (referred to simply
as the unit disk henceforth).
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3.1 Reliability roots of larger modulus
Brown and Colbourn investigated the roots of all-terminal reliability poly-
nomials in [2] where they made the following conjecture.
Conjecture 3.1 (Brown-Colbourn Conjecture). Let G be a connected graph.
If z is a root of Rel(G; q) then |z| ≤ 1. In other words, ATR roots all lie inside
the unit disk.
While Wagner proved that the Brown-Colbourn conjecture is true for
series-parallel graphs [16], the conjecture was proven false in general by Sokal
and Royle [14]. However, the largest known modulus of an ATR root is
approximately 1.04, as noted in [4]. We improve on this here, finding ATR
roots that are almost three times further outside of the unit disk.
We generalize the graphs that were found to have ATR roots outside of
the unit disk in [14]. For positive integers m, n, a, and b, let Ga,bm,n be the
graph on m + n vertices defined as follows. Take disjoint complete graphs
Km and Kn and replace every edge by a edges in parallel (i.e. replace each
edge with a bundle of a edges), and then connect every nonadjacent pair of
vertices with b parallel edges. The graphs G1,23,2 and G
6,1
2,2 are shown in Figure
1. The graph G6,12,2 is the smallest multigraph (in order and size) known to
have ATR roots outside of the unit disk, and G1,63,3 has the ATR root with
the largest known modulus of approximately 1.04 (see [14]). We will see that
G1,6n,n has ATR roots of even larger modulus for n > 3. The following result
gives us a way to compute Rel(Ga,bm,n; q).
(a) The graph G1,2
3,2
. (b) The graph G6,1
2,2
.
Figure 1: Two examples of the graph Ga,bm,n.
Proposition 3.2. Let m, n, a, and b be positive integers. Then
m∑
i=1
n∑
j=0
(
m−1
i−1
)(
n
j
)
qa[i(m−i)+j(n−j)]+b[i(n−j)+j(m−i)]Rel
(
Ga,bi,j ; q
)
= 1. (2)
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Km Kn
C
a a
b
b
b
v
i vertices j vertices
m− i vertices n− j vertices
Figure 2: The graph Ga,bm,n and a particular subset Cv of vertices.
Proof. Let Km and Kn be the complete graphs from which G
a,b
m,n is formed.
Let v be a vertex of Km. For a particular subset C of vertices of G
a,b
m,n which
contains v and has i ≥ 1 vertices from Km and j ≥ 0 vertices from Kn, we
calculate the probability that C is a connected component inGa,bm,n when edges
fail randomly. In order for C to be a connected component in Ga,bm,n when
edges fail randomly, all of the vertices of C must be able to communicate with
one another and all of the vertices of C must be unable to communicate with
any vertex outside of C. The former occurs with probability Rel
(
Ga,bi,j ; q
)
while the latter occurs with probability
qa[i(m−i)+j(n−j)]+b[i(n−j)+j(m−i)],
as there are a[i(m− i) + j(n− j)] + b[i(n − j) + j(m− i)] edges between C
and the remaining vertices of the graph. A rough sketch of Ga,bm,n is provided
in Figure 2 to aid in the counting of edges.
There are
(
m−1
i−1
)(
n
j
)
distinct sets of this form as we may choose any i− 1
vertices from the remaining m − 1 vertices of Km and any j vertices from
the n vertices of Kn. Thus the probability that v lies in some connected
component containing i vertices from Km and j vertices from Kn is(
m−1
i−1
)(
n
j
)
qa[i(m−i)+j(n−j)]+b[i(n−j)+j(m−i)]Rel
(
Ga,bi,j ; p
)
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n ATR roots of G1,6n,n of greatest modulus Modulus
3 0.6965978094± 0.7739344775i 1.0412603341
4 0.7225077023± 0.7873461471i 1.0686118731
5 0.7415248258± 0.7932060873i 1.0858337645
6 0.7557913447± 0.7946437701i 1.0966673507
7 0.7665525647± 0.7937722633i 1.1034841369
8 0.7747703944± 0.7917743649i 1.1077796753
9 0.7811493576± 0.7892664429i 1.1104664951
10 0.7861847934± 0.7865650322i 1.1121020993
11 0.7902223368± 0.7838329136i 1.1130343112
12 0.7935054014± 0.7811532818i 1.1134860896
Table 1: ATR roots of G1,6n,n of greatest modulus for small n. All values
rounded to 10 decimal places.
If we sum over all possibilities for i and j we obtain 1 as v must be in some
component. This gives (2).
Proposition 3.2 gives a recursion for Rel
(
Ga,bm,n; q
)
in terms of the smaller
polynomials Rel
(
Ga,bi,j ; q
)
for all 0 < i ≤ m and 0 ≤ j ≤ n with i+j < m+n,
with the base case Rel
(
Ga,b1,0; q
)
= 1 given by the same equation. This allows
us to compute Rel
(
Ga,bm,n; q
)
efficiently for small values of m and n.
We numerically computed the ATR roots of the graphs Ga,bm,n for all small
m, n, a, and b, and graphs of the form G1,6n,n yielded the roots of largest
modulus. While the ATR roots of the graphs G1,61,1 and G
1,6
2,2 all lie inside the
unit disk, for each n ∈ {3, 4, . . . , 12} the graph G1,6n,n has ATR roots outside
of the unit disk. Table 1 shows the ATR roots of G1,6n,n of greatest modulus
for n ∈ {3, 4, . . . , 12}, and the modulus is increasing with n for the values
shown. The ATR roots of largest modulus of G1,612,12 have modulus almost
three times as far outside of the unit disk as the best examples from [14] –
namely, those for the graph G1,63,3.
3.2 Simple graphs with ATR roots outside of the unit
disk
Of course, for n ≥ 2 the graphs G1,6n,n discussed in the previous section contain
multiple edges. In [14], several simple graphs were found that still violated
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u v
Figure 3: A gadget D(u, v) and the edge substitution P4[D(u, v)].
the Brown-Colbourn Conjecture – the smallest example being the graph on
1512 vertices and 3016 edges obtained fromG11,12,2 by replacing every edge with
58 edges in parallel, and then replacing every edge with two edges in series
(i.e. with a path of length 2). The ATR roots of this graph were obtained from
the ATR roots of G11,12,2 by transforming to a related generating polynomial
and using reduction formulae for the series and parallel edge replacements.
All of the simple graphs in [14] with ATR roots outside of the unit disk were
constructed in a similar manner, and thus they all have edge connectivity 2
(in fact, they have many vertices of degree 2). We improve on these results
in two ways: we find a simple graph of smaller order and size that has ATR
roots outside of the unit disk, and we find simple graphs with higher edge
connectivity that have ATR roots outside of the unit disk.
In order to generate examples of simple graphs with higher edge con-
nectivity that have ATR roots outside of the unit disk, we discuss a more
general substitution operation on graphs. We generalize the idea from [14] of
replacing every edge in a graph with either k edges in parallel or k edges in
series. Essentially, our substitution operation involves replacing every edge
in a given graph by any fixed graph of our choice.
We define a gadget H(u, v) to be a connected graph H of order at least
2 together with special vertices u and v of H with u 6= v. Let G be a graph
and let H(u, v) be a gadget. An edge substitution of the gadget H(u, v) into
G, denoted G[H(u, v)], is any graph formed by replacing each edge {x, y} ∈
E(G) by a copy H{x,y} of H, identifying u with x and v with y. Note that
in order to obtain a specific edge substitution we need to fix an orientation
of G, but our results here do not depend on the orientation of G. We let
G[H(u, v)] denote any edge substitution of the gadget H(u, v) into G.
We will present an expression for the all-terminal reliability of any edge
substitution G[H(u, v)] in terms of reliability polynomials of G and H. How-
ever, we will need more than just the all-terminal reliability of H. We intro-
duce a new reliability polynomial which we term the {u, v}-split reliability.
11
uv
x
y
u
v
x
y
u
v
x
y
u
v
x
y
u
v
x
y
u
v
x
y
u
v
x
y
u
v
x
y
u
v
x
y
u
v
x
y
Figure 4: The operational states for the {u, v}-split reliability of K4.
Definition 3.1. Let G be a connected graph in which each edge fails in-
dependently with probability q, and let {u, v} ⊆ V (G) where u 6= v. The
{u, v}-split reliability of G, denoted spRel{u,v}(G; q) is the probability that
every vertex w in G can communicate with exactly one vertex from {u, v}
(i.e. every vertex in G can communicate with either u or v but not both).
For example, consider the complete graph K4 on 4 vertices and let u and
v be vertices of K4. All 10 operational states for the {u, v}-split reliability of
K4 are pictured in Figure 4 – there are 8 states with two operational edges
and 2 states with three operational edges. Hence, the {u, v}-split reliability
of K4 is given by
spRel{u,v}(K4; q) = 8(1− q)2q4 + 2(1− q)3q3.
Now, we can present an expression for the all-terminal reliability of the
graph G[H(u, v)]. The key is to notice that the internal vertices of the gadget
(that is, the vertices of H apart from u and v) can only communicate with
the rest of the graph G through u and v. Thus, in any operational state of
G[H(u, v)] each individual copy of the gadget must either be connected, or
split between u and v.
Proposition 3.3. Let G be a graph on n vertices and m edges and let H(u, v)
be a gadget. The all-terminal reliability of the graph G[H(u, v)] is given by
Rel (G[H(u, v)]; q) = [Rel(H ; q)]m F
(
G;
spRel{u,v}(H;q)
Rel(H;q)
)
, (3)
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where F (G; z) is the F -polynomial of G.
Proof. Consider any copy of the gadget in any operational state ofG[H(u, v)].
There are only two possibilities for the gadget if G[H(u, v)] is to be opera-
tional:
(i) All of the vertices in the gadget can communicate with one another.
This occurs with probability Rel(H ; q). We say that the gadget is op-
erational in this case.
(ii) Each vertex in the gadget can communicate with exactly one of the
vertices u or v. This occurs with probability spRel{u,v}(H ; q). We say
that the gadget splits in this case.
A gadget splitting in G[H(u, v)] corresponds to an edge failing in G, while
an operational gadget in G[H(u, v)] corresponds to an operational edge in G.
For any state φ of G[H(u, v)], let
Eφ = {e ∈ E(G) : the corresponding gadget He is operational}.
The state φ is operational if and only if Eφ induces a connected subgraph of G
and all gadgets corresponding to edges not in Eφ split. Thus, the operational
states of G[H(u, v)] in which m−i gadgets are operational and i gadgets split
correspond exactly to the operational states of G in which m − i edges are
operational and i edges fail, and the latter are counted by Fi (from the F -
vector of the cographic matroid of G). Thus the all-terminal reliability of
any edge substitution G[H(u, v)] is given by
Rel (G[H(u, v)]; q) =
m−n+1∑
i=0
Fi [Rel(H ; q)]
m−i [spRel{u,v}(H ; q)]i ,
which can be rewritten as (3) by factoring [Rel(H ; q)]m out of the sum.
The expression for Rel(G[H(u, v)]; q) given in Proposition 3.3 allows us
to find ATR roots of G[H(u, v)] by a two-step process. We first find a root r
of Rel(G; q) and then solve a second equation that involves the all-terminal
reliability of H, the {u, v}-split reliability of H, and the root r.
Corollary 3.4. Let G be a connected graph and let H(u, v) be a gadget. If
r 6= 1 is an ATR root of G, then any solution of the equation
spRel{u,v}(H ; q) =
r
1−r · Rel(H ; q) (4)
is either an ATR root of G[H(u, v)] or an ATR root of H itself.
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Proof. Let r 6= 1 be a root of Rel(G; q). Since we can write
Rel(G; q) = (1− q)mF
(
G; q
1−q
)
,
r corresponds to the root r
1−r of F (G; x). By Proposition 3.3,
Rel(G[H(u, v)]; q) = [Rel(H ; q)]m F
(
G;
spRel{u,v}(H;q)
Rel(H;q)
)
for any gadget H(u, v). Therefore, any solution of the equation
spRel{u,v}(H ; q)
Rel(H ; q)
=
r
1− r (5)
is a root of Rel(G[H(u, v)]; q). Suppose now that z is a solution of the equation
spRel{u,v}(H ; q) =
r
1− rRel(H ; q). (6)
Then either Rel(H ; z) = 0 or we can divide both sides of (6) by Rel(H ; q) to
obtain a solution of (5), which implies that Rel(G[H(u, v)]; z) = 0.
Using Corollary 3.4 we can find ATR roots of edge substitution graphs by
first finding an ATR root r of G and then solving (4). Any solutions of (4)
that are not roots of Rel(H ; q) must be ATR roots of G[H(u, v)]. An inherent
problem with this technique is that we can only solve for the ATR roots of a
graph G exactly in special cases. For many graphs we can only approximate
the ATR roots. While we can obtain very precise approximations to an ATR
root r using numerical methods, we then must solve (4), and it is well known
that the location of the roots of a polynomial can be very sensitive to small
changes in the coefficients. Wilkinson’s Polynomial [17] is a classic example
of this phenomenon.
To get around this problem, instead of solving (4) numerically, we use
a particular stability test due to Schur and Cohn (see [13], Section 11.5) to
show that (4) has solutions outside of the unit disk for all values close to r, so
that our numerical approximation to the ATR root r will be sufficient. The
statement of the key result below requires some new notation. The complex
conjugate of a ∈ C is denoted a and the conjugate transpose of a complex
matrix A is denoted A∗ (this is the operation of taking the conjugate of every
entry of A and then transposing). Finally, for a finite sequence a1, . . . , an of
nonzero real numbers, B(a1, . . . , an) denotes the number of sign changes in
the sequence (i.e. the number of indices k ∈ {2, . . . , n} for which ak−1ak < 0).
For example, B(−1, 1, 2,−4,−2) = 2.
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Theorem 3.5 (Schur-Cohn, [13], Cor. 11.5.14). Let f(z) =
n∑
k=0
akz
k be a
polynomial of degree n. Define the upper triangular matrices
Ak =


a0 a1 . . . ak−1
a0 . . . ak−2
. . .
...
a0

 and Bk =


an an−1 . . . an−k+1
an . . . an−k+2
. . .
...
an

 ,
where the zero entries have been left blank. Suppose that for k ∈ {1, . . . , n},
the determinants
Mk =
∣∣∣∣B∗k AkA∗k Bk
∣∣∣∣
are all different from zero. Then f has no root on the unit circle, β =
B(1,M1,M2, . . . ,Mn) roots outside of the unit circle, and α = n − β roots
inside it.
We now build up the particular examples. One of our goals was to find
simple graphs with high edge connectivity that have ATR roots outside of
the unit disk, so we will need gadgets with high edge connectivity. While
the complete graph is an obvious candidate, we have found that using the
complete graph minus an edge is more effective. For each n ≥ 3, let K−n
denote the graph obtained from Kn by deleting an edge, and let K
−
n (u, v)
denote the gadget in which u and v are nonadjacent in K−n . Clearly K
−
n is
(n− 2)-edge-connected. The following result is straightforward.
Lemma 3.6. Let G be a 2-edge-connected graph. For any n ≥ 3, the graph
G[K−n (u, v)] is (n− 1)-edge-connected.
In order to find ATR roots of an edge substitution G[K−n (u, v)] using
Corollary 3.4, we will require formulas for Rel(K−n ; q) and spRel{u,v}(K
−
n ; q).
We find recursions for Rel(K−n ; q) and spRel{u,v}(K
−
n ; q) that are similar to
the well-known recursion for Rel(Kn; q) (see [8], for example):
Rel(Kn; q) = 1−
n−1∑
i=1
(
n− 1
i− 1
)
qi(n−i)Rel(Ki; q),
with the base case Rel(K1; q) = 1.
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Proposition 3.7. For any n ≥ 2, we have
Rel(K−n ; q) =1−
n−1∑
i=1
(
n− 2
i− 1
)
qi(n−i)−1Rel(Ki; q)
−
n−1∑
i=3
(
n− 2
i− 2
)
qi(n−i)Rel(K−i ; q), and
(7)
spRel{u,v}(K
−
n ; q) =
n−1∑
i=1
(
n− 2
i− 1
)
qi(n−i)−1Rel(Ki; q)Rel(Kn−i; q), (8)
where u and v are nonadjacent in K−n .
Proof. The ith term in the first sum on the right-hand side of (7) gives the
probability that the vertex u cannot communicate with v but can commu-
nicate with exactly i vertices in K−n (including itself). The ith term in the
second sum on the right-hand side of (7) gives the probability that the vertex
u can communicate with v and can communicate with exactly i vertices (in-
cluding itself and v). Subtracting these probabilities from 1 for all i ≤ n− 1
leaves the probability that u can communicate with exactly n vertices, i.e.
the all-terminal reliability of K−n , and thus (7) holds.
For (8), in any operational state for the {u, v}-split reliability of K−n , the
vertex umust be able to communicate with exactly i vertices (including itself)
for some i ∈ {1, . . . , n− 1}, while the vertex v must be able to communicate
with all of the remaining n − i vertices (including itself). The probability
that u can communicate with exactly i vertices while v can communicate
with exactly the remaining n− i vertices is given by(
n− 2
i− 1
)
qi(n−i)−1Rel(Ki; q)Rel(Kn−i; q).
Summing over i ∈ {1, . . . , n− 1} gives spRel{u,v}(K−n ; q), and thus (8) holds.
Our examples of simple graphs with ATR roots outside of the unit disk
are all of the form
G(k,n) = Gk,6k3,3 [K
−
n (u, v)]
for k ≥ 1 and 3 ≤ n ≤ 6. We start with the base graph G1,63,3, replace every
edge with a bundle of k edges, and then substitute the gadget K−n (u, v) for
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every edge. Before looking at particular examples we outline our general
procedure for demonstrating that some G(k,n) has an ATR root outside of
the unit disk.
We have found numerically that a particular ATR root R of the graph
G1,63,3 satisfies
0.69659 ≤ Re(R) ≤ 0.69660 (9)
and
0.77393 ≤ Im(R) ≤ 0.77394. (10)
This is one of the ATR roots of G1,63,3 of greatest modulus (its conjugate R
would work just as well). By Proposition 3.3, the all-terminal reliability of
the graph Gk,6k3,3 obtained from G
1,6
3,3 by replacing each edge with a bundle of
k ≥ 1 edges is given by
Rel
(
Gk,6k3,3 ; q
)
= Rel
(
G1,63,3; q
k
)
,
as the all-terminal reliability of a bundle of k edges is 1 − qk and the split
reliability is qk. This means that k
√
R is an ATR root of Gk,6k3,3 .
Now by Corollary 3.4, any solution of the equation
spRel{u,v}(K
−
n ; q) =
k
√
R
1− k√R · Rel(K
−
n ; q) (11)
must be an ATR root of G(k,n) = Gk,6k3,3 [K
−
n (u, v)] or an ATR root of K
−
n . We
have verified that all ATR roots of K−n lie inside the unit disk for 3 ≤ n ≤ 6,
so we may conclude that any solution of (11) that lies outside of the unit
disk must be an ATR root of G(k,n). Note that both spRel{u,v}(K
−
n ; q) and
Rel(K−n ; q) have a factor of (1− q)n−2, so we may consider the equation
spRel{u,v}(K
−
n ; q)
(1− q)n−2 =
k
√
R
1− k√R ·
Rel(K−n ; q)
(1− q)n−2 (12)
instead. The bounds (9) and (10) on the real and imaginary parts of the
original root R of G1,63,3 translate to bounds on the real and imaginary parts
of
k
√
R
1− k√R . For any real numbers a and b satisfying these bounds (respectively),
we apply Theorem 3.5 to the polynomial
fn(q) =
spRel{u,v}(K
−
n ; q)
(1− q)n−2 − (a+ bi) ·
Rel(K−n ; q)
(1− q)n−2 .
17
We are able to determine the sign of all of the required determinants using
only the bounds on a and b. By considering the sequence of determinants,
we will conclude that there are solutions of (12) that lie outside of the unit
disk, which must be ATR roots of G[K−n (u, v)].
In the case that n = 3, note that K−3 ∼= P3 so that the graph
G(k,3) = Gk,6k3,3 [K
−
3 (u, v)]
is obtained from G1,63,3 by only parallel and series substitutions. Hence this
graph is constructed in a similar manner to the smallest simple graph found
to have an ATR root outside of the unit disk in [14]. The main difference is
the choice of the base graph G1,63,3 here instead of G
11,1
2,2 .
Proposition 3.8. The simple graph G(9,3) = G9,543,3 [K
−
3 (u, v)] on 546 vertices
and 1080 edges has an ATR root outside of the unit disk.
Proof. Recall that a particular ATR root R of the graph G1,63,3 satisfies (9)
and (10). From these bounds we are able to obtain
−1.01749 ≤ Re
(
9
√
R
1− 9√R
)
≤ −1.01731
and
10.70762 ≤ Im
(
9
√
R
1− 9√R
)
≤ 10.70814.
Thus, it suffices to show that the polynomial
f3(q) =
spRel{u,v}(K
−
3 ; q)
1− q − (a+ bi) ·
Rel(K−3 ; q)
1− q . (13)
has a root outside of the unit disk for any real numbers a and b satisfying
−1.01749 ≤ a ≤ −1.01731 and 10.70762 ≤ b ≤ 10.70814. (14)
Using the recursions of Proposition 3.7, we find Rel(K−3 ; q) = (1 − q)2
and spRel{u,v}(K
−
3 ; q) = 2q(1 − q). Substituting these expressions into (13),
we obtain
f3(q) = (2 + a+ bi) q − (a+ bi).
18
Applying the test of Theorem 3.5 to f3(q) with a and b as parameters, we
get the single determinant
M1 = 4a+ 4.
In particular, from (14) we know that a < −1, and hence M1 < 0. Therefore,
the number of sign changes B(1,M1) = 1, and we conclude that f3(q) has a
root outside of the unit disk for any a and b satisfying (14).
Since the graph G9,543,3 [K
−
3 (u, v)] has 546 vertices and 1080 edges, it is
just over one third of the order and size of the smallest previously known
simple graph with ATR roots outside of the unit disk (the smallest such
graph found in [14] has 1512 vertices and 3016 edges). We stress that the
only real difference between our graph and the graph from [14] in the choice
of the graph that we start from before performing the edge substitutions.
We tested many different base graphs of the form Ga,bm,n and the base graph
G1,63,3 produced the smallest simple graph with ATR roots outside of the unit
disk.
It may seem as though our use of Theorem 3.5 in Proposition 3.8 is a little
bit heavy-handed, as f3(q) is a linear function, and we could have verified
that its single root is outside of the unit disk directly. However, Theorem 3.5
plays a much more important role in the proof of the following proposition
(we omit some details).
Proposition 3.9. The 3-edge-connected simple graph
G(7,4) = G7,423,3 [K
−
4 (u, v)]
has an ATR root outside of the unit disk.
Proof. Using an argument similar to that of the previous Theorem, it suffices
to show that the polynomial
f4(q) =
spRel{u,v}(K
−
4 ; q)
(1− q)2 − (a+ bi) ·
Rel(K−4 ; q)
(1− q)2
= 2(3q + 1)q2 − (a+ bi)(1− q)(4q2 + 3q + 1)
has a root outside of the unit disk for any real numbers a and b satisfying
−0.90269 ≤ a ≤ −0.90254 and 8.32420 ≤ b ≤ 8.32462. (15)
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n
Edge
connectivity of
G(k,n)
Smallest value k for
which G(k,n) has an
ATR root outside of
the unit disk
Number of
vertices of
G(k,n)
Number of
edges of
G(k,n)
3 2 9 546 1,080
4 3 7 846 2,100
5 4 6 1,086 3,240
6 5 6 1,446 5,040
Table 2: Simple graphs with ATR roots outside of the unit disk.
Applying Theorem 3.5 to f4(q) with a and b as parameters, we compute
the determinants M1, M2, and M3 and find that M1,M2 > 0 and M3 < 0,
so that B(1,M1,M2,M3) = 1, and therefore f4(q) has exactly one solution
outside of the unit disk for any a and b satisfying (15).
Using the same procedure as in the proof of Proposition 3.9, we can
demonstrate that there are 4-edge-connected and 5-edge-connected graphs
with ATR roots outside of the unit disk.
Proposition 3.10. Both the 4-edge-connected simple graph G(6,5) and the
5-edge-connected simple graph G(6,6) have an ATR root outside of the unit
disk.
All of the important information about the simple graphs we have found
with ATR roots outside of the unit disk is collected in Table 2. While we
suspect that our technique could be used to prove that there are simple
graphs with yet higher edge connectivity with ATR roots outside of the unit
disk, the time required to apply Theorem 3.5 to the polynomial fn(q) grows
large very quickly; after all, the degree of fn(q) is
(
n−1
2
)
.
Finally, we mention that our technique for finding ATR roots of simple
graphs with high edge connectivity has another important application. Let
P = {z ∈ C : Re(z) ≥ −1/2}. It was proven in [2] that roots of the F -
polynomial are dense in P. Hence, for any r ∈ P and any gadget H(u, v), the
solutions of
spRel{u,v}(H ; q) = r · Rel(H ; q) (16)
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are limits of ATR roots by Corollary 3.4, as the roots of a polynomial are
a continuous function of its coefficients, and there are graphs whose F -
polynomials have a root arbitrarily close to r. In particular, when r = 0
we have
spRel{u,v}(H ; q) = 0,
which means that the roots of the {u, v}-split reliability of any gadget are
limits of ATR roots. For small n, the polynomial spRel{u,v}(G
1,6
n,n; q) has roots
outside of the unit disk for any choice of u and v. While none of these roots
have modulus larger than the root of largest modulus of the corresponding
polynomial Rel(G1,6n,n; q), this demonstrates that roots of the {u, v}-split reli-
ability polynomial might be useful for finding ATR roots of large modulus.
If we are more creative with our choice of r, we can sometimes find roots of
(16) that are larger in modulus than any ATR root of H alone. For example,
let r = −1/2+3i, let H = G1,612,12, and let u and v be any two vertices from the
same K12 in the construction of H. Then (16) has roots of modulus slightly
larger than any roots of Rel(H ; q), meaning that there are ATR roots of even
larger modulus than those we found in Section 3.1!
Our discussion in the previous two paragraphs shows that there is no
inequality relation in general between the ATR roots of largest modulus of H
and G[H(u, v)], as there are graphs G for which G[H(u, v)] has an ATR root
of modulus larger than any ATR root of H, and other graphs for which the
opposite is true. We can also demonstrate that there is no inequality relation
between the roots of largest modulus of G and G[H(u, v)] in general. Let
Bk(u, v) be the gadget on two vertices u and v with k edges in between them.
For any graph G with an ATR root outside of the unit disk and any k ≥ 2,
the ATR root of G of largest modulus has modulus strictly greater than that
of any ATR root of G[Bk(u, v)], as Rel(Bk(u, v); q) = Rel(G; q
k), and every
ATR root of G is pulled in towards the unit circle by this transformation. On
the other hand, we have found numerically that the graph G18,1083,3 [K
−
3 (u, v)]
has an ATR root of larger modulus than any ATR root of G18,1083,3 itself. Other
specific examples that fit this situation are G11,664,4 [K
−
3 (u, v)], G
9,54
5,5 [K
−
3 (u, v)],
and G8,486,6 [K
−
3 (u, v)].
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4 Conclusion
In this article, we have established several important results on the roots of
all-terminal reliability polynomials. In Section 2, we demonstrated the first
general upper bound on the modulus of an ATR root of a graph in terms
of the order of the graph. In Section 3.1, we found ATR roots of larger
modulus than any previously known. Finally, in Section 3.2, we found the
smallest known simple graph with ATR roots outside of the unit disk, and
we found simple graphs with ATR roots outside of the unit disk that have
higher edge connectivity than any previously known examples. Our results
suggest several different directions for future research.
ATR roots of largest modulus
While we have proven a non-constant bound on the modulus of any ATR
root, the question of whether ATR roots are bounded in modulus by some
constant remains a tantalizing open problem. With regards to finding roots
of larger modulus than any currently known, we suspect that for n ≥ 13 the
graphs G1,6n,n will have ATR roots of even larger modulus than G
1,6
12,12, though
the computation becomes too lengthy for us to verify this directly. What is
the limiting behaviour of the modulus of the ATR root of largest modulus of
the graph G1,6n,n? We are not even certain that the sequence of moduli need
be increasing.
Simple graphs with ATR roots outside of the unit disk
Our study of simple graphs with ATR roots outside of the unit disk produced
a smaller example than any previously known, although it is still rather large
(it has 546 vertices and 1080 edges). What is the smallest simple graph with
ATR roots outside of the unit disk?
In addition to finding a smaller simple graph with ATR roots outside
of the unit disk, we found simple graphs with edge connectivity as high
as 5 that have ATR roots outside of the unit disk. This is notable as all
previously known examples have edge connectivity 2, with many vertices of
degree 2. We also have good candidates for simple graphs of even higher
edge connectivity that have ATR roots outside of the unit disk, although the
computations required to prove that the roots are outside of the unit disk
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become increasingly large. Are there simple graphs with arbitrarily high edge
connectivity that have ATR roots outside of the unit disk?
Finally, while we produced examples of simple graphs that have ATR
roots outside of the unit disk and have edge connectivity higher than 2, the
vertex connectivity of all of our examples is still only 2. Are there simple
graphs with vertex connectivity greater than 2 that have ATR roots outside
of the unit disk? Every graph formed from an edge substitution by a gadget
on 3 or more vertices has vertex connectivity at most 2, so that the theory
we developed in Section 3.2 does not lend itself well to solving this problem.
Split reliability
All-terminal reliability and {u, v}-split reliability are simultaneously gener-
alized by the following notion: Let G be a graph in which each edge fails
independently with probability q and let K ⊆ V (G). The K-split reliability
of G, denoted spRelK(G; q), is the probability that every vertex of G can com-
municate with exactly one vertex from K. When |K| = 1 this is all-terminal
reliability and when |K| = 2 this is {u, v}-split reliability.
The {u, v}-split reliability has proven itself useful in the study of all-
terminal reliability, but we believe that K-split reliability could have several
applications outside of all-terminal reliability as well and is worthy of study
in its own right. For example, consider a network with a fixed set K of
leader nodes which give orders or instructions, where we would like all of
the other vertices to receive orders from exactly one of the leader nodes
(to prevent confusion). The condition for K-split reliability ensures that
every node receives orders from exactly one leader node, and thus conflicting
orders cannot be given. Chain of command structures seem to be an obvious
application of this concept.
We also note that K-split reliability gives a measure of the reliability of
disconnected graphs. Let G be a graph with components G1, . . . , Gk and let
K = {v1, . . . , vk} where vi ∈ V (Gi) for i ∈ {1, . . . , k}. Then
spRelK(G; q) =
k∏
i=1
Rel(Gi; q).
This seems to be a natural measure of the reliability of a disconnected net-
work with edge failures.
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