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1 Introduction
The Management System for Heterogeneous Networks (MSHN) project is part of the DARPA/ITO Quo-
rum program. Quorum’s goal is to develop technologies to allow mission-critical defense applications
to achieve survivable, predictable, and controllable quality of service on a globally managed pool of dis-
tributed resources.
The goal of the MSHN Project is to explore the application of adaptive and heuristic matching and
scheduling techniques, and modern distributed security methods, to a distributed heterogeneous resource
management system (RMS) which allows system resources to be accessed by both MSHN-controlled and
external applications. To validate our research and engineering assumptions, a prototype version of MSHN
has been developed and demonstrated.
A complete description of the MSHN technical program is found in the research papers which con-
stitute Appendix A. The remainder of this document provides both a high-level overview of the MSHN
technical program and a reference guide to the research papers.
The MSHN Project began in 1997, under the direction of Dr. Debra Hensgen. In the fall of 1999, Dr.
Cynthia Irvine took on oversight for MSHN. The primary project contract concluded on March 31, 2000.
These are the MSHN investigators:
 Principal Investigators
– Dr. Cynthia Irvine, Naval Postgraduate School
– Richard Freund, Noemix, Inc.
 Investigators
– Dr. Viktor Prasanna, University of Southern California
– Dr. H.J. Siegel, Purdue University
 Past Principal Investigators
– Dr. Debra Hensgen, formerly with Naval Postgraduate School
– Dr. Taylor Kidd, formerly with Naval Postgraduate School
2 MSHN Final Report
2 Architecture
The MSHN design embodies a peer-to-peer architecture [23] composed of the following components:
 Client Library (wrapping each application under MSHN’s control)
 Scheduling Advisor (hierarchically replicated)
 Resource Requirements Database (hierarchically replicated)
 Resource Status Server (hierarchically replicated)
 MSHN Daemon (one for each computing resource)
 Application Emulator (at least one for each computing resource)
These components can execute on the same physical machine or can be distributed to reside on sep-
arate, heterogeneous machines. The Common Object Request Broker Architecture (CORBA) provides
communication between components. Communication security between the MSHN components is pro-
vided by the MSHN Security Architecture [57] [56] [22].
The MSHN architecture supports the simultaneous execution of many different client applications,
supporting both new and previously encountered applications. MSHN does not assume complete control
of its managed resources; rather it allows both MSHN and non-MSHN (viz, non-wrapped) applications to
access system resources. Because resources are continuously monitored, external and legacy applications
that are not wrapped by the Client Library are accounted for indirectly by their interaction with the system
resources.
2.1 Other Architectures
For a comparison with other resource management and heterogeneous computing architectures, see [42].
This work provides background for various aspects of our MSHN work by summarizing relevant papers
from a variety of research projects. We include (1) a broad overview of heterogeneous computing (HC); (2)
several case studies that give more specific details of applications executing on HC systems; (3) a sampling
of current HC tools and environments; (4) methods of classifying HC systems; and (5) techniques for
benchmarking machines, techniques for profiling tasks, and schemes that use the information regarding
machines and tasks to derive a mapping of the tasks onto the machines.
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2.2 Basic System Functions and Attributes
When viewed as a black box, the MSHN system interacts with two actors: applications and resources.
MSHN’s primary job is assigning and reassigning resources to applications. Included in that functionality
is the discovery of resources and the monitoring of both availability of those resources and requirements
of the applications that make use of those resources.
2.2.1 Scheduling Advisor Functions
The primary responsibility of the Scheduling Advisor is to determine the best assignment of resources
to a set of tasks based on the optimization of a global metric. The Scheduling Advisor depends on the
Resource Requirements Database and the Resource Status Server in order to identify an operating point
that optimizes the global metric. It responds to scheduling and resource assignment requests from the
Client Library. When appropriate, the Scheduling Advisor requests application adaptations via the Client
Library. The Scheduling Advisor is also responsible for establishing thresholds to trigger callbacks to the
Resource Status Server and Resource Requirements Database (see details below).
2.2.2 Client Library Functions
The Client Library is intended to be linked with both adaptive and non-adaptive applications. It provides
the application with a transparent interface to all of the other MSHN components. The Client Library
intercepts system calls to collect resource usage and status information, which it forwards to the Resource
Requirements Database and the Resource Status Server. The Client Library also intercepts calls that
initiate new processes (such as exec()) and consults the Scheduling Advisor for the best place to start that
process. It requests execution of applications based on advice from the Scheduling Advisor. Similarly,
when notified by the Scheduling Advisor via callbacks, the Client Library can trigger changes to adaptive
applications, including the Application Emulator.
2.2.3 Resource Status Server Functions
The role of the Resource Status Server is to maintain a repository of the three types of information about
the resources available to MSHN: relatively static (long-term), moderately dynamic (medium-term), and
highly dynamic (short-term) information. The Resource Status Server is updated with current data via the
Client Library. The Resource Status Server responds to Scheduling Advisor requests with estimates of
currently available resources. The Scheduling Advisor sets up callbacks with the Resource Status Server
based on resource availability thresholds and Client Library update frequency requirements.
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2.2.4 Resource Requirements Database Functions
The Resource Requirements Database is intended to be a repository of information pertaining to the
resource usage of applications. The Resource Requirements Database provides this information to the
Scheduling Advisor, and it is updated by the Client Library. Callbacks to the Scheduling Advisor are
based on either the occurrence of a threshold violation or update frequency requirements.
2.2.5 Daemon (D) Functions
The MSHN Daemon runs on all compute resources available for use by the Scheduling Advisor. It’s sole
purpose is to start applications as requested by the Client Library.
2.2.6 Application Emulator
The Application Emulator serves two purposes. The first is to simulate applications (that statistically have
the same resource usage footprint as the real applications) without the overhead and uncertainty of actually
installing, maintaining and running that particular application. The second purpose is to be a resource
availability monitor in the absence of any other MSHN-wrapped applications. The daemon starts one
instance of the Application Emulator by default at startup. For the purposes of the MSHN demonstration,
the Application Emulator functions are performed by a version of the MSHN Daemon.
3 Mapping Algorithms
The mapping (matching and scheduling) research we have conducted was in support of the MSHN Schedul-
ing Advisor. The Scheduling Advisor will include a “toolbox” of mapping techniques from which it can
select the most appropriate to use for any given heterogeneous computing and application environment.
3.1 Unified Mapping Framework
We have developed a unified mapping framework for heterogeneous computing systems [3]. Our frame-
work considers multiple types of resources such as compute resources, network resources, I/O devices,
and data repositories, such that mapping decisions are based on all the resource requirements. Using our
framework, we formulated and studied two novel mapping problems:
 Mapping with advance reservation and data replication
 Mapping with resource co-allocation requirements
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In the first problem, we considered the emerging concept of advance reservations where system re-
sources can be reserved in advance for specific time intervals. We assumed that applications with various
resource requirements are submitted from participant sites. Each application was assumed to consist of
several tasks and was represented by a directed acyclic graph (DAG). The resource requirements were
specified at the task level. A task’s input data can be data items from its predecessors and/or data sets
from data repositories. Input data sets can be accessed from one or more data repositories. A task is ready
for execution if all its predecessors have completed, and it has received all the input data needed for its
execution. Sources of input data and the execution times of the tasks on various machines along with their
availability were considered simultaneously to minimize the overall completion time.
We have developed several heuristic algorithms to solve the above problem. These results are published
in [1]. Although we considered multiple resource requirements, tasks were not required to access different
types of resources simultaneously.
In the second problem, we considered mapping a set of applications in a heterogeneous computing
(HC) system where application tasks require concurrent access to multiple resources of different types. In
general, this problem is the resource co-allocation problem. The co-allocation problem can be defined as
the problem of simultaneously allocating multiple resources of different types to applications in order to
meet specific performance requirements.
We have developed a general framework for mapping with resource co-allocation in HC systems. The
framework defined the system and application models and formulated the co-allocation problem. Two
graphs were used to represent applications: a directed acyclic graph and a “compatibility graph.” The
DAG representation is given initially and it stays unchanged throughout the mapping process while the
compatibility graph is updated during the mapping process. In classical mapping problems, only DAGs
are used to represent the precedence constraints among tasks. In our framework, the co-allocation require-
ments add another type of constraint among the tasks: resource sharing constraint which is captured by
the compatibility graph. Tasks that share one or more resources cannot be executed concurrently due to
resource sharing constraints even if they have no precedence constraints among them. Known mapping
algorithms for the classical DAG scheduling problem cannot be directly used for the above problem since
they consider the precedence constraints only. We have developed heuristic algorithms that can be used
with different allocation techniques to efficiently solve the co-allocation problem defined by our frame-
work.
In our approach, multiple DAGs of different applications are combined into a single DAG. All tasks
that have satisfied the precedence constraints are ready for allocation provided they have no resource
sharing constraints. Using the compatibility graph, we select tasks that can be executed concurrently. This
is achieved by finding maximal independent sets in the compatibility graph. These results appear in [2].
6 MSHN Final Report
3.2 Mapping Heuristics
We have studied heuristics for mapping (viz, scheduling and matching) communicating subtasks to ma-
chines in a variety of situations. A genetic algorithm method for static (off-line) mapping of communi-
cating subtasks of a task in a heterogeneous computing (HC) environment is presented in [55]. A way to
select from precomputed static mappings, using on-line real-time feedback for automatic target recognition
problems is given in [35]. In [41] [38], we describe a hybrid remapper that improves a statically obtained
initial mapping by using on-line feedback of run-time execution times of communicating subtasks and
machine ready times. A theoretical stochastic model for the mapping of communicating subtasks of a task
is presented in [52]. This model is used to show the worth of a greedy approach for mapping heuristics.
We have also considered the case where the tasks to be mapped to machines are independent. Eleven
different static mapping heuristics are compared in [15] [14] under several different situations that could
occur in a heterogeneous computing environment. This study provides a single basis for comparison and
insights into circumstances where one technique will out-perform another. While [15] compares static
mapping heuristics, eight dynamic on-line heuristics for mapping a class of independent tasks are com-
pared in [4] [40] [39]. In contrast to static, off-line mappers, which assume a knowledge of what tasks are
to be planned for execution during the next day (or other time interval), dynamic, on-line mappers handle
tasks as they arrive (without such prior knowledge). Three of the dynamic heuristics compared have been
proposed as part of this research. The comparisons show that the selection of a dynamic mapping heuristic
in a particular HC environment depends on the arrival rate of tasks and the optimization requirements.
A taxonomy for classifying different matching and scheduling methodologies is given in [16]. This
taxonomy may be used to help classify and distinguish the different algorithms available with the MSHN
Scheduling Advisor. A framework for simulating different HC environments to allow testing of relative
performance of different mapping heuristics under different circumstances is presented in [5]. The paper
characterizes an HC environment by using the expected execution times of the tasks that arrive in the
system and maps them onto the different machines present in the system.
We contributed a chapter [53] to the upcoming book entitled Solutions to Parallel and Distributed
Computing Problems: Lessons from Biological Sciences. This chapter summarizes our research that uti-
lized genetic algorithms, including (1) the static use of a genetic algorithm for mapping communicating
subtasks, (2) the use of a genetic algorithm to find “off-line mappings to use on-line” in certain environ-
ments, and (3) the comparison of eleven different static mapping heuristics (one of which was a genetic
algorithm).
We present a summary of our genetic algorithm research for static mappings, our “on-line use of off-
line mappings” for the dynamic use of precomputed mappings in certain environments, and the initial
stages of our dynamic remapping study in an invited paper [51]. A summary of our genetic algorithm
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research for static mappings and our dynamic remapping studies is given in the invited keynote paper [43].
An invited journal paper [50] gives a review of some of our earlier mixed-machine HC research. This
includes (1) characterization of techniques for mapping tasks on HC systems, (2) the MSHN architecture,
and (3) comparisons of various static and dynamic mapping heuristics.
3.3 Performance of Mapping Algorithms
In [6] we studied the performance of four mapping algorithms. The four algorithms include two naive ones:
Opportunistic Load Balancing (OLB), and Limited Best Assignment (LBA), and two intelligent greedy al-
gorithms. All of these algorithms, except OLB, use expected run-times to assign jobs to machines. As
expected run-times are rarely deterministic in modern networked and server based systems, we first use
experimentation and an algorithmic approach [19] to determine some plausible run-time distributions. Us-
ing these distributions, we next execute simulations to determine how the mapping algorithms perform.
Performance comparisons show that the greedy algorithms produce schedules that, when executed, per-
form better than naive algorithms, even though the exact run-times are not available to the schedulers.
We conclude that the use of intelligent mapping algorithms is beneficial, even when the expected time for
completion of a job is not deterministic.
We also performed event simulation experiments to investigate the cost tradeoffs of scheduling jobs in
“groups” versus scheduling each job as it arrives [17]. Our results show that if the utilization factor for
the system is near 1.0 (viz, when the mean arrival rate is comparable to the total mean service rate of the
processors), job grouping is more efficient than per-job scheduling.
4 Resource Modeling and Monitoring
The heart of the Scheduling Advisor component of MSHN is a “model” of the network resources and
tasks for which it is responsible. MSHN uses this model to make mapping decisions. The model’s data
is maintained in the Resource Requirements Database and the Resource Status Server. The effectiveness
of MSHN’s resource management services depends on how well it can model and monitor its resources
and tasks. This section introduces several MSHN Project papers regarding our research into effective
techniques for resource modeling and monitoring.
In [34] we determine, through simulation, that providing a more accurate estimate of the network load
could permit users of adaptive applications to obtain better performance. We studied the accuracy with
which resource loading information, particularly network loading information, must be known in order for
applications to successfully, and with agility, adapt [33]. We determine that under many normal conditions,
fairly inaccurate estimates of currently available bandwidth suffice. However, when the system is heavily
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loaded, some strategies can perform much better with very accurate load estimates. The accuracy with
which the available bandwidth must be known varies not only with inter-arrival rate, but also with the
adaptation strategy used and the percentage of adaptive applications in the system.
In [48] we describe the design, implementation, and results of the first MSHN Client Library proto-
type. This research develops the mechanism and policy for the Client Library’s resource monitoring role
and carefully documents how applications can be easily linked with the Client Library. Additionally, we
describe a policy for passively gathering network performance characteristics, i.e., latency and throughput,
to minimize overhead added to the run-time of test programs.
In [47] we focus on the problem of monitoring the end-to-end performance of adaptive MSHN applica-
tions. Based upon a survey of available monitoring tools and analytical experiments, we conclude that the
optimal monitoring mechanism: (1) should be passive; (2) should not require domain-specific knowledge
of an application; (3) should minimize sources of error; and (4) should have few limitations. No single
tool or application component surveyed has all of these characteristics. We describe a new tool whose
mechanisms have all of the desired characteristics, and how we implemented it, in detail.
System models that are too detailed incur unnecessary overhead when values corresponding to the
detail are being obtained; they are subject to higher variances; and the benefit of computing schedules
using them may be outweighed by the time required to compute those schedules. In [18] we propose a
model that balances the level of detail, and therefore the quality of their predictions of resource usage,
against the cost of computing schedules. To assess the quality of the proposed model, an Application
Emulator was designed, built, and used. The results from running the Application Emulator demonstrated
that the proposed model is able to predict the relative resource usage of an asynchronous application
that has substantially more computation requirements than communication requirements. We refined this
model in [49] to correctly estimate the relative execution times of certain communication-intensive, and
compute-intensive, asynchronous applications.
As part of our communication scheduling framework we developed an analytical communication
model to compute the time for node-to-node communication events [8]. The model represents the net-
work performance between processor pairs using two parameters: start-up cost and data transmission rate.
The analytical communication model is represented in a timing diagram, which is input to the scheduling
algorithm.
We investigated the capabilities of currently available communication resource status monitoring tools
for the purpose of identifying those tools that, with low overhead, can provide accurate, end-to-end com-
munication status information in a Windows NT environment [31]. The techniques used by the various
tools are described and the methods for determining the accuracy of these tools are specified.
In [45] we investigated methods of transparently intercept operating system calls made by a robust C4I
modeling application, the Extended Air Defense Simulation (EADSIM), to measure the resources required
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by that application. MSHN utilizes this type of information to determine which version of an application
to execute while meeting operational deadlines. We provide the first such data gathered on a complex, con-
temporary, C4I/air defense model currently in use throughout the DoD, and provide conclusions regarding
the trade-offs of computing resources and confidence in simulation outcomes.
5 Distributed Communications
The heterogeneous computing nodes in a metacomputing system are interconnected by several types of net-
works such as Ethernet, ATM, and FDDI, among others. Many of the metacomputing applications involve
frequent and large volumes of data transfer among the nodes. The overall application performance there-
fore depends largely on the system’s communication performance. Network heterogeneity and dynamic
run-time variations in network performance present significant challenges for efficient communication.
In the context of such a heterogeneous system, our research addressed the problem of efficient collec-
tive communication wherein a group of nodes communicate among one another. We introduced a uniform
framework [7] for developing communication schedules for these collective communication patterns. Our
framework consisted of analytical models of the heterogeneous network, abstract representations of the
communication pattern, and scheduling algorithms. Schedules were adapted at run-time, based on net-
work performance information obtained from a directory service. Our analytical models represented the
communication performance between a pair of nodes as the sum of latency and bandwidth components.
These components varied from one pair of nodes to another.
Based on this framework we have derived efficient communication schedules for total-exchange [8]
[10] cyclic redistribution [9] [11], broadcast, and multicast [12] [13]. Our scheduling algorithms incor-
porated techniques from bi-partite graph matching, spanning tree algorithms, and shop scheduling theory.
For the total-exchange problem, the open shop algorithm developed schedules which had a bounded com-
pletion time of at most twice the optimal. For this problem, our simulation results showed performance
improvements of up to a factor of 5 over previous approaches. For the cyclic redistribution problem, we
have implemented the open shop algorithm on a Cray T3E. Our results showed consistent performance
improvements of up to 60 percent, compared with a baseline algorithm. Our scheduling techniques for the
broadcast and multicast problems were based on spanning tree algorithms. Performance improvements of
over a factor of 10 were achieved.
6 Performance Metrics
In a distributed heterogeneous computing environment, users’ tasks are allocated resources to simultane-
ously satisfy, to varying degrees, the tasks’ different, and possibly conflicting, quality of service (QoS)
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requirements. When the total demand placed on system resources by the tasks, for a given interval of
time, exceeds the resources available, some tasks will receive degraded service or no service at all. One
part of a measure to quantify the success of a resource management system (RMS) in such a distributed
environment is the collective value of the tasks completed during an interval of time, as perceived by the
user, application, or policy maker. The Flexible Integrated System Capability (FISC) ratio introduced in
[32] is a measure for quantifying this collective value. The FISC ratio is a multi-dimensional measure, and
may include priorities, versions of a task or data, deadlines, situational mode, security, application- and
domain-specific QoS, and dependencies. In addition to being used for evaluating and comparing RMSs,
the FISC ratio can be incorporated as part of the objective function in a system’s scheduling heuristics.
7 Security
The MSHN security architecture [57] [56] [22] is based upon separation of services into four distinct
partially ordered privilege domains, and provides security support for authentication, communications
security, access control and accountability. It is designed to take advantage of operating system support
for domains, where available, and uses emerging public key technology as an nearterm (interim) solution.
A method for articulating network security functional requirements, and for measuring their fulfill-
ment, is presented in [27] [37]. Using this method, security in a quality of service framework (QoSS) is
discussed in terms of variant security mechanisms and dynamic security policies. It is also shown how
QoSS can be represented in a network scheduler benefit function. Fundamental QoSS concepts are dis-
cussed in [28].
In [29] we present an analysis of the layered and variable security services and requirements presented
to a resource management system. We provide a network system model for analyzing how user and
application choices and limits can affect the overall security provided by the RMS. We also present a
method for fairly measuring the effectiveness of an RMS in performing security allocation and assignments
with respect to security choices made by metacomputer users and applications
To knowledgeably assign computing and network resources to tasks, the resource management system
(RMS) needs to know the resource-utilization costs associated with various network security services
which it may assign to tasks. In [25] [26] we define a preliminary security service taxonomy defining
the range of security services an RMS may need to manage; utilizing this taxonomy, we then provide a
framework for defining the costs associated with network security services.
In [24] we address the problem of how users and administrators can understand and easily interact
with a wide range of security services and mechanisms. We provide method for translation of a simplified
user abstraction of security to detailed underlying mechanisms, such that users can be presented with a
coherent user-level view of available security options.
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We describe an approach for representing the level of resources consumed by jobs under the control
of a resource management system [36], and it is shown how this measurement of resource usage can
be combined with a notion of user preferences to reflect a restrictive resource-usage policy for network
management.
8 Demonstration/Implementation
The MSHN Prototype consists of several inter-communicating components [23], the functions of which are
described in the various MSHN documents. Development of the MSHN Scheduling Advisor component
occurred at the Noemix site, and the other components were developed at NPS. Component integration
was supported by both Noemix and NPS. In the Fall of 1999 all of the MSHN Prototype development and
integration was transferred to the Noemix site. The following MSHN papers and theses describe various
implementation issues regarding the prototype demonstration: use of CORBA, [20] [46] [21] real time
support [44] system specification using UML [30] and Java threads [54].
9 Future Directions
9.1 Mapping Algorithms
Mapping research in progress builds on our past studies and results. We are developing techniques for
mapping tasks to machines in heterogeneous environments where tasks have priorities, multiple versions,
and deadlines. We are using a subset of FISC as the performance measure. We are designing two static
mappers, selecting two that performed very well in our previous studies. After this is completed, possible
future work would involve developing dynamic (on-line) mappers for such tasks and performance measure.
We could also extend the performance measure to include security and application QoS attributes.
9.2 Security
The security architecture of the MSHN project may be applicable to other RMS architectures and to
selected DoD applications. Additional work will be needed to understand how commercially available
security architectures can be generalized for RMS support. The extension and development of the notion
of Quality of Security Service is another area for further research. Theoretical work is needed to under-
stand how QoSS can embrace survivability notions. The QoSS development of the MSHN project needs
to be refined and applied to a variety of scheduling frameworks.
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