Since the advent of rapid DNA sequencing methods in 1976, scientists have had the problem of inferring DNA sequences from sequenced fragments. Shotgun sequencing is a ' well-established biological and computational method used in practice. Many conventional algorithms for shotgun sequencing are based on the notion .of pairwisk fragment overlap. * While shotgun sequencing infers a DNA sequence given the sequences of overlapping fragments, a recent and complementary method, called sequencing by hybridization (SBH), infers a DNA sequence given the set of oligomers that represents all subwords of some fixed length, k. In this paper,. we propose a new computer algorithm for DNA sequence assembly that combines in a novel way the techniques of both shotgun and SBH methods. Based on our preliminary investigations, the algorithm promises-to be very fast and practical for DNA sequence assembly.
INTRODUCTION
RAMATIC PROGRESS IN MOLECULAR BIOLOGY has been driven and guided b\ knowledge of DNA. The modem history began in 1953 with the discovery of the three-dimensional structure of DNA by Crick and Watson. Isolation of restriction enzymes and DNA polymerases made possible DNA sequencing, the determination of the base sequence along a strand of DNA. The modem era of "rapid" DNA sequencins began in 1977 with the development of two techniques: dideoxy chain termination (Sanger et 01.: 1977) and chemical degradation (Maxam and Gilbert, 1977) . Beginning with Smith ef a/. (1986), DNA Sequencing machines were developed that automated gel electrophoresis, data acquisiton, and base determination. Whether the sequence of the individual fragments comes from a gel read by humans or from a sequencing mahine, the general methodology of inferring the complete DNA sequerlce from which the sequence fragments are drawn has remained the same since 1977. We now describe the computational task in more dctail.
The DNA molecule to be sequenced is L base pairs (bp) in length. The sequence of one strand is a = ala2 . . -(I[,. Generated at random are N shorter fragments fi, f2, . . . , f N each of approximate length 1 << L whose base sequences can be determined experimentally. All of these fragments are contained in a, but the relative order of these fragments is unknown. Further complications arise because each fragment fi is only known approximately and because the orientation of fi is unknown. That is, with probability ID, fi is written in the polarity of a and with probability 1R fj*'is read as the reverse complement, f y . of its location in a. In addition, many sequences are known to contain exact, as well as approximate, repetitive regions. If a repetitive region is long enough, then no single fragment may contain the entire region and we will not be able to place the repetitive region correctly with respect to the other regions. All of these features complicate sequence assembly.
To akleviate these complciations, the sequence a is redundantly sampled, at an average depth c = N l / L . The experinientalist typically chooses c E 13. IO]. Assuming that the locations of fragments are distributed uniformly along the sequence, the depth of coverage at a given base f is a Poisson random variable with mean c:
e-'c' k ! $(base r is covered by k fragments) = -.
The fraction of a that is covered by at least one fragment is 1 -e-' (Lander and Waterman, 1988) . This shows how the fraction of a covered increaser with c.
If we have prior knowledge of the underlying sequence a, then we can determine the relative order and orientation of fragments, and also pinpoint their errors. In the absence of this knowledge, however, one must infer the relative order of fragments from the base sequences of fragments alone. One natural way to do this is by using the overlap information between the right end of one fragment with the left end of another fragment. The idea of shotgun sequencing is to look for overlapping fragments and solve the puzzle of a's sequence by assembling the sequence from these overlaps.
Fragment1 assembly algorithms began with Staden (1980) and have been extended and elaborated by others (Peltola et al., 1984; Kececioglu, 1991; Huang, 1992; Kececioglu and Myers, 1995) . The general outline is much the same in these algorithms: (i) Examine all pairs (fi. S,) and (fi. c) for significant overlap; (ii) form an approximate layout of the fragments using the data in (i); (iii) make a multiple alignment of the layout from (ii) and redd a as a consensus sequence from the multiple alignment.
Steps (i), (ii). and (iii) need n9t be distinct. For example, fragments are overlapped and merged in a sequential manner in Staden's original algorithm, so that at any stage a new 'fragment is tested against all merged fragments. Using this method, the final alignment is automatic This procedure is easier to ;ode than other methods that consider all fragments simultaneously, but has the feature of being dependent on the order of entry of the fragments. The research on these algorithms has concentrated on ways to speed up steps (i), (ii), and (iii) as well as making them more il, wrous.
It is well known that sequence assembly problem is NP-hard (Gallant et ai., Gallant, 1953; Kececioglu, 1991) so all existing methods rely on heuristics to combine fragments. As such, the success of any method is based on how well its heuristic takes advantage of the underlying structure of the problem and specific features peculiar to the problem at hand. Moreover, it must be emphahized that no single heuristic can outperform all others in all problem instances.
The tradition of mathematics and computer science is to solve precisely stated problems. Methods can then be compared to one another by optirnality criteria and by running times. For example. in multiple sequence alignment, performance guarantee algorithms have been developed using the sum of pairs optimality criterion (Gusfield, 199 I; Pevzney. 1992) . This requires agreement on what an optimal multiple alignment is; in practice, these methods do not often produce alignments that are of interest to biolo,oists studying a set of real sequences. Instead. the methods teach us new things about multiple alignment that are of interest in their own right and that may someday contribute to methods that will prove useful in practice. Sequence assembly provides another illustration of the difficulty of setting optimality criteria that "agree" with the biologist's criterion, which is simply that the assembly program produce a sequence identical with that of the DNA molecule a. Of course it is difficult to address directly this very natural but very illusive criterion. In the case of assembly by steps (i-iii) above. Kececioglu and Myers (Kececioglu, 1991; Kececioglu and Myers, 1995) have made a great deal of progress in identifying well-posed optimality criteria and in developing methods to solve them. This active area of research is of interest to computer scientists and also to biologists in that programs have been written that take fragment dafa and produce assembled sequence. Our intent in this paper is to describe a different heuristic method for DNA sequence assembly. Methods of computer science are employed but we do not pose any strict model of optimality. Our goal is to create a method that will correctly infer the correct sequence a, and we believe that the only tests are (i) the quality of the sequence produced by the program when it is measured against the correct sequence and (ii) the running time of the program. Naturally this can only be sho\vn in practice.
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In this paper, we propose a new algoithm fo, DNA seqilence assembly using a different strategy from the previous methods. Based on preliminary investigations, our method promises to be very fast and practical for DNA sequence assembly. Our algorithm takes advantage of several key features of the sequence data. First of all, the redundancy or the depth of coverage c is often much larger than 2. Thus, when only pairwise comparisons are considered, information. about multiple overlaps of fragments is ignored, which leads to complications in reconstruction process. Second, the fragments are sequenced with errors but usually are 98% accurate. Therefore, there are very likely to be long stretches with no errors. In considering the basic data for shotgun sequencing, we have come to a very distinct strategy that takes advantage of these properties. Before we describe our strategy, we will give a sketch of the computer science'assbciated with what seems at first to be an entirely different problem, sequencing by hybridization.
SEQUENCING BY HYBRIDIZATION
Recently, a new approach to sequencing DNA was presented, sequencing by hybridization or SBH for short (Drmanac and Crkvenjakov, 1987; Bains and Smith, 1988; Lysov et al., 1988; Southern. 1988; Macevicz, 1989) . The idea is to build a twodimensional grid or matrix of all k-tuples or probes, where a k-tuple is a word of length k . This matrix of probes will be referred to as a sequencing chip. Then a sample of the single-stranded DNA to be sequenced,is presented to the sequencing chip. This DNA is labeled with a radioactive or fluorescent material. Each k-tuple present in the sample is hybridized with its reverse complement in the matrix. Then, when unhybridized DNA is removed from the matrix, the hybridized k-tuples can be determined with a device detecting the labeled DNA. In Fig. 1 , we present a grid of the 43 = 64 3-tuples along with the hybridization results from a = ATGTGCCGCA.
Although we assume perfect hybridization data for the sake of exposition in this paper, there are some technical difficulties with this method, both experimental and mathematical. A major experimental difficulty results from the hybridization between complementary k-tuples. Some k-tuples, such as' those with high G-C content, hybridize more strongly than others. In-addition, there can be imperfect hybridization involving mismatches. This contributes to errors in the SBH data, where k-tuples in the sequence are'not hybridized or where hybridization signals occur where they should not. Another experimental implication for SBH data is that multiplicities are not detected. That is, when a kduple occurs more than once. we can only learn that it occurred at least once but cannot tell how many times it occurred. So far SBH is not a practical method to sequence DNA, although some limited success has been reported in pilot experiments (Drmanac, 1944) .
The mathematical aspects of SBH are also nontrivial. The development we give is due to Pevzner ( 1989). For example, if k is too small then the SBH data becomes too dense to find the sequence. It is, for example, not useful to learn that all I6 2-tuples are present in a DNA sequence 100 bases in length. In these cases, the data will not allow us to resolve the sequence. Obviously, it is an advantage to take k as large as possible. In fact, if the sequence to be deterniined is of length L , it would be ideal to have a grid of all -tL L-tuples. Then the sequence could be read from just one hybridization on the matrix. Obviously, this is experimentally impractical, and the goal is to resolve as much sequence as possible from the k-tuple matrix. Technologists work on increasing the feasible size of k, currently k = 8 has. been constructed and perhaps k = 10 can be obtained in the near future. To summarize, we have data 0, = 1 if w is a substring of a and 0 , = 0 if w is not, for each k-tuple w. Hybridization data is nonrandom and of quite distinct character. We define the spectrum of a, denoted by S(a), as the set of k-tuples w such that 0, = 1. In other words, S(a) = (w : w = aiu,+~ ... ~, + L -I , 1 5 i 5 L -k + 1). We build a graph on the spectrum of a as follows.
The directed graph G has as vertex set V , the set of (k _-1)-tuples from the spectrum, and as edge set E , the set of (k-tuples from the spectrum, where each k-tuple of the spectrum contains two (k -1)-tuples.
The ( k -1)-tuple u is joined by a directed edge to u if the spectrum S contains a k-tuple whose first (k -1)-tuple is K and second (k -1)-tuple is u . An example of the directed graph G is shown in Fig. 2 . We call G a spectrum graph for convenience. There is a natural interpretation from paths in G to sequences. For example, while an edge, which is a path of length one, specifies a sequence of length k, a path of length two specifies a sequence of length k + 1, and in general, a path of length m specifies a sequence of length k + m -1. An Eulerian path visiting every edge exactly once gives a solution to the SBH problem.
Euler's theorem for directed graphs gives conditions for the existence of an Eulerian path. Define for vertex u,
Label the starting vertex s and the terminal vertex t. There is an Eulerian path starting at s and ending at r , if and only if
Since, each Eulerian path corresponds to a different DNA sequence, we can infer the sequence unambiguously if and only if theaumber of Eulerian paths in G is exactly one. We can reduce the problem of determining the number of Eulerian psths from s to t in G to the problem of determining the number of Eulerian cycles in the graph G U [f, s], which has a simple solution described below.
We define an intersection graph on the cycles of G U [ t , s] as follows. First decompose G U [ r . s] into simple cycles: u,, + vi2 + . . . + uik = v i , , where no u, = uI except for u ,~ = u,, . An edge can be used in at most one cycle C but a vertex can be used in arbitrarily many cycles. For these cycles, define the intersection graph G I .of the cycles C1, C2, . . . , C,,, where cycles correspond to vertices, and if cycles C, and C, have 1 vertices in common, we connect them by 1 edges in G I .
Returning to graph G in Fig. 2 Theorem 1 (Pevzner, 1989) . There is a unique Eulerian cycle in G ifand only ifthe intersection graph GI of simple cycles from G is a tree.
A NEW ALGORITHM FOR SHOTGUN SEQUENCING
The basic idea of our new algorithm is to combine the mathematical ideas of SBH with those of shotgun sequencing. Because we.already know the fragments, we can just read along a fragment fi and determine all its k-tuples or the spectrum S ( f i ) , where k is chosen by the person setting up the algorithm. If the error rate is 2% then, on the average, one expects one error in 50 bp. This means that we will have 50 -k correct k-tuples in every 50 bp of fragment data. With k E [ 10,201 this gives a substantial fraction of correct data. If we have the ideal data, that is, if (i) there are no sequencing errors, (ii) the entire sequence a is covered with fragments, and (iii) the overlap between adjacent fragments is at least k, then the union U,S(fi) of all k-tuples obtained from all fragments will be the same as the spectrum S(a). With reasonable depth of coverage and error rate, U,S(fi) can be expected to contain a very high fraction of the k-tuples of S(a).
Our idea is to build a graph similar to the spectrum griph on the k-tuples of UiS(fi). Once we have such a graph, we can perform Eulerian tours to infer the underlying sequence a. Because we generate the k-tuples directly from the fragments ourselves, we can set k as high as feasible even though an experimentalist cannot possibly obtain a corresponding sequencing chip because of technological limitations. Moreover. for each k-tuple or "probe," we know the fragment(s) and position(s) where it has come from. As such, we can hbel our k-tuples with this information. With this additional information, our scheme still retains all the information present in the original fragments. Current technologies of SBH can only tell whether a given k-tuple is present in a sequence but cannot give the location(s) of occurrence. In this regard, our approach attempts to combine the advantages of both shotgun and SBH methods while keeping their disadvantages to a minimum.
If we have the ideal data as described by the conditions (i), (ii), and (iii) above. and the underlying sequence contains no repeats of length k or greater, then we can reproduce the underlying sequence by choosing an appropriate value of k. However, we need to deal with the problems of sequencing errors, longer repetitive regions, and unknown fragment orientation to make our method practical.
To avoid the troublesome feature of fragment orientation, we simply enlarge the fragment data by a factor of two to include f ' as well as f. As we shall see later, our algorithm will then produce two complementary sequences that correspond to the complementary strands of the DNA sequence. This slows the algorithm by a factor of 2 but provides a very simple solution to the orientation problem. In the rest of this paper, wc assume that we produce only one strand of the sequence. Repetition of a k-tuple can occur for different reasons. First, a k-tuple may occur at multiple locations within a single fragment. This problem can be handled with the help of fragment and position information. When we perform the Eulerian tour, we can make sure that edges corresponding to adjacenfpositions of a fragment are visited successively. Moreover, we can modify the Eulerian tour by allowing multiple visits to the edges corresponding to repetitions. Second, a k-tuple may repeat because it corresponds to a repetitive region in different fragments. In this case, the corresponding edge contains significantly more number of fragment positions than its nonrepetitive neighbors.
IDURY A.W WATERMAN
Sequencing errors create extraneous edges that correspond to tuples iesulting from those errors. Thus, while repetitions cause multiple visits to some edges, sequencing errors create some edges that should not be visited at all. Therefore, what we perform is not an exact Eulerian tour, but a variation of it, in which we make multiple visits to some edges and do not visit some edges at all. Later, we describe how we make these decisions when visiting the edges of the graph.
Once we perform a variant of the Eulerian tour sketched above, we can print the corresponding inferred underlying sequence a. Biologists, however, require a multiple alignment, both to check the algorithm and to check their basic fragment data. We can do this by a three-step process as follows. firs^ for each fragment, we apply the hashing methods (Dumas and Ninio, 1982; Wilbur and Lipman, 1983; Peizner and Waterman, 1995) to see where a fragment might align well to the inferred sequence. This gives the candidate diagonals for alignment. For moderate sequencing error rates, the fragment fits into the underl>ing sequence with a very high similarity score. This means that we will be able to perform dynamic programming to align the fragment to the sequence by restricting ourselves to a narrow band along the diagonal. Our second step, then, is to apply dynamic programming restricted to a narrow band along a diagonal for each fragment. Once we have fitted each fragment to the inferred sequence, we can tell. for each position of the inferred sequence, whether or not the fragment is in agreement with the inferred sequence at that location. For our third and last step, we look at each position of the inferred sequence, and take a consensus among the fragments covering that position. Because we only perform the dynamic programming along diagonal bands rather than whole matrices, the multiple alignment step is ver) fast, proportional to the sum of lengths of fragments times the average width of the band.
We now summarize our algorithm.
Algorithm 1 (Assembly) S e t . N , k: input: J l , fi, . . . , fAr.
I. Obtain the union of spectrum of all fragments and their reverse complements.
2. Construct the spectrum graph on (k -I)-tuples for the k-tuples from 1. Each edse is labeled with the 3. Perfonn a variant of Eulerian tour(s) and infer the sequence(s). 4. Align the fragments to sequence(s) produced by (3).
fragment and position information.
5
THE SEQUENCE GRAPH
Because the graph that we construct in our algorithm is not exactly the same as the spectrum graph constructed in an SBH problem, we call it a sequence graph to make the distinction elplicit. The distinction comes from the fact that: (i) our k-tuples are generated by several small fragments rather than a single large fragment (as would be the case in SBH), and (ii) the edges in a sequence graph u e labeled uith the fragment and position information which is nonexistent in SBH.
We define G = ( V , E) on the fragments as follows. The vertices of the graph correspond to distinct (k -1)-tuples occurring in the fragments. That is, for any u E V, there exists at least ?ne fragment f and denote the tuple corresponding to u. The edges of a sequence graph initially correspond to distinct k-tuples occurring in the fragments. That is, for any e E E , there exists at least one pair of fragment-position values ( J , i) such that the k-tuple When we make certain reductions on the sequence graph, to be described later, we may replace the edges on a path in the initial sequence graph with a single new edge. As a result, tup(e) can. in general, represent a string obtained by visiting the path.
Edges are directed such that if an edge e = tu, u ] is directed from the vertex id to the vertex u and We let occ(e) denote the set of all regions or substrings (of length 2 k) of fragments contained in tiip(e). Thst is. occ(e) = ((f. i , j ) I a,!. . . a; is a substring of tup(e)). Each edge e is labeled with the set occ(e). Note that if a substring of length 2 k is repeated in a fragment, then all its Occurrences are recorded in the occ information. The weight of an edge e, denoted by w t ( e ) , is usually set to the sum ~~f . , . , ) E e c c ( c , ( j -i -k + 2 ) . Note that this scheme gives weight to regions or substrings solely based on their length. It is possible to give different weights to regions of same length, depending on the fragment and
corresponding to e is ai f f . . . u , +~-~. We define t u p ( e ) as the string that corresponds to the k-tuple initially.
We let r u p ( u )
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A NEW ALGORITHM FOR DNA SEQUENCE ASSEMBLY 297 position they come from. For example, one may assign more weight to middle locations of the fragments than the ends since most of the sequencing errors are known to occur at the ends.
For any vertex u, we define f n ( u ) = ( u I [u, u ] E E), and similarly Our(u) = ( w I [ u , w ] E E } . For any edge e, let begin(e) = ((f, i , j ) -E occ(e) I i = I). That is begin(e) denotes those regions of occ(e) that occur at the beginning of a fragment. Similarly, we can define end(e) to denote the substrings that occur at the end of a fragment.
Let ie = [ u , u ] and oe = [ u , w ] be two edges incident on the vertex u in a sequence graph. Given a subset if G occ(ie), we define the continuation subset of occ(oe) with respect to i l , denoted by cont(i1, oe), as ((f, i, j ) E occ(oe) I (j, m, i + k -2 ) E il for some m ) . In other words, the positions of the region of any fragment in the continuation subset must immediately follow the positions of a region of the same fragment in il (the regions overlap in k -1 bases that correspond to the (k -1)-tuple of u). We define the overlap of oe with respect to i f , denoted by ou(if, oe) to be Icont(il, oe)I. Similarly, we can reverse the direction of continuity, and define conf(ie, 01) and ou(ie, of), for a subset of G occ(oe).
Continuation information enables us to perform the required Eulerian tour. Let us assume that there are no sequencing errors. During the tour, we maintain a list of active regions that is initially set to the occ of the first edge on the tour. Suppose we have reached the vertex u from u using ie during the tour, and il g occ(ie) is the active list of regions. If there is only one outgoing edge [ u , w ] from L , then we take that edge next and change the active list to cont(i1, [u, w ] ) U degin([u, tu]); begin([u, 1x1) is added because new fragments can begin anywhere along the path. If there are multiple outgoing edges from u then we take the edge oe with maximum overlap ov(il, oe), and change the active list to cont(i1, oe) U begin(oe). Because continuation information assures that edges corresponding to adjacent regions of fragments are visited successively, fragments will be aligned continuously in the inferred sequence. Since we allow subsets (as opposed to the entire set) of occ(e) to be put on the active list during a visit to e, multiple visits to e can be made, each time with an active subset disjoint from the previous ones.
As noted earlier. sequencing errors create extraneous edges that must be detected and eliminated. At first glance, it may seem that it is extremely difficult, if not impossible, to perform this task. However, in most sequencing projects, the structure of the sequence graph is much simpler than it may seem. We have observed, both from simulated and real data, that in almost all cases the number of vertices with indegree and outdegree of at most one each, is at least 90% of the total number of vertices generated. Even among the remaining vertices, the number of vertices with either indegree or outdegree of only one is very often at least 70%. The details of these structural aspects will be presented in the next section.
These observations enable us to perform a series of reductions on the sequence graph, to be described below. These reductions eliminate most of the extraneous edges. The heart of the algorithm performs these reductions until no further reductions are possible. The resulting graph, after making all possible reductions, is often very small and simple in structure. This graph, called the irreducible sequence graph, has some very important consequences which we shall discuss in the section Irreducible Sequence Graphs.
STRUCTURE OF A SEQUENCE GRAPH
. . In this section, we state and prove bounds on the number of several types of vertices. We also give some experimental results to validate our claims. We first give the definitions of some types of vertices.
A singleton is a vertex whose indegree and outdegree are at most one each. A fork is a vertex for which one of indegree or outdegree is at most one, and the other is more than one. We also define the identifying edge of a fork as that edge corresponding to the degree of one. Finally, a cross is a vertex for which both indegree and outdegree are more than one.
For the pulpose of analysis. we shall make certain simplifying assumptions, some of which can be relaxed with a deeper analysis. Although the analysis that we present using these assumptions is simple and preliminary, it provides a basis for the observations made earlier that lead to the graph reductions in the next section. Moreover, the estimated values obtained from our analysis are consistent with observed values from experiments on simulated as well as real sequencing data. The assumptions are listed below. We use the following symbols in our analysis: We are now ready to give our bounds:
Then, in a sequence graph:
The expected number ofverrices E(lVl) = RT + [ l -e-C(I-R)]L'.
The expected niiniber dfsinglerons E(lS() = RT + e-C('-R)[eC(l-R)('-r)Z +c(l -R ) r ( 2 -r ) -11L'.
The expected niimber offorks E(IF1) = 2e-C('-R)[eC(1-R)('-r) -ec(1-R)(1-r)2 -c(l -R)r(l -r)]L'.
Proof. The depth Xu or the number of fragments that cover the region a . . . (a + k -2) of a is Poisson with mean c. Note that E(C,"l, Xu) = T .
0
Recall that any k -1 bp-long substring a; . . . of a fragment f gives rise to a (k -1)-tuple in the sequence graph. With uniform error rate, r , the probability that a base is read correctly is 1 -r . Therefore, the probability that an entire k -1. bp region is read correctly is (1 -r ) k -l and the probability that it is read incorrectly is 1 -(1 -r)'-' = R. Thus, r is the single-base error rate while R is the (k -1)-tuple error rate.
Let us classify the (k -1)-tuples of the sequence graph as true if they are derived from a correctly read fragment region, and false otherwise. Let X be Poisson with mean c.
Because the error rate is assumed to be small, we further assume that no two fragments generate the same false tuple, that is, false tuples appear only once among fragments. Therefore, the expected number E(Fa1se) of false tuples is equal to R T .
The expected number of true tuples, E(Trite) is equal to the number of positions (Y such that at least one fragment contains no sequencing errors in the region a . . (Y + k -2. Therefore,
Y .
--L'(1 -e -c ( l -R )
1. Since vertices are generated one per each true or false tuple, the expected number of vertices, E(IV(). is:
A vertex is a singleton if the (k -I)-tuple appears only once among the fragments, or appears at least twice among the fragments (correctly) and each time it appears it is preceded (followed) by the same base. All vertices corresponding to false tuples are singletons because they are assumed to appear only once. At each position, the probability the true tuple at that position appears in only one fragment is: . .
Therefore, the expected number of tuples appearing exactly once is equal to the sum:
e-C(l-R).
Next, we consider tuples that appear at least twice (correctly) and are preceded (followed) by the same base. Because all false tuples.are assumed to appear only once, the same base preceding (following) all the occurrences of the tuple must be the true base. That is, the corresponding fragments have no sequencing error at that position of the base. Therefore, the expected number of these tuples is:
Adding the above quantity to the expected number of tuples that appear exactly once gives the expected 3. A fork corresponds to a tuple that appears in at least two fragments (correctly), and is preceded by the same base but followed by at least two different bases, or vice versa. As in the previous case. this is the number of true tuples that are preceded by the same true base, and followed by at least two different bases (multiplied by two to handle the symmetric case). Suppose there are i fragments covering the region 0 1 . . .CY + k -2, and j of these fragments are read correctly in the region. The probability that are all preceded by the same true base in position cr -1 is (1 -r ) j . The probability that they are followed by at least two bases in position cr + k -1 is same as the probability that there is at least one false base in that position which is equal to 1 - (1 -r ) ; . Using these probabilities, we can compute the expected number We have performed several simulations to test the accuracy of these estimates. We have written a computer program that takes as input, the length L of a DNA fragment to be sequenced. the number AT of fragments to be generated, the length I of each fragment, the error rate r of the experiment, and an integer seed for random number generation. The program then produces a random DNA string of length L along with N fragments that contain errors (misreads, insertions, and deletions) with a uniform rate r . We then ran a counting program which, for a given value of k , gives a count of the number of vertices, singletons, and forks generated by the simulated sequencing project.
Using the above scheme, we ran two sets of simulations. In the first set, the length of the underlling sequence is 20,000 and the length of each fragment is 400. In the second set, the length of the underlling sequence is 30,000 and the length of each fragment is 500. The value of k is taken to be 13 for all simulations. In each case. we estimated the number of vertices, singletons, and forks using Theorem 5. I, and compared them against the corresponding observed values from the experiments. Each entry gives the results of a single data set. Each data set was generated nith a different seed value. Because we include the reverse complements of all fragments in our method, we have written our counting program to include reverse complements as well. To account for this fact, we doubled all our estimates from Theorem 2. Table 1 shows the results of simulations from the first set. We show results for four different error rates ranging from 1% to 10%. In addition to the number of vertices, singletons, and forks, we also report the percentage of singletons among all vertices, and the percentage of forks among all nonsingleton vertices. In all experiments, our estimates for vertices and singletons are within 10% of the observed values. ivith the estimates improving with decreasing error rates. The estimates for forks are not so impressive. but this is understandable because the number of forks is very small compared to the number of vertices and singletons. The key point to observe is that in all cases, singletons comprise at least 9 0 9 of all vertices, and forks comprise at least 70% of all nonsingletons. This is true with both estimated and observed values. This is precisely the claim we made above in the section. The Sequence Graph. Table 2 shows the results of simulations from the second set. In this case, we show results for the same error rates of the first set but with slightly smaller average depth. The results here are consistent with those from the first set.
We also ran experiments on real sequencing data. Table 3 shows the results of these experiments. We obtained three different data sets, which are shown as G6PD. TV1, and STAN in Table 3 . The first two sets were obtained from Dr. Ellson Chen's laboratory at Applied Biosystems Division, and the third set from Dr. David Botstein's laboratory at Stanford University. The three sequencing data sets essentially capture a spectrum of the size of sequencing projects. Moreover, the data set GGPD is known for the presence of several alu repeats (Chen et ai., 1991) . In each case, we have reported the length of the underlying sequence and the number of fragments. We have also computed and reported the average length of each fragment and the mean depth. Because we do not accurately know the error rates of these prqjects, we have reported only the observed values. Once again, one may see that at least 90% of the vertices are singletons and at least 70% of the nonsingletons are forks.
SEQUENCE GRAPH REDUCTIONS
As mentioned. above, we perform a series of reduction steps on the sequence graph G until no further reductions are possible. The resulting graph, called the irreducible sequence graph, has several interesting properties that will be explored in the next section.
All reductions replace a path or a series of edges with a new edge. The goal of performing these reductions is to eliminate extraneous edges generated by sequencing errors, and collapse singleton vertices to obtain a simple and compact graph that can then be toured to infer the underlying sequence.
There are three types of reductions that are described in increasing order of complexity. We perfom all lower-order reductions before any higher-order reduction. It is possible that when we perform a reduction of order i , we may have created situations where reductions of order i -1 or lower are now possible. In such cases, it is understood that we perform those lower-order reductions before proceeding with any higher-order reductions.
Recall that we include fragments as well as their complements in the sequence graph to handle the problem of unknown orientation. As a result of this, we perform two Eulerian tours that are complementary to each other. To preserve this complementarity, we make sure that whenever we perform a reduction on a set of edges, we also perform the complementary reduction on the corresponding complementary set. We also take special care to avoid placing both a fragment and its complement on the same tour.
We now describe our reductions starting with the simplest one.
Reduction 1: Elimination of singletons
Our first reduction eliminates all singletons. As mentioned above, these constitute about 90% of the vertices in many sequencing projects, so eliminating them greatly reduces the size of the sequence graph.
By definition, a singleton u can have only one incoming edge After eliminating all singletons, we are often left with a graph which is about one-tenth of the original size. We call the remaining edges super edges.
Apart from reducing the size of the graph significantly, the above reduction offers another advantage. It has been found from both real and simulated data thatin many sequencing projects, one often encounters IDURY A N D WATERMAN s u p r edges of lcngth 50 or more. Put irr a different wxj, even in a scquencing project with a moderate number of errors, one can find regions of length 50 bp or longer, where no error occurs. If the average depth of coverage in the project is big enough, say at least 4, then we have super edges of weight 200 or more. Because these edges represent local regions of perfect alignment among fragments, they can be included in any tour with a very high confidence. In fact, the use of the super edges will be readily evident in the next reduction step.
The next two reductions are applicable when a vertex u has multiple incoming and outgoing edges. Both the reductions, when applicable, eliminate one incoming edge along with one outgoing edge from u, thereby reducing the indegree and outdegree of u. Unlike the first reduction, these reductions are performed only when certain conditions, described below, are met.
Consider a vertex u along with an incoming edge e = [u. u ] . Suppose u has more than one outgoing edge. For each outgoing edge ei = [ u , w ; ] of u, compute its continuation subset cont(occ(e), e;). Assuming that there are no sequencing errors then all but one of the continuation subsets will be empty unless e corresponds to a repetitive region. Even when e is repetitive. if we reach the vertex u from ii using the edge e = [u, u ] during an Eulerian tour with i l C occ(e) as the active list of regions, only one of conr (il, ei) will be nonempty and the corresponding edge unambiguously becomes the next edge on the tour.
In the presence of sequencing errors, however, the above scenario does not hold perfectly. First, it is not easy to tell if e corresponds to a repetitive region. Second, even if we know that e does not correspond to a repetitive region, we cannot readily decide the next edge on the tour because, very 'often, more than one outgoing edge will haye nonempty continuation subsets. Therefore, we need to resort to a heuristic overlap test to decide whether e corresponds to a nonrepetitive region, and .if so, which of the candidate edges to visit next on the tour.
Based on our experience with simulated as well as real sequencing data, we have come up with the following heuristic for perfomling the overlap test. Because we expect our algorithm to run very fast, we believe that we can let users specify heuristics of their oun and interactively assemble a sequence based on their own overlap criterion. In this sense, our algorithm is not based on a strict model of optimality. If the criterion is satisfied for a candidate, then the overlap test succeeds and returns the candidate. Otherwise, the test fails, indicating that e probably corresponds to a repetitive region: It IS possible to start the graph reductions with stringent values for the parameters and progressively relax them. We found that, the values ncou = 1 and ctidiff = 2 reduce the graph to a few hundred vertices in many sequencing projects.
We also reverse the direction of an Eulerian tour and define a symmetric overlap test which decides the continuation for a given edge e = [ u , w ] among the candidates e; = [ui, u ] .
Reduction 2: Elimination of forks
Our second reduction can be used to eliminate most of the forks. As mentioned above, these constitute about 70% of the nonsingleton vertices in many sequencing projects. This will further reduce the size of the sequence graph. Moreover, etiminating forks, in turn. creates more forks by changing crosses into forks, which leads to further reduction of the graph.
Let us assume, without loss of generality. that a given fork u has one incoming edge e = [u, v ] and two outgoing edges el = [u. w11 and e2 = [u, wzl. Suppose that we have placed e on the tour. It is evident that unless we visit e twice. which happens only if e corresponds to a repetitive region. only one of el or e2 can follow e on the tour so the other must be an extraneous edge. If the overlap test fails then we leave the fork as it is because e probably corresponds to a repetitive region. Suppose, without loss of generality, that the overlap test succeeds and returns el as the candidate for continuation. Then we eliminate the edge e2 because e2 is more likely to be the extraneous edge than e , . Notice that climinating e2 changes u From a fork to a singleton so we can eliminate u using Reduction 1 and create the edge [u, lull. We also reduce the indegree of to2 by one and change its status accordingly. We can similarly extend the reduction to the case where there are more than two outgoing edges from u.
To make this reduction more effective and robust, we always consider the fork with the heaviest identifying (super) edge for the next reduction. Because heavier superedges are very likely to COKeSpond to regions of true underlying sequence, this choice improves our chances of finding the true sequence.
. ---Reduction 3: Elimination of crosses After the first two reductions, the remaining graph will be very sinal1 compared to its original size. Our final reduction can be used to eliminate most of the crosses, which are vertices with both indegree and outdegree of more than one.
Let us assume that a.given cross u has two incoming edges iet = [ U I , ul and ie2 = [ U Z , u ] , and two outgoing edges oel = [u, w l ] and oez = [u. ~1 2 1 . If the overlap test returns oet as the candidate for continuation with i e l , and iel as the candidate for continuation with oel (on the reversed path) then we can merge iel with oel because doing so does not affect other edges incident on u. We can treat other cases Similarly. Doing this reduction decreases the indegree and outdegree of u by one and may change its status. We perform any further reductions that may result in this process.
As in the case of Reduction 2, we always perform this reduction starting with heaviest edges to increase its effectiveness.
IRREDUCIBLE SEQUENCE GRAPHS
As described above, we perform all possible reductions on the sequence graph until no further reductions are possible. The resulting graph, +led the irreducible sequence graph, is free of most of the.extranious edges. The primary advantage of this graph is that it is a very compact and straightforward way of representidg plausible sequences without listing them exhaustively.
Let us look at some examples. If we have the ideal data described in the section A New Algorithm for Shotgun Sequencing, the irreducible graph will be just a super edge e such that tup(e) is the underlying sequence. This can be achieved if the sequencing error rate is, very small (say < l%), and the underlying sequence does not contain long repeats (such as a h ) . In fact, we have achieved this on random sequencing data with 1% error rate. Even if the sequence contains some long repeats, we can still expect to deduce the underlying sequence unambiguously as long as there are fragments bridging repeats and their adjacent nonrepetitive regions.
However, real sequences do contain repeats. (typically 30% of many sequences are made of alu repeats) and we may not have bridging fragments to decide which repeat goes where. In such situations we will have not just one but many possible underlying sequences. Such a situation is given below.
In the above sequences, the regions A, B , C, 0 are nonrepetitive regions and R is a repetitive region. It is not immediately clear whether A R B R C R D or A R C R B R D is the right sequence. If there are fragments overlapping the repetitive regions, that can be uniquely aligned and if there are mutations to distinguish between the three R's, we can resolve the ambiguity. In some cases, fragments will bridge R by overlapping A and B . for example. This makes the resolution of the sequence easy to establish. In the absence of such information, we cannot uniquely report an underlying sequence. Such a situation would arise if IRI = 800 and I = 300, and all three R's are identical in the underlying sequence. In such a situation, the irreducible sequence graph looks as follows. It is not difficult to see that this graph has two possible Euler tours corresponding to the two possible underlying sequences. When R is long and repeated exactly, we cannot uniquely determine an underlying sequence, and we print the irreducible sequence graph leaving it to the users to decide which sequence they want. One advantage of this approach is that it exposes "ambiguous" regions where further sequencing can be done to resolve ambiguities. We believe this to' be a very valuable tool in improving the efficiency of a sequencing project.
CONCLUSIONS
We have proposed a new algorithm for DNA sequence assembly that combines the features of shotgun sequencing and sequencing by hybridization. The algorithm takes advantage of high coverage and low sequencing error rates made possible with the advent of advanced DNA sequencing machines. We are still in the process of developing complete software that incorporates all features mentioned in this manuscript. . As such, we cannot provide experimenlal results on a number of real sequencing projects and compare bur method with other methods. However, we developed a prototype that has some of the key features of the algorithm; and used this prototype to assemble simulated sequencing data. We report the results of such an experiment below, mainly as a demonstration of the potential of our approach. Table 4 shows the results of our experiment. First, we generated a random DNA sequence of length 20,000 bp. We then generated a fragment set of mean length 400 bp for this sequence, with a mean depth of coverage of 7 using the enzyme program of the GenFrag utility (Engle and Burks, 1993) , version 2.1 (Engle and Burks, 1994) . Sequencing errors were simulated on this fragment set with error rates ranging from 0.5% to 3.0% using the mutate program of the same utility. Each entry in Table 4 corresponds to a different error rate. These mutated fragments are then given as input to our prototype program. All runs were performed with k = 15. All runs were completed under ten seconds on a SUN SPARCstation 10.
Our prototype builds the sequence graph on a given fragment set and performs the graph reductions mentioned above. It does not perform inc Eulerian tours to handle repeats, and reports the inferred sequence on each edge remaining in the irreducible graph. It does not yet perform the multiple alignment on the fragments. The quality of the inferred contigs is judged by running the dynamic programming algorithm Table 4 . we show the number of contigs generated (the prototype actually generates twice the number of contigs because of the complementarity of edges). For each contig, we computed a similarity score from the dynamic programming algorithm by giving a positive score of 1 for each match, and a negative score of I for each mismatch or indel. We also computed the number of matches or correct base calls for each contig. When there are multiple contigs, we reported the sum of similarity scores, and total number of correct calls. The length of inferred sequence covered is the sum of lengths of all contigs. Table 4 shows that our prototype, even without performing any multiple alignment and consensus, has a very high percent of correct calls (> 99.8%), and a very high similarity score in all cases.
