This paper provides conditions to establish the weak convergence of stochastic integrals. The theorems are proved under the assumption that the innovations are strong mixing with uniformly bounded 2+ moments. Several applications of the results are given, relevant for the theories of estimation with I(1) processes, I(2) processes, processes with nonstationary variances, nearintegrated processes, and continuous time approximations.
INTRODUCTION
A considerable research program has developed in econometrics concerning an asymptotic distribution theory for integrated and near-integrated processes. Frequently, the theory involves sequences of cadlag' processes I U, (s), V, (s)J which converge weakly in the Skorohod topology to [ U(s), V(s)). It is often desirable to obtain the limiting distribution of the integral process fOs U, d V,. In certain cases, fJ U, d V, = f s U-d,2 but it is known that this result is typically violated when V, is not a martingale. See, for example, Phillips [16] .
There is a growing literature studying the asymptotic distribution of stochastic integrals. Chan and Wei [4, Lemma 2.4] derive the distribution of 490 BRUCE E. HANSEN yet published for martingale arrays are contained in Kurtz and Protter [10] . These authors consider a variety of limit theorems when V, is a semimartingale.
This paper provides an asymptotic theory for stochastic integrals which arise in econometric applications. The assumptions allow for weakly dependent heterogeneous data. Section 2 considers stochastic integrals with respect to a martingale process. Section 3 develops a martingale difference approximation for strong mixing sequences. Section 4 demonstrates the usefulness of the results for several examples of major interest. In all cases, the differences of V, are assumed to be strong mixing. The first example assumes that the differences of U, are strong mixing, which has applications in the theory of multivariate unit roots [4] and cointegration among I(1) variables [8, 12] . The second example assumes that U, is the product of processes whose differences are strong mixing, which has applications in the theory of heteroskedastic cointegration [6] and nonstationary variances [7] . The third example assumes that the second differences of U, are strong mixing, which has applications in the theory of cointegration among I(2) variables [13] . The final example assumes that Un is a vector process with a root local to unity, which has applications in the theory of near-integration [3,17,20] and continuous time approximations [ [10] . Their results encompass a broad range of processes, including semimartingales with weaker moment conditions. For the applications considered in this paper, however, the level of generality provided in Theorem 2.1 is sufficient.
MARTINGALE DIFFERENCES

MIXING SEQUENCES Theorem 2.1 gives general conditions for the convergence of stochastic integrals when the process E,i is a square integrable martingale difference.
This is not sufficiently general for many applications in econometrics. Phillips [19] used a martingale difference approximation taken from Hall and Heyde [5] to derive analogous results for strictly stationary linear processes.
We extend this analysis to cover strong mixing (ar-mixing) sequences.
To facilitate the analysis, we assume that the array I Vn, J is a normalized stochastic partial sum process:
The stochastic integral of interest is 
/(1) Processes
For our first application, we set Un, = V,t. Thus, 
Near-integrated Processes
The final application is to near-integrated arrays, which have been studied by [3] , [17] , and [20] , and relate to continuous time approximations [ 
