In this paper, necessary and sufficient optimality conditions are obtained for fractional programming problems involving arcwise connected, P-connected, and Qconnected functions. Duality results have also been established. 
INTRODUCTION
The notion of convexity is based upon the possibility of connecting any two points of the space by means of a line segment which has led to convex and generalized convex functions as well as to convex optimization. Various approaches to replace the line segment joining two points have been proposed. Ortega and Rheinboldt [7] introduced arcwise connected functions defined on arcwise connected sets by replacing a line segment joining two points by a continuous arc. These functions were further extended to arcwise Q-connected and arcwise P-connected functions by Avriel and Zang [1] .
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In this paper, we study fractional optimization problems involving arcwise connected and generalized arcwise connected functions. We first develop necessary optimality conditions for a single objective fractional programming problem. These conditions are then utilized to obtain the same for the multiobjective case. Sufficient optimality conditions are also obtained for the multiobjective fractional programming problem. A dual is formulated and weak and strong duality results are proved.
DEFINITIONS AND PRELIMINARIES
Let R n denote the n-dimensional Euclidean space. For x y ∈ R n , by x y, we mean x i ≤ y i , for all i, by x ≤ y, we mean x i ≤ y i , for all i and x p < y p for at least one p 1 ≤ p ≤ n, and by x < y, we mean x i < y i for all i.
We give below some definitions and results which will be used in the following.
Definition 2.1 [1] . A set X ⊂ R n is said to be an arcwise connected (AC) set if for every pair of points, x 1 ∈ X x 2 ∈ X, there exists a continuous vector-valued function H x 1 x 2 , called an arc, defined on the unit interval 0 1 and with values in X, such that
Definition 2.2 [1] . A real-valued function f , defined on an AC set X ⊂ R n , is called an arcwise connected (CN) function if, for every x 1 ∈ X x 2 ∈ X, there exists an arc H x 1 x 2 in X satisfying
If the above inequality is satisfied as a strict inequality for 0 < θ < 1, then the function f is called a strictly arcwise connected (STCN) function. Definition 2.3 [1] . A real-valued function f , defined on an AC set X ⊂ R n , is called a Q-connected (QCN) function if, for every x 1 ∈ X x 2 ∈ X such that f x 2 ≤ f x 1 , there exists an arc H x 1 x 2 in X satisfying
Definition 2.4 [1] . A real-valued function f , defined on an AC set X ⊂ R n is said to be a P-connected (PCN) function if, for every x 1 ∈ X x 2 ∈ X such that f x 2 < f x 1 , there exists an arc H x 1 x 2 in X and a positive real number β x 1 x 2 satisfying
Definition 2.5 [1] . A real-valued function f , defined on an AC set X ⊂ R n , is called a strictly P-connected (STPCN) function if, for every x 1 ∈ X x 2 ∈ X x 1 = x 2 , and f x 2 ≤ f x 1 , there exists an arc H x 1 x 2 in X and a positive real number β x 1 x 2 satisfying
Definition 2.6. Let f be a real-valued function defined on an AC set X. For x 0 ∈ X x ∈ X, the right differential of f with respect to H x 0 x θ at θ = 0 is given by lim θ→0+ f H x 0 x θ − f x 0 θ provided the limit exists. This limit is denoted by df + x 0 H x 0 x 0 + . The following theorem of alternatives for CN functions is proved by Jeyakumar [6] .
Then, exactly one of the following systems is solvable.
Theorem 2.2 [3] . Let f be a real-valued function defined on an AC set X ⊂ R n and for all x 1 ∈ X x 2 ∈ X, let H x 1 x 2 in X be the arc with respect to which f possesses a right differential at θ = 0.
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NECESSARY OPTIMALITY CONDITIONS
We consider the following nonlinear fractional programming problem
where f X → R g X → R h X → R m , and X ⊂ R n is an AC set. Also, for all x 1 ∈ X and x 2 ∈ X f g, and h possess right differentials with respect to H x 1 x 2 θ at θ = 0.
Let X 0 = x ∈ X h x 0 be the set of feasible solutions of (FP). Further, we assume that f x ≥ 0 and g x > 0, for all x ∈ X 0 . Using the parametric approach of Jagannathan [5] , we associate the following nonlinear programming problem with (FP)
The following lemma which connects the optimal solutions of (FP) and FP λ will be used as a basic tool to obtain necessary optimality conditions for (FP). 
Proof. Since x * is an optimal solution of (FP), it follows from Lemma 3.1 that x * is an optimal solution of FP λ * , where
Thus the system
We shall now show that the function
Since f , −g, and h are CN functions with respect to the same arc on X, hence, for any x 1 x 2 ∈ X, there exists an arc
As λ * ≥ 0, we have
Thus, we get that F is CN. Therefore, by Theorem 2.1,
We can rewrite (3.5) as
Taking x = x * in (3.6), we get
Since µ * ≥ 0 and x * is feasible for (FP), we have
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Therefore, µ * T h x * = 0. Moreover, X is an AC set, H x * x θ ∈ X, for all x ∈ X 0 < θ < 1, and µ * T h x * = 0; thus, it follows from (3.6) that
Dividing by θ > 0 and then letting θ → 0+, we get
Theorem 3.2 (Karush-Kuhn-Tucker Type Necessary Optimality Conditions). Let x * be an optimal solution of (FP), and let f −g, and h be CN functions with respect to the same arc. Further, assume that there existŝ
Proof. By the previous theorem, ∃µ * 0 ∈ R and µ * ∈ R m such that
Since h is a CN function, we have
Using (3.9) and (3.10), we get
It follows from (3.7), (3.8), and (3.11) that
But this contradicts the facts that h x < 0 and µ * ≥ 0
Thus, µ * 0 > 0. The following example illustrates the Karush-Kuhn-Tucker type necessary optimality conditions established in Theorem 3.2.
otherwise,
Let H x 1 x 2 0 1 → X, be defined as
where x 1 = x 11 x 12 and x 2 = x 21 x 22 . Also, f , −g, and h are CN functions with respect to the arc H x 1 x 2 and are non-differentiable at x * = 1 1 . However, they possess right differentials with respect to the arc H x * x , for all x ∈ X, at θ = 0, and they are given by
if both components of H x * x θ > 1 0 otherwise,
Then, x * = 1 1 is an optimal solution of the fractional program.
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Minimize f x g x subject to
where X 0 , the set of all feasible solutions, is given by
Remark 3.1. The example presented above also suggests that the results obtained in this section are applicable to all those nonlinear optimization problems in which the feasible sets are not convex but arcwise connected.
We shall now obtain necessary optimality conditions for a point to be an efficient solution of a multiobjective fractional programming problem. We consider the problem (MFP) Minimize
where f i g i X → R i = 1 2 k h X → R m , and X ⊂ R n is an AC set. Further, f i x ≥ 0 g i x > 0 i = 1 2 k, for all x ∈ X 0 , where
, and h = h 1 h 2 h m . We associate the following parametric multiobjective optimization problem MFP λ , for λ ∈ R k + , with (MFP).
(MFP λ ) Minimize
The following lemma connecting the efficient solutions of (MFP) and MFP λ has been proved by Bector et al. [2] . 
is an efficient solution of (MFP).
Following Chankong and Haimes [4]
, we consider the following nonlinear programming problem corresponding to MFP λ * .
(MFP λ * r Minimize f r x − λ * r g r x subject to
x ∈ X Lemma 3.3 [4] . x * is an efficient solution of (MFP) if and only if x * is an optimal solution of MFP λ * r , for each r = 1 2 k.
Definition 3.1. MFP λ * r is said to satisfy Slater's constraint qualification if there existsx ∈ X such that
We now establish the following necessary optimality theorem. 
* is an efficient solution of (MFP), it follows from Lemma 3.2 that x * is an efficient solution of MFP λ * , where λ * = f x * g x * . Using Lemma 3.3, we get that x * is an optimal solution of MFP λ * r , for each r r = 1 2 k. Now, since MFP λ * r satisfies the constraint qualification, it follows from Theorem 3.2 that there exist scalars α 1r α 2r α kr β 1r β 1r β 2r β mr , with α rr > 0 such that the following conditions hold
β jr h j x * = 0 (3.13)
As conditions (3.12)-(3.15) hold for each r = 1 2 k, by summing over r and setting
SUFFICIENT OPTIMALITY CONDITIONS
In this section, we shall obtain sufficient optimality conditions for a point to be an efficient solution of (MFP). 
where
If f −g, and h I are CN functions, then x * is an efficient solution of (MFP).
Proof. Suppose that x
* is not an efficient solution of (MFP). Then there exists x ∈ X 0 such that
for some p which gives that
Since f −g, and h I are CN functions, we have
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Multiplying (4.3) by λ * i ≥ 0 and adding it to (4.2), we get
Since x is feasible for (MFP), it follows from (4.4) that
Now, as α > 0 and β ≥ 0, multiplying (4.5) by α i and (4.6) by β I and adding, we get
which contradicts (4.1). Proof. Let x * be not an efficient solution of (MFP). Then there exists x ∈ X 0 such that
for some p that is,
Also, as x ∈ X 0 , we have
Since j∈I x * β j h j is QCN, we get
Adding (4.7) and (4.8), we get
which contradicts (4.1).
DUALITY
We associate the following dual problem with (MFD).
(MFD) Maximize ≤ λ; that is,
Since x is feasible for (MFP) and β j ≥ 0 j = 1 2 m, we have
Further, as h is CN, we have, using Theorem 2.2, Since λ * = f x * g x * , from (5.13), it follows that f x * g x * ≤ λ which contradicts weak duality theorem. Hence the result follows.
