Linear instability waves, wavepackets, are key building blocks for the jet-noise problem. It has been shown in previous work that linear models correctly predict the evolution of axisymmetric wavepackets up to the end of the potential core. Beyond this station linear models fail to predict single-point statistics; they fail more broadly in the prediction of two-point properties such as coherence; and their underprediction of the radiated noise is believed to be associated with these errors. Non-linearity is the likely missing piece. But how might it be incorporated? What are the essential underlying mechanisms? Might it be amenable to a reduced-order modelling methodology? The work described in this paper is concerned with these questions. The non-linear interactions are considered as an "external" harmonic forcing of the standard linear model; the forcing can be viewed as comprising those Fourier components of the non-linear term of the Navier-Stokes equations which are most amplified by the linear wavepackets.
I. Introduction
The third approach, the 4D data assimilation (4D-Var), solves the input-output problem in an inverse manner by searching for the optimal forcing profile giving rise to improved agreement between flow response and measurements, thus allowing us to explore the missing pieces in the linear model for an accurate description of wavepackets observed in the data. The 4D-Var technique is data-driven in nature and has been used extensively in weather forecast 26 to combine different sources of inhomogeneous informations: a simplified model, noisy and sparse observations and an a priori knowledge of the solution. Besides, it has also evolved as a powerful flow control technique. 27 We introduce a novel use of this method for wavepacket modelling, in a slowly-diverging base flow using the parabolised stability equations (PSE). Specifically, we wish to identify the non-linear terms, not accounted for the linear model. Interpretation of the results of this approach is considerably aided by the results of the first two approaches.
The paper is organised as follows. In section II, we introduce the viewpoint that consists in considering the harmonic external forcing as Fourier components of the nonlinear terms in the Navier-Stokes equations. In section III, we formulate the mathematical problem for each of the approaches listed above and show results. Finally in section IV, we conclude the paper with a discussion of the results and some perspectives.
II. Non-linear effect as external forcing
The linear growth of Kelvin-Helmoltz (K-H) instabilities is well predicted by linear models, 1 such as PSE, for a wide range 28 of frequencies until approximately the end of the potential core. We focus on the axisymmetric mode (m = 0), which is the most acoustically efficient.
3 Figure 1 shows the comparison between hot-wire measurements and PSE on the centerline of a M = 0.4 jet from St = 0.1 to St = 0.9. Beyond the potential core, due to the spreading of the jet, linear model predicts a decay. However, experiments 3 show an increase of the amplitude of the axisymmetric wavepacket on the centerline c . In order to correctly describe the wavepacket throughout the flow, the linear model is no longer sufficient and non-linearities must be incorporated in some way. We have chosen in this paper to consider non-linear effects on the wavepacket as a harmonic forcing.
For the flow variable q φ = (u, T, ρ), containing the N c components of velocity, temperature and density, we consider the Reynolds decomposition q φ (x, t) =q(x) + q (x, t), whereq(x) is the mean flow and q (x, t) is the fluctuation. In cylindrical coordinates, the space variable x = (x, r, θ) is expressed by its axial, radial and azimuthal coordinates. For a jet, using homogeneity in the azimuthal direction, we decompose the fluctuation in Fourier modes q (x, r, θ, t) = ω m q ω,m (x, r) e i(mθ−ωt) .
Introducing decomposition (1) in the Navier-Stokes (NS) equations, we obtain in operator notation
Lq ,ω,m q ω,m = Nq ,ω,m (q ),
where Lq ,ω,m is the linearised NS operator around the base flowq and Nq ,ω,m (q ), neglected in the linear stability analysis, represents the Fourier component (ω, m) of the nonlinear terms. In linear stability theory for jet flow, 31 one usually finds q ω,m , the K-H mode, as a highly unstable mode giving rise to an exponential perturbation growth in the near-nozzle region; this corresponds to the homogeneous linear system Lq ,ω,m q ω,m = 0. The nonlinear terms Nq ,ω,m (q ) becomes significant when these disturbance manifests large amplitudes or if the linear operator is highly sensitive to this forcing. Because the non-linear term depends on q , it is the result of a convolution of all q ω,m , for all (ω, m) modes, as illustrated figure 2.
Sections III.B and III.C consider locally parallel frameworks for 2D incompressible d and axisymmetric compressible shear flows, respectively. These formulations permit Fourier modes in the streamwise direction, and so the linearised model is written as Lq ,α,ω,m , where α is the axial wavenumber of the considered perturbation. This locally parallel flow assumption will then be relaxed in the PSE-4D-Var approach section III.D.
Of interest in this paper is the characterisation of the operator Lq ,ω,m in terms of the response with respect to an external forcing, B f ω,m , playing the role of the nonlinearities Nq ,ω,m (q ). As pictured in figure 3 , we isolate the linearised operator for one frequency-wavenumber combination, and we characterise c Note that the near-field pressure, for instance, presents a downstream decay. 7, 29 d In that case the azimuthal index m is dropped. its response to a forcing. For further consistency, an input matrix B is introduced symbolising that the forcing is restricted to a subspace, spanned by the image of B. It can restrict, for instance, the forcing to act only on the momentum equation. Similarly, an output matrix, H, is introduced to span an output observation space. It will be used explicitly in section III.C for the resolvent analysis and in section III.D for taking data into account in a data-assimilation procedure. In a reduced-order modelling perspective, as represented in figure 3 , the goal is to shrink the space of all possible forcings to only those which will be highly amplified by the flow. Consideration of how the non-linear term in the real jet exploits these mechanisms will be the subject of a later effort.
III. Flow response to external forcing
In this section, we present the mathematical formulations and results of the different methods considered for exploring flow response to external harmonic forcing. The critical-layer concept is first presented (section III.A) in order to highlight and discuss the associated physical mechanisms. The three numerical approaches, schematically represented in figure 4 , are then employed to investigate in detail the input-output behaviour of the three flows considered. The approaches are hierarchised according to the complexity of the flow configurations considered. In the first (section III.B), the direct forcing, we consider a bi-dimensional, incompressible, parallel flow in Cartesian coordinates. We aim to demonstrate by this method the general characteristics of the critical layer in a simple case. After characterising the response to a direct forcing, we consider the optimal forcing and response associated with the flow. In the second approach (section III.C), the resolvent analysis, optimal forcing/response modes are determined in the same incompressible flow. Then, still in a locally parallel framework, an axisymmetric compressible jet flow is studied and its optimal response is compared to measurements. In the third approach (section III.D), PSE-4D-Var, the flow configuration is more realistic (slowly diverging thanks to the PSE formulation) and the method is driven by measurements. The results of this method show which regions in the jet are most sensitive to external forcing. This is particularly interesting as it can provide information regarding the missing piece of existing linear wavepacket models. 
III.A. Critical layer
Critical layers arise in inviscid, locally parallel, shear flows as a mathematical singularity of the linearised Euler equations at points where the phase velocity is equal to the local fluid velocity (c =Ū (y c )). This can be illustrated by considering the Rayleigh equation, here expressed in terms of the stream function φ(x, y, t) = φ(y)e iα(x−ct) ,
Solutions in the neighbourhood of this regular singularity can be investigated by application of the Frobenius method. 13 Two linearly independent solutions of the homogeneous problem, in the vicinity of y c , are shown to have the forms:
where a log-singularity appears in φ B . A subsequent treatment of this logarithmic term 13, 33 reveals a −π phase jump in the solution that causes a discontinuity in the stream function and then in the streamwise velocity along the transversal direction. [13] [14] [15] 33 So, this solution of the homogeneous problem comprises a dip in the transverse profile of the axial fluctuation magnitude: the signature of vortex-like structure.
Alternatively, the singularity can be observed in the linear operator of the system, by considering its response to an external force. In principle, there are two ways to get a large response. 34 The first involves forcing the system at its resonance, which would be equivalent to exciting a jet close to the K-H mode frequency/wave-number combination. In the second case, even for an off-resonance excitation, the underlying linear operator has a set of non-orthogonal eigenfunctions which, when considered in combination, can also produce a large response. This non-normality was discussed by McKeon and Sharma, 19 in the case of turbulent pipe flows, where the role of critical layers was emphasized. Here, we discuss their observations by considering a 2D Cartesian (x, y), incompressible, viscous and parallel flow, forced in the momentum equations, where normal modes allows the equations to be recast in the matrix form,
where
. For high Reynolds numbers Re, the linear operator becomes ill-conditioned at the critical layer, when the convective terms composing the main diagonal tend to zero. Additionally, the presence of ∂Ū ∂y (in off-diagonal terms) clearly highlights that the operator is not self-adjoint. The shear, coupling the velocity components, is a source of non-normality that will become increasingly relevant close to the critical layer. Here, wave-like forces are considered, with the same phase speed and wave-number of the disturbances, illustrated in figure 5 . The responses will be explored numerically in the next sections.
III.B. Direct forcing approach
We consider the situation where the K-H mode is stable, and we investigate the response of a stable mode to external force. The same 2D Cartesian (x, y) system, used above to described the critical layer, is here considered. We fix a positive real value for the streamwise wave number (α = 1.2) and vary the phase velocity (c = 0.1 to 0.9). The harmonic force is applied in different locations. The force is represented by a Dirac delta function e δ(y − y f ). The direct problem can be expressed as
e The Dirac function is numerically approximated by its projection onto the 200 first optimal forcing modes obtained by resolvent analysis. 
with the energy norm defined as
where · * is the transpose-conjugate operation. G is a measure of the maximum response of the linear system to external forcing localised in y and periodic in x and t. Results are considered for two different baseflows profiles (Couette and hyperbolic tangent). For each perturbation phase speed c, there is an associated critical-layer position, and all possible forcing positions y f are considered. Figure 6 shows maps of G. The position where force and critical layer coincide and the position of the inflection point, when it exists, are indicated. It is clear that, although the critical layer is recognised as a sensitive region, when this point coincides with an inflection point, the sensitivity is greater still. Responses u are shown in figure 7 , for the Couette flow and in the hyperbolic tangent, when critical layer and inflection point are apart and coincide. The contours in both cases present the variation of the response with respect to the force position. The same behaviour discussed previously is observed: the maximum response happens at the critical layer and even more so if the critical-layer position coincides with the inflection point. A vortex-like structure and phase jump (not shown here) are observable. For example, a dip can be seen in figure 7(b) around the critical layer position for y ∼ −0.5. 
III.C. Resolvent analysis
We now wish to consider more closely the forcing characteristics. The resolvent analysis provides the optimal forcing and response modes. This method is first presented in section III.C.1. In section III.C.2, we apply the resolvent analysis using the model problem presented in section III.B. Finally, this method is performed in a more realistic jet configuration in section III.C.3.
III.C.1. Formulation of the resolvent analysis
Let the output response H q α,ω,m , where H is an observation operator, be rewritten in terms of the forcing as following
where Rq ,α,ω,m = HL −1 q,α,ω,m B is the resolvent operator. 35 The goal of the analysis is to determine the forcing such that the norm of the associated response is maximised
where the weighted norm f · W is associated with the inner-product (·, W ·) with W a definite positive Hermitian matrix, (·, ·) the Euclidean inner-product and · the Euclidean norm. The maximisation of the Rayleigh quotient (10) can be achieved by means of the following singular value decomposition
where W 1/2 is defined by the Cholesky decomposition
. . , U N ) and V = (V 1 , . . . , V N ) are orthonormal matrices and Σ is a diagonal matrix. We define the optimal forcing modes (OF) as Φ i = W −1/2 V i and the associated optimal response modes (OR) as
Hankel singular values σ i , diagonal elements of Σ sorted in decreasing order, indicate the gains associated with forcing-response mode pairs. We obtain indeed the relationship
f For simplicity, it is consider that the weighted norm is the same in the input and output space. Indeed, the forcing is a non-linear term and the output is the response. The full non-linear sketch figure 2 shows that they lie in the same space.
which shows that the optimal response is that of the optimal forcing amplified by the corresponding Hankel singular value σ i .
III.C.2. Resolvent analysis in 2D incompressible shear layer
Before presenting the results for the jet case, let us compare the solutions for the impulsive forcing with the resolvent of the 2D cases (Couette, hyperbolic tangent). For consistency, the previously defined gain G equation (7) is also used as the resolvent norm. The H and B matrices here are given by,
such that forcing is restricted to the momentum equation, and the energy norm corresponds to the turbulent kinetic energy in an incompressible flow. Figure 8 presents the squared Hankel singular values (energy gain) σ 2 i , in logarithmic scale, from the resolvent of these two cases. This shows the relative importance of each mode pair, and the dominance of the first force/response mode of the orthogonal basis is clear. The u velocity structure variation along the y direction, from a Dirac forcing at the critical layer, is compared, in figure 9 , with the optimal response given by the resolvent. A perfect match between both is not expected, but we note the main features obtained by the impulse response, i.e. the force at the critical layer generating the maximum response and the velocity dip present in the u velocity structure. This indicates that the optimal forcing/response mode pair is associated with a critical layer mechanism.
It can be noted that, even if the forcing responsible for the maximum response happens systematically at the critical layer, the dip in the response of the streamwise velocity u along the y direction is found not to necessarily occur at the critical layer. The mismatch happens when an inflection point is present, but does not coincide with the critical layer.
III.C.3. Resolvent analysis in an axisymmetric, compressible jet
Resolvent analysis was shown in section III.C.2 to identify, in a locally parallel framework, the most amplified forcings and to highlight a critical-layer mechanism. Here, the method is applied in a locally parallel jet configuration and results compared with measurements. As discussed above, the linear wavepackets computed using the homogeneous linearised system closely match the measurement of a M = 0.4 jet up to the end of the potential core, downstream of which the agreement worsens. The resolvent analysis is here used to explore if this discrepancy can be remedied by considering the optimally-forced wavepackets.
In performing the resolvent analysis, we assume the jet flow to be viscous, compressible, isothermal and axisymmetric in a locally parallel setting. The base flow comes from the measurement of a M = 0.4 jet presented in Cavalieri et al. 3 Due to the locally parallel flow assumption, only the axial component of the base-flow velocity is kept and the thermodynamic variables are determined using the Crocco-Busemann relation and the perfect gas law, defining thus the base-flow asq = (Ū , 0,T ,ρ)
T . The viscosityμ is determined using the Sutherland's law. The effect of bulk viscosity is considered as µ B = 0.6µ for air in accordance with Freund.
36 The equations are supplemented with a null Dirichlet boundary condition g in the farfield as was done in several previous works. 39, 40 The full set of equations in cylindrical coordinates under such assumptions is provided in appendix.
The equations are discretised and solved on a Chebyshev grid using a spectral collocation method 41 in the radial direction. To compute the singular value decomposition of the resolvent operator, one should define the matrices B and H, and the norm · W . To define the input-output matrices, we consider that the non-linearities act only on the momentum equation. Moreover, in order to simplify interpretation h , we focus on outputs in the momentum equations also, which leads to the matrices,
In compressible flows, as discussed in Hanifi et al. 39 and Rowley et al. 42 , there exists no unique choice for the norm definition. To obtain a meaningful energy norm, Hanifi et.al. suggested that the contribution of compression work to the total disturbance energy vanish since it is conservative. We follow this definition and define the energy norm as
where γ = 1.4 and the positive definite Hermitian matrix W E will be used to facilitate the computations in the L 2 norm. 43 W is then defined as the upper diagonal block of W E such that
W . In the following, we present the resolvent analysis, for a jet flow of M = 0.4 and Re = 10000. The phase velocity c has been chosen as that predicted by a PSE computation for the same jet. The axisymmetric mode m = 0 is considered, as it is the most acoustically effective, 2, 3 and St = 0.6 is arbitrarily chosen to illustrate the salient features of forced wavepacket behavior.
The resolvent analysis identifies a basis of forcing modes spanning Ker(HL g Applying a non-reflecting boundary condition is more accurate, using asymptotic 37 or characteristic method. 38 Nonetheless, the exponentially decaying modes in a large enough computation domain will generate only negligible reflected waves.
h Numerical tests showed that the results are qualitatively insensitive if the output matrix H is the identity matrix.
first modes as a function of axial position. This figure shows that for all axial positions, the first optimal forcing/response mode pair clearly dominates the full response, similarly to what was observed for the model base-flows in section III.B. This suggests that forced wavepackets may be dominated by the optimal forcingresponse mode pair. Figure 10 (b) shows the radial structure of the four first optimal forcing modes at x/D = 8 and of the associated responses. Beyond the fact that the first optimal response mode dominates by one order of magnitude, the shape of the forcing and the associated response are typical of the critical layer mechanism highlighted section III.B. Indeed, even if the forcing shows a broad shape, its maximum is at the critical layer and the response has one dip and a phase jump (phases are shown in appendix, figure  21 ), sign of a vortex-like structure. The higher modes show several dips and can be interpreted as functions which span the response to less relevant turbulent structures. In what follows we thus consider only the first resolvant mode. The dominance of the first mode is encouraging vis-à-vis an eventual reduced-order model. In figure (11) , we show the power spectral density (PSD) of the axial perturbation velocity obtained by the resolvent analysis compared to time-resolved PIV measurements (TRPIV), solutions of the linearised Euler equations (LEE) from Zhang et al. 4 and PSE computation at two emblematic positions: x/D = 3, which typifies results upstream of end of the potential core, where the homogeneous linear framework matches data nicely, and x/D = 8, typifying results obtained downstream of the potential core where linear theory fails. All positions are shown in appendix figure 20. In the experimental results, upstream of x/D ∼ 5, the first POD mode of the TRPIV data for m = 0 shows that the turbulent jet flow comprises a vortex-like signature in this region. 2 We can also see that, in this region, the linear wavepacket models (PSE and LEE) correctly capture this structure, as these curves collapse with the TRPIV data. This means that the homogeneous linear wavepacket model is able to predict the near-nozzle behaviour of the K-H instability, which presents exponential growth in x. Moreover, the resolvent optimal response modes, though corresponding to a forcedwavepacket scenario, clearly dynamically different from the homogeneous linear wavepackets, also match the measurement upstream of x/D ∼ 5. Here, Lq ,α,ω,m q ω,m = 0 is already respected, and the optimal forcing is also itself approximately a solution of the homogeneous equation. Non-linearities within the turbulent flow also act in this region predominantly by forcing the Kelvin-Helmholtz mode.
However, downstream of the potential core, the homogeneous linear models (PSE or LEE) predict a quitedifferent radial structure, as can be seen at x/D = 8 figure 11 or in (e)-(h) of figure 20. The measurement shows that the flow field in these regions retains a vortex-like structure possessing a local dip around r/D ∼ 0.4 (the dip corresponds to the phase jump of u in the radial direction) which, is not captured by the linear homogeneous wavepacket model. With a non-linear forcing term allowed, the resolvent mode has an optimal response whose radial structure is similar to that of the experimentally educed wavepacket. This is an encouraging indication that the notion of forced linear wavepackets may correspond to what is happening in the flow downstream of the potential core. We note here that the position of the dip doesn't always correspond exactly with experimental results. This position is highly sensitive to the perturbation phase velocity c, which fixes the critical layer position, where the optimal forcing is systematically maximum. Note that the phase velocity chosen for resolvent analysis comes from linear PSE, which does not match experiments in the downstream region. The forced wavepacket, which we assume to be present in experiments, can have a phase velocity slightly different from the unforced wavepacket, explaining the observed discrepancies. This point has to be verified in further studies. The above results can be presented in a more compact manner. We can compare TRPIV, PSE and OR of RA by defining a metric β, (taken here between PSE and RA for example)
where r b and r t are the integration range for each variable. For the axisymmetric mode considered here, u and v are involved in the calculation. The results of the absolute values of β (|β|) between TRPIV and PSE, TRPIV and OR and PSE and OR are shown figure 12. When two quantities have similar radial structure, the value of |β| is high, and vice-versa.
In the panel (a) of figure (12), we see that PSE matches the experimental data well before the end of the potential core, especially for St = 0.3 ∼ 0.9. This result has been noted in Cavalieri et al., 3 for example. For the correlation between TRPIV and OR, we see in panel (b) that even though OR is not matching the measurement as well as PSE before the potential core (due to the aforesaid sensitivity to the precise value of the phase velocity used to compute OR), downstream of the potential core, the agreement of OR with TRPIV is higher than that of PSE. This result has already been inferred and discussed from the figure 11 above, but figure 12 is a useful means by which to compact the comparisons for all frequencies and axial positions into a single graphic. Finally, |β| between PSE and RA is shown in panel (c), from which we can see that the correlation between these two models is good before the end of the potential core for all St, except around x/D = 1, where the agreement is worse. Figure 13 (a) shows a map i of the optimal forcing mode Φ 1 , whose norm is fixed to one. The optimal forcing diligently follows the critical layer. The associated response σ 1 Ψ 1 is shown figure 13(b) . The response also follows the critical layer and we note that in general the dip is found to be located between the critical layer and the inflection point. A maximum response appears at x/D = 3, which is consistent with the peak at the same position of the optimal energy gain figure 10(a) .
To summarise, the first optimal forcing mode dominates the higher order ones and shows a maximum at the critical layer for all axial positions. The response seems to be consistent with the flow behavior downstream of the potential core, supporting the idea that a forced wavepacket model may be what is needed to describe features present in the jet downstream of the potential core. Finally a spot of high i We have to keep in mind that this map comes from study performed in a locally parallel flow assumption. It shouldn't be interpreted as figure 16 taking into account the convective behavior of the flow. sensitivity to forcing is found upstream the potential core at x/D = 3 for St = 0.6. Because of the locally parallel assumption of the resolvent analysis, conclusions about relationships between different axial positions due to the convective nature of the flow can be hard to draw. In section III.D, we will complement the study with a more global approach, the PSE-4D-Var.
III.D. PSE-4D-Var
In this section we drop the parallel-flow assumption and consider a slowly diverging jet using the parabolised stability equations. We here explore the missing pieces of the linear model using a data-driven approach, 4D-Var. We use a specific variant of this, called weak constraint variational data assimilation. 44 This estimation problem is formulated as an optimisation problem, where we authorise j modifications of an "external" forcing considered as modelling uncertainties. The "external" forcing can be interpreted as a non-linear term, not taken into account by the linear model, and which we would like to identify. Thus, we are searching, via an inverse problem, the minimum forcing, interpreted as the effect of non-linearities, necessary to match measurements. In what follows, for the sake of simplicity, we do not solve the entire minimisation problem, but restrict ourselves to determining the sensitivity of the linear PSE solution with respect to an external forcing introduced in order to coax that solution towards the experimental data.
III.D.1. Problem formulation
The parabolised stability equations 45 allow instability wave evolution over a slowly varying base flow to be modeled. The formulation used here is similar to that used in previous work.
3, 28, 37 The assumption of a slowly varying base-flow allows 46 us to decompose the perturbation associated with the mode (ω, m) into slowly and rapidly varying (wavelike) parts,
q(x, r) is the slowly varying part and e α(ξ) dξ is the wavelike part. The (ω, m) index is dropped for compactness. We introduce the decomposition (18) into the compressible Navier-Stokes equations. The non-linear terms are then neglected assuming small perturbations, and the first axial derivatives of α and the second axial derivatives of q are neglected assuming a slow variation of these variables. We obtain thus an equation of the form
where the matrix A contains discrete radial derivatives. The domain x/D = [0, L], r/D = [0, ∞] is discretised using N x points in the axial direction and N r Chebyshev collocation points in the radial direction. Details of derivation of the PSE for compressible flow in cylindrical coordinates are given in Sasaki. 28 Decomposition (18) is a priori not unique because of the presence of the x variable in q(x, r) as well in α(x) and because no evolution equation is given for α. In order to overcome this ambiguity, a normalisation constraint is added (see Herbert 45 ) such that the exponential dependence (real and imaginary) is absorbed by the wavelike term e 
Starting with (q 0 , α 0 ), often taken as the Kelvin-Helmoltz mode, solution of the linear stability equations, q(x, r), can be obtained by integrating equation (19) in space using an implicit Euler scheme, with iterations in α such that the constraint (20) is respected. 37 The linear PSE procedure allows wavepackets for each frequency-azimuthal mode pair to be propagated independently.
In the 4D-Var under weak dynamical constraint, we would like the solution, q(x, r), to follow the observations, and we consider that this solution respects the model -here the linear PSE -only in a weak sense. In order to relax this constraint, we introduce a forcing term f , interpreted as the effect of non linearities, as discussed in section II. Combining the nonlinear forcing with equations (19) and (20) , the forced parabolised j Usually, we also authorize modifications of the initial condition because it is a sensitive parameter, but this ability of the method is not exploited in this paper. stability equations can be written as
where W r is the discrete weight matrix associated with the inner-product (·, ·) r . Note here that we implicitly enforce the shape of the forcing of the wavepacket as
and we can define a forcing in physical space as
This means that because a harmonic framework is used, the optimal forcing is constrained to have a wavepacket shape. This shape is indeed able to act efficiently on the instability wave because a forcing whose wavenumber matches that of the wavepacket should lead to the most significant dynamic effects. In principle, f could come, for instance, from a non-linear PSE computation taking account of a reduced number of wave-wave interactions. In the present study all possible non-linear interactions are potentially considered via the inverse problem. The objective of 4D-Var is to seek f minimising
where H(q, α) is an observation operator k allowing passage from the state space to the observation space. Y are associated observations, i.e. experimental measurements. We choose here:
where Q is a rectangular matrix of zeros and ones. Similarly to the output matrix H, equation (14) , each line of Q contains a "one" which selects the components and the radial positions which are observed, here the axial and radial velocity for the positions where there are available TRPIV results. q L , α L and Y L refer to the values of the variables or parameters at x/D = L. Indeed, we penalise the terminal condition in order to avoid transient behavior at the end of the domain of the adjoint equation, presented later. The norms · Wo , · W T and · W f are respectively associated with the inner-products (Q * ·, Q * W o ·) r , (Q * ·, Q * W T ·) r and (·, W f ·) r . The weight matrices W o , W T and W f allow different degrees of confidence to be specified in the observations or in the PSE model. Finally, we define, for any M ∈ R NcNr×NcNr , the adjoint matrix
III.D.2. Optimality system
The minimisation problem exposed in section III.D.1 is a constrained optimisation problem. It consists in minimising (24) under the constraint (21) . This problem is usually solved using a quasi-Newton algorithm, which requires the gradient of the cost functional J with respect to the control parameter f . Because the control parameter space is of large dimension, we use an adjoint method, where the gradient of the cost functional J is determined by the integration of an adjoint equation. 47 The direct and adjoint systems are then solved iteratively until convergence to the optimal solution.
The adjoint PSE can be determined in different ways. The first consists in "parabolising" the adjoint linearised Euler equations as done by Dobrinsky 48 for a receptivity problem. The second is to directly derive the adjoint PSE as in Pralits et al. 49 for a sensitivity analysis or as in Pralits et al. 50 and Airiau et al. 51 for flow control. For reasons of consistency between PSE and adjoint PSE, the latter method has been chosen. k The observation operator H(q, α) is related to the output matrix H, introduced section II because both define the output space. Here, it is simply generalized to a non-linear operator.
In order to derive the adjoint equation, we introduce additional variables λ and ζ, called Lagrange multipliers, whose role is to enforce the constraint (21) . We then transform the constrained optimisation problem to an unconstrained optimisation problem, defining the Lagrangian
The derivation of the Lagrangian with respect to each variable is detailed in the appendix and leads to the following optimality system.
Adjoint system:
RHS 1 , RHS 2 and RHS 3 are expressed in the appendix and depend on the definition of the cost functional (24).
Optimality condition:
The minimisation problem can be solved iteratively 52 in a computationally efficient manner using this optimality system. Once the direct system (29) is solved, (q, α) are known and one can integrate the adjoint system (30) backwards in space to obtain (λ, ζ), and finally obtain the gradient ∂J ∂f using the optimality condition (31) . Using a quasi-Newton algorithm, f can be updated and a new iteration can begin. The procedure stops when convergence is reached, giving access to the optimal forcing f . We would like to avoid issues of interpretation associated with the numerical minimisation procedure and the definition of the cost functional, especially due to the choice of the penalty terms. That is why, in the scope of this paper, we restrict the study to a sensitivity analysis. We explore the effect of a small forcing of the PSE and which improves the model with respect to the observations. However, the gradient of the cost functional J with respect to the wavepacket forcing f ω,m can be ambiguous to define and to interpret because of the scale separation assumption (18) . We choose therefore to define the forcing which will be used at the second iteration step of the optimisation problem. Considering a Newton-like gradient algorithm, the (n + 1) th forcing term is found using the following rule
where the relaxation parameter γ (n) is found using a line-search algorithm. 53 Because we consider the first iteration, f
(1) = 0, and a step sufficiently small such that α varies sufficiently slightly, we have the forcing in physical space expressed as f (2) ω,m ≈ −γ (1) ∂J ∂f (1) 
We define then the following variable
which represents the direction of the small forcing of the linear PSE, expressed in physical space, and which will improve the cost functional. This infinitesimal forcing, defined up to a constant, will be referred to henceforth as the forcing sensitivity of the cost functional J . An infinitesimal response δ q ω,m can be defined as well. Let q 
III.D.3. Results
Sensitivity of the error of PSE with respect to an external forcing is here explored for the M = 0.4 round jet presented in Cavalieri et al., 3 the same used for the resolvent analysis in section III.C. The axisymmetric wavepacket (m = 0) at St = 0.6 is used in this section as an example to explore salient traits of the problem. The observations considered are power spectral density of the axial and radial components of the TRPIV measurements radially filtered by POD. 3 The observation of the axial component at the centerline, u r=0 , is compared in figure 14(a) with the values predicted by PSE. It shows the good agreement of the growth of the instability wave, until this wave becomes neutrally stable at around x/D ∼ 5 and then begins to decay, while experiments show an increase after the end of the potential core. Figure 14(b) shows the real and imaginary part of the local wavenumber α predicted by PSE. figure 15(a) ) and PSE ( figure 15(c) ), we note that PSE has higher values around (x/D = 5, r/D = 0.25) than the experiments. The experiments, on the other hand, have a big increase of axial fluctuating kinetic energy around the centerline at x/D = 8, while PSE decays. These differences are clearly visible in the error map figure 16(a) . Moreover, this error map shows that, downstream of the potential core, an error follows the critical layer until the end of the domain.
Superimposed on the error in figure 16(a) is the forcing |δ f ω,m | 2 , the position of the critical layer (where Real(c) = U ) and the position of the inflection point of the mean profile. Associated with these errors, two spots of high sensitivity to forcing can be observed. Both are upstream of locations of disagreement between linear PSE and experiments. The first, denoted S 1 , peaks around (x/D = 3, r/D = 0.45), comprises a wide spatial shape and seems to follow the critical layer. The second, denoted S 2 , is located near the centerline The high sensitivity at S 1 is also predicted by the locally-parallel resolvent analysis of section III.C.3 and so it is interesting to see that the 4D-Var also identifies this region, in the context of slowly varying mean flow, as one to exploit in order to match measurements.
In order to further characterise the forcing, the radial structures of the 4D-Var forcing are compared with the optimal forcing modes of the resolvent analysis (section III.C), at x/D = 3 in figure 17(a) and at x/D = 8 in figure 17(b) . The first location is near the maximum of the most upstream forcing spot S 1 . The second is more characteristic of structures downstream of the potential core. At x/D = 3, the 4D-Var forcing has a wide shape, similar to that of the first optimal forcing mode. The maximum is located at the critical layer and the associated OR shape corresponds qualitatively to the responses of the model problem of section III.C.2. At this point, we can postulate that the spot of sensitivity S 1 figure 16(a) is associated with a critical layer mechanism. At x/D = 8, the forcing of 4D-Var is three orders of magnitude weaker and shows a less clear behavior. The global shape roughly follows that of the first optimal forcing mode and has two "bumps": one around the critical layer and one near the centerline.
Let us focus on the sensitivity S 1 that peaks at x/D = 3. To understand this sensitivity, it can be noted that this axial position is the one where the wavepacket growth rate −Im(α) becomes small (see figure  14(b) ), such that the phase speed is nearly real and a critical layer is present. Similar computations have been performed for different Strouhal numbers, and the position of the maximum value of the forcing sensitivity is reported in figure 18 , compared with the axial position where the wavepacket is neutrally stable, i.e. where −Im(α) = 0. The maximum of sensitivity appears systematically just upstream the neutral position and follows the same trend. For a given profile, the maximum sensitivity is expected for a neutral wave. Here, the profile changes with axial position due to the jet divergence. Moving in the upstream direction, the S 1 Figure 16 . Superposition of the observation error (H(q, α) − Y) 2 (gray level and thin dotted isocontours) and the forcing sensitivity |δ fω,m| 2 (thin solid isocontours). Dashed lines correspond also with the forcing sensitivity |δ fω,m| 2 , but isocontours are ten times closer from each other in order see the smaller "spot" S2. The axial component is considered. The critical layer position (thick solid line) and the inflection point position (thick dashed line) are also reported on these graphs. In figure 16(b) , the final axial position xmax is chosen such that the errors near x/D = 8 around the centerline are not observed. As a consequence, the near-centerline forcing S2 disappears. profile becomes steeper and the critical layer and the inflection point become closer. This may explain, in accordance with section III.B, why the maximum sensitivity appears upstream of the neutral position. In order to obtain a more global sense of the relationship between forcing and response, the forcing sensitivity is superimposed, in figure 19 , on the associated response δ q ω,m (Real(δ q This response is consistent with the errors figure 16 (a) that are strong around x/D ∼ 5 − 6 with a slight error following the critical layer. The fact that the forcing sensitivity appears upstream of the associated error is due to an effect of the convective nature of the jet.
To summarise, the PSE-4D-Var reveals that a high sensitivity to forcing around x/D = 3 promotes the generation of convected perturbations that decrease the error between PSE and experiment at the end of the potential core. This mechanism is consistent with the locally parallel results and is believed to be associated with the critical layer. Downstream of the potential core, results suggests that an Orr mechanism may be active around the critical layer, tilting the structures and generating a growth and decay of the power spectral density of the radial velocity. The results suggest that non-linearities may act on wavepackets via this mechanism, with significant effects in the downstream region. The high increase of error near the centerline around x/D = 8 is for the moment not fully understood. To prevent this error, 4D-Var finds a small additional forcing located at the end of the potential core around the centerline, but with a weak sensitivity.
IV. Conclusion
In the present study, the effect of nonlinearities on wavepackets in jets has been considered. First, representation of the non-linear term as a harmonic "external" forcing acting on the linearised operator is found to be a useful way to generalise the standard linear wavepacket models. The response of such l The distance of grow and decay in consistent with the distance necessary to tilt the advected perturbation predicted in Jiménez. 54 Indeed, assuming a constant shear and advection velocity chosen where the maximum of |δ q v ω,m | 2 is reached, the predicted distance (based on figure 3 in 54 ) is ∆x/D ∼ 2.8, where PSE has ∆x/D ∼ 3. models to forcing has been computed and compared with experimental data. Forced-wavepacket signatures are confirmed downstream of the potential core, where linear models fail. The sensitivity of the linear operator is systematically maximum at the critical layer, which seems to play a central role. The optimum forcing mode, predicted by a locally parallel resolvent analysis, dominates the input-output behaviour of the linearised operator and shows traits typical of a critical layer mechanism. A maximum sensitivity around x/D = 3, upstream of the potential core is predicted by the locally parallel resolvent analysis and this is confirmed by a sensitivity analysis performed using PSE. PSE furthermore shows the effect of the convection of the response in the axial direction. One large error spot between homogeneous linear PSE and measurements downstream of the potential core has been associated with this highly sensitive zone (around x/D = 3). Results suggest that the response to the forcing may be driven around the critical layer by an Orr-like mechanism. So the critical layer appears to play a central role in the forced-wavepacket scenario considered, acting in two ways. The first involves providing a high sensitivity for non-linear forcing. The second, predicted by PSE, is manifest in the tilting of perturbations. A physical explanation is that the position where the perturbation phase velocity coincides the mean flow velocity is the position where this perturbation may be transported and deformed by the shear. Both effects are due to a high non-normality of the linearised operator.
From a reduced-order modelling point of view, the optimal-forcing modes, identified in a locally parallel framework, are good candidates for the modelling of non-linearities. The optimal response mode dominates, suggesting that single-mode representations might be sufficient for modelling purposes. Before building a non-linear autonomous model, however, the following question must be answered: how do non-linearities in the jet project onto these modes? This complementary question is central for identification of the essential features necessary to predict non-linear wavepacket dynamics. It will allow the generation of a balanced basis of non-linear structures, which are both present in the jet and highly amplified by the linearised operator.
Finally, for the problem of sound radiation, the coherence decay would appear to be a key variable to match, 5 if wavepacket jitter 24 and quantitatively accurate sound predictions are to be obtained. Because a harmonic analysis has been considered, a perfectly coherent forcing is obtained by PSE-4D-Var and resolvent analyses. Additional post-processing will be considered in further work, in the spirit Baqui et al., 6 to exploit the optimal solution for acoustic prediction.
Complementary results of the Resolvent analysis
In this appendix, a complete view of the resolvent analysis is given. Figure 20 compares for a range of axial positions x = [2 − 9] the power spectral density of the axial velocity fluctuation measured by TRPIV, predicted by PSE and of the optimal response modes. The corresponding phases are showed figure 21.
As mentioned in the text, PSE and LEE begin to get away from measurements at x/D = 5, while optimal response continue to have a dip close to the experimental one. The optimal forcing has systematically a maximum at the critical layer. The phase jump, shown in figure 21 , is systematically a π jump, sign of a vortex-like structure. Experiments and PSE predict a smooth change of the phase, while resolvent analysis predicts a sharp jump.
Derivation of gradient of PSE-4D-Var
In order to obtain the optimality system (29), (30) and (31), we have to derive the Lagrangian (26)- (28) with respect to each variable. We note ∇ φ L the gradient of L respect to a variable φ, defined such that for any variation δφ, we have
The inner product (·, ·) φ is the inner product in the space where φ lies. For the PSE, we define three different inner products:
Directional derivative in the directions δλ and δζ
Using the definition (39), we obtain
This set of equations means that when the minimum is reached, the constraints (21) are respected. Indeed, at the minimum we have ∇ λ L = ∇ ζ L = 0 for each δλ, and δζ. The direct system (29) is then a part of the optimality system. As a consequence, when the minimum is reached, we also have J = L.
Directional derivative in the directions δq
Because the derivation is long, we will treat the different terms (26) to (28) separately.
Term (26): where Dq = diag(q).
Term (27):
(∇ q L, δq) (27) xr = − Real 
Details of calculation of the adjoint of the cumulative integral are present later in the appendix. We finally have If this is true for any δq and δα, and (51) is respected for any δw, then we get the adjoint system (30) with
with Dq = diag(q).
Adjoint of a cumulative integral
In this section, the adjoint of a cumulative integral is detailed. Let the following term be 
