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VR E S U M O
Uma cota superior, bem como uma inferior, so­
bre a probabilidade de erro para o problema do reconhecimento de 
modelos ê obtida em termos da entropia paramétrica generalizada, 
também chamada entropia de ordem a e grau B. A avaliação da . cota 
superior requer o conhecimento da probabilidade "a priori" de fun­
ções densidade de probabilidade condicional. Também foi provado 
que as cotas aqui obtidas são mais precisas que as anteriormente 
conhecidas. Os casos particulares são a entropia quadrática, cota 
de Chernoff, distância Bayesiana, etc...; a cota inferior obtida e 
análoga â cota. de Fano.
Também foram estudadas algumas propriedades no 
vas da entropia paramétrica generalizada.
vi
A B S T R A C T
An upper as well as lower bound on probability 
of error for the general pattern recognition problem is obtained 
in terms of the generalized parametric entropy called entropy of 
order a and degree 0. Evaluation of the upper bound requires the 
knowledge of prior probabilities of the class-conditional probabi 
lity density functions. It has also been proved that the bounds 
studied here are sharper than the previously known bounds. The par 
ticular cases are the quadratic entropy, Chernoff's bound Bayesian 
distance, while the lower bound is analogue to Fano's bound. Some 
new properties of the generalized parametric entropy have also
been studied.
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INTRODUÇÃO
Nos últimos anos foram desenvolvidas e estuda 
das extensivamente diversas medidas de informação (entropias), 
tais como a entropia de Shannon [20] e as entropias de ordem a, 
grau 3, gama generalizada, entropia de ordem a e grau 3» introdu­
zidas por Renyi [18], Havdra e Charvat [12] e Daroczy [6], Arimo­
to [2], Sharma e Mittal [2l] respectivamente. Algumas aplicações 
destas medidas se encontram no reconhecimento de modelos,"estati£ 
tica e teoria da codificação.
Neste trabalho estudaremos a entropia introdu 
zida por Sharma e Mittal a qual chamaremos de entropia paramétri­
ca generalizada (ou entropia de ordem a e grau 8), apresentaremos 
algumas propriedades algébricas e analíticas interessantes désta 
medida, daremos cotas superiores e inferiores sobre a probabili­
dade de erro para um modelo de decisão bayesiano usando a entro­
pia condicional paramétrica generalizada, sendo que a cota infe­
rior obtida é uma generalização da cota de Fano.
1C A P Í T U L O  I
Neste capítulo apresentaremos as notações e 
definições usadas no desenvolvimento deste estudo e resumiremos 
os resultados principais obtidos.
1.1. Notações
No desenvolvimento deste trabalho serão usa­
das as seguintes notações:
. An o conjunto das distribuições completas
de n-probabilidades-
n
An -  ^^  ^P^-1 s P^^Oj 'V'i = l3***5n} (1.1)
. A° .o conjunto das distribuiçõés completas
de n-probabilidades todas não nulas.
n 1
An = {P=(P1S. • • ,Pn )/.J: P± = l, Pi>0, ^  = 1,. . ,n) (1.2)
. P° o vetor de n-probabilidades todas iguais.
P° = I-, (1.3)
\ n n n /
. P1 o vetor de n-probabilidades, no qual a 
i-êsima componente ê 1 e as demais são nulas.
P1 = (0,0,. . . ,0,1,0,___ ,0) (1.4)
. pM a maior componente do vetor P=(plSp2 »■... ,Pn> 
PM =Iíiax íp1 ,p2 , • • , ,Pn } , para P e An (1.5)
. log indicara o logaritmo na base 2.
. £n indicara o logaritmo na base e.
Para as definições que se seguem consideraremos 
X=(x^,...,x ) uma variável aleatória discreta com uma distribuição 
de probabilidade P=(p1 ,...,pn ), onde p^=p(x^) e P e A .
1.2. Entropia de Shannon
Entropia como uma medida de informação, tem .um 
papel chave na Teoria de Informação. 0 primeiro conceito de medida 
de incerteza foi introduzido por Shannon em 1948 [20] , o qual pas_ 
sou a ser denominado de entropia de Shannon e ê definida por:
n
H(X) = H(P) = H(p1#...,p )) = - Z p. log p. (1.6)
i = l 1 1
1.3. Entropia de Ordem q
*
Uma generalizaçao da entropia de Shannon foi a 
presentada em 1961 por Renyi [l8], [l9] e denominada entropia de 
ordem q. Propriedades conhecidas desta entropia e sua caracteriza­
ção foram recentemente estudadas por Azél e Darõczy [l].
A entropia de ordem q (ou entropia de Renyi) é
definida por:
Ha (X)=H/>(P)=H„C(p1 . ,pJ)=-A_ loga a ^1 n 1-a
n
I p 
i = l
a
a<0 , ajil (1.7)
Quando ot •+■ 1, a entropia de ordem a reduz-se a entropia de Shannon, 
isto ê,
aíí H0 (X) = p. log p.
1.4. Entropia de Grau 3
Havdra e Charvat (1967) [l2] e Darõczy (1970) 
[6], introduziram o conceito de entropia de grau 8, que é defini­
da por:
H3(X)=H3 (P)=He ((P l ,...,pn ))=(21"3-l)~1
n
Z p.-l 
i = l
, ß>o,ß?a (1.8)
Novamente temos a entropia de Shannon como o
ißlimite de HP (X), quando 3 1.
As propriedades e caracterização desta entro­
pia foram estudadas por Taneja [22] , [23], Aczêl e Daroczy [l] e 
Mathie e Rathie [l7].
1.5. Entropia Gama Generalizada
Arimoto (1971) [2], amplia a definição de en-
tropia coribideraudo-a c o j u o  o ínfimo de uma forma especial de "im-
precisão".
4DEFINIÇÃO: Seja f(x) uma função escalar com valores reais, defini 
da e não-negativa em (0,l], com derivadas contínuas em 
(0,l] e tal que f(l)=0. Definimos funções de entropia 
generalizadas como
n
(1.9)
onde a operação inf é tomada sobre todas as distribuições de pro­
babilidade p = (p ,p2 , ... ,pn ) e A .
Arimoto considerou o seguinte exemplo:
Então segue que
i _ l-'Y
fY (x ) = ---- ----- , y i 1, Y > 0
1-Y
f1 (x) ín x = lir? fY (x) 
Y-+-1
n
Y
H (P) = inf z p. fY(p.) = 
~ i=l 1 1
1 -
n
z pí-/Y 
i=l 1
Y
1-Y
para y ^Ij Y>0
n
■ E p . -ín p . , para y = 1
i = l
(1.10)
( 1 . 11)
(1.12)
Esta entropia e chamada entropia gama generalizada (ou entropia 
de Arimoto).
5Propriedades importantes da entropia (1.11) 
foram estudadas por Boekee e Van Der Lubbe [4].
1.6. Entropia Paramétrica Generalizada
A parte original do nosso trabalho será basi­
camente desenvolvida para uma entropia introduzida por Sharma e 
Mittal (1975) |2l|, denominada entropia paramétrica generalizada 
ou também chamada entropia de ordem a e grau 3 5 a. qual é definida 
por:
3-1
, (1.13)H3 (X)=H3 (P)=H3 ((P l ..,p ))=(21 3-l)-1
n r* a 1 "a a n
n a-1
( £ p“ ) -1 
i = l 1
a , 3 > 0 ; a,3^1
CASOS PARTICULARES
(i) Tomando a=3 em (1.13) obtemos
H3 (P)=(21_3-1) 1
n
3
a qual é a entropia de grau 3-
(ii) Tomando 2-3= — = y em (1,13) obtemos
£
Y
H(P) = (2Y_J--1)
n -I y 
( E pt' r ) -1
i = l 1
a qual é a entropia gama generalizada.
6(iii) No caso 3 -*■ 1 j a entropia paramétrica generalizada reduz-se 
simplesmente â entropia de ordem a
H CP) = -i- log
1-a
n
v a. E, Pi i = l
(iv) Teremos a entropia de Shannon quando 8 -*■ 1 e a 1
n
H(P) = - £ p. log p. .
i = l 1 1
1.7. Regra da Decisão e Probabilidade de Erro no Reconhecimento de 
Modelos
Consideremos o problema da teoria da decisão, 
de classificar uma observação X como vinda de uma de n possíveis 
classes (hipóteses) C=(c1,... ,Cn). Denotemos P^=P {C=c^}, i=l,2,. . . ,n 
"a priori" probabilidade das classes e denotemos f^(x),f^(x),...
...,f (x) a função densidade condicional dada a verdadeira classe 
ou hipótese, isto ê, f^(x)=Pr(X=x/C=c^}, i=l,2,...,n. Suponhamos 
que f^(x) são completamente conhecidas. Dada qualquer Observação 
X=x, podemos calcular "a posteriori" probabilidade condicional de 
C pela regra de Bayes.
P. f-(x)
P ( C j / x ) = P ri{C = Cj /X = x} = ---J------- , j -1, . . . ,n
£ P. f.(x)
Ê bem conhecido [9] (Ferguson (1967)) que a 
regra de decisão que minimiza a probabilidade de erro é a regra 
de decisão de Bayes a qual escolhe a hipótese com a maior probabi_
7lidade posterior. Usando esta regra, a probabilidade de erro para 
um dado X=x ê expressa por:
P(e/x) -1- maxfPCc^/x),P(c9/x),... ,P(c^/x)}
n
Antes de observar X, a probabilidade de erro 
P(e) associada à X e definida como a probabilidade de erro espera 
da apôs observá-lo, isto e,
P(e)=E,
(i) Em [13], [lO], [14], são obtidas cotas superiores sobre a 
probabilidade de erro em termos de entropia de Shannon
P(e) $ - I,
2
onde I e a expectativa dada por:
(1.14)
I = Ex H(C/x) (1.15)
H(C/x) e a bem conhecida entropia condicional de Shanrjon de C da­
do X=x e é dada por:
n
H (C/x) = - Z P(c./x) log P(c./x) (1.16)
i = l 1 1
A cota em (1.14) é baseada na seguipte desi­
gualdade :
n
(1,17)
onde pM = max {P;L, . . . »Pn > e P= (p1 , . . . ,pn ) £ An
n
sendo An ={P = (p., , . . . ,Pri) | pn. 0 , Z pn. = 1}n i = l
o conjunto de todas as distribuições completas de n-probabilidades.
(ii) Em [3], uma cota superior sobre a probabilidade de erro foi
obtida em termos de entropia de Renyi (entropia de ordem a) 
e ê dada por:
P(e) < i l , (1.18)
onde I = E 
a ^
H (.C/x) 
a (1.19)
H (C/x) = -i- log
a 1-a
n
E P (c ./x) 
i -1 1
a , a > 0, a?^ l (1.20)
A cota (1.18) é mais prõxima da igualdade que
(1.14) desde que é uma função decrescente de a . Se assumirmos
que P(e/x) ^ — então ê obtida uma cota mais geral dada por:
2
P(e) <: — I para todo a > 0 
2 ot
( 1 . 21)
enquanto que para o caso de uma distribuição completa de duas pro 
babilidades temos
9Foi também obtida uma cota inferior sobre a 
probabilidade de erro em em termos de entropia de ordem a [3] a 
qual é análoga a cota de Fano.
Os resultados ligados com a entropia gama ge­
neralizada e probabilidade de erro foram estudados por Arimoto [2j 
e Taneja [26] .
Os resultados acima, concernentes â entropia 
de ordem ot serão discutidos em detalhes no capítulo II. Enquanto 
que no capítulo III estudaremos algumas das novas propriedades da 
entropia paramétrica generalizada (ou entropia de ordem a e grau 
8) caracterizada por Sharma e Mittal [2l]. Uma cota superior bem 
como uma cota inferior sobre a probabilidade de erro para o pro-* 
blema do reconhecimento de modelos é obtido em termos da medida 
paramétrica generalizada.
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C A P Í T U L O  I I
ENTROPIA DE ORDEM a E A PROBABILIDADE DE ERRO
Neste capítulo vamos estudar a entropia de or 
dem a introduzindo algumas novas propriedades, determinaremos co­
tas superiores e inferiores sobre a probabilidade de erro em ter­
mos da entropia condicional de ordem a e daremos uma generaliza­
ção da Cota de Fano.
§2.1 - Propriedades da Entropia de Ordem q
A entropia de ordem a (ou entropia de Renyi) 
[ 18] , [19] •, já definida no capítulo I ê dada por:
H (P) = log
a 1-a
a ( 2 . 1 )
n
para todo P e An onde Ar = {P= (p1 , . . . ,p ) ; p^O ;  £ pi = l}
i = l
e o conjunto de todas as distribuições completas de n-probabilidades. 
Observação: 0 conjunto de todas as distribuições completas de n-pro
bdbj-1 idades uao nulas sera denotado por:
n
A° = {P=(p13... ,p ) ; p • > 0 ; t p.=l}
i = l
11
Os seguintes dois lemas foram provados em
[ 18] .
LEMA 2.1 - H (P) e uma função contínua e decrescente de ct'
LEMA 2.2 - H (P) = log n, para todo P e A • (2.2) --------  o ° n
H (P°) = - log — , para todo a > 0 (2.3)
a n
H (P1) = 0 , para todo a > 0, i = l ,2 ,. . . ,n (2.*4)
lim pj (p)=pj (p)=-iog pM , para todo P t A (2.5)
a-»-00 a 00 & M ’ ^ n
LEMA 2.3 - Seja p^ = max {p^,...,p }, a > 0, a i 1 e
P e A , então: n ’
Ha d-P„.PM ) « Ho (P) (2.6)
PROVA - Seja P e A -----  J n
Sem perda de generalidade ppdemos supor P^=Pn s onde
PM ~ ÍP]_» • • • >Pn }
19 Caso: 0 < a < 1
Sabemos que.:
Z p? ^ ( Z p. )“ , a < '1 (2.7)
i=l 1 i=l 1
12
então:
n n-l n-l
V r\ —  ^ I - / « \E p . - S p . + p £ ( z p . )
i-l 1 i=l 1 n i=i 1
a a>n
a ( 2 . 8 )
Desde que log é uma função crescente temos que:
n
-
log .Z Pi i = ! 1_
log ( PM ) PM
Multiplicando a desigualdade acima pelo fator positivo , pois
1-a
0 < a < 1 obtemos:
n *i
-
log
J i  Pij
>, log
1-a
/ -i \ a , a 
PM +  PM
ou seja:
H^(l e 5 0 < a < 1.
2? Caso: a > 1,
neste caso as desigualdades (2.7), (2.8) e (2.9) ficam
invertidas; desde que para a > 1,  ^- ê u m 'fator negativo obtemos
1-a
novamente a desigualdade desejada e assim completamos a demonstra 
ção do lema.
TEOREMA 2.1 - Seja P e A , então:-------------  -> n 5
a) H (P) e uma função estritamente côncava com a *
com respeito â P, para todo 0 < a ^ 1.
13
b) Para o caso n = 2, H (P) é estritamente côn-
a
cava com respeito â P, para 0 < a 2.
c) Para todo a > 1, existe um n ' > 2 tal que 
H (P) não é côncava nem convexa com respei_ 
to â P, para todo n > n'.
d) Para todo a > 2 e n ^ 2 , H  (P) não é cônca
a —
va nem convexa, com respeito â P,
PROVA:
a) 0 < g $ 1, n  ^ 2
Para a=l, H (P) ê a entropia de Shannon, 
que e bem conhecido ser estritamente côncava.
Suponhamos então 0 < a < 1:
Sejam P e Q e An , P ? * Q , e  seja X um nume-
• OL -ro tal que 0 ^ X 4 1. Visto que w(x)=x e uma funçao estritamente 
côncava com respeito ã x, para 0 < a <1, temos:
(APi + (1-A)qi)a > Ap“ + (l-A)q“ , i=l,2,...,n
portanto:
n n n n
Z (Ap.+(1-A)q.)“ > Z (Ap?+(1-A)q.)=A Z p?+(l-X)- Z q? 
:=i 1 1 i=i 1 1 i=i 1 i=i 1
Desde que log ê uma função estritamente crescente obtemos:
14
log
n
Z (Ap.+(1-A)q.) 
i = l 1 1
a >log
n n
A Z  pj + (1-À) Z q? 
i=l i=l
n n
> A log Z p?
_i = l \
+ (l-A)log
i = l
( 2 . 10 )
sendo que a relação (2.10) deve-se ao fato de log ser uma função 
côncava; assim, multiplicando ambos os lados da desigualdade aci­
ma, pelo valor positivo — —  (0 < a < 1), obtemos:
1-a
1-OJ
log
n
Z (Ap•+(1-A)q .)
i = l 1
a >_L.log Z p?+ log Z q? , (2.11)
1-a i = l 1-a i=l 1
ou seja:
H (AP + (1-AQ) > AH (P)+(1-A)H (Q) a a a
e isto demonstra (a).
b ) l < q ^ 2 ;  n = 2 
Sabemos que:
H (p,l-p) = log(pa+(l-p)a ), p e [0,1]
1-a
Portanto a primeira derivada de H (p,l-p) ê dada por:
j tt / T \ -i a 1 / -L ^a 1 a-1 ,, v a—1aH (p,l-p) 1 a p -a(l-p) a p -(1-p)
1-a (ln 2)(pa+(l-p)a ) U n  2)(l-a) (pa+(l-p)a )
15
fazendo q=l-p, temos:
d H (p,l-p> a pa 1-qa_1
_ . _ _  __ (2
dp (Zn 2)(1-a) p + q
d2Ha (p,l-p) a (pa+ qa ) 2
dp' 1-a Zn 2
/ a , a x (p + q ) (a-l).pa 2+(a-l)qa 2
, a-1 a-1. (p -q ) a-1 a-1 ap -aq ( 2
d 2Ha(p,l-p) a (pa+qa)"2
dpT 1-a (Zn 2)
/ a, a w  a-2 a-2. , a a w  a~2 c a(p +q )(p +q )-(pu+qu)(pu +q~
, a-1 a-lN 2 - a(p -q )
, a , a s - 2 a (p +q )
1-a (Zn 2)
0 a-1 a-1 2çp-'íT. , a, a w  a-2, a-2. + 2p q -q>^ )-(p +q )(p +q )
, a , a \ — 2 
a(p +q )
(1-a)(Zn 2)
a-2 a-2, 2 0 , 2. , a, a,, a-2, a-2. ap q (p +2pq+q )-(p +q )(p +q )
= 1
, a , a x - 2 a(p +q )
(1-a)(Zn 2)
 ^ a-2 a-2 , a, a w  a-2, a-2\ ap q -Cp +q )(p +q >
.12)
13)
Â§si-íiij â §égüftdá dêâfiVãdá dê H (p ,p-l) e dada por:
16
d2Ha (p,l-p) a (pa+qa ) 2
dp (l-a)(.£n 2)
a-2 a-2 , a, a w  a-2 a-2.ap q -(p +q )(p +q ) (2.14)
onde q=l-p. Denotando o fator do colchete direito por h (p), isto 
é, denotando
ho (p)=ap“-2q“-2-(p“+q“)(p“-2+q“-2)
temos
, , w  a-2 a - 2. 
ha (p )=(p q ) , a a w  2-a 2-a a ~(p +q )(p +q )
entao
, 0.-2 a-2,-1 , . . f a , ou , 2-a 2~-a%
íp q ) ha (p) = a ~(p H p  +q ) (2.15)
a - (— )
2
l~a ( 2 . 16 )
nCt-1 , na - z > 0 (2.17)
para todo 1 < ci í 2.
De fato: Seja q = 1 - p e p e (0,1)
?  2 2
Desde que l=(p+q)“ > p'+q", para a=2, temos
„ o _ n 9 9 9 _ 9  9 „ 9  9 9
( p” q ' ") h^ (P) = 2-(p ' + q )(p '~ + q ) = 2-(p'"+q )2
1-2
= 2(l-(.p2 + q2)) > 0 = 2 -(— )"
Isto prôVã (2.16) e (2.17) para a = 2.
17
(pa+qa ) á (p+q)a = 1, por (2.7) 1
* • * • 2—a 2—amultiplicando a desigualdade acima pe.lo fator positivo (p +q )
obtemos:
, a, a w  2-01, 2-a-, _ 2~a 2-a(p +q )(p +q ) < P +q (2.18)
consideremos a função
/ s 2-a, 2-a , nu(p) = p +q , onde q=l-p
com
u'(p) = (2-a)Cp1_a-q1-a)
e
u"(p) = (2-a)(l-a)(p"a+q"a ),
de modo que u"(p) < 0 para todo 0 < p < 1, assim, u(.p) ê uma fun­
ção estritamente côncava, e assume seu único máximo em u'(p) = 0,
isto e, p = — . Portanto, (2.18) e menor ou igual ã
2
•, 2-a 2-a 2-a , 1-a
(-) + (-) = 2(i) = (-) ’
2 2 2 2
Concliifmos assim que para 1 < a ^ 2
o o -i 1 *" 0t 
( p  +q ) ( p  + q ) < (“ ) , C . 1 9 )
2
Suponhamos agora 1 < a < 2. A seguinte desigualdade é válida:
18
multiplicando (2.19) por (-1) e somando a â ambos os membros da 
desigualdade assim obtida temos:
, ot a w  2-a 2-ou . /1\^ a 0a-la-(p +q ) (p +q ) > a-(— ) = a-2
2
o que demonstra (2.16).
Consideremos as funções:
r(a) = a r(l) = v(l) = 1
v(a) = 2a“1 r (2) = v(2) = 2
Como o gráfico de r(ct) consiste de uma reta que passa pelos pon­
tos (1,1) e (2,2), os quais pertencem tambem ao gráfico de v(a) e 
sendo v(a) uma função estritamente convexa com respeito ã a, te­
mos (2.17), ou seja:
1 —(Y
a-2 > 0 ,  para 1 < a < 2.
*
1 2
19
Assim (2.15), (2.16) e (2.17) implicam que para 1 < a jí 2, a segun 
da derivada de Ha (p,l-p) e negativa, deste modo provando (b).
A definição abaixo serã usada na demonstração
do item (c)
DEFINIÇÃO 2.1 t H (P) e uma função côncava com respeito ã P e A
se e somente se, para todo P,Q e A
n '
n
(VH (P) - VH (Q))(P-Q) 4 0 a a ( 2 . 2 0 )
c ) a > 1, n > 2 :
Desde que:
3H (P) a
3p .
a-1
a
1-a n a
i -1
Segue-se que
(VH (P) - VH (Q))(P-Q) 
a a
( 2 . 21 )
a n 
E
1-a i=l
a-1 ,a-l
n 
S 
i = l
a n Z 
i = l
a
(p . - q • )
n
L
1-a i=l
a a-1 P.- - P.- q.
-L  JL
n
vZ p±
x=l 1
a-1q-; p. aa-i
n a
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a
1-a
1 -
•Z Pi qi 1=1 1
n 
Z 
i = l
a
n
£ p,-q 
i = 1 
n 
Z
i = l
a-1
i
a + 1
a
n Tv a-1 
Pi
i = l 1 1
n
i = 1
pn-qa-1i
1-a n
£
i = 1
a nE
i -1
a
CCAssim para a >1, --- < O e H (P) e côncava, se e somente se,1 a-a
n
£ q - p  
i = 1 1
n 
E
i = 1
a-1
a
n -i - a-1 £ p -q •
i = l 1 1
n 
E 
i = 1
a
< 2 . ( 2 . 2 2 )
0 seguinte exemplo estabelece a existência de
n para o qual (2.22) não ê válida. Sejam P e Q tais que p^=l, p^=0,
i^l; q-L=a, q^=— - , i^l, i=l,2,...,n, então 
n-1
a-1 a-1 
----- §----------- = ------ Ê-------------  (2.23)
n CX na ,  f _ >. / 1-a n a /n s a , . N 1-aa + (n-l)(---) a + (1-a) (n-1),
 ^_ i 11”X
■ (l™*ct)/ct —Para a >1, seja a = (n-1) de modo que (2.23) e igualada a
n 
Z 
i = 1
a-1
P ^ i
a
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, , , ( a - 1 ) (l-a)/a , . (a-1)(l-a)/a
(n_1) - (n"1} (2 .24)
(n-l)a(1"a)/a + (l-a)a (n-1)(1 a) (n-l)(1 a) (l+(l-a)a )
Desde que 0 £ a ^ 1, 0 4 (l-a)a 4: 1, (2.24) é maior ou igual â
(n-1) (0t~1) (1~a)/a _ 1/2 (n_1)(a-l)(l-a)(a+(a-l)a/a
2 (n-1)(1_a)
= - (n-i) (a-1) [(1~a) + o0 /a = 1 (n-l)(a 1)/ot (2.25)
ct/ (a-1) — ct(cx—1 )
Assim se tomarmos (n-1) > 4 , isto e, n > 4 +1» tere­
mos :
'? n na_1
i = l 1 1------------ > 2 , 0  que invalida (2.22)
n
v „a 
i = l 1
De fato
n i v «“1
^i Pi
i = l--- - ------- = a , logo
n
i í i Pi
q . p .1 * 1
Ep.
a-1
p • q •*i ^ 1
a
> 2 + a > 2
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Suficientemente pequeno, temos
d) a > 2, n = 2 e e > 0
d2H (i, -)
a 2 2
dp‘
-4a
l n2
< 0
d2H (e , 1-e) d2H (l-e,e) a a ’ > 0
dp‘ dp"
De fato: De acordo com (2.14) a segunda derivada de H (i,
cx 2
da por:
d2H -)
a 2 2
dp‘
a
( l - a )
r L a 
(-) + 1 a" (-)
-2
2 2 J
£n2
1 a a
( - )  + ( i )
a-2 , a-2
(±) + ( - ). 2 2
2 2 -a
(1-a) £n2
a 2 (2 ct)2_(2>2 a )(2#22-a)
a
(l-a)£n2
(2.26)
(2.27)
i) é da 
2
23
-a 2 2ot- 2  + 4-2a _ -a ^2
ln2 Zn2
d2H i)
portanto: a 2 2 _ -4a (2.28)
, 2 lr\2dp
As relações (2.26) e (2.27) implicam que para 
a > 2, n = 2, P?(p,l-p) H 2 ÍP) não é côncava nem convexa. Desde que 
P=(p,l-p) e Ay pode ser extendido para P 1=(p,1-p,0,...,0)eA , n>.2 
adicionando zeros e (P )=H2(P 1), portanto, não concavidade (não 
convexidade) em 4^ implica em não concavidade (não convexidade) em 
em An , para n > 2 e a > 2.
RESUMINDO:
(i) Para a ^ 1, H (P) ê côncava para todo n ^ 2.
(ii) Para 1 < a 4 2 existe algum "n" para o qual H (P) e cônca­
va, e existe algum "n" para o qual não é.
(iii) Para a > 2 H (P) não ê côncava nem convexa para todo n >,2.
\
DEFINIÇÃO 2.2: Uma função numérica 0 definida sobre um conjunto
convexo r £ R n e pseudocôncava em T ( [15.] , [16] ) ,
1 2 se para x , x e F :
V0(x^)(x^x^) £ 0 implica Q(x^) ^ Gíx"1") (2. 29)
TEOREMA 2.2 - H (P) e pseudocôncava em relação ã P, para todo a>0,
P e A . n
Prova:
Concavidade implica em pseudoconcavidade. As­
sim temos que provar o teorema somente para o caso a>l, pois para 
0<a$l, Ha (P) ê côncava com respeito ã P, para todo P z A , n >, 2.
VH (P)(Q-P) 
ot
a
(q . - p • )
(l-a)£n2 n
(2.30)
De modo que VH (P)(Q-P) x 0, se e somente se, a
n
E
i = l
(2.31)
Por outro lado H^CQ) ^ H^CP), para a > 1 5 se e somente se,
n
E
i = l
(2.32)
i = l
0 teorema segue imediatamente do seguinte lema:
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LEMA AUXILIAR: Para todo a > 0, P,Q e A ,
n n- a a-1 v a , .
£ -q,* P,- ^ £ p. implica
* _ “I J - U .  * “l 1i=l i=l
n 
E 
i  = l
n 
E 
i = 1
a
Prova:
Para cada par (p., q.) existe um e. > -1 
n 1
que q. = p . ( l + e . ) e  E p. e. = 0 i i i . , *1 ii  = l
De fato:
n n n n n
1 =  E q • = E p.(l+e.)= Z p. + Ep.e. = 1 +  E p . e. 
i = i i = l 1 i = l 1 i = 1 1 1 i = 1 1 1
n
donde E p. e. = 0
i = l 1 1
n _i n
Agora se E q. p? ^ E p? , isto e,
i='l 1 1 i = 1 1
E p f 1 = Z pi (l+si )p?"1 = E p? + E pQ £i >, E pa
i = 1 1 1  i = 1 1 1  i = l 1 i = l 1 1 i = l 1
n
~  c t  ~  —entao E p. e.. 0 . Usando a expansao da serie de Taylor de
i = l  1 1 .
(l+£^)a para a > 1, obtemos:
tal
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(1 + e . )a > 1 + a e • , e- > -1, a > 1 i  i 5 i  5
de modo que
n n n
E q? = E p“ (l+e.)a ^ E (l+ae.)p“ 
i=l i-1 • 1 i=l 1 1
n
t  a>, E p . 
i = 1
OBSERVAÇÃO:
Da definição de pseudoconcavidade segue que u 
ma condição necessária e suficiente para um ponto x ser o ponto nã 
ximo de 0 sobre um conjunto convexo F e que V0(x) = 0. £ bem co­
nhecido que funções côncavas possuem esta propriedade, mas exis­
tem funções pseudocôncavas que não são côncavas.
Usando teoremas examinados em [16] (capítulo 
10) para otimização forçada de funções pseudocôncavas concluímos 
que p° = (pj-, . . , ,i) é o único ponto de mãximo de H (P) sobre A^, 
para todo a > 0, n > 2.
§ 2.2 - Entropia de Ordem a e a Probabilidade de Erro
A — ç,17^ 0rior Hv a
Em [13] , [10] e [14] uma cota superior sobre 
a probabilidade de erro foi obtida em termos da entropia de Shan- 
non.
n
q
n
qE p . + a E e .p 
• i • n 1 1  i= l  i= l
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P(e) £ - Ex
2
H(C/x) (2.33)
onde Ex [H(C/x)] ê a equivocaçao e H(C/x) ê a entropia condicional 
de Shannon de C dado que X = x e é dada por:
n
H (C/x) = - Z P(C./x) log P(C./x)
i = l 1
Esta cota ë baseada na seguinte desigualdade:
1 n 11 - PM .< - ± Z p- log p. = ± H(P) ; P e An
n 2 i=l 1 1 2 n
(2.34)
No que segue, (2.34) e extendida para o caso 
a > 1. Então usando o fato que H (P) e uma função decrescente de 
a, uma cota mais próxima da probabilidade de erro e obtida.
TEOREMA 2.3 - Para todo n 2 e P e An
a) l“Pj4  ^ — ^a (P)’ para todo a > 0
se - < pM sç - 
n 2
b) Existe um a(P) tal que :
l-pM > — H (P) para todo a > a(P)
2 ^
.se - < pM « 1
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Prova:
Pelo lema 2.2, llm H (P) = H (P) = -log pM .a+co cc oo °
Consideremos a função:
f(p ) = l-p + - log PM = 1-PM + — —  ln pM u 2 n n 2ln2 li
com
1 1f ’(pM ) = -1 +
2ln2 pM
= _1 1
M
Desde que f"(p^) < 0, para todo p^, f(pM ) e uma função estritamen 
te côncava e atinge seu unico mãximo em f l(p^)=0, isto e,
_ 1 _  . _L- = 1 p = _ i _  : 0,72 .
2£n2 pM 2£n2
Alem disso:
i 1 A 1 i 1 i 1 1 nf(— ) = 1 - — + — log — = 1 - — = 0
2 2 2 2 2 2
f(l)=l-l + - log 1 = 1-1+0 = 0,
2
estes são os únicos zeros de f(p^) pois' f(pM ) e côncava
29
p  lim r~ / \ lim
Como n f(p^) = n PM+° M pM+0M
1_PM + “ loê PM
o gráfico de f(p^) ê como mostra a figura abaixo:
Portanto:
•M
1 _ P M  ^ o H oo( P ) ’ Para ~ < P M  ^ ~m 2
1-PM > ~ P^ra - < PM * 1M
De fato:
Para - < p ^ - , f(p ) < 0 
m 2
> l-p^ + - log p„  ^ 0 = 2> l-p„„ ^ - los p„ 
ri 2 n  * 11 2 * ""n
1 lim> l-pM ^ H (P) = - H '(P).
2 a-*00 a 2 °°
(2.35)
(2.36)
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Para i < pM .< 1, f(pM > * 0 ----- >
1
^ 1_PM + “ l0g PM * ° 1-PM ^ J l0g PM .. >
=£ l-pM ^ - lim H (P) = ~ H (P).
2  a ~>'co a 2 °°
Desde que H^CP) é uma função decrescente de a,
deduzimos (a) de (2.35), isto e,
se — < p  ^ — , l-pM — H (P) $ — H (P) para todo a > 0. 
m  2 u  2 oo ? a
Desde que H^ÍP) I uma função estritamente de­
crescente de a, para P^P°, (2.36) serã valida para todo a > a*(P) 
onde
a (P) = inf{a/l-pM > - H (P)}.
2 ^
assim provando (b).
De fato: Se ~ < pM  ^ 1 = i >  l-pM > i H^P)
1 H A/p \(P) > — H (P) para todo a >a (P).
2  ot \ * )  2  a
OBSERVAÇÃO: A quantidade a (P) depende tambem de "n" mas nao indi^- 
caremos isto afim de simplificar a notação.
Os seguintes teorema e lema provam que a =2 on
de
a = inf {a (P)/P e A , n > 2}
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TEOREMA 2.4 - Para todo P e A  , n ^ . 2 e 0 ^ a < : 2 .------------ n
l-pM $ i Ha (P) (2.37)
Prova:
0 teorema 2.3 afirma que (2.37) é válida para
todo P e An , n >■ 2 tal que £ — . Assim nos limitaremos ao caso
1 2quando pM > — . É suficiente provar o teorema para a = 2. Provare 
2
mos (2.37) para n = 2 e extenderemos então a n > 2.
Para o caso n = 2, de (2.4) e (2.3) temos:
- H (1,0) = 02 a
- H (1/2, 1/2) = - (- log -) = -
2 a 2 2 2
- H (0,1) = 0
2 a
Desde que o gráfico de l-max{p, 1-p} , O ^ p ^ l  
consiste de duas retas entre (0,0) e (1/2, 1/2) e entre (1/2,1/2) 
e (1,0) obtemos o resultado desejado da concavidade de H (p,l -p) 
para a $ 2 , O ^ p ^ l .
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Seja P e , n > 2, tal que pM > — e, sem per
M
da de generalidade, assumimos que p^ = p^.
De (2.6) temos que H ((l-pM ,pM )) £ H (P)'í a a (2 . 38)
e desde que o teorema e válido para n = 2, temos
(2.39)
De (2.38) e (2,39) obtemos o resultado desejado, ou seja.
í ~Pm  ^ ~ H (P) para todo P e A , n :j. 2 e 0 < a ^ 211 2 a n
2 existe um conjunto nao vazio
K C An
tal que:
(2.40)
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OBSERVAÇÃO: Pelo teorema 2.3, todo P e K é tal que pM > — .n 2
Prova:
É suficiente provar o teorema para n=2 desde 
que o caso n > 2 pode ser obtido do caso n=2 adicionando zeros.
Dado a > 2, denotemos p', p" pontos onde
— H ((p,l-p)), muda de convexa para côncava e de côncava para con
2 ~ 1 vexa. As relações (2.26) e (2.27) implicam que 0 < p 1 < -r- e
2
- < p" < 1.
2
Portanto para todo P e K
1 - P M > i  Ha (P) (2.>U)
onde
K={(p,l-p) : 0 < p < p' ou p" < p < 1}
OBSERVAÇÃO: A quantidade p' não ê necessariamente o limite supe­
rior para o conjunto de pontos onde (2.41) e valida.
Notemos que o teorema 2.3 vale em particular 
para C/x, para todo x, de modo que:
l-max{P(C,/x),...,P(C /x)}  ^ - H9 (C/x) (2.42)
-i* n 2
onde
H (C/x)=— log 
a ' 1-ct
n 2
Z P (C./x) 
i = l '
, a > 0, é a entropia
condicional de ordem a de C dado que X=x.
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Tomando expectativas com respeito a x de am­
bos os lados de (2.42) obtemos:
£ - I„ (2.43)
onde,
V Ex
I = E a x H (C/x) a
a > 0
A cota (2.43) ê mais aproximada da igualdade 
do que (2.33) desde que ê uma função decrescente de a. Se su­
pormos que para todos os valores de x, P(e/x) ^ — obtemos uma co-
2
ta mais geral igual à
P $ — I para todo a > 0, (2.44)
2 a
para o caso em que n = 2, isto ê, para uma distribuição de duas pro
habilidades P(e/x) , para todo x, portanto a ultima cota nunca
2
é valida para a > 2. 0 lado direito de (2.43) serã chamado cota
I 2 , enquanto o lado direito de (2.44) serã chamado cota I .
Segue o lema 2.4 que a extensão de (2.37) pa­
ra a > 2 e todo P e A ê invalida, contudo, uma cota similar ã den 5
(2.37) para todo a > 2 , n ^ . 2 , e P e A n existe mas com um fator 
numérico de £n2 = 0,693 em vez de 0,5.
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1~Pm (£n2)H (P), para todo P e A (2.45)M a n
Prova:
A demonstração e baseada na seguinte desigual
TEOREMA 2.5 - Para todo n > 2 e a > 0,
dade
Znx ^ x - 1 para todo x > 0
limDe (2.5) temos que H (P) = -log p.. = -----
£n2
Invertendo a desigualdade (2.46) obtemos
l-pM  ^ -^npM = - (£n2 ) log pM = (£n2 )Hon(P) . (2.47)
Desde que H (P) e uma função decrescente de a (2.47) implica em 
(2.45) .
- Cotas Inferiores H
a
Nesta seção cotas inferiores sobre a probabi- 
dade de erro derivadas da entropia de ordem á serão desenvolvidas 
por analogia ã cota de Fano.
Definimos
ha (pe ) = sup {Ha (P)/P e An , l-max{p1 ,...,pn ) = p0} (7.48)
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p ^ , i=l,2,...,n (exceto talvez um) são iguais a
p /(n-1) e então r 6
TEOREMA 2.6 - Para a t 1, o mlximo h (pg ) ê atingido quando todos
h (p ) a 1-a
log / - i  \ a ✓ 1 \ 01 a - p > + ( _ )P
n-1
(2.49)
Prova:
Seja P e AR com pe=l-max{p^,p2 ,•••,Pn) e, sem 
perda de generalidade, suponhamos que max{p-^,. . . ,Pn ) =Pn * Então
H (P) = 
a 1-a
log
n-1
. Z n P i  + P n
x = l
1 -a
log
n-1 
(n-1) Z 1
i=l (n-1)
P • + P* n
Caso 1: Quando a > 1
Desde que a função w(x)=x , x > 0 ê estrita-
n-1
mente convexa para a > 1 e Z = 1, temos:
i=l (n-1)
n-1
Z 1 a
"n-i
v n
a
" Pe ‘
P i V 
(n-1) 1
P -j
i=l (n-1) i
i—i ici
n o.
(2.50)
0
com igualdade se e somente se p. = ---, para todo i = l , 2 , .., ,n-l.
1 n-1
Desde que log e uma funçãô estritamente crescente e — i—  < 0 para
1-a
a > 1 concluimos que:
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H <P) S --- log
1-a
log
(1-p )a + (n-.l) 1 e
1-a
1
n-1
-  1 a '
P e
i—
1 1
c
-
1—
1 I 
d
P
De fato:
(2.50)
n-1
a n-1 a£ £ p . , isto e 
i = l 1
(n-1)
n-1
a n-1 a^ (n-1) £ p . 
i = l
logo: p° + (n-1)
n-1.
a n-1 
^ (n-1) £ 
i = 1
d , Pi + n
n 
£ 
i = 1
a
Desde que p =max{p^,..,,pn) e pe=l-max p^ temos que Pn-1
(1-p )a+(n-1) *e n-1
n
£
i=l
ap^ , ou seja,
-
p a- ' n
log (1-p )a+(n-1) ■ e n-1
 ^log £ 
i = l
a
Pi , isto e
log (l-po )a+(n-1) Pe'
a-
> log
n-1 . 1-a
portant© s H (P)
1-a
log (i-p ,« + <_!_)
1-a
a-1 a
(2.51)
Pe logo:
(2.52)
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Caso 2: 0 < a < 1
a —Para este caso w(x)=x , x > 0, e estritamente
côncava, e portanto (2.50) e (2.52)- ficam invertidas, mas > 0,
l-a
para 0 < a < 1, assim obtemos novamente (2.51). Isto completa a 
demonstração.
Note que quando a -*• 1 temos :
H-, (P ) £ -(l-p^)log(l-pe )-pe log
n-1
(2.53)
que a bem conhecida cota de FANO.
Casos Particulares
Notemos que (2.52) e valida para a >1, enquan 
to que para a < 1 a desigualdade (2.52) e invertida. A solução ex 
plícita de (2.52) em termos de pg não ê possível para oc arbitrá­
rio, contudo para a=2 obtemos:
n-1
n
n
n - 1
(2.54)
De fato: Fazendo a=2 em (2.52) obtemos:
n 9 9 1 ?
E pf >, (1 - pe ) + ( — ) pe
i=l n-1
(2.55)
= 1 - 2 p + (1 + — >Pg
n-1
portanto
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1 -
n 2
n E pT - 1
i = l
n
n
n-1
n-1
n
1 -
n
n
E
i = l
- 1
n - 1
Fazendo p^=P(C^/x) e tomando o valor espera-
do de ambos os lados de (2.54), obtemos uma cota inferior para
x
r _
n-1 1 _ / " 1
o
P(C./x)-l1
n
» - 1
(2.56)
As cotas (2.54) e (2.56) estão implícitas nu­
ma vizinhança dada por Cover e Hart [5]. Também coincide com o re 
sultado de Devijver [7] para a distância Bayesiana. Para o caso 
de duas probabilidades, isto ê, quando n=2, Toussaint [2 7] obteve 
um resultado similar ã (2.56). Aplicando a desigualdade de Jensen
[7] para a função côncava V ’ obtemos:
n-1
n
1 -
n - 1
Claramente (2.56) é mais próxima da igualdade
< P. (2.57)
que (2.57).
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C A P Í T U L O  I I I
ENTROPIA PARAMgTRICA GENERALIZADA E A PROBABILIDADE DE ERRO
Neste capítulo estudaremos algumas novas pro­
priedades da entropia generalizada paramétrica chamada entropia de 
de ordem a e grau 3- Foram obtidas cotas superiores e inferiores 
sobre a probabilidade de erro em termos da entropia paramétrica, 
resultados estes que constituem basicamente o desenvolvimento ori 
ginal deste trabalho.
§ 3.1 - Entropia Generalizada Paramétrica
A entropia generalizada paramétrica ou entro­
pia de ordem a e grau 6 para uma distribuição completa de n-rprobabi 
lidades é dada por:
Hß (P)=Hß (Pl ,. . 
a a ^ 1 5
,pn ) = (21^ - l ) " 1 a
3-1
a-1
- 1 (3.1)
(p, ,...,p ) e A , onde A foi definido em (1.1)  ^1 n n n
0 seguinte teorema foi demonstrado em [ll] e 
sera usado na demonstração do lema a seguir.
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TEOREMA 3.1 - Se a=(a,,...,a ) ê uma série de números ------------ 1 n
vos e p=(p^,...jpn ) uma série de pesosn
M (a,p) de ordem r é definida por:
Mn (a,p) =
n
Z
i -1
p . a .i
n
£ P. 
i = l '
l/r
é uma função estritamente crescente de r quando os a^ 
dos iguais, caso contrario a média é o valor comum.
a) Quando r=0 temos:
M°(a,p)
P •TT rl
.  a .i i
n
J i  Pi
b) Quando r temos:
Mn°°(a,p) = min { a ^ a ^ .,an i
c) Quando r -+ +°° temos:
-f- CO
Mn (a,p) = max {ax ,a2,. . ,a } ’ n
LEMA 3.1 - (Thierry Van der Pyl [2 9]): Para todo P e A
fixo, H (P) é uma função decrescente de a. ’ a *
reais posi- 
a média
co (3.2)
não são to-
(3.3)
(3.4)
(3.5)
4 3
( 1 . 2 ) .
Prova :
Seja P=(p,,...,p ) e A°, onde A° ê definido emi 1 5 n n n
Em (3.2), façamos a=p^ p = P e r=-— — , assim
1 6-1
M (a ,p ) =n
g-1
n 8-1 ^X pi(p« x)
1 = 1
3-1
a - 1
n
v a 
i = i p±
g - 1
a - 1
Suponhamos 3 fixo, isto e, os (aO^ sao fixos, 
de acordo com o teorema (3.1), M (a,p) e uma funçao crescente de 
r, portanto uma função crescente de a quando 8 > 1 , uma função de_ 
crescente de a quando 8 < 1 .
Consideremos os dois casos seguintes:
1? Caso: 8 > 1
Desde que M (a,p) ê uma funçao crescente de a 
quando 6 > 1 , para a^ ^ temos:
8-1 6-1
L '
(3.6)
n a- 
Z p.- 
i = l
al_1 n a 
Pi
2
a2~l
Subtraindo 1 (um) ã ambos os membros da desigualdade e multiplican
do a desigualdade resultante por (21 3 -1) 1 < 0, 6 > 1 , obtemos:
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(21 6-l)
isto ê: 
29 Caso:
te de a , 
(21_B-i) 
te (3.8)
LEMA 3.2
-1 n
Z
á  = i
a.
3-1
al_1
-1 < (21 ^-l) 1
B - l
i=i pi 1 -1
(3.7)
HS (P)  ^ H6 (P) . 
al a2
(3.8)
6 < 1
Para este caso M (a,p) e uma função decrescen 
portanto para > a2 (3.6) fica invertida, assim, sendo
> 0, para 3 < 1 obtemos novamente (3.7) e consequentemen 
; completando a demonstração do lema proposto.
a) Hg(P)=(21 6-l) 1
b) H3 (P°)=(21 3-l) 1 
a
n1"6-! , para todo ot,3>0, (3.10)
onde P° ê definido em (1.3)
c) H (P ) = 0, para todo a,3>0; i = l,2,...,n; (3.11)
onde P ê definido em (1.4)
d) HB (P)=H6 (P) = (21 6-l)-101-+O a °°
3-1
(pM > - 1 (3.12)
para todo P e An , 3 > 0
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e) H^(l-pM ,pM ) ^ H^(P), para todo P e An , 3 > 0 (3.13)
onde p.. = max p . 
x
Prova:
a) H q (P)=(21-^-1)-1
6-1
n \ IPT 
Z p. 
i = l
-I = (21 3-l) 1 n ^ - l
b) H6 (P°)=H6 ((i,...,-))=(21 6-l) 1
01 01 ^  r ,n n
3-1
n , a \ ot — 1 
Z (-) ) -1
i = l n
r 6-1 i
(21'6-!)“1
a-l
(n.n a ) -1
i—1 1I—1 1
CQ1i—1 CN11 i-3 n n -1
c) He (P1 )=He ((0,
a a
, 0 , 1 , 0 , . . .  , 0 ))  = (21_6- 1 ) 1
3-1
a-1
( 1 ) -1 = (21"6-1)"1.0=0
d) A informação de ordem a e do tipo 3 pode também ser escrita da 
seguinte maneira:
HS (P) = go(H (P)); onde P e A 
a 3 a n
H^(P) é a informaçao de ordem a e
(x) = (21 3-l) 1 2 (1-3 )x _1
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De fato:
g6 (Ha (P))=(21_e-l)
n
( 1 - 6 ) ^  log ( Z p?
i -1 - 1
log
n
Z
i = l
a
3-1
a-1
- 1
(21 3-l) 1
n
8-1
a-1
£ P- 
i = l ‘
- 1 = H (P ) a
Como já vimos anteriormente em (2.5)
lim
a-voo H (P) = -log p^ para todo P e An
Desde que g é contínua para 8 ^ 1  temos:
iim h8 (p) 
a-*-°° a llm gfl(H (P))a .^oo a
gQ (llm H (P)) °8 a-»-00 a ggC-log Pj^ )
= (21 ^-l)”1 (1-3)(-log pM ) _ 1
(21 B-l)_1
i 8 - 1  
(2 og PH) - 1
(21 6-l)_1 (p& 1 - 1).
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e) Do lema 2.3 temos que: Para todo P e A , p..n 5 KM = max p_
(3.14)
Desde que a funçao g definida anteriormente ê uma funçao crescen­
te de x, obtemos de (3.14):
H (l-pw,Pw) H (P)a
portanto:
a n
pM = max p . 
£ Fi
Assim completamos a .demonstraçao do lema.
TEOREMA 3.2 [2 9] : a) Para P e AR e 0 < a H^(P) e uma fun-
2 - 6 a
ção côncava com respeito a P.
b) Para todo P e A  , a > 0 e |3 = 2, H (P) ê uman ’ ’ a
funçao côncava com respeito a P.
Prova:
Lembre a desigualdade de Minkowski [ll]:
Sejam ai > 0, b^  ^ 0, i=l,...,n números reais
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. Se r > 1,
n \ 1/r / n \1/r / n ' 1/r
I a? ] t I b i I T. Ca - +b. )r ] (3.15)
i=l 1 / Vi=l 1 / \ i=l 1 1
X a±/ r ) + ( Ã  bi/ r ) *  fi?i<ai+bi,1/r 1
. Se 0 < r < 1, as desigualdades (3.15) e
(3.16) ficam invertidas.
Sejam P=(pis...,pR ) e Ar
Q=(q, ,. . . ,q ) e A x ^i 5 n n
A,y e [0, l] , tais que A + y = 1
e AP + yQ = (Ap1+yq1 , . . . ,Apn+yqn ) e An
Aplicando as relações (3.15) e (3.16) ao cdso;
Na demonstração do item (a) distinguiremos três casos
49
19 Caso: a > 1
Ternos a seguinte desigualdade:
1 /a n
+ P Z q 
i = l
a
l/a
n a
Z (Ap.+yq.) 
i = 1
l/a
. Se a -— - > 0, isto ê, 3 > 1, 
a-1
n 1 / a
a n
l/a
À Z p. +M Z qa
i = l ,i = l
a -1a-1 n a
_Z (APi+yqi) 
i = 1
3-1
a-1
(3.17)
Se além disso, a --- > 1, isto é, 3 > 2
a-1
B-l
— , a funçao Y -x e
a
convexa, donde:
n l/a
Z p' 
á=l 1
a
a3-1a-1
+y
n 
Z q' 
à=l '
.1/«
a
,3-1
'a-1 n
l/a
Z p' 
d=l
a
n J a
M   ^q •
vi=r
a 3-1a-1
(3.18)
pois f é convexa se para 0 4 X $ 1, tivermos: 1
f (Ax+(1-À)y) £ Àf(x)+(1 — X)f(y). Caso esta desigualdade seja inver 
tida f será côncava.
De (3.17) e (3.18) obtemos entao:
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n
6-1
a-1 n
3-1
a-1
a
+ yf E qT
i = l
n a
Z (Api+yqi)
i = 1
3-1
a-1
(3.19)
. Subtraindo l = A + y â ambos os membros de (3.19)
1 ”8e dividindo a desigualdade resultante por 2 -1, obtemos a nova 
desigualdade:
21 6~1
n
3-1
a-1
-1
21 &-1
n
v a
■ iqi x= l
3-1
a-1
-1
21“e-l
3-1
a-1
n a
E (Àpi+yqi) 
i = l
-1 (3.20)
ou seja
AH (P) + yHp (Q)  ^ H (AP+yQ) a a a
(3.21)
para a > 1, 3 > 2 -
a
29 Caso: 0 < a < 1:
Temos a seguinte desigualdade:
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n
l/a
Z p 
i = l
a n
l/a
+ y Z q 
i = l
a n
Z (Api+yqi )
i = 1
1/ a
a
Se a -— i > 0, isto ê, ß < 1, 
a-1
n ,1/ a
Z p 
i=l
a n
l/a' a
+y ( íq 
i=l
a
3-1
a-1 n
Z (Ap.+yq.) 
i=l 1 1
a
3-1
a-1
(3.22)
Se alem disso a -— - < 1, isto ê* 3 > 2 - — , a
a-1
a  i  /a-1/
função Y=x- ê côncava donde:
l/a a-a-1
+M
n
l/a
Z q 
i=l
a
a 3-1a-1 n
Z p 
vi=l
il/a
a n
M  £ q 
i=l
l/a a-
a
3-1
a-1
De (3.23) e (3.24) obtemos entao
(3.23)
n a
i-1
3-1
a-1 n
v a ) <’■“1
i=lMl
3-1
a-1 n a
Z (Ap.+yq.)
.  ,  ri xi 1=1
3-1
a-1
(3.24)
Subtraindo de (3.24) A+y=l, e dividindo por
(2^ ^ 1 )  > 0j obtemos (3.20) e (3.21) para 0 < a < 1, e 2-— <ß<l.
a
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. Se a 3-1
a-1
< 0, isto ê 6 > 1, a desigualdade
(3.22) é invertida, o mesmo acontece com (3.23) visto que a função 
8-l\
\ Cí *“ 1/ —Y = x' ' e convexa, consequentemente (3.24) tambem fica inverti-
1 Bda; subtraindo desta A+y=l, e dividindo por (2 -1) < 0, obtemos 
novamente (3.20) e (3.21) para 0 < a < 1, 6 > 1.
3? Caso: 3 = 2 -  l/a
Quando 3 = 2 - — , temos o caso da informação
- . 1 ada especie y(y=~) (a menos de uma constante multiplicativa) e es­
tudado diretamente, utilizando a desigualdade (3.16).
Caso 3.1: y > 1
n i / v i/y
i=ipi
y
+ u
n i /„ l/y
i=l
n
Z (Ap.+yq.) 
i=l 1 1
l/y (3.25)
Subtraindo A+y=l ã ambos os membros de (3.25),
Y—1
e dividindo uma nova desigualdade assim obtida por (21 -l)>0,(y>l), 
obtemos uma nova desigualdade:
2 Y  1 - 1
v i/yI p 
1=1 2Y~1-1
n
V i/y
. ^ i1 = 1
iy
2Y 1-1
n
Z (Apn-yq^
i=l
x/ y (3.26)
isto e
AyH(P) + yyH(Q)  ^ yH(AP+yQ) (3.27)
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Caso 3.2: 0 < y < 1
>Y-1
-1
A desigualdade (3.25) é invertida, mas como
(2 -1) < 0 obtemos novamente (3.26) e consequentemente (3.27)
Podemos agora concluir que H^tP) é côncava se:
a > 1 e 3 ^ 2 -
a
0 < a < 1 e 2 - — < 3 < 1
a
0 < a < l  e 3 > 1.
Resumindo: Se a > 0 e 3 >/ 2 - H^(P) ê côncava ou seja:
a a
1 8 -Se 0 < a :< ---, H e côncava, desta forma provando o i
2-3 a
tem (a).
Observação: Para o caso 3=1, além de serem válidos os resultados 
de (a), outros resultados sobre a concavidade são ob­
tidos, veja teorema 2.1.
b) Seja P e A , a > 0 ,e 3 = 2
H (P) = -2a
n
- 1
i = l
19 Caso: a > 1
Temos a seguinte desigualdade:
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n l/aa n
1 /a
Pi
a+ y ( Z q.
i = l
n
Z ( X p . + yq • )
i = l 1 1
l/a
(3.28)
adesde que --- > 0 para a > 1
a -1
\l/a 
a ) n
1 /a
+ y ( Z q 
ã  = l
a a-1 nE (Ap.+yq.f 
i = l
1 1
a ’ a-1
(3.29)
a
QL _ Ct 1Como para a > 1, --- > 1, a funçao Y = x e convexa, donde:
a-1
n
Z
à  = l
l/a
a
a
a-1
+ y
n
i = l
l/a aa-1
n
Z
i = l
l/a
a nZ
,i = l
1 /a
a
a
a-1
(3.30)
De (3.29) e (3.30) obtemos:
n \a-l / n \ a-1 n
Z (ÀPi+yqi) 
i = l
a a-1 (3.31)
Subtraindo l = À + y â ambos os membros (3.31) e multiplicando a des_i 
gualdade resultante por -2 obtemos a nova desigualdade:
AH2(P) + yH2(Q) = H2(ÀP+yQ) a a a x
(3.32)
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2? Caso: 0 < a < 1
Para 0 < a < 1 a desigualdade (3.18) fica in-
Ctvertida, desde que — r < 0 (0 < a < 1) obtemos novamente (3.29) e 5 ^ a-1
visto que a função
ct— i
Y = x e convexa obtemos novamente (3.30)
e (3.32) completando assim a demonstração de (b), e portanto do 
teorema.
TEOREMA 3.3: Para uma distribuição completa de duas probabilidades
(p, 1-p), 0 < a <
2-3
a entropia paramétrica genera
lizada e côncava em (— , — ) e convexa em (0,1) e
2 2
( 1 , 0 ) .
Prova:
Seja uma distribuição completa de duas proba-
—  R
bilidades (p, 1-p) , a entropia paramétrica generalizada H (p,l-p)
— ~ -a +sera estudada como funçao de p c (1, Oj . em R .
i r  ( p , i - p )
21_e-l
3-1
, a , , «a,a-l (p + (1-p) )
d * V p,x-p'
( O „ Im
dp (21-3 ■1) (a-1)
a , r 1 p +(l-p)
3-1
a-1 -1 a-i (1-p)'
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d2l£(p, 1-p) a (8-1)
dp (21 6-l)(a-l)
•
a-1 1 -
a _. np +(i-p) (a-1) a-2 a-2 p +(l-p)
8~a
a-1
p +(l-p)
8-1
a-1 -2
a a-1 .a-1 p -(1-p) a-1 ,, .a-1 p -(1-p)
(8-1) 
,1-B n
a p +(l-p)
8-1
a-1
-2
a(8-a)
(a-1)2
a-1 ,, .a-1 p -(1-p)
p +(l-p) a-2, .a-2 p +(l-p)
Denotemos C+ _ ( 1- 8 )
21-e_i
a / . a p + (1-p)
8-1
a-1 - 2
g _ a(B-a) 
(a-1)2
a-1 ,, .a-1 
P -(1-p) p +(l-p) a - 2 , . a - 2  p +(1-p)
donde « •
d a(P 51-P )
---“-------  = - a C B,
dp2
(3.33)
= ^ 3 ^ + 2 Pa 1(i-p)a 1^o-í^ 2a^ + í3 ^ - p a(i-p)a 2+d-p)apa 2\ix-v^Jÿrr
a-2», Na-2 
p (1-p) p2 + 2p(l-p) + (1-p)2
a-2,, .a-2 
p (1-p) p+(1-p)
a-2,.. ,a-2 
= p (1-p)
portanto A e sempre positivo.
Se a —  —  > -1, então B  ^ A >, 0, o que impli
(a-1 )
2
8 - - d2H^(p,l-p) 
ca que H^(p,l-p) e côncava, pois ------------  ^ 0.
dp 2
Donde os resultados seguintes
1 — 8 — ~a) Se 0 < a 4 --- então H ((p,l-p)) ê côncava.
2 - 6  a
b ) S e a > 0 e 6 = 2  entao H ((p,l-p)) e côncava.a ^ ^
Confirmando assim os resultados do teorema 3.2 para uma distribuj 
ção completa de duas probabilidades (p,l-p).
Conforme (3.33) temos que:
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a)
d2H^((1,0))
ß-1
dp
d¥((0,l))
dp
-2
a (ß-1)
21-ß-l
' a-1 a(ß-a) -
0a+la <
- (a-1)2
a^-1
0a + Ia 0a"2 + la~2
a (ß-1) 
2 ^ - 1
a(ß-a)
(a-1)2
+ 1
Se < _i5 isto e,
(a-1)2
1 d2H®((0,l)) d2H^((1,0))
para 0 < a > ---, temos : -----------  = > 0
2 - ß dp dp"
b)
d2I-£(d, ±))a ï
dp
a(ß-l)
2 ^ - 1
ß-1 9 
a-1 Z1 a 2(ÿ>
a(ß-a) -, a-1 , a-1 
(i) -(±) +
n
- (a-ir - -
2(i2
a(ß-l)
2 ^ - 1
a-1
ß-2a+l
a-1
4 >
2a-4 a(ß-l)
,  «  2 
2 1 P - 1
ß-3
2
Ia-1! +
(3.34)
(3.35)
a , a-2 
) 2(i)
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Logo para a > 0 temos:
d V c à ,  ^)) a(6-1) , 6-3
---— -— -—  = -----  (i) < 0 (3.36)
dp2 21-2-!
Das relações (3.35) e (3.36) concluímos que
1 8  — — 1 1  para 0 < a > --- H ((p,l-p)) é côncava em (•*■, ■«■) e convexa em
2 - 6  a
(0,1) e (1,0); demonstrando assim o teorema. Colocando estes re­
sultados graficamente temos:
d2R^((p,q)) a (8-1) a a, ap +q
P -L o
a-1 a(6~a) i—1 1 6c1
1—1 1
dp2 21"e-l ' (a-1)2
ir H
a-2 a-2P + q
Pa
ra
 
g 
■+ 
e 
ap
li
ca
nd
o 
a 
re
gr
a 
de
 
L'
Ho
pi
ta
l 
â 
ex
pr
es
sã
o 
ac
im
a 
te
mo
s:
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C MI
ao"
C MI
a.a
cr1+
I--- 1
C MI
C MI8.
cr1+3O.
CNIIaa1
C M
i---1r-lI
°a<
i
a
i
V
I
a_
ca
C MI
I—I Ica
a*+
0
1
c5
?
I8
I
I
a.o,
OQ Ia
a1
Os]l
i—I Ica
o*+3Oi
CNII
i—I Ica
i—i I3
a1+3Oh
»---- ,
k1 »
CN
I , I3i—1 1 ü*1a +cr dX)
1—11 +8Cli ^ ) CM
CM
ti—1 13U*3 1-i - I1 1—18 18
V--- ir , ^
CNI
I
I—
CT*+
Oi
C Ml
+
C MISCX \— í±_j
Ph
«—I I 
8
C M  .
V
L - - 1
<—l 
tca
i—1 ica ica
cr1r*
•V
csj
£ r~I 
•H +
in
2 
(1
—o
t)
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Este resultado coincide com o resultado ob­
tido no capítulo II para „
d H ((p,l-p)) a
portanto para 6 1 valem os resultados do teorema 2.1 item (b).
' No que segue, o presente trabalho apresenta no 
vas cotas superiores e inferiores sobre a probabilidade de erro 
em termos da entropia paramétrica generalizada; no que diz res­
peito à cotas inferiores será obtida uma desigualdade anãloga ã 
cota de Fano.
§ 3.2 - Cotas Sobre a Probabilidade de Erro em Termos de Entropia 
Paramétrica Generalizada
A - Cotas Superiores em Termos de Entropia Paramétrica Generali_ 
zada
Usando o fato que Hp (P) é uma função decrescen
te de a (lema 3.1) é obtida uma cota superior sobre a probabilida
de de erro em termos de H^(P).a
TEOREMA 3.4: Para todo n  ^ 2, P e A e 3 > 0. -------- ---  ' ■> n
a) 1-jx, ^  - H^(P); para todo a > 0, 3 < 2 se - £ PM í - ,
2 n 2
b) Para 6 < 2, existe um a (P) tal que:
lim
a-x»
com:
e
62
l-pM > — H^(P) para todo a > a (P) se — < p^ $ 1
c) l-pM < — h^(P); para todo ct > 0, 8 > 2 s e — < p M ^ 1
d) Para 3 > 2 existe um a (P) tal que:
1“Pm ~ (p) para todo a > a (P) se — ^  p < —
n M
e) Para 3 = 2 ,  l-pM $ i H2(P); V- P e An-
Prova:
Seja 3 > 0.
Pelo lema 3.2 (d) temos que
(P) = H6(P) = (21 6-l) 1 a 00 Pm ‘ 1 para todo P E An
Consideremos a função
f<PM) = l-fy - - <21_e-l> U " 1 - 1. (3.37)
. (3.38)
= —  (3-D (3-2) (21-6-!)"1 pg“3 (3.39)
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Notemos que:
f(-) = f(l) = 0
2
(3.40)
. Se 0 < 8 < 2, f"(p^) < 0 para todo p^ e (0,l] 
isto indica que f(p^) ê uma função côncava e atinge seu único má­
ximo em f'(p^) = 0, isto é,
—  (21 B-l) 1(8-1) p3 2 = 1 
2
=> PiM
-2 (21 3-l)'
3-1
3-2
(3.41)
portanto os únicos zeros de f(p ) sao os indicados em (3.40), ou 
seja, p^ j = — e pM = 1, o que nos leva aos seguintes resultados paM
ra 0 < 8 < 2 :
(3.42)
(3.43)
De (3.42) e (3.43) respectivamente obtemos
1
n
-1
T^-l - 1PM
1 lun He(p) _ x H8(p) (3.44)
2 a-x» a 2 “
para < PM $ i; 1
1 lim
2
H^ÍP) a-x» a
= - H^P) (3.45)
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Desde que H^(P) é uma funçao decrescente de a
para todo 6 fixo deduzimos (a) de (3.44).
De fato :
1"Pm ^  ~ H^(P) < — I-i^ (P), para todo a > 0 e — < pM  ^— . 
n 2 a 2 01 n u 2
Para demonstrar o item (b) consideremos
R — —Desde que H^(P) e uma função estritamente decrescente de a para
todo P i P° = (— ,...,— ), deduzimos (b) de (3.45).n n 5
De fato:
1-Pm ^ = Ha*(P)(P) > Ha(P)’ tod° a>a'(P) e “ < PM ^  1
. Analogamente ã (a) e (b) demonstramos (c) e 
(d) respectivamente, partindo do fato que para 6 >2, f"(p^) > 0, 
isto e, f(pM ) é convexa. Também o item (e) e demonstrado analoga­
mente ã (a) partindo do fato que para 6 = 2 f(p^) = 0, -V- 0  ^ p^ ^ 1.
Observação: A quantidade a (P) definida em (3.46) depende também
de n, mas não consideraremos o fato afim de simplifi­
car a-notação.
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onde
Os seguintes teorema e lema provam que
a) a = — — se 0 < 3 < 2 e 3 ^ 1
2-3
b) a = 0  se 3 ^ 2
a = pnf { a "'" ( P ) / P e A , n  ^ 2} (3.47)
TEOREMA 3.5: Para todo P e A , 0 < a ^ , n > 2 ,
n 2-3
i-PM « j H®(P) (3.48)
Prova:
Provaremos o teorema para n=2 e extenderemos
então ã n > 2.
Para o caso n=2, o lema 3.2 garante que:
- H 6 ( ( 0 , 1 ) ) = - H 6 ((1,0))=0 e,
2 a 2 a
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Desde que o grafico de l-max{p,1-p}, 0 íp í 1,
1 1  1 1  consiste de duas retas entre (0 ,0 ) e (j, y) e entre (y, y) e (1 ,0)
ver figura (3.b), obtemos o resultado desejado da concavidade de
H^((p,l-p)), 0 < a $ — — , e 0 < p 4: 1 ou seja: 
a 2-6
Seja P e An , n > 2, sem perda de generalidade, 
assumimos que p^ = p^. Pelo lema 3.2 (e) temos que:
H ^ l - p ^ )  ^ #(P), para todo P e An, 6 > 0,2 > 0 (3.49)
onde pM = max Pi,
desde que o teorema e válido para n=2 , temos:
An
(3.50)
PM e (0,1] e 0 < a ^
2-6
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De (3.49) e (3.50) deduzimos (3.48) e assim completamos a demons­
tração do teorema.
Para o caso 3=2 temos do teorema 3.2 (b) que 
H^(P) é uma função côncava com respeito ã P para todo P c An e 
a > 0, assim, analogamente ao raciocínio acima concluímos novamen 
te o teorema para 3 = 2 . .
LEMA 3.3: Para todo 0 < a > ■, S > 0 ) 3i|il ) S ^ 2
2-3
existe um conjunto não vazio K C tal que:
1“Pm > ~ H^(P), para todo P e K (3.51)
2 ^
Observação 1 : Se 3 > 2 o lema é válido para todo a > 0.
Observaçao 2 : Pelo teorema 3.4 temos que:
a) Se 3 < 2, todo P e K e tal que pM > — .li 2
b) Se 3 > 2, todo P e K e tal que pM $ — •
2
Prova:
É suficiente provar o ,lema para n '= 2, desde 
que o caso n > 2 pode ser obtido do caso n=2 adicionando zeros.
Dado 0 < a > .— , denotemos p ’ e p" pontos on
2-31 fí  ^ * 
de Fr(p,l-p) muda de convexa para côncava e de côncava para con
vexa. Do teorema 3.2 concluimos que 0 < p' < ^ e | < p" < 1.
Seja
K = {(p,l-p)/0 < P' < p' ou p" < p < 1} (3.52)
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Portanto, para todo P e K
1~PM > T Ha (P)
Isto completa a demonstraçao do lema.
Observaglo 3: As quantidades p' e p'! não são necessariamente os li_ 
mites superior e inferior respectivamente do conjun­
to de pontos onde (3.52) ê valida.
Notemos que o teorema 3.5 vale em particular-pa 
ra. C/x, qualquer que seja x, de modo que:
1-max {P(l/x),...,P(n/x)} 4 - H^(C/x), (3.53)
2 a
para todo 0 < a $ ^
2-3
Tomando expectativas com respeito a x de ambos os lados de (3.53) 
obtemos:
P(e) í i 1^, para todo 0 < a 4: — —  • (3.54)
2 a 2-8
De fato;
P(e/x) = l-max{P(l/x),...,P(n/x)}
Ex P(e/x) = [l-max{P(l/x) , . . . ,P(n/x)}] 
P(e) = 1 - max{P(l/x),...,P(n/x)}.
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Além disso:
Hm (C/x ) a = I , para a,6 > 0
Se supormos que para todos os valores possí­
veis de x, p(e/x) > 1/2, obtemos em consequência do teorema 3.4 
uma cota mais geral:
i Te
a
para 0 < g v< 2 e a > 0 (3.55)
0 lado direito de (3.54) e (3.55) e chamado
6 ~ 1 cota . Segue do lema 2.3 que a extensão de (3.53) para 0 < a>^_g-
e todo P e A e invalida, n
B - Cotas Inferiores em Termos de Entropia Paramétrica Generali- 
zada
Nesta seção cotas inferiores sobre a probabi­
lidade de erro derivadas da entropia paramétrica generalizada são 
desenvolvidas por analogia ã cota de Fano.
Def inimos
h3 (p ) = sup {H^(P)/P £ A , l-maxíp-, ,... ,p } = p }  (3.56)a e p a n’ ^1 ^n *e
- — 8 - 
TEOREMA 3.6: Para ot,3>0, a ^ l ,  $  ^ 1, o mãximo de h (p ) é a-, . . ■ ■ ----- Ot 6
tingido quando todos os p^ = l,...,n (exceto talvez um) 
são iguais ã p /(n-1) e então
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-1 r ■] , a-1/I \ ^ i Z' N ^(1-p ) + (--=r) D*e n-1 *e
3-1
a-1 ^
-
(3.56)
Prova:
Sejam a,3 > 0, a t 1, 3 t 1, P e com
No teorema 2.6 foi demonstrado que
H3 (P) 4 —  log 
a 1-a
a-1
(1-p )a + (-iy) pa*e n-1 ^e
(3. 57)
com a igualdade se e somente se p.=---, i=l,...,n e p =l-p . Des-
n-1 n
de que
H6(P) = g 0(H (P)) onde a & 3 a
(x) = (21 3-l) e uma funçao crescen
te de x, temos:
H?(P) = g(H (P)) s; ga b a & 1-a
log
i a-1 %a , / 1 v a(í-p ) + ( ) p
n-1
(1-fi) locr
2' H/ 1-a
, a-1 / -i \Cl / 1 \ a(1-p ) +(--=p) D^e n-i *e
(21 3-l) 1
, a-1 >a, / 1  ^ a (1-p ) +(— r) pn-1 ^e
3-1
a-1 -1 t (3.58)
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Tomando o supremo em ambos os lados da desigualdade acima temos 
(3.56) e portanto completamos a demonstração do teorema.
TEOREMA 3.7: Para a > 0 ,  8 ^ 2 - — , temos uma generalização da
a
cota de Fano.
a
8-1
a
(1-P )a + (n-1)e n-1
ct-1
- 1 (3.59)
Prova:
Substituindo p^ por P(C/x^), para cada X = x^ 
em (3.58), onde Pg = 1-Ex(P (G/x)). Alem disso, tomando a expecta­
tiva com respeito ã X de ambos os lados de (3.58) obtemos:
(C/x)a (21 P-l) 1 (1-p )a + (n-l)a 'e
\ a
n-1
8-1
a-1
- 1 (3.60)
invertida para 0 < y = — < 1, temos:
2
Da expressão (3.19) e desde que (3.25) fica
1
8-1
n \ a-1 n_ a , a.a Z (Àp^  + yq.)
i=l
8-1
a-1
(3.61)
onde À e y e  [0,l], X + y = 1 para todo a > l e B ^ 2 - — .
a
Ê fácil verificar que (3.61) ainda e válida s e 0 < a  < 1 e 8 >!■
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B-l
n a \a_1Isto implica que a funçao f(P) = ( Z p. 1 é convexa se a > 1
i = l 1
e 3  £ 2 - — , ou se 0 < a < 1 e 6 >1. 
a
A desigualdade (3.61) fica invertida s e 0 < a < l e 2 - — ^ 8  < 1
a
[veja as desigualdades (3.24) e (3.25)].
•1
Isto implica que a função f(P)
0 < a < l e 2 -  — < B < 1 .
a
n \ a-1
Z p? i é côncava para todo
i = l 1
Portanto pela desigualdade de Jénsen, temos:
\a
(1-p )a+(n-l) re
B-l
a-1
>
< Ex (1-Pe}
{3.62)
De acordo com ou
0 < a < 1, 2 - - $ B  < 1  
a
Mas :
(2^ ^-1) =,0 de acordo com B | 1. (3.63)
Das relações (3.60), (3.62), obtemos
H3(C/x) x< (21-®-”l)-1 a < Ex (l-pe)'
a
+(n-l) r Pe 1 E —
V
a
.A . -1L n-1 J
a-1
a-1
ou
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íf (C/x) ^ (21 3-l)-1a
P \a
(1-P ) + (n-1)e
3-1
a-1
- 1 _ para todo a > 0,
3 * 2 - t  •
Isto completa a demonstraçao do teorema proposto,
CASOS PARTICULARES:
(i) Quando a - 8, 6 > 0, (3.59) reduz-se a:
8
f^(C/x) (1-P )S + (n-l)f 6 
' n-1
- 1 (21 P-l) 1
a qual e a cota inferior estudada por Devijver [8] (1977) para o 
caso da entropia de grau 8•
(ii) Quando y = — = 2 - 8 3 portanto y > 0 (ot > 0, 8 2 - i)
2 a
(3.59) reduz-se a
H(C/x) <
Y
l/y
(1-P ) + (n-1) e n'i-l/
- 1 (2Y 1-1) 1 ou
RH(C/x) 4
r 1
/ p \r ’R R
 ■ (1-P )R + (n-1) (—  ) - 1
6 \n-l / R-l
para todo R >0, (quando R = — ) a qual é a cota inferior para a
a
medida de informação R-NORMA estudada por Boekee e Lubbe [4] (1980).
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(iii) Quando 3 1 temos
B->-l a
lim h3H (C/x) = H (C/x), que é a entropia a
condicional de ordem a. Neste caso (3.59) reduz-se ã:
a
H (C/x) <: (1-a) 1 log . (1-Pj“ + (n-1)a e para todo a > 0
que é a mesma cota inferior estudada por Toussaint [28] (19 77). 
Observação:
a) Toussaint [28] (1977) em seu trabalho pro­
va o resultado somente para o caso a > 1, 
mas o resultado acima prova que também é valido para a < 1, isto 
é, para todo a positivo. 0 caso separado para 0 < a < 1 foi estu­
dado por Taneja [23].
do para 3 > 1« 0 caso separado 0 < 3 < 1 foi analisado por Taneja
b) 0 resultado obtido em (i) vale para todo
3 > 0, porem Devijver [8] (1977) jã havia provado aquele resulta-
[24] .
(iv) Para o caso em que 3 1, a 1 temos:
-111!1 H3 ( C/X) = H( C/X) a-*l - a
3+1
a qual é a entropia condicional de Shannon.
Neste caso de (3.5'9) obtém-se:
H( C/x) 4: -d-Pg) log (l-pe )-Pe log
n-1
que é a bem conhecida cota de Fano.
Notemos que tomando a = 2 na relação (3.58) ob
temos:
H^(P) £ (21 P-l) 1
2-12 1 2  
(1-p )Z + VJre n-1 ^e
6-1
- 1 (3.65)
> 0, 6 i 1
ou seja:
(21 6-l) 1
' n  2 1
■Vi
(
1--------------1
I
1--------------1
1CQ
Y
1—1 I1—1 1
ca1r*HCNV-/V/
i"
f \ 2 , / 1  \ 2 ( 1 - p  ) + ( — r ) p Q ^ e  n - 1  ^ e
6 - 1  ' 
- 1
s.
J L  = 1 .
, (3.66)
6 > 0, 6 i 1
Para 6 > 1* (3.66) implica que:
n
t pt ^ (1-p )2 + (-ir)p2rp n-1 ^e
i.l 1
que ê a desigualdade (2.55) obtida no capítulo II a qual explici­
ta a seguinte solução para p
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Substituindo por P(C/x^), para cada X = x^ 
em (3.67), onde Pg = 1-E^(P(C/x)), e tomando a expectativa com 
respeito a X de ambos os lados da desigualdade (3.66) obtemos:
x
1 1 ní E P2 ( C/x . )) - 1
- n 1 '1 \i = i 1 /
1—i 1c
«—1 1c
.
(3.68)
Aplicando a desigualdade de Jensen ã função
côncava Z-1 obtemos
n-1
n
1 - £ P (3.69)
que (3.69)
tulo II.
Claramente (3.68) e mais próxima da igualdade
Estes resultados jã foram comentados no capí-
Da relaçao (3.59) teo;rema 3.7 , temos que a
solução explicita de P£ em termos de H^(C/X) não é possível para 
quaisquer valores de a e 3, contudo para a = 2 e 3 > 1 obtemos:
Pe»
De fato:
n-1 -
n
1 -
n I(l+(21-3-l) h|(C/x )
3-1
n - 1
(3.70)
7 7
Tomando a = 2 na relação (3.59) temos:
hfi(P) í (21 3-l)-1 2 Pe (1-P ) + —e
6-1
n-1
(3.71)
Para 3 > 1, (3.71) implica que:
6-1
1 -fi 3 
(2^-1) H2(P) (1-P )2 + _£e - 1n-1
6-1
1 + (21 3-l) H3 (P) ^ d-Pe) +
P
n-1
1 + (21_3-1)H3(P) B-1 2 Pe> 1-2P + P + —  ' e e
2
n-1
1 + (21"6-!) H^(P)
3-1
£ 1-2P +(1 + -^-)P2 ' e n en-1
n 1+(21 3-l) H3(P) > n-2nP + e
n
n-1
n l+(21 3-l) h|(P)
6-1
- 1 > (n-1) - 2nP + e
n
n-1
-<n
n-1
1+(21 3-l) (P) - 1 U  1 - 2 —  P + —  P2
n-1 6 n-1 e
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n-1
n 1+(21 6-l) Hp(P)
6-1 -
- 1 • :> 1
- n-1
v l
\ 1
l-fi' \ R  ^l+(2\ P-l) H^(P)
. A ' 2
n\- 1
n
n-1
V íA
1 -
n 1+ (21 S-l) 1|(P)
n - 1
f
f,
(■'
<: —  P 
n-1 6
n-1
n
n
; f:
1+C21"13-!) Hp(P)
6-1
-  1
n - 1
?< P
* 3Fazendo 6 = — obtemos
j: : 2
n-1
n
1,T
■jn l+(2 1/'2-l) i H(P) - 1
n - 1
(3.72)
| A qual é a explicitaçao de Pg em termos da me
dida de informaçãoR-Norma (para r = — = 2) obtida por Boeke e
Lubbe [4] (19 8 0 )',.
1/2
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