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Abstract 
Spatial database stores the information about the spatial objects which are associated with 
the keywords to indicate the information such as its business/services/features. None of the 
individual objects is associated with all query keywords, this motivates studies to retrieve 
multiple objects, called keyword cover, which together cover all query keywords and are 
close to each other. In m closest keyword search, it covers a set of query keywords and 
minimum distance between objects. From last few years, keyword rating increases its 
availability and importance in object evaluation for the decision making. This is the main 
reason for developing the new algorithm called best keyword cover which is consider inter-
distance as well as the keyword rating provided by the customers through the online 
business. m closest keyword search algorithm combines the objects from different query 
keywords to generate candidate keyword covers. Baseline algorithm and keyword nearest 
neighbor expansion algorithms are used to find the best keyword cover. The performance of 
the m closest keyword algorithm drops dramatically, when the number of query keyword 
increases. This work proposes to solve generic version problem of the existing algorithm 
called keyword nearest neighbor expansion which reduces the resulted candidate keyword 
covers. 
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INTRODUCTION  
An increasing number of applications 
require the efficient execution of nearest 
neighbor (NN) queries constrained by the 
properties of the spatial objects. Due to the 
popularity of keyword search, particularly 
on the Internet, many of these applications 
allow the user to provide a list of 
keywords that the spatial objects 
(henceforth referred to simply as objects) 
should contain, in their description or other 
attribute [1, 2]. For example, online yellow 
pages allow users to specify an address 
and a set of keywords and produce results 
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which have description to these keywords, 
ordered by their distance to the specified 
address location. As another example, real 
estate web sites allow users to search for 
properties with specific keywords in their 
description and rank them according to 
their distance from a specified location. 
We call such queries spatial keyword 
queries. A spatial keyword query consists 
of a query area and a set of keywords. The 
answer is a list of objects ranked according 
to a combination of their distance to the 
query area and the relevance of their text 
description to the query keywords. A 
simple popular variant, which is used in 
our running example, is the distance-first 
spatial keyword query, where objects are 
ranked by distance and keywords are 
applied as a conjunctive filter to eliminate 
objects that do not contain them. Which is 
our running example, displays a dataset of 
fictitious hotels with their spatial 
coordinates and a set of descriptive 
attributes (name, amenities)? An example 
of a spatial keyword query is “find the 
nearest hotels to point that contain 
keywords internet and pool”. The top 
result of this query is the hotel object. 
Unfortunately there is no efficient support 
for top-k spatial keyword queries, where a 
prefix of the results list is required. 
Instead, current systems use  
ad-hoc combinations of nearest neighbor 
(NN) and keyword search techniques to 
tackle the problem. For instance, an R-
Tree is used to find the nearest neighbors 
and for each neighbor an inverted index is 
used to check if the query keywords are 
contained. We show that such two-phase 
approaches are inefficient [3–5].  
 
RELATED WORK  
Given a set of query keywords, an 
essential task of spatial keywords search is 
to identify spatial  object(s) which are 
associated with keywords relevant to a set 
of query keywords and have desirable 
spatial relationships (e.g., close to each 
other and/or close to a query location). 
This problem has unique value in various 
applications because user requirements are 
often expressed as multiple keywords. For 
example, a tourist who plans to visit a city 
may have particular shopping, dining and 
accommodation needs. It is desirable that 
all these needs can be satisfied without 
long distance traveling. Due to the 
remarkable value in practice, several 
variants of spatial keyword search problem 
have been studied. The works aim to find a 
number of individual objects, each of 
which is close to a query location and the 
associated keywords (or called document) 
are very relevant to a set of query 
keywords (or called query document) [6].  
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Li et al. describes a given a geographic 
query that is composed of query keywords 
and a location, a geographic search engine 
retrieves documents that are the most 
textually and spatially relevant to the 
query keywords and the location, 
respectively, and ranks the retrieved 
documents according to their joint textual 
and spatial relevance’s to the query [7]. 
They focused on the efficiency issue of 
geographic document search and proposed 
an efficient indexing structure, namely, IR-
tree, along with a top-k document search 
algorithm. From an extensive 
experimentation, IR-tree is demonstrated 
to outperform the state-of-the-art 
approaches. At present, they are 
prototyping a geographic search engine 
with IR-tree as the score and building a 
testbed based on IRtree for future research. 
They also plan to further enhance the IR-
tree index based on various access 
patterns. 
 
Cao et al. describes, that, they propose a 
new type of query, the LkPT query that 
retrieves the top-k spatial web objects 
ranked according to both location 
proximity and so-called prestige-based 
relevance that considers both the text 
relevance of an object to a query and the 
presence of nearby objects that are 
relevant to the query [2]. We develop two 
baseline algorithms and propose two new 
algorithms to process the LkPT query. 
Results of empirical studies on real data 
demonstrate the effectiveness of LkPT the 
query and the efficiency of the new 
algorithms. They propose two algorithms 
that compute LkPT queries. Empirical 
studies with real-world spatial data 
demonstrate that LkPT queries are more 
effective in retrieving web objects than a 
previous approach that does not consider 
the effects of nearby objects; and they 
show that the proposed algorithms are 
scalable and outperform baseline approach 
significantly.  
 
Rocha-Junior et al. describes that they 
present a new index named Spatial 
Inverted Index (S2I) and algorithms (SKA 
and MKA) to support top-k spatial 
keyword queries efficiently [8]. Similar to 
an inverted index, S2I maps distinct terms 
to the set of objects that contains the term. 
The lists of objects that contain a term are 
stored differently according to the 
document frequency of the term. If the 
term occurs often in the collection, the 
objects with the term are stored in an 
aggregated R-tree and can be retrieved in 
decreasing order of partial-score 
efficiently. Differently, the objects of 
infrequent term are stored together in a 
block in a file. Furthermore, we present 
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algorithms to process single-keyword 
(SKA) queries and multiple keyword 
(MKA) queries efficiently. Finally, we 
show through extensive experiments that 
our approach outperforms the state-of-the-
art approach in terms of query and update 
cost. To our knowledge, only naive 
techniques exist that is capable of 
computing a general web information 
retrieval query while also takes location 
into account. They propose a new indexing 
framework for location aware top-k text 
retrieval. The framework leverages the 
inverted file for text retrieval and the R-
tree for spatial proximity querying. Several 
indexing approaches are explored within 
the framework. The framework 
encompasses algorithms that utilize the 
proposed indexes for computing the top-k 
query, thus taking into accounts both text 
relevancy and location proximity to prune 
the search space. Results of empirical 
studies with an implementation of the 
framework demonstrate that the paper’s 
proposal offers scalability and is capable 
of excellent performance. 
 
Roy and Chakrabarti describes user’s often 
search spatial database like yellow page 
data using keywords to businesses near 
their current location [8, 9]. Such searches 
are increasingly performed from mobile 
devices. Typing the entire query is 
cumbersome and prone to errors, 
especially from mobile phones. We 
address this problem by introducing type-
ahead search functionality on spatial 
databases. Like keyword search on spatial 
data, type-ahead search needs to be 
location-aware, i.e., with every letter being 
typed, it needs to return spatial objects 
whose names (or descriptions) are valid 
completions of the query string typed so 
far and which rank highest in terms of 
proximity to the user's location and other 
static scores. Existing solutions for type-
ahead search cannot be used directly as 
they are not location-aware. We show that 
a straight-forward combination of existing 
techniques for performing type-ahead 
search with those for performing proximity 
search perform poorly [10]. We propose a 
formal model for query processing cost 
and develop novel techniques that 
optimize that cost. Our empirical 
evaluations on real and synthetic datasets 
demonstrate the effectiveness of our 
techniques. To the best of our knowledge, 
this is the rest work on location-aware 
type-ahead search. 
 
PROPOSED ALGORITHM 
Baseline Algorithm 
Baseline algorithm is not feasible in 
practice. The main reason is that baseline 
algorithm requires maintaining H in 
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memory. The peak size of H can be very 
large because of the exhaustive 
combination until the first current best 
solution best keyword cover (bkc) is 
obtained. To release the memory 
bottleneck, the depth-first browsing 
strategy is applied in the baseline 
algorithm such that the current best 
solution is obtained as soon as possible. 
Compared to the best-first browsing 
strategy which is global optimal, the 
depth-first browsing strategy is a kind of 
greedy algorithm which is local optimal. 
As a consequence, if a candidate keyword 
cover (kc) has kc.score > bkc.score, kc is 
further processed by retrieving the child 
nodes of kc and combining them to 
generate more candidates. Note that 
bkc.score increases from 0 to BKC.score 
in the baseline algorithm. Therefore, the 
candidate keyword covers which are 
further processed in the baseline algorithm 
can be much more than that in baseline 
algorithm. Given a candidate keyword 
cover kc, it is further processed in the 
same way in both the baseline algorithm 
and baseline algorithm, i.e., retrieving the 
child nodes of kc and combines them to 
generate more candidates using Generate 
Candidate function in Algorithm. Since the 
candidate keyword covers further 
processed in the baseline algorithm can be 
much more than that in baseline algorithm, 
the total candidate keyword covers 
generated in the baseline algorithm can be 
much more than that in baseline algorithm. 
Note that the analysis captures the key 
characters of the baseline algorithm in 
BKC query processing which are inherited 
from the methods for mCK query 
processing.  
 
Keyword-NNE Algorithm 
In keyword-NNE algorithm, the best-first 
browsing strategy is applied like baseline 
but large memory requirement is avoided. 
For the better explanation, we can imagine 
all candidate keyword covers generated in 
baseline algorithm are grouped into 
independent groups. Each group is 
associated with one principal node (or 
object). That is, the candidate keyword 
covers fall in the same group if they have 
the same principal node (or object). Given 
a principal node Nk, let GNk be the 
associated group. The example in Figure 
shows GNk where some keyword covers 
such as kc1, kc2 have score greater than 
BKC.score, denoted as G
1
Nk, and some 
keyword covers such as kc3, kc4 have 
score not greater than BKC.score, denoted 
as G
2
Nk. In baseline algorithm, GNk is 
maintained in H before the first current 
best solution is obtained and every 
keyword cover in G
1
Nk needs to be further 
processed. In keyword-NNE algorithm, the 
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keyword cover in GNk with the highest 
score, i.e., lbkcNk, is identified and 
maintained in memory. That is, each 
principal node (or object) keeps its lbkc 
only. 
 
Fig. 1: Baseline vs. Keyword-NNE. 
 
SYSTEM ARCHITECTURE 
 
 
CONCLUSION 
The proposed system provides more 
sensible decision making than the mCK 
query. Baseline algorithm is inspired by 
the mCK query. The main problem of 
baseline algorithm is that, it reduces the 
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performance when number of query 
keyword increases. Keyword-NNE 
algorithm applies a different strategy that 
searches the best solution in query 
keyword for each object. It reduces the 
generated candidate keyword covers. 
Baseline keyword covers are passed to 
keyword-NNE algorithm for further 
processing which is optimal and generates 
less new candidate keyword covers than 
the baseline algorithm. 
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