Abstract Ground-motion relations are developed for California using a stochastic simulation method that exploits the equivalence between finite-fault models and a two-corner point-source model of the earthquake spectrum. First, stochastic simulations are generated for finite-fault ruptures, in order to define the average shape and amplitude level of the radiated spectrum at near-source distances as a function of earthquake size. The length and width of the fault plane are defined based on the moment magnitude of the earthquake and modeled with an array of subfaults. The radiation from each subfault is modeled as a Brune point source using the stochastic model approach; the subfault spectrum has a single-corner frequency. An earthquake rupture initiates at a randomly chosen subfault (hypocenter), and propagates in all directions along the fault plane. A subfault is triggered when rupture propagation reaches its center. Simulations are generated for an observation point by summing the subfault time series, appropriately lagged in time. Fourier spectra are computed for records simulated at many azimuths, placed at equidistant observation points around the fault. The mean Fourier spectrum for each magnitude, at a reference nearsource distance, is used to define the shape and amplitude levels of an equivalent point-source spectrum that mimics the salient finite-fault effects. The functional form for the equivalent point-source spectrum contains two corner frequencies.
Introduction
It has been shown that the use of a Brune point-source spectrum, in conjunction with a stochastic ground-motion model, successfully predicts high-frequency (f Ն 2 Hz) ground-motion amplitudes for earthquakes in California (Hanks and McGuire, 1981; Boore, 1983) and eastern North America (Atkinson, 1984; Boore and Atkinson, 1987; Toro et al., 1997) . The underlying spectrum of ground acceleration for this model has a simple x 2 shape, meaning that the spectral amplitudes decay as x ‫2מ‬ for frequencies below the corner frequency, where the corner frequency is a function of earthquake size. Despite its success in modeling highfrequency ground motions, the single-corner-frequency point source consistently overpredicts ground motions from moderate-to-large earthquakes at low-to-intermediate frequencies (ϳ0.1 to 2 Hz), in California and elsewhere (Boatwright and Choy, 1992; Boore and Atkinson, 1992; Atkinson, 1993; Atkinson and Boore, 1998; Atkinson and Silva, 1997) . Atkinson and Silva (1997) showed that finite-source effects could be the reason for the observed discrepancy between single-corner frequency point-source simulations and empirical data. They compared empirical source spectra for California earthquakes with the predictions of both singlecorner-frequency point-source, and stochastic finite-fault simulations. For the finite-fault simulations, the fault was subdivided into a number of subfaults, each of which was modeled as a Brune point source. The spectral shape from the finite-fault modeling matched the observed spectra, as the summation over a number of point sources reproduced the observed spectral sag at intermediate frequencies. By contrast, the single-corner-frequency point-source model could not provide a satisfactory match to the observed spectral shape.
In this article, we postulate that the use of a point-source model, with a two-corner source spectrum, is equivalent to the use of a finite-fault model comprised of Brune subfaults. By equivalent, we mean that the two-corner point-source and finite-fault stochastic models will generate the same median ground motions, when averaged over all azimuths. In this case, stochastic-based ground-motion relations, expressing median expected levels of peak-ground acceleration, velocity, and response spectra as functions of magnitude and distance, can be developed directly from the equivalent pointsource model. This approach has the advantage of simplicity and stability, since the finite-fault model involves more parameters, as well as the requirement to average simulations over many azimuths and slip distributions.
One may question why we would want to develop stochastic-based ground-motion relations for California. To date, this approach to ground-motion relations has been applied primarily to regions where strong-motion data are limited in the magnitude and distance range of engineering interest, such as eastern North America (ENA). In California, by contrast, there are sufficient strong ground motion data to provide a solid foundation for empirical ground-motion relations, at least for earthquakes of moment magnitude (M) 6 to 7 at distances from 10 to 30 km (e.g., Abrahamson and Silva, 1997; Sadigh et al., 1997) . The development of stochastic-based ground-motion relations for California is nevertheless useful for several reasons. First, the stochastic model provides a conceptual framework for understanding some of the basic underlying physical parameters that control observed ground-motion amplitudes and their variability (e.g., EPRI, 1993; Toro et al., 1997) . Second, ground-motion relations that are underpinned by a physical model form a sound basis for ground-motion predictions in magnitude-distance ranges that are not well represented by the empirical database. By contrast, the extrapolation of strictly empirical ground-motion relations is controlled by the selected functional form. The functional form typically has no physical basis, and its extrapolation may even imply conditions that are physically impossible. Thus it is useful to compare the ground-motion relations obtained by the stochastic approach to various empirical relationships to gain insight into the possible errors that may be caused by extrapolation of empirical ground-motion relations. This is a particularly important issue for seismic hazard analysis because the common practice, of necessity, has been to apply selected empirical ground-motion relations over a range of magnitudes and distances that is much wider than that covered by the underlying empirical database.
Finally, the development of a stochastic ground-motion model for California will facilitate comparisons of groundmotion processes between regions. Insights gained from modeling in the data-rich California region can be used to improve ground motion relations for ENA and other regions with few strong-motion data. Model comparisons between California and ENA can be used to address questions of interest. For example: is an earthquake source in ENA equivalent to an earthquake source in California?
In this article, we present stochastic ground-motion relations for California. We compare the stochastic relations to the empirical database and to empirical ground-motion relations. The approach to developing the relations exploits the equivalence between finite-fault models and a two-corner point source. First, stochastic simulations are generated for finite-fault ruptures in order to define the average shape and amplitude level of the radiated spectrum, at near-source distances, as a function of earthquake size. The length and width of the fault plane are defined based on the moment magnitude of the earthquake (Wells and Coppersmith, 1994) and modeled by an array of subfaults. The radiation from each subfault is modeled as a Brune point source using the stochastic model approach (Boore, 1983) ; the subfault spectrum has a single corner frequency. An earthquake rupture initiates at a randomly chosen subfault (hypocenter) and propagates in all directions along the fault plane, at a specified rupture propagation velocity. A subfault is triggered when rupture propagation reaches its center. Simulations are generated for an observation point by summing the subfault time series, appropriately lagged in time. Fourier spectra are computed for records simulated at many azimuths, placed at equidistant observation points around the fault. The mean Fourier spectrum for each magnitude, at a reference nearsource distance (averaged over all azimuths), is used to define the shape and amplitude levels of an equivalent pointsource spectrum that mimics the salient finite-fault effects. The functional form for the point-source spectrum, involving two corner frequencies, represents the addition of Brune point sources (Atkinson, 1993) . The lower corner is related to the size of the finite fault, and the higher corner is related to the subfault size. This reflects the common assumption that large fault ruptures can be modeled by a series of smaller earthquakes (e.g., Hartzell, 1978) .
Stochastic point-source simulations are then performed to predict peak-ground-motion parameters and response spectra for a wide range of magnitudes and distances, for generic California rock sites. The source spectrum for the simulations is the equivalent two-corner point-source model established from the finite-fault modeling. The source spectrum is amplified by propagation through the crust, as described by , and attenuated by an empirical attenuation function derived from broadband seismographic data (Raoof et al., 1999) . For soil sites, the predicted ground-motion amplitudes are modified according to the empirical soil factors of Abrahamson and Silva (1997) , which express the nonlinear soil amplification as a function of frequency and input rock peak-ground acceleration.
The stochastic ground-motion relations are compared to the empirical database by examining mean residuals and their confidence limits, as a function of magnitude and distance. (The residual is defined as the log of the ratio of the observed ground-motion amplitude to the predicted groundmotion amplitude.) The performance of the two-corner stochastic model, in terms of data residuals, is also compared to that of a Brune point-source model. We show that the two-corner stochastic model has a zero mean residual over all frequencies. The Brune point-source model, with a stress drop of 80 bars, has a zero mean residual for frequencies greater than 1 Hz, but at lower frequencies there are significant negative residuals that grow with magnitude as frequency decreases. The mean residual for the Brune pointsource model at frequencies less than 0.5 Hz represents a bias of about a factor of two in ground motion predictions; this is a very significant bias from an engineering point of view.
The stochastic ground-motion relations are also compared to the empirical relations developed by Abrahamson and Silva (1997) , and Sadigh et al. (1997) . The proposed relations are in good overall agreement with the empirical ground-motion relations within the magnitude-distance ranges that are well represented in the strong-motion database. Finally, we also show that groundmotion predictions from two commonly used stochastic finite-fault methods, those of Silva et al. (1990; Silva and Stark, 1992; Schneider et al., 1993) and Beresnev and Atkinson (1997; 1998a,b; are approximately equivalent, despite differences in the details of the model formulation.
We conclude that the stochastic finite-fault simulation approach, whether implemented directly, or through the use of an equivalent two-corner point source, is a robust and accurate approach to estimating ground motions. Stochastic relations based on the finite-fault approach are in good agreement (within ‫מ/ם‬ 20% at all frequencies) with the empirical California database, for earthquakes of M 4.5 to 7.5 at distances from 0 to 200 km, and are a sound basis for extending ground-motion relations into the magnitude and distance ranges that are not well represented in the empirical database.
Simulation Model
Stochastic ground-motion relations for California are developed in two steps. First, finite-fault simulations are used to define the shape and amplitude level of the radiated spectrum at near-fault distances, as a function of moment magnitude (M). This equivalent point-source spectrum is then the source spectral model that is input to stochastic point-source simulations. Other input parameters, described in detail later, model the amplification of motions through the California velocity gradient, and the attenuation of ground motion with distance. Point-source simulations are made for earthquakes of magnitude 4.0 through 8.0, at distances from 1 to 200 km from the fault.
Source Model
The shape and amplitude levels of the earthquake source spectrum are defined by stochastic finite-fault simulations. The methodology has been described by Schneider et al. (1993) and Atkinson (1997, 1998a) . The computations are made with the FINSIM computer code (Beresnev and Atkinson, 1998a) , and results are checked against those made with the finite-fault code of Silva (Silva et al., 1990; Silva and Stark, 1992; Schneider et al., 1993) .
An earthquake fault is modeled as a vertical plane whose length is determined by the relationship of Wells and Coppersmith (1994) (for earthquakes of all mechanisms):
The width of the fault plane is determined from the fault area divided by length, where the length is given above and the area is, from Wells and Coppersmith (1994) (all types):
The earthquake fault is discretized as an array of subfaults, each of which is modeled as a stochastic x 2 point source; thus the subsources are Brune point sources. The rupture is assumed to initiate at a random location on the fault, then propagate in all directions with velocity 0.8 b (where b is the shear-wave velocity). Each subsource is triggered as a point source when the rupture reaches its center. The time history at an observation point is obtained by summing the contributions from all subfaults, appropriately lagged in time according to the rupture and propagation time for each of the subfaults. Heterogeneity of the source process is modeled by randomizing the subevent rise times and slip distribution, as described by Beresnev and Atkinson (1998a) .
The size of the subfaults controls the spectral shape at intermediate frequencies. From detailed modeling of a range of earthquakes from M 4.2 to 8.5 in a variety of tectonic environments, it was determined that the optimal subfault size is directly related to earthquake magnitude (Beresnev and Atkinson, 1999) , and is given by: log r ‫ס‬ ‫0.2מ‬ ‫ם‬ 0.4 M (3)
A constant subfault stress drop of 50 bars is assumed. The results have only a weak dependence on subfault stress drop, since this parameter is used only to assign an equivalent subfault moment for the specified subfault size. The number of subfaults to be summed is fixed by the constraint that the total moment must equal the target moment for the total fault dimensions.
The main "free" parameter of the modeling is the radiation strength factor s. The parameter s was introduced by Beresnev and Atkinson (1998a) to measure the strength of high-frequency radiation from faults. It may be related to the maximum slip velocity on the fault, and controls the level of the acceleration spectra above the corner frequency of the subfaults. A value of s ‫ס‬ 1.6 was used in the simulations, in agreement with the value determined from detailed modeling of the Northridge earthquake (Beresnev and Atkinson, 1998b) . As we will see later, the value of s ‫ס‬ 1.6 produces a high-frequency level that matches that implied by a Brune (1970) stress drop of 80 bars.
The random horizontal component of ground motion is simulated for ten observation points, uniformly spaced at a specified reference distance from a verically oriented fault plane (e.g., equidistant spacing along a "racetrack" at fixed distance from the fault). Reference distances used range from 1 to 30 km. The Fourier spectrum is defined by averaging the results over all azimuths at the given fault distance, using the logarithmic mean of the amplitudes.
The way the earthquake radiation is represented in the finite-fault model explains why it reproduces the observed "spectral sag" that is missed by the Brune point-source model. The central idea of kinematic modeling involves the discretization of a large fault plane into elements (subfaults), each of which is assigned a corner frequency inversely proportional to its size. The total radiation is then obtained by summing contributions from all subfaults. In the Brune point-source approximation, the corner frequency of a large fault is derived from the full fault dimension, and is thus much lower than that of the subfaults. In the finite-fault approach, each subfault still has a single-corner-frequency spectrum; the "sag" is automatically created by the summation procedure that prescribes the high-frequency level and the total moment (as described by Joyner and Boore, 1986) . This summation process is approximated by the functional form used by Atkinson (1993) , Boore (1995, 1998) , and Atkinson and Silva (1997) to match the empirically derived source spectral shape; their functional form represents the addition of Brune point sources. It is important to recognize that this spectral shape persists at all distances. Thus finite-fault effects, even from a moderate event, can be observed at large distances from the source (Atkinson, 1993; Atkinson and Boore, 1998; Atkinson and Beresnev, 1999) .
To define the equivalent point-source spectrum, we perform finite-fault simulations for earthquakes of M 4.0 to 8.0 (in 0.5 unit increments), for random hypocenter locations, at distances from 1 to 30 km from the fault (at 1, 2, 5, 10, 20, and 30 km). In each case, the spectrum is averaged over all azimuths; thus we characterize the average amplitudes as a function of distance. Regression of the average simulated amplitudes versus distance then establishes the average apparent source spectrum, at any chosen reference near-source distance. Since the finite-fault simulations are used just to define the source spectrum, no crustal amplification effects are considered. (These will be applied to the derived source model in the point-source simulations.)
The spectra will attenuate with distance from the fault, due to the combination of geometric attenuation of the subfault radiation (R ‫1מ‬ amplitude decay) and the effects of the finite-fault geometry. There will also be anelastic attenuation. Anelastic effects are relatively small at near-fault distances, except for very large fault planes. For large faults, anelastic effects over the large distances to the extremities of the rupture plane can cause magnitude-dependent shape changes in the apparent near-source spectrum. These effects may be responsible for the empirical observation that there is an apparent dependence of kappa on magnitude (Durwand et al., 1996; Atkinson and Silva, 1997) . In our finite-fault simulations, the included geometric and anelastic attenuation model (from Raoof et al., 1999) is not critical, since whatever attenuation is included is then removed by regression of the simulated spectra to determine the apparent source spectrum. It is just the effects of the finite-fault geometry on the apparent source spectrum that we aim to capture with this regression of simulated spectral amplitudes.
The finite-fault geometry causes the average or effective distance from the observation point to the fault to "saturate" as the fault is approached, since at any point we cannot be close to the entire fault plane. This implies that there is an effective focal depth, which will appear to be the source of the radiation if it is treated as a point. This "equivalent pointsource depth" (h) is a function of fault size, and hence earthquake magnitude. By examining the decay of the average Fourier spectral amplitudes with distance, in the distance range from 1 to 30 km (from the finite fault simulations), this depth can be represented as log h ‫ס‬ ‫50.0מ‬ ‫ם‬ 0.15 M, (4) implying that the effective depth of the radiation increases with magnitude from about 5 km for M 5 to about 14 km for M 8. From the regression of the finite-fault simulation results at fault distances of 1 to 30 km, we define the apparent source spectrum of the radiation, averaged over all azimuths, at the reference distance of R ‫ס‬ 1 km, where R ‫ס‬ Z(d 2 ‫ם‬ h 2 ) with d being the closest distance to the fault plane. This is the equivalent point-source spectrum. Note that the chosen reference distance of R ‫ס‬ 1 km for the apparent source spectrum is arbitrary, selected for computational convenience; physically, we could never have a point where R is less than h.
The equivalent point-source spectrum is characterized by a high-frequency level that corresponds to a Brune pointsource model with a stress drop of 80 bars. However, the spectrum sags at intermediate frequencies, relative to the Brune model, for the reasons discussed earlier. The spectrum can be described by the functional form suggested by Atkinson (1993) and Atkinson and Boore (1998) : Figure 1 . Apparent Fourier acceleration source spectra for California earthquakes of M 5 and 7, at reference distance of R ‫ס‬ 8 km (including the effects of crustal amplification and kappa). Solid line shows 2-corner model of this study, heavy dotted line shows empirical regression results of Atkinson and Silva (1997) , and light dotted line shows Brune single-corner model for a stress drop of 80 bars.
The constant C is given by C ‫ס‬ V FS/(4 p R qb 3 ), where is the radiation pattern (0.55 on average for shear waves), V is a partition onto two horizontal components (1/Z2), FS is the free surface amplification (2), R is distance from the source, and q and b are the density and shear-wave velocity, respectively, in the vicinity of the source.
The lower corner frequency, f a , is determined by the source duration (T o ), where for the 2-corner model we adopt the convention of Boatwright and Choy (1992) , that T o ‫ס‬ 1/(2f a ). From empirical data on source duration, it follows that (Atkinson, 1993) :
The higher corner frequency, f b , is the frequency at which the spectrum attains 1/2 of the high-frequency amplitude level. By determining f b for the simulated events of M 4.0 to 8.0, and fitting these values as a function of M, we obtain:
The remaining parameter, e, is a relative weighting parameter whose value lies between 0 and 1 (where for e ‫ס‬ 1 the two-corner model is identical to a single-corner Brune model). Its value is determined by fitting the average finitefault spectra defined at R ‫ס‬ 1 km to equation (5). The best fit is obtained for: log e ‫ס‬ 0.605 ‫מ‬ 0.255 M.
(8)
The two-corner functional form provides a satisfactory fit to the amplitude levels, with an average bias of less than 20% for all events of M greater than 5. Figure 1 compares the 2-corner equivalent-point-source to the Brune spectral model, and to the previous empirically derived California source spectra of Atkinson and Silva (1997) . The empirical spectra of Atkinson and Silva (1997) were derived from direct regression analysis of the California ground motion database, and apply to a reference distance of R ‫ס‬ 8 km, with an average implied kappa value (near-surface attenuation) of j ‫ס‬ 0.04. In order to allow the comparisons with the empirical results, we have plotted Figure 1 at a reference distance of R ‫ס‬ 8 km (i.e., source spectra defined at R ‫ס‬ 1 km are attenuated to R ‫ס‬ 8 km; this is also an arbitrary reference distance). We have also applied the same attenuation factor of exp(‫מ‬p f j), with j ‫ס‬ 0.04, to the Brune and 2-corner spectra.
Propagation Model
The equivalent point-source spectrum, as defined in the previous section, is modified as it propagates through the California crust, by the following processes:
1. Attenuation-The spectrum decays with distance due to geometric spreading and anelastic attenuation. A recent analysis of regional broadband seismographic data from small events (Raoof et al., 1999) determined that the California attenuation can be modeled by geometric spreading of R ‫1מ‬ to a distance of 40 km, with R ‫5.0מ‬ spreading for R greater than 40 km. The anelastic attenuation associated with this spreading model is represented by a frequency-dependent regional quality factor given by Q ‫ס‬ 180 f 0.45 . [Anelastic attenuation is given by exp(‫מ‬cR), where c ‫ס‬ pf /(Qb).] 2. Crustal amplification-The spectrum is amplified by the California velocity gradient, as it propagates from the source region, where the shear-wave velocity is 3.5 km/ sec, toward the surface, where the average shear-wave velocity is 620 m/sec for generic "rock" sites . We model this effect by multiplying the spectrum by the frequency-dependent crustal amplification factors of for generic California rock sites; these amplification factors assume linear response for rock sites. Note that use of these factors implies that the ground-motion predictions will apply to an average shear-wave velocity, averaged over the top 30 m, of 620 m/sec. This is referred to as a "rock" site condition in this article, but might more correctly be called soft rock or stiff soil. 3. Kappa-High-frequency amplitudes are reduced by nearsurface attenuation, through the kappa operator (Anderson and Hough, 1984) , by multiplying the spectrum by the factor exp(‫מ‬pf j). A value of j ‫ס‬ 0.03 is adopted, as a compromise between regional estimates which typically range from about 0.02 to 0.04 (e.g., Anderson and California crust, including amplification through velocity gradient and kappa for rock sites (dark solid line). Dotted lines also include soil amplification for generic soil sites at weak (light solid line) and strong (dotted line) levels of input rock motion. Hough, 1984; Atkinson and Silva, 1997; . 4. Soil response-For rock sites, the spectrum is completely described by the source spectrum as modified by the earlier three processes. For soil sites, we must also consider site amplification through the soil column, including the effects of soil nonlinearity for strong ground shaking. In this article, we treat this problem empirically, by adopting the soil response factors determined by Abrahamson and Silva (1997) from the strong-motion database. These factors give the frequency-dependent site response factors for response spectra, as a function of the expected peak ground acceleration (PGA) amplitude on rock. Therefore we need only model the ground motions for rock sites (including the expected rock PGA) and can simply adjust the predicted response spectra for soil sites using the empirical factors. An alternative approach would be to treat the soil response analytically, by propagating the rock motions through a specified soil column, using an equivalent linear soil response methodology. Such an approach is most useful in site-specific analyses (e.g., Silva et al., 1990) , and has also been proposed for defining generic amplification functions in California (Ni et al., 1999) .
The net effect of the amplification processes described above is illustrated in Figure 2 for rock sites (linear), and for soil sites at weak (linear) and strong (nonlinear) levels of shaking.
Other physical characteristics that are input to the stochastic point-source simulations include the regional physical constants q (crustal density) and b (shear-wave velocity in the source region). These are taken as q ‫ס‬ 2.8 gm/cm 3 and b ‫ס‬ 3.5 km/sec . The duration of motion has been shown to increase in a complex and apparently frequency-dependent manner with distance, due to the effects of scattering and dispersion (Raoof et al., 1999) . We adopt a simplified representation of this distancedependent duration as:
where T o is the source duration, given by T o ‫ס‬ 1/(2f a ) (Boatwright and Choy, 1992).
Point-Source Simulation Model
Stochastic point-source simulations are performed for the specified source and propagation model, using the wellknown stochastic point-source method (Boore, 1983; Atkinson and Boore, 1995; Boore, 1996; Toro et al., 1997) . The method begins with the generation of a windowed time series of bandlimited random white Gausian noise with zero mean amplitude; the variance is chosen such that the geometric mean of the spectral amplitude is unity. Normalization based on the geometric mean (i.e., averaging of the log amplitudes) of the spectrum is chosen for consistency with the definition of the source spectral model, which was fitted to mean log amplitudes; furthermore, we also evaluate the residuals in terms of log amplitudes. The spectrum of the windowed time series is multiplied by the desired Fourier amplitude spectrum and transformed back to the time domain to yield a final time series. By repeating the process many times, changing just the seed of the pseudo-random number generator, a suite of representative time series is obtained, from which response spectra can be calculated. The total radiation-the Fourier spectrum by which the unitamplitude noise spectrum is multiplied-is given by (Boore, 1983) :
A o is the source spectrum as defined in equation (5). V(f) describes the amplification of the spectrum through the crustal velocity gradient, as given by for generic California rock sites. G(f) is the geometric spreading factor, which is R ‫1מ‬ for R Յ 40 km, and R
‫5.0מ‬
for R Ͼ 40 km, while c(f) is the anelastic attenuation, as determined from the regional quality factor Q ‫ס‬ 180 f 0.45 (all attenuation constants from Raoof et al., 1999) . The nearsurface attenuation (Anderson and Hough, 1984) is given by j ‫ס‬ 0.03. Note that since simulations are made for rock sites only, no soil amplification is included. Soil sites are considered by applying empirical soil factors to the derived rock relations. Simulations are performed for magnitudes from 4.0 to 8.0, in magnitude increments of 0.2 units, and for fault distances from 1 to 200 km (at 1, 2, 3, 5, 10, 20, 30, 40, 50, 100, 150, and 200 km) . Average response spectra (logarithmic mean) are computed over 10 trials for each magnitudedistance combination. 
Results and Discussion
The median response spectra and peak ground motions for rock site conditions (b ‫ס‬ 620 m/sec), from the stochastic equivalent-point-source simulations, are listed in the Appendix. (An electronic version of this table is available to all interested parties; send an e-mail request to gma@ccs .carleton.ca.) For soil sites, motions are obtained by multiplying the response spectra for rock sites by the empirical factor S(f, PGA) of Abrahamson and Silva (1997) , given by:
where is the expected PGA on rock (given in the PGA rock Appendix table), and a 10 , a 11 , and c 5 are frequency-dependent regression coefficients determined by Abrahamson and Silva (1997) ; for convenience, these coefficients are reproduced in the Appendix.
Comparison of Ground Motion Relations to California Database
The ground-motion predictions can be compared to the empirical database for California. The database for the comparisons is the California strong-motion catalog of Pacific Engineering and Analysis, as described by Atkinson and Silva (1997) . In total there are 536 rock records (Geomatrix site categories A and B, corresponding to rock and stiff, shallow soil) and 931 soil records (Geomatrix site categories C and D, corresponding to deep soil), with a magnitudedistance distribution as plotted in Figure 3 . The fit of the predictions to data is assessed by examining the residuals, where the residual is defined as the log (base 10) of the ratio of the observed ground-motion amplitude to the predicted ground-motion amplitude. Thus data amplitudes that exceed the predictions are plotted as positive residuals.
We first show that the rock and soil predictions produce an equivalent fit to the data, in order to justify combining site categories in subsequent comparisons. Figure 4 plots the 90% confidence limits of the mean residual, averaged over all events of M Ն 6.5 at d Յ 50 km, for rock and soil sites. The mean residual (which lies halfway between the ‫%09ם‬ and ‫%09מ‬ confidence limits) is close to zero, for both rock or soil sites, for all frequencies from 0.25 Hz to 10 Hz. This indicates that the relations are in good overall agreement with the observed ground motions from large events, and that the empirical soil factors are doing a good job of pro- ducing equivalence between soil and rock predictions. This equivalence between the rock and soil residuals is not sensitive to choice of magnitude or distance range examined. When averaged over all magnitudes and distances in the strong-motion database, the residuals are near zero at all frequencies; the maximum mean residual at any frequency represents an error of less than 20% on predicted ground motion amplitudes.
To gain a qualitative appreciation for the distribution of the residuals, we plot a sample of the individual residuals as function of distance, for two frequencies, for events of M Ն 6, on Figure 5 . On Figure 6 , we show how the residuals vary with magnitude, for distances within 50 km of the fault. It is apparent that the scatter of data about the relations is large (average residual of about 0.3 log units, or a factor of two in amplitude), making the degree of fit difficult to judge. The data appear to be well represented by the ground-motion relations, on average, with some notable exceptions.
We next analyze the residuals more quantitatively, in order to explore the adequacy of the stochastic relations in various magnitude and distance ranges. For these comparisons, we have combined the rock and soil residuals in order to use the largest number of data points possible in each magnitude-distance range. (This is justified by the previous figures.) We plot the 90% confidence limits of the mean residual for the response spectra ground-motion predictions, for a given magnitude-distance range, as a function of frequency.
For comparison, we also show the corresponding residuals for the Brune single-corner-frequency source model. To compute the Brune-model ground-motion predictions, we repeat the simulations, using a Brune (1970 Brune ( , 1971 source to define A o (f) in equation (10). Thus we define the Brune source model using:
where f o ‫ס‬ 4.9 ‫ן‬ 10 6 b (Dr/M o ) 1/3 for constant-stress scaling (Boore and Atkinson, 1987) , with Dr ‫ס‬ 80 bars and b ‫ס‬ 3.5 km/sec. The source duration that is typically assumed for the Brune model is T o ‫ס‬ 1/f o (e.g., Hanks and McGuire, 1981; Boore, 1983; Boore and Atkinson, 1987; Toro et al., 1997) . All other parameters remain the same as for the 2-corner source-model simulations. Figure 7 plots the mean residuals for the 2-corner and Brune source models for small-to-moderate earthquakes (M 4.5 to 6) in three distance ranges: 1-10 km, 10-20 km, and 20-50 km. For this magnitude range, the goodness-of-fit of the 2-corner and Brune models to the data is approximately equivalent. The differences between the source models are not large for magnitudes less than 6, because the sag in the 2-corner model is only pronounced at large magnitudes and low frequencies, for which the finite-fault effects become significant. At small magnitudes (M Յ 5), the Brune and finite-fault models are practically equivalent. The models predict approximately the same ground motions at high frequencies (f Ն 2 Hz), controlled by the 80-bar stress drop (equivalent to s ‫ס‬ 1.6). For both models, the mean residuals in this frequency range are near zero, except at distances less than 10 km from the fault, for which both models tend to overpredict the ground motions by about 50% (0.2 log units). It is possible that this overprediction is due to nonlinear ef- fects that are stronger than those assumed in the modeling. At lower frequencies (Յ 1 Hz), the 2-corner model underpredicts ground motions from the M 4.5 to 6 data by about 20%, while the Brune model overpredicts by a similar amount. (This reflects the differences in amplitudes between the source models in this magnitude range, as seen in Figure  1 .) Figure 8 plots the mean residuals for moderate-to-large earthquakes (M 6 to 7.4) in four distance ranges: 1-10 km, 10-20 km, 20-50 km, and 50-150 km. In this magnitude range, the 2-corner model is in good overall agreement with the data, with the maximum mean residual being less than 0.1 log units (about 20%) in nearly all cases. The Brune model, by contrast, clearly overpredicts the data at low-tointermediate frequencies (Յ 1 Hz) at all distances, often by as much as 0.3 log units (a factor of 2). Again, the models are equivalent at high frequencies (Ն 2 Hz).
The residuals show that the 2-corner stochastic model is a slightly conservative fit to the data for moderate-to-large earthquakes, except for distances greater than 50 km at f Ͼ 2 Hz, for which there is a tendency toward underprediction. This suggests that the anelastic attenuation prescribed by the adopted regional Q model of Raoof et al. (1999) may be too strong. On the other hand, regional attenuation is better determined from the seismographic data analyzed by Raoof et al. than from strong-motion data, which tend to suffer from bias problems due to nontriggered instruments. Thus the apparent underprediction of high-frequency amplitudes at large distances may be an artifact of biased data sampling.
In Figure 9 , we compare the stochastic ground-motion relations to the empirical ground-motion relations of Abrahamson and Silva (1997), , and Sadigh et al. (1997) , for an event of M 6.5, at frequencies of 0.25, 1, and 5 Hz. to two alternative simulations; these are the ground-motion relations for the Brune (single-corner-frequency) 80-bar source model (as described earlier), and the stochastic finitefault simulations made using the alternative methodology of Silva et al. (1990) . The stochastic simulations of Silva et al. are very similar in concept to those presented here, but were generated using somewhat different assumptions regarding fault dimensions, subfault size, rise time, and attenuation, as described by Schneider et al. (1993) . The Silva et al. simulations have been validated in more detail against specific individual earthquakes in this magnitude range, including the Loma Prieta, Landers, Whittier Narrows, and Northridge events (Schneider et al., 1993; Abrahamson et al., 1990) . At magnitude 6.5, the relations all agree well with each other in the distance range that is well-constrained by data, namely from about 10 to 60 km (see Figure 3 ). There is a notable exception: the Brune model predictions exceed the empirical relations and the other simulation results by a significant amount at low frequencies (0.25 Hz). At large distances, the empirical relations tend to diverge significantly from each other, reflecting the extrapolation of differing functional forms beyond the distance range of the data. At near distances, the relations are generally in good agreement with each other, although the empirical relations feature significantly lower amplitudes at high frequencies than do the other relations. Figure 10 provides further comparisons between the stochastic simulation relations of this study and the empirical relations, over a larger magnitude range. Overall, the agreement between the stochastic-based and empirical relations is surprisingly good, considering the very different methods and assumptions used in their derivation. Since the attenuation in the simulations is controlled by regional seismographic data, obtained at distances from near-source to hun- dreds of km (Raoof et al., 1999) , it should be more reliable at large distances than are the empirical relations derived from just the strong-motion database.
Standard Deviation of Residuals
We have shown that the stochastic ground motion relations provide a near-zero mean residual, when evaluated against the California ground motion database. The standard deviation of residuals (r), expressing the variability of observations about the mean, is an important parameter for seismic hazard analysis. (The expected value of the groundmotion parameter for any specified probability level increases with increasing ground-motion variability.) Examination of the standard deviation of residuals shows that this parameter is frequency dependent, and that at high frequencies it is also magnitude dependent; we find no significant dependence on distance. Furthermore, the variability appears to be somewhat larger for rock sites than for soil sites. These results are summarized in Table 1 , which gives the standard deviation of residuals for small versus large magnitudes (M Ͻ 6 and M Ͼ 6, respectively, combining both rock and soil residuals), and for rock versus soil data. The latter values are most appropriate for hazard analysis, as they were computed for the magnitude-distance range of most interest: M Ն 6.5, at distances less than 50 km. The greater variability for "rock" sites probably reflects the variability of site conditions included in this category. The reduction in variability for large magnitudes may be due to the effects of soil nonlinearity.
These levels of variability, and their general dependence on frequency and magnitude, are comparable to those obtained by strictly empirical ground-motion relations, such as those of Abrahamson and Silva (1997) . For example, Abrahamson and Silva have r of 0.28 and 0.22 (log 10 units) for large events, for frequencies of 0.5 and 5 Hz, respectively. For the stochastic relations, we obtain values of 0.25 and 0.23, for frequencies of 0.5 and 5 Hz, respectively, for soil sites. The corresponding values for rock sites (0.32 and 0.27) are slightly larger.
Simple Equation Fit to Predictions
The simulated ground-motion amplitudes can be fit to a simple functional form, for convenient use in seismic hazard analyses. Table 2 presents coefficients for an equation for response spectra at rock sites, in the form: where
, d is the closest distance to the fault (km), and log h ‫ס‬ ‫5.0מ‬ ‫ם‬ 0.15 M (from equation (4)). (For soil sites, the soil terms from the Appendix table must be added.) The simulated amplitudes actually follow a more complicated shape, in which the attenuation coefficients are slightly magnitude dependent. However, the simple form is all that is required for hazard analyses, if we focus the fit on the magnitude and distance range of engineering interest. Accordingly, we fit the amplitudes for events of M 5 through M 8. For events of M Ն 7, we include the simulation results for the entire distance range (1 to 200 km). For smaller events (5 Յ M Ͻ 7), we include simulation results only for fault distances of 30 km and less (d Յ 30 km).
The resulting fit is accurate for magnitudes 5 through 8 at close distances, but mildly overpredicts amplitudes from small events (M Ͻ 6) at distances of 30 km and greater; this is because the attenuation shape is controlled by the relatively slow attenuation that applies to large-magnitude earthquakes. Figure 11 illustrates the degree of fit for a sample frequency (3.2 Hz); results are similar for other frequencies. The slight overprediction of amplitudes for small, distant earthquakes has no impact on seismic hazard analyses, since the hazard contributions are not significant in this magnitude-distance range (Atkinson and Boore, 1995) .
Conclusions
Ground-motion relations have been developed for California based on a stochastic model, which combines the main advantages of both point-source and finite-fault modeling approaches. The proposed ground-motion relations, tabulated in the Appendix for rock and soil sites, and provided in equation form in Table 1 for rock sites, are in good agreement with the empirical strong-motion database for California. They agree well with empirical regression equations (e.g., Abrahamson and Silva, 1997; Sadigh et al., 1997) in the magnitude-distance ranges that are well represented by the strong-motion database. The stochastic ground motion relations are underpinned by a source model that has been validated for earthquakes from magnitudes 4 through 8 (e.g., Silva et al., 1990; Schneider et al., 1993; Silva and Darragh, 1995; Beresnev and Atkinson, 1997 , 1998a , 1998b . The attenuation model is derived from regional seismographic data over distances of hundreds of km (Raoof et al., 1999) . The relations are in good agreement with the existing California strong-motion database. Therefore the stochastic ground-motion relations provide a sound basis for estimation of ground motions for earthquakes of magnitude 4 through 8, at distances from a few to several hundred km of the source. For soil sites, an amplitude-dependent amplification factor is calculated, using the empirical factors of Abrahamson and Silva (1997) . The soil amplification factor is given by: ln factor ‫ס‬ a 10 ‫ם‬ a 11 (pga rock ‫ם‬ c 5 ), where pga rock is the expected rock amplitude in units of g, c 5 ‫ס‬ 0.03 and the remaining constants are as follows ( 
