ABSTRACT Classification features are crucial for an intrusion detection system (IDS), and the detection performance of IDS will change dramatically when providing different input features. Moreover, the large number of network traffic and their high-dimensional features will result in a very lengthy classification process. Recently, there is an increasing interest in the application of deep learning approaches for classification and learn feature representations. So, in this paper, we propose using the stacked sparse autoencoder (SSAE), an instance of a deep learning strategy, to extract high-level feature representations of intrusive behavior information. The original classification features are introduced into SSAE to learn the deep sparse features automatically for the first time. Then, the low-dimensional sparse features are used to build different basic classifiers. We compare SSAE with other feature extraction methods proposed by previous researchers. The experimental results both in binary classification and multiclass classification indicate the following: 1) the high-dimensional sparse features learned by SSAE are more discriminative for intrusion behaviors compared to previous methods and 2) the classification process of basic classifiers is significantly accelerated by using high-dimensional sparse features. In summary, it is shown that the SSAE is a feasible and efficient feature extraction method and provides a new research method for intrusion detection.
I. INTRODUCTION
With the advent of new Internet technologies such as file sharing, mobile payment and instant messaging, the situation of network security is becoming ever more complicated. At the same time, network attackers become more invisible and attack costs are further reduced, all of which seriously threaten the network security environment. As an active defense technology, intrusion detection has gradually become the key technology to ensure the security of the network system. Intrusion detection system (IDS) is designed for network security proactive protection system, which is based on a certain security strategy to monitor the operation of the network system and found a variety of intrusion behavior, attempt or result, and automatically respond to effectively prevent illegal access or Intrusion. IDS usually includes misuse detection and anomaly detection two kinds of processing methods. The misuse detection system needs to accurately define the intrusive behavior mode in advance, and the intrusion behavior is detected if the attacker's attack pattern exactly matches the pattern library in the detection system. Anomaly detection system considers intrusion activity is unknown, is a subset of abnormal activity. When any behavior deviates from the normal behavior pattern to a certain extent, it is considered as an invasion event.
In order to improve the efficiency and performance of intrusion detection systems, in recent years, scholars have used machine learning methods in the construction of network intrusion detection systems and achieved breakthroughs progress [1] . However, most machine learning algorithms can only achieve satisfactory results in small sample datasets. When these algorithms are actually used in large-scale intrusion detection systems, they usually face the limitations of time complexity and space complexity. The essential reason is attributable to the input data in feature space with high dimensional and nonlinear characteristics. Therefore, it is an indispensable step in the intrusion detection process to propose or adopt more effective methods to perform dimension reduction on high-dimensional data.
In 2006, Hinton, a professor at the University of Toronto in Canada, published an article on deep learning in Science [2] , setting off a wave of research on big data and artificial intelligence. One of the main messages delivered in this article is that deep artificial neural networks (DANN) with many hidden layers have excellent feature-based learning capabilities and the learned features have a more substantive characterization of the original data to facilitate visualization or classification. Moreover, DANN reduce the huge workload in the process of feature extraction and improve the efficiency of feature extraction.
Deep learning is a promising solution to the challenge of intrusion detection because of its outstanding performance in dealing with complex, large-scale data. So we use the stack autoencoder (SAE) model based on deep learning theory to perform unsupervised dimension reduction of intrusion detection samples in this paper, and then we add sparsity constraints to the SAE model to improve the generalization ability and classification accuracy of the model. Compared with the existing methods, SSAE can not only effectively compress the feature dimension of the original data and accelerate the classification process of the classifier, but also the feature extraction capability of SSAE is obviously better than the known methods.
In the following sections, we provide the related work in terms of network intrusion detection methods related to machine learning and deep learning (Section II), our deep learning based approach to feature extraction (Section III), and our test bed, dataset and experimental preparation process (Section IV). Section V highlights SSAE with a discussion about the experimental results and a comparison with a few previous methods. We present in section VI with a summary of conclusions and future work.
II. RELEVANT WORK
The initial intrusion detection methods include misuse detection [3] and anomaly detection [4] . Although these two detection methods have achieved good results, there are still inherent flaws, among which misuse detection cannot determine whether an unknown behavior is safe, abnormal detection has a disadvantage of high false alarm rate, and the deactivation of alarms relies heavily on the domainspecialist knowledge. With the development of artificial intelligence theory, intrusion detection technology based on machine learning makes up for the defects of the original methods and becomes a new research hotspot. In [5] , the authors combined artificial neural network and fuzzy clustering algorithm to solve the problem of low detection rate of low-frequency attacks and help IDS achieve higher detection rate, less false positive rate and stronger stability. Bamakan et al. [6] introduced time-varying chaos particle swarm optimization into IDS to adaptively select the parameters of support vector machine (SVM), which has the characteristics of high detection rate and low false alarm rate. In addition, other representative machine learning algorithms such as decision trees [7] , Bayesian classification [8] , and K-nearest neighbors [9] are also used in the construction of IDS. Furthermore, in order to avoid the existence of defects in a single classifier, the ideas of hybrid classifiers [10] , [11] and ensemble classifiers [12] are also applied in IDS and the efficiency of classification is generally better than single classifier models.
Although the above methods have strong adaptability and scalability, researchers believe that while considering the detection rate and false alarm rate performance, IDS also needs to meet the requirements of systems for real-time capability and low power consumption. Ambusaidi et al. [13] combined flexible mutual information feature selection with least square SVM, which contributes to lower computational costs and faster detection speeds. Osanaiye et al. [14] combined the output of four filter methods into an ensemble-based multi-filter feature selection method to achieve an optimum selection and shown encouraging performance in DDOS detection. However, the above-mentioned feature selection algorithms only sort the manually designed features according to the difference of the detection targets of the IDS, and remove the features that are more redundant in comparison, resulting in the loss of part of the information.
The popularity of deep learning technology has further promoted the progress of intrusion detection systems. On the one hand, deep learning algorithms can uncover deeper relationships between input data, which cannot be achieved with traditional shallow machine learning algorithms. On the other hand, deep learning algorithms have more powerful feature extraction and representation capabilities while retaining data information as much as possible. The deep learning methods used in intrusion detection mainly include Deep Convolutional Neural Network (DCNN) [15] , Recurrent Neural Network (RNN) [16] , Deep Belief Network (DBN) [17] and their improved models, and the main purpose of these model is also to improve the detection rate and false alarm rate. Deep learning models used in intrusion detection rarely focus on feature extraction. Therefore, in this paper, we use stacked sparse autoencoder (SSAE) as feature extraction method in IDS. Compared with previous works, we use the SSAE for feature extraction rather than for sample anomaly detection.
III. MATHODOLOGY A. ANTOENCODER
Autoencoder(AE) is an unsupervised three-layer neural network, including an input layer, a hidden layer, and an output layer (also referred to as reconstruction layer). The typical structure of AE is shown in Figure 1 , and the representation is shown in Figure 2 .
The AE can gradually transform specific feature vectors into abstract feature vectors, which can well realize the nonlinear transformation from high dimensional data space to low dimensional data space. The working process of the automatic encoder can be divided into two stages: encoding and decoding and these two steps can be defined as:
The encoding process from the input layer to the hidden layer:
The decoding process from the hidden layer to the reconstruction layer:
In the above formulas, X = (x 1 , x 2 , . . . , x n ) is the input data vector, Y = (y 1 , y 2 , . . . , y n ) is the reconstruction vector of the input data and H = (h 1 , h 2 , . . . , h m ) is the lowdimensional vector output from the hidden layer, X ∈ R n , Y ∈ R n , H ∈ R m (n is the dimension of the input vector and m is the number of hidden units). W ij ∈ R m×n is the weight connection matrix between input layer and hidden layer. W jk ∈ R n×m is the weight connection matrix between hidden layer and output layer. In order to reconstruct the input data as accurately as possible while reducing the resource consumption during model training, W jk = W T ij usually exists in the experiment. ϕ 1 ∈ R n×1 and ϕ 2 ∈ R m×1 are the bias vectors of the input layer and hidden layer respectively. g θ 1 (·) and g θ 2 (·) are the activation function of the hidden layer neurons and output layer neurons respectively, which roles are to map the network summation result to [0, 1] . We use sigmoid function as activation function in this paper:
By adjusting the parameters of the encoder and the decoder, the error between the output reconstructed data and the original data can be minimized, which means that AE reconstructs the original data through training. We believe that the data output by the hidden layer units at this time is the optimal low-dimensional representation of the original data and includes all the information that exists in the original data. The reconstruction error function J E (W , ϕ) between H and Y uses the mean squared-error function as shown in formula 4, where N is the number of input samples.
The idea of sparse coding was originally proposed by Olshausen [18] to simulate the computational learning of the receptive fields of simple cells in mammalian primary visual cortex. Due to the unavoidable problem of the autoencoder, for example, the input data is transmitted to the output layer by simple copying. Although the original input data can be recovered perfectly, the autoencoder does not extract any meaningful features in this case. Therefore, Ng et al. [19] used the idea of sparse coding to introduce a sparse penalty term in the hidden layer of autoencoder, so that the autoencoder can obtain more concise and efficient low-dimensional data features under sparse constraints to better express the input data. Suppose that the average activation of the neurons in the hidden layer isρ j ,
n j (x i ) . We hope that the average activationρ j approaches a constant ρ which is close to zero. Therefore, the Kullback-Leibler (KL) divergence is added as a regularization term to the error function of the autoencoder to achieve the above purpose:
At this point, the error function of the sparse autoencoder consists of two parts: the first term is the mean square error term, and the second term is the regularization term. It is shown in formula 6:
where m is the number of the hidden units and µ is a weighting factor that controls the strength of the sparse item.
Furthermore, in order to prevent overfitting, we also added the weight attenuation items to the error function as shown in formula (7), λ is the attenuation coefficient of the weight.
Stacked sparse autoencoder (SSAE) neural network is a neural network composed of multiple sparse auto-encoders connected end to end, the structure shown in Figure 3 . The output of the previous layer of sparse self-encoder is used as the input of the next layer of self-encoder, so that higher-level feature representations of the input data can be obtained. The greedy layer-wise pre-training method [20] is used to sequentially train each layer of SSAE to get access to the optimized connection weights and bias values of the entire stacked sparse auto-encoded network. Then the error back propagation method is used to fine tune the SSAE until the result of the error function between the input data and the output data satisfies the expected requirements, so as to acquire the optimal parameter model.
For error function J sparse (W , b)defined in III.B:
Therefore, the update process of weight and bias is as follows:
Where X (n) and Y (n) are respectively represented as the nth original vector and its corresponding reconstruction vector. η indicates the update learning rate.
Considering that there are sparse constraints in the SSAE network, we want to use different learning rate for different parameters, such as reducing the frequency of updates for infrequent features. However, most of the traditional popular gradient descent algorithms include stochastic gradient descent and mini-batch gradient descent, which use the same learning rate for all network parameters that need to be updated, making it difficult to choose a suitable learning rate and easily reach a local minimum [21] . Therefore, in order to train a better SSAE network model, we use the adaptive moment estimation (Adam) gradient descent algorithm proposed by Kingma and Ba [22] to achieve dynamic adaptive adjustment of different parameters.
The Adam algorithm implements dynamic adjustment of different parameters by calculating the gradient first-order moment estimate m t and second-order moment estimate v t , as shown in formula (12) (13) (14) , where β 1 and β 2 respectively represent the first-order exponential damping decrement and the second-order exponential damping decrement. g t represents the gradient of the parameters at timestep tin the loss function J sparse (W , b).
Computer bias-corrected for m t and v t :
Update parameters:
γ is the update stepsize, ξ takes a small constant to prevent the denominator to be zero.
IV. EXPERIMENTAL SETUP A. THE FRAMEWORK
The framework of the SSAE-based intrusion detection system is shown in Figure 4 . First, the original input dataset is preprocessed so that the data can be used for training and testing of the SSAE network. Then, the processed dataset is divided into two parts: a training set and a testing set. The training set is used for the pre-training and fine-tuning of the model, while the testing set is input with the optimal model to obtain the low-dimensional representation dataset. Finally, the classifiers are trained by using low-dimensional dataset to test the effect of low-dimensional data on the performance of the classifier, thereby validating the effectiveness of the SSAE model. set and Kyoto2006 [25] data set. Considering the advantages and disadvantages of the existing datasets comprehensively, and in order to make an effective and fair comparison with the existing intrusion detection models and methods, we have selected the NSL-KDD dataset to evaluate the performance of our SSAE model in intrusion detection. The NSL-KDD dataset was improved on the KDD 99 dataset, eliminating the redundant data contained in the KDD 99 dataset. It contained a total of 125973 training samples and 22543 test samples, including four attack sample types: Denial of service attacks (DOS), Probing attacks(Probe), Remote to Local attacks(R2L), User to root attacks(U2R), and the specific distribution is shown in Table 1 . Besides, in order to simplify the experimental process and ease the computational pressure, we randomly sample the original data in NSL-KDD and reassemble the sampled samples into several independent datasets, including training dataset, validation dataset and testing dataset, as shown in Table 2 . The main purpose of the training datasets are to train the model. The validation datasets are used to fine-tune the model and adjust the parameters of the neural network and classifier. The purpose of the test datasets is to test the detection ability of the trained model. In the experimental process, each dataset of No.1-5 is repeated several times independently, and cross-validation is performed between each dataset. The final experimental results are averaged for each experiment to ensure that the results are unbiased.
C. DATA PREPROCESSING
The NSL-KDD dataset contains 41 classification features, which are divided into symbolic features, 0-1-type features and percentage-type features. Among them, the feature value of Num_outbound_cmds is all 0, which has no effect on the classification process, so this feature is removed. Besides, since the input of the SSAE network is a numeric matrix, we need to transform the symbolic features into numerical features. In addition, in order to facilitate the comparison, the original feature values are subjected to a maximum-minimum normalization process so that the feature values are in the same order of magnitude.
1) NUMERALIZATION
we use the one-hot encoding to perform the numeralization. The symbolic features of NSL-KDD dataset include ''Protocol_type'', ''Service'' and ''Flag'', where ''Protocol_type'' includes three different symbolic feature values, ''Service'' includes 70 different symbolic feature values and ''Flag'' includes 11 different symbolic feature values. Therefore, after the completion of the numeric processing, the dimensions of features in NSL-KDD dataset is extended to 121-dimensions.
2) NORMALIZATION
To facilitate the comparison of the results, the maximalminimum normalization method shown in formula 18 is used to normalize the feature values in the NSL-KDD dataset, where x max and x min represent the maximum and minimum values of the original feature values, respectively. x denotes the original feature value and x norm denotes the normalized feature value.
We use the metrics based on the confusion matrix to measure the experimental results of this paper. The definition of the confusion matrix is shown in We use the TensorFlow, one of the most popular machine learning frameworks, to conduct the experimental simulation in this paper, and Python is selected as the programming language. The hardware experimental environment is a desktop with an Inter Core i7-7700 quad-core processor, 16G RAM, 256G SSD, and 64-bit Windows 10 operating system. At the same time, we use the GeForce GTX1060 graphics processing unit to speed up the training and testing of the model. According to Section IV-C, after the samples in the NSL-KDD dataset are preprocessed, the features are extended from 41-dimension to 121-dimension. Therefore, we select the number of input layer neurons of the SSAE as 121. In addition, it is proved by experiments that the hidden structure of the four-layer SSAE network is the optimal experimental model (Section V-A), and the best sparse parameter is selected as 0.04(Section V-B). The parameters of the Adam algorithm adopt the default values recommended by the author. Table 4 shows the specific experimental model parameters.
V. EXPERIMENTAL RESULTS AND DISCUSSION
Here, we evaluate the performance of the proposed SSAE model by performing a variety of experiments on the NSL-KDD dataset, including five-category classification (Normal, DoS, Probe, R2L, U2R) and binary-category classification (Normal, Anomaly). More specifically, the experiments in this paper aim to achieve the following:
a. Evaluate the impact of network structure on the performance of the SSAE.
b. Evaluate the impact of sparse parameter on the performance of the SSAE.
c. Evaluate the impact of the low-dimensional features extracted by the SSAE on classifiers.
d. Compare SSAE with other state-of-the-art feature selection and feature compression methods.
e. Compare SSAE with other state-of-the-art shallow learning and deep learning models.
A. IMPACT OF THE DIFFERENT NETWORK STRUCTURE
In deep neural network, there is no fixed method to determine the number of hidden layers and the number of neurons in each layer. We need to set different network structures according to different experimental backgrounds. If the number of hidden layers is small and the number of neurons in each layer is insufficient, it may lead to the model cannot effectively match the distribution of data, and for SSAE network, that is, the high-dimensional features cannot be effectively compressed. Conversely, if the number of hidden layers is too large and the number of neurons in each layer is excessive, it may lead to the extremely complex training process of the model, which greatly increases the training time and the consumption of computing resources, and at the same time, may cause the model to be overfitting. Table 5 shows the effect on the performance of the classifier when SSAE takes different number of hidden layers on validation datasets, including mean and standard deviation for each indicator. In order to achieve the purpose of VOLUME 6, 2018 controlling variables, we connect the same Softmax classifier to the output layer of SSAE with different structures, and the remaining algorithm parameters in the experiment are consistent. It could be found that with above settings, as the number of hidden layers of increases, the classification results of the classifier become more and more satisfactory. However, a major drawback of the multilayer network structure is that it requires more time to train, which causes the infeasibility in real network environment. For example, in our experiments, although the detection accuracy of the five-layer hidden structure is better than that of the four-layer hidden structure, the training time of five-layer has almost stiffened to double that of four-layer. Further, when the model is in a large data environment, the training time will increase explosively. Therefore, after a comprehensive comparison, the four-layer hidden structure is the best network structure suitable for our experiment. Table 6 shows the effect of different number of hidden neurons on the classification results when the number of hidden layers is the same. It can be concluded that the performance of the SSAE with the same number of neurons in each layer is worse than that when the number of neurons in each layer is different. It can be also observed that better classification results can be obtained when the number of neurons in the hidden layer decreases by layer. Further, the experimental results show that the number of neurons in the hidden layer should be less than that in the input layer, which not only reduces the training time of the model, but also is more conducive to the compression of the original features.
Another important study in this paper is to choose the smallest feature dimension without losing the information between original samples. Since the compressed feature dimension is equal to the number of output layer neurons, therefore, we measure the number of neurons in the output layer of the SSAE network to observe how they affect the performance of intrusion detection. The [100, 85, 55, 30] four-hidden layers' model with optimal results in Table 6 is used to perform experiments, while the other parameters remain unchanged, and the number of output layer neurons changes from 1 to 10. Figure 5 shows the experimental results, from which, we can see that those metrics yield the best results when the number of output layer neurons is 5.
B. IMPACT OF THE DIFFERENT SPARSE PARAMETER
Bengio [26] conducted a large number of experiments and concluded that a good experimental effect can be achieved when the sparse parameter is chosen to be 0.05 in the deep architectures and many existing literatures use this parameter to perform their experiments. However, we think this parameter may not apply to our model because sparse parameter is relevant to the number of bottleneck code dimension. [30] , are affected by the sparse parameter from 0.01 to 0.1. It can be intuitively seen that when the value of the sparse parameter is 0.04, the comprehensive performance of the SSAE is the best. Less than this value, it leads to a deficit in the number of neurons used for training, so there is a downward trending for the detection performance, and larger than the value, the input features are not effectively compressed, then the training time of the model sustains over long periods of time.
C. IMPACT OF THE LOW-DIMENSIONAL FEATURES ON CLASSIFIERS
To verify the effectiveness of the low-dimensional features extracted by the SSAE, we used three base classifiers, including support vector machine (SVM), K-nearest neighbor (KNN), and random forests (RF), to conduct comparative experiments. The parameters of SSAE use the optimal parameters measured in the preceding experiments. Table 7 and  Table 8 summarizes the experimental results for the overall classification and five-category classification, respectively. It can be seen that the low-dimensional features compressed by the SSAE not only has no negative effect on the performance of the classifiers, but also significantly reduce the training time and testing time of the classifiers. The results also clearly demonstrate that the SSAE can almost retain all the amount of information contained in the original data while learning the high-level representation of features. VOLUME 6, 2018 
D. COMPARISON OF DIFFERENT ALGORITHMS
To evaluate the performance of the proposed method, the optimal SSAE+SVM model is selected to perform comparative experiments against the conventional and topical algorithms, including the following three categories: features selection methods, shallow learning and deep learning models. The overall ACC, DR, FAR and the size of training dataset are depicted in Table 9, while Table 10 shows the detection rate for the five categories. According to the experimental results shown in these tables, it can be seen that the performance of SSAE+SVM is very close to or more than other stateof-the-art approaches in terms of overall accuracy and detection rate. Moreover, the false alarm rate is only lower than that of HAST-IDS [15] and LSTM [16] , and the gap remains within 0.05%. This indicates that the method proposed in this paper has reached or exceeded the average detection level of other state-of-the-art methods and models. The strength of our method is that we can achieve above experimental results with only 74,487 training samples, far less than the number of training samples required for other experimental methods except the RNN-IDS model. However, the performance of the RNN-IDS is inferior to our method in the metrics of FAR and DR. Obviously, less consumption of training samples means that under the same experimental conditions, our method will train the model in a faster way to meet the requirements of the system's real-time performance.
On the other hand, in the multi-classification experiments, for the detection rate of two types of low frequency attack samples, R2L and U2R, the methods we proposed have not achieved satisfactory results, only 84.43% and 67.94%, respectively. The two methods of DBN 4 + LR [17] and NBC-A [8] get the best performance in the detection of R2L and U2R respectively. Furthermore, the detection rate of NBC-A for all five types of samples exceeds 97.5%. Through further detailed research on existing literature, the main reason for this result is that the number of R2L and U2R attack samples contain in the training set used in our experiments are scarce and the classification features are insufficient, which result in the SVM classifier failing to learn the sample features effectively. Moreover, conventional machine learning classifiers tend to be more biased towards the majority samples, because they do not consider the distribution of the data in the optimization of the loss function. Worse still, in this case, low frequency attack samples may be ignored as noise points or outliers of the majority class [31] . Therefore, we believe that all of the above reasons lead to a low detection rate of R2L and U2R in our experiments.
VI. CONCLUSION AND PROSPECT
Conventional shallow machine learning methods cannot effectively deal with the high-dimensional feature classification task under the condition of large data volume, which lead to the intrusion detection systems based on machine learning methods, cannot meet the real-time requirements. Therefore, this paper proposes a novel feature extraction method based on deep learning theory, which uses stacking sparse autoencoder to realize the nonlinear mapping of high-dimensional features to low-dimensional features. Then, the new dataset containing the optimal low-dimensional features is used to train the classifiers and test for performance. The experimental results on the NSL-KDD dataset show that the SSAE with the optimal structure can compress the original features to 5 dimensions without losing the amount of information existing between the original data. In addition, the results compared with the methods proposed in the existing literatures show that SSAE can reach or even exceed the average detection level of conventional machine learning classifiers and other state-of-the-art approaches in terms of overall detection performance with relatively less resource consumption.
The disadvantage of the proposed method is that it cannot effectively detect R2L and U2R low-frequency attack samples, that is, it cannot overcome the adverse effects caused by imbalanced data distribution. In future research, how to use the existing methods or propose new methods to handle the problem of imbalanced data in the feature extraction process deserves further attention. Besides, it will be very interesting to find out the patterns of features learned by SSAE which can help with manual feature engineering.
