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The intraclass correlation is an important quantity in various areas of application. It is estimated based on
fitting a model to hierarchical data and leads, in turn, to several concepts such as reliability, heritability, inter-
rater agreement, etc. For data where linear models can be used, these attributes are conveniently defined as
ratios of variance components. Matters are less simple for non-Gaussian outcomes. The focus here is on
count and time-to-event outcomes where so-called combined models are used, extending generalized linear
mixed models, to describe the data. These models combine normal and gamma random effects to allow for
both correlation due to data hierarchies as well as overdispersion. Furthermore, because the models admit
closed-form expressions for the mean, variances, higher moments, and even the joint marginal distribution,
the derivation of intraclass correlations is convenient. The proposed methodology is illustrated using data
from agricultural and livestock studies.
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1 Introduction
The intraclass correlation (ICC) coefficient has been formulated within the framework of random effects
models and is frequently used to describe the degree of resemblance of units in the same cluster. The ICC
is the foundation of such concepts as reliability and heritability; these are of great importance in a variety
of applications (Bartlett and Frost , 2008; Hartl and Jones , 2001).
When the outcomes are, perhaps approximately, normally distributed, linear (mixed) models are fre-
quently used (Verbeke and Molenberghs , 2000). The ICC then take the form of ratios of simple functions
of variance components. The linear relationship between the response and the other model terms leads to
simple, easily obtainable expressions.
However, when the trait of interest is not normally distributed and/or it does not follow a linear model,
the random terms are no longer easily separable from the other model terms. This difficulty arises in
particular when one deals with count and time-to-event outcomes, which are the focus of this paper. One
often models such data using generalized linear models (McCullagh and Nelder , 1989), such as Poisson
log-linear models for count data and Weibull, gamma, or exponential models for time-to-event data.
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Table 1 Tomatoes study. Descriptive statistics for glandular trichomes, considering 145 plants from F2
population.
Trichome x¯ s2
Type IV 1.54 3.51
Type VI 0.06 0.41
Type VII 0.40 0.85
In empirical research, it has been observed recurrently that the mean-variance relationship for the Pois-
son model may not be met, with the same holding for time-to-event data. As a result, quite a bit of research
has been devoted to formulate sufficiently flexible models for dealing with this phenomenon, referred to as
over- or underdispersion. We will simply refer to it as overdispersion.
The so-called generalized linear mixed model (GLMM) (Breslow and Clayton , 1993; Molenberghs
and Verbeke , 2005) has gained popularity in discrete hierarchical data modeling. When overdispersion
and the need for hierarchical modeling occur simultaneously, the combined model family, proposed by
Molenberghs et al. (2010) can be used. It accommodates overdispersion and clustering through two
separate sets of random effects and contains as special cases the GLMM on the one hand, and several
overdispersion models, such as the negative-binomial and beta-binomial models, on the other. In this
paper, we make use of this family to handle overdispersion and correlated data, while obtaining ICCs
based on nonnegative traits.
The proposed methodology will be illustrated using data from studies in agriculture and animal sciences.
We will consider two case studies. In the first, different trichomes were counted on tomato plants and in
the second, the time that progenies of Nelore sires, a Zebu breed, take to reach a pre-specified weight was
recorded. For these data, we derive ICCs using Poisson and Weibull models.
The paper is organized as follows. In Section 2, the motivating cases are described with analyses
reported in Section 5. A review of the Poisson and Weibull combined models for hierarchical and overdis-
persed data is the subject of Section 3. We use these combined models to obtain intraclass correlations for
count and time-to-event traits, the expressions of which are presented in Section 4.
2 Case studies
We now describe two case studies, one featuring count data and the other giving rise to time-to-event data.
2.1 Inheritance study of trichomes density in tomato
An experiment was implemented at the Biology Department of Federal University of Lavras, Brazil, dur-
ing the first semester of 2014 to study the inheritance of trichomes in tomato. Trichomes are epidermal
outgrowths of diverse structure and function. The glandular ones are of particular importance since they
secrete essences and urticant substances, which makes the plant resistant to some plagues of this crop.
A completely randomized designed experiment was implemented using plants from populations P1, P2,
F1, F2, BC1(1) and BC1(2). Each experimental unit corresponded to one plant. In each plant, three cuts
were made and at each of them an area of 1 mm2 was defined. Then the quantities of several different
trichomes were counted, both in the abaxial and adaxial faces of the leaves. It is reasonable to consider
plant as a random effect.
Here, for illustrative purposes, we will consider only the glandular trichomes of types IV, VI, and VII
counted in the adaxial face. Furthermore, we will use data from the F2 population, which is the segregated
one and consists of 145 plants. Table 1 presents descriptive statistics of the number of such trichomes in
the F2 population.
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2.2 Nelore progenies data
These data were first analyzed in Giolo and Deme´trio (2011). They refer to records from progeny of
Nelore, a Zebu breed from India that has become predominant in Brazil. The original database consists
of 3611 progenies of 24 Nelore sires and 3116 dams born during spring in a single herd between 1996
and 1997. About 16% of the dams had two progenies. For simplicity, we randomly selected one of the
offspring of each of these dams. As a result, the data set used here consisted of 3116 progenies and the
number of progenies per sire varied from 16 to 269. Evidently, a sire random effect will be needed.
All progenies were followed up from birth to approximately 2.5 years after they were born. Over this
period, the weight of each progeny was taken six times at intervals of approximately 3–5 months, where
the first weight was taken at birth. In addition to the weight, information about sex, reproduction (natural
or artificial), progeny birth year, and age of the dam at progeny birth were recorded for each progeny.
Giolo and Deme´trio (2011) compared sires based on length in days that their progenies need to gain
160 kg, a commercially specified weight gain employed in Brazil. Given that the weight is taken only
periodically, the exact time that each progeny takes to gain the weight of interest was not precisely known.
Thus, a logistic growth curve model for each progeny was fitted to estimate the exact response time. There
are no censored data because all progenies have gained the targeted weight over the follow-up period.
In line with these authors, the estimated time to reach 160 kg is the response time of interest. Hierarchi-
cal models are sometimes difficult to fit, from a numerical standpoint, because the units used for outcomes
and/or covariates lead to numerical values that are very large or small. So, not for statistical but rather
for numerical reasons during model fitting, we use the months unit rather than the days one; evidently,
this has no implications from a statistical view-point. Table 2 shows descriptive statistics for the estimated
time, in months, that progenies took to gain 160 kg. For illustrative purposes we take the three sires whose
progenies took the longest time and the three sires of which the progenies took the shortest time to gain
this weight. More details about the data set and the estimation process are described in Giolo and Deme´trio
(2011).
Table 2 Descriptive statistics for estimated time (months) per sires that their progeny take to achieve the
specified weight of 160 kg.
Mean St. dev. N Min. Max.
19.58 0.93 16 16.81 20.67
18.77 0.93 79 15.83 21.15
18.57 0.95 198 16.43 20.82
...
...
...
...
...
17.51 0.97 32 15.96 19.37
17.72 0.90 150 15.14 20.16
17.89 0.90 193 15.62 20.03
3 Extended models to handle hierarchical and overdispersed data
3.1 The Poisson combined model
In certain applications of standard generalized linear models, it is found that the data exhibit overdisper-
sion, i.e., the variability is greater than predicted by the mean-variance relationship inherent in the model
formulation. A number of models have been proposed for handling this phenomenon, especially in the
Poisson case (Breslow , 1984; Lawless , 1987). Some also handle the rarer case of underdispersion.
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An elegant formulation is through a two-stage approach. In the univariate Poisson case, we assume that
Yi|λi ∼Pois(λi) and then that λi is a random variable with E(λi) = µi and Var(λi) = σ2i . Then it follows
that
E(Yi) =E{E(Yi|λi)} = E(λi) = µi,
Var(Yi) =E{Var(Yi|λi)}+ Var{E(Yi|λi)} = E(λi) + Var(λi) = µi + σ2i .
It is common to assume a gamma distribution for the random effects λi, leading to the so-called negative-
binomial model (Hinde and Deme´trio , 1998).
This model can be extended to the case of repeated measurements. We then assume a hierarchical data
structure where Yij denotes the jth outcome measured for cluster i, (i = 1, . . . , N ; j = 1, . . . , ni) and Yi
is the ni-dimensional vector of all measurements available for cluster i. The scalar λi becomes a vector
λi = (λi1, . . . , λini)
′, with E(λi) = µi and Var(λi) = Σi. Then, E(Yi) = µi and Var(Yi) = Mi + Σi,
where Mi is a diagonal matrix with the vector µi along the main diagonal. The diagonal structure of Mi
reflects the conditional independence assumption, that is, all dependence between measurements on the
same unit stems from the random effects.
Alternatively, this repeated version of the overdispersion model can be combined with normal random
effects in the linear predictor. Such models, proposed also by Dean (1991) and Thall and Vail (1990), for
the count case, will be discussed next.
Molenberghs et al. (2007) specified a model for count data combining ideas from the overdispersion
models and models with normal random effects. Later, Molenberghs et al. (2010) proposed a broad
class of generalized linear models where the binary, count, and time-to-event cases were given particular
emphasis. These models, named combined models, accommodate overdispersion and clustering through
two separate sets of random effects and produce models with only normal random effects and models with
only overdispersion terms as special cases.
Molenberghs et al. (2007) showed that the count models allow for closed-form expressions for the
mean vector and variance-covariance matrix. As highlighted by the authors, the derivation of such closed
forms has important implications because they admit, for example, explicit correlation expressions. This
aspect was examined by Vangeneugden et al. (2011) for Poisson-type models for count data.
In line with Booth et al. (2003), Molenberghs et al. (2007) specified a model for repeated Poisson data
with overdispersion:
Yij ∼ Poi(θijκij),
κij = exp(x
′
ijβ + z
′
ijbi),
bi ∼ N(0, D),
E(θi) = E{(θi1, . . . , θini)′} = Φi,
Var(θi) = Σi,
(1)
where Yij is the jth count outcome measured for cluster i, θij is the random effect to capture overdispersion
and κij is the mean, which is linked to the linear predictor through the logarithmic link function. Notice that
the normal random effect is placed in the linear predictor while the θij random effect acts multiplicatively
on the mean of the variable.
The θij can be assumed to follow a gamma model, producing a so-called Poisson-Gamma-Normal
(PGN) model or, equivalently, a negative-binomial-normal model. It is typically assumed that the compo-
nents θij of θi are independent. In this case, Σi reduces to a diagonal matrix. It should be noted that it is
possible to allow for general covariance structures; this is not considered further here.
Then, regarding the overdispersion random effects, three instances could be of interest: (1) the random-
effects θij are independent; (2) the θij are allowed to be dependent; (3) they are equal to each other and
hence reduce to θij = θi. Independent θij imply that the use is strictly confined to capture additional
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overdispersion, i.e., not captured by the normal random effects. In contrast, when they are allowed to be
correlated, they offer a way to model, for example, serial correlation.
The marginal mean vector and variance-covariance matrix were derived by Molenberghs et al. (2007)
and are reproduced in Appendix A.1. We considered this model to calculate the between-cluster contribu-
tion to the total variability of the traits of interest, that is, the intraclass correlation. The derivation of such
measure is presented in Section 4.
3.2 The Weibull combined model
Time-to-event data can be framed within the generalized linear model framework (McCullagh and Nelder ,
1989). Next to this, the first of two aspects we need to take into account is overdispersion. The frailty model
was introduced in survival analysis by Vaupel et al. (1979) as a way to allow unobserved heterogeneity.
The model is an extension of the proportional hazards model in which the frailty term acts multiplicatively
on the baseline hazard and captures the individual heterogeneity that refers to unobserved risk factors.
It is assumed that this frailty term follows a parametric distribution; the most commonly used ones are
gamma and log-normal. See also Duchateau and Janssen (2008). These models have also been extended
to correlated time-to-event data, including in animal breeding studies (Schukken et al. , 2010; Giolo and
Deme´trio , 2011).
On the other hand, the generalized linear mixed model (GLMM; Breslow and Clayton (1993); Molen-
berghs and Verbeke (2005)) was formulated to handle hierarchical data of various outcome types, including
time-to-event data. The model incorporates normally distributed random effects into the linear predictor of
a generalized linear model.
Our modeling approach combines ideas from the GLMM and the gamma frailty model, in line with
Molenberghs et al. (2010). As in the Poisson case, such models allow for closed-form expressions for the
mean vector and variance-covariance matrix. The Weibull model for repeated measures, with both gamma
and normal random effects, can be expressed as
f(yi|θi, bi) =
ni∏
j=1
ρθijy
ρ−1
ij exp(x
′
ijβ + z
′
ijbi) exp{−yρijθij exp(x′ijβ + z′ijbi)},
bi ∼ N(0, D),
θij ∼ Gamma(αj , α−1j ),
(2)
where ρ is the Weibull shape parameter, β is a vector of fixed effects parameters, bi is a vector of normal
random effects with mean 0 and covariance matrixD. The covariate vectors xij and zij are for the fixed and
random effects, respectively. Further, θij are Gamma distributed. These effects are assumed independent
while the correlation between the repeated measures is induced by normal random effects. Because of
this, the normal random effects model the correlation between repeated measures and capture a certain
amount of overdispersion, while the gamma random effects capture the remaining overdispersion. Should
there be only normal random effects, the model might not be flexible enough to capture, say, a situation
with weak correlation but strong overdispersion. The model is quite flexible from a distributional angle as
well. For example, the Weibull distribution contains the exponential and gamma distributions as special
cases. Admittedly, some distributional forms, such as the log-normal distribution, do not follow from this
calculations and would have to be done separately.
Setting ρ = 1 leads to the special case of an exponential time-to event distribution. It is also evident that
the classical gamma frailty model (no normal random effects) and the Weibull-based GLMM (no gamma
random effects) follow as special cases.
The above expressions are derived for a two-parameter gamma density and because of the parametriza-
tion the mean of the gamma random effects is equal to 1. Also, while the αj are allowed to depend on the
measurement occasion or repetition within a subject, they can be held constant, as will be done in our case
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study. Closed-forms expressions for the marginal density, means, variances, and covariances were derived
by Molenberghs et al. (2010). The ones needed for our purposes, i.e., to derive closed-form intraclass
correlation, are presented in Appendix A.2.
It is possible to also incorporate censored observations, as was done by Molenberghs et al. (2014).
Once the model fitted to possible censored data, the computations outlined in the next section still apply.
This is one of the several reasons to use methodology properly developed for time-to-event data, rather
than applying a transformation.
4 Derivation of intraclass correlation
4.1 The count case
Consider the Poisson-Gamma-Normal model and its variance presented in (13). Also, without loss of
generality, we set E(θi) = 1. The variance is
Var(Yij) = µij + µij(Pi,jj − 1)µij , (3)
where
µij = exp
(
x′ijβ +
1
2
z′ijDzij
)
= µ0ijµ1ij ,
with notation as in (1), and
Pi,jj = µ1ij(σi,jj + 1)µ1ij = µ
2
1ij(σi,jj + 1).
The contribution from overdispersion and from within-cluster variability over the total variability is:
ξij =
µ0ij + µ0ij{(σi,jj + 1)− 1}µ0ij
µ0ijµ1ij + µ0ijµ1ij{µ21ij(σi,jj + 1)− 1}µ0ijµ1ij
,
which reduces to
ξij =
1 + µ0ij{(σi,jj + 1)− 1}
µ1ij [1 + µ0ijµ1ij{µ21ij(σi,jj + 1)− 1}]
. (4)
These ratios place the variance presented in (3), for D = 0, in the numerator and the full variance of the
combined model in the denominator. The proportion of the total variability that is between cluster, that is,
the intraclass correlation is:
ICCij = 1− ξij . (5)
Because of the mean-variance relationship, ξij and hence ICCij depends on the mean, therefore also on
the covariates.
A specific case arises when there is no overdispersion. In such case, ξij can be derived from the Poisson-
Normal model or simply by setting σi,jj = 0 in (4). The contribution then is
ξPNij =
1
µ1ij{1 + µ0ijµ1ij(µ21ij − 1)}
, (6)
and the ICCij is calculated from replacing ξij by ξPNij in (5).
It is not uncommon to model other sources of variability, by including other effect as a random term in
model (1), which slightly changes the terms:
λij = exp(x
′
ijβ + z
′
1ijvi + z
′
2ijwi),
vi ∼ N(0, D1),
wi ∼ N(0, D2).
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These normal random effects are assumed to be independent, and its variance is:
Var(Yij) = µij + µij(Pi,jj − 1)µij ,
where
µij = exp
(
x′ijβ +
1
2
z′1ijD1z1ij +
1
2
z′2ijD2z2ij
)
= µ0ijµ1ijµ2ij
and
Pi,jj = µ1ijµ2ij(σi,jj + 1)µ1ijµ2ij = µ
2
1ijµ
2
2ij(σi,jj + 1).
In this case, the contribution from overdispersion and from the random effectwi over the total variability
is:
ξij =
1 + µ0ijµ2ij{µ2ij(σi,jj + 1)− 1}
µ1ij [1 + µ0ijµ1ijµ2ij{µ21ijµ22ij(σi,jj + 1)− 1}]
. (7)
When there is no overdispersion, (7) reduces to:
ξPNij =
1 + µ0ijµ2ij(µ2ij − 1)
µ1ij{1 + µ0ijµ1ijµ2ij(µ21ijµ22ij − 1)}
. (8)
The intraclass correlations are obtained from applying (7) or (8) to (5).
Notice that the ratios ξij and ξPNij are not free of the marginal mean function. In practice, therefore,
one should compute some useful summaries of the values ICCij , given that they depend on the means at
measurement j for unit i. Of course, when covariates are limited to a few factors with a limited number of
levels, the intraclass correlation will only be dependent on these.
4.2 The time-to-event case
We here present expressions for the ICC in the Weibull and exponential cases by using the combined
model, reviewed in Section 3. Details regarding calculations can be found in Appendix A.2. Further
generalizations are available as web-based Supplementary Material.
Consider the combined model for overdispersion and correlated data presented in (2). Molenberghs et
al. (2010) showed that its variance equals (14). The contribution from overdispersion and within cluster
variability over the total variability is
ξWij =
Γ(αj)Γ
(
αj − 2ρ
)
Γ
(
2
ρ + 1
)
− Γ
(
αj − 1ρ
)2
Γ
(
1
ρ + 1
)2
exp
(
1
ρ2 z
′
ijDzij
)
ζ(αj , ρ,D, zij)
, (9)
with
ζ(αj , ρ,D, zij) =
{
Γ(αj)Γ
(
αj − 2
ρ
)
Γ
(
2
ρ
+ 1
)
exp
(
1
ρ2
z′ijDzij
)
−Γ
(
αj − 1
ρ
)2
Γ
(
1
ρ
+ 1
)2}
.
As in the Poisson case, the ratio in (9) places the variance of the combined model, considering D = 0, in
the numerator and the full variance of the combined model in the denominator. The ICC is obtained by:
ICCWij = 1− ξWij , (10)
c© 2010 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim www.biometrical-journal.com
8 Oliveira et al.: Intraclass correlations for nonnegative traits
that is the variability not related to the overdispersion or the proportion in the total variability due to the
normal random term.
Very importantly, the above expressions do not depend on the fixed-effects structure. In other words,
the only subject-specific influence comes from the random-effects design zij . This creates opportunities
for constant intraclass correlations.
Setting ρ = 1 leads to the special case of an exponential time-to-event distribution. For this case the
contribution from overdispersion and within cluster variability is
ξEij =
αj
exp(z′ijDzij){2(αj − 1) exp(z′ijDzij)− (αj − 2)}
,
and the intraclass correlation is obtained by ICCEij = 1 − ξEij . Specific cases arise when there is only
one variance component, d, in D. In this case, ξWj ≡ ξWij reduces to
ξWj =
Γ(αj)Γ
(
αj − 2ρ
)
Γ
(
2
ρ + 1
)
− Γ
(
αj − 1ρ
)2
Γ
(
1
ρ + 1
)2
exp
(
1
ρ2 d
)
ζ(αj , ρ, d)
, (11)
with
ζ(αj , ρ, d) =
{
Γ(αj)Γ
(
αj − 2
ρ
)
Γ
(
2
ρ
+ 1
)
exp
(
1
ρ2
d
)
− Γ
(
αj − 1
ρ
)2
Γ
(
1
ρ
+ 1
)2}
and ξEj reduces to
ξEj =
αj
exp(d){2(αj − 1) exp(d)− (αj − 2)} .
Evidently, when the gamma parameter αj is held constant, then ξE ≡ ξEj , a constant.
As the Weibull-Normal model is a special case of the combined model, we can also obtain the intraclass
correlation based on this model. For this, we derived the variance expression for this specific case. See
Appendix A.3 for the derivation. The contribution from overdispersion and within cluster variability over
the total variability, considering the Weibull-Normal model, is:
ξWNij =
ξN,WNij
ξD,WNij
, (12)
where
ξN,WNij = Γ
(
2
ρ
+ 1
)
− Γ
(
1
ρ
+ 1
)2
and
ξD,WNij = exp
(
1
ρ2
z′ijDzij
){
Γ
(
2
ρ
+ 1
)
exp
(
1
ρ2
z′ijDzij
)
− Γ
(
1
ρ
+ 1
)2}
.
Considering the Exponential-Normal model, this contribution is:
ξENij =
1
exp(z′ijDzij){2 exp(z′ijDzij)− 1}
.
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5 Analysis of case studies
5.1 Inheritance study of trichomes density in tomato
In this section, we will analyze the tomato data, introduced in Section 2.1. Our interest lies in measuring the
magnitude of the measurement error to the variability between plants. This concept is known as reliability,
a specific use of ICC. Here, we considered the Poisson combined model and its special cases to obtain such
correlation.
Let Yij the number of trichomes counted in the j-th position of the i-th plant, where i = 1, 2, . . . , 145
and j = 1, 2, 3, and the choose log(κij) = β0+bi, where β0 is the overall effect and bi is the random effect
that captures the plant-level variability, assumed to be normally distributed with mean 0 and variance d.
Results from fitting: (1) Poisson (P--) (model without random effects), (2) Poisson-Normal (P-N) (with
the normal random effect), (3) Poisson-Gamma (PG-) (with the gamma random effect), and (4) Poisson-
Gamma-Normal (PGN) (with both normal and gamma random effects) models are displayed in Table 3.
Observe that, for all trichomes considered, the (P-N) is a strong improvement, in terms of likelihood, over
the (P--) model. This is not surprising because correlations between the measures of the same plant are
expected. Improvements in goodness-of-fit are also obtained when including the gamma random effect,
especially using the combined model, which allows for correlation and overdispersion modeling. Note
that in this case there is overdispersion caused by extra variability, which needs to be modeled. We then
calculated intraclass correlation for each trichome type by applying the combined model (PGN) estimates
in (4) and (5).
Given that there is only the plant random effect in this study, z′ijDzij reduces to the scalar d. Also the
θij are assumed independent, with variance represented by σi,jj . Because we have no covariate effects,
the mean value of the fixed structure, µ0ij , can be obtained from only the intercept (overall) effect.
The contribution from model-induced measurement error and overdispersion to the total variability of
this population is ξ̂ ∼= 9.39×10−6 for the trichome type IV, ξ̂ ∼= 0.02 for the trichome type VI and ξ̂ ∼= 0.36
for the trichome type VII. The intraclass correlations are ÎCC ∼= 0.99 for trichome type IV, ÎCC ∼= 0.98
for trichome type VI and ÎCC ∼= 0.64 for trichome type VII. Such correlations can be interpreted as the
proportion of the total variance that is due to the variability between plants. For the trichome type VII, for
instance, this means that 64% of variability in measurements is due to differences in number of trichomes
between plants, with the remaining 36% being due to overdispersion and measurement error. Notice that
the ICCs (reliability) are higher for trichomes types IV and VI, which implies small measurements errors
in comparison to the true differences between plants and relatively good distinction between these subjects.
5.2 Nelore progenies study
Giolo and Deme´trio (2011) analyzed the data introduced in Section 2.2 using correlated frailty models
with the baseline hazard function completely unspecified (Cox model). We will re-analyze the data but
considering exponential and Weibull models and a predictor of the form:
κij = β0 + bi + β1Si + β2Pi,
where Si is an indicator for progeny sex (1: male; 0: female), Pi is an indicator for progeny birth year (1:
1996; 0: 1997), and bi ∼ N(0, d), the sire-level variance. We will use the intraclass correlation to quantify
the degree of similarity between progenies from the same sire in terms of time, in months, they take to
gain 160 kg. In quantitative genetics, this concept is known as heritability (Jacquard , 1983; Falconer and
Mackay , 1996).
We consider special cases: (1) the purely exponential model (E--), (2) the purely Weibull model (W--),
(3) the Weibull-Gamma model (WG-), (4) the Exponential-Normal model (E-N), (5) the Weibull-Normal
model (W-N), and (6) the Weibull-Gamma-Normal model (WGN). Results from fitting all six models
are displayed in Table 4. Clearly, the goodness-of-fit of the Weibull models is much higher than for the
exponential models. This is not surprising, giving the high value of the estimated shape parameter ρ̂. Fitting
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Table 3 Tomatoes study. Parameter estimates and standard errors for the regression coefficients in (1) the
purely Poisson model (P--), (2) the Poisson-Normal model (P-N), (3) the Poisson-Gamma model (PG-), and
(4) the Poisson-Gamma-Normal model (PGN) for trichomes density, considering data from F2 population.
Effect Par. (P--) (P-N) (PG-) (PGN)
Trichome type IV
Intercept β0 0.43 (0.04) -1.72 (0.31) 0.43 (0.12) -1.66 (0.31)
Gamma param. α 0.17 (0.02) 3.15 (1.03)
Variance between plants d 6.42(1.40) 6.31 (1.40)
-2log-likelihood 2440.1 1114.9 -436.8 -594.3
Trichome type VI
Intercept β0 -2.82 (0.20) -4.84 (0.77) -2.82 (0.29) -4.36 (0.83)
Gamma param. α 0.05 (0.02) 0.32 (0.28)
Variance between plants d 4.37 (2.12) 3.34 (2.16)
-2log-likelihood 219.7 180.4 154.0 149.1
Trichome type VII
Intercept β0 -0.92 (0.08) -1.42 (0.16) -0.92 (0.10) -1.24 (0.17)
Gamma param. α 0.46 (0.10) 0.98 (0.41)
Variance between plants d 1.06 (0.30) 0.70 (0.32)
-2log-likelihood 785.2 729.7 600.8 594.6
the Exponential-Gamma and Exponential combined models was not possible. This is not a total surprise.
Molenberghs and Verbeke (2011) showed that the WGN model and its sub-models have a finite number
of finite moments only. Precisely how many depends on the values of α and ρ: the order k of the moment
should be k < ρα for it to be finite. Given that the estimated ρ is high for the Weibull models, and the α’s
are in the order of magnitude of unity, there is no problem for the Weibull-based models considered here.
However, setting ρ = 1 to obtain exponential versions, and assuming that α would be in the same order
of magnitude, might imply that, for example, variances and perhaps means are not finite, underscoring
difficulty of fit.
Turning again to the Weibull models, both the (WG-) and the (W-N) models are improvements, in terms
of the likelihood, relative to the (W--) model. But the strongest improvement in fit occurs when considering
the combined (WGN) model. As highlighted by Molenberghs et al. (2010), this strongly affects the
point and precision estimates of key quantities such as slope difference and slope ratio. In our case, the
differences between the fixed effects coefficients estimates of the (WGN) and those of the (W--) and (W-
N) models are clearly noticeable. It is not uncommon to consider the (W-N) model, accommodating
the correlation between progenies of the same sire, but according to the fit statistics the (WGN) is more
appropriate.
Note that, while the point estimates for the Weibull shape parameters are high, the corresponding stan-
dard errors are small, providing further evidence for proper convergence. Further, note that for the (E-N)
the variance of the normal random effect d is estimated on the boundary of the parameter space, effectively
removing the parameter from the model. This explains why the (E--) and (E-N) fits are identical. A similar
phenomenon does not occur in the Weibull cases.
Based on the model fits, we can now calculate ICCs. Using the one variance component in the random
intercept for the sire effect, we apply expression (10) using (11). Note that throughout Section 4.2, the
Gamma distribution parameter α, is represented with an index for the individual j. That said, here and in
several other applications α is kept constant. Based on the estimates for the combined model (WGN), as
laid out in Table 4, we obtain ξ̂W = 0.9230 and:
ÎCC = 1− 0.9230 = 0.077 (s.e. 0.7943).
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Table 4 Nelore study. Parameter estimates and standard errors for the regression coefficients in (1) the
purely Exponential model (E--), (2) the purely Weibull model (W--), (3) the Weibull-Gamma model (WG-
), (4) the Exponential-Normal model (E-N), (5) the Weibull-Normal model (W-N), and (6) the Weibull-
Gamma-Normal model (WGN).
Estimate (standard error)
Effect Par. (E--) (W--) (WG-)
Intercept β0 -2.92 (0.03) -13.72 (0.24) -107.19 (2.89)
Sex β1 0.08 (0.04) 1.11 (0.04) 2.70 (0.10)
Prog. birth β2 -0.02 (0.04) 0.11 (0.04) -0.65 (0.06)
Weibull shape ρ 4.53 (0.08) 36.68 (1.00)
Gamma param. α 1.53 (0.13)
-2log-likelihood 24314.0 15495.0 7230.9
Effect Par. (E-N) (W-N) (WGN)
Intercept β0 -2.92 (0.03) -75.01 (0.99) -110.78 (3.05)
Sex β1 0.08 (0.04) 1.87 (0.05) 2.81 (0.10)
Prog. birth β2 -0.02 (0.04) -0.27 (0.11) -0.65 (0.17)
Weibull shape ρ 25.50 (0.33) 37.88 (1.05)
Gamma param. α 1.52 (0.14)
Var. of sires d 6.33×10−14 0.09 (0.03) 0.21 (0.08)
-2log-likelihood 24314.0 7399.0 7100.6
This means low correlation between progenies from the same sire and/or low variability between sires.
The low level of intraclass correlation is entirely natural for this setting, because there is high overdisper-
sion, resulting from a relatively small α. This implies that there is a strong source of measurement error,
inhibiting a high level of such correlation.
When this overdispersion is not taken into account, different estimates for intraclass correlation can be
found. This is the case of considering the model (W-N) instead of (WGN). To calculate the intraclass
correlation for this case we apply expression (10) using (12). Based on the estimates for the (W-N) we
obtain ξ̂WN = 0.9451 and:
ÎCC = 1− 0.9451 = 0.0549 (s.e. 0.0234).
Both estimates are similar against the background of a relatively large standard error. This is not sur-
prising given the use of the delta method for a ratio. Details on precision estimation can be founded in
supplementary material. Also, the estimates are close the boundary of the quantity’s range, adding to the
complexity to obtain a narrow standard error. Alternatively, Fieller’s intervals could be calculated to gauge
the estimates’ precision.
6 Concluding remarks
In this paper, we have derived expressions for intraclass correlations, based on hierarchical count and time-
to-event data. The focus was on the so-called combined models, which brings together generalized linear
models with both normal and gamma random effects, thus accommodating correlation between repeated
measures and overdispersion. Importantly, the standard generalized linear mixed models are special cases
of the combined models, implying that the derivations reported here also apply to the commonly encoun-
tered GLMM cases. Further, as shown in Molenberghs et al. (2010), other GLMMs, for other data types
and/or with other link functions, can be extended to a combined model formulation.
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The combined models and its GLMM sub-model admit closed-form expressions for means, variances,
and higher-order moments. As a result, variance ratios have explicit expressions too. The intraclass corre-
lations are sufficiently simple and appealing, in particular in special cases, to be of practical value. Using
real data, we illustrate how this coefficient is related to the important concepts of reliability and heritability.
We want to reiterate that, in the count models, intraclass correlation is a function rather than a constant.
At first sight, this is a drawback. However, it is a consequence from the mean-variance relationship in
the models considered. If the model fits the data well, it can also be claimed to be a feature of the data.
Practically, intraclass correlation changes with the effects present in the predictor functions. Evidently,
one can summarize the functions in a variety of ways, using averages, medians, quartiles, ranges, etc. In
the time-to-event models, while, unsurprisingly, the correlation is not as simple as when outcomes are
Gaussian, it does not depend on fixed effects. This is an appealing feature of this model.
All analysis were performed using the SAS NLMIXED procedure due to its flexibility to deal with non-
normal responses and because it allows the user to specify the likelihood function to their own taste and
needs. The SAS codes are available as supplementary material on the journal’s web page.
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Appendix
A.1. Model elements for the Poisson combined model
The mean and variance expressions for the Poisson combined model (1) were presented by Molenberghs
et al. (2007). The mean vector µi = E(Yi) has components:
µij = φij exp
(
x′ijβ +
1
2
z′ijDzij
)
and the variance-covariance matrix is given by
Var(Yi) = Mi +Mi(Pi − Jni)Mi, (13)
whereMi is a diagonal matrix with the vector µi along the diagonal, Jni is a ni × ni dimensional matrix
of ones and the (j, k)th element of Pi equals:
pi,jk = exp
(
1
2
z′ijDzik
)
σi,jk + φijφik
φijφik
exp
(
1
2
z′ikDzij
)
.
Note that σi,jk is the (j, k)th element of Σi.
For univariate data with a single random θi and single normal random effect bi ∼ N(0, d), the above
expressions reduce to
µij = φi exp
(
x′iβ +
1
2
d
)
and
Var(Yi) = µi + µ2i
(
exp d− 1 + σ
2
i
φ2i
exp d
)
,
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where φi and σ2i are, respectively, the mean and variance of θi.
These expressions also produce their simplified counterparts for the special cases, including the Poisson-
normal model and the Poisson model. For instance, when only normal random effects are present, the mean
vector components slightly simplify:
µij = exp
(
x′ijβ +
1
2
z′ijDzij
)
,
and the variance-covariance matrix is
Var(Yi) = Mi +Mi{exp(ZiDZ ′i)− Jni}Mi.
A.2. Model elements for the Weibull combined model
From the marginal density of the combined model specified by (2), Molenberghs et al. (2010) derived the
moment and mean expressions:
E(Y kij) =
αjB(αj − k/ρ, k/ρ+ 1)
λk/ρα
−k/ρ
j
exp
(
−k
ρ
xijβ +
k2
2ρ2
z′ijDzij
)
,
E(Yij) =
αjB(αj − 1/ρ, 1/ρ+ 1)
λ1/ρα
−1/ρ
j
exp
(
−1
ρ
x′ijβ +
1
2ρ2
z′ijDzij
)
,
which easily leads to the variance expression:
Var(Yij) =
αj
λ2/ρα−2ρj
exp
(
−2
ρ
x′ijβ +
1
ρ2
z′ijDzij
){
B(αj − 2/ρ; 2/ρ+ 1) exp
(
1
ρ2
z′ijDzij
)
− αjB
(
αj − 1
ρ
;
1
ρ
+ 1
)2}
. (14)
The exponential version follows from setting ρ = 1 in the above expressions.
A.3. Model elements for the Weibull-Normal model
We will derive the moment, mean and variance expressions for the specific case of no overdispersion and
only one normal random effect, i.e., the Weibull-Normal model (W-N). It can be easily obtained from the
Weibull-based GLMM density as described in the following. From
f(yi|bi) =
ni∏
j=1
λρyρ−1ij exp(x
′
ijβ + z
′
ijbi) exp{−λyρij exp(x′ijβ + z′ijbi)}
let us derive the moments by
E(Y kij |bi) = λρ
∫
yk+ρ−1ij exp(x
′
ijβ + z
′
ijbi) exp{−λyρij exp(x′ijβ + z′ijbi)}dyij ,
i.e., the k-th moment conditional upon bi. Then consider ϕij = λ exp(x′ijβ + z
′
ijbi), from which we
deduce
E(Y kij |bi) = ρ
∫
yk+ρ−1ij ϕij exp(−ϕijyρij)dyij =
∫
ykij exp(−ϕijyρij)d(ϕijyρij).
Writing t = ϕijy
ρ
ij we have y
k
ij = t
k/ρϕ
−k/ρ
ij and
E(Y kij |bi) =
∫
tk/ρϕ
−k/ρ
ij exp(−t)dt = ϕ−k/ρij
∫ ∞
0
tk/ρ exp(−t)dt = ϕ−k/ρij Γ
(
k
ρ
+ 1
)
.
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Then, the moment expression is
E(Y kij) =
Γ
(
k
ρ + 1
)
λk/ρ exp(µijk/ρ)
exp{(k2/2ρ2)z′ijDzij},
where µij is the fixed part of the linear predictor. From this expression we have the first and second
moments:
E(Yij) =
Γ
(
1
ρ + 1
)
λ1/ρ
exp
(
−1
ρ
x′ijβ +
1
2ρ2
z′ijDzij
)
,
E(Y 2ij) =
Γ
(
2
ρ + 1
)
λ2/ρ
exp
(
−2
ρ
x′ijβ +
4
2ρ2
z′ijDzij
)
,
which easily lead to the variance expression:
Var(Yij) =
1
λ2/ρ
exp
(−2
ρ
x′ijβ +
1
ρ2
z′ijDzij
)
×
{
Γ
(
2
ρ
+ 1
)
exp
(
1
ρ2
z′ijDzij
)
− Γ
(
1
ρ
+ 1
)2}
.
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