Biological active materials such as bacterial biofilms and eukaryotic cells thrive in confined micro-spaces. Here, we show through numerical simulations that confinement can serve as a mechanical guidance to achieve distinct modes of collective invasion when combined with growth dynamics and the intrinsic activity of biological materials. We assess the dynamics of the growing interface and classify these collective modes of invasion based on the activity of the constituent particles of the growing matter. While at small and moderate activities the active material grows as a coherent unit, we find that blobs of active material collectively detach from the cohort above a well-defined activity threshold. We further characterise the mechanical mechanisms underlying the crossovers between different modes of invasion and quantify their impact on the overall invasion speed.
Introduction
Understanding the mechanisms by which living (active) systems such as cells and bacteria invade and navigate through their surroundings is of pivotal importance in many physiological and pathological processes. Depending on the physical and chemical properties of their microenvironment active matter can show distinct modes of invasion, from single cell migration to groups of cells moving as a collective. The latter has been identified as the primary mode of cancer cell invasion [1, 2] . Similarly collective migration is the prime mode of growth and invasion by bacterial biofilms [3, 4, 5] .
Among physical environmental factors, geometrical constraints have a strong influence on the dynamics of collective migration in biological matter. Various physiological processes such as bacterial filtering rely on active matter living within pores, cavities, and constrictions [6] . In vivo, cancerous cells are known to preferentially move along pre-existing tracks of least resistance, such as myelinated axons or blood vessels, when invading into healthy tissue [7, 8] . Similarly, during biofilm formation interaction between the bacterial colony and the surface it grows on is of major importance [9, 10] . The relevance of the interaction between biological matter and confining geometries in many physiological processes has prompted extensive experiments. In particular, in-vitro experiments on epithelial cells [11, 12, 13, 14, 15, 16, 17] , bacteria [18, 19] , and mixtures of biofilaments and molecular motors [20, 21] have shown that confinement to channel-like geometries generically alters the flow of biological matter in a significant way. Striking examples are the crossover from chaotic flows of bacteria [22, 18] and microtubule/motor protein mixtures [23, 24] to polarised movement along the long channel axis and the emergence of shear flow in fibroblast cells [17] confined within rectangular geometries. Moreover, theoretical and computational studies of active matter interacting with a periodic array of obstacles have shown a reduction in the effective diffusion coefficient of active particles with increasing density of obstacles [25] and modification of the active dispersion within periodic arrays in the presence of applied flows [26] .
While recent research has been primarily focused on the crosstalk between the confinement and the activity of the particles in order to determine patterns of motion, a complete understanding of the patterns of collective invasion and spreading also requires a detailed investigation of growth dynamics. From the physical perspective, such interplay between activity, confinement, and growth can be accompanied by additional complexities arising from hydrodynamic interactions between growing active matter and the confinement, orientation dynamics of elongated active particles, and emergent collective phenomena such as active turbulence [27, 28, 29, 30, 31] and active topological defects [32, 33, 34, 35] . Due to this interconnection of complex physical processes, the mechanistic understanding of active matter invasion within geometrical constraints remains largely unexplored. Recent numerical analyses of a self-propelled particle model [36] , neglecting orientational dynamics and hydrodynamic effects, have shown that the physics of growing active matter can explain some of the observed experimental phenomena [11] , such as caterpillar motion of the advancing front and the enhancement of collective migration speed in thin capillaries, by assuming a coupling between the curvature of the front and the motility of the particles at the leading edge.
Here we use a generic model of active matter that accounts for hydrodynamics, orientational effects, and growth to investigate collective patterns of active matter invasion of capillaries. We identify three different regimes of invasion, each with distinct interface shapes, flow patterns, orientational ordering, and topological defect dynamics. In particular, we show that above a certain threshold in the strength of the active forces, highly dynamic deformations are formed at the interface between the invading active matter and the surrounding medium. At higher activities, we also find a second threshold beyond which blobs of active matter begin to detach from the growing active column to enhance the invasion of free space. We explain the first crossover in terms of intrinsic hydrodynamic instabilities of the bulk active matter accompanied by additional instabilities arising from the presence of the growing interface. The latter can be understood by the ability of active stresses to overcome the stabilising effect of the surface tension and pinching off the growing interface. The active phase (yellow) invades from the broader reservoir (region below black dashed line) where it can grow into the narrower capillary (width d) that is initially filled with isotropic liquid (green). The broad gray arrow illustrates the invasion direction. Different heights are marked for later discussion of observables: h max , the highest point of the active phase which is connected to the reservoir, h inv , the highest point that any patch of active phase reaches, and h min , the highest point where the capillary is filled with active fluid to the full width. (B) A representative simulation snapshot to illustrate the dynamics. Black bars mark the director field; the two green speckles inside the nematic phase are cores of +1/2 topological defects.
Together, our study reveals several possible invasion patterns and collective dynamics when active matter invades a capillary constriction thus providing a framework for further experimental investigations.
Model
We employ a two-phase model of active nematohydrodynamics [37] to explore the growth of an active layer into otherwise isotropic surroundings within a confined channel and use a hybrid lattice Boltzmann (LB) method to numerically solve the equations [38] . This choice was motivated by the generality of this class of continuum models which is due to the fact that only local conservation laws, a nematic interaction between the systems' constituents, and perpetual injection of energy at the smallest length-scale are assumed. Models of this kind reproduce a variety of non-equilibrium flows such as stable arrays of vortices or chaotic flows, together with diverse stationary and non-stationary patterns of nematic ordering and topological defects [39, 40, 33, 29, 28, 41, 42, 43] . On a phenomenological level, these are successful in modelling the collective dynamics in biological systems in cases such as microtubule/motor-protein mixtures [44, 33, 40] , cellular monolayers [45, 46, 47, 35] , or bacteria [48] . In addition to the bulk dynamics, the interaction with walls or obstacles of different shape can add further complexity. Theoretically, using the active nematohydrodynamics framework, a transition to spontaneous flows in channels has been predicted [49, 50] , as well as more complex states with intricate interplay of defects and vortices, and a transition to active turbulence [51, 52, 53] .
Governing equations
We consider a two-dimensional model of a two-phase system consisting of an isotropic fluid phase and an active nematic phase [37] . The orientational order in the nematic phase is characterised by the symmetric and traceless nematic tensor Q αβ = S 2n α n β − δ αβ [54] with S (magnitude of the nematic order) and n α (director) indicating the magnitude and the direction of the nematic order, respectively. The relative density of the nematic phase is measured by a scalar phase field φ which is 0 in the purely isotropic and 1 in the purely nematic phase.
The free energy density of the system is given by (using the Einstein summation convention):
where D, C LQ , K φ , and K Q are positive material constants. Since Q αβ Q αβ = 2S 2 , the second term ensures a tight coupling between the magnitude of the nematic order S , and the phase field φ.. Together with the first term, which corresponds to a Cahn-Hilliard free energy [55, 56] , this leads to well-defined interfaces betweens a nematic (S = 1, φ = 1) and an isotropic (S = 0, φ = 0) phase (Fig. 1) . The third and fourth terms are elastic energies. The first, third, and fourth terms contribute to the surface energy and the fourth term also penalises bulk deformations in Q αβ . The free energy then reads
The order parameters evolve according to the following equations:
with
The l.h.s. of Eqs. (3) and (4) are convective derivatives with the underlying velocity field u α . Advection and diffusion drive the dynamics in φ; Γ φ is the corresponding diffusion constant. Γ Q is a rotational diffusion constant which, together with the molecular field H αβ , controls diffusive relaxation in Q αβ . In addition, the interplay of flow u α and order Q αβ is less trivial. The first and second terms on the r.h.s. of the Eq. (4) form the co-rotational derivative which accounts for the response of the orientation field to the extensional (E αβ ) and rotational (Ω αβ ) components of the velocity gradients respectively. ξ is the tumbling parameter which determines the relative influence of the rate of strain on the director orientation. It depends on the geometry of the active particles, for prolate ellipsoids ξ > 0, while for oblate ellipsoids ξ < 0, and for spherical particles ξ = 0 [57] .
The velocity field u α obeys the Navier-Stokes equations:
where ρ is the density of the fluid and Π αβ is the stress tensor comprising viscous stress, pressure contribution, elastic stresses, and the active stress:
Π el,2
Here, η is the viscosity, and the elastic stresses Π el,i αβ describe feedback from variations in the order parameters on the fluid flow [37] . The definition of the active stress Π act αβ is such that any gradient in Q αβ generates a flow field and drives the system at small length-scales, with strength determined by the magnitude of the activity ζ. A positive (negative) ζ corresponds to an extensile (contractile) material. The dipole flow-fields generated with this ansatz correspond to those of microswimmers -"pushers" generate extensile stresses, "pullers" contractile stresses [58] . The active stress continuously drives the system out of thermodynamic equilibrium. It will be of major importance in the following discussions.
Simulation setup
In Fig. 1 , we show the geometry for which we will solve the equations. This simulation setup corresponds to the experimental configurations for cell monolayers in references [11, 12, 13, 14, 15] . It consists of a wider reservoir that feeds a narrower capillary. At t = 0, the active phase is restricted to the large reservoir.
In order to generate new active material in the reservoir, we locally increase φ to values higher than 1.0 at random positions. For every point in the active phase in the reservoir a growth event takes place with probability rφ(1 − φ/φ c ). This means that for a given time τ g , a source term αφ is added to the r.h.s. of Eq. (3) in a circle of radius r g around this site. Diffusion and convection then lead to a spreading of the active phase, causing it to rise into the thinner capillary. This local implementation leads to additional flow in the reservoir as growth events generate dipolelike flow fields and a growth pressure through the isotropic part of Π el,1 . The logistic-growth-like saturation in the probability rφ(1 − φ/φ c ) prevents unbounded growth of φ. We find that the details of this implementation or even the geometry of a reservoir are not important for the qualitative dynamics in the capillary (see ESI section A †).
In this study, we use the following parameters:
unless otherwise noted. We vary ζ from 0.0020 to 0.0100 to investigate how invasion depends on the strength of the active driving. The free energy coefficients are chosen such that there is a well-defined interface between the active and the passive phase. ξ = 0.7 leads to alignment of the director to an external flow in a passive nematic. Parameter fitting of the continuum equations to physical active systems remains a topic of research; therefore, we consider a generic parameter set that has been shown to reproduce the flow vortex-lattice generated by a dense assembly of endothelial cells [59, 60] , and the flow fields of dividing Madin-Darby Canine Kidney cells [47] . Independent samples for parameter sets are obtained by varying the initial condition randomly. Boundaries are no-slip with respect to the fluid and von-Neumann for φ and Q αβ , meaning that there is no preferred anchoring of the director in the absence of activity. Variation of the boundary conditions can potentially lead to the emergence of additional exotic phases of invasion, but their systematic study lies beyond the scope of this work. For the reservoir, we have periodic boundary conditions in the direction perpendicular to the capillary axis.
In the following, we characterise the strength of the activity by the dimensionless activity number
The activity-induced length-scale Λ ζ = K Q /ζ emerges from the competition between the activity driving the dynamics and the elastic resistance against deformations in the director field [28, 61, 62] , while the capillary width d imposes an upper limit for hydrodynamic interactions across the capillary. The activity number A relates these two length-scales [51, 52] .
Results

Distinct invasion regimes
For a first characterisation of the invasion behaviour of active matter into a capillary, we will focus on how the phenomenological changes in the structure and the dynamics of the interface between the active phase and the isotropic fluid depend on the dimensionless activity A. Surprisingly, we observe that this can be categorised into three different regimes separated by two well-defined crossovers under variations of this single quantity alone. Figure 2A shows characteristic snapshots for the three different regimes. For small activities, below a certain threshold (A ∼ 16), the system is characterised by a flat interface between the isotropic and active phase that advances steadily from the reservoir. We denote this as regime I. Due to the extensile ac- Fig. 1 for the definition of h max and h min ). By contrast, within regimes I and II, this quantity is nearly constant. In regime III it increases with activity. (C) While there is only one single coherent patch of active material in regimes I and II, the defining property of the crossover from II to III is the appearance of additional clusters. N c denotes the number of clusters in addition to the bulk active phase. Black arrows in B and C mark values for which snapshots in A were taken. Errorbars depict 1.96 SEM (standard error of the mean). To estimate the SEM, simulations with different initial noise were performed for identical parameter configurations. tivity of the particles (i.e. ζ > 0), the active stresses generate a preferential orientation of the director parallel to the interface, an effect called 'active anchoring' [37] . For low A, the director field remains homogeneous throughout the nematic phase and the hydrodynamic instabilities are suppressed.
When approaching the crossover from regime I to regime II by increasing the activity, bend deformations of the director field arise in the bulk without influencing the shape of the interface (see ESI Movies flows0020.mp4 and flows0030.mp4 †). The defining property of regime II is the crossover to a state where the interface is deformed to an S-shape while keeping a 90
• contact angles at both walls. As discussed in more detail in the next section, within this regime the deformed interface initially advances with the leading point on one side of the capillary wall (see ESI Movie flows0035.mp4 †). With a further increase in activity, we observe a periodic switching of the S-shape of the interface from one side of the capillary to the other side as the system approaches the third invasion regime.
In both regimes, I and II, the active phase remains as one single coherent phase which is connected to the reservoir. This changes with the crossover to regime III at A ∼ 20, where a higher activity leads to the dispatching of small clusters of active material from the main body of the active phase, that protrude deeper into the capillary. In addition, the active interface and the director field are strongly deformed and highly dynamic. Defects are regularly created at the boundary and move throughout the bulk of the active phase (see ESI Movie flows0060.mp4 †).
Detailed characterisation of invasion regimes and crossovers
To understand the connection between the different interface dynamics and the overall invasion process, we further characterise the defining features of the three different regimes. Quantitatively, the crossovers between the regimes can be read off from two observables: (i) (h max − h min ) /d, which characterises deformations of the isotropic-active interface in the capillary (see Fig. 1A for definition of h max and h min ), and (ii) N c which is the number of clusters of the active phase that are in the system in addition to the main body of the active phase connected to the reservoir. As the activity number is increased, the crossover from regime I to regime II is reflected by a jump in the mean value of h max − h min from 0 to the width d of the capillary, or equivalently a jump of (h max − h min ) /d from 0 to 1 (Fig. 2B) , which mirrors the S-shape of the interface in regime II. Within the parameter range studied here, we did not observe any variation in the positioning of the crossover from regime I to regime II under variation of D. The second crossover, from regime II to regime III, is also marked by a further jump in (h max − h min ) /d, but is even more evident in N c which becomes finite (Fig. 2C) , reflecting the emergence of additional smaller clusters that de- tach from the main active phase. It is noteworthy that a similar quantitative behaviour is observed when varying the width of the channel (see ESI Fig. 2 in ESI section B †), indicating that the activity number is the relevant dimensionless parameter in this setup.
Properties of regime II.
The crossover from regime I to II is also accompanied by sharp changes in the flow and director fields in the capillary. This not only sheds light on the underlying mechanism, but also has consequences for the overall speed of invasion as we will see later (section 3.3). Figures 3A,B show that below the first crossover, there are no flows in the capillary (v rms = 0). For higher activities, with a non-zero (h max − h min ) /d, finite flows are generated (Figs. 3A,C) . This is reminiscent of the well-established spontaneous flow transitions in confined active matter [49, 38] , which arise due to the formation of hydrodynamic instabilities in active nematics above a certain threshold of activity. While in those cases the active force alone is responsible for the transition, in the present situation the growth dynamics in the reservoir induces long-range effects which influence the position of the crossover (for a system without reservoir, see ESI section A †). The advection of active material along with these flows causes the characteristic S-shape of the interface in this regime. Interestingly, v rms is increasing with higher activity numbers within regime II while (h max − h min ) /d ∼ 1 throughout.
Moreover, because of the impact of the extensile activity that keeps the director aligned with the interface, the increasing bend deformation looks similar to a backwards pointing +1/2-topological defect at the less advanced side of the interface ( Fig. 3C; right panel) . Corresponding to the characteristic selfmotility of +1/2-topological defects [63, 51, 35] , the interface on this side continues to move backwards relative to the mean interface-position stretching out the interface until the defect detaches from the interface and moves into the active phase. Concomitantly with this defect absorption into the nematic, the interface re-attaches to the wall at a higher position. Repeatedly, this leads to a periodic shape-change in the interface (see Fig. 4A and the ESI Movie flows0035.mp4 †).
As the activity is increased further, the initial spontaneous transition to flows is followed by the generation of counter-rotating vortices along the capillary. As the active phase grows and advances through the capillary, a lattice of vortices is formed behind the interface, reminiscent of vortex-lattices in a nongrowing confined active matter [52, 64] , which appear when the activity-induced vorticity length scale becomes comparable to the capillary width. Interestingly, however, in this growing active matter, the orientation of the vortex closest to the interface also determines the parity of the interface. As a consequence, a change in the orientation of the most forward vortex leads to a switching at the interface, with the S-shape of the progressive front flipping from one side of the channel to the other with respect to the capillary axis (see Fig. 4B and the ESI Movie flows0046.mp4 †).
Within regime II, the rms-velocity v rms grows approximately linearly with the activity number A and the flow field remains structured until transitioning to active turbulence in regime III (Fig. 3D ).
Properties of regime III.
While the crossover to regime II was solely controlled by the hydrodynamic instability to spontaneous flow formation within the bulk of the active matter in the capillary, the crossover from regime II to III, where active clusters appear, is strongly influenced by the competition between activity and surface tension at the interface. This interfacial effect can be clearly seen in a close-up view of the interface at the onset of cluster detachment ( Fig. 4C) : At a sufficiently high activity number relatively long and thin layers of active matter with an approximately uniform director field are formed at the sides of the capillary wall. As the simulation time goes by, a small deformation at the tip of the layer develops and grows until it breaks away from the active layer, forming a detached cluster (see ESI Movie flows0052.mp4 †). The formation of clusters means an increase in total interface length which is increasingly unfavourable for higher surface tension and thus requires higher active stresses to be generated. Therefore, the breakup of the thin layer can be understood as the destabilising effect of the activity that leads to the interface deformation dominating over the stabilising effect of the surface tension, working to keep the interface straight. However, especially in this complex setup, it is not possible to decide to what degree this effect is purely interfacial and whether dynamics in the bulk are important. The simultaneous appearance of +1/2 topological defects in the nematic phase (see ESI Fig. 3 †) hints that changes in the bulk dynamics are also involved in the crossover as flow dynamics become more reminiscent of turbulent dynamics and higher active stresses are generated. Interestingly, directly after the crossover the number of additional clusters peaks. With a further increase in A the clusters are still present, however the number of clusters goes down. A close look at the interface reveals that at very high activities the active material forms extremely long and thin layers on the capillary walls and the detached clusters quickly reattach to the main body of the active nematic, leading to a smaller number of clusters on average.
Invasion capability
In the context of our original research question we now investigate the influence of the different regimes on the capability of the active system to claim new territories. To this end, we show in Fig. 5A the total amount of active material in the capillary at the end of the simulation (9.5 10 6 simulation steps)
2 , which we denote as the invasion index. In the absence of flows (regime I, when the process is purely diffusive), the invasion index Φ T is almost independent of A and it is significantly lower than in regimes II and III, where activity-induced flows enhance the advective transport of active material from the reservoir to the capillary. After the crossover from regime I to II, Φ T follows a linear dependence on A similar to the linear increase of v rms in this region. The crossover from regime II to III does not alter this quantity in a qualitative way, i.e. the additional clusters have no influence on the total amount of active material that invades the capillary. However, they can be shown to invade about 0.5 to 1.0 capillary widths deeper into the capillary than the tip of the coherent active phase connected to the reservoir. This is best illustrated by plotting the relative difference of the maximum invasion height h inv (see Fig. 1A ) and the maximum height of the interface h max : (h inv − h max ) /d (Fig. 5B) . Together, these results indicate that the flows in the capillary and the interfacial dynamics control the rate at which active material enters the capillary and thus determine the invasion speed.
Conclusions
In this work, we have presented a two-phase computational framework for studying the growth of active matter within an isotropic fluid medium. Our approach accounts for hydrodynamic effects and the orientational dynamics of active particles, and is able to reproduce emergent active phenomena including spontaneous flow generation and active turbulence. Motivated by the prevalence of active matter growing within confined spaces and constrictions, we investigated the dynamics in capillaries of different sizes, focusing on the combined effects of growth and the active stresses that are continuously exerted by active particles on their surroundings.
We find three distinct invasion patterns as the activity is varied: (i) at small activities invasion is completely controlled by the growth dynamics and the interface between the active phase and the surroundings remains stable with no, or slight, deformations. (ii) Increasing activity beyond a given threshold results in spontaneous flow generation which significantly enhances the invasion within the capillary and is accompanied by deformations of the interface. (iii) At yet higher strengths of activity, a second crossover appears, where active clusters begin to detach from the main body of the invading active phase, further enhancing the invasion of the surrounding space.
Our analysis shows that the crossovers between the various invasion regimes are controlled by different mechanisms. The crossover between regimes I and II is governed by the wellestablished spontaneous flow formation in confined active matter [49, 50] , which is due to a hydrodynamic instability of the active nematic. We show that the onset of flow within the bulk is accompanied by the deformation of the interface and can even result in a periodic switching of the active protrusions from one side of the capillary to the other, as flow vortices start to form behind the advancing front. When activity becomes stronger, turbulent flows and defects are observed in the bulk of the active material and, dependent on its surface tension, the system also becomes able to rip apart the active-to-passive interface marking the third invasion regime.
Our results thus highlight the significant differences in invasion patterns when the activity of growing matter is accounted for. From a biological perspective, this could be linked to the invasive behaviour of biological matter such as growing colonies of cells or bacteria. It suggests that qualitative changes in the spread of these organisms into confined spaces can be caused by changes in the availability and conversion rate of chemical energy into mechanical stresses. One could conjecture that more invasive cell lines or bacterial strands could regulate their invasion of pores or cavities by tuning their strength of motion. For example, inducing the formation of additional clusters might be beneficial for cell-lines that aim at aggressive invasion of surrounding tissue while, for bacteria, it might be beneficial to remain coherent in order to profit from the benefits of cooperative behaviour.
Considering possible experimental realisations, our model predictions apply to active growing systems, where hydrodynamic interactions and nematic orientational order play an important role. Such nematic ordering has been reported in various biological systems including bacterial colonies [48, 66] , cultures of amoeboid cells [67] , fibroblast cells [46, 16] , human bronchial cells [68] , neural progenitor stem cells [69] , and Madin-Darby Kanine Kidney (MDCK) epithelial monolayers [35, 70] . Investigating the degree to which experiment and theory can be matched by the adaptation of parameters and boundary conditions in the model or the reasons for deviations is a powerful way of unraveling the role of mechanics in determining the behaviour of such active biological matter. It would also be interesting to compare to models that resolve individual particles such as models of self-propelled particles [36] , phase field approaches [71, 72, 73] , or cellular Potts models [74] . In contrast to these, our model by construction cannot resolve phenomena or implement mechanisms that act on the single particle-level, for example dynamics of cell size or shape, but due to its generality could contribute to a deeper understanding of the generic fundamental mechanisms that underlie the invasion of microscopic biological systems.
Finally, several improvements can be envisaged for the current model. In the context of growing tissues, studies have highlighted the importance of leader cells at the progression front [75, 76] . Within particle-based models such an effect is shown to be captured by introducing a curvature-dependent motility for the cells at the interface [77, 36] . Within our proposed framework, a similar effect could be modelled by introducing a curvature dependence to the activity coefficient. In addition, the natural environment of active material is often more complicated than the isotropic fluid considered here and active invasion happens through viscoelastic media. For example, cells invade the interconnected networks of collagen matrices and bacteria secrete their own extracellular matrices. The continuum framework presented here could be extended to include viscoelasticity by introducing additional order parameters representing polymer conformation.
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Supplementary Materials
A Role of reservoir and growth
In this section we examine the importance of the cell division and the presence of a reservoir on the dynamics reported in the main text. ESI Figure 1 shows simulation results for two systems that differ from the one considered in the main text, by the absence of a wider reservoir, and by the absence of cell division, respectively. We see that growth is an essential factor to create the phenomena reported in the main text as in the absence of growth the behaviour is qualitatively different. If the reservoir is absent, meaning that there is only a capillary of uniform width where growth takes place in the lower region, we in contrast observe the first crossover at the same values for the activity A (ESI Fig. 1A) , together with the same change in the invasion speed ( ESI Fig. 1B) . The second crossover is however significantly shifted to higher values of A (see ESI  Fig. 1C,D) , indicating that the reservoir has long-range effects on the dynamics in the capillary. These, however, do not change the qualitative picture.
B Universality for different channel widths 
