A free boundary problem due to Nishiura and Ohnishi is solved in one space dimension. That problem was derived, during their study of phase separation phenomena in diblock copolymers, as an asymptotic limit of pattern-forming partial di erential equations generalizing that of Cahn and Hilliard. The free boundary problem in 1D reduces to a linear system of ODE's for the lengths of the intervals between interfaces. This system also arises in a completely di erent context as the spatial discretization of a simple heat equation in a medium with periodic properties (the medium is homogeneous in an important special case). The initial-value problem for this system is completely solved, and global stability results for stationary solutions (in which the interfaces are regularly spaced) are obtained. Nucleation phenomena are brie y discussed.
Introduction
Pattern-forming phenomena in block copolymer melts have been the subject of a number of eld-theoretic models and analyses. Equilibrium models based on a free energy functional were given by 4] and Ohta et al 7, 3 ]. Bahiana and Oono 1] suggested a phenomenological cell dynamical system leading to an evolutionary partial di erential equation for the composition u(x; t) of the melt, as a function of space and time. In 5], a similar PDE was proposed by Nishiura and Ohnishi as a gradient (steepest descent) ow for a free energy functional E u], generalizing that of Ginzburg and Landau, of the type appearing in 7, 3] . This PDE was investigated in 5, 6] .
In 5] the authors also derived formally a limit free boundary problem (FBP) as a parameter in the equation approaches zero. This limiting process was investigated rigorously by Henry 2] for radial solutions in 3D.
The local and global minimizers of E and of related functionals in one space dimension were considered by Ren and Wei 9, 10] and by Ohnishi et al 8] .
In 9], the local minimizers for small were found to be close, in the L 2 sense, to piecewise constant functions whose intervals of constancy alternated in length. Among them, the global minimizers were speci ed. In 8, 10] , the global minimizers of a rescaled free energy functional were characterized.
In this paper we concentrate on the evolution FBP, and show that in 1D it reduces to a linear homogeneous system of ODE's of a particularly simple type. The variables in this system are the interval lengths between the discrete interfaces. The system is the same as that which arises as spatial discretization of a heat equation. The role of the space variable in the heat equation is taken, in the context of the FBP, by the index ordering the positions of the intervals. Thus although the FBP is in general di cult and nonlinear, in 1D it reduces in a remarkable way to a linear spatially discrete heat equation. This suggests that the FBP provides a very e cient way to \uniformize" a given set fx n g of interfaces. This point is discussed at the end of Section 3.
The conversion of the free boundary problem to a system of ODE's is given in Section 3 after background considerations in Section 2. The same problem for a nite interval can be reformulated as a periodic problem on the whole line. The problem on the whole real line with an in nite number of interfaces, periodic or not, is solved explicitly in Section 4. In the periodic (i.e. nite interval) case the solution simpli es somewhat; this is shown in Section 4.7. Since we wish interval lengths to be positive, it is important to know whether any can collapse to zero, and it is shown in Section 5 that collapsing is not possible.
All stationary solutions are found in Section 6, where it is also shown how to construct certain other similarity solutions. Of special interest is a one-parameter family of stationary solutions with positive bounded interval lengths, for each given average value u of the concentration variable. These solutions are those which were identi ed in 9] as approximating the local minimizers of the free energy when is small. The stability of stationary solutions is addressed in Sections 7 (for the whole line) and 8 (for a bounded interval). In the latter case, unrestricted global stability is proved, and in the former it is shown that a wide class of initial data (not necessarily small) generate solutions converging to stationary solutions.
A kind of nucleation procedure (outside the context of the given free boundary problem) is described in Section 9, and a discussion related to various kinds of energy is given in Section 10. The paper ends with some further remarks in Section 11. 2 The free boundary problem
The partial di erential equation model consists of the following equations for functions u = u (x; t); v = v (x; t); w = w (x; t): u t = w; (1) w = ? u ? 1 f(u) ? v ; (2) ? v = u ? u:
(3) These equations are to hold in a bounded domain , and Neumann boundary conditions for v, u, and w are prescribed on @ . The quantity u is the average value of u; it can be seen by integrating (1) to be independent of time. Finally, the function f(u) = F 0 (u), where typically F(u) = As mentioned before, there is a free boundary problem obtained in 5] as an asymptotic approximation to (1){(3) in some sense for small . It takes the following form in 2D; these equations extend immediately to any other dimension.
FBP: Given a curve ? 0 separating the planar domain into two parts 0 , nd ?(t), w(x; t), and v(x; t) for t 0, with ?(t) separating the plane into domains (t), satisfying w = 0 in (t); (5) @w @n = 0 on @ ; (6) (8) ? v = u ? u in ; (9) @v @n = 0 on @ ; (10) The directional derivative in (7) is in the direction toward + , V is considered to be positive if motion is in that same direction, and the jump indicated there is the derivative on the positive ( + ) side minus that on the ? side. The rigorous connection between (1){(3) and (5){(11) was studied by Henry 2] in the case of radial solutions in 3D. Among other things, beginning with a sequence of energy-bounded solutions of (1){(3) corresponding to a sequence of values of approaching 0, Henry showed that a subsequence converges to a weak solution of the free boundary problem. This weak solution satis es (8) at any point where there is a spatial jump in the limit function u between ?1 and l.
The 1D case
In 1D the left side of (8) vanishes, and the problem is invariant under the scaling x! x; t!t, w! 2 w; v! 2 v; u!u for arbitrary . This implies that any stationary spatial solution of the FBP (pattern) lling the whole line can be expanded or contracted at will, and it will still be a stationary solution with the same stability properties. This appears to contradict the selection of a preferred spacing on the basis of energy minimization, as in 9] and in 8], but does not because the FBP does not allow the creation or deletion of interfaces, so that the spacing is usually predetermined from the initial data. See Sections 8 and 11 for more on this issue. Now let be the interval (0; L) and ?(t) consist of N distinct ordered moving points fx n (t)g, n = 1; 2; : : : N contained in .
Let n = 1 if u jumps from ?1 to +1 as x n is traversed from left to right (so that (x n ; x n+1 ) 2 + ), and n = ?1 if the jump is from +1 to ?1.
Note that n is the value of u in (x n ; x n+1 ); and since u = 1 in alternate intervals, ? n is the value of u in (x n?1 ; x n ).
Let space derivatives be denoted by \ 0 " and time derivatives by \ _ ". We also use the notation
The equations corresponding to (5) - (10) ? @w @n xn?0 = w 0 (x n + 0) ? w 0 (x n ? 0).
It will be convenient to extend this problem by re ection to the entire real line. Namely, we extend the functions u; v; w to be 2L-periodic functions which are even with respect to the points x = 0 and L.
In this periodic extension, each of the original points x n (which we shall call interfacial points) has a counterpart ?x n (in fact many counterparts, by periodicity). The point x = 0 is not interfacial, because u = ? 1 on the entire interval (?x 1 ; x 1 ). A similar statement holds at x = L. We must check whether the extended functions (u; v; w) continue to satisfy the above equations. It is immediate that w 0 = const (12) in each of the new intervals between interfacial points. As for (14), we note that in going from x n to ?x n , we must replace n by ? n , V by ?V , and @ @n by ? @ @n . Making these replacements changes (14) into ?2(? n )(? _ x n ) = ? w 0 (?x n ? 0) ? w 0 (?x n + 0)]; which is still seen to be the form that (7) takes at the interfacial point ?x n . Therefore (7) continues to be satis ed by the extended functions. Finally, (15) and (16) are still valid.
Thus each solution of the problem on (0; L) gives rise to a 2L-periodic solution on the whole line, even with respect to 0 and L. Conversely, any such solution on the whole line, when restricted to (0; L), is a solution of the nite interval problem; in fact the evenness implies the boundary conditions (13) and (17). Thus the two problems are equivalent.
In view of this, we shall usually con ne our attention in the following to problems on the whole line. In fact we no longer necessarily assume periodicity. The interfacial points fx n g will have indices n ranging over all positive and negative integers: ?1 < n < 1.
Integrating (16), we have, for all n, v 0 (x) = p n + ( u ? n )(x ? x n ); x 2 x n ; x n+1 ];
We now denote the interval lengths by n = x n+1 ? x n . From (18), (19), v(x n+1 ) ? v(x n ) n = p n + 1 2 ( u ? n ) n ; (20) p n+1 ? p n = ( u ? n ) n ; 
The evolution (25) is especially revealing in the case u = 0, for then it is a space-discretization of the ordinary heat equation:
in which the index n plays the role of space, and n the role of temperature at location n.
In the general case when u 6 = 0, the coe cients on the right side of (25) depend on n, which in a sense represents the discretization of a heat equation for an inhomogeneous medium, the di usivity being a function of the grid point which alternates between one positive value and another.
If one thinks of the heat equation U t = U xx as being an e cient way to evolve an initial function U(x; 0) of x toward a constant function equal to the spatial average of U(x; 0) (and it is, in the sense of being a steepest-descent rule for decreasing R U x (x; t) 2 dx), then (26) is the analogous e cient way to evolve a sequence of interfacial points fx n (0)g to a con guration in which they are equally spaced, so that the n are independent of n. A similar interpretation can be given to the case when u 6 = 0. The outcome of this evolution process is studied carefully in Sections 7 and 8.
Returning to problems on a nite interval 0; L] with N interfaces, we note that the even extension to the whole line described above generates a solution of (25), de ned for all n, such that n is periodic in n of period 2N.
In fact each interval length n = x n+1 ? x n for n = 1; 2; : : : ; N ? 1 has by re ection its counterpart (?x n ) ? (?x n+1 ) (the length of a subinterval of ?L; 0]), which we may rename ?n . In addition, there is the interval ?x 1 ; x 1 (whose length we rename 0 ) spanning the origin, and the interval length N spanning the point x = L. This makes a total of 2N subintervals covering a basic period interval (?x N?1 ; 2L ? x N?1 ) of length 2L. The periodic extension simply involves translating the basic period interval, with its 2N subintervals, periodically to cover the whole line.
In Section 4.7 we prove the existence, given initial data n (0) which are 2N-periodic in n, of a solution which remains 2N-periodic as time evolves.
This, together with the uniqueness of solutions of the general initial value problem, implies that periodic initial data always generate periodic solutions.
General solution
The purpose of this section is to provide an explicit solution of the initial value problem for (25).
The number u in (25) was originally introduced in (3) as the spatial average of u in a bounded domain. However, the system (25) has meaning independently of the signi cance of u, and we consider its solution for arbitrary u 2 (?1; 1). It will be seen (66) that stationary solutions are such that u is indeed the average of u, and for solutions on a nite interval, we see in Section 8 that the evolution leads to a nal state with this same property.
For de niteness, we take n = (?1) n throughout the rest of the paper, so that u = 1 on (x n ; x n+1 ) for n even.
Formal solution in the case u = 0
This case is straight-forward, and involves solving (26) 
and the spectral functionÃ(k) can be obtained from the initial data f n (0)g.
We therefore have
Conditions under which these equations, and those given below, have meaning in the distribution sense will be given in Section 4.5.
Formal solution in the case u 6 = 0
We split the numbers n two sets, corresponding to even and odd n, and then rescale, so de ning n = (1 ? u) 2n ; n = (1 + u) 2n+1 : (32) From (25) 
The general solution of this linear system is
for arbitrary A; B, which will be allowed to be distributions (see Section 4.4 below), where
It is seen, since u 6 = 0, that the and are real, C 1 , periodic in k with period 2 , and for ? < k , ? (k) ? 1 2 ; + (k) < 0 when k 6 = 0; + (0) = 0:
For small k, we have
Note that the numerator and denominator in (40) both vanish when k! , but the ratio remains bounded. In all, we have
The distributions A and B can be found from initial values n (0) by setting t = 0 in (38), (35) 
Real solutions
If we should wish to consider all complex-valued solutions of (33) and (34), A(k) and B(k) are arbitrary. However, our motivation dictates that the solution be real and positive. Of course the real and imaginary parts of any complex solution of (33), (34) are also solutions, so that we shall be justi ed in studying complex ones. Apart from that, it may be of interest to characterize those distributions A and B which generate real solutions.
We shall show that n and n are real for all n if and only if A(?k) = A(k); B(?k) = B(k)
for all k. Taking the complex conjugate of (43), we obtain n (t) = 1 2 The condition that n be real is that n (t) = n (t). Comparing this last representation to (43), we see that the condition reduces to (47). The same analysis can be applied to show that the reality of the n is also equivalent to (47). By use of (47), we have the representation Thus, the right side of (43) 
The meaning of (52) is simply that for every test function , h ; i = X n n he n ; i:
The proof of this follows from the standard inversion formula for smooth functions: Let be any test function. If we set n = he n ; i, then
and the convergence is uniform. Applying the distribution to (54) with use of the continuity property of , we get precisely (53), which completes the proof of (i). Finally, we show (ii) that the stated growth condition implies that the right sides of (45) and (46) are distributions. We do this for (45), as the argument for (46) is the same. First of all, the growth condition on the n (0) implies j n (0)j + j n (0)j C(1 + jnj 2p ):
(Here C is a generic constant.) Now let be any test function, and let R n be the n-th term on the right of (45). We have the estimate jhR n ; ij C(1 + jnj 2p )jh ; e n ij:
But jhe n ; ij decays as jnj!1 faster than any negative power of jnj, by virtue of the in nite di erentiability of (integrate by parts any number of times). Therefore using (56), we see that the series 1? ? (k) + (k)] ?1 P n (0) ? ? (k) n (0)]he n ; i corresponding to the right side of (45) converges uniformly in k. We call the limit hA; i. We omit the proof that this linear functional is continuous in the right sense, so that it de nes a distribution A.
This completes the proof.
Monochromatic solutions
By way of example, consider the case when the initial data are n (0) = e i n (57) for some real number , which (since e i n is 2 -periodic in ) we may and shall con ne to the interval 0 < 2 . Then n (0) = (1 ? u)e i2 n ; n (0) = (1 + u)e i e i2 n :
We can then nd A and B from (45), (46) and the solution from (43), Prompted by these considerations, we propose to nd a solution in the form n (t) = a + ( ) exp ( + (2 )t + 2in ) + ? (2 )a ? ( ) exp ( ? (2 )t + 2in ); (59) n (t) = + (2 )a + ( ) exp ( + (2 )t + 2in ) + a ? ( ) exp ( ? (2 )t + 2in ) (60) for some constants a ( ). We set t = 0 and replace the left sides of (59), (60) by the right sides of (58 It is now straightforward to verify that (59), (60) is indeed the desired solution.
The solution for a nite interval
It was shown in Section 3 that the problem with N interfacial points on a nite interval is equivalent to a problem on the whole real line, with the solution n required to be periodic in n of period 2N. 5 Positivity of the n .
Suppose n (0) > 0 for all n. We show that it is impossible for a nite number of these interval lengths to vanish at some nite positive t = T > 0, the surrounding ones remaining positive. Speci cally, given some nite nonempty sequence S = fn : n 1 n n 2 g (the simplest case is when n 1 = n 2 ), we say that this set collapses at time T > 0 if (i) lim t"T n (t) = 0 and n (t) > 0 for t < T close to T for n 2 S, and (ii) n (t) > 0 for t T close to T for n = n 1 ? 1 or n 2 + 1. Theorem 2 If n (t) satisfy (25), no nite sequence collapses at any nite time.
Proof. If S collapses at time T, then for t < T close to T, n 2 is arbitrarily small but n 2 +1 is bounded away from zero. Therefore it follows from (25) with n = n 2 that _ n 2 > 0, contradicting its approach to 0.
This leads to the following global existence result.
Corollary 1 Any positive initial data satisfying the hypotheses of Thm. 1
give rise to a global positive solution of (25), or (33), (34).
Stationary and similarity solutions
First, we exhibit the stationary solutions on the whole line. From (33), (34) with the left side set equal to 0, we derive the result that n+1 ? n and n+1 ? n are independent of n. Therefore n = 0 + n ; n = 0 + n .
But again using (33) we nd = and 0 = 0 ? 2 , so that n = 0 + n ; n = 0 + (n ? 1
This provides a two-parameter family of solutions, the parameters being and 0 . But since we wish solutions which are positive for each n, we should select = 0. In the case = 0, we obtain constant solutions 
It may be checked that these stationary solutions correspond to the choice A(k) = 2 0 (k); B(k) = 0 (67) in (43), (44). The stationary solutions shown above which grow linearly in n which we had to reject correspond to A(k) being an imaginary constant times 0 (k) and B(k) = 0. Positive solutions which grow quadratically in n may also be constructed; they are not stationary, but rather grow linearly in t. For them, the function A(k) is a constant times 00 (k). This process may be continued to obtain similarity solutions corresponding to any derivative of (k).
7 Stability for problems on the whole line Given a stationary solution f 0 n g (or any other solution, for that matter),
we now endeavor to characterize initial data n (0) such that the resulting evolution n (t) will converge to f 0 n g as t!1.
Since our basic problem (25) is linear and homogeneous, it su ces to nd solutions which decay to 0 as t!1; those solutions (which could now be negative) will then be considered as perturbations of the basic solution f 0 n g, and the only additional restriction we might wish to impose is that the basic solution plus the perturbation be real and positive initially (hence at all later time). We give two characterizations of decaying solutions.
Theorem 3 Let n (0)!0 as jnj!1. Then max n j n (t)j!0 as t!1:
Remark: Part of the proof is a simple comparison argument for the system (33), (34), which is quasimonotone. More detailed results based on monotonicity arguments can be derived.
Theorem 4 Assume the spectral pair A(k); B(k) obtained from the initial data by (45), (46), satis es any one of the following, or is a linear combination of pairs, each satisfying one of the following. Then lim t!1 n (t) = 0 uniformly in n. In case 1, the convergence is exponential; in the second case it may be algebraic of order t ( ?1)=2 .
1. A(k) = c 1 (k ? k 0 ) and B(k) = c 2 (k ? k 1 ) for some constants c i and k i with k 0 6 = 0.
2. jA(k)j + jB(k)j cjkj ? for some constants c and < 1. Remark: In Case 2, Theorem 3 applies, because it can be shown that the initial values decay as jnj!1. Theorem 4 gives the rate of decay.
We prove Theorem 4 rst, then 3.
Proof of Theorem 4. In the rst case we get from (43) that n (t) = This result shows that for time decay it is not necessary for the initial values of the n to approach 0 as jnj!1; examples are the monochromatic solutions in Section 4.6 with 6 = 0.
In the second case we again use (43), and (42) as well, to obtain for some c; > 0 j n (t)j < c (69) and the conclusion again follows.
Lemma 1 Let n (0)!0 as jnj!1. Then for all t 0, X(t) max n max j n (t)j; j n (t)j] X(0).
Proof. De ning z n = ( (1 ? u) n ; n even; (1 + u) n ; n odd; we represent X(t) = max n jz n (t)j and write (33), (34) (or (25)) in the form 4 1 ? (?1) n u _ z n = z n+1 ? 2z n + z n?1 :
For any > 0, let y n = z n ? n 2 ? 2 t, so that from (70), 
We have y n (0) X(0) for all n, and (since the z n are bounded) y n (t) < 0 for large n. If y n (t ) > X(0) for some n; t > 0, max n;t2 0;t ] y n (t) is achieved at some n = n 1 ; t = t 1 , where _ y n 1 (t 1 ) 0; y n 1 +1 (t 1 )?2y n 1 (t 1 )+y n 1 ?1 (t 1 ) 0.
Substituting these inequalities into (71), we obtain that the left side is 0 and the right side is ?2 < 0. This contradiction implies that y n (t) X(0) for all n; t. Since this is true for every choice of > 0, we conclude that z n (t) X(0).
Similarly, we get that z n (t) ?X(0), so that X(t) X(0). This completes the proof.
Lemma 2 If n (0) = 0 for jnj large enough, then n (t)!0 as t!1, uniformly in n.
Proof. In (45) and (46) Proof of Theorem 3. Given any > 0, let N( ) be such that j n (0)j < for jnj > N( ). Write n (t) = 1 n (t) + 2 n (t), where 1 n (t) is the evolution starting from 1 n (0) = ( n (0); jnj N( ); 0; jnj > N( ):
By Lemma 2, 1 n (t)!0 as t!1, so let T( ) be such that j 1 n (t)j < for t > T( ), for all n. Since j 2 n (0)j < , we have from Lemma 1 that j 2 n (t)j < for all n and t. Therefore j n (t)j < 2 for t > T( ) and all n. This establishes the convergence.
8 Global stability in the case of a nite interval
We showed in Section 4.7 that in this case, the evolution reduces to that of a nite linear combination of monochromatic evolutions. So we brie y return to the question of the decay of monochromatic solutions considered in Section 4.6. We give the argument only for the more di cult case u 6 = 0.
In view of (41), it is seen from (59), (60) that every monochromatic solution decays exponentially to zero unless + (2 ) = 0, i.e. = 0 or .
The rate is e + (2 )t : We now consider these two exceptional cases in more detail, beginning with the case = 0. We calculate from (39) In the limit as t!1, therefore, n and n approach the limit 1 ? u 2 independently of n; hence 2n (1) = 1 + u; 2n+1 (1) = 1 ? u; (75) so that the limiting sizes of the intervals alternate between 1+ u and 1? u. It is easily veri ed (Section 6) that the average value of u in this con guration is u. (Note again that we have not assumed that the initial data for this solution have this value for their average; the number u is, for the purpose of the above calculations, just a parameter in the di erential equations.)
Finally, consider the last case, = . We have + (2 ) = 0. By periodicity, the values of the 's and 's are the same as in (72) 9 Nucleation
Nucleation in this context is the opposite of collapsing (see Section 5). It involves inserting two (or more) new spurious interfaces enclosing a spurious interval of 0 length which then grows. Given a solution fx n (t)g, an arbitrary time t > 0 and an arbitrary point x in the interior of one of the intervals (say (x 0 ; x 1 ) for de niteness) at time t , one may consider a new initial value problem for interval lengths n (t) starting at t with initial values of n (t ) obtained as follows. Set 0 (t ) = 0; this corresponds to beginning with an interval of 0 length located at the point x . Also set 1 (t ) = x 1 ? x ; ?1 (t ) = x ? x 0 , and require the remaining n (t ) to match with some m (t ) for the appropriate m, depending on n.
An argument similar to that in the proof of Theorem 2 shows that at the initial time, the derivative _ 0 (t ) > 0, so that the \ghost interval" 0 immediately develops positive length, making it a real interval. The new initial value problem then has a global positive solution.
In an easy generalization of this procedure, one can think of the point x as representing a collection of any positive odd number of ghost intervals; then again, they all immediately become intervals of positive length. Finally, any interface located at position x at time t can be considered to be an interface abutting an even number of ghost interfaces on one side, which again move apart to generate an even number of new intervals.
Energy considerations
We consider the FBP on a nite interval (0; L) with N interfacial points, and with u denoting the average value of u, constant in time. The local minima of (77) were considered by Ren and Wei 9]; they showed that they are approximated by the local minima of the Gammalimit functional 
The domain of (77) consists of L 2 functions u(x) on (0; L) with prescribed average u; the value of the functional may be +1. The reduced energy (79) can also be interpreted as a functional of functions u, but we write it as depending on N and the n . It is calculated as follows. Let n be given. by no more than unity.
The spacing which minimizes this energy is then approximately (24 )
1=3
, which is independent of L.
However, this global minimum has little relevance for the 1D dynamical FBP, because N remains constant. The arti cial nucleation process described in Section 9 allows for only an increase, not a decrease, in N. It is likely that when 1, layered solutions of the original PDE's (1){(3) follow the evolving solution of the FBP, so that the global minimum will not be very important for their evolution either.
There remains the question as to whether solutions of the original problem which begin without layers will naturally develop layers with the preferred spacing. In this connection it is important to look at the dominant modes arising from initial data which are a small perturbation of the constant solution u u, according to the evolution (1){(3). It turns out that they have wavelength of the order O( ), rather than O(1), which is characteristic of the optimal spacing.
Discussion
The energy-conserving, mass-preserving (if u is interpreted as a scaled mass density) pattern-forming system of partial di erential equations (1){(3) proposed by Bahiana and Oono and by Nishiura and Ohnishi has, as the latter authors showed, a formal limiting free boundary problem, and this connection was justi ed in a weak sense for radial solutions by Henry. In the 1D case this latter problem is shown to reduce to a discretized heat equation. Generally, it is shown that stationary con gurations (in which the intervals where u = 1 all have the same length, and the same is true where u = ?1), have a large basin of stability. When, for example, the initial data n (0) approaches a stationary solution as jnj!1, the evolution approaches that same con guration uniformly in n as t!1.
The system (33), (34), being quasimonotone, enjoys a maximum principle, which we have in e ect used in Lemma 1. It can be used to prove other properties of the solutions not considered here, such as comparison principles.
By the nature of the free boundary problem, interfaces in 1D are neither created nor destroyed (however, an arti cal nucleation process was described in Section 9). Therefore when the domain is a nite interval, stability is of course within the class of evolutions with a given number of interfaces. Ren and Wei 9] considered, for the original problem ( > 0) in 1D the question of which con gurations minimize the energy E (77). Here the minimization is over all functions, so in a sense the number of interfaces (which appear as transition layers in this case) can be varied. They obtained an \optimal" spacing of the order O(1) with the spacing given in accordance with (80). The role of global (as opposed to local) minimizers is much more important for problems in higher dimensions than in 1D, because in 1D there is no mechanism for changing the number of interfaces, once that number has been established by the initial data. Therefore there is no mechanism for adjusting the spacing to achieve energy optimality.
