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GENERAL INTRODUCTION 
Inductive learning is a powerful methodology which gives learning systems the ability 
to acquire classification knowledge from a set of past examples [43]. During the past several 
decades, a number of algorithms have been successfully implemented in order to address 
this type of learning. For example, learning systems such as AQ15 [44], CN2 [20], ID3 [53] 
and its descendent C4 family [54], version space algorithms [34,45], and regression tree 
techniques of CART [11] and IPRT [70] form general descriptions from a given set of train­
ing examples in the form of decision trees or decision rules. The key distinguishing feature 
of all these algorithms is the fact that they perform a heuristic search through the space of 
symbolic descriptions to generate a set of inference rules [45]. 
The main concern of this research effort was with investigation of several issues relating 
to the use of decision trees and regression trees in diverse areas such as discriminant analy­
sis, multivariate regression analysis, and multi-objective optimization in design. In particu­
lar, in regards to the task of acquisition of classification knowledge with decision trees, a 
new ID3-type incremental learning algorithm called IDea was developed. Our empirical in­
vestigations demonstrate that IDea can effectively reduce the spatial complexity of a given 
set of training examples and hence improve the classification accuracy of a decision tree or 
neural learner. In regards to regression analysis, we have devised a new methodology 
whereby identification of Pareto-optimal solutions in a multiple-objective optimization task 
is greatly facilitated by operations of multivariate regression trees. The following passages 
will further clarify each of these issues. 
Incremental Learning with Decision Trees 
Inductive learning systems in general can be categorized as non-incremental or incre­
mental. The main difference between these two types of leaming is that non-incremental 
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learning requires that all training instances be present at the time inference rules are gener­
ated. This type of learning is desirable in situations where classification knowledge is to be 
extracted from static databases. On the other hand, incremental methods maintain and update 
a set of previously learned theories which may be partially incorrect or incomplete [43]. The 
primary motivation behind using incremental systems is that classification knowledge may 
be updated with each new observation, thus sustaining a continual basis for reacting to new 
stimuli [27]. 
In order to solve the task of incremental concept acquisition, a number of inductive 
learning systems have been developed. These include AQ15 [44] which incrementally learns 
disjunctive concepts from a set of examples, version space algorithm [45] which performs a 
bi-directional search through the space of hypotheses, and finally, ID4 [65] and IDS [77] 
family of algorithms which are essentially incremental variants of the EDS tree induction al­
gorithm. The common feature among all these algorithms is that they update a set of current 
concept descriptions one instance at a time. One drawback of algorithms such as version 
spaces and IDS, however, is that they cannot accurately generalize when training data con­
tain inconsistencies. To remedy this situation, a number of extensions have been proposed. 
For example, Utgoff suggests extending IDS by incorporating the chi-squared test for sto­
chastic independence [78]. Also, Hirsh has developed a variation on the version space strat­
egy, called incremental version-space merging, which handles corrupted data [34]. 
It should be pointed out that much of the effort behind the development of incremental 
learners has been devoted to the instance-by-instance updating of partially formed theories. 
In contrast, in an alternate approach called incremental batch learning, concept descriptions 
are updated from multiple batches of training data containing multiple examples [21]. One 
of the advantages of batch learning, as noted by Clearwater et al., is that updating theories in 
noisy domains is more accurate if it is tuned for more than one example at a time. Obvi­
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ously, the ability to efficiently generalize in presence of noise is imperative in real-world ap­
plications where collected data are not always entirely accurate. 
In this work, we introduce a new technique which deals with incremental learning of 
decision trees in noisy domains. Our method, called IDea (Iterative Dichotomizer extended 
algorithm), is based on the ID3 algorithm. Furthermore, as an addition to ID3's basic capa­
bilities, it addresses two issues which we believe have not been investigated before. First, 
IDea uses incremental batch learning, which was previously tested on production-rule-based 
systems to incrementally update a set of current concept definitions in noisy domains. And 
second, IDea maintains a set of selected training instances which are used for deriving con­
cept descriptions as more training batches become available. This approach to instance se­
lection is similar to instance-based learning algorithms [3] in that training instances are not 
indiscriminantly accumulated as they become available. Instead, only specific instances 
which are deemed as most informative are stored for future processing. Our empirical results 
show how this careful maintenance of training instances can greatly reduce the storage re­
quirements of an incremental learner without sacrificing classification accuracy. 
Decision Trees as Information Filters 
One of the main concerns while utilizing inductive machine learning techniques such as 
decision tree algorithms [53] or neural networks [61] is with preparation of an appropriate 
set of training examples. Unfortunately, in many real-world applications such as detection 
and classification of flaws in material [18], in the absence of a strong a priori domain knowl­
edge regarding the problem at hand, no universal criteria are known which can help in deter­
mination of an appropriate set of training examples. Consequently, learning systems are 
often inundated with multitudes of examples which often contain redundancies both in the 
number of training examples presented to the learner and also in terms of the features or at­
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tributes over which the classification problem at hand is defined. Elimination of these redun­
dancies, therefore, is the main theme of many theoretical and empirical investigations which 
attempt to improve efficiency of a machine learning system, especially that of most 
connectionist networks which are susceptible to slow learning rates. 
In terms of relevant theoretical investigations for drawing insights into the phenomenon 
of learning, in general, and for determining the fitness of training information, in particular, 
the Valiant Framework [79] has received a great deal of enthusiasm from the artificial intel­
ligence community. In his framework. Valiant essentially provides bounds on the number of 
training examples required in order to give high confidence that the result obtained by the 
learning algorithm is probably approximately correct (PAC learning). However, direct appli­
cation of Valiant's methodology to real-world applications is in its infancy stage and its pro­
posed worst-case lower bounds tend not to be useful in practice [68]. 
Empirical investigations for reducing computational complexity of neural learning, on 
the other hand, have examined practical issues which not only relate to the bounds on the 
number of samples needed for effective learning [42], but also to the underlying architecture 
of a given network such as the number of hidden layers and/or the number of nodes per hid­
den layer [64]. From a somewhat different perspective, Sethi's hybrid approach of entropy 
nets [66,67] primarily uses a training population to induce an ID3-type decision tree. The 
structure of the induced decision tree is then directly utilized for determining the architecture 
of a connectionist network which is trained on the original set of training data. Present pro­
gress in entropy nets has illustrated the fact that the self-configuration capability of a net­
work achieved through the process of tree-to-network mapping can potentially yield im­
provements in the classification performance of an inductive learning system. 
Mention must be made that most empirical studies to date have emphasized the issue of 
optimization of connectionist learning in relation to the architecture of neural networks. 
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While architectural aspects of network design are a crucial precursor to neural learning, the 
important fact remains that elimination of data redundancies in training samples needs to be 
addressed in isolation from pulicular network architectural implementations. The impor­
tance of this need is the main motivation behind Wan and Wong's approach [80] where lin­
ear classifiers are learned from a subset 5 of a finite set X of linearly separable vectors. As 
stated by Wan and Wong, however, the worst-case cost of using their approach is the high 
computational complexity of solving O(IXI^) linear programming problems. 
In this paper, in an attempt to address the issue of elimination of data redundancies for 
optimization of inductive neural learning, we introduce a new approach which creates a syn­
ergistic relationship between symbolic learning of decision tree algorithms and subsymbolic 
learning of neural networks. Specifically, we utilize an incremental batch learning decision 
tree algorithm called IDea [28] in order to reduce the dimensionality of an original training 
sample space in two ways. First, the number of features or attributes over which the problem 
is defined is reduced by using the concept of information gain derived from the field of sta­
tistical information theory. And second, the incremental batch learning method of IDea con­
tinuously discards training information which are deemed as superfluous or unnecessary. Af­
ter completion of batch learning, the reduced training sample set is fed into a standard, 
back-propagation network which undergoes a neural learning phase. Our empirical evidence 
demonstrates that the synergistic relationship created in the aforementioned manner between 
the two paradigms of symbolic and subsymbolic learning can greatly improve the effective­
ness of an inductive neural learning system. 
Regression Trees for Multiobjective Optimization 
Most engineering design problems involve optimization of several often conflicting ob­
jectives in presence of multiple constraints. The literature of multiobjective optimization has 
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therefore been enriched since its inception in the 1960s by myriads of approaches represent­
ing diverse viewpoints and emphases from various disciplines [16]. Generally, the main goal 
of all these approaches is to optimize vector-valued objective functions where some or all of 
the objectives are most often noncommensurable. The problem of finding an optimum 
vector-valued objective is commonly referred to as vector optimization in the literature, and 
solutions of such problem are hereinafter called noninferior or Pareto-optimal as introduced 
by Pareto, a prominent economist at the turn of the century [17]. Determination of Pareto-
optimal solutions in a given optimization task is essentially tantamount to finding a vector of 
optimal objectives where an individual objective can be further improved only at the cost of 
degrading at least one other objective [16]. 
Traditionally, multiple objective optimization procedures can be grouped into one of 
two categories; First, vector optimization techniques which rely on conventional mathemati­
cal programming (linear or nonlinear), goal programming, utility theory, etc. [35]; and sec­
ond, statistical approaches such as multivariate analysis of variance (MANOVA) [32] and 
ellipsoidal design centering techniques [2] which are used extensively in the area of quality 
control. Regardless of their underlying methodological differences, however, these tech­
niques generate Pareto-optimal solutions which generally lack two crucial characteristics. 
First, these solutions are represented as points in both the space of design variables (inde­
pendent parameters) and objective space (dependent parameters). And second, the obtained 
solutions are rigid in that they do not provide any understanding of the complex nature of the 
underlying problem which is to be solved. The following passage will clarify these points. 
Relating to the first shortcoming of already-available techniques, in many real-world 
situations, either due to processing limitations or economic factors, it is nearly impossible to 
pinpoint a singular point as an optimum design vector. For example, setting a beam's scalar 
design variable diameter at 3.3 mm may not be feasible either due to machine processing 
limitations or high degree of variability which manifests itself during the manufacturing 
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process (e.g. 3.3 ± 0.9 mm). In fact, the main thrust behind development of the field of ro­
bust design is to determine how deviations from an optimum setting of a design vector de­
grade the overall performance of a system, and consequently, how to make the performance 
of a system least sensitive to unforeseeable deviations from recommended optimal design 
settings achieved through mathematical and/or statistical procedures [51]. 
Secondly, in terms of acquiring an understanding of the nature of the problem at hand, 
conventional mathematical and statistical techniques are undoubtedly capable of extracting 
the quantitative knowledge which specifies the static input-output behavior of a system that 
is to be optimized. In other words, an optimizer provides designers with a recommended set 
of values for input parameters of interest for which an optimal trade-off situation for objec­
tive functions is achieved. These techniques, however, do not and can not extract the knowl­
edge which actually governs the input-output behavior of a system under examination, i.e., 
these techniques merely indicate what an optimum solution is but can not convey what actu­
ally constitutes the optimality of the generated solution. Hence, a particular technique has to 
be iterated several times under direct supervision of the user in order to obtain how devia­
tions from one particular setting of design variables affect the overall system objectives. 
Having stated the two major disadvantages of the traditional approaches to multiple ob­
jective optimization, we must now explore what other tools can potentially remedy the situ­
ation. As we mentioned, learning the optimization knowledge can have direct benefits to de­
signers. To reiterate, the actual learning of the optimization knowledge in a given task not 
only allows determination of optimal settings of design variables, but it also allows system­
atic examination of alternative design scenarios. The learning process, which can be defined 
as acquisition, assimilation and restructuring of knowledge, has received a great deal of at­
tention from researchers in the field of artificial intelligence (AI) in the past three or four 
decades [22,68]. In fact, symbolic and subsymbolic learning algorithms have successfully 
been applied to problems ranging from game playing and logistics to mass spectroscopy and 
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design of VLSI circuitry [82]. One of the tangible benefits of applying symbolic learning al­
gorithms, in particular, to optimization tasks is the direct acquisition of both the quantitative 
and qualitative knowledge which governs the behavior of a system that is to be optimized. In 
response to this observation, the artificial intelligence community has approached this prob­
lem by placing special emphasis on development of symbolic search techniques. For exam­
ple, the MOA* algorithm, although limited in its applicability to real-world problems, was 
developed as a multiobjective generalization of the heuristic search algorithm A* [10]. 
Regardless of the range of applicability of MOA*, another artificial intelligence ap­
proach which offers a great deal of potential is the paradigm of inductive learning [15]. In an 
essence, inductive reasoning, first introduced by Bacon in the 1600s [22], is the highly em­
pirical process of drawing conclusions from a given set of observed facts or data obtained 
through experimentation. Assuming that the input-output components of a system can be ap­
propriately represented in the form of attribute-value design vectors, an inductive learner can 
discover a highly complex, and perhaps nonlinear, relationship between a set of inputs and 
output parameters. In fact, the process of symbolic induction (as opposed to numeric induc­
tion of subsymbolic, connectionist approaches such as neural networks) itself can be viewed 
as a form of optimization [60] within which concepts of interest are acquired through nu­
meric/logical processes and are then represented in symbolic forms (e.g., sentences in the 
first order predicate calculus) which are more in tune with human understanding. 
Another paramount issue which needs to be examined in more detail is the methods of 
representation of optimization knowledge extracted through inductive reasoning. Learning, 
as we stated before, involves not only acquisition of domain-specific knowledge, but it also 
requires suitable methods of representing and manipulating the explicated knowledge. Some 
of most widely-used tools for knowledge representation are propositional calculus, first or­
der logic and semantic networks which include decision trees, frames, and scripts [82]. 
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Among various types of semantic networks, however, decision trees [15] and regression 
trees [11] have been by far the most extensively-used tools in conjunction with inductive 
learning. Commonly, decision trees are used in classification tasks where the correct class 
of an object is predicted and represented in the form of logical expressions involving a vec­
tor of inputs which describes that object in terms of its primary attributes. Regression trees, 
on the other hand, perform piecewise regression of continuous, complex surfaces where each 
leaf of an induced tree potentially identifies a simple regression subsurface. Clearly, in terms 
of their applicability to optimization, regression trees, in our opinion, are the most viable 
method of knowledge representation. 
We must emphasize at this point that possibility of employing inductive learning in the 
area of multiobjective optimization, in general, and utilization of regression trees, in particu­
lar, have not been investigated before. The most related development to date is concerned 
with application of inductive, tree-structured approaches to univariate regression such as 
such as classification and regression trees (CART) [11] and inductive partitioning with re­
gression trees (IPRT) [70]. These algorithms are powerful in that not only do they perform 
ordinary regression, but they also learn regression surfaces by extracting the knowledge that 
governs the input-output behavior of the model under consideration in the form of regression 
trees. This form of knowledge acquisition and representation is of utmost importance if re­
gression trees are used for performing optimization tasks. The case in point is that an in­
duced tree essentially represents complex regression surfaces in terms of a number of sim­
pler regression subsurfaces. Detailed examination of these subsurfaces therefore can 
potentially identify design regions where a product or process response is optimized. Conse­
quently, in addition to pinpointing optimal response regions, tree-structured approaches to 
optimization offer the advantage of explicating the knowledge that actually constitutes the 
optimality of the generated solutions. This mode of behavior of regression trees is clearly ad­
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vantageous over the traditional, numeric response surface methodology [72] in that it pro­
vides a direct means for capturing both the quantitative and qualitative optimization knowl­
edge. 
The main disadvantage of techniques such as CART and IPRT lies in the fact that they 
only address univariate regression analysis. In a typical multiobjective decision-making task, 
however, the optimization problem at hand consists of several design variables which in turn 
specify the behavior of a number of responses. For example, in a quality control application, 
the main objective may be to discover the underlying knowledge which controls the per­
formance of an electric discharge machining (EDM) process in which process variables such 
as pulse duration and discharge current directly determine several process responses such as 
electrode wear, surface roughness and metal removal rate [48]. Evidently, in these situations 
approaches such as CART and IPRT are insufficient due to their single-response limitations 
To summarize, in this work we present a new framework within which multiobjective 
optimization is accomplished through induction of multivariate regression trees. Further­
more, we present a tree partitioning algorithm which utilizes a number of inductive partition­
ing criteria based on concepts from statistics and fuzzy logic. Obviously, the choice of using 
the traditional statistical formulations in this work was instigated by the historic fact that sta­
tistics is a firmly established science with many facets which render it a particularly viable 
tool in many scientific applications. The theory of fuzzy sets [30,36,38], on the other hand, 
is a more recently developed concept, and it too has proven to be an invaluable tool in a 
wide array of applications ranging from pattern recognition and clustering to design of digi­
tal circuits and relational data bases [49]. In fact, within the context of multiobjective opti­
mization, Bellman and Zadeh's fuzzy approach to optimization [8] has been widely imple­
mented in many engineering structural optimization applications [59]. Therefore, in an 
attempt to examine the effects of various types of regression-tree partitioning criteria on the 
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overall learning process which was previously explored only for decision tree algorithms 
[13], and also, to assess the feasibility of techniques based on fuzzy logic we describe seven 
splitting rules. Specifically, these include: two statistical decision rules based on dispersion 
matrices [75], a statistical measure of covariance complexity which is typically used for ob­
taining multivariate linear models [9], two newly-formulated fuzzy partitioning methods 
based on Pearson's parametric [32] and Kendall's nonparametric [71] measures of associa­
tion, Bellman-Zadeh's decision-maximizing fuzzy approach [8] to optimization in an induc­
tive framework, and finally, the multidimensional extension of a measure of fuzzy entropy 
[38]. 
Dissertation Organization 
This dissertation is organized to include papers that either have been presented and pub­
lished in refereed conferences or will be submitted to scholarly journals. Specifically, this 
dissertation includes a general introduction which is followed by six complete papers and a 
general summary. Each of the six papers is organized as a single, complete document and 
includes abstract, introduction, literature review, methodology, examples, and conclusion 
sections. 
The first paper included presents a new technique for performing incremental learning 
with decision tree classifiers and was published in the Proceedings of the Second World 
Congress on Expert Systems, pp. 830-842. The concern of the second paper is with the im­
provement of the neural learning of a standard backpropagation neural network by using a 
decision tree classifier as an intelligent information filter. This paper is submitted to the 
Third World Congress on Expert Systems. The third paper discusses a new technique for ac­
quiring the relationship between physical properties of materials and their various perform­
ance measures and was accepted by the ISMM International Conference on Intelligent Man­
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agement Systems. The fourth and fifth papers present a novel methodology for using 
multivariate regression trees in design and optimization and were published in the Proceed­
ings of the Twelfth AAAI National Conference on Artificial Intelligence, pp. 607-612, and 
the Proceedings of the Third IEEE International Conference on Fuzzy Systems, pp. 1440-
1405, respectively. And finally, the sixth paper included in this work is a complete extension 
of the last two papers and is submitted to the Journal of Artificial Intelligence Research. 
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Abstract 
To date, Quinlan's ID3 algorithm is the most widely-used decision tree method which 
has successfully been applied to problems across a variety of domains. One of the drawbacks 
of ID3, however, is that it cannot directly acquire concepts incrementally. 
In this paper, we introduce a new technique which deals with incremental learning of 
decision trees. Our proposed method, called IDea (Iterative Dichotomizer extended algo­
rithm), is based on IDS. However, as an addition to ID3's basic capabilities, it addresses two 
issues which have not been investigated before. First, IDea uses incremental batch learning, 
which was previously tested on production-rule-based systems to update partially formed 
concept definitions. And second, similar to instance-based learning algorithms, IDea main­
tains a set of selected training instances which are used for deriving concept descriptions as 
more training batches become available. Our empirical results show how this careful mainte­
nance of training instances can greatly reduce the storage complexity of an incremental 
learner without sacrificing classification accuracy. We demonstrate the benefits of our tech­
nique with two flaw characterization problems in the area of ultrasonic nondestructive evalu­
ation. 
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Introduction 
Inductive learning is a powerful methodology which gives learning systems the ability 
to acquire classification knowledge from a set of past examples. During the past several dec­
ades, a number of algorithms have been successfully implemented in order to address this 
type of learning. For example, learning systems such as AQ15 [8], CN2 [3], IDS [10] and its 
descendent C4 [11], and version space algorithm [9] form general descriptions from a given 
set of examples in the form of decision trees or decision rules. The key distinguishing fea­
ture of all these algorithms is the fact that they perform a heuristic search through the space 
of symbolic descriptions to generate a set of inference rules [7]. 
Inductive learning systems in general can be categorized as non-incremental or incre­
mental. The main difference between these two types of learning is that non-incremental 
learning requires that all training instances be present at the time inference rules are gener­
ated. This type of learning is desirable in situations where classification knowledge is to be 
extracted from static databases. On the other hand, incremental methods maintain and update 
a set of previously learned theories which may be partially incorrect or incomplete [7]. The 
primary motivation behind using incremental systems is that classification knowledge may 
be updated with each new observation, thus sustaining a continual basis for reacting to new 
stimuli [5]. 
In order to solve the task of incremental concept acquisition, a number of inductive 
learning systems have been developed. These include AQ15 [8] which incrementally learns 
disjunctive concepts from a set of examples, version space algorithm [9] which performs a 
bi-directional search through the space of hypotheses, and finally, ID4 [15] and ID5 [17] 
family of algorithms which are essentially incremental variants of the IDS tree induction al­
gorithm. The common feature among all these algorithms is that they update a set of current 
concept descriptions one instance at a time. One drawback of algorithms such as version 
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spaces and IDS, however, is that they cannot accurately generalize when training data con­
tain inconsistencies. To remedy this situation, a number of extensions have been proposed. 
For example, Utgoff suggests extending IDS by incorporating the chi-squared test for sto­
chastic independence [18]. Also, Hirsh has developed a variation on the version space strat­
egy, called incremental version-space merging, which handles corrupted data [6]. 
It should be pointed out that much of the effort behind the development of incremental 
learners has been devoted to the instance-by-instance updating of partially formed theories. 
In contrast, in an alternate approach called incremental batch learning, concept descriptions 
are updated from multiple batches of training data containing multiple examples [4]. One of 
the advantages of batch learning, as noted by Clearwater et al., is that updating theories in 
noisy domains is more accurate if it is tuned for more than one example at a time. Obvi­
ously, the ability to efficiently generalize in presence of noise is imperative in real-world ap­
plications where collected data are not always entirely accurate. 
In this paper, we introduce a new technique which deals with incremental learning of 
decision trees in noisy domains. Our method, called IDea (Iterative Dichotomizer extended 
algorithm), is based on the IDS algorithm. Furthermore, as an addition to ID3's basic capa­
bilities, it addresses two issues which we believe have not been investigated before. First, 
IDea uses incremental batch learning, which was previously tested on production-rule-based 
systems to incrementally update a set of current concept definitions in noisy domains. And 
second, IDea maintains a set of selected training instances which are used for deriving con­
cept descriptions as more training batches become available. This approach to instance se­
lection is similar to instance-based learning algorithms [1] in that training instances are not 
indiscriminantly accumulated as they become available. Instead, only specific instances 
which are deemed as most informative are stored for future processing. Our empirical results 
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show how this careful maintenance of training instances can greatly reduce the storage re­
quirements of an incremental learner without sacrificing classification accuracy. 
The remainder of this paper is organized as follows. The next section provides a brief 
review of the ID3 algorithm and its capabilities. Section 3 discusses previous attempts at ex­
tending ID3 for solving the incremental learning task. Section 4 presents IDea's approach to 
incremental learning. Section 5 introduces two problems in the area of ultrasonic flaw detec­
tion and classification where IDea was successfully tested. And finally, the last section sum­
marize the paper. 
ID3-Type Algorithms 
The ID3 algorithm is an established classification technique today [10]. The basic idea 
behind ID3's learning algorithm is as follows. During the training phase, the learner is pre­
sented with a training set containing the correct classification of an object along with the val­
ues of attributes which describe that object. The induction task is to develop classification 
rules which most accurately determine the class of the object from the values of its attrib­
utes. The induced classification rules by the algorithm take the form of a decision tree which 
essentially contains two types of nodes: nonterminal nodes and terminal nodes. Nonterminal 
nodes contain decisions which simply test values of the attributes over which the object is 
defined. Terminal or leaf nodes correspond to decision outcomes or classification labels. A 
branch of the tree then, starting from the root and ending in a leaf node, is a compound deci­
sion made of the conjunction of several simpler decisions. 
ID3's tree induction mechanism is a top-down recursive algorithm. Initially, all the 
training examples are placed at the root of a tree. Subsequently, an attribute and attribute 
value are selected which best partition the training set into a number of subsets. The best at­
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tribute is selected according to the information entropy criterion which measures the ran-
donmess or impurity in a given set of examples. Hence, starting with maximum uncertainty 
at the root of the tree, the induction task recursively expands the tree from the top down as to 
minimize the randomness in the training subsets created at each node of the tree. The tree 
expansion halts when a leaf node contains training examples which belong to the same class 
or when some other stopping criterion is met. 
The practical importance of IDS lies in the fact that it can handle noisy input data and 
unknown attribute values. The noise handling mechanism is called pessimistic error pruning. 
Basically, after the tree induction task is complete, the pruning process starts by examining 
the induced tree from the bottom up. A subtree is pmned back and replaced by one of its 
descendent nodes if the resulting substitution improves the overall accuracy of the induced 
classifier based on the information contained in the training set. Eventually, the pruning 
process stops when no further improvements are possible [11-13]. Furthermore, ID3 em­
ploys a probabilistic approach to cope with unknown attribute values during the training and 
testing phases [14]. 
To reiterate, IDB's ability to deal with noisy and incomplete input data is quite appeal­
ing in the real-world applications where such anomalies are pervasive. A potential limitation 
of IDS, however, is its lack of ability to directly handle incremental concept acquisition. In 
the next section, we provide a summary of previous investigations aimed at overcoming this 
limitation. 
Incremental ID3-Type Algorithms 
The task of incremental learning of decision trees can essentially be solved by: (1) 
brute-force reconstruction, (2) informed reconstruction, or (3) restructuring or revision. 
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In the brute-force approach, a decision tree is induced on a global training set which is 
augmented by new training examples as they become available. This technique, obviously, 
has the limitation that the size of the training set, and consequently, the computational com­
plexity, can grow rapidly in situations where new observations become available frequently 
over time. 
The informed reconstruction approach implemented in ID4 [15] examines an induced 
tree after a new training instance has arrived. If an attribute test in the tree no longer pro­
vides maximum information gain, that attribute is discarded and a new attribute test is cre­
ated. This implies that a new subtree for the newly selected attribute must be created each 
time the maximum information principle is violated. As Utgoff notes, ID4 is inadequate in 
that a tree may never reach stability during incremental reconstruction. For example, if the 
attribute at the root of the tree is discarded after examining each new training instance, then 
the entire tree has to be reconstructed. This type of instability or thrashing of a tree can ren­
der certain ID3-leamable concepts unleamable by ID4 [18]. 
In an attempt to eliminate ID4's potential drawback, Utgoff introduced IDS algorithm 
which uses a "pull-up" procedure [17]. Essentially, ID5 may restructure a decision tree for 
every newly available training instance. But, instead of discarding the subtree below an inva­
lid decision node and losing previous training efforts, IDS reshapes the tree by first finding 
a new best test attribute and then pulling that best attribute up from below. It is shown that 
IDS's performance is superior to that of ID4, and also that of a brute-force ID3, where a new 
decision tree is built from the entire set of training instances observed thus far. One draw­
back of IDS, nevertheless, is that it if the training instances are corrupted with noise or are 
unknown, as it is the case in many real-world applications, IDS needs extensions that would 
let it deal with these limitations [18]. 
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Presently, ID4 and IDS techniques compromise the bulk of the research efforts that have 
dealt with the task of incremental construction and/or revision of ID3-type decision trees. In 
the following section, we present our proposed method, IDea, which approaches incremental 
learning in a new unified framework. 
IDea 
The main motivation behind conception of IDea was two-fold. First, the incremental 
learning technique offered by IDS, in its present form, was not adequate for our application 
area where noisy data are pervasive. And second, the traditional instance-by-instance learn­
ing, used by ID4 and IDS both, may not always perform satisfactorily when drawing gener­
alizations from noisy instances. This second point will be clarified in the following passage. 
Clearwater et al. previously introduced an alternate class of inductive learning called in­
cremental batch learning which was tested on the production-rule-based system Meta-
DENDRAL [4]. The major consideration in this work is that new training instances arrive in 
batches over the lifetime of a learning system. Batch learning, therefore, can be viewed as a 
midpoint between the extreme approaches of single-batch learning of ID3 and instance-by-
instance learning of ID4 and IDS (batches of size one).The appealing feature of this type of 
learning, as noted by Clearwater et al., is that updating partially formed hypotheses in noisy 
domains is more accurate if it is tuned for more than more than one example at a time. An 
important remark to be made here is that this type of learning is consistent with ID3's own 
internal learning mechanism. IDS induces a tree on a random subset of the original training 
set called the working set. The resulting tree is then tested on the remainder of the unused 
cases, and some portion of the misclassified cases is then added to the working set. Batch 
learning primarily uses the same method with the exception that all of the misclassified 
cases result in concept modifications. 
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In Section 3, we stated that incremental learning can be approached in several ways. For 
example, ID4 and IDS algorithms focus on partial reconstruction and revision of already in­
duced trees, respectively, in order to save previous training efforts. IDea, on the other hand, 
uses the reconstruction technique each time a new batch of training instances arrive. How­
ever, as opposed to the single-batch ID3 algorithm where all training instances are aggre­
gated in a current training set, we use an informed instance selection technique which can 
greatly reduce storage requirements while maintaining classification accuracy comparable 
to, and in some instances better than, that of a brute-force IDS algorithm. 
The instance selection algorithm for incremental batch learning implemented in IDea is 
based on concepts from instance-based learning (IBL). In this type of learning, which is an 
extension of the nearest neighbor type of pattern classification, training instances implicitly 
represent a set of concept descriptions [1]. In other words, classification predictions in this 
framework are based solely on training instances rather than on a set of abstractions derived 
from the training instances. In their early stages, IBL algorithms were computationally ex­
pensive because they saved all the training instances. Subsequently, in an attempt to reduce 
storage requirements. Aha et al. proposed saving only informative instances which were 
identified as those misclassified by the learner. 
The key idea, therefore, behind IDea's instance selection is as follows. Assume that a 
new batch of training instances arrives. IDea tests the already induced tree on the new batch 
of observations. If all the training instances are correctly classified, then we conclude that 
concept descriptions are adequate and need no further modifications. If any examples are 
misclassified, they are added to the current pool of representative exemplars over which a 
new tree is induced. As the learning process progresses, the current set of examples expands 
to include only typical cases along with atypical cases. It must be stated that this approach is 
different than Zhang's hybrid system [19] where typical cases are represented with a set of 
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rules, and atypical cases, which are viewed as exceptions to the concept, are matched against 
future events using similarity-based functions used in IBL algorithms. In an essence, 
Zhang's solution first uses induced rules to capture concept regularities and then forms ir­
regular concept boundaries by using exceptions. IDea, on the other hand, is able to capture 
regular and irregular concept boundaries in a unified manner through its tree-pruning proc­
ess. 
Having discussed the key issues pertaining to IDea's framework for learning, Fig. 1 for­
mally sketches IDea's algorithm. Here, the set INSTANCES is initially empty. As training 
examples arrive, INSTANCES grows to include examples which successfully contribute to 
concept identification. Traditionally, once the generalizations are formed, these informative 
instances remain buried in a decision tree without any further direct use. IDea, however, ex­
ternally stores and medntains a global training set which is modified during the learning 
process. 
/* Assume a new training batch has arrived */ 
Retrieve the current set INSTANCES; 
Retrieve tree T which was previously induced on INSTANCES; 
Let TB := the new training batch; 
FOR (all examples E in TB) { 
IF (£ is misclassified by T) THEN 
Expand INSTANCES to include E; 
} 
IF (INSTANCES was modified) 
Induce a new tree T^^^ on INSTANCES and save it; 
Fig. 1. IDea's learning algorithm 
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The main advantage of this scheme is that some of the difficulties associated with capturing 
concept drifts can be alleviated. In many real-world applications, concept drifts are naturally 
occurring phenomena which require adjustments in current concept descriptions over time. 
In absence of any mechanism such as the one used in IDea, a learning system can capture 
concept drifts in two ways: (1) by the brute-force approach of saving all training instances 
which is computationally expensive, or (2) by some other mechanism such as ID5's 
instance-by-instance tree revision technique which needs further modifications to cope with 
noisy input data. The simple and intuitive solution offered by IDea, however, relies on the 
fact that some of the difficulties in incremental learning can be circumvented by a careful 
selection of training instances used for learning. The empirical results provided in the next 
section will better justify this point. 
Empirical Results 
In this section, we report on the empirical behavior of IDea when applied to two flaw 
characterization problems in the area of ultrasonic nondestructive evaluation. Essentially, ul­
trasonic evaluation is a non-intrusive technique whereby ultrasonic pulses are launched into 
a part for assessing the part's structural integrity. Different types of anomalies present in the 
returning ultrasonic pulses then indicate existence of different types of flaws such as crack 
or non-crack. 
The first application we present is concerned with the detection of hard-alpha inclusions 
in titanium alloys which often initiate cracking in aircraft components [2]. The data set used 
contained 230 examples which was split randomly into a training set and testing set each 
containing 115 cases. The input data in both sets were characterized by 6 real-valued, noisy 
attributes and 2 classes of flaw and noise. 
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The second application described involves the problem of flaw classification. The input 
data consisted of 239 examples which were originally generated from samples provided by 
the Westinghouse Corporation [16]. Again, the input data was split randomly into a training 
set and a testing set containing 120 and 119 examples, respectively. The input data were 
characterized by 14 real-valued, noisy attributes and 2 classes of crack and non-crack. 
Before reporting on the obtained results, two remarks need to be made. First, we use 
the tuple (PY, PN, TC) to report on the accuracy of an induced tree for a given concept 
where; 
— PY\ percent of examples classified as having a performance parameter present given 
that the performance parameter is present (higher PY implies higher accuracy) 
— PN\ percent of examples classified as having a performance parameter present given 
that the performance parameter is not present (lower PN implies higher accuracy) 
— TO. tree complexity which is measured by a tree's number of terminal leaves 
And second, in each experiment the training set was split randomly into various number of 
batches in five separate runs in order to simulate incremental batch learning. Each (PY, PN, 
TC) point in Figures 2 and 3, hence, is averaged over five statistically independent runs. 
Hard-alpha Detection 
Fig. 2 illustrates the behavior of IDea when tested on the hard-alpha inclusion detection 
problem where the original training data were split randomly into 2, 5, 10, and 20 batches. 
Note that when operating on one batch, IDea's performance subsumes that of a brute-force 
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ID3 using the entire training set. As it is evident, IDea was able to reduce the training set 
size from 115 examples (one batch) to 63 (2 batches), 35 (5 batches), 24 (10 batches), and 
finally, 22 examples (20 batches) while maintaining an identical PY measure of 73% and 
comparable (PN, TC) measures. This implies that IDea can be trained faster than a single-
batch ID3 and still produce comparable, and in few instances, superior results to those pro­
duced by the ID3 algorithm. 
Training Set Size • [PY, PN, TS] 
120-
100-
40 
20 
60 
80 
[73%, 15%i 6] 
[73%, 20%, 6] 
0 
0 5 10 15 
_i Number of 
20 Batches 
Fig. 2. Hard-alpha detection (concept/Jaw) 
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Another important factor which was found to greatly affect IDea's batch learning is the 
batch size. Essentially, as the number of batches increases, the number of examples con­
tained in each batch decreases. Continuing in this manner, batch learning eventually sub­
sumes instance-by-instance learning when the batch size becomes one. In this experiment, 
the largest acceptable number of batches was empirically determined to be 20 since the per­
formance degradation became notable for number of batches greater than 20. This result is in 
complete agreement with Clearwater's statement that incremental learning in noisy domains 
is more accurate when it is tuned for more than one example at a time. 
Flaw Classification 
The obtained results for the second example, the flaw classification problem, follow the 
basic trend exhibited in the first example. As depicted in Fig. 3, IDea was able to reduce the 
training set size from 120 examples (one batch) to 75 (2 batches), 57 (5 batches), and 53 
examples (10 batches). The PY measures in all cases remained at 79% while (PN, TC) meas­
ures fluctuated at comparable levels. Here, the largest number of batches beyond which 
IDea's performance began to deteriorate was determined to be 10. Also, note that the tree 
complexity measure, TC, was comparable for the brute-force ID3 and IDea which proves 
that reduction of the training set maintains classification accuracy without necessarily pro­
ducing more complicated and larger decision trees. 
In closing, it must be underlined that our experimental results show that IDea's mecha­
nism for selection of informative training instances facilitates efficient incremental learning. 
This was illustrated by the fact that, when compared to a single-batch ID3, IDea attained 
compzu-able to slightly superior results from smaller number of training instances. Also, the 
reported performance measures were quite favorable to those reported on other established 
classification techniques tested on the same data sets. In the case of the hard-alpha inclusion 
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Fig. 3. Flaw classification (concept crack) 
detection problem, for example, a standard backpropagation neural network achieved (PY, 
PN) measure of (73%, 6%) [2] which is comparable to IDea's (73%, 9%) accuracy on 5 
training batches. For the second example, IDea's (79%, 21% to 24%) performance in all 
cases was slightly superior to that of a probabilistic neural net which achieved (77%, 22%) 
accuracy [16]. 
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Conclusions 
In this paper, a new approach to incremental construction of ID3-type decision trees was 
described. The main motivation behind conception of our proposed solution, called IDea, is 
that previous solutions to incremental learning such as ID4 and IDS algorithms were seen 
inadequate due to their instance-by-instance type of approach to incremental learning. In 
contrast, IDea uses incremental batch learning which can essentially be viewed as learning 
from multiple batches containing multiple examples. One advantage of batch learning is that 
learning in noisy domains is shown to be more accurate if it is tuned for more than one ex­
ample at a time. 
Furthermore, we demonstrated how IDea's storage requirements, and hence, its compu­
tational complexity can greatly be reduced by adopting instance selection techniques com­
monly used in instance-based leaming (IBL) algorithms. The experiments we conducted 
show that IDea's performance is comparable to, and in some instances better than, that of 
single-batch IDS algorithm while using notably fewer training instances. 
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IMPROVING NEURAL LEARNING THROUGH ELIMINATION OF REDUNDAN­
CIES IN TRAINING EXAMPLES 
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Abstract 
In this paper we introduce a novel technique for improving the inductive neural learning 
of a standard, back-propagation connectionist network. The improvement in learning is es­
sentially accomplished by using an incremental ID3-type decision tree algorithm called IDea 
as an intelligent information filter for reducing the dimensionality of a given set of training 
examples. In particular, given an original population of training data, IDea effectively filters 
out the redundancies that may occur in the given population along the two dimensions of 
instance space and feature space. The reduced training information, which is subsequently 
utilized to train a neural network, is shown to considerably reduce the overall training time 
while maintaining or improving the classification accuracy of the connectionist inductive 
learner. The importance of our technique lies in the fact that in most real-world applications, 
in the absence of a strong a priori domain knowledge regarding exact characterizations of a 
problem of interest, a machine learning system is often inundated with a myriad of training 
examples with inherent redundancies which in turn tend to degrade the learning efficiency of 
the learner. 
We highlight the advantages of our proposed technique with an example regarding the 
detection and classification of hard-alpha inclusions in titanium alloys which has proven to 
be a difficult problem in the field of nondestructive evaluation of materials. 
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Introduction 
One of the main concerns while utilizing inductive machine learning techniques such as 
decision tree algorithms [6] or neural networks [8] is with preparation of an appropriate set 
of training examples. Unfortunately, in many real-world applications such as detection and 
classification of flaws in material [2], in the absence of a strong a priori domain knowledge 
regarding the problem at hand, no universal criteria are known which can help in determina­
tion of an appropriate set of training examples. Consequently, learning systems are often in­
undated with multitudes of examples which often contain redundancies both in the number 
of training examples presented to the learner and also in terms of the features or attributes 
over which the classification problem at hand is defined. Elimination of these redundancies, 
therefore, is the main theme of many theoretical and empirical investigations which attempt 
to improve efficiency of a machine learning system, especially that of most connectionist 
networks which are susceptible to slow learning rates. 
In terms of relevant theoretical investigations for drawing insights into the phenomenon 
of learning, in general, and for determining the fitness of training information, in particular, 
the Valiant Framework [12] has received a great deal of enthusiasm from the artificial intel­
ligence community. In his framework. Valiant essentially provides bounds on the number of 
training examples required in order to give high confidence that the result obtained by the 
learning algorithm is probably approximately correct (PAC learning). However, direct appli­
cation of Valiant's methodology to real-world applications is in its infancy stage and its pro­
posed worst-case lower bounds tend not to be useful in practice [11]. 
Empirical investigations for reducing computational complexity of neural learning, on 
the other hand, have examined practical issues which not only relate to the bounds on the 
number of samples needed for effective learning [4], but also to the underlying architecture 
of a given network such as the number of hidden layers and/or the number of nodes per hid­
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den layer [9]. From a somewhat different perspective, Sethi's hybrid approach of entropy 
nets [10] primarily uses a training population to induce an ID3-type decision tree. The struc­
ture of the induced decision tree is then directly utilized for determining the architecture of a 
connectionist network which is trained on the original set of training data. Present progress 
in entropy nets has illustrated the fact that the self-configuration capability of a network 
achieved through the process of tree-to-network mapping can potentially yield improve­
ments in the classification performance of an inductive learning system. 
Mention must be made that most empirical studies to date have emphasized the issue of 
optimization of connectionist learning in relation to the architecture of neural networks. 
While architectural aspects of network design are a crucial precursor to neural learning, the 
important fact remains that elimination of data redundancies in training samples needs to be 
addressed in isolation from particular network architectural implementations. The impor­
tance of this need is the main motivation behind Wan and Wong's approach [13] where lin­
ear classifiers are learned from a subset 5 of a finite set X of linearly separable vectors. As 
stated by Wan and Wong, however, the worst-case cost of using their approach is the high 
computational complexity of solving O(IXP) linear programming problems. 
In this paper, in an attempt to address the issue of elimination of data redundancies for 
optimization of inductive neural learning, we introduce a new approach which creates a syn­
ergistic relationship between symbolic learning of decision tree algorithms and subsymbolic 
learning of neural networks. Specifically, we utilize an incremental batch learning decision 
tree algorithm called IDea [3] in order to reduce the dimensionality of an original training 
sample space in two ways. First, the number of features or attributes over which the problem 
is defined is reduced by using the concept of information gain derived from the field of sta­
tistical information theory. And second, the incremental batch learning method of IDea con­
tinuously discards training information which are deemed as superfluous or unnecessary. Af­
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ter completion of batch learning, the reduced training sample set is fed into a standard, 
back-propagation network which undergoes a neural learning phase. Our empirical evidence 
demonstrates that the synergistic relationship created in the aforementioned manner between 
the two paradigms of symbolic and subsymbolic learning can greatly improve the effective­
ness of an inductive neural learning system. 
The remainder of this paper is organized as follows. Section 2 presents an overview of 
IDea's incremental batch learning mechanism for reducing the dimensions of a set of train­
ing data. Section 3 discusses the results of applying EDea to the problem of classification of 
hard-alpha inclusions in titanium alloys and reports on improvements achieved both in sym­
bolic learning of IDea itself and also that of a neural network. And finally. Section 4 is the 
summary and conclusions. 
IDea 
Symbolic inductive learning is a widely-used technique for explicating classification 
knowledge from a given set of training samples [5]. As an example, ID3-type decision tree 
algorithms [6] are used extensively by the virtue of the fact that in contrast to the black box 
approach of neural networks, decision tree algorithms allow direct examination of the classi­
fication knowledge extracted during the induction process in the form of sentences in sym­
bolic logic. One of the shortcomings of ID3-type algorithms, however, is their lack of ability 
to deal with learning in dynamic environments where new training information arrives in 
multiple batches. An extension of ID3-type algorithms called IDea [3] was specifically de­
signed to handle the problem of incremental batch learning in an intuitive manner. Figure 1 
depicts IDea's incremental learning algorithm. 
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/* Assume a new training batch has arrived */ 
Retrieve the current set INSTANCES (Initially Empty); 
Retrieve tree T which was previously induced on INSTANCES; 
Let TB := the new training batch; 
FOR ( all examples E in TB ) { 
IF ( E is misclassified by T) THEN 
Expand INSTANCES to include E; 
} 
IF (INSTANCES was modified) 
Induce a new tree T^^^ on INSTANCES and save it; 
Figure 1. IDea's main algorithm 
As shown above, incremental batch learning is quite intuitive in nature. Essentially, 
IDea always maintains a global set of training examples S with its corresponding induced 
decision tree T which is subsequently tested on new batches of training examples as they ar­
rive over time. If T correctly classifies all the new examples, then T is considered consistent 
with S. Otherwise, S is augmented with all the misclassified cases from the new batch and a 
new tree is induced over S. 
The main motivation behind the development of IDea, aside from incremental learning 
issues, was the fact that inductive learning traditionally proceeds in one of two possible 
spaces; (1) space of instances, and (2) the space of hypotheses [7]. For instance, an ID3 algo­
rithm attempts to form generalizations in the space of hypotheses using sentences of sym­
bolic logic in order to capture the underlying classification knowledge. Instance-based learn­
ing algorithms [1] or nearest-neighbor type statistical techniques [14], on the other hand, do 
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not form any abstractions over the given data but rather rely on the training instances them­
selves to perform the necessary classification process. IDea's approach, consequently, can 
be considered as a scheme which operates both in the space of hypotheses and instances. 
One of the direct implications of such an approach is that the space of instances can poten­
tially be modified and updated in order to eliminate redundancies. 
Improving Neural Learning witli IDea 
A potential application of IDea was previously demonstrated in the area of detection 
and classification of hard-alpha inclusions in titanium alloys [2]. Briefly, this problem in­
volves classification of hard-alpha anomalies (flaws vs. non-flaws) over a training/testing set 
of 115 examples. Each training/testing vector, correctly classified as flaw (15 cases) or non-
flaw (100 cases), essentially describes quantitative measurements of ultrasonic signals over 
6 continuous features such as number of zero crossings, mean, absolute mean, variance, 
skewness, and kurtosis of digitized ultrasonic signals relating to various titanium blocks 
which either contained or did not contain flaws. 
Before proceeding with exact details for filtering out the inherent redundancies in a 
given training data set, we must briefly mention our method of analysis for determining the 
goodness of an induced tree. Basically, once a tree is induced over a set of training exam­
ples, it is then tested on a testing set. Once the testing process in complete, two error meas­
ures which are analogous to Type I and Type II error measures were computed for each clas­
sification label (flaw and non-flaw) as follows: 
1. PY: refers to percent of examples classified as having a performance parameter (such as 
flaw or non-flaw) present given that the parameter is present 
43 
2. PN: is percent of examples classified as having a performance parameter present given 
that the parameter is not present 
3. TS\ the size of an induced true in terms of its number of leaves (terminal nodes) 
Note that quantities PY and PN are drawn from different populations so their sum for a 
particular performance criterion is not necessarily 100% but rather; 
(1) /'y(flaw/non_flaw) + /'A''(non_flaw/flaw) = 100% 
Furthermore, the main rationale behind choosing TS as a measure of tree performance was 
to ascertain if reducing the size of training sample space would in any way alter or make 
more complicated the nature of extracted hypotheses in the hypothesis space. Therefore, 
measure TS can effectively report on the size of an induced tree, and consequently, indicate 
how complex explicated symbolic classification rules actually are. 
Our empirical procedure for determining and eliminating redundancies in the training ex­
amples was performed in two stages. First, in terms of deciding which of the original six fea­
tures offered maximal discrimination power between the two classes of flaw and non-flaw, a 
decision tree was induced over various random subsets of the 115 training examples. In all 
cases, the produced decision trees with maximum PY (73%) and minimum PN (17%) meas­
ures consistently used the two features of kurtosis and variance as depicted in Figure 2. 
The second stage of optimization, viz. minimization of the training sample complexity 
while maintaining classification accuracy of at least [73%, 17%], was then simulated via in­
cremental batch leaning of IDea. The original training set was randomly divided into 2,5,10 
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Kurtosis 
>=0.19 <0.19 
NON FLAW Variance 
<0.23 >=0.23 
NON_FLAW FLAW 
Figure 2. An example of an induced tree (TS = 3) 
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and 20 batches where each batch respectively contained roughly 57, 23, 11, and 5 examples. 
The DDea algorithm for inceremntal batch learning was subsequently applied to each of these 
divisions of the original population of training instances, the results of which are illustrated 
in Figure 3. 
Training Set Size • [PY, PN, TS] 
120 
[73%, 17%, 3] 
100 
[73%, 12%, 6] 
[73%, 9%, 3] 
[73%, 15% 
[73%, 20%, 6] 
Number of 
Batches 0 5 10 15 20 
Figure 3. Results of incremental batch learning with IDea 
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As shown in Figure 3, the original data set with 115 examples produces a tree with clas­
sification accuracy of [73%, 17%]. Applying IDea, however, to 2, 5, 10, and 20 batches en­
ables the classification accuracy measure PY to remain at the 73% level while PN measure 
takes the values 12%, 9%, 20%, and 15%, respectively. The interesting point is that IDea 
effectively reduces the size of training set in each of these cases from the original 115 exam­
ples to 65 examples (2 batches), 35 examples (5 batches), 24 examples (10 batches), and fi­
nally 22 examples (20 batches). It must be mentioned that the tree generated on 5 batches of 
data with only 35 examples produced the best classification accuracy of [73%, 9%] while 
relying only on the two features of kurtosis and variance. Consequently, we can empirically 
determine not only what subset of the original six features contains the most discrimination 
power, but we can also pinpoint 35 examples out of the original 115 examples which offer a 
comparable PY measure of 73% along with a slightly more accurate PN measure of 9%. 
In terms of improving the neural learning of a standard back-propagation network, the 
reduced training examples along the two dimensions of the kurtosis and variance can be 
used for the training process. Furthermore, in order to ascertain effects of reduced 
dimensionality on the behavior of a neural learner, a network must also be trained on the 
original set of 115 examples along the dimension of six features which were described in the 
previous section. Table 1 summarizes these results. 
As results in Table 1 demonstrate, a connectionist network without using IDea as an in­
telligent information filter produces the classification accuracy of [73%, 6%] which is 
slightly superior to that of an ID3-type decision tree operating on the same data. However, as 
shown in Figure 2, reducing the dimensionality in the space of training instances (case of 5 
batches) not only improves the effectiveness of neural learning to [80%, 0%] but also bene­
fits the decision tree algorithm itself by decreasing its PN metric from 17% to 9%. Obvi­
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ously, the symbiotic relation created in this manner has potential advantages for both the 
symbolic and subsymbolic learners. 
Another point that needs to be emphasized at this point is that the nature of decision tree 
algorithm is quite deterministic in that, given a set of X examples, a tree is induced in a finite 
number of steps which is O(A-X^) where A is the size of attribute or feature space. 
Table 1. Classification accuracy of a neural network with and without IDea 
Classification 
Technique 
Classification 
Accuracy 
[PY,PN] 
Number of Training 
Instances Needed 
Number of 
Attributes Needed 
(out of 6) 
IDS [73%, 17%] 115 2 
IDea [73%, 9%] 35 2 
A Standard 
Backpropagation 
Neural Network 
[73%, 6%] 115 6 
IDea and a Standard 
Neural Network 
[80%, 0%] 35 2 
The amount of time required for training a neural network, on the other hand, is 
nondeterministic and is based on the gradient-descent technique [8]. Therefore, one of the 
major drawbacks of employing neural networks is their slow rate of convergence, and hence, 
learning. In our study, in order to address this issue, the absolute training periods (measured 
in seconds) along with the number of iterations needed to achieve convergence were com­
puted for the overall classification task. These measures appear in Table 2. 
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Table 2. Convergence timings 
Method Number of 
Training Examples 
Number of 
Iterations for 
Convergence 
Convergence 
Time (seconds) 
Standard 
Backpropagation 
Neural Network 
(BPNN) 
115 10,000 220 
BPNN + IDea 
(2 Batches) 
65 4,000 88 
BPNN + IDea 
(5 Batches) 
35 3,500 77 
BPNN + IDea 
(10 Batches) 
24 900 20 
BPNN + IDea 
(20 Batches) 
22 850 19 
In closing this section, mention must be made that in a modest training set of size 115 
with only 6 features, the savings in training effort are quite noticeable. For example, average 
training time of 220 seconds for extracting classification information from the original train­
ing set can be effectively reduced by a factor of 2.85 to 77 seconds in the case of running 
IDea only on 5 batches. It is expected that these savings will be even more considerable 
while working with problems which are defined in considerably larger instance and feature 
spaces. 
Conclusions 
In this paper we introduced a new technique for reducing the dimensionality of a given 
set of training examples along the two dimensions of instance space and feature or attribute 
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space. The rationale behind development of our technique lies in the fact that in most real-
world applications, in the absence of any universal criteria for preparation of appropriate 
training information, inductive machine learning systems are often inundated with multi­
tudes of examples which can contain superfluous information. The presence of these data re­
dundancies in turn can degrade the performance of an inductive learner such as a neural net­
work. Our proposed methodology here effectively eliminates such redundancies by creating 
a synergy whereby incremental batch learning of an inductive decision tree algorithm is util­
ized to select a subset of an original set of training data which is deemed as most informa­
tive. Our empirical results on the problem of classification/detection of hard-alpha inclusions 
in titanium alloys indicate that inductive neural learning of a standard connectionist network 
can generally benefit from such data reductions in two ways. First, in terms of improvements 
in the classification accuracy of the inductive learner, and second, in terms of savings in the 
amount of time that is needed to train the network. 
In terms of future directions, a noteworthy effort would be to investigate, within a uni­
fied framework, the relationship between our empirical results concerning the lower bound 
on the number of training examples needed to learn classification knowledge with that of 
theoretical analyses offered by Valiant's PAC learning concept. Work is also under way for 
preparation of and subsequent experimentation on larger data sets relating to various classifi­
cation tasks within the field of nondestructive evaluation. 
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Abstract 
Assessment of materials performance in engineering design and manufacturing is a 
complex process which requires significant knowledge of scientific and engineering princi­
ples. In a typical design application, for instance, determination of how a material's perform­
ance indices such as fatigue resistance, corrosion resistance and formability are affected by 
its physical properties is a laborious task. Expert system technology has been able to par­
tially address this issue by transferring domain specific expertise and heuristics from human 
experts into knowledge-based systems which can precisely communicate materials knowl­
edge to their users. Traditional expert systems, however, are limited from the standpoint that 
acquisition of their needed operational knowledge from human experts, who may not even 
exist in some particular applications, is a time-consuming process which is at best subjective 
and prone to error. Furthermore, availability of new materials information requires updating 
of these systems which is also an extensive undertaking. 
In this paper, we present a new approach where the information obtained from a materi­
als database is translated into operational knowledge which is readily made available to de­
signers. In particular, we demonstrate how an ID3-type decision tree learning system can ex­
tract such knowledge from a commercially available property database. 
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Introduction 
One of the main concerns in engineering design is with determination of how a mate­
rial's performance is affected by its physical behavior. For instance, performance indices 
such as fatigue resistance and formability are directly controlled by properties such as hard­
ness, tensile ultimate strength and tensile yield strength. Unfortunately, understanding the 
complex relationship that exists between various factors such as the processing characteris­
tics and material properties is a process that demands considerable expertise on the de­
signer's part who may not be an expert process or analysis engineer. 
Expert system technology [7] has been able to address this issue by synthesizing the 
needed materials knowledge and heuristics derived from domain expertise and transferring 
that knowledge into computer programs that can easily be used as problem solving tools by 
users. For instance, EXPSSC [26] or Harwell and NPL's corrosion expert systems [4], 
EXENAC for diagnosing the possibility of stress corrosion cracking in stainless steel materi­
als [14] and an advanced ceramics selector program for assisting in design of gas-fueled heat 
exchangers [5] are all prime examples of the wide-spread use of expert systems. 
The main issue in developing expert systems for selection of materials involves the 
method of transfer of the appropriate knowledge from human experts into computer pro­
grams. Typically, an expert's knowledge is acquired through a series of interviews after 
which it is codified or hardwired in an expert system's knowledge base [23]. Verbal commu­
nication with human experts, nonetheless, is generally a time-consuming task which is at 
best subjective and prone to error [11]. Furthermore, in many problem domains experts 
either may not exist or they may be unable to communicate their collective knowledge 
which is a more complex representation of their past experiences. In these cases, therefore, it 
is crucial to have the capability to derive the needed materials performance knowledge from 
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alternate sources of information such as property databases [2]. For instance, commercially 
available databases such as Mat.DB or MA'^ISION contain large quantities of data in regards 
to properties and performance indices of a variety of materials [18]. Translation of these 
types of data into domain-specific generalizations is the main thrust behind development of 
the field of machine learning (ML). 
ML is an integral component of the science of artificial intelligences which includes other 
significant developments such as theorem proving, robotics, natural language processing and 
expert systems technology. Furthermore, ML has grown to the point that it encompasses a 
number of somewhat overlapping paradigms such as inductive learning, explanation-based 
learning, genetic algorithms and neural networks [8]. Inductive learning, in particular, is an 
active research area whose aim is with automatic acquisition of knowledge from rich sources 
of information. Inductive learning systems, to name a few, include ID3-type decision tree 
classifiers [22], regression trees [6], instance-based learning algorithms [3] and neural net­
works [13]. Regardless of their underlying working principles, however, these techniques 
learn from prototypical training examples which are analogous to an expert's past problem 
solving experiences. In the case of machine discovery of the relationships between a mate­
rial's performance indices and its properties, henceforth, a materials database is the perfect 
source of information for an inductive learner. 
In this paper therefore we present a new approach where a property database is used as 
the primary source of information for a machine learning system. In particular, we demon­
strate how IDea [12] which is essentially an ID3-type decision tree learning algorithm [22] 
can extract the implicitly stored materials knowledge from a property database and explicate 
it in the form of generalizations that can easily be examined by designers. One of the bene­
fits of IDea, aside from its ability to deal with missing property values which occur often in 
databases, is that it can incrementally learn new concepts with arrival of new materials infor­
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mation over time. This is in contrast with traditional expert systems where new information 
has to be incorporated into the knowledge base through manual intervention. 
The remainder of this paper is organized as follows. Section 2 is a brief introduction to 
expert systems and decision tree classifiers. Section 3 presents some of the commercially 
available materials databases along with our choice of the database in this work. Section 4 
discusses our results relating to explication of knowledge pertaining to relationship between 
physical properties of materials and their performance. And finally, Section 5 summarizes 
the paper. 
Knowledge Management and Expert Systems 
Expert systems are computer programs which represent knowledge and problem-solving 
capabilities of experts in a variety of decision-support environments. Since their inception in 
the 1970's, expert systems have been successfully used in a wide array of industrial and 
business applications ranging from monitoring of spacecraft telemetry to flight scheduling 
[17]. In fact, one of the early expert systems called MYCIN was the first computer program 
which could effectively diagnose infectious blood diseases with performance levels compa­
rable to that of human experts [7]. 
One of the basic components of an expert system which allows representation of exter­
nal, domain-specific knowledge is the knowledge base [23]. The knowledge base is essen­
tially a collection of IF-THEN rules representing the system's current knowledge regarding 
a specific task. For example, an ultrasonic flaw detection expert system may contain the fol­
lowing rules: 
Rule 1: IF (Kurtosis of Detected Signal < 0.19) THEN Signal Source is Noise 
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Rule 2: IF [(Kurtosis of Detected Signal >= 0.19) AND 
(Variance of Detected Signal is >= 0.23)] 
THEN Signal Source is Flaw 
Traditionally, acquisition of knowledge in the form of rules is performed through inter­
views with domain experts. Extracting knowledge from human experts through verbal com­
munication however is a process which is time-consuming, complex and prone to error. 
Also, in many applications human experts may not be able to communicate their past prob­
lem solving experiences in the form of IF-THEN rules [11]. The latter case can best be illus­
trated by the problem of detection of hard-alpha inclusions in titanium alloys [9]. Hard-alpha 
flaws are microstructure regions contaminated by inclusion of nitrogen or oxygen and are 
potentially dangerous in that they can cause cracks in aircraft components made of titanium. 
Unfortunately, detection of such anomalies is complicated by the lack of any strong a priori 
domain knowledge about precise characteristics of hard-alpha inclusions. The only remedy 
in these cases is to predict outcome of an event (presence of hard-alpha flaw) by using a set 
of past examples which implicitly typify an expert's knowledge about the problem at hand. 
This mode of reasoning is called inductive learning and is one of the major thrusts behind 
development of the field of machine learning [25]. 
Briefly speaking, learning is the essence of human and artificial intelligence and can be 
viewed not only as the means for acquiring new knowledge but also as an instrument for re­
fining old knowledge. Some of the widely used inductive, machine learning techniques to­
day are decision tree classifiers such as ID3-type algorithms [22] and CART [6], neural net­
works [13] and instance-based, nearest-neighbor type of approaches [3]. Regardless of their 
underlying working mechanisms, these approaches learn to solve various classification tasks 
by capturing domain-specific knowledge from a set of previous typical examples. In particu­
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lar, decision tree algorithms, which will be emphasized hereinafter, have been widely used 
in diverse areas such as radar signal classification, remote sensing and speech recognition 
[24] mainly because of their ability to explicitly capture knowledge in the form of IF-THEN 
rules which are easily understandable by humans. 
Decision Tree Classifiers 
Decision tree classifiers such as ID3-type algorithms [22] and CART [6] are a powerful 
tool in multistage, hierarchical decision making. The basic approach here is to divide a com­
plex decision-making process into a number of simpler and smaller problems [24]. The proc­
ess of induction and structuring of a decision tree essentially begins by collecting a set of 
past examples which best describe instances of an object or an event that is to be classified. 
In the case of the previously-mentioned ultrasonic flaw detection expert system, digitized 
signals from known flawed and unflawed sources are first correctly classified by the expert 
and then provided to the learning algorithm. This set which is called the training set captures 
salient features of each signal along several dimensions in conjunction with the correct clas­
sification label. For instance, some of the features selected in our example are mean, vari­
ance, skewness and kurtosis. Each training example then associates with a specific set of 
feature-value pairs a predetermined class label. This point is illustrated in Table 1. 
At the outset of tree induction, a null decision tree is formed which consists of an empty 
root and the entire set of training examples. At this level of tree construction, the root node 
has to be split by generating a test based on a feature and a feature value. For example, given 
the ten training examples shown in Table 1, a partial tree (see Fig. 1) is generated by select­
ing kurtosis-0.19 as the most salient feature-value pair. The test based on kurtosis-0.19 ex­
pands the root node into left and right branches such that the training examples in Table 1 
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Table 1. The training set 
Training 
Example 
Mean Variance Skewness Kurtosis Signal Type 
1 0.62 0.52 0.63 0.64 Flaw 
2 0.38 0.21 0.61 0.31 Noise 
3 0.61 0.48 0.50 0.54 Flaw 
4 0.14 0.87 0.60 0.26 Flaw 
5 0.19 0.10 0.36 0.37 Noise 
6 0.42 0.25 0.46 0.14 Noise 
7 0.21 0.11 0.27 0.55 Noise 
8 0.58 0.52 0.47 0.70 Flaw 
9 0.64 0.41 0.30 0.02 Noise 
10 0.13 0.08 0.66 0.93 Noise 
whose kurtosis components have values less than 0.19 fall in the left branch (examples 6 and 
9) while the remaining cases follow the right branch. Mention must be made that determina­
tion of a feature-value pair at a given node is not an arbitrary procedure. Generally, partition­
ing of a tree node first requires examination of all possible feature-value pairs and then se­
lection of a test which maximizes some fitness criterion such as minimum entropy, 
minimum error or some other heuristics based on statistical significance [20]. 
Kurtosis 
•= 0.19 <0.19, 
Fig. 1. An induced tree 
Once a node is split into two branches, the above-mentioned tree construction procedure 
can be recursively applied to all the newly generated nodes until some stopping criterion is 
met. For instance, if all training examples in a node belong to a specific class (e.g. Flaw), 
then expansion of the tree along that particular branch stops and the terminal node is marked 
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as a leaf. Otherwise, tree construction proceeds as before. To complete our example, a deci­
sion tree that classifies signals as Flaw or Noise based on the training information in Table 1 
is shown in Fig. 2. 
The decision tree shown in Fig. 2. can in fact be converted into IF-THEN rules by inter­
preting all the node tests along a particular tree branch as conjunction of several logical tests: 
Kuriosis 
>=0.19 <0.19 
Noise 
.=0.23 < 0.23 
Flaw Noise 
Fig. 2. A decision tree for flaw classification 
Rule 1; IF (Kurtosis < 0.19) 
THEN Class = Noise 
Rule 2: IF [(Kurtosis >= 0.19) AND (Variance >= 0.23)] 
THEN Class = Flaw 
Rule 3: IF [(Kurtosis >= 0.19) AND (Variance < 0.23)] 
THEN Class = Noise 
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Furthermore, once a decision tree is generated, the problem of classification of future 
cases whose classification labels are missing simply reduces to traversing the tree starting 
from the root, performing appropriate node tests, and following branches until a leaf node is 
reached which indicates Flaw or Noise. 
Some relevant issues warrant further attention at this point. First, in many real-world ap­
plications due to a number of reasons training and testing information may become corrupt. 
For example, feature-value measurements may be tainted by noise or become unknown or 
missing. And second, availability of new training information over time may require updat­
ing of the current knowledge base. Therefore, in order to maintain the performance of a clas­
sifying system at acceptable levels it is imperative to devise mechanisms to deal with these 
anomalous situations. 
First, in terms of effects of presence of noise in the training information, construction of 
a tree can sometimes lead to the phenomenon of overfitting which occurs when a decision 
tree produced in a hierarchical manner often becomes more complex than can be justified by 
the given training data. In other words, the tree building mechanism attempts to create 
subtrees which fit the noise that exists in the training information. To circumvent this prob­
lem, tree pruning techniques such as pessimistic error pruning [19,20] or cost complexity 
pruning [6] have been devised which usually result in smaller trees and have the additional 
advantage of increased accuracy when classifying unseen objects. 
The second issue, which can also become the bottleneck of many learning systems, is 
presence of missing and/or unknown information in the training/testing data regarding one 
or more feature-value pairs. For example, in the case of our flaw detection expert system, it 
is possible that a few training examples are presented to the learning system as presented in 
Table 2. 
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Table 2. Training examples with missing feature values 
Training Mean Variance Skewness Kurtosis Signal Type 
Example 
11 unknown unknown 0.63 0.64 Flaw 
12 0.38 0.21 missing 0.31 Noise 
In cases such as above, therefore, CART's surrogate splits and ID3's information theoretic 
technique among several others, have been proposed in order to circumvent partial train­
ing/testing information during the learning process [21]. 
And finally, the issue of updating the current knowledge base is also important in real-
world applications when new training information arrives over time. In the case of availabil­
ity of new materials information, for instance, a decision tree classifier must be able to refine 
old concepts or perhaps form new ones. Traditional expert systems handle this knowledge 
updating through manual intervention, i.e., experts have to explicitly hardwire new concepts 
into the knowledge base. Incremental ID3-type decision tree learners such as IDea [12], on 
the other hand, have the capability to automatically incorporate the new training information 
into the current knowledge base with minimal human intervention. 
Materials Property Databases 
Selection of materials in design and manufacturing is a difficult and laborious task 
which was traditionally performed by means of reference books, product data sheets or cata­
logs. With the rapid pace of engineering design, however, manufacturing industries have re­
alized the need for developing computerized systems which can expediently and precisely 
capture and communicate materials information for various applications [15]. 
In general, computerized materials databases are of two types: proprietary and commer­
cial. Proprietary databases are primarily designed by various organizations in response to 
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their specific needs. For example, the Honeywell Space Inertial Guidance & Navigational 
Systems commissioned the construction of a database containing 6000 nonferrous isotropic 
materials entries specifically intended for the design of avionics [16]. Commercially avail­
able systems on the other hand tend to be concerned with larger and more general purpose 
classes of materials. These include: Rapra Technology's PLASCAMS system designed for 
polymers. Engineering Information Company's MATUS class of databases for metals, 
NIST's MTDATA for ceramics, and finally, in terms of multi-material databases, PDA En­
gineering's MA^ISION and ASM International Mat.DB databases [18]. 
Mat.DB, which was particularly selected for our applications needs, is a database man­
agement system designed for maintaining information on the properties and processing of a 
variety of engineered materials such as aluminum, copper, magnesium, stainless steel, alloy 
steel, titanium, structural steel and plastics [1]. The basic building block in Mat.DB is the 
material record which contains information on a given material including designations, 
specifications, composition, properties at various operating temperatures, classes such as 
heat resistant, high strength, etc., and finally, processing characteristics. 
One of the powerful features of Mat.DB is its ability to search through all available 
fields to locate needed material data. For example, users of the database can perform range 
searching on compositions or simply search for property values at specified temperatures. 
More importantly, in order to discover qualitative and quantitative relationships between 
various materials properties and performance measures, Mat.DB offers a utility program by 
which the entire contents of a specific material database can be converted into a plain text 
file. This utility is of paramount importance in machine learning applications where a learn­
ing algorithm requires a set of training examples in order to explicate classification knowl­
edge regarding a specific task at hand. This point will be further clarified in the next section. 
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Classification of Performance Criteria 
In this section we present the methodology for discovering the knowledge which actu­
ally determines how mechanical properties such as tensile elongation, tensile yield strength, 
hardness, etc. determine a material's performance measures such as formability, weldability, 
wear resistance, and stress corrosion resistance. In general, classification of materials in 
Mat.DB is accomplished by an indexing system which allows access to the database through 
two types of performance criteria: application classes and rankings. Application classes for 
metals such as stainless steel and alloy steel, for example, include classification labels such 
as fatigue resistant, wear resistant, creep resistant, high strength and stress corrosion resis­
tant. Rankings, on the other hand, allow searching the database by processing characteristics 
such as formability, machinability and weldability. In contrast to application classes which 
are binary concepts, i.e., they are either present or not present, rankings are multicategorical 
and their characteristics are designated by letters A through F. For instance, explanation of 
letter designations used to denote various degrees of formability for specific metals is de­
picted in Table 3. 
Table 3. Classification of formability concept 
Designation Formability Characteristic 
A High: can be drawn into deep cuts at room temperature without 
use of excessive amounts of power or special lubricants 
B Good: can be drawn into deep cuts at room temperature but 
requires more power 
C Fair: can be drawn into relatively intricate shapes but requires 
heating of the blanks and powerful presses 
D Difficult: very difficult to cold form and susceptible to cracking 
E Poor: some forming can be done by either heating the blanks or 
process annealing between forming operations 
F Very poor: any amount of cold forming is virtually impossible without 
danger of cracking 
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In order to learn the aforementioned performance criteria, it was first necessary to con­
vert the relevant information in the Mat.DB database into a suitable form recognizable by 
the decision tree classifier. As we mentioned before, an ID3-type classifier requires a set of 
training examples where each example, given an object's essential properties or features, 
correctly classifies that object. In our application, therefore, a training example contains sali­
ent mechanical properties of a material along with appropriate performance criteria. 
In terms of mechanical characteristics by which a material is classified, Mat.DB con­
tains approximately 60 properties for various types of metals. The stainless steel and alloy 
steel databases, for example, which were the only two metals databases containing any infor­
mation regarding the two types of performance measures, included a total of 20 mechanical 
properties out of which only five properties were deemed as most crucial based on our 
analysis. These include: tensile elongation, tensile ultimate strength, tensile yield strength, 
tensile reduction in area, and finally, hardness. Table 4 presents these features along with 
their proper abbreviations. 
Table 4. Material properties and their abbreviations 
Material Property (feature) Abbreviation 
Tensile elongation TenElong 
Tensile ultimate strength TenUltStr 
Tensile yield strength TenYldStr 
Tensile reduction in area TenRdArea 
Hardness Hardness 
Once the set of materials properties was determined, the next stage in preparation of 
training examples was to retrieve relevant data from Mat.DB and to convert them into the 
proper format. To this end, we used a Mat.DB utility program which could download any 
particular material database in its entirety into a plain text file. Naturally, the generated text 
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file contained a variety of information such as designations, specifications, graphs and forms 
in addition to mechanical properties and various performance criteria. Therefore, it was nec­
essary to filter out irrelevant information from this file and retain only the five selected me­
chanical properties listed in Table 4 from each database record along with the selected bi­
nary and multicategorical performance measures listed in Tables 5 and 6, respectively. 
Table 6. Multicategorical criteria 
Processing Characteristics 
(Categories: A, B, C, D, E, F) 
Formability 
Machinability 
Weldability 
Table 5. Binary criteria 
Application Classes 
(Categories: Present, Not Present) 
Creep Resistant 
Fatigue Resistant 
High Strength 
High Toughness 
Stress Corrosion Resistant 
Wear Resistant 
The Mat.DB utility program was able to produce a plain text file containing a total of 
1062 records relating to the stainless steel database which was initially selected as the mate­
rial of choice in the learning experiment. Our developed filtering program in turn produced 
two sets of training examples. The first set, including a total of 81 training examples, re­
tained material properties for stainless steel at the temperature of 20 degrees C along with 
classification labels pertaining to binary application classes listed in Table 5. The second set 
of training examples which consisted of 84 training examples included the same set of mate­
rial properties and the multicategorical performance measures presented in Table 6. Hence­
forth, the aim of the learning task in this set of experiments was twofold; first, to discover 
how material properties can be used to classify stainless steel by application classes, and sec­
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ond, to ascertain how processing characteristics of stainless steel materials are affected by 
the same set of mechanical properties. 
It must be emphasized that, in general, number of training examples plays a crucial role 
in learning in that too few examples may not be able to endow a learning algorithm with the 
necessary generalization power [27]. To compensate for the small number of training exam­
ples extracted from stainless steel database, therefore, we devised a second set of experi­
ments whereby the above-mentioned process was completely repeated for the stainless steel 
and alloy steel databases used in conjunction. Table 7 summarizes these findings. 
Table 7. Number of training examples extracted for performing learning 
Materials Number of Number of Number of 
Database Plain Text Training Examples Training Examples 
Records Extracted for Learning Extracted for Learning 
Retrieved the Application Classes the Processing 
by MatDB Concepts Characteristics Concepts 
Utility (Table 5) (Table 6) 
Program 
Stainless steel 1062 81 84 
Stainless steel 2300 180 208 
and alloy steel 
Subsequently, the results presented in the next two sections pertain to two different sets 
of experiments. In the first set of experiments, the decision tree learning algorithm relies on 
the training information extracted only from the stainless steel database, while in the second 
set, the set of training examples generated from stainless steel is augmented with that of al­
loy steel. Moreover, the results of each set of experiments are further divided into two parts. 
The first part of each experiment relates to discovery of knowledge which governs the nature 
of relationship between material properties and application classes concepts such as fatigue 
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resistant, creep resistant, wear resistant, etc. Second parts of the two experiments, on the 
other hand, concentrate on extraction of classification knowledge about the processing char­
acteristics of materials which include formability, machinability and weldability. 
Experiment 1: Learning Application Classes 
In this experiment, two sets of training examples were retrieved from Mat.DB: 81 ex­
amples from the stainless steel database alone and 180 examples from both the stainless steel 
and alloy steel databases. For each type of material, therefore, a training example was 
formed which contained values of various mechanical properties listed in Table 4 in con­
junction with material's appropriate application class. An interesting point is that informa­
tion regarding mechanical properties was quite sparse in the stainless steel database (see Ta­
ble 8).Using the combination of stainless steel and alloy steel databases, however, drastically 
reduced the percentages of the missing material's properties information. Furthermore, the 
presence of missing feature values was dealt with probabilistically in the manner described 
in the section on decision tree classifiers. 
Table 8. Percentages of missing properties 
Material Property (Feature) Missing Data in 
Stainless Steel 
Missing Data in 
Stainless Steel 
and 
Alloy Steel 
TenElong 28% 16% 
TenUltStr 25% 14% 
TenYldStr 26% 15% 
TenRdArea 60% 31% 
Hardness 74% 36% 
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The frequency distribution of various application classes with binary categories is also 
reported in Table 9. Representation of binary classification labels for the six application 
class categories depicted in Table 5 was achieved by two types of letter designations: P 
(concept present) and NP (concept not present). For example, in the case of the creep resis­
tant concept in Table 9, out of 81 training examples, 41 types of stainless steel material at 20 
degrees Celsius were classified as being creep resistant (marked P)' while the remaining 40 
cases did not manifest any such behavior (marked NP). 
Table 9. Frequency distribution for application class concepts 
Concept Stainless Steel 
P NP 
Stainless Steel and 
Alloy Steel 
P NP 
Creep Resistant 
Fatigue Resistant 
High Strength 
High Toughness 
Stress Corrosion Resistant 
Wear Resistant 
41 40 
44 37 
45 36 
80 1 
56 25 
4 77 
90 90 
97 83 
91 89 
177 3 
56 124 
18 162 
During the next stage of leaming, six decision tree classifiers were trained on each of 
the two available sets of training examples: one extracted from the stainless steel database 
with 81 examples and the other pertaining to both stainless steel and alloy steel materials 
containing 180 examples. After completion of the training phase in each case, the generated 
decision trees had to be tested in order to determine the quality of the extracted knowledge. 
In general, classifier systems rely on the widely-used resampling technique of train-and-test 
where a set of training examples is divided into two portions: a training set and a testing set. 
The training set is used in its entirety to train a leaming system while the testing set is used 
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to obtain an unbiased estimate of the true performance of the trained learning system [27]. In 
our case, however, due to shortage of training information, it was decided to train and test a 
decision tree on the same set of training examples and obtain the apparent error rates which 
are obviously more optimistic measures of an induced tree's true gauge of performance. 
Furthermore, the accuracy measures listed in Table 10 are divided into two categories; 
POD and POF. The POD measure is an indicator of the percent of examples classified as 
having a performance parameter present providing that the performance parameter is pre­
sent, so higher POD values imply more accurate results. The POF measure, on the other 
hand, signifies the fraction of examples classified as having a performance parameter present 
given that the performance parameter is not present, and hence, lower POF values indicate 
higher quality classification knowledge. To illustrate, the POD measure of 100% in the first 
row of Table 10 indicates that the decision tree classifier can correctly classify all creep re­
sistant stainless steel materials. The POF measure of 12%, however, shows that the classifier 
misclassified 12,5% of the cases by attributing creep resistance to some materials which do 
not exhibit such characteristic. 
Table 10. Accuracy of the trained decision trees in learning application class concepts 
Concept Stainless Steel 
Accuracy Measures 
( C a t e g o r y  P)  
POD POF 
Stainless Steel + Alloy Steel 
Accuracy Measures 
( C a t e g o r y  P)  
POD POF 
Creep Resistant 
Fatigue Resistant 
High Strength 
High Toughness 
Stress Corrosion Resistant 
Wear Resistant 
100% 12% 
82% 0% 
84% 0% 
96% 0% 
75% 28% 
50% 0% 
86% 22% 
81% 14% 
87% 17% 
48% 0% 
75% 11% 
67% 2% 
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Results presented in Table 10 also demonstrate two important facts. First, the decision 
tree algorithm is robust in that although the percentages of missing materials properties were 
quite high in some instances (see Table 8), the quality of the extracted classification knowl­
edge was still above acceptable levels in most instances. And second, the quality of ex­
tracted classification knowledge improved in some instances by augmenting the stainless 
steel training examples with those of alloy steel cases. For example, the (POD, POF) meas­
ure of (50%, 0%) for stainless steel material improved to (67%, 2%) while using the two da­
tabases in conjunction. However, (96%, 0%) accuracy of learning the high toughness per­
formance criterion for stainless steel material degraded to (48%, 0%) when the two types of 
steel materials were combined. This degradation in performance can be directly attributed to 
two factors. First, the highly skewed distribution of the high toughness concept in both sets 
of training examples (see Table 9) implies that a classifier does not have enough information 
relating to presence and lack of presence of the high toughness concept. This could, conse­
quently, severely impair a classifier's ability to draw valid generalizations. And second, the 
combination of the two types of steel materials with their own distinct mechanical properties 
could perhaps have introduced some anomalies regarding accurate classification of the high 
toughness concept. 
Finally, in the case of each of the six application classes, an induced decision tree was 
able to identify the relationship between a material's mechanical properties and its appropri­
ate type of classification. For the sake of brevity, however, we only show the results on the 
fatigue resistant concept for stainless steel material which was acquired with the (POD, 
POF) accuracy measure of (82%, 0%) on the 81 training examples: 
IF [ (TenElong < 25%) AND {Hardness < 34.5 H)] OR 
71 
[ (TenElong < 25%) AND {Hardness >= 34.5H) AND (TenUltStr >= 1422.5 MPa)] OR 
[ 44% <= TenElong < 47%] 
THEN Material is Fatigue Resistant 
Experiment 2: Learning Processing Characteristics 
To acquire the processing characteristics concepts such as formability, machinability 
and weldability, two sets of training examples were used in the learning experiments: one set 
containing 84 examples which related to the stainless steel material, and a second set with 
208 examples from both the stainless steel and alloy steel databases. Fractions of the missing 
material properties used in the training sets, and also, the frequency distribution of the three 
classification concepts are shown in Tables 11 and 12, respectively. 
The frequency distributions of concepts as shown in Tables 12a and 12b again indicate 
some skewness in representation of some of the concept categories. For instance, to learn 
high formability or high machinability for stainless steel material (category A), the decision 
tree algorithm had only one example out of 84 to draw the necessary generalizations. Cate­
gories B through F for each of the three processing characteristics, however, were more 
evenly distributed. Also, due to different nature of processing characteristics and properties 
of stainless and alloy steel materials, it was further decided to transform the six-category 
representations shown in Table 12b into a finer classification problem with only two catego­
ries. To this end, the class labels A through C in Table 12b were collapsed into a single new 
category A and labels D through F were collapsed into B. Table 13 shows the new frequency 
distributions of the processing characteristic concepts used for the stainless and alloy steel 
material databases. 
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The POD and POF accuracy measures of the induced classifiers for each of the process­
ing characteristics are shown in Tables 14a and 14b. In the case of stainless steel material, 
acquisition of concepts such as weldability proved to be a difficult task considering the spare 
nature of information available in the database. Nevertheless, high formability, high 
machinability and high weldability concepts (category A) were learned at acceptable rates. 
Table 11. Percentages of the missing properties 
Material Property (feature) Stainless Steel 
Missing Data 
Stainless Steel + Alloy Steel 
Missing Data 
TenElong 30% 16% 
TenUltStr 26% 14% 
TenYldStr 27% 15% 
TenRdArea 61% 32% 
Hardness 75% 37% 
Table 12. Frequency distributions for processing characteristics concepts 
(a) Stainless steel 
Concept Category Label 
A B C D E I 
Formability 1 13 11 12 13 34 
Machinability 1 3 13 29 22 16 
Weldability 4 19 10 4 28 19 
(b) Stainless steel and alloy steel 
Concept Category Label 
A B C D E E 
Formability 1 14 20 25 50 98 
Machinability I 5 46 69 50 37 
Weldability 4 22 21 24 67 70 
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Table 13. New frequency distributions for processing 
characteristics concepts 
Concept Stainless Steel + Alloy Steel 
Category Label 
A B 
Formability 
Machinability 
Weldability 
35 173 
52 156 
47 161 
Table 14. Accuracy of the decision tree on learning the three processing 
characteristics concepts 
(a) Stainless steel 
Category Formability Machinability Weldability 
POD POF POD POF POD POF 
A 100% 0% 100% 0% 75% 0% 
B 69% 6% 100% 2% 58% 8% 
C 55% 4% 31% 3% 50% 0% 
D 50% 0% 59% 11% 25% 0% 
E 54% 8% 23% 6% 82% 36% 
F 85% 6% 50% 1% 42% 2% 
(b) stainless steel and alloy steel 
Category Formability Machinability Weldability 
POD POF POD POF POD POF 
A 80% 12% 75% 15% 74% 9% 
B 88% 20% 85% 25% 91% 26% 
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Moreover, in the case of the combined stainless and alloy steel databases (see Table 
14b), the generated decision trees were able to classify concepts of interest with relatively 
high accuracy. For example, trained on 208 training examples, a decision tree was able to 
classify fair to high grades of formability (new category A or old categories A and B and C) 
with (POD, POF) measure of (80%, 12%) which is quite acceptable. 
Finally, in closing this section, we list three discovered rules which describe the rela­
tionship between mechanical properties of stainless steel material and each of the three proc­
essing characteristics of formability, machinability and formability. 
Rule 1; 
IF [(372.0 MPa<=renyW5rr< 695.5 MPa) AND {TenUltSTr>= 961.5)] 
THEN 
Formability is high 
i.e., material can be drawn into deep cuts at room temperature without use of 
excessive amounts of power or special lubricants 
Rule 2; 
IF [(7'eny/rf5?r< 548.0 MPa) AND (TenElong <25%)] 
THEN 
Machinability is high 
i.e.. Material can be easily machined by any or all types of operations at 
maximum feeds, speeds and depths of cut. Selection of cutting fluid is not 
critical and cutting fluid is often not required. 
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Rule 3: 
IF [{TenUltStr<AlA.OU?d)] 
THEN 
Weldabilitv is high 
i.e., material is readily weldable by virtually all methods without the necessity 
for preheating or postheating. 
Conclusions 
With the rapid pace of growth in engineering design and manufacturing, it is crucial for 
designers, who may not be expert process or analysis engineers, to have a working knowl­
edge of materials selection and performance issues. In absence of real materials experts, 
however, searching for various types of materials information is a time-consuming task 
which requires extensive examination of product sheets, catalogs, reference books, or prop­
erty databases. 
In this paper, therefore, we introduce a new technique for assisting designers in select­
ing appropriate materials. Specifically, we use an ID3-type decision tree learning system that 
can automatically discover knowledge of materials selection from a commercially available 
property database. This knowledge is represented in the familiar form of IF-THEN rules 
which are readily made available to designers. Moreover, our developed ID3-type classifier 
is suitable for real world-applications where training materials information may be impre­
cise/missing or become available incrementally over time. 
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OPTIMIZATION 
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Abstract 
In this paper we introduce a methodology within which multiobjective design optimiza­
tion is approached from an entirely new perspective. Specifically, we demonstrate that 
multiple-objective optimization through induction of multivariate regression trees is a pow­
erful alternative to the conventional vector optimization techniques. Furthermore, in an at­
tempt to investigate the effect of various types of splitting rules on the overall performance 
of the optimizing system, we present a tree partitioning algorithm which utilizes a number of 
techniques derived from diverse fields of statistics and fuzzy logic. These include: two 
multivariate statistical approaches based on dispersion matrices, an information-theoretic 
measure of covariance complexity which is typically used for obtaining multivariate linear 
models, two newly-formulated fuzzy splitting rules based on Pearson's parametric and 
Kendall's nonparametric measures of association, Bellman and Zadeh's fuzzy decision-
maximizing approach within an inductive framework, and finally, the multidimensional ex­
tension of a widely-used fuzzy entropy measure. 
In terms of potential application areas, we highlight the advantages of our methodology 
by presenting the problem of multiobjective design optimization of a beam structure. 
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Introduction 
Traditionally, tree-structured approaches to regression such as classification and regres­
sion trees (CART) [4] and inductive partitioning with regression trees (IPRT) [19] algo­
rithms have been developed to mainly perform exploratory data analysis involving multiple 
independent variables and single responses or outcomes. These algorithms are powerful in 
that not only do they perform ordinary regression, but they also learn regression surfaces by 
extracting the knowledge that governs the input-output behavior of the model under consid­
eration in the form of regression trees. This form of knowledge acquisition is of paramount 
importance when regression trees are used for performing optimization tasks. The case in 
point is that an induced tree essentially represents complex regression surfaces in terms of a 
number of simpler regression subsurfaces. Detailed examination of these subsurfaces there­
fore can potentially identify design regions where a product or process response is opti­
mized. Consequently, in addition to pinpointing optimal response regions, tree-structured ap­
proaches to optimization offer the advantage of explicating the knowledge that actually 
constitutes the optimality of the generated solutions. 
In many real-world applications, however, the optimization problem at hand consists of 
several design variables which in turn specify the behavior of a number of responses. For 
example, in a quality control application, the main objective may be to discover the underly­
ing knowledge which controls the performance of an electric discharge machining (EDM) 
process in which process variables such as pulse duration and discharge current directly de­
termine several process responses such as electrode wear, surface roughness and metal re­
moval rate [15]. Evidently, in these situations approaches such as CART and IPRT are insuf­
ficient due to their single-response limitations. Conventional methods such as response 
surface methodology [21], vector optimization techniques [6] and statistical multivariate 
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analysis of variance (MANOVA) [11], on the other hand, are also limiting in that they fail to 
provide an understanding of the complex interrelationships which exist between various 
components of the process which is to be optimized. Based on this observation, the artificial 
intelligence community has approached this problem by placing special emphasis on devel­
opment of symbolic search techniques. For example, the MOA* algorithm, although limited 
in its applicability to real-world problems, was developed as a multiobjective generalization 
of the heuristic search algorithm A* [3]. 
Another important issue relating to multivariate regression trees which also has not been 
investigated previously is the choice of splitting rules for successive partitioning of a tree 
during the induction process. Essentially, starting with an empty root node, a tree is recur­
sively grown by partitioning its terminal leaves until some stopping criterion is met. In the 
case of univariate regression analysis, the CART and IPRT algorithms rely exclusively on 
the traditional statistical concepts. It must be emphasized, however, that similar to decision 
tree algorithms, the choice of partitioning criteria in tree-structured approaches to regression 
is crucial in that it directly determines the quality of the extracted knowledge [5]. 
To summarize, in this paper we present a new framework within which multiobjective 
optimization is accomplished through induction of multivariate regression trees. Further­
more, we present a tree partitioning algorithm which utilizes a number of splitting rules 
based on concepts from statistics and fuzzy logic. Obviously, the choice of using the tradi­
tional statistical formulations in this work was instigated by the historic fact that statistics is 
a firmly established science with many facets which render it a particularly viable tool in 
many scientific applications. The theory of fuzzy sets [9], on the other hand, is a more re­
cently developed concept, and it too has proven to be an invaluable tool in a wide array of 
applications ranging from pattern recognition and clustering to design of digital circuits and 
relational data bases [12, 16]. In fact, within the context of multiobjective optimization. 
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Bellman and Zadeh's fuzzy approach to optimization [1] has been widely implemented in 
many engineering structural optimization applications [17]. Therefore, in an attempt to ex­
amine the effect of various types of tree partitioning rules on the overall learning process, 
and also, to assess the feasibility of techniques based on fuzzy logic we describe seven split­
ting rules. Specifically, these include: two statistical decision rules based on dispersion ma­
trices, a statistical measure of covariance complexity which is typically used for obtaining 
multivariate linear models [2], two newly-formulated fuzzy partitioning methods based on 
Pearson's parametric [11] and Kendall's nonparametric [20] measures of association, 
Bellman-Zadeh's decision-maximizing fuzzy approach [1] to optimization in an inductive 
framework, and finally, the multidimensional extension of a widely-used measure of fuzzy 
entropy [13]. 
The remainder of this paper is organized as follows. In order to make the paper self-
contained, Section 2 briefly reviews the theory of fuzzy sets. Section 3 describes our meth­
odology for transforming the problem of multiobjective optimization into induction of 
multivariate regression trees using fuzzy and nonfuzzy splitting criteria. Section 4 presents 
key results of applying techniques described in this paper to a multiobjective design prob­
lem. And finally. Section 5 summarizes the paper. 
Fuzzy Logic 
Since its introduction in the 1960's, the theory of fuzzy sets has matured to such an 
extent that any detailed examination of its various components will be beyond the scope of 
this paper. In this section therefore we introduce some fundamental definitions of fuzzy set 
theory in order to make the next section's presentation self-contained. The interested reader 
however may wish to refer to the multitude of sources available on this topic to date includ­
ing Kandel's [12] excellent treatment of the subject. 
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The theory of fuzzy sets deals with a subset A of the universe of discourse X, where the 
transition between full membership and no membership is gradual rather than abrupt. Tradi­
tionally, the grade of membership 1 is assigned to objects that fully belong to A, while 0 is 
assigned to objects that do not belong to A at all. In other words, the more an object x be­
longs to A, the closer to 1 its grade of membership [12]. 
The assignment of the membership function of a fuzzy set is a crucial step since it deter­
mines how an individual member's degree of belongingness should vary between 0 and 1. 
For example, a membership function can exhibit linear or nonlinear behavior depending 
upon the subjective preferences of the user and the context of the problem at hand [18]. Fur­
thermore, the shape of a membership function can also be controlled in order to incorporate 
various fuzzy preferences such as smaller-is-better, larger-is-better or nominal-is-the-best 
[16]. 
Before proceeding to the next section, it must be pointed out that similar to the ordinary 
set theory, fuzzy sets are manipulated by fuzzy interpretations of the traditional set-theoretic 
aggregate connectives such as the complement, intersection and union operators. For in­
stance, let A and B be two fuzzy subsets of X with their corresponding membership functions 
|i^(x) and HbW' respectively. Hence, for all jc in X: 
(1) ^c(x) = Maximum(|i^(x), |i.B(x)), where C is the union of A and B 
(2) M.c(x) = Minimum(^,^(x), |IB(x)), where C is the intersection of A and B 
(3) (jr)= 1 - li^Cx), where A' is the fuzzy complement of A 
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Multivariate Regression Trees 
The basic element for inducing a multivariate regression tree is a set of training exam­
ples which provides a capsule view into the objective/constraint space. These examples es­
sentially enable the learning algorithm to incrementally construct a complex regression sur­
face from a number of simpler regression subsurfaces. This piecewise model construction is 
accomplished in a top-down fashion by successive partitioning of the training population at 
each level of the tree in an attempt to identify compact clusters in the response region. Ex­
amination of these clusters in tum can identify location of the Pareto-optimai solution where 
an objective can be further improved only by degrading one or more objectives [6]. The fol­
lowing provides more details regarding the tree induction process. 
Basically, given a learning sample L = (X,,Y,), (Xj.Y,),..., (Xfj,Yf^), the learning algo­
rithm produces a prediction rule d:R "=>/?'' which is a mapping from the n-dimensional pre­
dictor or attribute space (Xj's) to the p-dimensional response (objectives and constraints) re­
gion (Yj's). The learning sample, therefore, contains N examples where each example 
associates a p-dimensional response vector with an n-dimensional predictor vector. Initially, 
all N examples reside at the root of an empty tree. Following a divide-and-conquer ap­
proach, the root node is split into two left and right nodes such that n, of the original N ex­
amples fall in the left node and the remaining n, cases in the right node (N = n, + n,). This 
splitting is facilitated by selection of an attribute and a threshold for partitioning the attrib­
ute's range into two regions [8]. Among all possible attribute/threshold pairs, the pair that 
results in the 'best' split, where the resulting left and right nodes maximize some measure of 
fitness, is selected and the node is split accordingly. The process of partitioning is then re­
cursively applied to all newly generated nodes until some stopping criterion is met. In our 
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case, a multivariate heuristic which dictates that the number of examples in a node has to be 
at least as large as the number of responses was used. Furthermore, after a tree is completely 
grown in the prescribed manner, some type of pruning will prove beneficial should the prob­
lem of overspecialization cause detrimental effects on overall efficiency of the learning sys­
tem [4]. 
After the learning phase is complete, the induced tree contains a number of paths which 
start from the root and end in a terminal node or leaf Each path therefore pinpoints a regres­
sion subsurface by the virtue of examples that are contained in its leaf A leafs set of exam­
ples can be viewed as a cluster in the response region which is characterized by its mean 
vector |i and covariance Z. The goodness of these clusters is in turn determined by a variety 
of statistical and fuzzy partitioning techniques which are explained below. In ensuing discus­
sions assume that the response matrix at a given node is R (m by p matrix) which contains m 
p-dimensional response vectors and that covariance of R is Z. For fuzzy splitting criteria fur­
ther assume that R is converted to the multidimensional fuzzy set M (m by p matrix) by 
fuzzifying individual responses r^ in R into jiy in M using one of the following (user option): 
/ A \  , ,  l i n e a r  „  m i n \  / / „ m a x  ^ n i i r i v  (4) = (T - .  -  Fj  )  /  (fj -  fj )  i=l,...,m and j=l,...,p 
(5) Uij nonlinear = a[ l -exp{-bHi^}]  a and b are user-defined [18] 
It must be mentioned that for a given response j, rj""" and rj""'* are found by scanning 
rows (i=l,...,m) of R, and they can be interchanged depending upon whether the goal is to 
maximize or minimize the given response j in the fuzzy domain. 
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The first two nonfuzzy splitting criteria (Methods 1 & 2) used for tree induction are the 
trace and determinant of the covariance matrix which denote the sum of individual response 
variances and the generalized variance, respectively [7]. Minimization of trace, which totally 
ignores the interaction among responses, attempts to locate spherically-shaped response 
clusters where individual variances are minimal. On the other hand, minimization of the gen­
eralized variance. El, helps identify parallelotopes formed by response vectors which have 
minimal volume [22]. 
The third partitioning rule (Method 3) uses Bozdogan's information-theoretic covari­
ance complexity measure which is typically used for selection and evaluation of multivariate 
models [2]. Essentially, the covariance complexity metric measures how the individual 
subcomponents of a model or a system interact with one another. In the case of multivariate 
regression trees, we use a tree as a representative of an underlying model that is to be cap­
tured through the induction process. At each level of partitioning, a given node's original 
population of responses, i.e. R, is divided into two subpopulations in such a way that the co-
variance complexity of the resulting subpopulations are minimal. The overall task hence is 
to evaluate the degree of interaction that exists between responses in R and select partitions 
which result in minimal entropy or disorder. This can be accomplished by assigning the fol­
lowing covariance complexity measure to the covariance matrix of a population R: 
(6) CC(E) = 0.5 • p • log, [trace(Z)/p] - 0.5 • log, 121 
where p is the number of responses (objectives and constraints). During the tree splitting 
process then a parent node is partitioned into two nodes such that the measures of covariance 
complexity of the newly generated nodes are minimal. 
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The next two partitioning criteria (Methods 4 and 5) are based on Pearson's parametric 
[11] and Kendall's nonparametric [20] measures of association p and x, respectively. The 
main motivation here is to discover the degrees of relationship between two responses R and 
S which may involve linear or nonlinear components. It must be emphasized that Pearson's 
p is particularly suitable for situations where responses exhibit linear relationship. However, 
in many situations, linear approximations may become extremely misleading when the rela­
tionships involve nonlinear components. To this end, Kendall developed the correlation 
measure x which is not based on any parametric assumptions and is more likely to discover 
monotonic behavior between responses. 
More formally, given the data (R,,S|),...,(RN,S^), Pearson's degree of linear relationship 
p between responses R and S is; 
(7) Prs = Zi ^ , ^ [(Rj - R""=''")(Si - S™"")] / OR • as 
where cr^ and Og are the standard deviations of R and S, respectively. Also, Kendall's degree 
of monotonic relationship between R and S is: 
(8) XRS = [2/N(N-l)] E L [sign(Ri - R.) • sign {S-, - )] 
where the sign function takes values +1, 0 or -I depending upon whether its argument is 
positive, zero or negative. For the sake of simplicity, the following passage generically re­
fers to p and X as X since the forthcoming analysis is symmetric with respect to both of these 
measures. 
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The measure of association x attempts to discover the relationship between any two 
given responses. For example, if R and S tend to grow in a similar direction, Xrs approaches 
1. Conversely, if approaches -1, it is concluded that R and S grow in opposite directions. 
Furthermore, values near 0 imply absence of any relationship (linear in the case of p and 
monotonic in the case of x) between the two responses. Considering this, we can now incor­
porate elements from fuzzy logic as follows. Assume that a particular node's set M contains 
fuzzified responses as explained previously. Now, regardless of whether any individual re­
sponse is to be maximized or minimized, the chief goal in the fuzzy domain is to locate re­
gions where fuzzy responses approach their maximum values. Hence, given M, we obtain 
the matrix of correlation coefficients T (p by p matrix) where each Xy for responses i and j (i, 
j = l,...,p) is computed using Pearson's or Kendall's measures = 1. Xi > j = Xi < j )• Note 
that since T is symmetric, only its above-diagonal elements, Xi < j. are considered for further 
calculations. These p(p-l)/2 elements, which are pairwise measures of association between 
fuzzy responses in M, take values between -1 and 1. However, the desired clusters to be 
found are those for which as many of these correlation values approach 1 as possible which 
simply means that all or most of the responses are approaching their expected extrema in a 
given region. To accomplish this, T's above-diagonal Xy correlation coefficients are 
fuzzified using either linear or exponential membership function transformations. The aspi­
ration levels of -1 and 1 are used in the fuzzification process to indicate that correlation val­
ues of 1 are desirable to attain maximum degree of belongingness. The cluster under consid­
eration is then assigned the degree of trend fitness (TF): 
(9) TF(M) = [min,j {|X(Xk))] k=l,..., p(p-l)/2 
The overall objective, therefore, is to identify splits for which the produced clusters have 
maximal TF measures. 
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The sixth splitting criterion (Method 6) is based on Bellman and Zadeh's approach to 
multiobjective optimization [1]. To give a brief overview, consider making a decision D 
which can be seen as a confluence of n objectives and constraints denoted by responses 
R„. The optimal decision in the fuzzy domain then can simply be viewed as the inter­
section of fuzzy sets |i(R|),...,n(R„) where each li(Ri) is calculated using appropriate mem­
bership function transformations. More formally, the optimization task can be formulated as 
finding an optimum predictor vector X* for which the measure: 
(10) ^D(X*) = mini{|i(Ri(X))} 
is maximized. Typically, after proper transformation of the problem at hand into the fuzzy 
domain, X* is found using nonlinear programming [17]. In our framework, however, 
Bellman-Zadeh's approach is used for partitioning a node such that the measure: 
(11) BZ(M) = [maXi minj i=l,...,m and j=l p 
is maximized for a particular multidimensional fuzzy set M under consideration. 
The last inductive partitioning technique (Method 7) to be discussed relies on fuzzy en­
tropy [13]. Basically, given a fuzzy set A with its complement A^ fuzzy entropy of A: 
(12) FEiA) = C°(A, A=) / C"(A, A') 
measures how fuzzy actually A is, where C° and C" denote counts of overlap and underlap 
between A and A*^, respectively. In a top-down inductive approach, the fuzzy entropy meas­
ure can be used to identify fuzzy clusters M which exhibit minimal amount of fuzziness at 
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each partitioning level. The basic definition of entropy, however, has to be extended so that 
fuzziness of the multidimensional fuzzy set M can be calculated. To accomplish this, first, 
M's complement, M^ is calculated where each in is complement of itijj in M. Then, 
fuzzy sets I and u (both m by p matrices), which denote the intersection and union of M and 
are calculated where elements iy in I and Uy in U are min(|ijj, |i^j) and max(|ijj, re­
spectively. Consequently, we define the fuzzy entropy measure of a multidimensional fuzzy 
set M as: 
(13) FE(M)= [maXj minj{ijj}]/[maXi minj{uy}] i=l,...,mandj = l,...,p 
During the course of tree induction, then, the attribute/threshold pair for which the resulting 
clusters have minimal fuzzy entropy are selected and the node is split accordingly. 
One final comment concerning fuzzy logic-based methods 4 through 7 needs to be made 
at this point. The standard min and max operators are strict or pessimistic in the sense that 
their aggregated outputs can never exceed the highest input or be lower than the lowest in­
put, respectively. Fuzzy set theory, however, provides a host of more optimistic aggregation 
connectives for integrating membership functions. In order to investigate the effects of some 
of these connectives on overall learning efficiency of the system, it was decided to incorpo­
rate the option of using either standard min/max operators or, alternatively. Yager's opera­
tors [14]: 
(14) maxy^gjn,, ill,) = min(l, (|i,"'+ Hj'^)""') 
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(15) |i,) = 1 - min[l, ((1 - + (1 - H,)")"")] 
(16) complementYag„(|j.)= (1-|Li'^)"" 
where parameter w > 0 can be varied for achieving various degrees of optimism. An interest­
ing fact to be mentioned is that for w » 0,Yager's min/max connectives converge to their 
standard definitions. 
Optimization of a Beam Structure 
In this section we present the problem of optimum design of a beam structure which 
was previously studied by Osyczka [15]. The design of the beam shown in Fig. 1 involves 
minimization of the two objectives of beam volume and the static compliance of the beam. 
F 
X 
L = 1000 mm 
Fig. 1. The Beam Structure 
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The design variables in this example are X, and X, which represent the length of the 
part 1 of the beam and the interior diameter of the beam, respectively. Furthermore, the 
beam should resist the maximum force F^ju(= 12000 N and the permissible bending stress of 
the beam material is Og = 180N/mm. The overall optimization task can therefore be formally 
stated as follows: 
Objectives: 
Minimize the beam volume (17) and static compliance under the force F (18): 
(17) F,(X) = 0.785 [X, (D-2 - X\) + (L - X,)(D-, - X",)] 
(18) F,(X) = 3.2x10-'' [((D'', - X',)-' - (D^, - X',)"' )X^, + L'^D^, - X',)"' ] 
Subject to: 
(19) Cg = 9.78x10^ • X, (4.09x10^ - X\)"' <= 180 N/mm 
(20) 10.0 <=X, <=300.0 
(21) 40.0 <=X2<= 75.2 
In regards to preparation of learning and testing cases, it was decided to sample the de­
sign region (X,, X,) in 900 distinct points between (10, 40) and (300, 75.2) in order to en­
sure that the response surfaces were adequately represented to the learning algorithm. Fol­
lowing a widely-used variance-stabilizing technique, the objective and constraint responses 
were transformed into log domain [10] which helped the overall learning efficiency for 
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parametric as well as nonparametric induction criteria. The 900 points were then randomly 
shuffled and divided into two sets of size 450 each, namely, T45Q and L450. The set T450 was 
dedicated entirely to testing purposes while L450 was used for the learning process. Samples 
of size 100, 150 and 200 were then randomly drawn from the overall learning set L4<;o. The 
learning phase then proceeded by inducing a regression tree on each of the randomly drawn 
samples L,oo. L150 and Ljoofor each of the fuzzy and nonfuzzy splitting methods. This entire 
process of random selection of training samples, learning and testing was repeated a total of 
five times for each tree-growing technique so that results could be represented with 95% 
confidence (t-distribution). It must be mentioned that for this particular example, empirical 
studies indicated samples of size less than 100 (i.e., 100 function evaluations) were not able 
to convey enough information to the learning algorithm. In other problems, however, smaller 
samples may provide the learning algorithm with the necessary generalization power. 
After completion of the learning phase, relative regression errors which normally vary 
between 0.0 (perfect regression model) and 1.0 (poor model) were computed for each in­
duced tree. Our error analysis is similar to CART's [4] except that it was extended for 
multivariate cases by substituting Mahalanobis distances [7] for ordinary Euclidean-based 
error distances in order to account for covariances that exist among responses. Table 1 sum­
marizes the relative regression errors for tree-partitioning methods 1 through 7. 
The performance measures shown in Table 1 reveal three important facts. First, the 
overall inductive generalization power, and consequently, the regression accuracy of all par­
titioning techniques generally improves as the size of training sets increases from 100 to 
200. Second, the accuracy of regression surfaces obtained through the use of fuzzy splitting 
criteria matches, and in few instances surpasses, the accuracy of solutions generated by well-
established statistical techniques. And finally, application of fuzzy splitting rules for tree in­
duction offers a level of flexibility which ordinary multivariate methods lack. For instance 
94 
switching from linear to nonlinear membership functions or using Yager's min/max defini­
tions instead of standard connective operators frequently helped improve the quality of the 
obtained regression models. To illustrate this point, consider fuzzy splitting method 4 and 
L,QO. The best results for this method were attained by using a combination of linear mem­
bership functions and Yager's min/max aggregate connectives. For method 6 and LJOQ, how­
ever, nonlinear membership functions and standard min/max operators proved to yield most 
accurate results. 
Table 1. Relative regression errors with 95% confidence 
Method Type of 
Membership 
Function 
Type of 
Aggregate 
Connective 
^100 ^150 ^200 
1 - - 0.0060 ±0.0015 0.0044 ±0.0014 0.0036 ±0.0018 
2 - - 0.0076 ± 0.0031 0.0050 ±0.0019 0.0044 ± 0.0022 
3 - - 0.0068 ±0.0010 0.0050 ±0.0019 0.0026 ± 0.0006 
4 Linear 
Linear 
Nonlinear 
Standard 
Yager 
Standard 
0.0046 ± 0.0020 
0.0044 ± 0.0014 
0.0050 ± 0.0023 
0.0040 ± 0.0008 
0.0042 ±0.0010 
0.0036 ± 0.0022 
0.0040 ± 0.0042 
0.0018 + 0.0010 
0.0096 ±0.0211 
5 Linear 
Linear 
Nonlinear 
Standard 
Yager 
Standard 
0.0044 ±0.0011 
0.0048 ±0.0013 
0.0044 ±0.0011 
0.0038 ±0.0018 
0.0046 ± 0.0022 
0.0044 ± 0.0020 
0.0022 ± 0.0005 
0.0038 ± 0.0043 
0.0022 ± 0.0005 
6 Linear 
Linear 
Nonlinear 
Standard 
Yager 
Standard 
0.0050 ±0.0012 
0.0058 ±0.0030 
0.0036 ± 0.0005 
0.0040 ± 0.0029 
0.0036 ±0.0022 
0.0038 ±0.0016 
0.0026 ± 0.0014 
0.0026 ± 0.0011 
0.0020 ± 0.0008 
7 Linear 
Linear 
Nonlinear 
Standard 
Yager 
Standard 
0.0042 ±0.0016 
0.0042 ± 0.0013 
0.0036 ± 0.0027 
0.0034 ±0.0018 
0.0038 ± 0.0023 
0.0032 ±0.0013 
0.0098 ± 0.0209 
0.0022 ±0.0010 
0.0020 ± 0.0008 
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Relative regression errors are a good indicator of how an induced tree generalizes given 
a learning sample and a testing sample. The litmus test, nevertheless, lies in detailed exami­
nation of non-inferior solutions arrived at by a regression tree. These optimal solutions are 
represented by the terminal nodes of an induced tree and essentially indicate 'tight' clusters 
in the response region. Table 2 summarizes some of the solutions generated by each induc­
tion method on training samples of size 200 which produced the most accurate results. Fur­
thermore, in order to verify a tree's predicted range of responses for a specific range of de­
sign variables, we employed the following technique. The objective and constraint functions 
were evaluated for roughly about 5000 points in an induced tree's predicted optimum design 
region. Means and standard deviations of the generated responses were then computed to 
verify the tightness of clusters which were actually formed in the predicted response region. 
These verified solutions appear in the last column of Table 2. 
A detailed examination of Table 2 reveals that in contrast to traditional multiobjective 
techniques which result in distinct Pareto-optimal point-solutions, our technique identifies 
Pareto-optimal regions. For example, the first row of Table 2 shows four optimal solutions 
reported by Osyczka [15] (marked "O") which were obtained using an ordinary vector opti­
mization technique. Clearly, each of these solutions identifies two points in the design space 
where objectives and constraints take their optimal values. However, in many situations 
either due to economical reasons or processing limitations, it is desirable to provide the de­
signer with a range of values for design parameters where the individual variances among 
responses are minimal while response means are fixed on their specific optimal values. 
To clarify this point, consider the first solution in Table 2 which was jointly obtained by 
methods 2 and 3. This solution, which was originally in the form of an if-then rule; 
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Table 2. Optimal solutions produced by various fuzzy and nonfuzzy splitting criteria 
M 
e 
t 
h 
o 
d 
Optimum Values of 
Design Variables 
(XpXj) 
Predicted 
Pareto-Optimal 
(F, F2 
10® 10*^ 
Verified 
Pareto-Optimal 
(Fi F2 <^g) 
10® 10'^ 
0 (237.0, 66.4) 
(224.7, 58.6) 
(235.2, 68.1) 
(235.2, 70.2) 
(3.7 0.425 107.7) 
(4.5 0.382 75.3) 
(3.5 0.437 118.4) 
(3.3 0.456 137.9) 
(3.7 0.425 107.7) 
(4.5 0.382 75.3) 
(3.5 0.437 118.4) 
(3.3 0.456 137.9) 
1 [149.6,176.0], [68.3,71.0] 
[118.3, 149.6], [68.3,71.0] 
[152.9, 249.9], [65.6, 68.3] 
(3.5 0.438 90.1) 
(3.6 0.436 78.8) 
(3.7 0.424 97.5) 
(3.5 ± 0.09 0.438 ± 0.007 92.2 ± 7.2) 
(3.6 ±0.09 0.435 ±0.007 75.8 ±7.0) 
(3.7 ± 0.11 0.423 ± 0.007 94.9 ± 13.8) 
2 
» 
3 
[44.7, 64.8], [65.3, 75.2] 
[64.8, 82.4], [69.6, 75.2] 
[141.9,219.9], [65.6, 68.3] 
(3.7 0.442 39.1) 
(3.5 0.456 54.4) 
(3.7 0.422 91.7) 
(3.7 ± 0.30 0.441 ± 0.023 35.6 ± 10.5) 
(3.5 + 0.18 0.458±0.016 56.3±11.8) 
(3.8 + 0.10 0.420 ±0.006 85.2 ±11.2) 
4 [10.0, 54.7], [71.0, 73.7] 
[118.3, 211.7], [68.3,71.0] 
(3.6 0.455 18.6) 
(3.5 0.439 93.9) 
(3.6 ±0.09 0.455 ±0.007 23.6 ±9.7) 
(3.5 ± 0.11 0.439 ± 0.008 93.4 ± 16.4) 
5 
« 
6 
[124.8, 152.4], [68.3,71.0] 
[47.4,102.4], [71.0, 73.7] 
[124.8, 152.4], [71.0,73.7] 
(3.6 0.436 78.0) 
(3.4 0.456 60.7) 
(3.3 0.460 97.9) 
(3.6 ±0.09 0.436 ±0.007 78.5 ±6.7) 
(3.5 ± 0.09 0.456 ± 0.007 54.8 ± 12.5) 
(3.3 ± 0.08 0.460 ± 0.008 101.4± 10.4) 
7 [132.4, 159.9], [68.3,71.0] 
[72.4, 132.4], [68.3,71.0] 
(3.6 0.436 82.7) 
(3.7 0.434 66.8) 
(3.6 ±0.09 0.437 ±0.007 82.7 ±6.9) 
(3.7 ± 0.10 0.434 ± 0.006 58.0 ± 10.4) 
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IF (44.7 <= X, <= 64.8) AND (65.3 <= <= 75.2) THEN 
Predicted Means(F,, F,, a^) = (3.7xl0^ 0.442x10'^, 39.1) 
recommends the design region (X,, X,) = ([44.7, 64.8], [65.3, 75.2]) where the designer can 
safely choose any values for design parameters X, and X, within the proposed bounds. The 
corresponding objective and constraint functions, as predicted by the learning algorithm, 
take the values (3.7xl0^ 0.442x10"^, 39.1) while thorough examination of roughly 5000 
points in this particular design region verifies that actual responses center around the values 
(3.7x10^ ± 0.30xl0^ 0.441x10"^ ± 0.023x10"', 35.6 ± 10.5) which are still well within opti­
mal bounds (see Table 3). 
Table 3. Range of responses in the design region (10,40) to (300, 75.2) 
Response Minimum Maximum 
F. 2.57 X 10® 6.56 X 10® 
^2 0.338 X 10-' 0.568 X 10"' 
2.54 320.64 
Osyczka's solutions, on the other hand, merely indicate that (237.0, 66.4) or (224.7, 58.6) 
are optimal design parameter values, and they are rigid in the sense that they fail to provide 
the designer with a range within which different design scenarios can be examined and sub­
sequently realized without gross departures from optimal response regions. 
In closing this section, it must be mentioned that our solutions proved adequate in that 
not only did they pinpoint design regions where objective functions are optimized, but they 
also, compared to Osyczka's solutions, maintained the bending stress Og well below its im­
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posed upper bound of 180 N/mm. Furthermore, nonfuzzy partitioning techniques showed a 
lack of flexibility that is naturally inherent in using fuzzy techniques. The case in point is 
that fuzzy methods allow various approaches to the problem at hand which can affect both 
the quality and quantity of the solutions produced by the learning system. For example, in­
corporation of nonlinearities via exponential membership functions or using alternative defi­
nitions for standard min/max aggregation connectives proved beneficial in explicating more 
knowledge about the problem at hand. 
Conclusions 
In this paper we introduced a new methodology within which the problem of 
multiobjective optimization is transformed into induction of multivariate regression trees. 
Moreover, we demonstrated how the tree growing process can be accomplished by utilizing 
a number of concepts from diverse fields of statistics and fuzzy logic. In particular, seven 
splitting criteria were devised and implemented which include: three statistical methods 
based on dispersion matrices, two newly formulated fuzzy approaches based on Pearson's 
parametric and Kendall's nonparametric measures of association, Bellman-Zadeh's fuzzy 
approach to optimization in an inductive framework, and finally, the multidimensional ex­
tension of a fuzzy measure of entropy. 
We also compared the overall performance of the learning system for the fuzzy and 
nonfuzzy methods. Our empirical results indicate that utilization of fuzzy splitting criteria 
offers a degree of flexibility in terms of the learning system's efficiency which traditional 
multivariate statistical methods lack. To illustrate this point, we presented the problem of 
multiobjective design of of a beam structure. 
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FUZZY MULTIOBJECTIVE OPTIMIZATION WITH MULTIVARIATE RE­
GRESSION TREES 
A paper published in the Proceedings of the Third IEEE International Conference on Fuzzy 
Systems 
B. Forouraghi, L.W. Schmerr, G.M. Prabhu 
Abstract 
In this paper we introduce a new methodology in which multiobjective optimization is 
formulated as unsupervised learning through induction of multivariate regression trees. In 
particular, it is shown that learning of Pareto-optimal solutions can be efficiently accom­
plished by using a number of fuzzy tree-partitioning criteria. These include: a newly formu­
lated fuzzy method based on Kendall's nonparametric measure of association, Bellman-
Zadeh's approach to multiobjective decision-making utilized in an inductive framework, and 
multidimensional fuzzy entropy. For purposes of comparison, the efficiency of learning with 
fuzzy partitioning criteria is compared with that of two conventional multivariate statistical 
techniques based on dispersion matrices. The widely-used problem of design of a three-bar 
truss is presented to highlight advantages of our new approach. 
Introduction 
Most engineering design problems require optimization of frequently conflicting ob­
jectives in the presence of multiple constraints. Consequently, the literature of multiobjective 
optimization has been enriched in the past three decades or so by a multitude of approaches 
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[4]. The main emphasis behind each of these approaches is placed upon identification of 
Pareto-optimal solutions by relying on precise mathematical characterizations. In many situ­
ations, however, due to the inherent fuzziness in the decision-making process, the problem at 
hand defies any exact formulations. For example, in a structural optimization problem the 
constraint may be to have the bending stress of a beam 'considerably lower' than some 
maximal allowable stress value. In an attempt to deal with these types of uncertainties. 
Bellman and Zadeh introduced a fuzzy framework within which a complex decision is 
viewed as a confluence of several objectives and constraints [1]. After appropriate transfor­
mation of objectives and constraints into the fuzzy domain, the optimization problem is then 
typically solved by nonlinear programming [11]. 
Naturally, multiobjective optimization, as implemented in many available techniques 
today, can be interpreted as an iterative searching procedure through the space of alternative 
solutions. Based on this observation, the artificial intelligence community has approached 
this problem by placing special emphasis on development of symbolic search techniques. 
For example, MOA*, although limited in its applicability to real-world problems, was devel­
oped as a multiobjective generalization of the heuristic search algorithm A* [2]. 
In this paper, we propose a new approach to multiobjective optimization which com­
bines concepts from diverse areas such as artificial intelligence, pattern recognition, 
multivariate and nonparametric statistics, and fuzzy logic. In particular, it is demonstrated 
that multiobjective optimization can be formulated as unsupervised learning through induc­
tion of regression trees. Traditionally, tree-structured regression based on conventional sta­
tistical methods has been employed extensively in univariate regression analysis [3,13]. In 
the present framework, however, fuzzy multivariate extension of this type of tree induction 
is developed in order to construct complex multidimensional response surfaces from a num­
ber of simpler regression subsurfaces. Detailed examination of these subsurfaces, in turn. 
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can reveal useful information about the underlying model such as the location of the extrema 
and tradeoff solutions in the response region. Moreover, the tree growing process is shown 
to be facilitated by utilization of fuzzy logic either in isolation or within well-established sta­
tistical frameworks. Specifically, we describe three approaches: a newly formulated fuzzy 
clustering method based on Kendall's nonparametric measure of association [14], Bellman-
Zadeh's decision-maximizing approach [1] to optimization in an inductive framework, and 
finally, the multidimensional extension of a widely-used measure of fuzzy entropy [7]. Fur­
thermore, in order to evaluate the learning efficiency of techniques based on fuzzy logic, we 
also incorporated two conventional clustering criteria for tree induction which are based on 
dispersion matrices [5]. Our results demonstrate that, in contrast to conventional approaches 
to multiobjective optimization, fuzzy regression tree induction not only produces optimal so­
lutions but also enables systematic exploration of the solution space by explicating the 
knowledge that actually constitutes the optimality of the generated solutions. 
The remainder of this paper is organized as follows. Section 2 describes our method­
ology for induction of multivariate regression trees using fuzzy and nonfuzzy splitting crite­
ria. Section 3 presents key results of applying techniques described in this paper to a 
multiobjective design problem. And finally, Section 4 summarizes the paper. 
Multivariate Regression Trees 
The basic element for inducing a multivariate regression tree is a set of training exam­
ples which provides a capsule view into the objective/constraint space. These examples es­
sentially enable the learning algorithm to incrementally construct a complex regression sur­
face from a number of simpler regression subsurfaces. This piecewise model construction is 
accomplished in a top-down fashion by successive partitioning of the training population at 
each level of the tree in an attempt to identify compact clusters in the response region. Ex­
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amination of these clusters in turn can identify location of the Pareto-optimal solution where 
an objective can be further improved only by degrading one or more objectives [4]. The fol­
lowing provides more details regarding the tree induction process. 
Basically, given a learning sample L = (XpY,), (X2,Y2) (Xj^, Yn)' the learning 
algorithm produces a prediction rule d(X):R^=>R^ which is a mapping from the n-
dimensional predictor or attribute space (Xj's) to the p-dimensional response (objectives and 
constraints) region (Yj's). The learning sample, therefore, contains N examples where each 
example associates a p-dimensional response vector with an n-dimensional predictor vector. 
Initially, all N examples reside at the root of an empty tree. Following a divide-and-conquer 
approach, the root node is split into two left and right nodes such that nj of the original N 
examples fall in the left node and the remaining n2 cases in the right node (N = n, + n-,). 
This splitting is facilitated by selection of an attribute and a threshold for partitioning the 
attribute's range into two regions [10]. Among all possible attribute/threshold pairs, the pair 
that results in the 'best' split, where the resulting left and right nodes maximize some meas­
ure of fitness, is selected and the node is split accordingly. The process of partitioning is 
then recursively applied to all newly generated nodes until some stopping criterion is met. In 
our case, a multivariate heuristic which dictates that the number of examples in a node has to 
be at least as large as the number of responses was used. Furthermore, after a tree is com­
pletely grown in the prescribed manner, some type of pruning will prove beneficial should 
the problem of overspecialization cause detrimental effects on overall efficiency of the 
learning system [10,3]. 
After the learning phase is complete, the induced tree contains a number of paths which 
start from the root and end in a terminal node or leaf. Each path therefore pinpoints a regres­
sion subsurface by the virtue of examples that are contained in its leaf. A leaf's set of exam­
ples can be viewed as a cluster in the response region which is characterized by its mean 
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vector |i and covariance Z. The goodness of these clusters is in turn determined by a variety 
of statistical and fuzzy partitioning techniques which are explained below. In ensuing discus­
sions assume that the response matrix at a given node is p which contains m p-
dimensional response vectors and that covariance of R is Ep p. For fuzzy splitting criteria 
further assume that R is converted to the multidimensional fuzzy set x p fuzzifying 
individual responses ry in R into |j,jj in M using one of the following (user option): 
(1) iijj= (rjj-[minj {rj}])/([maXj {rj}] - [min; {rj}]) i=l m and p 
(2) |ijj a [l-exp{-b|j,jj''"®^'^}] a and 6 are user-defined [12] 
It must be mentioned that for a given response j, [minj {rj}] and [maxj {rj}] are found 
by scanning rows (i=l,..., m) of R, and they can be interchanged depending upon whether 
the goal is to maximize or minimize the given response j in the fuzzy domain. 
The first two nonfuzzy splitting criteria (Methods 1 & 2) used for tree induction are 
the trace(L) and determinant(l.) which denote the sum of individual response variances and 
the generalized variance, respectively [5]. Minimization of trace, which totally ignores the 
interaction among responses, attempts to locate spherically-shaped response clusters where 
individual variances are minimal. On the other hand, minimization of the generalized vari­
ance, ISI, helps identify parallelotopes formed by response vectors which have minimal vol­
ume [15]. 
The next partitioning criterion (Method 3) is based on Kendall's nonparametric meas­
ure of association,!: [14]. Given the data (R,,S,), ...,(Rj^,Sj^), Xj^g is given by: 
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(3) TRS = [2/N(N-l)] Z S [sign(Ri - Rj) sign (Sj - Sp] 
(4) sign(x) = +1,0, -1 for X > 0, X = 0, and x < 0 
which measures the amount of monotonic trend that exists between responses R and S. For 
example, if R and S tend to grow in a similar direction, approaches 1. Conversely, if 
approaches -1, it is concluded that R and S grow in opposite directions. Furthermore, 
values near 0 imply absence of any monotonic relation between the two responses. Consid­
ering this, we can now incorporate elements from fuzzy logic as follows. Assume that a par­
ticular node's set M contains fuzzified responses as explained previously. Now, regardless 
of whether any individual response is to be maximized or minimized, the chief goal in the 
fuzzy domain is to locate regions where fuzzy responses approach their maximum values. 
Hence, given M, we obtain the matrix of correlation coefficients Tp ^ p where each Xy for 
responses i and j (i, j = 1,..., p) is computed using Kendall's measure (Xjj = 1. '^j > j = tj < j)-
Note that since T is symmetric, only its above-diagonal elements, Xj ^ j, are considered for 
further calculations. These p(p-l)/2 elements, which are pairwise measures of association 
between fuzzy responses in M, take values between -1 and 1. However, the desired clusters 
to be found are those for which as many of these correlation values approach 1 as possible 
which simply means that all or most of the responses are approaching their expected extrema 
in a given region. To accomplish this, T's above-diagonal Xy correlation coefficients are 
fuzzified using either linear or exponential membership function transformations. The aspi­
ration levels of -1 and 1 are used in the fuzzification process to indicate that correlation val­
ues of 1 are desirable to attain maximum degree of belongingness. The cluster under consid­
eration is then assigned the degree of trend fitness: 
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(5) TF(M) = [mink{H(Tk)}], k=l,..., p(p-l)/2 
The overall objective, therefore, is to identify splits for which the produced clusters have 
maximal TF measures. 
The fourth splitting criterion (Method 4) is based on Bellman-Zadeh's approach to 
multiobjective optimization [1]. To give a brief overview, consider making a decision D 
which can be seen as a confluence of n objectives and constraints denoted by responses 
R,,..., Rj^. The optimal decision in the fuzzy domain then can simply be viewed as the inter­
section of fuzzy sets |i(R|),...,|i(R|^) where each |i(Rj) is calculated using appropriate mem­
bership function transformations. More formally, the optimization task can be formulated as 
finding an optimum predictor vector X* for which the measure: 
(6) |iD(X*) = mini{|i(Ri(X)) 
is maximized. Typically, after proper transformation of the problem at hand into the fuzzy 
domain, X* is found using nonlinear programming [11]. In our framework, however. 
Bellman-Zadeh's approach is used for partitioning a node such that the measure; 
(7) BZ(M) = ImaXj minj i=l m and j=l,..., p 
is maximized for a particular multidimensional fuzzy set M under consideration. 
The last inductive partitioning technique (Method 5) to be discussed relies on fuzzy en­
tropy [7]. Basically, given a fuzzy set A, fuzzy entropy FE{A) measures how fuzzy actually 
A is, where C° and C" denote counts of overlap and underlap between A and A*^: 
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(8) FE(A) = C°(A AND A'^)/C\A OR A") 
In a top-down inductive approach, the fuzzy entropy measure can be used to identify 
fuzzy clusters M which exhibit minimal amount of fuzziness at each partitioning level. The 
basic definition of entropy, however, has to be extended so that fuzziness of the fuzzy set M 
can be calculated. To accomplish this, first, M's complement, p. is calculated where 
each in is complement of |ijj in M. Then, fuzzy sets ^ p x p • which denote 
the intersection and union of M and M'^, are calculated where elements ijj in I and Ujj in U are 
min(|i.jj, and max(|j.jj, respectively. Consequently, we define the fuzzy entropy 
measure of a multidimensional fuzzy set M as; 
(9) FE(M)= [maXj minj {iij}]/[maXj minj {Ujj}] i=l,..., m and j=l p 
During the course of tree induction, then, the attribute/threshold pair for which the resulting 
clusters have minimal fuzzy entropy are selected and the node is split accordingly. 
One final comment concerning fuzzy logic-based methods 3 through 5 needs to be made 
at this point. The standard min and max operators are strict or pessimistic in the sense that 
their aggregated outputs can never exceed the highest input or be lower than the lowest in­
put, respectively. Fuzzy set theory, however, provides a host of more optimistic aggregation 
connectives for integrating membership functions. In order to investigate the effects of some 
of these connectives on overall learning efficiency of the system, it was decided to incorpo­
rate the option of using either standard min/max operators or, alternatively. Yager's connec­
tives [8]: 
(10) maXyagerClXp ^2 
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(11) minY^g^/^,,^2'-'l^n) = 1 - -|I,r + (l -^2^ + - +(1 " 
where parameter w > 0 can be varied for achieving various degrees of optimism. An interest­
ing fact to be mentioned is that for w » 0,Yager's min/max operators converge to their 
standard definitions. 
In this section we present the problem of optimal design of a three-bar truss which is 
used extensively in the literature of structural multiobjective optimization [9,11]. The de­
sign of the three-bar truss shown in Fig. 1 involves minimization of the two objectives of 
weight and vertical deflection of the loaded joint, where the expression for weight and de­
flection are: 
Three-bar Truss Problem 
(12) Weight F, =2.82X,+X2 
(13) Deflection Fj = (P.H)/[E.(X, + 1.41 Xj)]. 
H H 
H 
P P 
Fig. 1. A three-bar truss (H=l .0 and P = 20.0) 
I l l  
The design variables in this example are Xj and X2 which represent the cross-sectional 
areas of the inclined and vertical bars (note that Xj = X3). The overall optimization task also 
imposes constraints on individual stresses Oj's in bar i formulated as follows (Young's 
modulus, E = 1.0 and 0.1 < Xj, Xj < 5.0): 
P(X2+ 1.41 X,) 
(14) aj= <=20.0 
1.41 X^, + 2X, X2 
P 
(15) <^2= <=20.0 
X, + 1.41 X2 
P X 2  
(16) <73= <=15.0 
1.41 X^, +2X, Xj 
In regards to preparation of learning and testing cases, it was decided to sample the de­
sign region in 650 distinct points between (0.1,0.1) and (5.0,5.0) in order to ensure that the 
response surfaces were adequately represented to the learning algorithm. Following a 
widely-used variance-stabilizing technique, the objective and constraint responses were 
transformed into log domain [6] which helped the overall learning efficiency for parametric 
as well as nonparametric induction criteria. The 650 points were then randomly shuffled and 
divided into two sets of size 450 and 200, namely, T^^Q and Ljoq- The set T^^Q was dedi­
cated entirely to testing purposes while Ljqq was used for the learning process. The learning 
phase then proceeded by inducing a regression tree on L200 for each of the fuzzy and 
nonfuzzy splitting methods. This entire process of random training/testing was repeated a to­
tal of five times for each tree-growing technique so that results could be represented with 
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95% confidence (t-dlstribution). It must be mentioned that for this particular example, em­
pirical studies indicated samples of size less than 200 (i.e., 200 function evaluations) were 
not able to convey enough information to the learning algorithm. In other problems, how­
ever, smaller samples may provide the learning algorithm with necessary generalization 
power. 
After completion of the learning phase, relative regression errors which normally vary 
between 0.0 (perfect regression model) and l.O (poor model) were computed for each in­
duced tree. Our error analysis is similar to CART's [3] except that it was extended for 
multivariate cases by substituting Mahalanobis distances [5] for ordinary Euclidean-based 
error distances in order to account for covariances that exist among responses. For nonfuzzy 
methods 1 and 2, the relative errors were found to be 0.028 ± 0.01 and 0.010 ± 0.00, respec­
tively. Table 1 summarizes the results for fuzzy techniques 3 through 5. 
Table 1. Relative regression errors for LJQQ at 95% confidence level 
Membership function/Min-max 
operators 
Method 3 Method 4 Method 5 
Linear/Standard min-max operators 0.012 ±0.005 0.032 + 0.016 0.026 ±0.018 
Linear/Yager's min-max operators 0.010 + 0.000 0.038 ±0.016 0.038 ±0.016 
Nonlinear/Standard min-max 
operators 
0.012 ±0.005 0.034 ±0.014 0.024 ±0.011 
The performance measures shown above reveal two important facts. First, the accuracy 
of regression surfaces obtained through the use of fuzzy splitting criteria matches, and in few 
instances, surpasses the accuracy of solutions generated by well-established statistical tech­
niques. And second, application of fuzzy splitting rules for tree induction offers a level of 
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flexibility which ordinary multivariate methods lack. For instance, switching from linear to 
nonlinear membership functions or using Yager's min/max definitions instead of standard 
min/max operators frequently helped improve the quality of the obtained regression models. 
To illustrate this point, consider fuzzy splitting method 3. The best results for this method 
were attained by using a combination of linear membership functions and Yager's min/max 
operators. For method 5, however, nonlinear membership functions and standard min/max 
operators proved to yield most accurate results. 
Relative regression errors are a good indicator of how an induced tree generalizes given 
a learning sample and a testing sample. The litmus test, nevertheless, lies in detailed exami­
nation of non-inferior solutions arrived at by a regression tree. These optimal solutions are 
represented by the terminal nodes of an induced tree and essentially indicate 'tight' clusters 
in the response region. Tables 2 and 3 summarize some of the solutions generated by each 
induction method on training samples of size 200 which produced the most accurate results. 
Furthermore, in order to verify a tree's predicted range of responses for a specific range of 
design variables, we employed the following technique. The objective and constraint func­
tions were enumerated for about 5000 points in a predicted input design region. Means and 
standard deviations of responses were then computed to verify the tightness of clusters 
which were actually formed by responses in a predicted region. The predicted and verified 
solutions appear in the last columns of Tables 2 and 3, respectively. 
A detailed examination of Tables 2 and 3 reveals that in contrast to traditional 
multiobjective techniques which result in distinct Pareto-optimal point-solutions, our tech­
nique identifies Pareto-optimal regions. For example, the first row of Tables 2 and 3 shows 
two solutions reported by Mohandas and Sandgren [9] (marked M-S) and Rao [11] (marked 
R) which were obtained using ordinary fuzzy and nonlinear programming techniques. 
Clearly, these solutions identify two points where objectives and constraints take their 
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Table 2. Predicted optimal solutions produced by the various techniques 
Method Optimum Design Region Predicted Optimal 
(Xi.Xj) ^2 <^1 <^2 
M-S 0.59 3.27 4.9 3.8 18.8 3.8 15.0 
R 0.58 3.49 5.1 3.6 19.1 3.6 15.4 
1 [1.00,1.16] [1.00,3.02] 4.9 5.5 11.9 5.5 6.2 
2 [0.83,1.00] [1.55,4.47] 5.6 3.8 12.8 3.8 8.7 
3 [0.50,1.00] [2.40,3.09] 4.4 4.6 17.1 4.6 12.5 
[0.50,1.00] [3.09,3.97] 5.8 3.3 14.8 3.3 11.5 
4 [0.74,1.33] [1.66,1.99] 4.9 5.4 12.0 5.4 6.5 
[0.74,1.33] [1.99,2.16] 5.1 4.9 11.7 4.9 6.7 
5 [0.50,1.66] [1.83,1.99] 4.5 5.5 13.5 5.5 8.0 
[0.67,1.00] [2.16,2.73] 4.6 4.8 14.9 4.8 10.1 
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Table 3. Verified optimal solutions produced by the various techniques 
Method Optimum Design 
Region 
(XpXj) 
Verified Optimal 
Fj F2 Oi a2 03 
M-S 
R 
0.59 3.27 
0.58 3.49 
4.9 3.8 18.8 3.8 15.0 
5.1 3.6 19.1 3.6 15.4 
1 
2 
[1.00,1.16] [1.00,3.02] 
[0.83,1.00] [1.55,4.47] 
5.0±0.5 5.3 ±1.1 11.8 ±0.7 5.3 ±1.1 6.5 ±0.6 
5.6 ± 0.8 4.0 ± 1.0 12.9 ± 0.7 4.0 ±1.0 8.8 ± 0.7 
3 [0.50,1.00] [2.40,3.09] 
[0.50,1.00] [3.09,3.97] 
4.8 ±0.4 4.3 ±0.2 15.9 ±2.8 4.3 ± 0.2 11.5 ±2.6 
5.6 ±0.4 3.4 ±0.2 15.5 ±2.8 3.4 ±0.2 12.0 ±2.7 
4 [0.74,1.33] [1.66,1.99] 
[0.74,1.33] [1.99,2.16] 
4.7 ±0.4 5.5 ±0.3 12.6 ±1.8 5.5 ±0.3 7.1 ± 1.5 
5.0 ±0.4 5.0 ±0.2 12.4 ±1.7 5.0 ±0.2 7.3 ±1.5 
5 [0.50,1.66] [1.83,1.99] 
[0.67,1.00] [2.16,2.73] 
4.9 ±0.9 5.3 ±0.4 12.9 ±3.8 5.3 ±0.4 7.6 ± 3.4 
4.8 ± 0.3 4.6 ± 0.2 14.4 ± 1.4 4.6 ± 0.2 9.7 ± 1.3 
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optimal values. However, in many situations, either due to economical reasons or processing 
limitations, it is desirable to provide the designer with a range of values for design parame­
ters where the individual variances among responses are minimal while response means are 
fixed on their specific optimal target values. To clarify this point, consider the first solution 
obtained by method 3. Here, the recommended design region (Xj, X2) = ([0.50, 1.00], [2.40, 
3.09]) enables the designer to safely choose any values for design parameters Xj and X, 
within the proposed bounds. The corresponding objective and constraint functions, as pre­
dicted by the learning algorithm, take the values (4.4, 4.6, 17.1, 4.6, 12.5) while thorough 
examination of roughly 5000 points in this particular design region verifies that actual re­
sponses center around the values (4.8 ± 0.4, 4.3 ± 0.2, 15.9 ± 2.8, 4.3 ± 0.2, 11.5 ± 2.6) 
which are still well within optimal bounds (see Table 4). The M-S or R solutions, on the 
other hand, merely indicate that (0.59, 3.27) or (0.58, 3.49) are optimal design parameter 
values, and they are rigid in the sense that they fail to provide the designer with a range 
within which different design scenarios can be examined and subsequently realized without 
gross departures from optimal response regions. 
Table 4. Range of responses for the design region (0.1,0.1) to (5.0, 5.0) 
Value Fl F2 ^3 
Minimum 0.38 1.65 2.80 1.65 0.05 
Maximum 19.14 82.80 141.40 82.80 98.60 
In closing this section, it must be mentioned that our solutions proved adequate in that 
not only did they produce optimized objectives, but they also, compared to M-S and R solu­
tions, maintained stresses a,, 02 and well below their imposed upper bounds of 20, 20 
and 15, respectively. Furthermore, nonfuzzy partitioning techniques showed a lack of flexi­
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bility that is naturally inherent in using fuzzy techniques. The case in point is that fuzzy 
methods allow various approaches to the problem at hand which can affect both the quality 
and quantity of the solutions produced by the learning system. For example, incorporation of 
nonlinearities via exponential membership functions or using alternative definitions for stan­
dard min/max aggregation connectives proved beneficial in explicating more knowledge 
about the problem at hand. Due to space limitations, however. Tables 2 and 3 present only 
some of the obtained results while the remaining solutions had to be excluded. 
Conclusions 
In this paper we introduced a new methodology for identifying Pareto-optimai solu­
tions in multiobjective optimization tasks. Our approach is different from many existing 
techniques in that it incorporates the phenomenon of unsupervised learning into the optimi­
zation task. In particular, we showed how a multivariate regression tree can be trained to 
learn optimal, non-inferior solution regions using a variety of fuzzy and non-fuzzy splitting 
rules. These include: two statistical methods based on covariances, a newly formulated fuzzy 
approach based on Kendall's nonparametric measure of association, Bellman-Zadeh's 
method in an inductive framework, and finally, multidimensional fuzzy entropy in combina­
tion with minmax programming. 
We also compared the overall performance of the learning system for the fuzzy and 
nonfuzzy methods. Our empirical results indicate that utilization of fuzzy splitting criteria 
offers a degree of flexibility in terms of the learning system's efficiency which traditional 
multivariate statistical methods lack. To illustrate this, we presented the problem of design 
of a three-bar truss which is widely used in the literature of multiobjective structural optimi­
zation. 
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LEARNING MULTIOBJECTIVE OPTIMIZATION KNOWLEDGE 
WITH REGRESSION TREES 
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Abstract 
In this paper we introduce a methodology within which multiobjective design optimiza­
tion is approached from an entirely new perspective. Specifically, we demonstrate that mul­
tiple objective optimization through induction of multivariate regression trees is a powerful 
alternative to myriads of conventional vector optimization techniques which are available to­
day. Furthermore, in an attempt to investigate the effect of various types of splitting rules on 
the overall performance of the optimizing system, we present a tree partitioning algorithm 
which utilizes a number of techniques derived from diverse fields of statistics and fuzzy 
logic. These include: two multivariate statistical approaches based on dispersion matrices, an 
information-theoretic measure of covariance complexity which is typically used for obtain­
ing multivariate linear models, two newly-formulated fuzzy splitting rules based on Pear­
son's parametric and Kendall's nonparametric measures of association, Bellman and 
Zadeh's fuzzy decision-maximizing approach within an inductive framework, and finally, 
the multidimensional extension of a widely-used fuzzy entropy measure. 
Finally, in order to highlight the advantages of our new methodology, we present the 
widely-used multiobjective design optimization of an electric discharge machining (EDM) 
process. 
121 
Introduction 
Most engineering design problems involve optimization of several often conflicting ob­
jectives in presence of multiple constraints. The literature of multiobjective optimization has 
therefore been enriched since its inception in the 1960s by myriads of approaches represent­
ing diverse viewpoints and emphases from various disciplines [8]. Generally, the main goal 
of all these approaches is to optimize vector-valued objective functions where some or all of 
the objectives are most often noncommensurable. The problem of finding an optimum 
vector-valued objective is commonly referred to as vector optimization in the literature, and 
solutions of such problem are hereinafter called noninferior or Pareto-optimal as introduced 
by Pareto, a prominent economist at the turn of the century [9]. Determination of Pareto-
optimal solutions in a given optimization task is essentially tantamount to finding a vector of 
optimal objectives where an individual objective can be further improved only at the cost of 
degrading at least one other objective [8]. 
Traditionally, multiple objective optimization procedures can be grouped into one of 
two categories: First, vector optimization techniques which rely on conventional mathemati­
cal programming (linear or nonlinear), goal programming, utility theory, etc. [18]; and sec­
ond, statistical approaches such as multivariate analysis of variance (MANOVA) [17] and 
ellipsoidal design centering techniques [1] which are used extensively in the area of quality 
control. Regardless of their underlying methodological differences, however, these tech­
niques generate Pareto-optimal solutions which generally lack two crucial characteristics. 
First, these solutions are represented as 'points' in both the space of design variables (inde­
pendent parameters) and objective space (dependent parameters). And second, the obtained 
solutions are rigid in that they do not provide any understanding of the complex nature of the 
underlying problem which is to be solved. The following passage will clarify these points. 
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Relating to the first shortcoming of already-available techniques, in many real-world 
situations, either due to processing limitations or economic factors, it is nearly impossible to 
pinpoint a singular point as an optimum design vector. For example, setting a beam's scalar 
design variable diameter at 3.3 mm may not be feasible either due to machine processing 
limitations or high degree of variability which manifests itself during the manufacturing 
process (e.g. 3.3 ± 0.9 mm). In fact, the main thrust behind development of the field of ro­
bust design is to determine how deviations from an optimum setting of a design vector de­
grade the overall performance of a system, and consequently, how to make the performance 
of a system least sensitive to unforeseeable deviations from recommended optimal design 
settings achieved through mathematical and/or statistical procedures [27]. 
Secondly, in terms of acquiring an understanding of the nature of the problem at hand, 
conventional mathematical and statistical techniques are undoubtedly capable of extracting 
the quantitative knowledge which specifies the static input-output behavior of a system that 
is to be optimized. In other words, an optimizer provides designers with a recommended set 
of values for input parameters of interest for which an optimal trade-off situation for objec­
tive functions is achieved. These techniques, however, do not and can not extract the knowl­
edge which actually governs the input-output behavior of a system under examination, i.e., 
these techniques merely indicate what an optimum solution is but can not convey what actu­
ally constitutes the optimality of the generated solution. Hence, a particular technique has to 
be iterated several times under direct supervision of the user in order to obtain how devia­
tions from one particular setting of design variables affect the overall system objectives. 
Having stated the two major disadvantages of the traditional approaches to multiple ob­
jective optimization, we must now explore what other tools can potentially remedy the situ­
ation. As we mentioned, learning the optimization knowledge can have direct benefits to de­
signers. To reiterate, the actual learning of the optimization knowledge in a given task not 
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only allows determination of optimal settings of design variables, but it also allows system­
atic examination of alternative design scenarios. The learning process, which can be defined 
as acquisition, assimilation and restructuring of knowledge, has received a great deal of at­
tention from researchers in the field of artificial intelligence (AI) in the past three or four 
decades [11,31]. In fact, symbolic (atomistic) and subsymbolic (holistic) learning algorithms 
have successfully been applied to problems ranging from game playing and logistics to mass 
spectroscopy and design of VLSI circuitry [38]. One of the tangible benefits of applying 
symbolic learning algorithms, in particular, to optimization tasks is the direct acquisition of 
both the quantitative and qualitative knowledge which governs the behavior of a system that 
is to be optimized. In response to this observation, the artificial intelligence community has 
approached this problem by placing special emphasis on development of symbolic search 
techniques. For example, the MOA* algorithm, although limited in its applicability to real-
world problems, was developed as a multiobjective generalization of the heuristic search al­
gorithm A* [5]. 
Regardless of the range of applicability of MOA*, another artificial intelligence ap­
proach which offers a great deal of potential is the paradigm of inductive learning [23]. In an 
essence, inductive reasoning, first introduced by Bacon in the 1600s [11], is the highly em­
pirical process of drawing conclusions from a given set of observed facts or data obtained 
through experimentation. Assuming that the input-output components of a system can be ap­
propriately represented in the form of attribute-value design vectors, an inductive learner can 
discover a highly complex, and perhaps nonlinear, relationship between a set of inputs and 
output parameters. In fact, the process of symbolic induction (as opposed to numeric induc­
tion of subsymbolic, connectionist approaches such as neural networks) itself can be viewed 
as a form of optimization [29] within which concepts of interest are acquired through nu­
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meric/logical processes and are then represented in symbolic forms (e.g., sentences in the 
first order predicate calculus) which are more in tune with human understanding. 
Another paramount issue which needs to be examined in more detail is the methods of 
representation of optimization knowledge extracted through inductive reasoning. Learning, 
as we stated before, involves not only acquisition of domain-specific knowledge, but it also 
requires suitable methods of representing and manipulating the explicated knowledge. Some 
of most widely-used tools for knowledge representation are prepositional calculus, first or­
der logic and semantic networks which include decision trees, frames, and scripts [38]. 
Among various types of semantic networks, however, decision trees [23] and regression 
trees [6] have been by far the most extensively-used tools in conjunction with inductive 
learning. Commonly, decision trees are used in classification tasks where the correct class 
of an object is predicted and represented in the form of logical expressions involving a vec­
tor of inputs which describes that object in terms of its primary attributes. Regression trees, 
on the other hand, perform piecewise regression of continuous, complex surfaces where each 
leaf of an induced tree potentially identifies a simple regression subsurface. Clearly, in terms 
of their applicability to optimization, regression trees, in our opinion, are the most viable 
method of knowledge representation. 
We must emphasize at this point that possibility of employing inductive learning in the 
area of multiobjective optimization, in general, and utilization of regression trees, in particu­
lar, have not been investigated before. The most related development to date is concerned 
with application of inductive, tree-structured approaches to univariate regression such as 
such as classification and regression trees (CART) [6] and inductive partitioning with re­
gression trees (IPRT) [32]. These algorithms are powerful in that not only do they perform 
ordinary regression, but they also learn regression surfaces by extracting the knowledge that 
governs the input-output behavior of the model under consideration in the form of regression 
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trees. This form of knowledge acquisition and representation is of utmost importance if re­
gression trees are used for performing optimization tasks. The case in point is that an in­
duced tree essentially represents complex regression surfaces in terms of a number of sim­
pler regression subsurfaces. Detailed examination of these subsurfaces therefore can 
potentially identify design regions where a product or process response is optimized. Conse­
quently, in addition to pinpointing optimal response regions, tree-structured approaches to 
optimization offer the advantage of explicating the knowledge that actually constitutes the 
optimality of the generated solutions. This mode of behavior of regression trees is clearly ad­
vantageous over the traditional, numeric response surface methodology [34] in that it pro­
vides a direct means for capturing both the quantitative and qualitative optimization knowl­
edge. 
The main disadvantage of techniques such as CART and IPRT lies in the fact that they 
only address univariate regression analysis. In a typical multiobjective decision-making task, 
however, the optimization problem at hand consists of several design variables which in turn 
specify the behavior of a number of responses. For example, in a quality control application, 
the main objective may be to discover the underlying knowledge which controls the per­
formance of an electric discharge machining (EDM) process in which process variables such 
as pulse duration and discharge current directly determine several process responses such as 
electrode wear, surface roughness and metal removal rate [25]. Evidently, in these situations 
approaches such as CART and IPRT are insufficient due to their single-response limitations. 
To summarize, in this paper we present a new framework within which multiobjective 
optimization is accomplished through induction of multivariate regression trees. Further­
more, we present a tree partitioning algorithm which utilizes a number of inductive partition­
ing criteria based on concepts from statistics and fuzzy logic. Obviously, the choice of using 
the traditional statistical formulations in this work was instigated by the historic fact that sta­
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tistics is a firmly established science with many facets which render it a particularly viable 
tool in many scientific applications. The theory of fuzzy sets [15,19,20], on the other hand, 
is a more recently developed concept, and it too has proven to be an invaluable tool in a 
wide array of applications ranging from pattern recognition and clustering to design of digi­
tal circuits and relational data bases [26]. In fact, within the context of multiobjective opti­
mization, Bellman and Zadeh's fuzzy approach to optimization [3] has been widely imple­
mented in many engineering structural optimization applications [28]. Therefore, in an 
attempt to examine the effects of various types of regression-tree partitioning criteria on the 
overall learning process which was previously explored only for decision tree algorithms [7], 
and also, to assess the feasibility of techniques based on fuzzy logic we describe seven split­
ting rules. Specifically, these include: two statistical decision rules based on dispersion ma­
trices [35], a statistical measure of covariance complexity which is typically used for obtain­
ing multivariate linear models [4], two newly-formulated fuzzy partitioning methods based 
on Pearson's parametric [17] and Kendall's nonparametric [33] measures of association, 
Bellman-Zadeh's decision-maximizing fuzzy approach [3] to optimization in an inductive 
framework, and finally, the multidimensional extension of a measure of fuzzy entropy [21]. 
The remainder of this paper is organized as follows. In order to make the paper self-
contained, Section 2 briefly reviews the theory of fuzzy sets. Section 3 describes our meth­
odology for transforming the problem of multiobjective optimization into induction of 
multivariate regression trees using fuzzy and nonfuzzy splitting criteria. Section 4 presents 
key results of applying techniques described in this paper to a multiobjective design prob­
lem. And finally. Section 5 summarizes the paper. 
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Fuzzy Logic 
Classical, bivalent logic as developed originally in the antiquity by Zeno and Aristotle 
and extended throughout and after the scientific revolution era by G. Boole, G. Frege and B. 
Russell is a discipline primarily concerned with mechanization of thought processes through 
manipulation of propositions or symbols which are either true or false [11]. Many physical 
phenomena, however, defy such strict logical frameworks. For example, the set of tall men 
has no clear boundaries which can be expressed using bivalent logic. In fact, most observ­
able events around us manifest a degree of uncertainty which simply cannot be represented 
by bivalent logic. Clearly, the set of tall men consists not only of tall and short men, but it 
also contains members whose degree of tallness varies gradually between the two extremes 
of tallness and shortness. 
In order to circumvent some of the restrictions of bivalent logic, a new type of logic 
called fuzzy logic emerged in 1965 by L.A. Zadeh which is essentially an extension of multi­
valent logic as proposed in 1930 by Luckasiewicz and other mathematicians belonging to the 
Port Royale school of logic [20]. The main characteristic of fuzzy logic, or alternatively, 
fuzzy set theory, is that verity and falsehood of logical propositions vary smoothly in the in­
terval [0,1] as opposed to bivalent logic which requires truth values be drawn from the set 
{0,1}. To illustrate, consider Fig. 1 which depicts three fuzzy sets A, B, and C where A rep­
resents the set of short men, B the set of men with average height of 5.9 feet, and finally C 
which represents the set of tall men. 
As depicted in Fig. 1, the theory of fuzzy sets deals with a subset A (or B or C) of the 
universe of discourse X, where the transition between full membership and no membership 
is gradual rather than abrupt. Traditionally, the grade of membership 1 is assigned to objects 
that fully belong to A, while 0 is assigned to objects that do not belong to A at all. 
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Degree of 
Belongingness 
*• Height (feet) 
5.3 5.4 5.5 5.6 5.7 5.8 5.9 5.10 5.11 6.0 6.1 6.2 
Fig. 1. Fuzzy sets A, B and C 
In other words, the more an object x belongs to A, the closer to 1 its grade of member­
ship H^(a:) [19]. For example, a fuzzy set such as B, in contrast to ordinary crisp sets, con­
tains members whose degrees of membership or belongingness varies continuously In [0,1]. 
In particular, an individual with height of exactly 5.9 feet exhibits maximal degree of 
belongingness which is 1. On the other hand, as the height of an individual in .set B decreases 
from 5.9 feet, the membership value of that member in set B moves farther away from 1. At 
the same instance, the same member's level of membership increases in fuzzy set A. Conse­
quently, these overlapping sets can sy.stematically represent various degrees of uncertainty 
which are normally encountered in real-world applications. 
Mention must be made that assignment of membership values to individuals in a fuzzy 
set is a subjective, yet not an arbitrary process [36]. Essentially, two crucial properties of a 
characteristic or membership function |i;^(x) which assigns membership values to members 
X in a fuzzy set A govern the overall behavior of a system that is to be modeled: Its method 
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of acquisition and its shape. In terms of methods of acquisition, a function is most 
often determined subjectively based on epistemological considerations (see Fig. 1) relating 
to the problem at hand [26]. In other instances, albeit, a characteristic function can be de­
fined empirically based on statistical behavior of an observed system [10]. The shape of a 
characteristic function also plays an important role in that it allows various representations 
and preferences that directly relate to the underlying model. For example, sets A, B, and C as 
depicted in Fig. 1 can respectively represent notions such as 'smaller-is-better', 'nominal-is-
best', or 'larger-is-better' in an optimization task where the goal is identify members that are 
short, of average height, or quite tall. Furthermore, the shape of a membership function is 
defined by another criterion which plays an important role when dealing with incorporation 
of uncertainty in formal models. For instance, the set B in Fig. 1 exhibits linear behavior as 
parameter height decreases or increases. Recent investigations however have revealed that 
many physical phenomena contain highly nonlinear components which can not be success­
fully represented by linear approximations [18,36]. Therefore, in many situations such as op­
timization of nonlinear processes a characteristic function may be defined which possesses 
nonlinear components as illustrated in Fig. 2. 
,0 
nonlinear, 
linear, 
X 
Fig. 2. Linear vs. nonlinear membership functions 
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Although fuzzy logic has developed to the extent that its complete treatment is beyond 
scope of this work, we have now briefly presented the methods of representation and acqui­
sition of fuzzy sets in order to make the presentation of the material in the next section self-
contained (for complete details see [19]). Before proceeding further however we need to also 
briefly examine the fuzzy set operators which facilitate operations such as set manipulations 
and aggregation of evidence from multiple sources of information. 
Let A, B and C be fuzzy subsets of X with corresponding membership functions |i^(x), 
|j,B(x) and respectively. The basic operations on fuzzy sets are then defined as [15]: 
A. Two fuzzy sets A and B are equal if and only if ^ in ^ 
B. A is contained in B  if and only if M^A(x) <= |IB(x), for all x ' x n X  
C. The union of A and fl is a fuzzy set C whose membership function is (see Fig. 3): 
(1) |i^(x) = iJ.^(x) OR liB(x) = max(iiA(x), lieC*)). for all Jc in X 
X 
Fig. 3. Union of sets A and B 
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D. The intersection of A and 5 is a fuzzy set C such that (see Fig. 4): 
(2) |i^(x) = ^.^(x) AND |lIB(x) = min(p.A(x), |1B(x)), for all in X 
E. The complement of A is the fuzzy set A' such that (see Fig. 5): 
(3) ^ in X 
Fig. 4. Intersection of sets A and B 
|i(x) 
.(x) = 1 - \ij^{x) 
Fig. 5. Set A and and its complement 
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In closing, it must be emphasized that the intersection and union operators are by far the 
most important aggregate connectives, particularly in the area of decision analysis [22]. The 
union connective is generally used when the aggregated value is required to be high when­
ever any one of the input values representing different features or criteria is high. The inter­
section connective, on the other hand, is used when we require that the aggregated value to 
be high when all the inputs are high. The most popular operators which satisfy above prop­
erties for the union and intersection connectives are the max and min operators, respectively. 
Fuzzy set theory, however, provides a host of other connectives with slightly different prop­
erties which can be substituted for the traditional min and max operators. This point is fur­
ther clarified in the following section. 
Multivariate Regression Trees 
The basic element for inducing a multivariate regression tree is a set of training exam­
ples which provides a capsule view into the objective/constraint space. These examples es­
sentially enable the learning algorithm to incrementally construct a complex regression sur­
face from a number of simpler regression subsurfaces. This piecewise model construction is 
accomplished in a top-down fashion by successive partitioning of the training population at 
each level of the tree in an attempt to identify compact clusters in the response region. Ex­
amination of these clusters in turn can identify location of the Pareto-optimal solution where 
an objective can be further improved only by degrading one or more objectives [8]. The fol­
lowing provides more details regarding the tree induction process. 
Basically, given a learning sample L = (X,,Y,), (Xi.Y,) (X^.Y^j), the learning algo­
rithm produces a prediction rule d:R"=>R'' which is a mapping from the n-dimensional pre­
dictor or attribute space (Xj's) to the p-dimensionai objectives and constraints space (Yj's). 
Fig. 6 illustrates a histogram representation of a predictor d. 
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d ( X )  
Fig. 6. A histogram estimate of a regression surface [6] 
The learning sample, therefore, contains N examples where each example associates a 
p-dimensional response vector with an n-dimensional predictor vector. Initially, all N exam­
ples, denoted by population N(|i, S) with mean vector |X and covariance S, reside at the root 
of an empty tree (see Fig. 7). Following a divide-and-conquer approach, the root node is in­
ductively partitioned into two left and right nodes such that n, of the original N examples 
fall in the left node and the remaining n, cases in the right node (N = n, + n,). 
The splitting of a parent node into two offspring nodes is facilitated by selection of an 
attribute and a threshold for partitioning the attribute's range into two regions [13]. Among 
all possible attribute/threshold pairs, the pair that results in the 'best' split, where the result­
ing left and right nodes maximize some measure of fitness, is selected and the node is split 
accordingly. 
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Population N(|a, S) 
X < Threshold X >= Threshold 
C Left Node^~^^^^^ Right Node^^^^ 
^ i )  
Fig. 7. Node splitting in a regression tree 
The process of partitioning is then recursively applied to all newly generated nodes until 
some stopping criterion is met. In our case, in order to ensure nonsingularity of E, a 
multivariate heuristic which dictates that the number of examples in a node has to be at least 
as large as the number of responses was used [14]. Furthermore, after a tree is completely 
grown in the prescribed manner, some type of pruning will prove beneficial should the prob­
lem of overspecialization cause detrimental effects on overall efficiency of the learning sys­
tem [6]. 
After the learning phase is complete, the induced tree contains a number of paths which 
start from the root and end in a terminal node or leaf. Each path therefore pinpoints a regres­
sion subsurface by the virtue of examples that are contained in its leaf. A leafs set of exam­
ples can be viewed as a cluster in the response region which is characterized by its mean 
vector |i and covariance S. The goodness of these clusters is in turn determined by a variety 
of statistical and fuzzy partitioning techniques which are explained below. In ensuing discus­
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sions assume that the response matrix at a given node is R (m x p matrix) which contains m 
p-dimensional response vectors and that covariance of R is 2. For fuzzy splitting criteria fur­
ther assume that R is converted to the multidimensional fuzzy set M (m x p matrix) by 
fuzzifying individual responses rjj in R into iiy in M using one of the following (user option): 
/  A\  , ,  l incQf /„  ^  rnin\ / /^  rnQX „  min\  • i  j  ^ W lijj ^ i=l,...,mandj=l,...,p 
(5) |i.jj = a [1 - exp{-b a and b are user-defined [30] 
It must be mentioned that for a given response j, rj"^'" and rj"^^* are found by scanning 
rows (i=l,...,m) of R, and they can be interchanged depending upon whether the goal is to 
maximize or minimize the given response j in the fuzzy domain. 
The first two nonfuzzy splitting criteria (Methods 1 & 2) used for tree induction are the 
trace and determinant of the covariance matrix which denote the sum of individual response 
variances and the generalized variance, respectively [12]. Minimization of trace, which to­
tally ignores the interaction among responses, attempts to locate spherically-shaped response 
clusters where individual variances are minimal. Minimization of the generalized variance 
(IZI hereinafter), on the other hand, helps identify parallelotopes formed by response vectors 
which have minimal volume [35]. To clarify this second criterion, the geometric interpreta­
tions of ISI are briefly discussed below. 
Assuming that the number of observations in a multivariate population is p (number of 
responses), each observation vector can be represented in a space where coordinate axes cor­
respond to individual vectors (test space). Thus, each point of test vector has two important 
properties. First, when scores of a vector X = (x,,...,xp) are deviations from the mean 
the length of a test vector is: 
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(6) IXp = Si=, pXi2=(p-l)a-
where a' is the variance of the test vector. And second, the cosine of the angle between any 
two test vectors X, and X, (0) is the product-moment correlation between these tests. In 
other words, the determinant of a simple dispersion matrix S for two responses, for example, 
can be written as CT,^a2^(l-r^) where r is the correlation coefficience between the two afore­
mentioned responses. Hence, using algebraic manipulations we derive: 
(7)  a ,  =  cy,^a2^(l -cos-0)  =  a |"a,^sin^0 
But, as shown in (6), each standard deviation is l/(p-l) times the length of the corre­
sponding test vector. Therefore, as illustrated in Fig. 8, for p = 2, IZI corresponds to the 
square of the area of the parallelogram formed by the rescaled test vectors X, and X,. In the 
case p > 2, the generalized variance is the square of the p-dimensional volume of the 
parallelotope formed by the test vectors. 
/z = Go . sin0 
Fig. 8. A geometric interpretation of ILI 
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The third partitioning rule (Method 3) uses Bozdogan's information-theoretic covari-
ance complexity measure which is typically used for selection and evaluation of multivariate 
models [4]. Essentially, the covariance complexity metric measures how the individual 
subcomponents of a model or a system interact with one another. In the case of multivariate 
regression trees, we use a tree as a representative of an underlying model that is to be cap­
tured through the induction process. The main underlying assumption here is that a 
multivariate density function f(X) with a p-dimensional mean vector [1 and a p x p positive 
semi-defmite covariance matrix Z under investigation is defined by; 
As regards the information-theoretic measure of complexity, we define the quantity I{X) 
as the measure of interaction between random variables x,,..., Xp and express it in terms of 
the previously defined marginal and joint entropies as: 
(8) f(X) = f(xi Xp) = (27C)-"-^p exp{-0.5 (X-^)' Z"'(X-^)} -0.5p |y|-0.5 
where the marginal entropy of i{Xp is denoted by: 
(9) mXj) =-E[logf{Xj)] =- j[xpi0gf{xj)dxj 
and the joint entropy of f(X) is: 
(10) H(X) =-E[log/(X)] f(Xi xp)l0gf(xj,...,xp)dxf ...dxp 
P 
( 1 1 )  I { , X )  =  / ( x ,  X p )  =  y ^ H j X j ) -  H { x ^ , . . . , x p )  
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Given the previous definition of joint entropy, we can then compute H(X) as follows: 
(12) H(X) = H(x, Xp) = 0.5p log(27c) + .5 loglSI + 0.5 £[(X-ix)' I"'(X-n)] 
and since 
(13) £[(X-^)'r'(X-H)] = E[5Cp2] = p 
we easily obtain the following two expressions for the joint and marginal entropies, H(X) 
and H(Xj), respectively (j=l,..p). 
(14) H(X) = H(x, Xp) = 0.5p log(27t) + .5 logEI + 0.5p 
(15) H(X^.) = 0.5 log(27C) + .5 log(Cj^) + 0.5 
The total amount of interaction or informational complexity I(X) is then computed as: 
(16) Co(^) = I(Xj Xp) = 
P 
^2^log(2jc) +.5 log{aJ) + 0.5]-.5plogiljt)- Q.5 log\S\- 0.5p 
;=i 
which in turn reduces to: 
P P 
(17) Co(20 = 0.5 ^  [logipt)]- 0.5 log |2'| = 0.5 /ogJJ(or/)- 0.5 log |2'| 
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2 2 But since the geometric mean of the individual variances aj can be manipulated as: 
i 
(18) £ log 
and also because of the following inequality relation between the arithmetic and geometric 
means of the individual variances: 
j-i 
we can maximize the total amount of information gain I(X) by rewriting CQ(Z) as: 
(20) Uog - 0.5 log\I\ 
The sum of variances of random variables, however, is the trace (tr) of the covariance ma­
trix Z. Therefore, the final expression for the measure of covariance complexity is: 
(21) ^ -\log\X\ 
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At each level of partitioning, then, a given node's original population of responses R is di­
vided into two subpopulations such that the covariance complexity of the resulting 
subpopulations are minimal. The overall task hence is to evaluate the degree of interaction 
that exists between responses in R and select partitions which result in minimal entropy or 
disorder. This can be accomplished by assigning the above measure of covariance complex­
ity (CQ(2)) to the covariance matrix of a population R and during the tree growing process 
successively split a parent node into two nodes such that the measures of covariance com­
plexity of the newly generated nodes are minimal. 
The next two partitioning criteria (Methods 4 and 5) are based on Pearson's parametric 
[17] and Kendall's nonparametric [33] measures of association p and t, respectively. The 
main motivation here is to discover the degrees of relationship between two responses R and 
S which may involve linear or nonlinear components. It must be emphasized that Pearson's 
p is particularly suitable for situations where responses exhibit linear relationship. However, 
in many situations, linear approximations may become extremely misleading when the rela­
tionships involve nonlinear components. To this end, Kendall developed the correlation 
measure x which is not based on any parametric assumptions and is more likely to discover 
monotonic behavior between responses. 
More formally, given the data (R|,S|),...,(R^,S,^), Pearson's degree of linear relationship 
p between responses R and S is: 
(22) = S,., J, [(R, - - S-™)1 / A, • OS 
where and are the standard deviations of R and S, respectively. Also, Kendall's degree 
of monotonic relationship between R and S is; 
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(23) TRS= [2/N(N-l)]Ei^jI[sign(Rj-Rj).sign(Si-Sj)] 
where the sign function takes values +1, 0 or -1 depending upon whether its argument is 
positive, zero or negative. For the sake of simplicity, the following passage generically re­
fers to p and T as X since the forthcoming analysis is symmetric with respect to both of these 
measures. 
The measure of association % attempts to discover the relationship between any two 
given responses. For example, if R and S tend to grow in a similar direction, Xrs approaches 
I. Conversely, if approaches -1, it is concluded that R and S grow in opposite directions. 
Furthermore, Xrs values near 0 imply absence of any relationship (linear in the case of p and 
monotonic in the case of T) between the two responses (see Fig. 9). 
Considering this, we can now incorporate elements from fuzzy logic as follows. Assume 
that a particular node's set M contains fuzzified responses as explained previously. Now, re­
gardless of whether any individual response is to be maximized or minimized, the chief goal 
in the fuzzy domain is to locate regions where fuzzy responses approach their maximum val­
ues. Hence, given M, we obtain the matrix of correlation coefficients T (p by p matrix) 
where each Xy for responses i and j (1, j = 1 p) is computed using Pearson's or Kendall's 
measures (Xjj = 1> Xi>j = Xi < j )• Note that since T is symmetric, only its above-diagonal ele­
ments, Xi < j, are considered for further calculations. These p(p-l)/2 elements, which are 
pairwise measures of association between fuzzy responses in M, take values between -1 and 
1. However, the desired clusters to be found are those for which as many of these correlation 
values approach 1 as possible which simply means that all or most of the responses are ap­
proaching their expected extrema in a given region. To accomplish this, T's above-diagonal 
Xij correlation coefficients are fuzzified using either linear or exponential membership 
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• R  
5^RS ~ ^ 
S 
i L 
•R 
(b) Xrs = -1 
S 
i i 
•R 
5tRS ~ ® 
Fig. 9. Correlation between responses R and S 
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function transformations. The aspiration levels of -1 and 1 are used in the fuzzification proc­
ess to indicate that correlation values of 1 are desirable to attain maximum degree of 
belongingness. The cluster under consideration is then assigned the degree of trend fitness: 
(24) mM; = [min,{H(x,)}] k=l,..., p(p-l)/2 
The overall objective, therefore, is to identify splits for which the produced clusters have 
maximal TF measures. 
The sixth splitting criterion (Method 6) is based on Bellman and Zadeh's approach to 
multiobjective optimization [3]. To give a brief overview, consider making a decision D 
which can be seen as a confluence of n objectives and constraints denoted by responses 
R|,..., R^. The optimal decision in the fuzzy domain then can simply be viewed as the inter­
section of fuzzy sets ii(R|),...,|i(Rn) where each n(Ri) is calculated using appropriate mem­
bership function transformations. More formally, the optimization task can be formulated as 
finding an optimum predictor vector X* for which the measure: 
(25) HD(X*) = mini{|i(Ri(X))} 
is maximized. Typically, after proper transformation of the problem at hand into the fuzzy 
domain, X* is found using nonlinear programming [28]. In our framework, however, 
Bellman-Zadeh's approach is used for partitioning a node such that the measure: 
(26) BZ(M) = [max ; min j {iiy}] i=l,...,m and j=l,...,p 
144 
is maximized for a particular multidimensional fuzzy set M under consideration. 
The last inductive partitioning technique (Method 7) to be discussed relies on fuzzy en­
tropy [21]. Basically, given a fuzzy set A with its complement fuzzy entropy of A: 
(27) FE(A) = C°(A, A") / C"(A, A') 
measures how fuzzy actually A is, where C° and C" denote counts of overlap and underlap 
between A and A*^, respectively. In a top-down inductive approach, the fuzzy entropy meas­
ure can be used to identify fuzzy clusters M which exhibit minimal amount of fuzziness at 
each partitioning level. The basic definition of entropy, however, has to be extended so that 
fuzziness of the multidimensional fuzzy set M can be calculated. To accomplish this, first, 
M's complement, is calculated where each in is complement of jijj in M. Then, 
fuzzy sets I and U (both m by p matrices), which denote the intersection and union of M and 
are calculated where elements i|j in I and Uy in U are min(|i,jj, li.'^jj) and max(|ijj, |i'^jj), re­
spectively. Consequently, we define the fuzzy entropy measure of a multidimensional fuzzy 
set M as: 
(28) F£'('Mj= [maXj minj{ijj}]/[maXj minjfUjj)] i=l,...,m and j = 1 p 
During the course of tree induction, then, the attribute/threshold pair for which the resulting 
clusters have minimal fuzzy entropy are selected and the node is split accordingly. 
One final comment concerning fuzzy logic-based methods 4 through 7 needs to be made 
at this point. The standard min and max operators are strict or pessimistic in the sense that 
their aggregated outputs can never exceed the highest input or be lower than the lowest in­
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put, respectively. Fuzzy set theory, however, provides a host of more optimistic aggregation 
connectives for integrating membership functions. In order to investigate the effects of some 
of these connectives on overall learning efficiency of the system, it was decided to incorpo­
rate the option of using either standard min/max operators or, alternatively. Yager's opera­
tors [22]: 
(29) mfl;cYager(^ii, 1^2) = 
(30) m//2Yager(h' 1^) = 1 " " V^i)^ + (1 " 
(31) complementy^^^ (|X) = (1 - M-^)' 
where parameter w > 0 can be varied for achieving various degrees of optimism. An interest­
ing fact to be mentioned is that for w » 0,Yager's min/max connectives converge to their 
standard definitions. 
A Design Example 
In this section we present a canonical example relating to process optimization of an 
electric discharge machining (EDM) procedure [25]. Before discussing the actual results, 
however, three crucial issues which are directly related to performance evaluation of a learn­
ing system must be closely examined: (1) the resampling technique for preparation of train­
ing and testing cases, (2) variance-stabilization for parametric splitting rules which rely ex­
clusively on at least the assumption of normal distribution of the underlying observed data 
vectors, and (3) the regression error analysis. 
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Resampling Techniques 
An important step towards construction and evaluation of a learning system concerns 
with the preparation of training and testing samples. An obvious solution is to perform the 
training and testing procedures on the same set of data and compute the apparent error rate 
which can be a highly overoptimistic estimate of a learning system's performance. A statisti­
cally rigorous technique for producing better error estimates is random subsampling. In this 
technique, a data set is divided into multiple random train-and-test subsets and the overall 
error estimate is essentially the average of the error rates for regression models derived for 
the independently and randomly generated training-and-testing partitions [37]. 
In regards to preparation of training and testing cases for the EDMP example that will 
be discussed later, the design region (X,, Xj) was sampled in 900 distinct points between 
(a,b) and (c,d) in order to ensure that the response surfaces were adequately represented to 
the learning algorithm. Note that the design variables X, and X, vary respectively in closed 
intervals [a,c] and [b,d]. The 900 points were then randomly shuffled and divided into two 
sets of size 450 each, namely, 74^^) and The set T450 was dedicated entirely to testing 
purposes while L45oWas used for the learning process. Samples of size 100, 150 and 200 
were then randomly drawn from the overall learning set L450. The learning phase then pro­
ceeded by inducing a regression tree on each of the randomly drawn samples L,,,,, and 
L200 for each of the fuzzy and nonfuzzy splitting methods. This entire process of random se­
lection of training samples, learning and testing was repeated a total of five times for each 
tree-growing technique so that results could be represented with 95% confidence (t-
distribution). It must be mentioned that for this particular example, empirical studies indi­
cated samples of size less than 100 (i.e., 100 function evaluations) were not able to convey 
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enough information to the learning algorithm. In other problems, however, smaller samples 
may provide the learning algorithm with the necessary generalization power. 
V ariance-Stabilization 
When building linear models, a crucial consideration is with the effects of violations of 
distributional assumptions in multivariate statistical analysis [16]. All of the parametric split­
ting rules used in this work are derived under at least the assumption of multivariate normal­
ity which ensures that the data vectors are independent random samples from a population 
in which any linear combination of the variables in the data vector is normally distributed 
[2]. In reality however it may not be possible to satisfy the normality requirement due to the 
skewed distributional nature of the gathered data. For example, the arithmetic mean of a 
population may not necessarily correspond to the point where 68% of the population falls 
within one standard deviation of the mean. The common solution for this situation is to use 
two types of variance stabilization techniques: Log transformation and rank transformation. 
The log transformation is a powerful technique which smoothes the underlying data dis­
tribution in such a way that the log of a non-normal response is more likely to follow or ap­
proach normal distribution while the original response will then have a lognormal distribu­
tion [16]. Furthermore, aside from elimination of some of the nonlinear components of the 
original responses, the log transformed data causes the arithmetic means to be converted to 
geometric means which are better indicators of central tendencies of a population. Mention 
must be made that log transformation are routinely used in the field of optimization espe­
cially in the area of quality control [27]. 
The rank transformation procedures, on the other hand, are ones in which the usual 
parametric procedure is applied to the ranks of the data instead of the data themselves [39]. 
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The rank transformed data therefore better approximate normal distribution due to the fact 
that ranks are drawn from a population (natural numbers) where individual members have 
equal probability of occurrence. Another advantage of rank transformed data is that instead 
of employing nonparametric tests of significance, parametric models can still be employed 
while the underlying data are readily represented in terms of their respective ranks. 
Mention must be made that in this work both types of power transformation, namely log 
and rank transformations, were attempted. The empirical results obtained indicated that log 
transformation in general produced far more accurate results than the rank-ordered data, and 
therefore, the results presented later in this section are entirely based on stabilizations 
achieved while performing learning in the log domain. 
Regression Error Analysis 
The error analysis used for the multivariate regression tree models in this work is based 
on CART'S approach [6]. Essentially, given a learning sample L consisting of (x,, y|),...,(x,^, 
y^), a predictor d{\) has a corresponding error estimate R*(,d). Assuming that L is divided 
into training set L, and testing set L, which respectively contain N, and N, examples, CART 
computes the error of the predictor d{\) which is built on L^ as: 
(32) R*(tO = (1/N,) Z (y„ - i/(x J)- for all x^, and y^, in L, 
The mean squared error for regression however depends on the scale in which the re­
sponse is measured. For this reason, a normalized measure of accuracy R*(|i) which re­
moves the scale dependence is often used. The idea here is that |X is the baseline predictor for 
Y if nothing is known about X. Then, the performance of any predictor d based on X can be 
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normalized by computing a relative error term RE*(^/): 
(33) RE*{d) = R*{d)fR*{\L) 
The relative error is always nonnegative and is usually, but not always, less than 1. Most 
sensible predictors rf(x) are more accurate than |j. and hence result in RE*(d) < 1. 
In order to accommodate this type of analysis in multivariate linear models, the follow­
ing extensions were implemented. As mentioned before, an overall regression surface in a 
regression tree approach is represented by a number of simpler regression subsurfaces which 
are represented by leaves of the tree along various paths. Let's assume that during the testing 
phase of an induced tree a test case X falls in a leaf identified by a normal population N(|i, 
Z). The weighted Euclidean distance between vector X and population N, namely A(X,N), is 
called the Mahalanobis distance [12] which in an essence takes into account the covariance 
of the identified population N at a given leaf. The distance A(X,N) is defined as: 
(34) A-(X,N) = (X-^)'r' (X-n) 
Hence, we express R*(rf) as: 
(35) R*{d) = A(X,N) 
and the mean estimate as; 
(36) R*(JI) = (y - )i)' 2"' (y - |i) for all y in population N(|X,Z) 
and compute the relative regression error RE*(£0 in the manner prescribed earlier. 
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The EDM Process 
The last example presented in this section concerns with optimization of an electric dis­
charge machining (EDM) process [25]. In this process the main input quantities are pule du­
ration (Tj), pulse interval (TQ), amplitude of the discharge current (I), erosion diameter ((])) 
and erosion depth (g). The optimization process for the four objective functions can be for­
mally stated as: 
Objectives: 
Maximize metal removal rate, mm^/min 
Minimize electrode wear, 5 % 
Minimize machine power consumption, N IV 
Minimize surface roughness, mm 
where dependencies between input and output quantities were experimentally determined 
through a series of statistical regression analyses with the following results: 
-1.555 + 0.047 In TO + 0.276 In (t» + 0.051 In g -0.174 ln<|) - 0.107 + 0.155 In g 
^-1.067-0.124 In gg-0.742 
(38) 5= g-81.5091 5.634-0.349 In Ti-0.335 In TO+ 0.119 ln(t) +0.174 In g 
ry 3.726 - 0.551 In TO - 0.344 In (j) + 0.253 In gT, - 0.207 Inij) + 13.609 + 0.207 In g 
M ^0 
^12.219-0.71 In gg-3.102 
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(39) R = ''"' '" TO + 0.135 liw]) - 0.00 ling 
rp -1.199 - 0.085 In TO - 0.027 In 0 - 0.017 In g -0.17 Incj) -1.551 + 0.155 In g 
N ^0 
^-1.967-0.345 In gg-2.387 
y 0.230 + 0.071 In TO - 0.048 In (t) + 0.016 In g rp -0.197 \n^ + 0.845 - 0.058 In g 
i 0 
^0.557 - 0.003 In g 0.005 
In order to realistically reduce the size of the search space in this problem, it is assumed 
that the selection of the optimal machining conditions is fixed for the workpiece whose di­
ameter (j) = 68 mm and depth g = 6 mm. Furthermore, the three remaining three input quanti­
ties vary as follows: 
500 <= Tj <= 2000 
64 <= I <=128 
125 <= To <= 250 
The preparation of the training and testing samples in this example was performed iden­
tical in the manner described for the first two examples. After completion of the learning 
phase, the relative regression errors with 95% confidence were computed which appear in 
Table I. 
The predicted and verified Pareto-optimal solutions along with the range of responses 
for the four objective functions in the EDM process are also respectively summarized in Ta­
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bles 2, 3 and 4. Note that the first solution appearing in Tables 2 and 3 was reported by 
Osyczka and was obtained using an ordinary vector optimization technique. Again, our solu­
tions our superior to conventional solutions in that the design region with its associated tol­
erance regions offers a degree of flexibility during the design process which other techniques 
clearly lack. 
Table 1. Relative regression errors for EDMP example 
Method 
'^lOO ^150 ^00 
1 0.046 ± 0.0068 0.042 ± 0.0055 0.038 ±0.0103 
2 0.058 ± 0.0055 0.056 ± 0.0068 0.050 ± 0.0087 
3 0.007 ± 0.0022 0.005 ± 0.0034 0.004 ±0.0026 
4 
Linear 
MinMax 
Yager 
Nonlinear 
MinMax 
0.044 ± 0.0068 
0.024 ±0.0111 
0.030 ± 0.0000 
0.026 ± 0.0068 
0.020 ± 0.0087 
0.024 ±0.0141 
0.022 ±0.0103 
0.012 ± 0.0055 
0.010 ±0.0000 
5 
Linear 
MinMax 
Yager 
Nonlinear 
MinMax 
0.048 ±0.0103 
0.046 ±0.0111 
0.046 ±0.0111 
0.032 ± 0.0055 
0.032 ± 0.0055 
0.032 ± 0.0055 
0.024 ± 0.0068 
0.018 ±0.0055 
0.022 ± 0.0055 
6 
Linear 
MinMax 
Yager 
Nonlinear 
MinMax 
0.024 ± 0.0207 
0.024 ±0.0111 
0.010 ± 0.0000 
0.021 ±0.0143 
0.016 ±0.0068 
0.010 ±0.0067 
0.009 ± 0.0005 
0.009 ± 0.0005 
0.008 ±0.0011 
7 
Linear 
MinMax 
Yager 
Nonlinear 
MinMax 
0.030 ±0.0196 
0.022 ±0.0103 
0.010 ± 0.0000 
0.028 ± 0.0296 
0.012 ± 0.0055 
0.010 ±0.0067 
0.024 ± 0.0111 
0.009 ±0.0111 
0.008 ±0.0015 
153 
Table 2. Predicted optimal solutions generated for EDMP example 
Method Optimum values of 
design variables 
Predicted Pareto-Optimai 
(I,T.,To) Qv 5 N R„ X 
Osyczka (64, 2000, 125) 2458 0.24 3727 0.376 
1 ,2  [64,72] [1732,2000] [237,250] 2376 0.22 3709 0.164 
1 [64,69] [1732,2000] [237,250] 2376 0.22 3709 0.164 
3 [64,72] [1732,2000] [212,250] 2433 0.23 3758 0.170 
[64,69] [1732,2000] [162,187] 2475 0.24 3774 0.253 
4 [64,77] [1732,2000] [237,250] 2559 0.24 3874 0.167 
[64,73] [1732,2000] [187,212] 2508 0.24 3815 0.217 
5 ,6  [64,77] [1732,2000] [162,187] 2642 0.26 3930 0.258 
5 [64,69] [1732,2000] [212,237] 2459 0.23 3777 0.187 
6 [64,67] [1732,2000] [162,250] 2396 0.22 3715 0.201 
7 [64,67] [1732,2000] [162,187] 2475 0.24 3774 0.253 
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Table 3. Verified optimal solutions generated for EDMP example 
M 
e 
t 
h 
o 
d 
Optimum values of 
design variables 
a,Ti,To) 
Verifled Pareto-Optimal 
Qy 5 N 
0 (64, 2000,125) 2458 0.24 3727 0.376 
1 
2 
[64,72] [1732,2000] [237,250] 2474 ± 139 0.27 ± 0.02 3766 ± 128 0.181 ± 0.008 
1 [64,69] [1732,2000] [237,250] 2393 ±91 0.25 ±0.02 3693 ± 87 0.179 + 0.008 
3 [64,72] [1732,2000] [212,250] 
[64,69] [1732,2000] [162,187] 
2490 ± 154 0.27 ±0.03 3777 ±141 0.193 ±0.014 
2490 ±95 0.27 ±0.02 3762 ±91 0.270 ±0.017 
4 [64,77] [1732,2000] [237,250] 
[64,73] [1732,2000] [187,212] 
2585 ±218 0.28 ±0.03 3862 ± 195 0.183 ±0.009 
2562 ± 159 0.28 ±0.03 3835 ± 146 0.232 ±0.014 
5 
6 
[64,77] [1732,2000] [162,187] 2688 ±226 0.30 ±0.04 3943 ±207 0.276 ±0.018 
5 [64,69] [1732,2000] [212,237] 2418 ±92 0.26 ±0.02 3711 ±88 0.199 ±0.011 
6 [64,67] [1732,2000] [162,250] 2389 ±70 0.26 ±0.02 3679 ± 66 0.222 ±0.035 
7 [64,67] [1732,2000] [162,187] 2435 ±62 0.26 ±0.02 3711 ±62 0.268 ±0.016 
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Table 4. Range of responses in the design region (64, 500, 125) to 
(128, 2000, 250) 
Response Minimum Maximum 
Qv 1994 6797 
5 0.21 13.14 
N 2838 7202 
Ra 0.000161 0.0012 
Conclusions 
In this paper we introduced a new methodology within which the problem of 
multiobjective optimization is transformed into induction of multivariate regression trees. 
One of the main advantages of our approach to optimization, in contrast to a host of other 
conventional techniques, is that it not only identifies Pareto-optimal solutions, but it also ex­
plicates the knowledge which establishes the optimality of the generated solutions. This 
added capability is crucial during the design process where feasibility of various design sce­
narios often has to be explored before a final decision is made. Moreover, we demonstrated 
how the tree growing process through inductive partitioning can be accomplished by utiliz­
ing a number of concepts from diverse fields of statistics and fuzzy logic. In particular, 
.seven splitting criteria were devised and implemented which include: two statistical methods 
based on dispersion matrices, an information-theoretic measure of covariance complexity 
which is typically used for obtaining multivariate linear models, two newly formulated fuzzy 
approaches based on Pearson's parametric and Kendall's nonparametric measures of asso­
ciation, Bellman-Zadeh's fuzzy approach to optimization in an inductive framework, and fi­
nally, the multidimensional extension of a fuzzy measure of entropy. 
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We also compared the overall performance of the learning system for the fuzzy and 
nonfuzzy methods. Our empirical results indicate that fuzzy inductive partitioning criteria 
used during the tree-growing process offer a degree of flexibility in terms of the learning 
system's efficiency which traditional multivariate statistical methods lack. To illustrate this 
point, we presented a multiobjective design problem which dealt with optimization of an 
electric discharge machining (EDM) process. 
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GENERAL CONCLUSIONS 
In this dissertation we have presented six papers which discuss a number of issues and 
application areas relating to the topic of inductive learning of decision trees and regression 
trees. 
In the first paper, a new approach to incremental construction of ID3-type decision trees 
was described. The main motivation behind conception of our proposed solution, called 
IDea, is that previous solutions to incremental learning such as ID4 and IDS algorithms were 
seen inadequate due to their instance-by-instance type of approach to incremental learning. 
In contrast, IDea uses incremental batch learning which can essentially be viewed as learn­
ing from multiple batches containing multiple examples. One advantage of batch learning is 
that learning in noisy domains is shown to be more accurate if it is tuned for more than one 
example at a time. Furthermore, we demonstrated how IDea's storage requirements, and 
hence, its computational complexity can greatly be reduced by adopting instance selection 
techniques commonly used in instance-based learning (IBL) algorithms. The experiments we 
conducted show that IDea's performance is comparable to, and in some instances better 
than, that of single-batch IDS algorithm while using notably fewer training instances. 
In the second paper we introduced a new technique for reducing the dimensionality of a 
given set of training examples along the two dimensions of instance space and feature or at­
tribute space. The rationale behind development of our technique lies in the fact that in most 
real-world applications, in the absence of any universal criteria for preparation of appropri­
ate training information, inductive machine learning systems are often inundated with multi­
tudes of examples which can contain superfluous information. The presence of these data re­
dundancies in turn can degrade the performance of an inductive learner such as a neural net­
work. Our proposed methodology here effectively eliminates such redundancies by creating 
a synergy whereby incremental batch learning of an inductive decision tree algorithm is util­
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ized to select a subset of an original set of training data which is deemed as most informa­
tive. Our empirical results on the problem of classification/detection of hard-alpha inclusions 
in titanium alloys indicate that inductive neural learning of a standard connectionist network 
can generally benefit from such data reductions in two ways: First, in terms of improvements 
in the classification accuracy of the inductive learner; and second, in terms of savings in the 
amount of time that is needed to train the network. 
In the third paper we made the observation that with the rapid pace of growth in engi­
neering design and manufacturing, it is crucial for designers, who may not be expert process 
or analysis engineers, to have a working knowledge of materials selection and performance 
issues. In absence of real materials experts, however, searching for various types of materi­
als information is a time-consuming task which requires extensive examination of product 
sheets, catalogs, reference books, or property databases. Consequently, our solution to this 
problem is to use an ID3-type decision tree learning system that can automatically discover 
knowledge of materials selection from a commercially available property database. This 
knowledge is represented in the familiar form of IF-THEN rules which are readily made 
available to designers. Moreover, we showed that our developed ID3-type classifier is suit­
able for real world-applications where training materials information may be impre­
cise/missing or become available incrementally over time. 
In the last three papers we introduced a novel methodology within which the problem of 
multiobjective optimization is transformed into induction of multivariate regression trees. 
Moreover, we demonstrated how the tree growing process can be accomplished by utilizing 
a number of concepts from diverse fields of statistics and fuzzy logic. In particular, seven 
splitting criteria were devised and implemented which include: three statistical methods 
based on dispersion matrices, two newly formulated fuzzy approaches based on Pearson's 
parametric and Kendall's nonparametric measures of association, Bellman-Zadeh's fuzzy 
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approach to optimization in an inductive framework, and finally, the multidimensional ex­
tension of a fuzzy measure of entropy. We also compared the overall performance of the 
learning system for the fuzzy and nonfuzzy methods. Our empirical results indicate that 
utilization of fuzzy splitting criteria offers a degree of flexibility in terms of the learning sys­
tem's efficiency which traditional multivariate statistical methods lack. To illustrate this 
point, we presented three examples which respectively deal with multiobjective design of a 
three-bar truss, a beam, and an electric discharge machining (EDM) process. 
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