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ABSTRACT
In many geophysical studies the earth is assumed to be
laterally homogeneous. Although this is often a good first
approximation, seismologists are becoming increasingly con-
cerned with the significant violations of this assumption in
the real earth. A method is described in this thesis by
which the influence of these heterogeneities on seismic waves
can be calculated.
The method is based on a straightforward finite differ-
ence approximation of the equations of motion and boundary
conditions. The specific problems dealt with in this thesis
are for variation in only two spatial dimensions, but the
technique can, in principle, be extended to three-dimensional
calculations. Furthermore, most of the calculations are for
SH motion and Love waves, although some examples of P-SV
motion are presented. By combining analytical solutions with
the finite difference calculations, it is possible to numeri-
cally model the propagation of a source-free wave, of a given
type, through a region of heterogeneity. The heterogeneities
considered are formed by variations in thickness of uniform
layers covering a half-space.
The applicability of the method is tested by solving
several problems of known solution. The method is then exten-
ded, and tested further, by studying fundamental mode Love
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waves propagating on one- and two-layered half-spaces with
thickness changes and material properties appropriate to an
ocean-continent boundary and variations in the low-velocity
layer in the upper mantle. The results from the ocean-
continent problem indicate that significant perturbations of
both the phase and amplitude spectrums of Love waves can
occur in the vicinity of the transition region. These per-
turbations produce anisotropies in the phase velocity of
waves propagating in both directions across a given station
pair. This anisotropy is large enough to be measurable and
can be accurately resolved by the finite difference technique
These perturbations become less important at a distance from
the boundary. In particular, the behavior at a distance
justifies the calculation of effective long-path phase and
group velocities by an averaging of local phase and group
delays, which are calculated from flat layer theory, and also
indicates a simple correction for the effect of the ocean-
continent boundary on the amplitudes of the transmitted waves.
This correction can be used in studies of anelasticity and
also earthquake source mechanisms based on equalization of
spectral amplitudes.
The results from the low velocity zone model also show
anisotropy in the phase velocities and characteristic beha-
vior of the amplitude spectra. These results are used to
interpret some anomalous measurements made on Love waves
propagating between two sites on the edge of the Canadian
Shield in Northern Canada. Although the probable three-
dimensional character of the structure precludes a quantita-
tive interpretation, the results support a simplified model
of the structure proposed by Wickens and Pec (1968).
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CHAPTER I
INTRODUCTION
Purpose of the investigation
Historically, with the exception of local refraction
and reflection surveys, seismological methods used in the
exploration of the earth's structure have been most useful
when that structure is heterogeneous in a vertical direction
only. This is primarily because the mathematical solutions
to simplified models of the earth, from which quantitative
interpretations of observations are based, are relatively
straightforward when the geometry can be represented as nor-
mal surfaces in some system of separable coordinates. It is
also convenient that, depending on the scale of the measure-
ments, the earth can often be represented to a good first
approximation by a stack of concentric, relatively homogen-
eous shells or a patchwork system of plane layers. Recently,
however, data from the increasing number of standardized,
high-quality seismograph stations, coupled with more inten-
sive local and regional studies, has led to the realization
that assumptions of laterally homogeneous, isotropic plane
layering may often be unjustified. As examples of this,
Greenfield and Shepard (1969) and Aki and Larner (1969),
among others, have found significant changes in the Moho
topography or deep crustal layering under the LASA in Eastern
Montana, and McGarr (1969) showed that a strong velocity
--- --- -- 13=-9--1--
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heterogeneity in the upper mantle exists across the ocean-
continent margin near California. Thus it is of practical,
as well as theoretical, interest to determine the effect of
such heterogeneities on the propagation of various elastic
waves. The emphasis in this thesis is on surface waves.
Perturbations from such structural complexities can be viewed
either as possible sources of noise and bias when the usual
simplifying assumptions mentioned above are applied, such as
in earthquake mechanism studies by amplitude equalization of
surface waves and long-path phase and group velocity measure-
ments, or as observational quantities from which structural
interpretations may be derived.
Because the geometry in such cases rarely coincides with
coordinate surfaces, the exact analytical computation of the
effects is extremely difficult, if not impossible. Two
approaches have been used, in the past, to circumvent this
difficulty: 1) approximate, theoretical solutions were dete-
rmhed and 2) laboratory model studies were performed. These
approaches, however, have some basic difficulties and can
only be used for a restricted class of problems. Many of
the heterogeneities that are of seismological interest cannot
be accurately treated by these techniques. The purpose of
this thesis is to investigate and apply a method, based on a
finite difference representation of the equations of motion,
that can be used to determine the influence on wave propaga-
tion of such heterogeneities.
-~_ I
Review: Approximate theoretical solutions. There has
been a great deal of work on the approximate treatment of
surface wave scattering by various obstacles. A descriptive
listing of some of this work follows; several of the methods
are discussed in more detail in Chapter IV and in Appendix B
and C.
A popular, and potentially exact, method for treating
such problems is to use a representation theorem giving the
displacement at some point as an integral involving the un-
known displacements and a Green's function around some closed
surface. The resulting integral equation can be solved
numerically for the displacements (Banaugh, 1962) or can be
reduced to a regular integral by making assumptions about the
unknown displacements along the integration path (Knopoff and
Mal, 1967; Mal and Herrera, 1965; Mal and Knopoff, 1965; Mal
and Knopoff, 1968). Alternatively, the integral equations
can be simplified by using an approximate Green's function
(Ghosh, 1962; Mal, 1962a). A different and numerically much
more convenient method is to assume an expansion of the scat-
tered field in eigenfunctions with unknown weighting coeffi-
cients which are determined by a variational scheme such that
some quantity, e.g., the mean square residual stress along a
boundary, is minimized. Alsop (1966), Kane and Spence (1965),
and McGarr and Alsop (1967) have applied this technique to
surface wave problems. Aki and Larner (1970) and Larner
(1969) used this method to calculate the scattered fields
arising from a body wave impinging upon irregular interfaces.
Although the techniques above are those most commonly
found in the literature, various other approaches can be used
to find approximate, theoretical solutions. Perturbation
methods have been employed by Mal (1962b) and Wolf (1967) to
obtain the fields scattered by constrictions in the thickness
of elastic waveguides. Wiener-Hopf techniques were used by
Kane (1966) and Sato (1961b) in problems in which the crustal
layering has a lateral, discontinuous change in properties.
The propagation of Rayleigh waves on the surface of a wedge
was treated, using an iterative scheme, by Kane and Spence
(1963). The condition of constructive interference was used
by Pec (1967) to determine the local phase velocity of Love
waves in a wedge-like layer covering a half-space.
Review: Laboratory model studies. Experimental investi-
gations of scattering problems most commonly use ultrasonic
modeling techniques. Using this technique, Gangi (1967),
Kato and Takagi (1956), Pilant et al (1964), and Suzuki and
Ishigaki (1958), among others, have investigated the scatter-
ing of P and Rayleigh waves by corners in wedges. Of more
relevance to the applications described in Chapter IV of this
thesis are the studies of Rayleigh wave propagation in layers
of nonuniform thickness made by Alexander (1963) and Kuo and
Thompson (1963).
Other types of model studies have also been used. Simi-
lar in concept to the above were the experiments by Press
I~__ ~
5(1957) and Suzuki and Kawai (1962) using flexural waves to
study the effect of lateral changes in structure. A totally
different technique is based on photoelasticity. Dally and
Lewis (1968) used this method in a particularly instructive
investigation of the propagation of Rayleigh waves past a
step change in surface elevation.
Discussion. The approximate, theoretical treatments of
surface wave propagation in laterally nonuniform structures
are usually only valid when the structure changes slowly with
respect to a wavelength, and even then only at far distances
from the effective sources induced by the heterogeneity. In
effect the contributions of body waves and attenuating modes
are usually ignored. Since actual measurements, however, are
often made close to heterogeneities of size comparable to the
wavelength involved, the application of the theoretical re-
sults to realistic earth models can be of questionable value.
In such cases laboratory model studies are often useful, for
the simplifying assumptions above need not be made. These
experimental studies, however, also have limitations: for
example, it is difficult to generate the type of motion one
is interested in, uncontaminated by other waves; heterogenei-
ties other than thickness changes cannot be modeled precisely;
experiments are inflexible both because of the finite range
of material properties available and because changing a model
requires a new fabrication.
6Many of the limitations above can be avoided, at least
in principle, by the numerical simulation of wave propagation
problems using a straightforward integration of the relevant
boundary value problems. Another justification for this
approach is that present digital computers can handle signi-
ficant problems at reasonable cost. A convenient feature of
the numerical model studies is that detailed displacements at
a given site or pictures of the total motion at a given time
can be obtained with equal ease. This is not true in any of
the laboratory experimental techniques.
The investigation in this thesis was partially motivated
by the successful application of finite difference techniques
to elastic wave propagation problems by Alterman and her
coworkers (reported in a series of papers referenced in Chap-
ter II). Alterman et al consider problems in which a point
source is imbedded in a spherically- or plane-layered earth.
The present work differs from theirs in that the propagation
of incident, source-free waves of a single type through real-
istic lateral heterogeneities is considered, and thus the
results should be more useful in interpretations of actual
data.
Outline of the thesis
For several reasons the majority of the computations
described in this thesis are limited to two-dimensional hori-
zontal shear motion: 1) less storage space and computer time
are required than in the corresponding vector elastic compu-
tations, and thus more realistic heterogeneities can be
modeled within the space-time limits available, 2) as opposed
to Rayleigh waves, laboratory model experiments involving
Love waves are impractical, and thus a numerical model ex-
periment must be used, 3) observations often indicate that
Love waves are more sensitive to structural complexities than
are Rayleigh waves.
The finite difference technique used to solve the boun-
dary-initial value problems resulting from simulation of the
wave propagation experiments is described in detail in Chap-
ter II. There it is shown how, by combining analytic solu-
tions with the finite difference calculations, it is possible
to follow the propagation of a pure, source-free transient
motion (such as a fundamental mode Love wave) through a
heterogeneous region.
The applicability and accuracy of the method is explored
in Chapter III, in which a number of problems possessing
analytical solutions are solved numerically. Several problems
with no analytical solution are also treated and the results
of one of these problems are verified by employing the en-
tirely different method of Aki and Larner (1970).
The results in Chapter III indicate that it should be
possible to simulate a more realistic surface-wave problem.
This is the topic of Chapter IV, which forms the main contri-
bution of this thesis. In this chapter, the solution to
m
8problems in which an incident Love wave propagates through
specific heterogeneities, modeled after some found in the
earth, demonstrates the usefulness of the finite difference
method in seismology. Two types of lateral heterogeneities
are considered. One is an idealization of an ocean-contin-
ent boundary and the other is a representation of lateral
changes in the depth and thickness of the low velocity layer
in the upper mantle.
Also included in Chapter IV is a comparison of the
finite difference results with those from several approximate
theories. Finally, the low velocity layer results are used
in a preliminary study of Love wave propagation in Northern
Canada.
A summary of the thesis and suggestions for future work
are contained in Chapter V. Several appendices conclude the
thesis.
9CHAPTER II
THE FINITE DIFFERENCE TECHNIQUE
Although numerical techniques for solving differential
equations have been in long use in several disciplines such
as meteorology, civil engineering, and mechanical engineering,
only recently have they been applied to problems of seismolo-
gical interest. In a series of papers, Alterman and her co-
workers have used a simple finite difference method for
solving the vector elastic equations of motion when subject
to some specific initial and boundary conditions (Alterman and
Kornfeld, 1968; Alterman and Karal, 1968; Alterman and
Rotenberg, 1969). This method was also used by Bertholf
(1966) to solve for the transient displacements in an elastic
finite cylindrical bar subjected to applied stresses at one
end. An alternative and more complex method was used by
Plamonden (1966) to compute the motion due to a spherical
source beneath the earth's surface. Even more complex methods,
which are capable of following the motion through regions of
plastic, shock, or brittle behavior, have been devised by
Maenchen and Sack (1963), among others. Another computational
scheme which has been very successful in studying eigenvibra-
tion problems and is currently being applied to stress wave
problems is the finite element method (Costantino, 1967).
The usefulness of any of the above schemes depends
greatly on the problem being solved; one must choose that
-_ 
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method which gives reasonable answers with the least amount
of storage space and computer time. For the problems in this
thesis the straightforward technique used by Bertholf and
Alterman is adequate. The essence of this technique is to
discretize the spatial-temporal space (as in Figure 1 where
each discrete point is referenced by three indices) and then
replace the differential equations and boundary conditions
by finite difference analogues. This results in a recursive
set of equations which can easily be solved for the displace-
ment at each grid point as a function of time if the motion
at two consecutive time steps is specified initially.
This chapter presents the method in a systematic fashion,
starting with a statement of the mathematical problem. This
is followed by a short section on the construction of finite
difference approximations to derivatives. These approxima-
tions are then used to reduce the equations of motion to a
system of algebraic equations. In order to complete the
system of equations the interface conditions must be used.
The treatment of these conditions such that accuracy and
stability are preserved is perhaps the most difficult part
of the finite difference method. A number of schemes for
approximating various interface conditions are presented.
The specification of initial displacements and a discussion
of sources completes the description of the technique.
Before, however, a numerical technique can be used with
confidence several important questions must be answered: do
11
(m,n,p+l)
S(m,n-l,p)
(m-l,n,p)o (m+l, n, p)
t (m,n,p)
(m,n+l,p) ,(m,n,p-I)
X
Z
Fig.l. A section of the discretized (x,z,t)-space. Any
point in the space is uniquely characterized by its x, z, and
t indices m, n, and p. The seven points shown here are those
used in the finite difference approximation of the equation of
wave motion discussed in the text. Note the uneven grid
spacing with z.
the difference approximations reduce to the differential des-
cription of the problem, and if so, what is the order of
accuracy? Is the method numerically stable? If stable, does
the computed solution converge to the correct solution of the
original problem as the grid spacings are made smaller? These
questions are discussed in the section on truncation, stabil-
ity, and convergence. A first approximation to the relative
error induced by several schemes for treating the boundary
conditions across a plane interface, along with a short dis-
cussion of grid spacings, concludes the section.
Some comments on the finite element technique are given
in the next section. A unification of the individual compo-
nents of the finite difference method into a computational
scheme, along with typical values of time and storage require-
ments, concludes the chapter.
Statement of problem
With the assumption that the motion depends on two dimen-
sions (x,z) only, the general equation of elastic wave motion
in homogeneous media:
2--%
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at
can be written in component form as
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where u,v,w are the x,y,z components of motion, P is the
density and p , X are the Lame parameters of the elastic
material. The symbol V2 stands for the Laplacian operator.
Equation (2b) represents SH motion; it is uncoupled from the
P-SV motion governed by Equations (2a) and (2c).
To complete the mathematical description of the problem
boundary and initial conditions must be specified. The most
usual boundary conditions are that the stress across the air-
earth interface vanish and that the stress and displacements
acting across any interfaces between two elastic media be
continuous. If the interfaces are parallel to planes z =
constant, we can write
a = 0 (3a)
zz
axz =0xz
--
(3b)
cyz = 0 (3c)
at a free surface and
( zz 1 = ( 2  (4a)
( Oxz) = ( Yxz )2 (4b)
( yz)l = ( a yz) 2  (4c)
at an interface, where the subscript outside the parentheses
denotes the medium, and the stresses are related to the dis-
placements by
S = ( X+ 2 l ) u +w 2 82 u zz ~x 3z 2 Dx
= Du + w
xz - z +  x
av
yz Dz
Here a X+2 , = - are the compressional and
shear velocities. If the interface is not parallel to one of
the coordinate directions a tensor transformation must be
used to write the continuous stress components in terms of
stress components in the original cartesian system. For SH
motion this transformation leads to a particularly simple
result:
- 0 (5)Tn
at the free surface and
(N @) l =  n)2 (6)
at an interface, where - stands for a derivative normal to
the interface. Since in this thesis only SH calculations will
involve nonparallel boundaries, the corresponding rotation
for the P-SV motion will not be given (cf. Nye, 1957).
Although sources can be included quite easily in the
formalism (Alterman and Karal, 1968), the basic assumption in
this thesis is that we are dealing with well-formed, source-
free waves which impinge on inhomogeneous, complicated struc-
tures. Because of the basic forward-step nature of wave pro-
pagation, this problem can be formulated quite easily. As an
example, consider Love wave propagation in the nonuniform
waveguide in Figure 2 (this type of lateral heterogeneity is
the subject of Chapter IV). Note that the thickness of the
layer for x<O is constant. We assume that a transient dis-
turbance has been set up by sources at an infinite distance
to the left such that at time t=0O the wave motion is confined
to the region x<0 and is appropriate to a Love wave propaga-
ting on a layer of constant thickness over a half-space.
Such a disturbance will completely satisfy the equations of
motion and boundary conditions. With this as
Free Surface
Half-space:p 
,p2
Fig. 2. The type of heterogeneity considered in
Chapter IV in this thesis. The two elastic mater-
ials are in welded contact at the interface z=n(x).
region of
heterogeneity
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a starting condition, the system is turned loose and the
transient disturbance is propagated into the inhomogeneous
region. This is accomplished by employing a finite difference
approximation to the problem.
Finite differences
Two common ways of generating finite difference approxi-
mations to derivatives are to use a Taylor series expansion
and to differentiate an interpolating polynomial. The first
method gives an expression for the truncation error and the
second is more compact and is easier to use when dealing with
several grid points having unequal lattice spacings. As an
example of the latter method, let the displacement field at
any point (x,z) in the continuum be represented by a Lagrange
interpolating polynomial involving the field values at dis-
crete points. Using the grid arrangement and index notation
in Figure 3 such a polynomial fitting the nine points illus-
trated is given by
m+l n+l
A(x,z) = E E Y ijvij (7)
i=m-1 j=n-1
where vi) is the known value of v at x=x i , z=z. and yij are
functions of (x,z) given by
P. (x,z)
Yij(x,z) - P..(x,z)
P 1 Ji(if
mIh,
II 1 12
h2
Fig.3. Lattice used in derivation of finite difference
approximations to derivatives.
- - __ I-P----C-- I
b
m+1 n+l
P. .(x,z) = H H (x-x k ) (z-z)
3 k=m-l £=n-l
kfi £#j
The notation xk stands for the horizontal distance be-
tween the origin and the vertical grid line indicated by the
index k. Because of the property Yij(xk, z ) = 6 ik 6j'
where Sij is the kronecker delta, the polynomial approxima-
tion is exact at points xi , z.. The polynomial ' is, of
course, only an approximation to the actual function v at
points other than the nine grid points to which it is fit.
We assume that the actual function is smooth enough such that
'V(x,z) = v(x,z) in the local region around xm , zn. Taking
the second derivatives of v with respect to x and z, and
evaluating the result at x=xm, z=zn yields the following ap-
proximations for the derivatives of v (where the super- and
subscripts represent, as discussed at the end of this section,
discrete time and spatial locations).
2 v) P  2 P 2 P 2 P( ______v - 7v + v (8)
Dx m,n 1i 2 1 2 2 1 2)Vm+,n
(2v 2 P 2 P  2 P( ) v v + (9)
z 2 h l (h l +h 2 ) m,n-l h l h 2 m,n h 2 (hl+h2 ) m,n+l
2  1 h v (k -9 )h32v - 2 2 m-l,n-l 1 2 2 P
x m,n 1 1 2 1 1 2hl(hl+h2) m,n-1
hP 92 (h-h )n1 2 m+1,n-1 2 1 2 P
2 (1 +2)hl(hl+h2 1 1(+2)hlh2 m-ln
(£1 -2) (h 1 -h 2 ) P
+ 12hlh2 Vm, n1212
2 1 vP
S( +2) h 2 (hl+h2 ) m-l,n+l1 1 2 2 1 2
P1 (hl-h2 ) P
2 1 +R 2)hlh2 Vm+l,n
£1 (h+h2) mn+ P
- 1 2 h2 (hl+h2 ) Vm,n+l
1hl P
+ £2 (1 )h2(hl+h2 ) m+l,n+l
'2 '-2k 21 (10)
In these equations £1i' 2, hl' h2 are grid spacings (Figure 3)
With these formulae, the Laplacian operator may be approxi-
mated by
2 P2 v
= (
x2
m,n
2 P
+ ( 2 )
m,n
where the appropriate difference expressions are to be sub-
stituted in the right-hand side. Thus the Laplacian is
approximated by a weighted average of the center (m,n) and
surrounding points, all of which form what is termed a compu-
tational star. The time derivative term can be evaluated in
a similar manner:
(V 2v) m,n (11)
- .-- , ..u-r.*- - rs ar.m.i~ ^---.- ~-lf~aC~-~ .- i~---~--
Sv 2 P+l 2 2 P- (12)
S k 2 (k+k 2 ) m,n 2 m,n + k+k 2) m,n (12)
m,n
where k. in this case represents a variable grid spacing in
time. In practice this was always constant and thus from now
on k I = At = k2'
A word on notation is in order here. Subscripts repre-
sent discrete spatial locations and superscripts indicate time.
The absence of an index implies that the variable represented
P
by that index can take continuous values. Thus vm,n =
mm,,n
v(mAx,n Az,pAt) but vm,n = v(mAx,nA z,t). When interface
conditions are discussed the subscripts 1 and 2, representing
the media 1 or 2, will be used but no confusion should exist.
It is also convenient to represent the difference approxima-
tion to an operator by 6. Thus, for example, Equation (8)
can be written
2v P 2 P
( ) P (6 v)
x2 x m,nax
m,n
The Laplacian is then
(2 V)P 2 (62v) (6 2v) P  + (62 v)P
m,n m,n x m,n z m,n
Finally, the time t=p At will often be written simply as p.
Equations of motion
Using the above formulae the equations of motion (2) can
be reduced to an algebraic system of equations. Since this
thesis is primarily concerned with SH motion (Equation 2b),
the remainder of this chapter will deal with this only.
Details concerning P-SV motion can be found in Alterman and
Karal (1968). An approximation to the equation of motion (2b)
can be written:
2 P 2 P+1 2 P(p/I) (2 v) e= ( v) + (1--n) (6 v)t m,n m,n m,n
2 P-l
+ n(6 v) P-m,n
where 8 and q are constants between 0 and 1. Notice that the
difference approximations to the Laplacian are written at
three different time levels. This seems artificial but leads
to conditionally and unconditionally stable systems of equa-
tions (which are consistent with the differential Equation
(2b)) depending on the choice of 0 and n. In this thesis
0 = n = 0 were used. Then the difference approximation of
(2b) is, with h1 = Az = h2 and £1 = Ax = £2'
P P P
v -2v +v
P+l P P-l 2 2 m+l,ln m,n m-,n
v =2v - v + 8At m
m,n m,n m,n (Ax) 2
P P P
v -2v +v
m,n+l m,n m,n- (13)
(Az)
2
--
23
In this form the efficacy of writing the Laplacian at time p
is seen: given v at two previous time points and several
adjacent spatial points, the displacement at a new time p+l
can be computed by a simple formula. A disadvantage, however,
is that for stability of the computations the time increment
cannot be chosen independently of the spatial increment. This
limitation can be removed if, in particular, n = 1/4 = 0
(Richtmeyer and Morton, 1967). With this choice of constants
the system of equations for the displacement at the new time
p+l becomes coupled: the system can be written as a pent-
diagonal matrix, which must be inverted at each time step.
An alternative and perhaps better method is to use a splitting
scheme such as that proposed by Konovalov (1962) to reduce the
problem to two inversions of a tridiagonal matrix, for which
very efficient inversion schemes exist (cf., Richtmeyer and
Morton, 1967, p.198). In either method the computational time
required to go from time increments p to p+l is longer than in
the simple forward-step scheme. The advantage of the implicit
schemes is that large time increments can be used and thus the
total computation time may be smaller than in the explicit
scheme. If, however, the displacement field is changing
fairly rapidly the use of a large At, although stable, will
lead to inaccuracies in the approximation of the time deriva-
tive, and then the advantage of the implicit scheme will be
lost. For this reason and for convenience the simple forward-
step method is used in the computations discussed in this
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thesis.
Boundary conditions
The manner in which an interface condition is approxi-
mated is, as far as the author knows, guided mainly by experi-
ence. It is difficult to predict a priori whether or not a
given technique will lead to accurate, stable results. For
instance, a method that works well for one type of boundary
may be quite poor in a different application. As an example,
the first method described below for the interface conditions
between two elastic materials gives better results for Love
waves, traveling essentially horizontally, than for SH waves
at vertical incidence to the boundary. A similar experience
for P-SV motion at a free surface is described by Alterman and
Rotenberg (1969).
By using (13) we can derive displacements at the new time
p+l for all grid points except those falling on a boundary.
The appropriate interface conditions are then used to find the
boundary displacements at the new time, and then the process
can be recycled. There are several possible ways of treating
the interface conditions. The methods below should give a
flavor for the possibilities. To begin with, interface con-
ditions along boundaries coincident with the coordinate axes
are treated and then one of the methods is generalized to the
important case of a curved boundary. This is followed by a
section containing methods used for various intersecting
boundaries. Finally, the artificial boundaries imposed by
finite storage area in the computer are discussed.
Free surface. If the z-index of the free surface is 2,
the stress-free boundary condition (5) can be approximated
by the following "mirror-image" condition
P PVm,l =Vm,3 (14)
where the z-spacing is assumed to be constant in the region
of the interface. This equation is derived by writing a cen-
av
tered difference approximation to 2- at n=2, and serves to
define a fictitious displacement at n=l. This fictitious dis-
placement can then be used in the equation of motion to find
P+l
Vm, 2
Plane interface between elastic media. Let the x- and
z-indices of a boundary point be m,N. Then the equations of
P+1 P+1
motion can be used to generate vm,N_ vm,N+ 1 .The various
P+
methods below are possible ways of finding vmNm,N
a) Stress constant method. The simplest method is to
replace the interface condition (6) by single sided differ-
ences evaluated at time p+l:
P+1 P+l P+l P+l
v - v v -v
m,N m,N-1  m,N+l m,N
1 Az 2 Az
P+1
From this vm, N can be found as a weighted average of the
neighboring displacements:
P+1 1 P+1 12 P+1
v v + vm  (15)Vm,N 1 +2 m,N-1 Pi 2 m,N+l
The continuity of displacement condition is implicitly used
in the derivation of (15).
This method, as will be shown later, is quite adequate
for Love wave problems. It also forms the basis upon which
the treatment of curved interfaces is built. It does not work
as well, however, when the wave is more or less normally inci-
dent to the interface. Then method b) below gives better re-
sults. Since, however, the idea behind the present method is
easily generalized to curved boundaries (this is not true of
method b)), a more accurate expression derived by using three
rather than two points to approximate each derivative may be
useful. Then by constructing an interpolating polynomial and
differentiating, the condition (6) can be approximated by
P+1 P+l P+1 P+l P+1 P+l
v - 4v +3v 4v -v - 3v
m,N-2 m,N-1 m,N m,N+l m,N+2 m,N
1 2Lz 2 2Az
which gives
m,N 3(1+ 2 2 )m, N - l m, N - 2 m,N+1 m,N+2 (16)
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b) Extended interface methods. A basic assumption in
the above derivations is that the new interface displacements
must satisfy the continuity of displacement and stress but are
not explicitly required to satisfy the equation of motion.
The interface points are influenced by the equation of motion
indirectly since the new displacements may be thought of as
weighted averages of nearby displacements which are required
to satisfy the wave equation. If the displacements on either
side of the boundary are smoothly and slowly varying with res-
pect to the grid spacing this simplification should be of
little consequence in the accuracy of the computations; it
can be removed by constructing a fictitious layer as was done
in the treatment of the free surface boundary condition. The
motivation is again to use the interface condition to find the
displacement value at a fictitious point, and then use the
P+1
equation of motion, with this special point, to find Vm,N
Figure 4 is an idealized plot of displacement versus z near
the boundary. The slope discontinuity is a consequence of the
stress continuity (6). By smoothly continuing the displace-
ment in medium 1 to the node point N+l, we can approximate the
slope in medium 1 by
P3v P v* - v1 m,N
(z )m,N - Az
and in medium 2 by
Vmedium I
I
I//extension
/1
./ 1 displacement
medium 2
I
N-I N N+I
Fig. 4. Idealized plot of displacement near
an interface.
P PDv P v - v2) = m,N+1 m,N
m,N
where v* is the displacement at the fictitious point. By
using these approximations in (6) we can find v*:
P '2 P Pv* = v + -- (v -v
m,N Pi m,N+1 m,N) (17)
and then the finite difference expression for the Laplacian
operator in the wave equation for medium 1 at (m,N) can be
written with v* in place of vm,N+1 (which otherwise would not
be defined since it corresponds to a displacement in a dif-
ferent medium). When l =  (and P =P 2) the above procedure
reduces to the standard difference equation for a homogeneous
medium. It is interesting to note that using a straddle dif-
v I
ference for zv gives an expression which does not reduce to
the standard Laplacian approximation when the two media are
made equivalent.
Note that medium 2 can be extended into medium 1 in the
same way. We can also average the two expressions for the
acceleration of point (m,N) to get
(v <l/p>v - 2 <1i><l/p>vm,N+l</p>vm,Nl
m,N (A Z)
v -2v +
</ > m-1,N m,N m+l,N (18)(A 2 (18)(a x)
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E1 +
where < > = 2 Note that again when =  2' P = 2'
(18) reduces to the standard expression for (6 t )  .
m,N
c) Inhomogeneous media method. If the two homogeneous
media in contact are considered a single inhomogeneous media
and then the appropriate equation of motion be applied, the
necessity of treating an interface condition is eliminated.
In this case finite difference approximations to spatial de-
rivatives of P are needed, with the result that the transition
from one medium to the other is smoothed. Alsop (1969) and
Alterman and Aboudi (1968) have used this approach with ap-
parent success. This method was not used in this thesis since
the smoothed boundary which is actually being approximated is
somewhat undefined. Furthermore the grid spacings used would
often imply smoothing over a larger distance than is desired.
d) Taylor series method. Another method can be derived
by use of appropriate Taylor series expansions in each medium
(Chiu, 1965). We can write, for example,
2
3v I D v 2
vv 7 - Az + 1/2 (- Az
m,N±l m,,Nz 2 m,
m,N az m,N
where the derivatives are those which would result if each
medium was, as in b) above, extended beyond its actual termi-
nation. This avoids complications due to the singularity in
the second derivative of the actual displacement when evalua-
ted at (m,N). The continuity of displacements vI, v2 along
m
the boundary for all times give the further equations
2
v
12 ( 21 1 )
Kz + x m,N
'2
Dx m,N
2 2
2 22 2
Dz ax m,N
where the last equation uses the equation of motion (2b) and
essentially is a consequence of the continuity of acceleration
of an interface point, which in turn is a consequence of the
continuity of displacement. These equations, in combination
with the stress continuity condition
-l 
m,N
av2
m,N
2Svl
can be used, for example, to find (--)
Dz m,N
as a linear com-
bination of displacement values at neighboring grid points.
This can then be used in the equation of motion appropriate to
medium 1, with the result that
(62 v)
m,N
2 Vm,N+l - 2<P>v + Vm>m,N 1l m,N-1
<p> (Az) 2
<6> 2v
m,N
where the <> stands for the same averaging operator as it did
(19)
2 2in b) and 6 v, 6tv stand for the standard finite difference
2 2
representations of 3 v and D v . The above equation can also
2 7
ax at
be derived from first principles with simple considerations of
the stresses acting on a block of laminated material composed
of the two homogeneous materials. Again (S2V)m reduces to
of the two homogeneous materials. Again ( m,N reduces to
the usual formula when the two media are made identical.
e) Finite element method. As explained later, the
finite element method relates node point forces to displace-
ments. By considering the common node point of four adjacent
rectangular elements the forces from each element at the com-
mon node are added and then equated to the inertial force to
give an expression for the acceleration at the common node
point. This gives
211 2v + 2v + 2v v6v 2 m,N- + 2m+l,N-1 m-1,N-1 m+l,N
t m,N 6<p> (Ax) 2
v - 8v 2v + 2
Vm-1,N 8m,N + m,N+l + 2m+,N+
(Ax) 2  6<p> (Az) 2
+ 2vm-1,N+l+ m+l,N+ Vm-l,N - m,N (20)
(Az) 2
Love wave calculations indicate that this method is stable,
but it appears to be less accurate than some of the other
methods above. For this reason, and also because of its
greater complexity and inadaptibility to curved boundaries it
was not used (if triangular elements are used, however, the
treatment of curved boundaries becomes quite natural).
Although all of the above derivations assumed that at
least the vertical grid spacing near the interface was con-
stant, in actual practice this is not always the case. The
appropriate derivations for non-constant z-spacing differ only
in detail and for aesthetic reasons are not included.
Curved interface between two elastic media
Consider Figure 5, in which a portion of the spatial grid
work in the vicinity of the boundary is illustrated. Because
the interface cuts the grid lines at an angle, the Laplacian
at certain grid points near the interface cannot be approxi-
mated by a regular star wholly contained within one medium.
The Laplacian at these "funny points" can be written in terms
of an irregular star (by choosing i,' k2, hl, h2 in (8) and
(9) appropriately). This star will involve displacements at
actual grid points and at "curve points" defined by interface-
grid line intersections. Thus in Figure 5 point A is a funny
point and point D is one of the two curve points that would
be used in the irregular star placed at A. Assuming that dis-
placements are known at all grid points, funny points, and
curve points at times p, p-l the difference equation can be
used to generate new displacements at time p+l at all points
_ __ _ _
Medium I
Medium 2
B'
/ Curve
Normal
Fig.5. A portion of the spatial grid near a curved interface,
showing the location of the normal to the boundary and the
funny-points and curve-points discussed in the text.
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but the curve points. The new curve point values are given by
an approximation based on reasoning similar to that used in
the stress constant method above. First a normal is construc-
ted at D. If the displacements at the normal grid line inter-
sections C,C' are known, then Equation (6) can be approximated
by
P+l P+1 P+l P+1
vD - vC  v, - vD C C' D
DC DC'
where DC, DC' are the lengths along the normal from C, C' to
D. From this equation the new displacement at D is found.
The displacement at C( and similarly for C') is approximated
by linear interpolation between A and B.
If the approximation to the wave equation is condition-
ally stable, as is (13), the use of an irregular star at funny
points implies that locally the stability condition (28) is
not satisfied. This disadvantage is partially offset, however,
since in such a case material closer than usual to the boun-
dary is required to satisfy the equation of motion, and thus
the determination of the boundary displacements as weighted
averages of nearby displacements is more accurate. In prac-
tice the instability is usually not a problem. If it does
occur, the region of instability propagates away from the
boundary at a finite speed and thus usable solutions can be
obtained in some regions of the grid although other areas are
-~-~---~- ---- II'
experiencing instability. To help avoid unstable behavior, a
funny point is converted into a curve point if one of the
short legs is smaller than a fixed fraction of the usual grid
spacing (usually .1 to .2).
Some numerical experiments, described in the following
chapter, indicate that the method above is adequate for the
problems of interest in this thesis. Greater accuracy can be
attained for some applications by using more points in the
approximations of the Laplacian, the interface condition (as
was done in the derivation of (16)), and the interpolations.
Intersecting boundaries
These may either be corners or true intersections. Com-
putations using intersecting boundaries made thus far by the
author have involved only a right angle corner (with 90° in-
side angle) on a free surface, a free surface - vertical boun-
dary separating two materials, and a horizontal - vertical
boundary intersection separating four materials. Rather than
include possible untested methods for other types of inter-
sections, only the schemes used in the above three cases will
be discussed.
a) Right angle corner. At the corner the normal deriva-
tive is undefined. We take instead as the boundary condition
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Two fictitious points are created in the usual way by exten-
ding the grid horizontally and vertically. The displacements
at these fictitious points are found, as before, by approxi-
mating the derivatives by straddle differences. The equation
of motion can then be written at the corner point.
b) Free surface - vertical boundary intersection. The
point of intersection can be treated in two ways, depending on
the scheme being used for the stress continuity requirement
across the vertical boundary. If the stress constant method
is being used, then the intersection displacement at time p+l
is simply given by the stress continuity condition across the
vertical interface. If the method requiring the creation of
a fictitious layer (method b)) is used, then one needs the
displacement value at the fictitious point (0, -1) (assuming
the intersection point is (0, 0) and the z-axis is positive
into the medium). This is given by the "mirror-image"
approximation to the stress-free surface condition.
c) Horizontal - vertical interface. The method below was
used in the computations of Love waves propagating across a
vertical boundary (to be described later) and, interestingly
and unfortunately, can only be used when two relations between
the elastic constants are met. These relations are identical
to those required for the existence of an analytical solution
--- I: --- - - '"~-~Eac=e I
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to the indicated Love wave problem. This is not to say that
the problem of a horizontal - vertical interface can only be
treated in special cases, but only that the method chosen is
restrictive. A possible nonrestrictive, although untested,
method is to use the finite element approach to derive an
equation for the acceleration of the corner point in terms of
displacements at surrounding points. Another untested scheme
is to use the stress constant method for all interface grid
points except the intersection point. Since the intersection
point is not required by the difference equations written at
nonboundary points, it need never be considered.
If, however, an extended interface method is used for
either the horizontal or vertical boundary the displacements
at the intersection point will have to be computed. To accom-
plish this a scheme similar in conception to that used in the
Taylor series method is used. Taylor series expansions are
made from the intersection point (M,N) to points (M+1,N),
(M-1,N), (M,N+1), (M,N-1). The unknown derivative terms are
found by using the continuity of displacement and normal
stress and the equality of acceleration in each medium at the
intersection point. The resulting equations are consistent
only if the equations
(21)
j2 P4
and
1 1 1 1
2 1 42
2 3 1 4
(22)
are satisfied (see Figure 66, in Appendix A, for notation).
Then, for example, the following finite difference expression
for the Laplacian operator in medium 1 can be derived:
2 2 b a(AC-dA )-Fc F
1 M,N (A) 2 a a(e+d)-bc a (23)
where
a = -1/yl 2 / 2
2 2b = 1-81/ 2
2 2
c = 1-8 /$31 1 3
Yl~'~
d = -1/ 3
2 2
e = -81 3
F = 1/YlAb+Ad
Y3= P 3/ 1
A= v -vA a VM ,N M-1,N
b M,N -VM,N- 1
and thus
A =v -v
c M,N M+1,N
Ad= v -vd M,N M,N+1
P+1
a finite difference formula for VMN can be found
VM,N
from the equation of motion in medium 1.
Artificial boundaries
Because of the limitations of finite computer storage, it
is obvious that wave propagation in a medium unbounded in any
direction cannot be modeled. Artificial boundaries must be
introduced. This places some definite constraints on the
length of time for which the computed solution can be consi-
dered free of contamination from the artificial boundaries.
Since the manner in which the artificial boundaries are
treated is dependent on the problem being modeled, a general
treatment of these boundaries cannot be given. Instead, two
specific examples will be discussed to illustrate some of the
possibilities.
The first example is that of SH-body waves vertically
incident from below on a crust or surficial layer with a
localized, irregular interface (Figure 6). This figure shows
the section of earth being modeled. The vertical and bottom
boundaries are all artificial, in the sense used above. Be-
cause of the symmetry of the solution about the left-hand
edge, the condition
9V 0Dx
is used there. The left boundary is thus treated as if it
were a free surface. The displacements along the right-hand
boundary are given as a function of time by the numerical
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Fig. 6. Artificial boundaries and initial
conditions used in the bumpy interface problem.
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solution to the auxiliary one-dimensional problem of SH waves
vertically incident on a flat layer of thickness equal to the
right-hand thickness of the layer in Figure 6 (the analytical
solution is not used because of the time-space limitations
required by the Fourier synthesis -- see the discussion in
the next section). The displacements along the bottom are
given by the analytical solution to the one-dimensional prob-
lem. This method of treating the boundaries is only approxi-
mate. If v (z,t) represents the auxiliary solution and
v (x,z,t), vc (x,z,t) represent the exact (no artificial
boundary) and computed solutions, then the error field, de-
fined as
E(X,Z,t) = e (x,z,t) - VC (x,z,t)
gives E(t) = Ve(t) - Vaux(t) along the boundary. These error
terms act as secondary sources and give rise to spurious re-
flections which contaminate the solution at the surface.
Since, however, E(t) is probably small until the incident
wave has had a chance to reflect off the true interface and
travel back to the artificial boundary, the contamination will
be present only in the later parts of the time series at the
surface. Numerical experiments, using different depths to
side and bottom, can be used to define the space-time region
of no contamination.
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The second example is that of a Love wave incident, from
the left, upon a region of structural complexity (Figure 7).
For reasons explained below, the displacement along the left
side is set to zero for all times. This is obviously incor-
rect when reflections from the inhomogeneity impinge on this
boundary, but the resulting disturbance arrives at the seis-
mometer sites of interest later than the waves being studied.
The displacements along the bottom are either given exactly
in problems possessing analytical solutions, or are approxi-
mated at each time by values appropriate to the incident Love
wave, propagating on a horizontal layer. Again experiments
should be used to determine the extent to which the inaccuracy
of the bottom displacements are influencing the surface dis-
placements. The right-hand boundary is always far enough
removed such that for the length of time used the wave dis-
turbance does not have a chance to cause significant reflec-
tions from this boundary.
Initial conditions
The finite difference method is most useful in the near-
field region of sources, where the sources can be either real
or, as in this thesis, effective sources introduced by com-
plexities along the travel path. In the latter case analytic
results are used to describe the wave motion between the real,
physical source (which is usually at x or z=+w) and the region
SURFACE
INITIAL
DISPLACEMENT
ASSUMED
ZERO
ANALYTICAL
Fig. 7. Artificial boundaries and initial
problems.
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of inhomogeneity, and the finite difference scheme is used to
propagate the disturbance through this region. A similar
hybrid approach was used by Alterman and Karal (1968) to
treat a real source. The analytical results are used to give
displacements throughout the grid for times t=O and At(p=0,1).
It is here and only here (exclusive of the artificial boundary
conditions) that a specialization is made to a particular type
of problem, such as Love waves or SH body waves. The equa-
tions of motion and boundary conditions are completely
general. Except for possible fictitious boundary distur-
bances, the difference scheme should give the total wave solu-
tion to the formulated problem as the initial disturbance
propagates into the heterogeneous medium.
Because it forms the main theme of this thesis, the
problem of a Love wave propagating along a layer that starts
to change thickness at some point will be used for illustra-
tion. The theoretical displacements are calculated by a
Fourier synthesis, over wavenumber, of the Love wave eigen-
functions such that the surface displacement at t=0 has the
form of a Ricker wavelet (Ricker, 1945). Details of the syn-
thesis are given in Appendix A. The dimensions of the grid
are such that the input displacement is, for all practical
purposes, wholly contained within the region bounded by the
left-hand artificial boundary and the region of sloping inter-
face. Thus we set to zero displacements outside this region
(Figure 7). The containment on the left side is not
46
necessary, for we can compute the theoretical displacement
for the incoming wave along the left boundary at any time.
Since, however, this either requires a Fourier synthesis over
wavenumber at each depth and time point, which is expensive,
or the preliminary computation and storage of displacements
synthesized over frequency at each depth point, which is
space-consuming, the containment of the initial displacements
within the described area is considered to be the most practi-
cal procedure. This is an illustration of the storage-space,
computation-time trade-off often encountered in finite dif-
ference problems.
Truncation, convergence, and stability
We would like to guarantee that solutions to the differ-
ence equations remain bounded as the computations proceed
(that is, errors at a given time step do not become magnified)
and further, that as we make the grid spacings smaller and
smaller these solutions approach the solution of the differen-
tial equation. The influence of the system as a whole -- dif-
ference equations, interface equations, and initial displace-
ments -- should be considered in evaluating the stability and
accuracy. Rigorous treatment of such matters is beyond the
scope of this thesis, but some useful and informative results
can be derived from simpler analysis. In particular, we first
show that the difference equations are consistent with the
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differential equations in the sense that solutions to the
differential equations are also solutions of the difference
equations as the grid spacing shrinks to zero. Following
this, conditions on the ratio of the grid spacings Ax, At
necessary for stability are derived. To prove that the con-
ditions are also sufficient for stability is more difficult.
Reliance, in this thesis, is placed on numerical experiment,
using the necessary conditions as a guideline. After the dis-
cussion of stability the question of convergence is considered
briefly. In the fourth section some simple analysis is used
to indicate why the stress constant method for the plane-
interface boundary condition is comparable to or better than
the extended interface methods for Love waves and worse for
waves at vertical incidence to the boundary. The last section
contains a few comments on the relation between the grid
spacing and the initial displacements.
a) Truncation. The truncation error can be derived by
Taylor series expansions of the solution to the differential
Equation (2b). This solution is represented by r(x,z,t). By
evaluating the series at grid points used in the difference
equations, the following table of coefficients can be genera-
ted:
rPI t2- _I
Displ- Term:
acement
2 2 3
x z x z x 3 4 4 5 5z x z x z 6 6x z
1 1 1 1 1
S1 0 1 0 1 0 1 0 if 0 - 0 1m,n1 2 6 4" 5" 6"
Vmn-1 1 0 -1 02 0 -6 4 0 5 6
Vm+ln 1 1 0 0 1 0 , 0 , 0 0
m1 ,n 2 6 4* 5* 6*Sm-l,n 1 -1 0 - -- 0 4 0 --. 6 - 0
-4V -4 0 0 0 0 0 0 0 0 0 0 0 0m,n
Table 1. Coefficients in the Taylor series of 7 about m,n. To
save space Ax, Az have been written x,z.
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By adding each column vertically and dividing by Ax (where,
for simplicity, Ax = Az), the finite difference approximation
to the Laplacian is given in terms of derivatives:
2 av 2-2av 1 4 av 2( ) ( ) + ( ) + + x
m,n 2 12 4  _ Ax
•x 3z  x azm, n m,n m,n
+ 0(Ax 4)
Thus the approximation to the Laplacian is,at worst, of order
2(Ax) . By similarly expanding the displacement field along
the time coordinate and by also using the fact that 9 satis-
fies the wave equation, the error in the difference equation
can be written
4
error = 6v 2 6 } mn At
at
2-8 4 + Ax + O(At ,Ax 4
ax z 3m,n
Thus as Ax, At 0 the solution to the differential equation
approaches the solution to the difference equation, and in
this sense the two equations are consistent. The second order
term has been written out to illustrate another point. By
taking the second time differential of both sides of the wave
equation, we find
__
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4 4, 4- 4-3 v 4 9 v 3 3 v v
3X ax 32Tz 4
Substituting this into the second order error term gives
error = 
2 At 2 - Axl[ 4
2 82 2 At2 + e(At4 ,Ax4 )  (24)
m,n
4~
Then if 0, as is the case when the motion is in one
direction only, the choice At = Ax will cause the second
order error term to vanish. For one-dimensional motion the
stability condition, as is shown below, is BAt < Ax. Thus
for a given B and Ax, At should be taken close to its upper
limit. For general two-dimensional motion the mixed deriva-
tive will not vanish, and the error term cannot be made zero
by a judicious choice of the grid spacing. In fact, the re-
lation At = Ax violates the stability condition for two-di-
mensional motion. Letting, however, At be close to its upper
limit is again the optimum choice, as it will make the first
term of the error as small as possible.
b) Stability. The easiest way of investigating stability
is to use the Fourier series approach pioneered by von Neumann
(O'Brien et al, 1950). This, however, does not consider the
effect of boundary conditions, and therefore a slightly more
complicated technique discussed by Smith (1965) will be used.
Let v P be a vector with the node point displacements at time
p as elements. For simplicity, but without loss of generality,
one-dimensional motion will be discussed. The equations of
motion and interface conditions can be combined in the matrix
equation
P+1 v P  P-1
v - Av + v (25)
where A, b are matrices to be given later and the super-
script, as usual, stands for the time level at which the dis-
placements are evaluated. By defining, in block notation,
uv
and
where I and ) are identity and null matrices, we can rewrite
(25) as
P+l1 Pu = (26)
To guarantee that errors at some time step p* do not become
magnified with time, the eigenvalues of F must be less than
or equal to 1 in magnitude (Smith, 1965). This is a necessary
condition. The eigenvalues X are found from the determinental
equation
I_ -x,11 = o
Post-multiplying . - X1 by
gives, since the determinent of 14 does not vanish,
--WI = 0
Writing out the equations (25) when the stress constant method
for the interface is used and the bottom boundary has a free
surface (this is not essential) shows that 8 = -I. Then
I\ -(X+ -)I = 0
1If X is an eigenvalue, then so is g and therefore 1XI < 1
becomes IX = 1. With = + we have, finally,
IA - n'I
and In I 2. The matrix A is tridiagonal and has the follow-
ing schematic form:
(see next page )
= 0
0
C
0
L
(' -Z) I x
'it ('z-)
00 '
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where Yi = B2At2/Ax 2 . The eigenvalues of this matrix are
most easily studied by using Gershgorin's theorem (Ralston,
1965), which gives bounds on the eigenvalues. With this, the
rows of the matrix exclusive of those influenced by the inter-
face give the inequality
-2Y i _ n - (2-2yi ) S 2y i
and those containing the interface information give
Yi i jJ < n 2-2 + ]< Y +  i
-Yi -Yi 2<> - 2-2Yi + 2<> Yi Yi 2<l>
1 2 1_ 2
where i=( 2)' J=(1) ' <> 2
Working out the inequalities and requiring that n < 2 gives
the following inequalities that must be satisfied by Yi as a
necessary condition for convergence:
Yi < 1 i = 1,2
4
3+ 2 1
P2 +
4
Y2 <2 3- 2_-ZI
P2 +1I
The first condition, given by the free surface boundary condi-
tion and the equation of motion, is more restrictive than the
other two and thus
At Ax (27)
max
is the necessary condition for stability of one-dimensional
motion. Thus, at least as far as the necessary condition is
concerned, the interface conditions do not render the scheme
useless. The condition for two-dimensional motion follows in
a similar manner from the inequality
-4y i  _ n - (2-4Yi) S 4y i
which gives 2 > n > 2-8y i > -2 or
1
so
At < Ax (28)
8 max
Thus going to two spatial dimensions requires, for the same
grid spacing, a smaller time increment than in one-dimensional
motion. The trend continues to three dimensions, for then
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At < x (29)
F max
The stability criteria above are the same as would be ob-
tained by use of the Fourier series method.
The derivation in this section assumes, for simplicity,
that the grid spacing in both the x and z directions is con-
stant. Since this is not usually the case in the calculations
described herein the stability criteria must be considered to
hold locally, and thus Ax in (27), (28) and (29) should be
replaced by min(Ax, Az). This concept of local stability is
supported by computations, for in cases where the stability
criterian is disobeyed locally, such as near a curved inter-
face when the approximation to the Laplacian includes a short
leg, instabilities sometimes start in the area of disobeyance.
The instability then proceeds to grow away from the point of
conception, until it swamps the whole grid. This is opposite
to what is seen when the stability condition is not met
throughout a large area, for then although the instability
might break out in several local regions, it almost immedia-
tely spreads to the entire area.
c) Convergence. Convergence of the difference equation
solution to the solution of the differential equation as the
mesh is refined is often intimately associated with stability.
For one-dimensional wave propagation in an unbounded medium
the conditions for convergence are precisely those for
- -_
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stability (Fox, 1962). Two-dimensional, bounded domain prob-
lems are more difficult to treat, but numerical experiments,
some of which are described in the next chapter, again show
that for all practical purposes the existence of stability
also implies convergence.
d) Interface error. A rough method for determining the
accuracy of the interface conditions is to compare the dis-
placement computed from the difference scheme when analytic
values are used in the equations, with the analytic interface
displacement. Consider an interface separating two infinite
half-spaces with the origin at the interface. A wave in
medium 1 with amplitude A and horizontal wavenumber k sets up
the following displacement fields:
v1 = A {ei[kx+YlZ] +Rei[kx-Ylz] e - i t
v 2 = A l+Rj ei[kx+y2z] 
- ie t
where
2 2 2 Y1 2- Y
y. $=- k and R =Bi Y1-~ll + Y2 2
Substituting these into the right-hand side of (15) -- derived
from the stress constant method of treating the interface con-
dition -- gives
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P+l e-ioAt iy 2Az iylAz -iyAz
0,0 2<> 2(1+R) e +PRe +e
which, upon expanding the exponentials, becomes
P+1 -imAt W22 B a
v0 = e (1+R) l 2  1- (30)
a
where a  - P and c = horizontal phase velocity. The
analytic result is
P+1 -i&At
v = e (1+R)0,0
Thus the second term in the brackets {} is the fractional
error. Incorporating Equation (17) into (13) and again using
analytic results gives the following equation, good to second
order in At, for method b) when the interface is extended
downward:
2 (1
P+1 -iWAt 2 1 2 1 1v 0= e (l+R) l+w At2 [l-- { (1)+ (31)0,0 2 2 2 2 21 c 1 c
The corresponding expression for method b) when the interface
is extended upward is found by interchanging the subscripts in
the equation above. The equation for the combination is found
by averaging the two expressions. Evaluating these expres-
sions when At = Az/f~82, lr 2 = 3.85, 4.75 km/sec. and pl,
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P2 = 3.0, 3.65 gm/cc gives the curves in Figure 8, where the
error term normalized by w 2Az2 is plotted as a function of
1/c 2 . The values of 1/c 2 when c = 1i,2 are indicated by
vertical lines; it is in this range that Love waves exist when
the upper medium is terminated by a free surface. For 0 <
2 21/c < 1/ 2 the motion consists of incident, reflected, and
transmitted waves. When 1/c 2 = 0 the waves are vertically
incident. The information in this figure is consistent with
that obtained by finite difference calculations (Chapter 3,
Table 2). In particular, the simple stress constant method
for treating the interface conditions is comparable to or
better than the extended interface methods in the Love wave
region, but is less accurate when waves are at normal inci-
dence to the boundary.
e) Grid spacing. The initial conditions also have an
influence on the accuracy of the solution. These effects can
be discussed in terms of filtering and sampling theory
(Hamming, 1962). To avoid aliasing, the initial displacement
should have no spatial frequencies greater than n/Ax. To
assure that the difference approximation is an accurate repre-
sentation of the actual derivative, the spatial frequencies
should be even lower than this. For example, the difference
approximation to the second derivative of a function posses-
sing spatial frequencies as high as (3/10)7/Ax may be in error
by as much as 8%. The dominant wavelength - grid spacing
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Fig. 8. The error in the interface displacement as a
function of horizontal phase velocity for various approxi-
mations to the interface conditions ('up', 'down', and
'average' refer to methods in which the material on one
side of the interface is continued into the other side).
The similarity of the error for the up and down methods is
a function of the model. The average error is not always
zero.
61
62
ratio used in the calculations in this thesis is usually
greater than 30. This gives a spatial frequency of (1/15)r/Ax
and an error in the second derivative approximation of less
than 1%.
The finite element technique
As mentioned in the introduction to this chapter, other
numerical methods for solving wave propagation problems do
exist. For the relatively straightforward problems discussed
in this thesis the finite difference method is adequate, but
more complicated problems may require the use of more elabor-
ate techniques.
One such technique and a promising alternative to the
finite difference method, is the finite element method
(Zienkiewicz and Cheung, 1967). In this method the continuum
is broken into discrete polygonal elements, of different size
and shape if desired, and an energy principle is used to
relate, through a stiffness matrix, the displacements at the
corners to equivalent corner forces. Then the forces at a
given node due to each neighboring element are added and set
equal to the inertial force acting at the node (where the
equivalent mass is given in one of several ways). This re-
sults in an equation for node accelerations in terms of node
displacements as does the finite difference method, but flexi-
bility is retained both because the elements can have shapes
convenient to the problem and because interface conditions and
the equation of motion are not being directly approximated.
For example, if four adjoining rectangular elements are all of
different materials and have different constitutive relations,
no difficulty would be incurred in writing an expression for
the node-point acceleration. This is not true of the finite
difference technique. Besides these inherent advantages, an
extensive literature on problems of engineering importance
exists, and much work on stress wave problems is currently
being done by industry (R.E. Jones, personal communication,
1968).
For rectangular elements of the same material some inte-
resting comparisons with the finite difference approximation
can be made: unlike the simple finite difference technique
displacements at diagonal points are used; the order of accu-
racy is the same; the same condition on the grid spacing is
required for stability. Thus for plane layered problems the
finite element technique offers no clear-cut advantages. For
curved boundary problems, however, triangular elements can be
used and thus the boundary can be treated rather simply.
There are practical problems in this: the stability condition
will most likely not be met locally, the locations of the tri-
angular corner-points need to be determined and stored, and
interpolations may be required if displacements throughout the
grid at a given time are desired. For these reasons the
finite element method was not used in this thesis. It should,
however, be seriously considered when dealing with more
complicated problems.
Resumg
In summary, the solution to a formulated problem follows
from several steps. First the array V(m,n,p) in which the
displacement values are to be stored is initialized to zero
(where m,n are x,z indices and p indicates the time level).
Then the initial displacements at two times (p=1,2) are gene-
rated and stored in part of the array, resulting in zero dis-
placements in the segment of the array representing the non-
uniform part of the problem. Next, the grid is swept using
the difference Equation (13) (and its generalization to compu-
tational stars possessing short legs of unequal length) to
generate displacements at the next time step for all points
P-1
except boundary points and fictitious points. Since vm 1 ism,n
P+L
only used in the computation of v P + , the computed value ofm,nl P-l
v can be stored in the space containing v - , thus necessi-
m,n m,n'
tating the creation of only two rather than three levels of
spatial grid points. Furthermore, because many grid values
are initially zero, only a steadily increasing portion of the
entire grid need be swept at each time iteration. This is
especially important in the case of Love waves, where typi-
cally the initial displacements are contained horizontally
within 100 points but 200 more points represent the medium,
into which the wave is to propagate. Sweeping all 300 hori-
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zontal grid points at each iteration would needlessly waste
much computation time. The same reasoning cannot be applied
to the vertical direction; for a given value of the x-index
less than the current cutoff value (beyond which displacements
are zero), all vertical points must be swept. The reasoning
can be extended, however, to "bring up the rear" of the Love
waves (Figure 9). Since reflected waves are expected, this is
not as justified as pushing the front out. In practice the
rear is brought up at a slower rate than the front is ad-
vanced, and is stopped at a predetermined point (mstop in the
figure) to allow for reflected waves in the vicinity of the
inhomogeneity. This scheme of pushing out the front and
bringing up the rear results in a considerable savings of
time, and can, by continually backfilling the displacements
into the left-most unused portions of the grid, also be a help
in problems in which storage space is at a premium.
After the new displacements at interior points have been
computed the fictitious and curve point values are found, for
example, from (14) and (15) and the artificial boundary dis-
placements are given the appropriate values. This process is
recycled as many times as desired, with printer-plot "snap-
shots" of the motion generated at given times. Displacement
values from "seismometers" located at arbitrary positions in
the medium are stored at predetermined time intervals and
after completion of the time cycles are punched on cards to be
used in subsequent processing, such as phase velocity
0 mstop mfinal
x-index (m)
Fig. 9. A schematic of the portions of the grid in the
x-direction, indicated by solid lines, for which dis-
placements are computed at any given time step. The
initial displacements are assumed to be contained at the
start within the indicated line at time step 0.
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determination and transfer ratio computations. It is interes-
ting to note in the Love wave case that although the initial
displacement must be rather pulse-like because of the limita-
tions of storage space, the effect of a heterogeneity on the
time domain representation of a more realistic, dispersed wave
train can be simulated by using pulse results to derive the
transfer spectrum between any two seismometer locations,
multiplying this transfer spectrum by the wave spectrum, and
resynthesizing.
A typical single-layer Love wave run uses a grid 300 by
45 with 300 time iterations. The computation time, in seconds,
required on an IBM 360/65 can be approximated by the empirical
formula
T = (.36) (NZ) + (.00011) (NT) (NZ) (NAVGX) + (5.0)(NSUR)
where NT, NZ, NSUR are the number of time iterations, depth
points, and printer-plot snapshots of the displacements.
NAVGX is the average number of horizontal grid points used (as
discussed above, the number of horizontal grid points is a
function of the time iteration). The initial displacements
are either generated in a separate program and kept on perma-
ment file or are generated within the program. The first term
in the above equation expresses the time required to synthe-
size these displacements within the program. Using a Fast
Fourier Transform the synthesis of the Love displacements at a
given depth and time requires about .18 seconds for 512 wave-
number points.
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CHAPTER III
TESTS OF THE METHOD'S APPLICABILITY
Introduction
Before applying, in the next chapter, the finite dif-
ference method to the propagation of Love waves in a nonuni-
form earth, it is essential that the accuracy and limitations
of the method be ascertained. Most of the problems in this
chapter have been investigated toward this end. A few exam-
ples, however, are presented which have no direct bearing on
the solutions to be discussed in Chapter IV, but illustrate
points made in the last chapter and serve to indicate the
applicability of the technique in other types of scattering
problems. Consistency would require that all the problems in
this chapter be concerned with SH motion. Since, however,
application to P-SV problems is of future interest, some
points which could have been illustrated with SH motion are
treated via a P-SV problem.
Rayleigh waves
As the first example, the propagation of Rayleigh waves
on a homogeneous half-space was simulated. As usual, a theo-
retical synthesis of the source-free eigenfunctions was used
to generate initial displacements, which were then propagated
using the difference technique. A sample set of displacements
mA
,0
7
i:
I'
from two points of observation on the free surface is shown
in the two parts of Figure 10. The theoretical values fall
within the width of the line used to draw the computed results.
It should be emphasized that the difference equations and
boundary conditions (except for the artificial boundaries
created by finite storage space in the computer) are comple-
tely general and have not been specialized to Rayleigh wave
motion. If the solution to this problem had also required
body waves, they would have arisen naturally in the computa-
tions (we will see an example of this below, except that ini-
tial body wave motion will be partly converted into surface
waves). The success of this experiment indicates that the
general approach taken to the solution is sound, and that the
approximation used for the free surface boundary condition is
a good one. This approximation is based on reasoning similar
to that used for SH motion (see Alterman and Karal, 1968, for
details on the P-SV problem). This problem may also be used
to demonstrate the usefulness of the stability requirement,
which in this case is
At 1
Ax - 1+((8/) 2
where a is the compressional velocity. The time spacing used
in the computations resulting in the solid traces of Figure
10 was .65 seconds, whereas the stability requirement gives
At $ .68 seconds. Computations using, for example, At = .75
X= 20km \ 1 X=20 km
HORIZONTAL MOTION , VERTICAL MOTION
FI'
X= 120 km
15 30 45 60 15 30 45 60
TIME (sec) TIME (sec)
Fig.10. Rayleiqh wave motion. Physical Darameters are a=6.6 km/sec, 8=3.5 km/sec, p=
3.0 gm/cc and computational parameters Ax=5.0 kmin, At=.65 sec (solid line) and At=.75 sec
(dashed line). The variation of the dashed displacements are too extreme to be plotted
beyond the points indicated. In this problem the initial motion was not a Ricker wavelet.
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seconds exhibit a rapid onset of unstable behavior (Figure 10).
Scattering of P-waves
An example of the conversion of an incident wave into a
type of motion not included in the initial displacements is
given by the problem of a P-wave approximately 12 km in wave-
length incident at an angle to a surface which is stress-free
except for a 5 km wide rigid-lubricated strip (horizontal
motion is allowed but vertical is not). Although only a very
crude simulation of anything seismologically important, such
as the scattering of a teleseismic P-wave from a narrow moun-
tian range, the results are interesting and were obtained from
some very simple modifications of the usual treatment of the
free surface interface conditions. Figures 11 and 12 show
contours of the scattered field at different instants of time,
where the scattered field was obtained by subtracting the free
surface (no rigid strip) theoretical field from the calculated
displacements. Scattered Rayleigh waves and body waves are
quite easy to identify in the figures. The identity of the
Rayleigh waves is determined by their confinement to the sur-
face, the sense of particle motion, and the phase velocity of
the surface displacement. The displacement in time for a sur-
face seismometer located 12.25 km from the center of the scat-
terer very clearly shows the T/2 phase shift between the hori-
zontal and vertical displacements (Figure 13).
_ ~____
VERTICAL
T = 3.2 SEC. T=4.0
.9- I l
T- 4.8 T=5.6 >-_ .. >
4.9 KM
Fig.ll. Contours of the scattered fields arising from
a P-wave at 190 from the vertical impinging on a free
surface with a rigid strip (the extent of which is in-
dicated by the arrows in the top left drawing). The
dashed lines correspond to downward motion. The physi-
cal parameters are given in Figure 10. The computation-
al parameters are Ax = .5 km and At = .05 seconds.
HORI ZONTAL
T= 4.8
4'9 KM.
T=4.0
Fig. 12. Scattered fields for the problem des-
cribed in Figure 11. The dashed lines represent
motion to the left (west).
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Fig.13. Incident body waves and
backscattered Rayleigh waves. The
computed displacement is a sum of
the two motions.
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Vertically incident SH
There were no layers in the problems above, and thus the
interface condition between two elastic media was not tested.
The problems discussed in this and the following two sections
are tests of this condition, and form a prelude to the problem
of Love waves on a layer of nonconstant thickness covering a
half-space. (Actually, the last problem of the following
three is useful in its own right).
The problem under discussion here is that of a SH-wave
vertically incident from below on a single layer covering a
half-space. The computations take, even for many iterations,
little computer time and thus different methods of treating
the interface condition can be investigated at little cost.
The solution to the problem when the averaged extended inter-
face method is used for treating the boundary is illustrated
in Figure 14. Shown is the output in time of seismometers
located at the interface, halfway in the layer, and at the
surface. The theoretical displacement, derived by a FFT in
the frequency domain, falls almost entirely within the width
of the line used in drawing the computed displacements. In
the portion of the seismograms shown, one can see the primary
transmitted wave and a part of the first multiply reflected
wave. This problem was solved using a number of different
ways for treating the interface condition and an error measure,
defined as
__ _~I~ _
0 10 20 30 40 50
Fig.14. Vertically incident SH motion in a layer of thickness H over a half-space. The
z-coordinates have their origin at the free surface and are positive into the medium. See
Table 2 for parameters.
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ERRMSR = 2 (1)
vt
where vt, vc are theoretical and calculated displacements and
the sum is over the first transmitted pulse at z = +H/2
(approximately 11.2 to 22.4 seconds in Figure 14), was calcu-
lated for each method. The displacement at the middle of the
layer was used because it is not influenced by the free sur-
face, and thus ERRMSR should be primarily a measure of the
error picked up in passing through the interface. The results
are given in Table 2. Using the simple stress constant method
(15, Chapter II) gives by far the worst results, but its
higher order generalization (16, Chapter II) gives results
which are comparable to those from the extended interface
methods. The large increase in accuracy resulting from the
use of the higher order stress constant method is important
since curved boundary problems are most easily treated using
the stress constant methods. For Love waves, it will be
argued later, the simple stress constant method is probably
adequate, but problems in which the incident wave comes at a
large angle to the interface may best be handled by its higher
order generalization. Also note that by letting the interface
occur halfway between two grid points (referred to in Table 2
as a split layer interface approximation; in this case H=50.25
rather than 50.0) the error incurred by using the simple stress
constant method is halved. This is both because material
__~ ~~ -X D----C
closer than usual to the boundary is required to satisfy the
wave equation (the Laplacian at points on either side of the
interface have short legs) and because the single sided app-
roximation to the normal derivative is more accurate since Az
is less. This is significant because the treatment of curved
boundaries usually results in just this situation: the inter-
face cuts between grid points and thus the accuracy obtained
in the solution may be greater than would be expected on the
basis of simple one-dimensional problems in which no short
legs occur.
Also included in Table 2 are error measures computed for
Love waves, where the summations in (1) are taken over the
surface displacements at 39.2 seconds (56 iterations). The
values for ERRMSR indicate that as opposed to the vertical SH
problem the stress constant method is comparable to or better
than the other methods. A more complete analysis of the
errors arising when the simple stress constant method is used
for Love waves is given in the next section.
The final set of examples illustrates the dependence of
the error on the time spacing At, keeping all else constant
(Table 3). It will be recalled that for an infinite medium
the least amount of error should be incurred when At is set
equal to the largest possible value such that stability still
exists. The numbers in Table 3 indicate that At=.25 is in-
deed a better choice than At=.10, but it is worse than At=.05.
This is undoubtedly because the problem being solved does not
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Table 2. ERRMSR for different interface approximations for
a problem with physical parameters: H=50 km, 81=3.52 km/sec,
82=4.7 km/sec, pl/P 2=.477 and computation parameters: Az=
.5 km, At=.07, NZ=200, grid points per dominant wavelength
42. The parameters for the Love wave problem are H=35, B1
3.85, 82=4.75, pl=3.0, p2=3.65, Ax=Az=5, At=.7, NZ=45, grid
points per dominant wavelength =34.
A. Vertical SH waves
Interface Approximation ERRMSR
1. simple stress constant .049
2. simple stress constant, split layer .022
3. higher order stress constant .007
4. higher order stress constant, split layer
and use 4 point-Laplacian at funny points .077
5. extended interface: up .011
6. extended interface: down .005
7. extended interface: average .007
8. Taylor series .008
9. simple stress constant, but
811 2 interchanged .047
B. Love waves
Interface approximation ERRMSR
1. simple stress constant .016
2. extended interface: up .028
3. Taylor series .010
4. finite element .084
involve an infinite medium as was assumed in the truncation
analysis in the previous chapter, but includes interfaces.
The error in the interface approximations must decrease as the
time spacing decreases. This points up the need to consider,
if possible, the whole system when investigating the accuracy
or stability of a particular numerical scheme.
Table 3. ERRMSR for different At for a problem using a
higher order stress constant method and physical parameters:
H=6 km, 81=.7 km/sec, 82=3.5 km/sec, P/2 =.0286 and computa-
tional parameters Az=1.0 km, NZ=75, grid points per dominant
wavelength = 12 in upper medium. (At)stable = .28 sec. For
comparison the ERRMSR for the simple stress constant method
when At=.05 sec is .222.
At ERRMSR
.05 .132
.10 .143
.25 .138
_l.~i~Z~L~PaC~4~ - _
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Dispersion problem
The example above tested methods for handling the inter-
face conditions when the wave motion is at normal incidence.
The Love wave problem in this section tests the methods when
the motion is effectively at a small angle to the interface,
and also serves as a simulation of a phase velocity measure-
ment experiment. Since it will not be the seismograms them-
selves, but rather quantities derived from the seismograms
such as phase velocity, that will be compared with actual ob-
servations the success of this experiment is very important.
Figure 15 shows seismograms for several localities along the
surface of a layer - half-space combination with physical
parameters given in Figure 16. The stress constant method for
the interface condition was used here and, unless stated
otherwise, in the rest of the examples presented in this chap-
ter. The distortion of the initially symmetric pulse, due to
dispersion, is quite obvious. By taking the Fourier trans-
forms of these seismograms the phase velocities shown in
Figure 16 were calculated by the standard least squares tech-
nique (adapted to inline stations). Due to the premature
termination of the fourth seismogram, only three sites were
used in this computation. Phase velocities for a run with a
thinner layer (represented by only 3 grid points) are also
included. In spite of the relative closeness of the stations,
the computed phase velocities are in excellent agreement with
the theory. This was expected since the seismograms
_~_Os~
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Fig. 15. Computed seismograms of Love waves for various
sites along the surface of a layer of 35 km. thickness
over a half-space. In this experiment Ax = 5 km and At =
.7 seconds. Theoretical waveforms are virtually identical
to these computed waveforms. The physical and computational
parameters are given in Table 2.
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Fig. 16. Comparison of theoretical and computed phase velocities,
plotted against wavenumber.
4.85
4.65
-E
4.45
4.25
I
0_
4.05
3.85
100
themselves agreed with the theoretical displacements. For
wavenumbers on either side of the range illustrated, however,
the phase velocity agreement was not good. For the larger
wavenumbers this was due to the relatively small amount of
power contained in the initial displacements. The scatter at
low wavenumbers is attributable both to insufficient power and
to insufficient station spacing. The amplitude spectrum of
the initial wavelet is shown in Figure 17, along with the mea-
sured transmission factors for the thick layer calculations.
The transmission factors, defined as the amplitude spectrum at
a given station normalized by the spectrum at the first
station encountered, can be a sensitive indicator of subsur-
face structural variations.
Of interest is whether the inaccuracies in the computa-
tions are steadily increasing with time, or whether they tend
to damp out. The extreme case of instability, of course, is
easy to recognize, but a gradual loss of accuracy is not. To
study this, the Fourier transforms of the surface displace-
ments at different times were compared with theoretical wave-
number spectra. The error was investigated in the wavenumber
rather than frequency domain since the displacements through-
out the grid at any fixed time represent the same number of
algebraic manipulations. This is opposed to the time series
at a given node point, in which each value represents a dif-
ferent number of computations. Since, however, the error
propagates as a wave, the ideal would be to study the error
--- I------~-------------- -~5=-~Se~ _
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Fig. 17. The amplitude spectrum (arbitrary units) of the
initial transient, along with the measured transmission
factor for the layer - half-space model used in Figures 15
and 16(with H=35 km). Theoretically the transmission
factor should be unity. The divergence at higher frequen-
cies for site 4 is a truncation effect, as not enough of
the time series at this site was generated.
spectrum in the frequency-wavenumber space.
The amplitude error is defined as the percent difference
between the computed and theoretical wavenumber spectral
amplitudes:
VT (kt) - VC(kt)
error(k,t) 100 T IV (ktV,t) (2)
where the time and wavenumber dependence has been indicated.
The amplitude errors for the Love wave computations with a
15 km layer (the layer being represented by only two grid
points exclusive of the free surface and interface) are given
as a function of time and wavenumber in the last three columns
of Table 4a. The first column contains the wavenumber and the
second column contains, for reference, the theoretical ampli-
tude for each wavenumber. This table shows that the absolute
difference in amplitude is small, that the relative error
(e.g., error at t=84 compared to that at t=42) increases with
time, and that the computed amplitudes are consistently lower
than the theoretical amplitudes. The aberrant behavior at k=
.07363 in the relative increase of error with time is probably
related to the small amount of power in the initial displace-
ments at this wavenumber.
The phase information is contained in Table 4b, where the
error measure is defined by the relation
--- -LY~L~IL~3~t--_
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TABLE 4a - Error in amplitude as a function of wavenumber
and time. See text for explanation.
k
.01227
.02454
.03682
.04909
.06136
.07363
theor.
amplitude
.15
.35
.30
.15
.04
.008
t=42
- .43
-1.64
-2.36
-2.54
-2.56
-1.80
84
-1.15
-2.21
-3.36
-4.11
-2.80
-8.70
126
-1.90
-2.86
-4.49
-4.54
-3.96
- .85
TABLE 4b - Error in phase as a function of wavenumber and
time. See text for explanation.
k
.01227
.02454
.03682
.04909
.06136
.07363
6 12
-.02
-. 21
-.32
-. 26
-.32
-.26
6 13
-.22
-.10
-.31
-.22
-.35
0.0
6 23
-.41
0.0
-. 30
-. 19
-. 37
.26
t t c
i j
where 4, t i are the theoretical and calculated phases (with
phase integers added when necessary to account for the multi-
valuedness of the measured phase spectra) at time t=ti (42,
84, and 126 seconds). 6ij expresses the relative error in
the phase difference between two sites, and as such is equiva-
lent to the error expected in the phase velocity calculations.
As in the case of amplitudes, Table 4b shows that the error
again seems to be biased (corresponding to an overestimation
of phase velocity) but it is not obviously increasing.
The errors indicated in Table 4, based on wavenumber do-
main calculations, and the errors implied by the frequency do-
main results in Figures 16 and 17 indicate that the Love wave
finite difference calculations using the stress constant
method for the interface conditions are of sufficient accuracy
to warrant an investigation of a more complicated problem.
Bumpy Interface
The approximation to the interface conditions across a
curved boundary, discussed in the previous chapter, was inves-
tigated by simulating the problem of an SH wave vertically
incident from below on a layer with a bump in it. No analytic
solution to this problem exists, but recently K. Aki and
K. Larner have developed an accurate, approximate method for
AI
treating problems of this type (Aki and Larner, 1970; Larner,
1969). Larner and the present author worked in conjunction on
this problem in order to test our respective methods, and to
clarify some concepts in the Aki-Larner (A-L) technique. The
geometry of the problem is given in Figure 6, Chapter II.
Because of symmetry, the half-space problem can be reduced to
the quarter-space problem shown. The treatment of the artifi-
cial boundaries was discussed in the previous chapter. The
simple stress constant method was used for the curved boundary,
but because of its inaccuracy for flat interfaces with wave
motion at vertical incidence, it was replaced by an extended
interface method in the flat portion of the boundary. Compu-
ter generated contour plots of the displacement on a vertical
profile at four instants of time are shown in Figure 18 for a
particular example in which the bump is 20 km wide and 5 km
deep, the flat portion of the layer has a 5 km thickness, the
elastic parameters are appropriate to a crust-mantle combina-
tion, and the incident wave in the lower medium has a dominant
wavelength of 13 km, where dominant wavelength is defined as
1.28 times the distance between peaks in the transient Ricker
wavelet (the maximum amplitude in the wavenumber spectrum of
the wavelet occurs at this wavelength). The bump illustrated
represents one half cycle of a cosine curve. The top edge of
each plot corresponds to the free surface and the other three
edges are artificial boundaries. The interface is indicated
by the solid lines. Each plot can be viewed as a contour map
of the displacements at each grid point for a certain instant
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Fig, 19. Contour plots of the scattered motion.
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of time, in which the area between every other contour is
represented by a given symbol. These plots are only intended
to give a qualitative picture of the displacement variation in
space and time, and thus the actual values of the contours are
irrelevant. The contours clearly show that the wavefronts are
refracted, as expected, into the low velocity, upper medium.
Scattered waves in the lower medium are evident. Figure 19
brings out the scattered waves more clearly. There the result
of subtracting the solution for no bump from the solution with
the bump is contoured.
Detailed comparison with the A-L technique is first made
for a model of a sedimentary basin: the bump is 50 km wide
and 5 km deep, the flat portion of the layer has a 1 km thick-
ness, the shear velocities are 1, 82='.7, 3.5 km/sec. and the
rigidity ratio is pl/ 2=.0286, and the incident wave in the
lower medium has a dominant wavelength of 64 km. The length
dimensions can all be scaled to model a smaller pocket of low
velocity material, if desired. The results will not change.
The example used in Figures 18 and 19 was presented first
because the grid spacings and number of grid points are such
that the contour maps of its motion are much more graphic than
are those of the sedimentary basin model. Figure 20 shows a
suite of seismograms for various points of observation along
the surface at increasing distances from the center of the
bump. The dashed line in the x=O trace is the solution to a
problem with a flat layer of 6 km thickness. The large
10 20 30 40 50 60 70
TIME (sec)
Fig. 20. Computed seismograms at various sites along the
free surface over the irregular interface shown in Figure
22.
_ _ ~_
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Fig. 21. The results of applying an exponential window
of decay time 13.32 sec. to the traces in Figure 20.
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contrast in rigidity and the thickness of the sedimentary
(upper) layer in relation to the incident wavelength combine
Sto give strong reverberations and prominent interference
effects.
In order to compare the present results with those com-
puted from the Aki-Larner technique, the seismograms must
first be multiplied by an exponential window (Figure 21) and
then Fourier transformed. This is necessary since the A-L
technique solves the problem in the complex frequency domain
(a detailed explanation of the implications of complex fre-
quency is contained in Larner's thesis). After windowing and
transforming, amplitude and phase anomalies relative to the
amplitude and phase of the flat layer (H=1 km) problem were
formed. The results at period T=17.1 seconds are compared
with those from the A-L technique in Figure 22. At this
period the thickness of the sedimentary layer at a point app-
roximately 15 km along the surface from the center of the bump
is one quarter of the incident wavelength in the upper medium.
This represents a quarter-wave plate with a nearly rigid bot-
tom and therefore a large magnification of the incoming wave
is expected, as observed. Also included in Figure 22 are the
anomalies formed from measurements of the amplitude and arri-
val time of the first trough in each windowed time series in
Figure 21 and those formed by repeatedly using Haskell's
(1960) flat layer theory with a layer thickness equal to the
local depth to the interface. The agreement of the finite
X,
o AL TDK = I 3.32 sec
SFD T = 17.10 sec
HASKELL
X TIME DOMAIN (WINDOWED)
I I i I I I I I I
4 8 12 16 20 24 28 32 36
7"x
x
0 4 8 12 16 20 24 28 32 36
HORIZONTAL DISTANCE
02=3.5, /uI/ 2=.0 2 8 6
SH, X =64 km
Fig. 22. Comparison between various methods of solution
at a period of 17.1 secs. The "time domain" results were
computed from measurements on the dominant troughs in
Figure 21.
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difference results and the A-L results is very encouraging.
Using a different decay time in the exponential window again
results in agreement, thus confirming the interpretation of
complex frequency as equivalent to windowing in the time do-
main followed by transformation to the frequency domain. Ano-
ther interesting point brought out by the comparison -- aside,
of course, from the vindication of the method for treating the
curved boundary -- is the necessity for a careful interpreta-
tion of the amplitude anomaly as defined. At the center of
the bump the anomaly in Figure 22 at first glance seems to
indicate that the motion in the center has undergone a demag-
nification at this period. To some extent this is true, but
it is important to also realize that the motion over the
center of the bump arrives later than over the edges and is
thus multiplied by smaller numbers in the windowing process.
A further observation is that the Haskell method and direct
time measurements give results which, depending on the accu-
racy required, may be adequate for a given application. A
more complete discussion of this example is given by Boore et
al.
The amplitude and phase anomalies for the crust-mantle
model discussed earlier are given in Figure 23. The departure
on the right side of the amplitude anomaly is due to contami-
nation from waves reflected from the artificial boundaries.
The bias in the phase anomaly appears to be real (and not the
result of a mistake in the processing of the data) and indi-
.- ' -~
I. I
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Fig. 23. Comparison of Aki-Larner (AL) and finite differ-
ence (FD) solutions at a period of 2.56 seconds for the
problem at the bottom. An exponential window of decay
time 3.58 secs. has been used.
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cates the error that can occur from using the simple stress
constant method. The actual error in terms of circles is
about three to four times that incurred in the previous exam-
ple. The slope of the interface is approximately 1:1 whereas
that of the previous example is 1:5. Thus the severity of the
boundary probably contributes to the inaccuracy. The error is
also relatively larger than in the previous example because
the anomaly is smaller.
The examples presented in the three sections above indi-
cate that the solution to the problem of Love waves propaga-
ting on a layer of nonconstant thickness over a half-space
should be feasible. In fact, the main computational differ-
ences between the Love wave problem and the bumpy interface
problem are a horizontal extension of the grid and different
initial conditions. The Love wave problem is treated in de-
tail in the next chapter.
Love waves on adjoining quarter-spaces
Problems involving a combination of horizontal and verti-
cal boundaries rarely have analytic solutions, and thus it is
difficult to test the finite difference technique when applied
to such problems. An exception, however, is the problem of
the propagation of a Love wave on a layer - half-space combin-
ation coupled to another layer - half-space by a vertical
boundary. The complete solution to this problem, first dis-
cussed by ' Higuchi in 1932 and more recently by Sato (1961) and
_L
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Alsop (1966), can be represented by an incident, reflected,
and transmitted Love wave of a given mode when the elastic
constants of the four materials are related by Equations (21)
and (22) in Chapter II. This is shown in Appendix A, which
also includes a discussion of the synthesis of the theoretical
displacement by means of the Fast Fourier Transform.
Calculated surface displacements generated by the diffe-
rence scheme are shown in Figure 24 for different instants of
time. The simple stress constant approximation was used for
the horizontal interface and, since the wave is at a large
angle to the vertical interface, an extended interface method
was used there. The four-corner point approximation is des-
cribed in the previous chapter. In this problem the elastic
constants were chosen such that the reflected wave would be
prominent; they are not intended to model a realistic boundary.
The slope discontinuities at the vertical boundary, most ob-
vious at times t=70 and t=84, are necessary consequences of
the continuity of the stress component cryx Another illustra-
tion of the same calculations is given in Figure 25, where
printer-plot contours of displacement on a vertical profile
are shown for different times. The top edge of each plot cor-
responds to the free surface. The horizontal interface is
drawn in the last plot (t=112) and the vertical interface is
also indicated. Theoretical displacements based on a Fourier
synthesis of the eigenfunction solutions are indistinguishable
from the computed displacements illustrated in Figure 24.
101
(SEC.)
T=14
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T=42
T=56
T=70
T =84
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T= 112
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(KM)
Fig. 24. The surface displacements at different instants
of time for the two quarter-space problem. The location of
the vertical interface is given by the dashed line. The
various elastic and geometric parameters are: B.=3.85, p
3.0, =4.75, p =3.65, B =4.23, p =7.44, =5.51, =8.0
H=35.02km. Units of 6 are (km/sec and of are (gm cc).
The computational parameters were Ax=5 km and At=.7 sec.
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Fig. 25. Computer generated contour plots of the
spatial distribution of Love wave displacements at
different instants of time for the two quarter-space
problem. The results here are derived from the same
experiment as those in Figure 24. An explanation of
the contours is given in the text. Variable spacing
with z results in a compressed view of the actual
variation with depth.
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More specifically, the maximum difference in amplitude between
the computed and theoretical surface displacements at t=112
seconds is .4, compared to a maximum trace amplitude of 9.69.
The errors vary in sign, and are usually a maximum near the
zero crossings of the displacement.
Summary
The chapter has been a potpourri of various problems, all
of which give some qualitative or quantitative information
about the finite difference technique as applied to elastic
wave propagation. The important results are enumerated below:
1) The explicit finite-difference approximation to the
wave equation and associated boundary conditions provides a
computationally simple way to generate solutions to fairly
general elastic wave propagation problems. The only inherent
limitation is that stability of the computations requires the
ratio of time- to spatial- grid spacings to be less than a
certain value.
2) The accuracy of a given approximation of the interface
conditions between two elastic materials can be dependent on
the type of wave motion being considered: for waves at verti-
cal incidence to an interface the simple stress constant app-
roximation gives solutions which are much more inaccurate than
those obtained from a variety of other approximations, but
when the propagation of Love waves is simulated the stress
~-~ ---- -~- I
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constant method gives answers which are comparable to or
better than those from the other approximations.
3) Wave propagation across a curved interface can be
accurately simulated by using a generalization of the simple
stress constant method in combination with computational stars
with nonequal legs.
4) Solutions using the stress constant approximation to
the interface conditions are accurate enough, in the case of a
flat layer over a half-space, to allow precise measurements of
phase velocity to be made between relatively closely-spaced
stations.
5) The use of analytic solutions to generate initial dis-
placements, followed by the finite difference propagation of
these displacements, provides a means of simulating the propa-
gation of far-field waves through locally heterogeneous mater-
ial.
In light of the results in this chapter, the numerical
treatment of the propagation of Love waves in layers of non-
uniform thickness appears feasible. Because it works so well
in the flat layer Love wave problem and in the bumpy interface
problem, the simple stress constant approximation should be an
adequate method for treating the interface conditions, espe-
cially since the slopes anticipated for the boundaries in the
nonuniform waveguides are not large (usually less than 1:5).
If the station spacings are small compared to the relevant
___ ____rl
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wavelengths, however, the measurements of phase velocity are
very sensitive to small perturbations in phase, and in such
cases further quantitative studies should be made, as they are
in the next chapter, to define the accuracy of the results.
-C U ---- ~- -- - ~ i NOR
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CHAPTER IV
LOVE WAVES IN NONUNIFORM WAVEGUIDES
Introduction and outline of chapter
As discussed in Chapter I, the influence of lateral
heterogeneities on the propagation of surface waves is becom-
ing increasingly important as seismologists study the struc-
ture of the earth in ever finer detail. The results in the
present chapter contribute to the understanding of these
effects in two ways. First, and most important, by studying
the propagation of Love waves on some specific models the
finite difference method is shown to be a useful tool in the
prediction of such effects. Second, the results from the
specific models are of seismological interest in their own
right.
The particular heterogeneities studied in this chapter
are those formed by localized variations in the thickness of
isotropic, homogeneous layers. A definitive, general numeri-
cal treatment of such waveguide problems is obviously imprac-
tical. Instead, several variations of two specific, yet very
different models are considered. The first model is a layer -
half-space representation of an ocean-continent margin. This
is referred to as the crustal variation problem. The second
model is a simplified version of one proposed by Wickens and
Pec (1968) to explain some measured phase velocity anisotropy
in Northern Canada. It consists of two layers over a half-
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space and is referred to as the low velocity layer problem.
An extensive treatment of the crustal variation problem
by means of the finite difference technique is given in Part I.
Special attention is paid in this section to defining the
accuracy of the results. The finite difference solution to
the low velocity layer problem is contained in Part II. The
treatment here is less extensive than in Part I and is inten-
ded to be more an application of the finite difference method
than a test of its accuracy. In Part III the physical inter-
pretation of the effects observed in Parts I and II is ex-
plored by comparing the results of the finite difference cal-
culations with those from various approximate theories.
Possible applications of the finite difference method
used in Parts I and II to regional studies of the earth's
structure are discussed in Part IV. Included in this section
is a preliminary study of the aforementioned results of
Wickens and Pec.
__ __C __ ~_ _
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PART I. FINITE DIFFERENCE CALCULATIONS:
CRUSTAL VARIATION PROBLEM
Introduction and summary
By working with the Fourier transforms of finite differ-
ence generated "seismograms" at various locations along the
free surface, various measurements are made which have a
direct bearing on seismological studies of the earth. Conclu-
sions relevant to two types of studies can be drawn from these
measurements. The first type is that in which the region of
heterogeneity is a small fraction of the total segment of
earth being considered. This includes measurements of long
path phase and group velocity and attenuation, and studies of
earthquake source mechanisms via amplitude and phase equaliza-
tion of surface waves. In these studies any perturbations in
the phase and amplitude spectra introduced by local hetero-
geneities, and not predictable by simple theories such as
described in later sections (Part III), are termed noise. The
results in this section show that this noise should, in
general, be insignificant.
In the second type of study, typified by interstation
phase velocity measurements near the region of structure
change, a detailed knowledge of the influence of the hetero-
geneity is required. The particular influence will obviously
depend on the specific model used, but the following general
m-. 
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observations can be made: first, differences in the phase
velocities of waves propagating in two directions across a
given station pair can exist. This anisotropy is indicative
of structural complexities, and can be of sufficient magnitude
to be measurable. Concomitant with this, of course, is that
the finite difference method be accurate enough to predict
this anisotropy. For the specific model considered here this
is shown to be the case. Second, when the stations are over
the flat-lying portions of the interface the resultant phase
velocities can still be anisotropic, but this anisotropy tends
to disappear as the stations become farther than a wavelength
from the heterogeneity. Furthermore, averaging the phase
velocities for waves traveling in both directions helps to
diminish the effect of the transition region. Third, the
relative amplitude spectra at the various stations can give an
indication of the direction in which the subsurface interface
is sloping.
Statement of problem and computational details
The majority of the computations presented in subsequent
sections are for an idealized ocean-continent boundary with
geometry and elastic constants given in Figure 26. This will
be referred to as the standard model. Results from two varia-
tions of this model will also be included: in one variation
the crust thins to 25 km instead of 15 km, and in the other
the change in thickness takes place in a horizontal distance
~U~IBCr
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Fig. 26. Geometry, station locations, and physical and compu-
tational parameters for the standard crustal variation problem. Thedrawing is to scale. The initial displacements were centered at x=O.
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of 40 km rather than 120 km.
In order to study the effect on measured phase velocities
of two-way propagation across a given station pair, computa-
tions were performed with the initial Love wave incident from
both directions. In subsequent discussion the terms updip and
downdip are used to indicate the direction of the incident
wave; downdip represents propagation from the ocean to the
continent and updip is from continent to ocean. "Seismograms"
were formed at six stations by storing the results of the
finite difference solution at appropriate time steps. These
six stations were arranged, unless indicated otherwise, in
the manner indicated in Figure 26. Notice that the numbering
always starts with the first site encountered by the incident
wave. Thus the same geometrical location will have two site
numbers, depending on the incident wave's direction. The
initial displacements were the same as used in the flat layer
dispersion problem in Chapter III; the initial containment
was such that on the surface the displacement at the cutoff
point, beyond which zero displacements were assumed, was
.009% of the peak displacement. Although not for the same
problem, a general picture of the spatial variation of the
initial displacements is given in the top "snapshot" (t=0 sec)
in Figure 25, Chapter III. There it is seen that the location
of the peaks of the wavelet spread out horizontally with
increasing depth, and thus values of displacement at the cut-
off point for containment (this cutoff
I ~ _~
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point is approximately given by the vertical line in Figure
25) may be a larger percentage of the peak amplitude than was
quoted above for the surface displacement. This was also true
for the flat layer runs, however, and the excellent results
obtained there give assurance that the containment of the
initial displacements will not contaminate the solution.
To take advantage of the decay of the Love wave motion
away from the surface the grid spacings were increased with
depth according to the formula:
Az(n) = z(n) - z(n - 1) (1)
where the depth, z, for z-index n is given by
z(n) = (n-2)-DELZ 1 < n < (z*/DELZ + 2)
z(n) = (n-2).DELZ+.Ol(n.DELZ-z*)2  (z*/DELZ+2)<n<NZ (2)
where the origin, z=0, was taken at the free surface (n=2; the
fictitious layer above the free surface is denoted by n=l).
The horizontal grid spacing, Ax, was fixed at a constant value.
Choosing z* to be greater than the maximum depth to the inter-
face separating the two elastic media results in constant grid
spacings near the interface. This simplifies the determina-
tion of the normals and interpolating factors needed in the
calculation of displacements at funny points and curve points.
- ----------- 4 -- -
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The grid spacings used in the vertical direction, along with
the variation of the synthesized initial displacements with
depth for both the thinside and thickside models, are given in
Figure 27.
The simple stress constant approximation to the interface
conditions and its generalization to curved boundaries was
used for the majority of the computations described in this
chapter. The shape of the curved boundary was given analyti-
cally by one half cycle of a cosine. A segment of the boun-
dary with the normals drawn at curve points is superimposed on
a grid work in Figure 28. Although not shown in the figure,
whenever the short leg of a funny point was less than .2 of Az
the curve was automatically shifted so as to intersect the
grid point. As discussed in Chapter II, this was done in an
attempt to avoid instabilities arising from local violations
of the stability condition. The choice of .2 above was some-
what arbitrary; even though the stability condition was not
met throughout the grid with this choice, no instabilities
arose during the computations.
The computations were performed in single precision
arithmetic on a IBM 360/65. The general procedure used is
discussed at the end of Chapter II. The computational parame-
ters are listed in Figure 26. A typical set of seismograms at
sites 1 through 6 for both up- and downdip propagation in the
standard model is given in Figure 29. Because the updip and
downdip waves are traveling over different structures
H=I5 km
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Fig. 27. Variation with depth of synthesized displacements at x=O, t=O.
The tick marks show the location of gridpoints used in the vertical direction.
DELZ = 5.0, z* = 40 km. (see text)
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Fig. 28. The relative location of gridpoints, curved boundary,
and normals. Ax=5.0 km =Az. Only one half of the transition is
shown, as the other half is antisymmetric about the vertical line
at the right side.
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Fig.29. Seismograms for the standard crustal variation
problem. Dashed lines are updip propagation.
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initially, a direct comparison of the waveforms cannot be
made.
Results of the computations: long range effects
Contrary to the title above, the computations were not
carried out to truly long distances from the heterogeneity.
As is shown below, however, the stations did extend far enough
beyond the region of thickness change to enable its influence
on long-path measurements to be isolated.
1) Phase delays. Of interest to seismologists studying
phase velocities over long paths is the total anomalous phase
advance or delay picked up in propagation through the hetero-
geneous region. "Anomalous" is here defined to be the differ-
ence, at a given frequency, between the phase delay calculated
from an integration over local wavenumbers and that actually
measured. With phase in circles, the anomalous phase delay
between sites i and j is thus:
x.
(6ij) = 1/2w kdx - (ij)meas. (3)
x.
1
where k(x,w) is the wavenumber at frequency w which would exist
for a layer, with thickness equal to the local thickness at x,
covering a half-space. In the results presented here i=O,
x =0 and j ranges over the six seismometer locations. The
measured phase delays, ( ij)meas.' were obtained from Fourier
'iXI~-fli~ e~L
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transforms of the traces in Figure 29, with phase integers
added where necessary to produce continuity. The resulting
values of the anomalous phase delay for the standard model are
given in Figure 30. From results presented later, on the
accuracy of the finite difference calculations, it can be
estimated that the values in Figure 30 are good to within
about .008 circles.
The largest differences in Figure 30 occur for periods
near 35 seconds, with the maximum difference in phase delay
being .0385 circles. In terms of percent of the total phase
delay from the origin x=0, the largest anomaly is 2% but most
of the perturbations are less than 1.2%. The fact that the
up- and downdip perturbations differ in sign is of importance
to studies of long-path phase velocities, for it implies that
variations from local heterogeneities will, to some extent,
cancel one another. The similar character of 6 at sites 4,5,
and 6 indicates that the majority of the phase delay anomaly
is incurred in the transition region and justifies our use of
the term "long-range" in the title to this section.
2) Group delays. Although the phase delays contain all
the information that exists in the phase spectrum, it is
instructive to look at the group delays separately. The group
delays for each site were computed from the definition
g d#(x,o)7 (x, ) d (4)
g dw
SITE 3
- SITE 2
/0
- --
SITE I
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Fig. 30. The difference between theoretical and measured phase delays
for the various sites. The solid lines are for downdip propagation and
the dashed lines for updip.
.028
.014
w 0.0
-. 014
o
.028
.014
0.0
-.014
.028
.014
0.0
-.014
~L
SITE 6
120
by replacing the derivative by a two-sided difference. The
theoretical group delays were found for each frequency by
approximating the boundary by a series of stepped layers and
accumulating the group delays across each layer. This theore-
tical approach is similar to that used in the phase delay
calculations above. The resulting difference between the
theoretical and measured group delays are plotted against
frequency in Figure 31 for both up- and downdip propagation.
As might be expected from the behavior of the phase delay
curves, the transition zone contributes the most perturbation.
The results at sites 4,5, and 6 show that passage through the
transition zone has caused a relative advance of up to 2.0
seconds at the low frequencies and delay of less than 2.0
seconds at the high frequencies in the case of updip propaga-
tion. Furthermore, the group delay anomalies are smaller for
downdip propagation than they are for waves traveling in the
updip direction. The implications of these results are that
the standard practice of deriving an effective group velocity
for a composite path by averaging the group delays of the com-
ponent parts is justified, and that measurements of group
velocities between an epicenter and station will be negligibly
biased by the effect of the ocean-continent margin. This
latter implication is especially true since the epicenter and
station locations are usually such that the sense of propaga-
tion will be downdip (from the ocean to the continent).
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3) Amplitude transmission factors. Up to this point only
the phase information in the computed seismograms has been
utilized, but the amplitude information is also useful. A
convenient way of presenting this information is in terms of
transmission factors, defined as the amplitude spectrum at a
given station normalized by the spectrum at the first station
encountered. Figures 32 and 33 contains these factors for up-
and downdip propagation in the standard model and the model in
which the layer thins to 25 km rather than 15 km. The results
from the discussion of accuracy, presented later, imply that
the curves should, for the most part, be accurate to within
5%. Note that the curves for sites 4,5, and 6, all located on
the far side of the transition region, have similar shape and
tend to approach the theoretical curve with increasing dis-
tance from the zone. The theoretical curve is based on a
simple theory of energy equality discussed later in this
chapter. The agreement at far distances from the transition
zone of the theory and the finite difference calculations
indicates that a simple correction can be used to account for
the effect of the margin on the amplitudes. This is of impor-
tance to studies of anelasticity and to earthquake source
mechanisms based on the amplitude equalization of surface
waves.
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Fig. 32. Transmission factors for the standard
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Results of the computations: near range effects
1) Phase velocities. The information used in the con-
struction of the phase delays discussed earlier was also used
to obtain apparent phase velocities between various station
pairs. For historical reasons some of the resulting phase
velocities were plotted against wavenumber, rather than the
more conventional period or frequency. Rather than redo many
of the figures, Table 5 contains a typical conversion between
the three variables.
Table 5. Typical conversion of wavenumber to period and
frequency. Data from flat layer Love wave problem (H=35 km)
discussed in Chapter III.
k(rad/km) T(sec) f(cps)
.010 101.5 .0098
.020 66.7 .015
.030 45.8 .022
.040 35.4 .028
.050 28.6 .035
.060 24.4 .041
.070 21.4 .047
.080 18.5 .054
Interpretations of phase velocity measurements usually
assume that the observed velocities are only dependent on the
structure between the measurement stations. The validity of
this assumption is easily tested by calculating the apparent
phase velocities for two-way propagation across station pairs,
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underlain by a flat interface, on either side of the transi-
tion region. The results for the standard model are contained
in Figure 34. As will be shown later, these phase velocities
are accurate to within about 1.5% over most of the wavenumber
range illustrated. We see that the measured dispersion is
anisotropic in that it depends on the direction in which the
wave is traveling, and that the anisotropy, for all practical
purposes, disappears at shorter wavelengths. Furthermore, the
phase velocities tend to approach the appropriate theoretical
curve as the station pair gets farther from the transition
region: compare phase velocities measured between sites 5,6
with those between sites 4,5. The critical distance beyond
which anisotropy disappears and the measured phase velocity is
the same as the theoretical flat layer velocity, is on the
order of one wavelength. Even if the measuring array is closer
than this to the transition zone, an approximation to the local
structure can be obtained by basing interpretations on an
average of phase velocities measured for waves propagating in
both directions across the array.
If large enough to be measureable, the presence of aniso-
tropy in measured phase velocities can be a useful indicator
of subsurface complexities in structure. This anisotropy in
the standard model is most pronounced when the measurements
are made across the transition region (Figure 35). As shown
later, the differences in the phase velocities in Figure 35
are, for the most part, larger than can be attributed to
- ~L
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computational inaccuracies. The anisotropy, in fact, can
exceed the velocity differences between the theoretical values
for the layer - half-space combinations on either side of the
heterogeneity, and should be measureable. The results in
Figure 35 also illustrate the difficulty of trying to inter-
pret phase velocities measured over regions of significant
structural change in terms of plane layered models: the
velocities for smaller wavenumbers are isotropic and biased,
and furthermore, an average of up- and downdip velocities is
not as effective in removing the perturbations as it was when
the measurement stations were removed from the transition
region.
For comparison, results for two variations of the standard
model were also calculated. Figures 36 and 37 contain updip
phase velocities for the model in which the layer thickness
decreases to 25 km instead of 15 km; phase velocities for up-
dip propagation when the decrease in layer thickness takes
place in a horizontal distance of 40 km rather than 120 km are
given in Figure 38. Thus these two variations represent,
respectively, less and more severe heterogeneities than the
model considered earlier. This manifests itself in the calcu-
lated phase velocities: the perturbations are similar in
shape, but are of smaller and larger magnitudes than in the
case of the standard model.
2) Amplitude transmission factors. The relative behavior
of the amplitude spectrum from site to site, discussed earlier
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Fig.36. Comparison of measured updip phase velocities
over flat portions of the interface.
130
5.05 f-
4.85 --
4.65 k-
4.45
4.05 -
3.85
.01
C"
I
I I I I I . . . .. 
. .
.
' ' "I I I I I
131
.05 .1, .01 .05 .1, .01 .05 .1
WAVENUMBER (rod./km)
Fig. 37. Comparison of measured updip phase veloci-
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in terms of long-range implications (Figures 32 and 33), can
also be useful in delineating the local structure. In parti-
cular, except for the updip transmission factor at site 3, the
measurement of relative spectral amplitude between any two
sites is an unambiguous measure of the direction in which the
interface is sloping, at least in this particular model: if
K the ratio is greater than one the layer is increasing in
thickness and if less than one it is decreasing.
Accuracy of the computations
Because the phase velocities are measured over distances
which are usually less than a wavelength, and because the
computed perturbations are relatively small (typically less
than 10%), it is particularly important that a quantitative
estimate of the accuracy of the results be obtained. The flat
layer Love wave results, such as described in the previous
chapter, are very accurate. This, however, does not guarantee
that problems involving curved interfaces will possess the
same accuracy. An estimate of the accuracy to be expected
when a curved interface is present can be obtained from the
results of the SH problem with a bumpy interface described in
the last chapter. There a typical error in time per period
of the incident wave was .12/17 in the sedimentary basin
problem and .04/2.56 in the crust-mantle problem. It is not
clear how the Love wave experiment should be compared with
these results, but it is suggested that the numbers above are
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approximately the fractional error to be expected in the phase
velocity calculations. If this comparison is valid it implies
that the error in the phase velocities due to the finite dif-
ference treatment of the curved boundary will be less than 2%.
To make sure of this, however, further experiments were per-
formed.
One of the most convincing tests was to run the updip,
standard problem with a grid spacing of 3.0 km (and corres-
pondingly smaller time step) rather than 5.0 km. In order to
make the grid spacing commensurable with the layer thickness
the problem was altered slightly by letting the thickside
layer be 36 km deep. The results, along with those of a
further experiment to be described shortly, are given in
Figures 41 and 42. The measured phase velocities are very
similar to what they were before.
Another set of runs was used to test the influence on the
phase velocities of the incorrect bottom boundary condition.
Using NZ=30,45, and 60 the results show that the bottom,
especially for NZ=30, is influencing the measurements, but not
by a significant amount (Figure 39).
Since it is expected that most errors will arise from the
treatment of the boundary conditions along the curved inter-
face, another crucial test would be to use an entirely differ-
ent method for the approximation of the boundary conditions.
The author does not know of any contesting methods that are
reasonably easy to implement, so in lieu of this the higher
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Fig. 39. Updip phase velocities for different sites and
depths to the bottom of the artificial boundary.
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order generalization to the stress constant method was used.
To review, in this method six instead of five points are used
in the approximation of the Laplacian at a funny point, the
normal on a given side of the interface is extended through
two rather than one grid lines, and three points, as compared
to two in the simple method, are used in the interpolation of
a displacement value at a grid line - normal intersection. As
a preliminary check on the method's accuracy it was applied
to the flat layer problem with H=35 km. The phase velocities
and transmission factors are contained in Figure 40, in which
the site numbers are the same as if the curved layer were
present. The results are excellent, and also reaffirm the
ability to accurately measure phase velocities between closely-
spaced stations. When applied to the nonuniform layer problem
the results agree fairly well with the previous calculations,
except that the phase velocities seem to be biased to lower
values (Figures 41 and 42). One of the most notable differ-
ences is in the peak phase velocity for the updip station pair
2,3, where the two measurements differ by 2.5%. The trans-
mission factors are also biased in the sense that they are less
extreme than before (Figure 43). In general, however, the two
sets of measurements show the same characteristics. Moreover,
although formally more accurate, because it uses displacement
values far from the interface to determine the curve point
values it is not clear that the higher order stress constant
method is actually better than the simple method in this
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Fig.40. Phase velocities and transmission factors for a flat
layer of 35 km. thickness. Higher order stress constant approxi-
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particular application.
Another feature shown by these tests was the effect on
the measured phase velocities of slight variations in the
configuration of the interface. In the results presented
earlier the extension of normals, computation of weighting
factors for interpolations, etc., was done automatically by
the computer. In the higher order generalization, however,
it was easier to draw the interface and construct normals by
hand. The positions of relevant grid and intersection points
were determined with an x-y digitizer. Using a subset of
this information in the simple stress constant method resulted
in the phase velocities in Figure 44. There it is seen that
the variation in phase velocity from slight variations in the
boundary (amounting to a spatial discrepancy in some places of
up to .5 km) can be comparable to some of the variations
resulting from the two different methods of doing the inter-
face condition.
In summary, from the results above I estimate that the
computed phase velocities are accurate to within at least 3%
and usually 1.5% in the period range illustrated, with the
possible exception of some of the values on either end of the
range where the small amount of power, truncation, or large
wavelength relative to the station spacing can reduce this
accuracy. From the accuracy in the phase velocities the
accuracy in the phase delays can be deduced to be about .008
circles. The results in Figure 43 imply that the amplitude
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Fig. 44. Updip phase velocities over the transition region.
The solid line is from finite difference calculations using
the simple stress constant method and computer generated
interface information. The dashed line is also the result of
computations using the simple stress constant method, but with
interface information given by digitizing a hand-drawn curve
and normals.
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transmission factors are good to within 5%.
PART II. FINITE DIFFERENCE CALCULATIONS:
LOW VELOCITY LAYER PROBLEM
Introduction and Summary
Based on the success in the previous experiment, the
finite difference method was applied to a specific case of
Love wave propagation in two layers covering a half-space.
One motivation for this was simply to extend the method to a
more complicated layered system and see, in particular, if the
inclusion of a low velocity layer compromised in any way the
use of the simple stress constant approximation to the inter-
face conditions. Another motivation was the desire to test a
model proposed by Wickens and Pec (1968) to explain some
velocity anisotropy which they measured for waves traveling
between two stations in Northern Canada. This application is
discussed in Part IV of this chapter.
No inherent difficulty was encountered in extending the
finite difference method to the problem of two layers covering
a half-space. Phase velocities and transmission factors were
computed for a flat layer model and for both updip and downdip
propagation, letting the depths to the top and bottom inter-
faces of the low velocity layer vary individually and together.
Anisotropy was found, especially for periods less than about
80 seconds, but it rarely exceeded 3%. The transmission
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factors showed relatively small deviations from unity, and
qualitatively behaved as predicted by a simple theory dis-
cussed in Part III of this chapter.
Statement of problem and computational details
The basic geometry, physical parameters, computational
parameters, and site numbers are contained in Figure 45. It
should be noted at the outset that the present problem, aside
from the layering, is basically different from the crustal
variation problems discussed in Part I. A good way of seeing
the differences is to redraw the geometries after scaling all
relevant distances by the appropriate dominant wavelengths.
This will also facilitate the comparison of other geometries
with those considered in this chapter, for if the material
properties are the same and the scaled geometry is the same,
the perturbations in the measurements should be similar.
Choosing a dominant wavelength of 221 km in the crustal varia-
tion problem and one of 384 km in the low velocity layer model
results in the scaling shown in Figure 46. The relative
location of the different seismometer sites are also indicated.
Here the basic differences between the specific crustal varia-
tion and low velocity layer problems are illustrated: the
horizontal extent of the transition zone is only about .5
wavelengths in the ocean-continent margin problem, compared to
1.25 wavelengths in the low velocity layer problem. In both
cases the vertical extent of variation is about one-tenth of a
wavelength. Because of the differences between the crustal
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Fig. 45. Scale drawing of the geometry and site locations for
the low velocity layer problem when both interfaces change shape.
Physical and computational parameters are also included.
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variation and low velocity layer problems, it should not be
expected that the results be similar.
Both interfaces in the present problem can change thick-
ness, with the result that, e.g., we can speak of the follow-
ing models: downdip:lower, downdip:upper, and downdip:both,
where the first word indicates the direction of propagation
and the second tells which of the low velocity layer's boun-
daries are changing. In the series of examples presented here
the variation of the depth to an interface was always 60 km in
a distance of 600 km, and always began under site 1. Table 6
contains, for each experiment, the interface depths for the
waveguide in which the incident wave is propagating.
experiment H1 H2
updip:upper 100 300
downdip:upper 40 300
updip:lower 100 300
downdip:lower 100 240
updip:both 100 300
downdip:both 40 240
Table 6. Interface depths in km. for the initial
waveguides in the various experiments.
The numerical scheme was the same as that applied in the
crustal variation problem. In particular, the simple stress
constant method was again used for the interface conditions.
--- _^ I
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The computation time and storage space required for the com-
plete solution is comparable to that needed in the one-layer
problem. The synthesis of the initial displacements, based
on equations given in Appendix A, proved to be the biggest
obstacle in the conversion of the one layered half-space
program to a two layered half-space version.
The dependence of the synthesized motion with depth at
x=0 and t=0O is given in Figure 47 for the four different
initial models which were considered. Also included are the
locations of the vertical grid points. As expected, the low
velocity layer tends to trap energy, with the result that the
displacements do not initially decay as rapidly with depth as
they did in the crustal variation problem. Starting at about
halfway into the low velocity layer, however, the displace-
ments decay more rapidly and reach small values at shallower
depths relative to the dominant wavelength in the problem.
Results of the computations
1) Flat layer problem. In order to check the ability of
the finite difference method to treat two layers over a half-
space, it was first applied to a flat layer problem with H1
100 km and H2-H =200 km. The measured phase velocities and
transmission factors, illustrated in Figure 48, are in excel-
lent agreement with the theoretical values. Note that the
theoretical values themselves were derived from the numerical
processing of the theoretical time series. This was done to
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3 100 140
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Fig. 47. Variation with depth of synthesized displacements at x=O, t=O.
The tick marks show the location of gridpoints used in the vertical
direction. The arrows indicate the relative locations of the interfaces.
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check for possible undesireable effects of the time series
analysis. The comparison of the theoretical and computed
results also helps to define the range of frequencies unaffec-
ted by the errors introduced when only a small amount of power
is present in the initial displacement. This range seems to
be approximately .006<f<.026.
2) Varying layer problem: phase Velocities. For each
experiment phase velocities were measured between station
pairs 1-2, 2-3, ... , 5-6 and also 1-6. This amounts to a
large quantity of data. Rather than present each curve such
that its features are clearly discernable I have chosen
instead to conserve on the number of figures and present a
scatter diagram of the data from each experiment. The rele-
vant conclusions drawn from this set of experiments are still
illustrated in this way.
The results for models in which the depth to only one
interface changes are given in Figures 49 and 51. Also inclu-
ded are the theoretical phase velocities for the homogeneous
waveguides on either side of the transition region. The most
obvious observation is that anisotropy such as occurred in the
crustal variation problem does not exist here. Anisotropy is
present, however, and attains its greatest value (2-3%) for
periods less than about 80 seconds. For periods greater than
80 seconds the anisotropy is usually small (<2%).
The results when the depth to both interfaces varies show
similar features (Figures 50 and 51), and in fact are quite
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Fig.49. Phase velocities for low velocity layer problem.
Dashed lines are theoretical values for uniform waveguides
on either side of the transition region. See Fig. 50 for
location of sites.
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close to the phase velocities measured in the updip:lower and
downdip:lower models. The anisotropy seems to be enhanced,
however, and reaches values of 6% for the updip station pair
5-6.
3) Varying layer problem: transmission factors. The
measured values for models in which only one interface varies
in depth are given in Figure 52; Figure 53 contains the
transmission factors for the general case when the depths to
both interfaces change. Over most of the period range illus-
trated the updip values are generally greater than unity and
the downdip values less than unity. This is in agreement with
predictions based on the displacement-depth relations in
Figure 47 and the simple theory of energy equality, as expres-
sed by equation (8).
Accuracy of the computations
Since no difficulty was encountered in the flat layer
calculations, and since the ratio of the grid spacings and
time steps to the wavelengths of interest are similar to those
in the crustal variation problem, the previous discussion on
the accuracy of the computations should hold here. The phase
velocities and transmission factors in this section are
probably, horeover, more accurate than before since the slopes
of the interfaces are less. Furthermore, greater accuracy is
expected for the phase velocities measured between sites 1 and
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6 because the distance between sites is relatively much larger
than ever occurred in the crustal variation problem (it is
interesting to note in passing that a least-square determina-
tion of phase velocity using sites 1,2,3,4,5,6 gave essential-
ly the same results as did 1,6).
The interfaces in this problem were in closer proximity
to the bottom boundary than was the case in the crustal varia-
tion problem. To ensure that this did not lead to spurious
motions on the surface, the updip:lower problem was solved
with NZ=100 rather than 60. There were no significant changes
in the results.
PART III. COMPARISONS WITH SELECTED THEORETICAL SOLUTIONS:
A PHYSICAL INTERPRETATION OF THE OBSERVATIONS.
Introduction and summary
If an approximate theory could be used to predict with
sufficient accuracy the effects of heterogeneities on Love
waves, the relatively expensive finite difference calculations
could be avoided. Several approximate theories are tested in
this section against the finite difference results for the
standard model of the crustal variation. These theories are
found to give poor predictions near the region of thickness
change. Far from this region, however, a particularly simple
theory can be used to predict the behavior on the amplitude
159
spectrum of waves propagated through the heterogeneity.
From the results of the approximate theories and from the
behavior of the finite difference computations, some sugges-
tions as to the physical interpretation of the observations
can be made. In particular, it seems as if attenuating modes
and body waves play an important role in the vicinity of the
heterogeneity. Any approximate theories which are to be use-
ful near a relative thickness change comparable to that in
the crustal variation problem must take these waves into
account. Backscattered fundamental mode Love waves are also
important, and help to explain why the updip waves are more
severely perturbed than are the downdip waves in all of the
examples presented earlier, including those in the low
velocity layer problem.
Theoretical solutions: a quantitative comparison with
the finite difference results.
Introduction. Of the several approximate, theoretical
treatments of Love wave propagation in nonuniform layers cited
in Chapter I, that by Knopoff and Mal (1967) is the most
relevant for the problems in this thesis, as it provides a way
of summing the contributions of partially reflected and trans-
mitted waves in the vicinity of an arbitrarily shaped boundary.
In this section the Knopoff-Mal (K-M) theory is used, in com-
bination with that by Alsop (1966) and one based on an analogy
_ ~-__-_ ~ii- ... _ - -t~t~-~L B-~- -
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with transmission lines (TL theory; Appendix B), to compute
apparent phase velocities and transmission factors for the
crustal variation problem discussed at the beginning of this
chapter. The same quantities are also computed by using the
TL theory independently. This section is thus both an inter-
comparison of approximate solutions and a comparison with the
more accurate results obtained by the finite difference calcu-
lations.
Theory of energy equality. Before treating the contin-
uous, but nonuniform, waveguide, a simple theory that is use-
ful in computing transmission factors far from the transition
region will be discussed. If, as sketched in Figure 54, all
the energy in an incident mode is in some way transferred into
the same mode on the far side of the region of heterogeneity,
the transmission factors of the surface amplitudes are easily
found. Thus no reflected energy or mode conversions are taken
into account. The transmission coefficients are then in a
sense the maximum values to be expected.
The average kinetic energy striking an infinitely deep
strip of unit width per unit time is given by
<E> = UA 2  (z)(z)dz (5)
where U is the group velocity, f(z) is an eigenfunction with
unit amplitude at the surface z=0, and A is the surface ampli-
tude of the wave. Jeffreys (1961) shows that
heterogeneous
region
energy in energy out
Fig. 54. The principle of the theory of energy
equality.
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WU p 2dz = k 4 dz (6)
o 0
where k=wc=horizontal wave number. Therefore
<E> = (A 2 /4)ck 2  2dz (7)
0
Since the average kinetic energy equals the average potential
energy (Jeffreys, 1961) the requirement that the total inci-
dent power equal the total transmitted power gives the follow-
ing formula for the transmission coefficient at frequency w
00
2 ~- 2A2 c1 1 l dz 2
1 k 2 oo 2 (dz)
For the simple case of a single layer over a half-space the
integrals in (8) can be evaluated explicitly. The resulting
expression was used for the theoretical calculations in
Figures 32 and 33.
Theories for nonuniform waveguides. In this section, as
in this chapter, a three part waveguide such as that illustra-
ted in Figure 1 (Chapter I) is assumed. The K-M and TL
theories both represent the motion at the free surface over
any point in the nonuniform part of the waveguide as the re-
sult of a continuous partial reflection and transmission of
.. ~. ~-
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the incident wave. This superposition in the TL theory is
given by means of a matrix multiplication (Appendix B). The
K-M theory expresses the motion in the form of an integral
equation as follows: for waves incident from the left, the
total motion at some point a<x<b (where x=a,b are the left and
right limits of the nonuniform part of the waveguide)is
v(x,0,t) = b() + 4f(x] e - i t (9)
where the backward and forward propagating components of the
motion #b' qf are related by
i x x
f(x) = e a + {-Tf(n) f(n)+Rb(n)b (n) }e dn (10a)
a
b i5 kd
{b(x) = Rf(() f() - Tb() b(n)}e x d (lOb)
x
In this pair of coupled integral equations the change of
amplitude of the transmitted and reflected waves per unit
distance of propagation is given by the factors T and R:
T(E) = -tan 0 (lla)
R( ) - tan 0 (11b)
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where e is the local slope of the interface, measured from
horizontal, and (l-9T/Dh dh) and Dp/ah dh are the transmitted
and reflected amplitudes resulting from the auxiliary solution
to the problem of the propagation of a Love wave, with an
initially unit amplitude at the surface, on a layer with a
discontinuous increase in thickness of amount dh at a location
given by x= (Figure 55). The subscripts b, f refer to the
direction of the incident wave in the original problem: f is
the direction of forward propagation and be is in the opposite
direction. Thus for waves in the original problem incident
from the left the auxiliary problem would be solved twice,
once with waves incident from the left, giving Tf, Rf, and
once with waves incident from the right, giving Tb , Rb. The
solution of the auxiliary problem is discussed in the next
subsection.
A convenient way of solving (10a) and (10b) is to use an
iterative scheme, with zeroth order approximations given by
x
ia kdE (12a)
4f(x) = e
Wb() = 0 (12b)
These are equivalent to the WKBJ solution for the phase varia-
tion. The computations leading to the results given in this
ir
(I) PI (I-d?f)
(d ) I-
dh 
(I)
0 (d b )
dh
I
Fig. 55. Local transmission and reflection
coefficients for the general problem (top) are
computed from solutions to the auxiliary pro-
blem (bottom two illustrations) .
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section require about three iterations to converge.
It is possible to generalize Alsop's (1966) variational
theory to solve for the motion when several discontinuous
changes in layer thickness occur, but the method becomes
unwieldy as the number of changes becomes large and therefore
it was not used.
Solution of the auxiliary problem. Three different,
approximate solutions to the problem illustrated in Figure 55
have been used. A transmission line solution is given in
Appendix B and a Green's function (GF) solution, as used by
Knopoff and Mal (1967), is derived in Appendix C. The remain-
ing solution uses the variational approach of Alsop (1966).
Alsop's method is easy to describe in the problem here, since
we assume that the frequencies of interest are below the cut-
off frequency of the first higher mode (Figure 69 in Appendix
B). Thus, coupling of the incident wave into other modes need
not be considered. If 1 (z), 42 (z) are Love wave eigenfunc-
tions with unit surface amplitude, we write the displacement
and stress continuity conditions across the vertical plane
separating the two quarter-spaces as
1l (z ) + r4 1 (z) = t4 2 (z) (13)
(14)Pl(Z)k1l1(z)-r 1(W)] = P2(z)k2 t2(z)
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where, in the notation of Figure 55, r=d and t=l-dr. Because
we have neglected body waves, the two relations (13) and (14)
cannot be satisfied for all z. Thus r and t are chosen such
that in some integral sense the relations are satisfied. To
express the approximate character of (13) and (14), they
should be written
(l+r)41(z) - tq 2 (z) = 6(#) (13')
1 kl(l-r) l ( z ) - P 2 k 2 t 2 (z) = 6(0) (14')
where, e.g., 6(a) is the mismatch in a as a function of depth.
Alsop chooses to multiply (14') by 2,' integrate over z, and
let
k1 01l 1' 2dz (15)
t = (l-r) 2 dz
thereby requiring that
3 P2 6(a)dz = 0 (16)
0
After substituting (15) into (13'), the requirement that
S62 (4)dz = minimum (17)
_I~
_ I __I~_
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can be used to determine r.
The three methods mentioned above for solving the auxil-
iary problem were applied to a specific model considered by
Alsop (1966). The model and the resulting values of r and t,
as a function of frequency, are given in Figure 56. Illus-
trated are the reflection and transmission coefficients for
propagation from the thin to the thick layer (forward propa-
gation). The corresponding quantities for propagation in the
other direction are nearly mirror images of the forward
propagation coefficients. The transmission coefficients
computed from the Alsop and TL theories are very similar, but
the GF solution gives coefficients which are much too small.
This is due to the assumption made in Appendix C that the
only perturbation of the transmitted wave as compared to the
incident wave occurs along the face of the step change in
layer thickness. As will be seen below, the discrepancy
between the eigenfunctions in each quarter-space extends to
large depths, and thus the "tails" of the displacements, which
are considered in the TL and Alsop theories, but not in the
present formulation of the GF solution, exert an important
influence on the surface displacements. An improved solution
to the GF problem could undoubtedly be found.
Of more importance to phase velocity measurements than
the transmitted amplitudes is the behavior of the reflection
coefficients, as it is these which will give rise to any per-
turbations in the phase velocity which may occur. Figure 56
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Fig. 56. Transmission and reflection coefficients for the model in the
upper right.
'.0
1.2
I.
LO
.9
I I I
MMOMM . Mi-_- --=i ___ _i- -~_I_
-. I [-
-. 21 --
~i,.t
a
170
shows that the GF and Alsop theories give similar, small re-
flection coefficients, but that those computed from the TL
analogy are different both in sign and magnitude. It is
difficult to choose between the various theories. The TL
theory requires energy to be conserved and the displacement
integrated over depth to be the same on both sides of the
discontinuity, whereas Alsop's theory does not require energy
conservation but does require the depth-averaged relations
(16) and (17) to hold. On the other hand, the GF theory is,
in effect, concerned only with the continuity of displacement
and stress in the vicinity of the step change in layer-thick-
ness. These differences in the underlying assumptions in each
theory are manifested in plots of displacement and stress on
either side of the discontinuity as functions of depth.
Figure 57 is an example of the displacement variation at 50
second period for the model used in Figure 56. The boxed-in
number is the percent of incident energy unaccounted for by
the transmitted and reflected waves. The degree to which the
tail influences the character of the surface displacements is
quite obvious. The variation of the stress component yx withyx
depth is given in Figure 58. Here the impossibility of
matching the stress on either side of the discontinuity by
using a single eigenfunction is apparent; the stress on either
side is discontinuous at the layer - half-space interface and,
because the interface is located at a different depth on either
side, the locations of the discontinuities are not the same.
TL ALSOP GF
I+R
40- T
I+ R
T T I+ R
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160
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Fig. 57. Displacements on either side of the vertical interface for
various solutions, at T=50 seconds, to the auxiliary problem given in Figure
56. The boxed-in number is the percent energy unaccounted for. I,R,T stand
for the incident, reflected, and transmitted motions. The plots have been
separated for clarity.
hP I
- -- ---Clil - -~-- - -I ___ ~_~i--~- ...-~---X. --- -~-- ---- ---- i--------- ---.n-~-~- I II
TL ALSOP GF
40 -
- 80- T
E II+ R
120
0.+ R
160
(ARBITRARY UNITS)
Fig. 58. Stresses on either side of the vertical interface
for various solutions, at T=50 seconds, to the auxiliary
problem given in Figure 56. The boxed-in number is the percent
energy unaccounted for. The plots have been separated for
clarity.
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Results. We now have at our disposal several different
methods that can be used to calculate the transmission factors
and phase velocities for the nonuniform waveguide considered
in the crustal variation problem at the beginning of this
chapter. Besides the TL theory, the following hybrid theories
are available: K-M:GF, K-M:Alsop, and K-M:TL where, e.g.,
K-M:TL means that the Knopoff-Mal integral equation formalism
is used to sum the partially reflected and transmitted waves,
the amplitudes of which are given by the TL solution to the
auxiliary problem.
1) Phase velocities. As might be expected from the be-
havior of the reflection coefficients in Figure 56, the
K-M:GF and K-M:Alsop theories give similar phase velocities.
Furthermore, the K-M:TL results are similar to those from the
TL theory, thus indicating that the integral equation and
matrix formulations for summing the contributions of the
continuously reflected and transmitted waves are equivalent.
Figure 59 contains phase velocities for both up- and
downdip propagation, calculated from the K-M:Alsop and TL
theories. Also indicated in the figure are the finite differ-
ence results and those from the zeroth order iteration of the
K-M formalism (equations (12a) and (12b)). The accuracy of
the theoretical results was checked by using different numbers
of layers in the discretization of the heterogeneous region
and also by using double precision in the calculations. Some
problems in the convergence of the K-M:Alsop calculations were
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Fig. 59. Comparison of phase velocities; standard crustal variation
model. Dashed is updip, solid is downdip.
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encountered, but they do not affect the results given here.
As is evident in the figure, the comparison between the finite
difference results and those from the approximate theories is
quite poor, although the perturbations of phase velocity pre-
dicted by theory can be as large or larger than those found
from the finite difference calculations. This discrepancy is
not too surprising considering the approximations inherent in
the theories: usually the approximations are only valid if
the structure is slowly changing compared to the wavelength,
and neglect of attenuating modes and body waves, although
sometimes valid far from the heterogeneity, is a serious
limitation in the vicinity of the effective sources induced
by the structural changes. One feature that the finite diffe-
rence and TL results do share, however, is the greater pertur-
bation of updip than downdip propagation. This greater
perturbation for updip waves in the TL solution is in spite of
the relative equality of the reflection coefficients for both
forward and backward propagation in the auxiliary problem.
Evidently several properties of the specific model, such as
the sign and magnitude of the reflection coefficients, the
relative location of the measurement stations, and the shape
of the boundary, combine in some way to produce this preferen-
tial perturbation of the updip phase velocities. This may
imply that the backscattering of fundamental mode Love waves
is an important contributor to the measured perturbations in
phase velocity, even though it alone cannot account for the
) '
'rt
I1
precise variations seen.
2) Transmission factors. Figure 60 contains the trans-
mission factors for both up- and downdip propagation. As in
the phase velocity results, comparison at appropriate sites
with the finite difference calculations is again poor. Figure
60 also contains the transmission factors for the station
farthest removed from the transition zone in the finite dif-
ference calculations (site 6). The comparison with the
approximate theories for this site is much better than for the
site on the edge of the nonuniform region. The significance
of this behavior at far-removed stations was discussed earlier
in the chapter, where the finite difference results were com-
pared with results from the simple theory of energy equality.
The dependence of the transmission factors, obtained from the
finite difference calculations, on the distance from the
transition region also indicates another way in which the
approximate theories discussed in this section are deficient:
in the approximate theories the transmission factors (and
phase velocities) for sites on the far side of the transition
zone are not functions of the distance from the zone.
Also of interest is the close agreement between the far-
side transmission factors computed from the simple theory of
energy equality and those calculated from the more complicated
approximate theories. This, in combination with the results
discussed in the paragraph above, means that for stations far
removed from the region of thickness change (i.e., based on
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s chapter, greater than a wavelength)
r decrease in the amplitude of the
edicted to fair accuracy without re-
theory or expensive finite difference
Physical interpretation of the observations
As mentioned above, waves such as attenuating modes and
body waves must have formed an important contribution to the
total calculated motion in the crustal variation problem,
especially near the region of thickness change (propagating
higher modes were excluded because the frequencies of the
initial motion were less than the cut-off frequency). That
most of the perturbations of the forward propagating, funda-
mental mode Love wave take place in the vicinity of the
heterogeneity is attested by, among other things, the anoma-
lous variations in the phase and group delays incurred in
passing through the nonuniform region. Since body waves and
attenuating modes decay with distance from their effective
sources (presumably located near the curved interface), and
since they are hopelessly intermixed with the incident motion
in the vicinity of the interface, it was experimentally not
possible to isolate them with any surety. An experiment
probably could be designed to accentuate these motions; the
results would be helpful in devising a more valid theoretical
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solution than those discussed in this chapter.
Another important contribution may come from reflected
fundamental mode waves. Theoretical results presented above
show that such waves may contribute significantly to the
measured phase velocity, and also predict that updip propaga-
tion is more severely influenced than is downdip propagation,
as observed. A reflected wave was seen at sites 1 and 2 in
the crustal variation model which had the most severe hetero-
geneity: a 20 km thickness change in a horizontal distance of
40 km. The portions of the records containing the phase have
been plotted in Figure 61. The main trough of the motion
travels with a horizontal velocity between 4.5 and 4.75 km/sec,
and the shape of the motion is, except for sign, similar to
that seen for reflected Love waves in the two adjoining
quarter-space problem discussed in Chapter III (Figure 24).
The presence of such reflected motion lends credence to the
idea that backscattering of the incident motion is contribu-
ting to the observed perturbations in the measurements of
phase velocity and transmission factors.
X = 180 km
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Fig. 61. Backscattered motion produced by reflection of the incident Love
wave from a decrease of crustal thickness of 20 km. in a horizontal distance
of 40 km. For comparison, the peak amplitude of the Love wave is 20.
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PART IV. POSSIBLE APPLICATIONS TO REGIONAL STUDIES
Experimental requirements
In order to apply the method in this thesis to a success-
ful determination of local structure based on observed pertur-
bations of the amplitude and phase spectra, several conditions
should be met. The first such condition results from the
assumption of two-dimensionality in the finite difference
calculations. There are two ways in which this requirement
may fail: 1) even if the structure is, to a very good appro-
ximation, two-dimensional, the Love waves may be at nonnormal
incidence. This might be the case near an ocean-continent
boundary. 2) the structure itself may be three-dimensional.
I expect that in the former case the results in this thesis
would apply for some range of angles on either side of normal
incidence, but if the structure violated the condition of two-
dimensionality the method presented in this thesis could only
be used for a rough, qualitative prediction of the amplitude
and phase behavior.
Further requirements are that the seismograph stations be
close to the structure and num erous enough to define its
detail, yet far enough apart so that reasonably accurate phase
velocities can be measured. The structure, moreover, should
produce variations in the phase and amplitude spectra large
enough to be predicted within the limitations of the accuracy
of the finite difference method. For accurate determinations
~-~-- _~1 '=- _--~I~-~---~YL __
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of phase velocity the seismograph stations should be in line
with the direction of wave propagation. Finally, but certain-
ly not the least important, records of well-developed Love
waves, uncontaminated by interference from multipath propaga-
tion or higher modes, are required for both directions of
travel across the array.
Possible experiments
All the conditions above will seldom be met in any given
application, but the simple presence or absence of anisotropy
in the phase velocities will give some information about the
existence of structural changes. If this is sufficient, the
WWSSN, Canadian Network, or LRSM stations could be used to
investigate propagation through mountainous regions and the
margins of various geological provinces such as the Canadian
Shield, the Basin and Range province, and the Colorado Plateau.
In order to treat some of these features the finite difference
method would have to be extended to include variations in the
shape of the free surface, but this should not be difficult.
By using combinations of the aforementioned stations it might
be possible to measure anisotropy as a function of station
spacing across a given feature. In this way the horizontal
and vertical extent of the heterogeneity could be investigated.
The use of large arrays, such as the LASA, NORSAR, or one
being installed in Alaska (ALPA), presents the best
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opportunity to investigate in detail a heterogeneity by using
surface wave dispersion. Studies at the LASA, using body
waves, have demonstrated the existence of heterogeneities
(Greenfield and Shepard, 1969; Aki and Larner, 1969). The
heterogeneity proposed by Greenfield and Shepard is essential-
ly two-dimensional, with a 12 km change in crustal thickness
taking place in a horizontal distance of 35 km. This is
intermediate between the standard and most severe crustal
variation models considered in this chapter, and as such
should produce measurable variations in the phase velocity and
amplitude spectra of Love waves.
Lateral changes in the structure of the upper mantle can
be investigated by using G waves from a large earthquake,
recorded at two nearby sites along a great circle path. In
this way the necessity of finding two events giving waves pro-
pagating in opposite directions across a given station pair is
avoided. Furthermore, a redundancy in measurement may be
possible by using G1, G3 , etc., and G2 , G4 , etc. As a possible
example, the Kurile Island earthquake on 10/13/63 produced
large G waves recorded at Charters Towers, Australia, and
Tasmania University, Tasmania, both of which are on the same
great circle path and are separated by about three wavelengths
(for 200 second waves; Hiroo Kanamori, personal communication,
1969).
___
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Phase velocity anisotropy in Northern Canada:
a discussion
Introduction. Recently Wickens and Pec(1968) published
phase velocity curves for two-way Love wave propagation across
a series of stations running in a north-south line between
Mould Bay, Canada, to Tucson, Arizona. The reciprocal data
between Coppermine (CMC) and Yellowknife (YKC) showed a
pronounced anisotropy (up to 10%) for periods longer than 40
seconds. In order to determine the reality of this anisotropy,
I have repeated and extended their measurements. The prelimi-
nary results of this study are included in this section.
Data analysis. The anisotropy measured by Wickens and
Pec is based on three events propagating in each direction.
In an attempt to extend this data base, the films from the
WWSS station at CMC were scanned for 1965, 1966, and part of
1967. This resulted in 139 events with obvious Love waves.
From this a subset of 20 events were found which were travel-
ing within 100 of the great circle path between CMC and YKC.
Unfortunately, only four of these events gave waves propaga-
ting from the north, and for one of these the records at YKC
were unobtainable. Because of this, the data base for waves
propagating from the north is the same as that used by Wickens
and Pec, but for waves coming from the south more events have
been added. Since the waves were traveling essentially north-
south, only the east-west component of motion was used. The
r~CCI- TPeC. i
rIi t
data was digitized on a table digitizer, with care taken to
compensate for the trace slant produced by the lateral move-
ment of the recording drum. The horizontal distance between
minute marks was used to determine the time spacing of the
sampled points. Unfortunately, the distance between minute
marks was quite variable and often exhibited drift. This
most likely arises from uneven rates of rotation of the recor-
ding drum at the station. In order to compensate for this,
the sampling interval was determined from an average of the
minute mark distances in the data region of interest. The
data was windowed with a slightly rounded boxcar function, a
linear trend was removed, and then the amplitude and phase
spectra were determined with a FFT. Instrument corrections
were applied, based on Hagiwara's (1958) formulas, and phase
velocities and transmission factors were calculated for the
station pair CMC, YKC.
Results. The calculated phase velocities are given in
Figure 62, along with those of Wickens and Pec. The trans-
mission factors are contained in Figure 63. As this is a
preliminary study, only two out of the three possible events
from the north have been used. Likewise, only two events from
the south have been used, but these two events were different
than those used by Wickens and Pec. The epicenter information
for the events used is listed in Table 7. The event giving
the relatively high values from the north also has a pro-
nounced drift in the minute mark distances, and so the
_ _
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results may be somewhat biased. In spite of this and the
large scatter in the transmission factors, a definite aniso-
tropy seems to exist in the measurements between the stations.
Table 7. Epicenter information
Date Origin time Latitude Longitude
12/06/65 18.42.33 18.42N 107.00W02/07/66a 4.26.14 29.48N 69.42E
02/07/66b 23.06.35 30.12N 69.48E
05/23/66 11.51.30 21.24N 108.42W
Discussion. Before turning to heterogeneities in the
structure of the earth as an explanation of the observed
anisotropy, other possibilities must be explored. One possi-
bilitiy is multipath or higher mode interference. An examina-
tion of the records at CMC, YKC and several adjacent sites
shows that some interference is present. Boore (1969) and
Thatcher and Brune (1969) show that the effect of such inter-
ference is to produce phase velocities which are either higher
or lower than the real phase velocity. Boore shows, however,
that the perturbations should average out if many events from
different epicentral distances are used. Unfortunately, the
events used above, for each direction of propagation, were
usually similar in epicentral distance. An exception was a
G2 wave used by Wickens and Pec to extend the phase velocity
curve for events from the north to longer periods. The
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results were a smooth continuation of the phase velocities
shown in Figure 62. This argues against an interference-
produced bias. In view of the limited amount of data used,
however, the possibility of such a bias cannot be completely
eliminated.
Another explanation for the anisotropy could lie in a
poor knowledge of the relative instrument responses at CMC
and YKC. Although the daily records carried the instrument
constants, the actual calibrations which determined these
constants were widely separated in time, and upon recalibra-
tion a large amount of drift was sometimes found. A pertin-
ent example is YKC: a calibration run was performed in 7/64
and in 12/67 a recalibration showed the seismometer period
for the vertical instrument to be 12.5 sec. rather than 30
sec. and that of the east component to be 40 sec. as opposed
to its stated value of 30 sec. (Dominion Obs.). Differences
such as this can result in 5-7% anisotropies for waves
propagating in both directions across the station pair. The
discrepancy in the seismometer period for the east component
would, however, produce an anisotropy opposite to that obser-
ved. Thus the anisotropy in Figures 62 and 63 cannot be
definitely explained by errors in the assumed instrument
constants, but the observed variability in the instruments
makes one suspect the accuracy of the results.
Under the assumption that none of the possibilities
above cause the observed anisotropy, we now turn to structu-
ral complications for an explanation. The relative location
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of the stations in question is shown in Figure 64, along with
some of the more dominant surface geological features such as
the Canadian Shield and its component provinces. If the
observed perturbations are due to the subsurface structure of
the shield margins then it is clear that the condition of
two-dimensionality is not satisfied. Thus although the
structural differences may be responsible for the anisotropy,
one cannot hope that the finite difference results in this
chapter could delineate this structure. Instead, the finite
difference results are used to evaluate a model proposed by
Wickens and Pec to explain their observations. This model,
derived by interpreting phase velocities (averaged for both
directions of travel) between consecutive station pairs in
terms of plane layers, is shown in Figure 65. Since the
models used in the finite difference method assume homogeneous,
isotropic layers of varying thickness, the model in Figure 65
was idealized to that discussed in Part II of this chapter
(Figure 45). In this idealization the crustal layers were
ignored and the top of the low velocity zone was assumed to
continuously decrease in depth from CMC to YKC. The finite
difference results, shown in Figures 51 and 53, are in
qualitative agreement with the measurements: the transmis-
sion factors for waves coming from the north (updip propaga-
tion) are greater than unity and the phase velocities for
updip propagation are low.
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In summary, a persistent anisotropy exists in phase velo-
cities and transmission factors measured for waves traveling
in both directions between Coppermine and Yellowknife in
Northern Canada. Whether this anisotropy is produced by
structural variations in the earth, or by interference
effects and/or erroneous instrument calibrations, must await
further processing and the use of more data. If a result of
subsurface heterogeneities, the finite difference calcula-
tions show that the model proposed by Wickens and Pec can
qualitatively explain the data. The expected three-dimen-
sional character of the heterogeneity precludes, however, a
precise comparison of finite difference results with the
observations.
II~_ _~ _
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CHAPTER V
SUMMARY AND CONCLUSIONS
Summary
The recent trend in seismology has been to utilize
better data and interpretive techniques in an increasingly
detailed probing of the earth's structure. The deployment
of standardized stations on a worldwide basis, coupled with
the installation of large arrays, has led to much new data
that could be used to study the structure of the earth. In-
terpretive techniques, however, have often not kept pace with
the increasing quality and quantity of data. As an example,
the study of lateral heterogeneities with surface waves is
handicapped by the inability to accurately predict the influ-
ence of the structure on the phase and amplitude spectra of
the waves. In an attempt to rectify this, advantage has been
taken in this thesis of the availability of high speed, large
memory digital computers to numerically simulate wave propa-
gation in particular types of heterogeneous structures.
A detailed description of the method was given in Chap-
ter II. The method consists of a straightforward finite dif-
ference representation of both the equations of motion and
the various boundary conditions. This results in a system of
equations which can easily be solved, subject to some stabil-
ity requirements, for the displacements as a function of time.
By using the finite difference technigue in combination with
_ _111 _.e ,,
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analytical solutions it is possible to model the propagation
of a particular type of incident wave through the region of
heterogeneity.
A possible limitation to the accuracy of the results is
in the approximation of the boundary conditions at various
interfaces. Several different schemes for doing this were
presented in Chapter II. This multiplicity is useful, for
numerical results indicate that the suitability of a given
approximation can depend on the problem being solved.
In Chapter III a number of different problems were sol-
ved in order to investigate the applicability of the method.
Most of the problems had analytic solutions, and thus provi-
ded direct tests of the method's accuracy. The method was
also used to solve a problem for which no analytical solution
exists. Here the solution was tested against that calculated
by the approximate method of Aki and Larner (1970). As an
aside, this served as an interesting comparison of a time-
domain (finite difference) and frequency-domain (Aki-Larner)
solution to the same problem, and also provided results of
practical importance.
The main contributions of this thesis were given in
Chapter IV, in which the finite difference method was used to
study the propagation of Love waves in uniform layers of
varying thickness. Two specific types of variation were
studied: in one, a single layer over a half-space changed in
thickness (crustal variation model); in the other, variations
in the geometry of the low velocity zone were modeled by two
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layers of changing thickness covering a half-space. The
finite difference method was used to propagate a transient
Love wave, of predetermined spectral content, across the
region of thickness change. Fourier transforms of the re-
sulting seismograms at stations located along the free sur-
face were used to calculate phase velocities and transmission
factors. A quantitative estimation of the accuracy of the
results was obtained by solving a given problem using dif-
ferent computational parameters and a different scheme for
the interface conditions.
The suitability of various approximate, theoretical
solutions for the prediction of the effects on the amplitude
and phase spectra resulting from the thickness changes was
investigated by comparing various theories with the finite
difference results. These comparisons also served to indi-
cate the possible physical causes of the observed spectral
behavior.
In the final section of Chapter IV, the application of
the finite difference method to detailed studies of earth
structure was discussed and illustrated by a preliminary
interpretation of some peculiar phase velocity measurements
published by Wickens and Pec (1968).
Contlusions
From the results in this thesis, conclusions can be
drawn about the finite difference method, various approximate
--- -----~- - i- - - r- -r ------ - - -I~C1 --
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theoretical methods, the effect of a specific bumpy interface
on vertically incident body waves, and the influence on Love
wave propagation of several geophysically interesting lateral
heterogeneities. Probably the single most important overall
conclusion, however, is that the explicit finite difference
approximation to the equations of motion and associated
interface conditions provides a relatively simple method by
which accurate, useful solutions to fairly general elastic
wave propagation problems can be obtained. Because of compu-
tation time and storage space limitations, the method is most
useful in the near-field region of sources, where the sources
can be either real or, as in this thesis, effective sources
introduced by complexities along the travel path. In the
latter case analytic results are used to describe the wave
motion between the real, physical source (in this thesis the
source is at x = -w) and the region of inhomogeneity, and the
finite difference scheme is used to propagate the disturbance
through this region.
Rather than reiterate specific conclusions already dis-
cussed, I refer the reader to several of the previous sum-
maries: some conclusions about the finite difference method
and its applicability are given in the summary of Chapter III
(p. 103); the influences of the ocean-continent boundary and
some specific variations in the geometry of the low velocity
layer on Love wave propagation are discussed at the beginning
of Parts I and II in Chapter IV (p. 108 and p. 143); Part III
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of Chapter IV (p. 158) contains some conclusions about the
usefulness of various approximate theoretical solutions; con-
clusions about the existence and cause of anisotropy in phase
velocities and transmission factors measured between two
stations on the edge of the Canadian Shield are given in
Chapter IV on p. 193.
Suggestions for future study
This investigation has only begun to explore the possi-
ble applications of the finite difference method to seismic
wave propagation. The solution of SH problems involving in-
homogeneous, inelastic materials should be possible without
significant increases in either computation time or storage
space. Rayleigh wave and P-SV propagation in heterogeneous
materials can also be treated, but at a cost of approximately
twice as much time and space. Extension of the Love wave
results in Chapter IV to more than a two-layered half-space
should offer no difficulty, except in the generation of the
initial conditions.
The problems in this thesis have all involved a source-
free wave, of a specific type, impinging on a region of
heterogeneity. The finite difference method can also be used
to investigate the motion near sources imbedded in complex
materials. Such an application, in fact, may be easier and
less costly than source-free problems since artificial boun-
daries are of lesser importance, and because the generation
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of initial conditions need not employ complicated computa-
tions, such as Fourier transforms, at a large number of grid
points. Furthermore, with appropriate extensions of the
method it may be possible to make studies of the dynamic
behavior of realistic fault models. This is of obvious
importance in earthquake prediction and control.
The computations in this investigation were restricted
to two dimensions. As exemplified by the experimental study
in Chapter IV, however, quantitative interpretations of data
may often require results from models in which the variation
of structure is three-dimensional. Unfortunately, realistic
three-dimensional problems require several orders of magni-
tude more computer time and storage space than do two-dimen-
sional ones. For example, the Love wave problems in Chapter
IV require about 3.6 x 104 storage locations for the basic
displacement matrix at two time levels. For a three dimen-
sional problem the requirement would be in excess of 5 x 106
locations. This size problem is not feasible at the present
time except in a few extraordinary cases in which large
amounts of time are available on specialized machines. This
may change, however, for it is conceivable that within the
next decade computers of the required speed and storage space
will be available on a widespread basis.
_ _
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APPENDIX A
SYNTHESIS OF LOVE DISPLACEMENTS
USING FAST FOURIER TRANSFORMS
This appendix is a detailed explanation of the calculation
of the theoretical, transient Love waveforms used in this
thesis. The evaluation of the basic integral by means of a
Fast Fourier Transform (FFT) is first discussed and then the
equation for the initial surface displacement is given. Fol-
lowing this the eigenfunctions for Love waves on a two-layer --
half-space earth are presented (without derivation). The spe-
cial problem of Love waves on two layered quarter-spaces
joining along a vertical interface is treated in detail in the
last section.
General remarks
We are interested in the Love displacements at some point
x, z, t when the displacement on the surface at t=O is given by
the function g(x):
v(x,0,0) = g(x) (Al)
Let F(k,z,t) be the eigenfunction solution to the source free
Love wave problem where a spatial transform over the x (hori-
zontal) direction has been taken. The time factor will always
~i;__P_~i j
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appear in the form wt, but from the dispersion relation for
the particular problem being considered w = o(k). Thus k, z
and t can be considered independent variables. The actual
evaluation of F for a given k can be done analytically in the
simple case of one layer or can be determined numerically
using Haskell matrices in more complicated problems (Haskell,
1953).
Thus a general solution of the Love wave problem in the
space-time domain can be determined by adding up eigenfunctions
with appropriate weighting factors:
v(x,z,t) = 1/2r A(k)F(k,z,t)ejkx dx (A2)
-O
Expressing g(x) as a Fourier integral and applying (Al) we
find
g(x) = 1/27r G(k)ejkx dx
-- 00
A(k)F(k,O,0) = G(k)
or A(k) = G(k) / F(k,O,0) (A3)
so finally
v(x,z,t) = L/2 5 G(k) F(k,z,t)ejkx dx (A4)
-C F(k,0,0)
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Our problem now is to evaluate this integral. The reason for
integrating over wavenumber k, as opposed to frequency w , is
that we can use a Fast Fourier Transform to evaluate v for
many values of x at one value of t and z. Thus we can effi-
ciently generate the initial displacements used in the dif-
ference technique.
Evaluating (A4) by means of the Fast Fourier Transform is
quite straightforward, but some details are worth mentioning.
We assume that a subroutine which can do forward and backward
transforms of 2N complex data points is available. Then with
the notation
(data)i = 1 G [ (i-l) A k] F [ (i-1) Ak,z,t]
N Ax F [(i-l) Ak,0,01
2wand Ak - we fill the complex input array with (data)i,
N Ax
i = 1,2,...,N/2. Here Ax is the spatial sampling used in the
problem. Note the normalization 1/NA x. This guarantees that
(Al) holds when v is evaluated using a FFT.
For input points i = N/2+1 to N we use the following:
Re(data)i = Re(data)N+2 -i1 
-t-
Im(data) = -Im(data)N+ 2 -i N+2-i
- I~ --
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This is necessary since the symmetry of the FFT assumes that
(data)i, N < i < N correspond to negative frequency points
and because v(x,z,t) is real. Thus the transform of v,
V(k,z,t), has the property
V(-k,z,t) = V* (k,z,t)
where * indicates a complex conjugate. We now apply the FFT
to the complex array (data)i and end up with another complex
array (result)i, i = 1,N. Here
Im(result) - 0.0
and Re(result)i contains the answer for which we are looking.
Because of the periodic nature of the finite Fourier
transform, some juxtaposition of terms is required if the
initial surface displacements are nonzero for x < 0. The cor-
responding displacements will be found at the end rather than
the beginning of the array containing the results. This
transposition is easy to accomplish, but could be avoided by
shifting the x-origin in the beginning such that all initial
displacements lie to the right. When applying the FFT method
to integrals representing the solution to reverberation prob-
lems, such as the motion at the surface of a stack of layers
due to a vertically incident wave from below (the transform
would then be over frequency), one must be sure that N At is
large enough to include all the dominant reverberations.
Otherwise, some of the neglected reverberations will wrap
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around and contaminate the early parts of the solution.
Thus with one call to a FFT subroutine we have evaluated
the integral (A4) at a given z, t and N values of x.
Initial surface displacement
The initial surface displacement used in this thesis is
a Ricker wavelet (Ricker, 1945) given by
2 -6xg12x   1 -6x2g(x) = A L -14 e 12 (A5)
2 k eA5)
2 3 -k2 X3
G(k) k2 Ae 24 (A6)12 J 6
where A, X are parameters determining the amplitude and peak-
to-peak distance of the displacement. The dominant wavelength
2r
is X . A slightly dispersed example of the displacement
given by (A5) is seen in the T = 14 trace of Figure 24 and a
typical plot of (A6) is contained in Figure 17. This transient
was chosen because of its convenience, zero dc component, and
relatively narrow bandwith in both wavenumber and spatial do-
mains.
Love wave eigenfunctions
Let two layers of thickness H1, H2-H1 and elastic con-
stants ~P' P1' 12' P2 cover a half-space with rigidity p3
and density p3. The solution to the problem formulated
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follows from standard techniques. If the z-coordinate has its
origin at the free surface and is positive downward, the
eigenfunction displacement can be written:
F (k,z,t) -i w t= cos r lze 0< z < HS 1
cos nlHl 
-i t
= f(z) e HI< z< H
2
cos 1H 
- 3 (z-H 2 ) Wt
2 f(H 2 ) e e i  t
z > H2
where
sin n2(H1-z)
f(z) = 1 2 co s 1 2 (H1 -z) + Pl l1 tan nlH 1  n22 2 1 11 11 T
and
2
i 213.
(A7)
i = 1,2
2 2 2 2
3 3
w = kc
and the relation between k and c is determined through the
dispersion equation
i 2 f' (H 2 ) =-P3 3 f(H 2 )
_~ ________ i _~I~I~ _r
(A8)
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It is most convenient in practice to solve this equation for
k given a series of c, and then to interpolate to find c at
the values of k required in the FFT.
If the complex arithmetic feature of Fortran IV is used,
then the consequence of l,' n2 becoming complex in some situ-
ations will automatically be taken into account. In the spe-
cial case n2 = 0 the function f(z) should be replaced by
f(z) = P2 + ~I i (tan n H)(H1-Z)
Love wave on adjoining quarter-spaces
Higuchi (1932) first showed that under certain circum-
stances the complete wave solution to this problem can be
represented by an incident, reflected, and transmitted Love
wave of a given mode. With this as an assumption and knowing
the solution to the layer - half-space problem, a trial solu-
tion to the problem can be written (see Figure 66 for layer
notation):
ik(x-ct)
v = A cos 1 ze 0 < z< HI o 1 e
= A 0cos He
- 
2(z-H)eik(x-ct) z H (A9)
o 1
R =Acos -ik(ct+x) 0zH
vR = ARCOS Tize <z<H
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Fig. 66. The geometry and media labels for four
materials joining along a vertical interface. If
the two conditions at the bottom are satisfied an
analytic solution to the problem of an incident
Love wave (VI ) can be found.
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=ARos I1 He- 2 (z- H ) e-ik(ct+x) z H (A0)
vT = ATCos nzeik*(x-c*t) 0 <z< H
= ATCOs iHe- 2 (z - H )e i k * ( x - c *t) z> H (All)
where vi, vR, vT are the incident, reflected and transmitted
waves and
2 W2 2
1 2
1
2 2 2 2
2 2
Both vI and vR satisfy the appropriate wave equations and
boundary conditions along the horizontal interfaces in the left-
hand quarter space. The displacement in medium 3 given by
(All) satisfies the free surface condition. Substituting vT
into the wave equations for mediums 3 and 4 gives the condi-
tions
( 1)2 + ( )2 = ( )2 (Al2)
3
(1 22  1 2(A)
( - (k-C) ( ) (A13)
which can be combined to give the equation
i___~r_~ UI
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1 1 1 1
- --- -
2 (A14)
1 2 3 4
which must be satisfied in order for the assumed displacement
in mediums 3 and 4 to be valid. Another relation between the
elastic constants which must be met is given by the requirement
of continuity of stress across the horizontal interface between
3 and 4. This gives
n2 14
tan TnlH - (Al5)1 3
This is similar to the dispersion equation for the left-hand
quarter space:
tan nl H 2 2 (Al6)1 1 1
Therefore the relation
- 4 (A17)
1 3
must hold. The conditions of stress and displacement conti-
nuity across the vertical interface determine the constants AR
and AT . If the vertical interface is at x = x we have, without
details,
2 Pc* 1 i(k-k*) A18AT = A 1c*+ 3 e (A18)
_ il_~l_/
210
I c * - y3c +i2k
AR = A0  c e (A19)
o yc*+ Pci
A may be determined as in (A3) such that the incident wave
has a desired surface displacement at t=0. The solution then
proceeds as follows: specify pl' P 3' '' 2' 3 and
use (A14) and (A17) to find 14' B4; use (A16) to find c for
a given k and use (A12) to find c*; use the equality k*c* = w
= kc to find k*; substitute (Al8) and (A19) into (A9) and (A10)
and integrate over k by means of the FFT. This last step
results in values of vI , vR for x>i but the only part of
interest is that for x<_R. The solution for x >R has meaning,
however. For example, the 'reflected' displacement at times
less than the arrival time of the incident pulse at the verti-
cal interface will be found to the right of the interface,
traveling to the left on what may be considered an extension
of the left-hand quarter space.
The evaluation of the integral for transmitted displace-
ment is somewhat subtle. Since the derivation of AT and k*
was in terms of k, the motion to the right of the boundary
should be represented by an integral over k. Then we have,
factoring (All) into three parts,
VT(x,z,t) = 1/27 i AT(k)F(k,z,t)e +ik(k)x dk
where the functional dependence of k* on k has been indicated.
This is not in the proper form for application of the FFT, but
_ iTX~
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a transformation of variables resulting in integration over k*
rather than k will rectify this:
0o
VT (x,z,t) = 1/27 I AT( 5 (k*))F( E (k*),z,t)e+ik*x  dk*
k=E (k*)
where k = E(k*). The derivative can be evaluated, with the
result
( k*) = c*U( E(k*)) -1 12 (k*)(k k= (k*) 3 1 2i
where
S(k*) = k* c*2 { 1L 1
1 3
and U, defined as
=cU = c + k -cU~cA
is the group velocity appropriate to Love wave propagation on
a layer - half-space combination made up of the material to
the left of the vertical boundary. U can be evaluated from
energy integrals (Harkrider, 1968) or by direct differentiation
of (A16).
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APPENDIX B
TRANSMISSION LINE ANALOGY
Introduction
Similarities between equations describing different phy-
sical systems is often exploited by applying techniques deve-
loped in one discipline to the solution of problems in a dif-
ferent field. Here we will apply the techniques developed for
the transmission of power in electric transmission lines to an
approximate solution of the propagation of Love waves on a
layer of gradually changing thickness overlying a halfspace.
Application of the transmission line analogy to electromagne-
tic waveguides is well-known (Slater, 1959). In geophysics
Madden and Thompson (1965) have applied it to the problem of
E-M mode propagation in the earth ionosphere waveguide. Appli-
cation to the seismic P-SV problem has been made by Madden and
Laster in unpublished notes. In each case an analogy is
sought between the equations governing the system under consi-
deration and the basic transmission line equations:
= 
-YV
wx
where I, V are current and voltage variables and Z, Y are the
~ ___~ _ __
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impedance and admittance per unit length of the transmission
line. For more complicated problems V, I can be vectors and
Z, Y matrices. Extension to transmission sheets and volumes
is also possible, In waveguide problems there seem to be two
distinct ways in which the transmission line approach can be
useful: one is to calculate eigenfunctions and eigenfrequen-
cies for waveguide modes in vertically heterogeneous media
(Figure 67a); the other use is the one which concerns us here
- the calculation of mode amplitude and phase and coupling
to other modes for propagation in waveguides with laterally
changing properties (Figure 67b). In this last case we assume
that the solution for a laterally homogeneous waveguide is
known and reduce our two-dimensional problem to a one-dimen-
sional transmission line problem by integrating over the
vertical coordinate.
Derivation of transmission line equations
and characteristic impedance
In this section the equations for a laterally uniform
waveguide are derived. These equations can then be used for
laterally nonuniform waveguides if the heterogeneity is not
too strong. We start by deriving some identities.
In the Love wave problem we can write the eigenfunction of
a given mode as
v(x,z,t) = v(O) v (Z)e1(wt-k(W)X) (B3)
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Fig. 67a. A vertically
heterogeneous waveguide.
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Fig. 67b. A vertically and laterally
heterogeneous waveguide.
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where v(0) = 1. For example, in a two-layered half-space
p (z) is given by A7). vlx,z,t) satisfies the wave equation
and boundary conditions. By factoring the stress ayx into a
depth dependence and x,t dependence (as we did in (B3)):
yx (x,z,t) = a (0)4 (W)e1(wtk(w)x) (B4)
we can write Hooke's law as
.[ (z)*v(0)]
(z) x = (Z)v()1 yx (0) (B5)
where, as will be the case from now on, the exponential has
been absorbed into v(0), yx (0). From the equation of motion
yx + yz _ v
Dx z at2
and Hooke's law for ayz we have
2x[ (z)'ayx (0)] = -[PW 2 ( z )  + ( 'v)']v(0)
where the primes denote the operation - . From now on we
will drop the subscripts yx on the stress, as we will only be
considering this stress component. The above equation can be
simplified by realizing that, from CB5) and CB3),
22
-[ (z)o(0)] = = -k2P@v(z)v(0) (B6)
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is consistent with the equation of motion.
So far we have assumed a laterally homogeneous medium and
have been deriving identities. Our goal is to somehow derive
equations analogous to the transmission line equations (Bl)
and (B2). Our schema is to derive equations which hold iden-
tically in laterally homogeneous waveguides and then assume
that they will also be valid for a waveguide with slowly vary-
ing properties in the x-direction. We recognize that (B5) and
(B6) resemble the transmission line equations. To make the
analogy complete we wish to eliminate the z-dependence and
define dependent variables V, I such that VI* represents power
flow (where * is a complex conjugate) and I is continuous down
the line. In the Love wave case the average power flow per
unit width across a vertical strip is given by
<power> = iRe { iw va*dz }
0
or, using (B5) and (B3),
<power> = { k i1v 2 dz }v 2 (0) (B7)
0
We now integrate (B5) and (B6) over z and define new variables
I Cl v vC0)dz (B8)
- ~__ _
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oo
V E C2 i1/ a( 0 ) d z  (B9)
0
where Cl, C2 are normalization constants, with the result that
(B5) and (B6) now become
C
a (B10)Dx C 2
aV 2 2
- -- I (BII)3x CI
which are the same form as the transmission line equations.
The normalization constains C1 , C2 are determined by the con-
tinuity of I and the definition of VI* as power flow.
If I is defined as
I E [ dz ]l v(0)
0
then continuity of displacement v(z) across a vertical plane
guarantees continuity of I. Other definitions of I are pos-
sible, but the one above leads to the correct answers for the
reflection and transmission coefficients when Higuchi's (1932)
special case of two-adjoining quarter spaces (Appendix A) is
solved via the transmission line approximation. With this
definition for I and the requirement on VI* we find
(B12)C1
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(B13)
o @2dz
C2 o= oi) _
o o
where the relation r(0O) = -ikv(O) has been used. Thus we
can identify the admittance of the medium as
S Cl
Y= C2
and the impedance per unit length as
2 C2Z =k C1
The characteristic impedance (the ratio of V to I for uni-
directional propagation in a uniform waveguide) is
Z k C2
- - C,i .,
or finally
k- oZ0 [ I vd z ] 2
o
(B14)
where the relation
a(z) - (z) 4vZ )
_1 10- -
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has been used.
Application to nonuniform waveguides
We now make the assumption that the pseudo-transmission
line Equations (BIO) and (B1l), which are simply identities so
far, will hold if the waveguide is slowly changing laterally.
This is similar to replacing the constant y in the reduced
wave equation for a homogeneous medium
2 2
ax
by y(x). In particular, we assume that k, v are now func-
tions of x and are calculated as if the material below the
point x were laterally uniform. Thus k and v are local
values. With this assumption about the applicability of the
transmission line equations, we proceed to a solution of the
laterally nonuniform waveguide.
Discontinuous waveguide. First, however, it is inter-
esting to apply the technique to obtain an approximate solu-
tion to the problem of Love waves in two different, laterally
uniform waveguides joining along a vertical plane (Figure 68).
This problem was treated via a variational approach by Alsop
(1966). Comparison between the two for a specific problem is
given in Chapter IV. With the assumption that a given inci-
dent mode is reflected and transmitted only as the same mode,
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Fig. 68. Using the transmission line analogy, the
Love waveguide problem in the top figure is trans-
formed to the transmission line problem in the bottom
figure, where the material properties have been lumped
into characteristic inpedances Z1, Z2
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we can use the transmission line analogy to find the reflec-
tion and transmission coefficients. The assumption of single-
mode propagation is justified in the simple Love-wave case we
are considering if we restrict attemtion to frequencies lower
than the cut-off frequency of the first higher mode (Figure 69)
and if we neglect nonpropagating modes and body waves. Then
solutions to (B10) and (Bll) can be written
Il = e-iklx +Bleiklx)
V1  = Z(e - i k l x ikl -B x )eklx
in the left hand medium, where k1 is the appropriate wavenum-
ber for frequency w and Z1 is the characteristic impedance
given by (B14). In the second medium
1 = A e-ik 2x
V2 = Z2A2e-ik2x
A2 and B1 are found from the requirement that I and V be con-
tinuous across the vertical boundary:
Z1 - 2
+ 2
- _t
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Fig. 69. Schematic of the phase velocity curves
for a laterally uniform waveguide. The transmission
line solutions discussed in Appendix B assume that
f<f f
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2 +1 z2
Because we are interested in reflected and transmitted surface
amplitudes v(O) we must alter the transmission coefficient A2.
Since the magnitude of the transmitted and incident current is
given, using (B8), by
IT = [ v,2 d z ] v2(0) Z1
21 2
0
and
I = [ v,1 d z] v 1(0)
0
where vl indicates the displacement eigenfunction in medium
1, the transmission factor v 2/v 1 is given by
v2 (0) al 2ZI
v I (0 )  a 2 (Z1+Z2) (B15)
where
a = .dz (B16)
0
The reflection coefficient
ZIlZ2 (BI7)refl. coeff. = 2 (B17
1 2
is unaltered.
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Continually varying waveguide. In this section we solve
for the amplitude and phase of Love waves in a three part
waveguide: two semi-infinite uniform waveguides joined by one
whose thickness is a continuous function of distance. The
solution is obtained by approximating the continuous variation
by a series of discontinuous, step-like layers (Figure 70),
and then in analogy with Haskell (1953), solving the resulting
problem by matrix algebra. It is interesting to note that we
can apply the Haskell formulation vertically to obtain the
local k, v , and horizontally to obtain the amplitude and
phase of the motion in the nonuniform waveguide.
The solution to (B10) and (Bll) in the n-th layer of the
transmission line can be written:
I (x) = A e-ikn(x-xn) +B eikn(x -xn) (B18)
Vn (x) = Zn(An e - i k n (x - x n) -Bn e ikn(x-xn) (B19)
Note that the magnitude of the surface values of displacement
and stress, v(O), and a(0), are related to the magnitude of
I n , Vn by appropriate scaling factors (as shown for v(0) at
the end of the previous section). From now on we let I n
I n(Xn ) and Vn = Vn(Xn) and set xI = x2 . We can then write
V Z -Z Bn n n
X2 X3
O - I 2
X XNI
I N I N+I
Fig. 70. Schematic of the reduction of a laterally
nonuniform but continuous waveguide to a discontinuous
transmission line.
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or
v n (x )  = Lnb nv (x n L n b n
n  n
n bn  Ln E
V n.LB nZn -Z n
n ' n--
where
Furthermore,
v (X n+ )  Mbn n n
e-iknh,
Z e - i k n h n
n
with hn = Xn+l-xn
n n1n Since det Ln 6 0, we can relate the cur-n
rent vectors, v n(x), on both ends of the n-th layer by
-1Vn (Xn+l) = MnLn v n (Xn)
and since the continuity of current and voltage gives
Vn- (x n ) = Vn ( n )
(B22) can be continued to the left and right, with the result:
VN+ 1 (xN+l) = MNLN I...M2L v(x) (B23)
(B20)
where
(B21)
M
n
eiknhn
(B22)
_ -. __~-;i- I-
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-1Using (B20) and the definition Hn  ML , the constants Al,
B1 , AN+l, BN+ 1 are related through the matrix equations
bN+1
or, representing the matrix product in brackets by G,
bN+ 1 = Gbl
For waves incident from the left, only transmitted waves can
exist on the far side of the transmission line.
and (B24)becomes, in terms of components,
AN+1 = G 1*A1 + Gl2B 1
0 = G21 *A + G22B 1
The solution to these two equations gives
Thus BN+1
B GB1 G21
1 22
A N+l G + BAN+1  111
A1 = G1l + G12 "-A
= 0
(B25)
(B26)
(B24)
and
L_~C~9~e -
= [LN+1HN+1 H 2 11
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(B25) is the reflection coefficient in the left-hand uniform
waveguide and (B26), after normalization by l/a N+l (Equation
(B16)), is the transmission coefficient on the far side of the
inhomogeneity. If the wave is incident from the right then a
similar specialization of (B24) leads to expressions for
Bl/BN+1 and AN+l/BN+1. Once the reflection and transmission
coefficients for the semi-infinite parts of the transmission
line are calculated, it is a simple matter to find the dis-
placement at any point in the nonuniform part of the line.
This can be found by using (B24) (with N+l replaced by n) to
find the constants An , Bn and then substituting these into
(B18). The surface displacement vn (x,O) is recovered from
In (x) by use of the definition (B8).
~
~s3~-
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APPENDIX C
GREEN'S FUNCTION CALCULATION OF
REFLECTION AND TRANSMISSION COEFFICIENTS
The calculations described in this section are based on
the well-known representation theorem (Knopoff and Hudson,
1964):
v(x,O) = p(I 3 ) G(x,0; i,) 3)
G (x0;3'nl3
3 Dn
where v(x,z) is the displacement of interest and G(x,z; El'
3 ) is the Green's function solution at (x,z) due to a line
source at (E'1 E3 ). In the particular case of a uniform layer
of planar free surface but stepped interface covering a uni-
form half-space (Figure 71) the Green's function is required
to satisfy the boundary conditions of vanishing stress at the
free surface and continuity of displacement and stress at the
horizontal interface. The appropriate interface is determined
by the sign of x in v(x,O).
We first determine the reflection coefficient for waves
incident from the left. Then the line integral in (ClI is
around the path sl + s 2 + s 3 + s 4 + C1 (Figure 71). We let
v = v i + Vrf I where i and rfl stand for incident and reflected
waves. Writing a representation theorem for vi, subtracting
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Fig. 71. The geometry and integration paths used
in the Green's function evaluation of reflection and
transmission coefficients (after Knopoff and Hudson,
1964).
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from (Cl), taking the various boundary conditions into ac-
count, and assuming the reflected waves eventually decay with
distance gives:
v rfl(,0) = {G rfl - V G } d  (C2)
s2+s3+s4
We now make the assumption that vrfl(0O,z) = 0 on s2 and s4.
On s 3 it is given just as if plane waves in a medium with
rigidity p2 were being reflected from one with rigidity pi.
Then the plane wave reflection coefficient gives
2k -" _ik (
v (k kr (= E ) e  1 (C3)
rfl 2 (,) 2k + lkr 3
where k, kr are the horizontal wavenumbers in the left and
right media and k(Y3) is the Love wave eigenfunction that
would exist if the left-hand quarter space were extended to a
half-space. Substituting (C3) into (C2) and using the Green's
functions given by Knopoff and Hudson (1964) the reflected
wave becomes
21 2 R cos k ylHk sin hk Y2 (Hr-H )
vrfl(x,O) = Y2 F (k )
,e - k kY2 CHr-Hg) .e-ikgx CC4)
where the reflection coefficient, R, is given by
- - ^- n-.c--r- - 1- ---~4~P--L-LI- - --. - --
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R 2k - lkr (C5)
= 2k + 1 kr
and
1 1iHk (C 6)F (k) = (+ -)Y2 2 cos k ylH +co ky 6)
Y2 Y1
22 2
Y1 = 2 1
22 1
The Green's functions used above neglect body wave terms.
When (C4) is to be evaluated near the step, as it is in the
integral equation formalism discussed by Knopoff and Mal
(1967) this simplification may be quite serious. Now let
H -H = dh be small. Then k = k +dk and dkdh. Then to
first order in dh,
p vr2 i cos k ylH
- = 2 11 k (C7)
-h dh 2 2 +Pl F (k )
Knopoff and Mal (1967) derive a similar expression for Dp/h,
except that (C7) is 4 P2/1l times larger than theirs. Consi-
dering that the comparison in Chapter IV with other theories
showed that, if anything, the reflection coefficients given in
this section (using (C4) rather than (C5), since a model with
a finite step size was considered) are too small, their for-
mula may be in error.
_~ ~ _i~~ tr ;____ _ _--~-L
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The transmitted motion in the region x>O is found by
letting vt = Vi-VE
, where v is a perturbation term given by
a representation theorem similar to (C2). As with the reflec-
ted wave, V is assumed to be zero on S2 and S4, and on S3
= -Rv. Hk < 3 < HrA " 3 -r
where R is given by (C5). Performing the integrations results
in
-2 1 R cos krYjH, 1 e-krY2 (Hr-H
v (x,) = cos kH 2 2
r r r r (yl 2
*[ Ylsin krY1Hr - 2 cOS krY1 Hr
-[ ylsin krYlH - Y2 cos kyr yH ]I eikrx
which, to first order in dh, gives
2T -k2 cos krY1 H
-h = r l +V Fr2 kr)1 2 r r
(C9)
where Fr' (kr ) is given by CC6) with A replaced by r.
If the waves are incident from the right, similar calcu-
lations show that
S -- E above a e above
(C8)
I- _ --_ ~. ---~L2~errCZI~L- -L- -r
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