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Abstract Most of the researches developed for single response andmulti response optimization problems
are based on the normality assumption of responses, while this assumption does not necessarily hold in
real situations. In the real world processes, each product can contain correlated responses which follow
different distributions. For instance, multivariate non-normal responses, multi-attribute responses or in
some cases mixed continuous-discrete responses. In this paper a new approach is presented based on
multivariate process capability index and NORTA inverse transformation for multi response optimization
problem with mixed continuous-discrete responses. In the proposed approach, assuming distribution
function of the responses is known in advance based on historical data; first we transform themultivariate
mixed continuous-discrete responses using NORTA inverse transformation to obtain multivariate normal
distributed responses. Then the multivariate process capability index is computed in each treatment.
Finally, for determining the optimum treatment, the geometric mean value of multivariate Process
Capability Index (PCI) is computed for each factor level and the most capable levels are selected as the
optimum setting. The performance of the proposedmethod is verified through a real case study in a plastic
molding process as well as simulation studies with numerical examples.
© 2012 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY-NC-ND license.1. Introduction
The competitive market has forced manufacturers to adapt
themselves with mass customization production as fast as
possible. In the past years, manufacturers had enough oppor-
tunity to receive customers’ feedback about their products per-
formance, and subsequently to improve the quality of their
products. Nowadays, they have to design and improve the qual-
ity while the production is running. It means that proactive
approaches, such as experimental design, should takemore em-
phasis instead of reactive approaches.
Design of experiment is a prospering field of quality
engineering which discusses about setting the controllable
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doi:10.1016/j.scient.2012.09.008factors to optimize the outputs of the process known as
responses. In design of experiment, statistical knowledge is
combined with optimization methods to determine which
setting of controllable factors that is called as treatment would
improve the overall quality of the process output.
The problems of design of experiments are classified into
single and multi-response problems. Since the multi response
problems have more applications in industry and services, it is
considered more by researchers.
1.1. Multi response optimization
The classic experimental design focuses on a single normal
response. However, in many applications, simultaneous opti-
mization of several responses is a major concern of quality en-
gineers in industrial plants, and many researchers have been
motivated to develop new methods in this research area. Ac-
cording to the review presented by Ortiz et al. [1], the studies in
multi response optimization can be categorized into threemain
approaches. The first approach is unifying responses to a single
response. The second approach is constrained optimization and
the third one is overlaying the contour plots. By considering the
approach presented by Chiao and Hamada [2] beside the three
Open access under CC BY-NC-ND license.
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response optimization can be illustrated as Figure 1.
In the first category of Multi Response Optimization (MRO)
problems, the responses are converted into a single response,
and then the single response, optimization methods are used.
For instance, in desirability function method proposed by
Derringer and Suich [3], the responses are changed to overall
desirability function or in the method proposed by Khuri
and Konlon [4], the sum of distance of responses from their
corresponding target is minimized. In some other similar
studies, signal to noise ratios (SN ratios) of responses are
converted into an aggregated index, and this index is considered
as the main response of the problem [5].
In the second category known as constrained optimization,
one of the responses is considered as the main response
and the other responses are considered as the constraints in
mathematical modeling (see for example [6–9]). The main
drawback of this approach is that the main philosophy of multi
response optimization which is simultaneous optimization of
responses is neglected.
The third class of the MRO problems is overlaying con-
tour plots proposed by Lind et al. [10]. This approach has
been criticized by several researchers such as Myres and
Montgomery [11]. In this approach, the regression function of
responses are written in terms of controllable factors and the
contour plot of each response is depicted. By overlaying the con-
tour plots of different responses on each other, the common
region where all responses meet their specification limits can
be determined. This method is applicable only in the problems
where the response variables are independent and the number
of controllable factors is less than three. These limitations lead
to inapplicability of this approach in many problems.
As a fourth category, Chiao and Hamada [2] considered
the proportion of conforming items as the response. In this
approach, the parameters of the multivariate normal dis-
tribution, µ, Σ, which are respectively mean vector and
variance–covariance matrix of responses are considered as
responses and they are written in terms of controllable factors
by fitting linear regression functions. Then, the estimated pa-
rameters are substituted in the probability density function ofmultivariate normal distribution. Finally, by considering spec-
ification limits of the responses, the proportion of conforming
items is optimized.
Most of researches concentrate on the first category for
solving the MRO problems, where the multiple responses are
converted into a single response. One of the approaches for this
purpose is using a Process Capability Index (PCI) as a single
response for each treatment. The ability of PCI to account for
both location and dispersion effects simultaneously and its
application in industry can be a justification for using this index.
1.2. Multivariate process capability indices
Process capability indices have been extensively studied by
different researchers for univariate and multivariate processes,
for instance, someof themcanbe seen in [12]. Since in our paper
we are going to use multivariate (PCI), we concentrate on mul-
tivariate process capabilities. Shahriari and Abdollahzadeh [13]
categorized Multivariate PCIs into four main groups. The first
group indices are based on the ratio of tolerance region to the
process spread region. See, for instance, the indices introduced
by Wang et al. [14], Shahriari et al. [15] and Taam et al. [16].
The second category computes the indices based on the prob-
ability of nonconforming items such as studies by Pal [17],
Chen [18] and Polansky [19]. In the third category using prin-
ciple component analysis both normal and non-normal cases
have been studied for multivariate process capability indices;
e.g., see Wang and Chen [20]. Some researchers introduced the
fourth category based on the extension of univariate indices
such as Chen et al. [21] and Holmes and Mergen [22].
Although several researches have been proposed for com-
puting the capability indices for multivariate normal response
processes, very few researches have discussed about computing
PCI for multivariate non-normal response ones. The main ap-
proach of the mentioned researches is using proportion of con-
forming items for computing multivariate non-normal PCI. The
relationship between the proportion of conforming items and
the multivariate PCI for non-normal data is shown as Eq. (1),
proposed by Castagliola [23],
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Row Researchers Transformation/distribution
fitting
1 Abbasi and Niaki [24] Root transformation
2 Hosseinifard et al. [25] Root transformation, Box–Cox
3 Castagliola and Castellanos [26] Johnson transformation
4 Ahmad et al. [27] Burr XII
5 Abbasi et al. [28] Burr XII
Cp
=

0.5+ 0.5
 usl1
lsl1
· · ·  uslνlslv f (y1, . . . , yν)dy1 · · · dyν
3
, (1)
where Cp represents the multivariate PCI and uslj and lslj are
the upper and lower specification limits of the jth response for
j = 1, 2 · · · v. If the multivariate density function of responses
is not known, either distribution fitting methods such as fitting
Burr XII function on the data or simulation methods can be
used to estimate the proportion of the conforming items.
The researches for computing PCI of multivariate non-normal
responses are shown in Table 1.
As shown in Table 1, Abbasi and Niaki [24], Hosseinifard
et al. [25] and Castagliola and Castellanos [26] have used
transformation techniques, while Ahmad et al. [27] and Abbasi
et al. [28] used distribution fitting to estimate the proportion of
the conforming items.
Abbasi and Niaki [24] first have transformed the responses
and corresponding specification limits to multivariate normal
distribution using root transformationmethod. Next, responses
are changed to multivariate standard normal distribution;
correlation matrix of transformed data is also estimated. Then,
a large sample of multivariate standard normal distributed
responses is generated and the proportion of the conforming
items is estimated. Finally, the PCI is estimated using the
proportion of the conforming items substituted in Eq. (2) as
follows:
C ′P = 1/3Φ−1(PC), (2)
where PC represents the proportion of conforming items,
estimated from the generated sample to evaluate the accuracy
of the obtained C ′p, and Φ−1 denotes the inverse cdf of a
univariate standard normal distribution. Abbasi and Niaki [24]
used Eq. (1) to compute the Cp, and considered this value
as the reference for comparison. Hosseinifard et al. [25]
applied a similar procedure using other transformations such
as Box–Cox [29].
The method presented by Castagliola and Castellanos [26]
uses Johnson transformation; however, since this method has
beenonly used formultivariate non-normal responses, its usage
for transforming discrete data may be disputable. The reason
is that Johnson transformation does not usually results in a
desired transformation function with an acceptable P-value for
discrete data.
As a comparison between the two approaches of transfor-
mation and distribution fitting, it should be stated that the
distribution fittingmethod needs large sample data for estimat-
ing the unknown parameters of the fitted distribution, and also
its procedure is sophisticated for process engineers with ba-
sic statistical and optimization knowledge. Hence, the methods
which use transformation methods combined with simulation
procedure for estimating the proportion of conformance have
attracted more attention.1.3. Process capability analysis applied in multi response opti-
mization
There are some researches in the literature of multi
response optimization where process capability indices have
been used as an aggregation criterion to be optimized. Awad
and Kovach [30] used the multivariate process capability
index introduced by Chan et al. [31] to optimize a multi
response problem. In this method, the elements of mean vector
and variance–covariance matrix are written in terms of the
controllable factors. By this manner the multivariate process
capability index is modeled as a mathematical programming
and its optimization results in the optimum factors settings.
In the method presented by Plante [32], process capability
index was used for uncorrelated normal responses. Eq. (3)
represents the PCI used in that study and Eq. (4) represents
the mathematical modeling of the problem. In this model, i =
1, 2, . . . ,m uncorrelated responses should be optimized by
setting controllable factors (Xj’s for j = 1, 2, . . . , n). In Eqs. (3)
and (4), Cpm represents the PCI value for the ith response, µˆi
and σˆ 2i are the mean and variance of the ith response, written
in terms of controllable factors (Xj’s).
Cpmi = Min

 µˆi − LSLi
6

σˆ 2i +

µˆi − Ti
2
 ,
 USLi − µˆi
6

σˆ 2i +

µˆi − Ti
2
 ,
max z =

m
i=1
Cpmi
 1
m
. (3)
Subject to:
µˆi − LSLi
3σˆi
≥ Cpmi ,
USLi − µˆi
3σˆi
≥ Cpmi ,
Cpmi ≥ 0, LRj ≤ Xj ≤ URj. (4)
The upper and lower specification limits of the ith response are
shown as USLi and LSLi while Ti represents the target value of
the ith response. The lower and upper technical limits of the jth
controllable factor are shown by LRj and URj, respectively.
Lee and Yum [33] applied process capability analysis in a
multi response problem, while the responses were assumed to
be uncorrelated and normally distributed. In their method, the
process capability value of each response in each treatment is
computed and then they are converted into desirability values
using Eq. (5).
d = exp(α + βc)
1+ exp(α + βc) , (5)
where c represents the process capability value and α and
β are constant coefficients which can be determined by the
experimenter.
In the researches which have considered the process capa-
bility as the optimization target inmulti response problems, the
responses have been assumed to be uncorrelated and normally
distributed except for the Awad and Kovach [30], where the
correlation of responses is considered, although the responses
are still assumed to be normally distributed. In this paper, a
new method is proposed which is not restricted by these two
assumptions.
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In the mentioned literature whether for the researches
classified in Figure 1 or the researches which used multivariate
PCI as the optimization criteria, the responses are assumed to
be normally distributed. However, many real world cases can
be exampled in which non-normal correlated responses should
be optimized.
For instance, in an injection molding process in a plastic
part, the size and weight should be analyzed as multivariate
correlated responses, not necessarily following a multivariate
normal distribution. Similarly, different types of countable
injection defects such as incomplete injection zones or sink
marks can be considered as amulti-attribute response problem.
Moreover, sometimes a variable response is correlated with an
attribute one. For instance, the number of surface sink marks
and length on a plastic part should be considered as a mixed
correlated continuous-discrete response problem.
In this paper, a new method is presented based on NORTA
inverse transformation and multivariate process capability
analysis. Using NORTA inverse transformation, initial responses
are transformed intomultivariate normal responses. In the next
step, each treatment with sufficient replicates is considered
as a process with a certain capability index value. Since the
multivariate Process Capability Index (PCI) can be a suitable
index for analysis, the corresponding PCI is computed for each
treatment. After this step, the geometric mean of PCI’s is
computed for each factor level and the level with higher value
of geometric mean of PCI is selected as the optimum settings
for the corresponding controllable factor; by performing such
a procedure for all controllable factors, the optimum treatment
is obtained. The validation of the method has been performed
through a real case and four simulated numerical examples,and the ability of the proposed method has been verified in
detecting the optimum treatment.
In the proposed method, we assume that the distribution
of response variables is known from historical data, and the
controllable factors do not have interactions with each other.
The rest of the paper is organized as follows: In the second
section, the proposed method and its steps are illustrated. In
the third section, four simulation studies are discussed and the
fourth section represents a case study inwhich the applicability
of the proposed method is verified. Finally the concluding
remarks are given in the last section.
2. Proposed method
The proposed method consists of four steps. The first step
is modeling and experimentation and the second step is us-
ing NORTA inverse technique to transform the multivariate
continuous-discrete response to the multivariate normal dis-
tribution. The third step is the computation of multivariate
process capability in each treatment. The fourth step is deter-
mination of optimum treatment. Figure 2 illustrates the steps
of the proposed method.
2.1. Problem modeling
In the first step the responses and their targets or
specification limits should be determined. Then the controllable
factors and their corresponding levels are defined, respectively.
Next, by knowing the mentioned information and considering
the execution limitations, an experimental design is planned
and conducted. In this paper, we use Taguchi crossed array
designs, considering their applicability.
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Several transformation techniques have been proposed for
transforming non-normal responses into normal or approx-
imately normal responses. For instance, Box–Cox [29] and
Johnson [34] are the basic methods proposed for transform-
ing non-normal data to normal. Quesenberry [35] proposed the
Q -transformation method, and Xie et al. [36] introduced dou-
ble square root transformation. For this purpose, the most re-
cent method which is NORTA inverse transformation, proposed
by Niaki and Abbasi [37,38], was used for transformation of
a multi-attribute data to a multivariate normal distribution in
the area of statistical process control. NORTA inverse technique
transforms non-normal multivariate data to approximate mul-
tivariate normal distributed data.
Since the basic transformations, such as Box–Cox [29] and
Johnson [34], do not usually result in acceptable transforma-
tions for discrete data, root transformation technique might
be the only counterpart of NORTA inverse for transforming
discrete data. By considering the researches by Niaki and Ab-
basi [37,38] and Doroudyan et al. [39] in which the ability of
NORTA inverse transformation has been confirmed in process
monitoring in the presence of discrete data, one can claim the
competency of NORTA inverse for transforming discrete data to
normal distribution.
2.2.1. The method and formula of NORTA inverse transformation
The NORTA inverse transformation, by which an arbitrary
distributed vector of variables x = (x1, x2, . . . , xv)T is changed
to a vector of multivariate normal distribution (y), is defined by
the following equation:
y = (y1, y2, . . . , yν)T =

Φ−1

Fx1(x1)

,
Φ−1

Fx2(x2)

, . . . ,Φ−1

Fxν (xν)
T
, (6)
where Fxi(xi) is the cumulative density function (cdf) of variable
xi, and Φ−1 denotes the inverse cdf of a univariate standard
normal distribution. Using the transformation of Φ−1(·), it
can be ensured that y has a multivariate normal distribution
with the mean vector of zero and covariance matrix of Σy. In
NORTA inverse method, the main challenge is determining the
correlation matrixΣy [37].
In this paper, the estimation of the correlation for trans-
formed response is done using moment method. To illustrate
the procedure of NORTA inverse technique, refer to Figure 3.
As it can be seen in Figure 3, the NORTA inverse returns
the equivalent point of the standardized normal distribution
which has the same cdf value of the initial point from the initial
distribution.The NORTA inverse technique has been used in statistical
process control researches,while for implementing thismethod
in experimental design, some important notions should be
considered. As the first notion, since in experimental design
each treatment can be considered as a certain process, the
responses distributions parameters should be estimated in
each treatment. The other notion is the necessity of targets
transformation in NTB (Nominal The Best) cases. Since the
target values are needed for computing the PCI value, target
values should be transformed into the same scale as the
responses have been. This leads to the preservation of statistical
distance of target values with the obtained responses in each
treatment.
2.2.2. Evaluation and validation of NORTA inverse performance
In this section, first we discuss the impact of NORTA inverse
on the capability properties of non-normal data, and then
present the Jarque and Bera (JB) normality test [40].
A numerical analysis described below shows that the
original properties of the responses are preserved when the
initial responses are transformed into the normal distribution
using NORTA inverse technique. Hence, the process capability
value of transformed data and initial responses will be
approximately the same. As shown in Figure 4, covariance
distance is used as the comparison criterion to represent the
statistical properties of the original non-normal responses, as
well as the transformed normal responses. There are some
similarities between the CD and the process capability. The
Covariance Distance (CD) is computed using Eq. (7):
CD =

(x− t)TΣ−1(x− t), (7)
where x and t represent the response and target vectors, respec-
tively, andΣ represents the covariance matrix of responses.
A simulation analysis is conducted to assure the above
assumption. Consider a bivariate Gamma distributed process.
Using n simulated observations, the CD value of responses is
calculated. On the other hand, the simulated observations and
the mean and target vectors are transformed into standardized
bivariate normal distribution using NORTA inverse. Again, the
CD value of these new transformed data is computed using the
same index. This procedure is iterated 100 runs for different
values of n observations ranging from5 to 100. For each value of
n the average value of CD is computed using Eq. (7). The results
are illustrated in Figure 5 confirming that statistical properties
of a data set are preserved during the transformation.
As shown in Figure 5, for n values greater than 30, the
difference of CD values between original and transformed
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inverse transformation.
data is small enough, which confirms that the NORTA inverse
transformation preserves the capability properties of a process.
Another concern for confirming the performance of NORTA
inverse transformation method is its accuracy in converting
discrete data to normal distribution.
For the cases that the response data follow discrete distri-
butions such as Poisson, the majority of the transformations
proposed so far, as well as NORTA inverse, do not tackle the
discreteness of data. But when NORTA inverse is used to trans-
form discrete data, although the transformed data are still dis-
crete, the skewness and kurtosis of transformed data tend to be
near the skewness and the kurtosis of normal distribution. By
this point of view, JB test proposed by Jarque and Bera [40] can
be used for testing the normality of transformed data when ini-
tial responses are discrete.
This method is based on testing the hypothesis of equality
for the skewness and kurtosis of the sample data with the
normal distribution skewness and kurtosis, equal to 0 and
3, respectively. The equality hypothesis is rejected when the
sample skewness and kurtosis of data is significantly different
from 0 and 3. It should be noted that in the research by Niaki
and Abbasi [37], JB test was used to evaluate the performance
of NORTA inverse technique transformations in transforming
discrete data to normal distribution.
2.3. Computing multivariate process capability index
Process capability index is a well-known process perfor-
mance measure which accounts for both the location and dis-
persion effects of a process together. In the previous step, the
distribution of responses was transformed into standardized
multivariate normal distribution. In this step, different multi-
variate process capability indices can be applied to compute the
capability of the process in each treatment. This index can beconsidered as an overall index for determination of optimum
treatment.
An ideal multivariate process capability index is an index
which considers the covariance structure of the responses as
well as deviation of each response from its specification limits
vector. The index proposed by Chan et al. [31], formulated as
Eq. (8) can satisfy these requirements, so it is applied in this
paper. In Eq. (8), the term of [Yi − T ] accounts for the deviation
of responses from the target (T ) and the term A guarantees that
the correlation structure of responses is considered.
MCpm =
 nvn
i=1
[Yi − T ]tA−1[Yi − T ]
. (8)
In this equation n represents the number of replications and
v represents the number of responses. T shows the target
vector of responses and A is the variance–covariance matrix of
responses. Now, the multi response problem is changed to a
single response problem and then the optimum treatment can
be selected easily.
2.4. Determination of optimum treatment
In this step the optimum treatment should be determined.
In many studies SN ratio has been considered as an index to
determine the optimum treatment; for instance, Tong et al. [41]
combined the multiple SN ratios using an overall performance
index (OPI(k)); for the kth treatment. Then, the average value of
OPI for each factor level was calculated using Eq. (9),
η
j
l = 1/wjl

k∈Jjl
OPI(k), ∀j, l. (9)
In this formula, ηjl represents the average values of OPI for the
lth level of the jth factor. Jjl is the set of the treatments where
the lth level of the jth factor is experimented.wjl is the number
of elements in Jjl set. k is the counter of the treatments which
belong to the set of Jjl.
In this paper, MC(k)pm is the index used instead of OPI for the
kth treatment. Average value of lth level of jth factor (ηjl) can be
computed using a geometric mean as shown in Eq. (10).
η
j
l =

k∈Jjl
MC(k)pm
 1wjl , ∀j, l. (10)
After calculating the ηjl values for each level (l) of each factor (j),
the level with the highest value of ηjl for jth factor is selected
as the optimum level of the corresponding factor. By doing a
procedure for all factors, the optimum treatment is determined.
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Response µ Σ Distribution
y1 0.5+ 0.2x1 + 0.3x2 − 0.7x3 + 0.4x4  1 0.35
0.35 1

Normal
y2 0.2+ 0.3x1 + 0.5x2 − 0.8x3 + 0.2x4 Normal
Factors x1 x2 x3 x4
Levels
5 7 4.5 3
6 9.5 7 4
7 12 9.5 5Table 3: Simulation information for multivariate non-normal response problems, in the simulation study of Section 3.2.
Response µ ρ Distribution
y1 exp(0.4986+ 0.5x1 + 0.06x2 − 0.7x3 + 6x4) 0.35 Gammay2 exp(0.1094+ 0.7x1 + 0.1x2 − 0.8x3 + 6x4) Gamma
Factors x1 x2 x3 x4
Levels
1 30 1 0.3
3 50 3 0.5
5 70 5 0.73. Simulation studies
In this section, the performance of the proposed method is
evaluated in four simulation studies. In the first three examples,
the accuracy of the proposed method is tested for multivariate
normal, multivariate non-normal and multi-attribute response
problems, respectively. In the fourth simulation study, the per-
formance of NORTA inverse method is evaluated in comparison
with the root transformation for computing the PCI of mixed-
continuous-discrete data using the approach presented by
Abbasi and Niaki [24], explained in Section 1.2.
A similar simulation procedure is used in the first three
simulation studies, which is explained as follows.
In this procedure, a full factorial experimental design is
consideredwhere the responses are generated using predefined
regression functions. Then the responses are transformed using
NORTA inverse method, and the MCpm index is computed in
each treatment using Eq. (8). The treatment with highest value
of MCpm is considered as the optimum treatment.
As the second stage of the simulation procedure, a fractional
factorial design, for instance an L9, is performed where the
responses are generated using the same functions applied
in the full factorial experiment. Then by implementing the
method proposed in this paper, the optimum treatment is
determined for this fractional factorial experiment. Note that
four controllable factors with three levels for each factor are
considered in all the simulation studies.
The accuracy of the proposedmethod in this paper is verified
if the determined optimum treatment in the fractional factorial
experiment is the same as for the full factorial experiment. For
more validation of the procedure, the mentioned optimization
method is iterated 100 times for the fractional factorial, and
the percent of the success times is reported as the result of the
simulation study. The simulation studies are discussed in details
as follows.
3.1. Evaluation of the proposed optimization method for multi-
variate normal response problems
In this section for verifying the capability of the proposed op-
timization method for multivariate normal response problems,a simulation is conducted. The regression functions for gener-
ating responses generation and the factors and corresponding
levels are reported in Table 2.
The optimum treatment in the full factorial experiment
which is considered as the reference experiment, was deter-
mined as x1 = 5, x2 = 7, x3 = 9.5 and x4 = 5. The optimum
treatment obtained in 100 runs of the L9 Taguchi design was
determined as x1 = 5, x2 = 7, x3 = 9.5 and x4 = 5 in 100% of
the runs. This verifies the accuracy of the proposed method for
optimization of multivariate normal response problems.
3.2. Evaluation of the proposed optimization method for multi-
variate non-normal response problems
In this section, we evaluate the performance of the proposed
method under multivariate non-normal responses. In this
regard, a bivariate Gamma response problem is considered.
Random vectors are generated using Gaussian copula [42] in
this simulation study. The regression functions for response
generation and the factors and corresponding levels are
reported in Table 3.
By conducting the mentioned simulation procedure, the op-
timum treatment of the L9 experiment is x1 = 1, x2 = 30,
x3 = 5 and x4 = 0.3, which is the same as the optimum treat-
ment of the full factor experiment in 77% of the iterations. This
result represents the appropriate performance of the method
for non-normal multivariate response problems.
3.3. Evaluation of the proposed optimization method for multi-
attribute response problems
In this section, a numerical example is considered with
two correlated Poisson responses and the performance of
the proposed method is evaluated. The data generation is
conducted using predefined Log link functions which consider
the correlation structure of the responses. Random vectors are
generated using Gaussian copula [41] in this simulation study.
These functions are shown in Table 4.
The optimum treatment determined in the full factorial
experiment is x1 = 5, x2 = 7, x3 = 9.5, x4 = 4, and this
setting is obtained as the optimum treatment of the fractional
factorial experiment in 94% of the runs. Hence, the obtained
result confirms the accuracy of the proposed method for multi-
attribute response problems.
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Response µ ρ Distribution
y1 exp(0.5+ 0.2x1 + 0.3x2 − 0.7x3 + 0.4x4) 0.35 Poissony2 exp(0.2+ 0.3x1 + 0.5x2 − 0.8x3 + 0.2x4) Poisson
Factors x1 x2 x3 x4
Levels
5 7 4.5 3
6 9.5 7 4
7 12 9.5 5Table 5: Response description for data generation in the simulation study
of Section 3.4.
Response generation
information
Specification limits y1 y2
µ = (497, 4)T Upper specification limit 500 10
Σ =

1 0.7
0.7 4

Lower specification limit 494 0
3.4. Evaluation of NORTA inverse accuracy for computing PCI of
mixed continuous-discrete data
In this section, the accuracy of NORTA inverse transforma-
tion is evaluated in a comparison study with the root transfor-
mation method applied by Abbasi and Niaki [24] for computing
PCI of non-normal data.
In the current simulation study, we use the same method
presented by Abbasi and Niaki [24] by considering NORTA
inverse technique instead of root transformation method for
a mixed continuous discrete data. The final results of root
transformation and NORTA inverse technique are compared
with the Cp index which is computed using Eq. (1). This index is
considered as the reference Cp for the comparison.
To compute the proportion of conforming items and then
the Cp index, the multivariate density function of data is
needed. Since such a density function is not available for mixed
continuous-discrete responses, we estimate the proportion of
conforming items from a very large (1,000,000) generated
sample data. This procedure is iterated 1000 times to assure the
accuracy of the reference Cp.
Note that the conforming items are the items for which
both of the quality characteristics fall within the corresponding
specification limits. The specification limits and the generation
function are shown in Table 5.
After computing the reference Cp, using the same function
shown in Table 5, small samples are generated by the sizes of
n = 20, 30 and 50 and iterated 1000 times. Then using the
method proposed by Abbasi and Niaki [24] the PCI values of the
data are computed by implementing both the NORTA inverse
technique and the root transformation techniques in each run.
The results of these computations are reported in Table 6.
To conclude which transformation technique results in bet-
ter estimation of PCI, the Cp index equal to 0.926 is used as thereference criterion. As shown in Table 6, the mean values of
PCIs, computed by NORTA inverse transformation, are closer to
Cp = 0.926 in comparison with the PCI values computed by
root transformation method. These results imply that NORTA
inverse would lead to better transformation and better estima-
tion of PCI for mixed continuous-discrete data accordingly.
4. A case study
The proposed method is implemented in a plastic molding
process in which for a front cabinet of a monitor the size of
the lower side and the number of sink marks on the surface of
the part set a mixed continuous discrete problem. Sink mark is
one of the plastic injection flaws caused by different shrinkage
ratio in different sections of a certain part. This flaw always
happens in the places where a thick piece of the part is located
near a thinner shell of the part. For reducing the number of sink
marks, the shrinkage of the whole part should be tuned, while
by doing such awork the size of the partmight deviate from the
target value. The target value of the size is 497.5 mm, and the
maximum accepted number of sink marks is one sink mark on
each part.
4.1. Problem modeling
In this step, the responses and their properties, and also
the controllable factors are determined. Then, an experimental
design is planned and conducted; finally response data are
collected.
Initially, since NORTA transformation requires the marginal
distribution of responses, so using historical data, a hypoth-
esis of normality and Poisson distribution for the size and
sink marks were tested. The results are illustrated in Figures 6
and 7.
The P-value of normality test is 0.73 and the P-value of the
Poisson goodness of fit test is 0.76; the results imply that the
hypothesis of Poisson distribution for sink mark and normality
distribution for size cannot be rejected in α = 0.05.
After defining the responses, the controllable factors and
corresponding levels should be determined. The controllable
factors and corresponding levels are defined in Table 7.
Considering the controllable factors and their levels, an L18
Taguchi design is chosen for experimentation. By conductingTable 6: The comparison results of computing PCI using NORTA inverse and root transformation.
Sample size (n) Transformation method Cp
Root transformation NORTA inverse transformation
Mean of C ′p Standard deviation of C ′p Mean of C ′p Standard deviation of C ′p
20 0.7847 0.1432 0.8479 0.0046
30 0.7963 0.1194 0.8241 0.0983 0.926
50 0.8038 0.0963 0.8298 0.0749
1902 A. Amiri et al. / Scientia Iranica, Transactions E: Industrial Engineering 19 (2012) 1894–1905Figure 6: Normality test for the size of the lower side.
Figure 7: Poisson goodness of fit test for number of sink marks.
Table 7: Definition of controllable factors and corresponding levels.
Factors Levels
Barrel temperature (BT) 230, 235 (°C)
Holding time (TRH) 3, 4, 5 s
Holding pressure (PH) 70%, 80%, 90% (maximummachine pressure)
Injection speed (VH) 50%, 60%, 70% (maximummachine injection
speed)
Injection pressure (PP) 45%, 50%, 55% (maximummachine pressure)
such an experiment via 30 replicates in each treatment, the
initial pairs of responses are obtained. The experimentation
results are reported in Table 8. In the next step, the initial non-
normal responses are converted into standardized multivariate
normal distribution.4.2. NORTA inverse transformations
The output of the previous step is a vector of 2×30 response
data in each treatment. In this step, the obtained data are
transformed into a bivariate normal distribution vector in each
treatment.
By this transformation, we can compute the multivariate
normal process capability value for each treatment. Based on
NORTA inverse transformation, each treatment is considered
as a certain process, and the corresponding parameters of
the process distribution are estimated. After that, the cdf of
the marginal distribution of the responses is computed. Then,
the corresponding point of a standard multivariate normal
distributionwhich results in an equal value of cdf is determined.
Finally, the mean vector and the covariance matrix of the
transformed responses are estimated in each treatment. Note
that this transformation should be applied for responses targets
as well.
A MANOVA analysis is conducted to confirm that the
selected controllable factors significantly affect the response
variables. Besides, the residuals analysis can assist the accuracy
validation of NORTA inverse technique in transforming discrete
data to normal distribution.
The P-value equal to zero is obtained for all controllable
factors which show the significant effect of all controllable
factors on response variables. As another result of MANOVA
in Figures 8 and 9, the residual analysis confirms the accuracy
of NORTA inverse for transforming non-normal data to normal
distribution.
4.3. Process capability computation
In this step, by using the process capability index in
Eq. (8) proposed by Chan et al. [31], the multivariate process
capability index is computed in each treatment. To assure that
the transformed responses obtained from the NORTA inverse
technique follow normal distribution, specifically for the
transformed data of the discrete response, the JB test proposed
by Jarque and Bera [40] is conducted in each treatment. After
confirming the normality of the data, multivariate process
capability index can be computed in each treatment. As
mentioned before, by this procedure, a multi response problem
is converted to a single response problem. The JB test P-value
and the computedmultivariate process capability index of each
treatment are reported in Table 9.
As it can be seen in Table 9, since the P-value of JB test is
greater than α = 0.05 in all treatments, the normality hypoth-
esis of the transformed responses cannot be rejected, and we
can use multivariate normal process capability index for each
treatment.Table 8: Experimentation results.
Treatment no. Treatment Response n = 1 n = 2 · · · n = 29 n = 30
1 BT = 230 TRH = 3 PH = 70 Size 498.04 498.70 · · · 498.18 498.29VH = 50 PP = 45 Defect 2 0 · · · 4 2
2 BT = 230 TRH = 3 PH = 80 Size 497.93 497.92 · · · 497.81 498.06VH = 60 PP = 50 Defect 1 1 · · · 1 3
· · · · · · · · · · · · · · · · · · · · · · · ·
17 BT = 235 TRH = 5 PH = 80 Size 497.16 497.75 · · · 497.95 497.59VH = 50 PP = 55 Defect 1 0 · · · 2 1
18 BT = 235 TRH = 5 PH = 90 Size 497.81 498.06 · · · 498.12 498.00VH = 60 PP = 45 Defect 1 0 · · · 3 1
A. Amiri et al. / Scientia Iranica, Transactions E: Industrial Engineering 19 (2012) 1894–1905 1903Figure 8: Residual analysis for the size transformed responses.Figure 9: Residual analysis for the sink mark transformed responses.4.4. Determining the optimum treatment
Now, the optimum value of each factor should be deter-
mined, so using Eq. (10), the ηjl value is calculated for each fac-
tor level and the optimum setting for controllable factors is
selected. As reported in Table 10, for the barrel temperature
BT = 235 °C, and for holding time TRH = 5 s, for holding pres-
sure PH = 80% and VH = 50%, and finally for injection pressure
PP = 45% would result the optimum treatment.
Then the proposed setting of controllable factors is again
examined and compared with some other treatments; the
real results show that the proposed setting leads to the best
capability among the other treatments considered. The results
are reported in Table 11.5. Conclusions
In this paper, a new method was proposed for multi
response optimization for the situations where non-normal
responses exist. In thismethod, using NORTA inverse, the initial
correlated responses were transformed into the multivariate
normal responses. Then, for each treatment, the value of
multivariate process capability (MCpm) was computed and
considered as the single response for each treatment. For
determination of the optimum treatment, the geometric mean
for each factor level was computed and the highest average
value of (MCpm) for each level of the controllable factor was
considered as the optimum setting. A numerical simulation
analysis has confirmed that the proposed method can find
the optimum treatment and is an efficient method in multi
1904 A. Amiri et al. / Scientia Iranica, Transactions E: Industrial Engineering 19 (2012) 1894–1905Table 9: The JB test results and the value of multivariate process capability index for each treatment.
Treatment no. JB test P-value Multivariate PCI Treatment JB test P-value Multivariate PCI
1 0.264 0.416 10 0.625 0.209
2 0.127 0.380 11 0.091 0.824
3 0.451 0.195 12 0.39 0.218
4 0.638 0.327 13 0.133 0.261
5 0.527 0.355 14 0.114 0.457
6 0.667 0.213 15 0.083 0.406
7 0.197 0.324 16 0.686 0.224
8 0.11 0.356 17 0.123 0.772
9 0.936 0.354 18 0.098 0.313Table 10: The geometric mean of PCI for each factor level.
Factor BT TRH PH VH PP
Level 230 235 3 4 5 70 80 90 50 60 70 45 50 55
η
j
l 0.32 0.36 0.32 0.33 0.36 0.29 0.49 0.27 0.48 0.3 0.26 0.39 0.31 0.32Table 11: Verification experiment results.
Treatment no. BT TRH PH VH PP PCI Treatment BT TRH PH VH PP PCI
19 235 5 80 50 45 0.966 28 235 4 80 60 50 0.472
20 230 3 80 50 45 0.900 29 230 3 80 50 55 0.463
21 235 5 80 50 50 0.851 30 235 5 70 50 45 0.454
22 235 4 80 50 45 0.734 31 235 4 90 50 45 0.442
23 235 4 80 60 45 0.675 32 230 5 70 50 50 0.405
24 235 3 80 50 50 0.593 33 235 3 90 50 45 0.395
25 230 5 80 50 55 0.568 34 230 5 70 50 55 0.389
26 235 4 70 50 45 0.545 35 235 5 80 70 55 0.380
27 230 4 80 50 50 0.490 36 235 5 70 60 45 0.373response optimization with correlated non-normal responses.
Implementation of the proposed method in a real world case
verified its ability to detect the optimum setting which can
improve the overall capability of the process. For future studies,
some extensions of the current method should be developed to
consider the interaction effects among the factors.
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