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Introduction 
In this paper, we discuss se-era1 wamerieal rnerhods Lc 1 
" 
sclving nonlinear eigen~,~alue problems o f  the genera; 'If3 ; 
Durl.cg the past decade or so a considerable theory of sucir~ 
variationally-based eigenvs#lue prab lens  izas been d e v d n p ~ d  i?:i 
raa-izy au.thors,  m,ostly in an i n f i n i t e  disr,enslo:naP setting, 
example:, inportant results, together w i t h  extensive bib 
can be fcund in Berger and Berger jl968], KrasrlaselBskii [i.?f:ic.!, 
- - 
Pizrtblep [3.969] Wainberg [1964:/, and Vainberg and Alzenzge~icl~er 
j1368], However, in general, the  theoretical results do ncr 
p r 0 ~ 7 i . d ~  for efficient n~eth~ds of  f i n d i n g  specific nk~mcrica! 
t i o n s  of pr~blems of the t y p e  (TI), 
A p p l i e d  problems l ead ing  to I n E i z i t e  dirnenslonal 
", , .. I- , ,c~~ilerns (11) are usuzEly fomu, ia red  4L;; Le:mz aE certain 
lF- ,.,a: : equations, as for exannpie, the eql~ali i~7n.s desczibi.ug 
" 3 
-~a.- , ra t ions.  Fur the nr~merical solx~tian of s u c ~ ~ r o h l . e r i s ,  .:*Y:e 
diiferentid equation is frer,ue-;~tZy replaced b:i a d!iscret:c :.;::,210;,7. 
and hence we are Led in a natural vay t~ f l o i t e  dinension-a1 
17 
value problems of the form (XI), If .the f c ~ c t i o n a l s  f ,a"  C: 5' -'. 7' 
are continuously differentiable cn some open convex set E,:  
theorem of Ljusternik [ I 9 3 4 1  ensures that a solution of [I:-; -~s, .-~ hc 
obtained by c o n s i d e r i n g  i n s t e a d  t h e  c o n s t r a i n e d  min imiza t ion  problem 
This  4s a s p e c i a l  c a s e  of t h e  n o n l i n e a r  programming problem 
(12) min { f ( x )  / x  E CI 
t ~ ~ t l i .  C d e f i n e d  by 
Ly fax t h e  l a r g e s t  c l a s s  of methods f o r  s o l v i n g  problems of t h e  form 
112/3) c o n s i s t s  of d e s c e n t  t y p e  a l g o r i t h m s  
&ere at each s t e p  k ,  sk i s  a  s u i t a b l e  d i r e c t i o n  v e c t o r ,  
rk  a  
s t e p l e n g t h  a long  t h i s  d i r e c t i o n ,  and u a r e l a x a t i o n  parameter .  k 
The l i t e r a t u r e  on d e s c e n t  methods f o r  c o n s t r a i n e d  a s  w e l l  as 
u n c x s t r a i n e d  min imiza t ion  problems is v a s t  ( s e e ,  f o r  example, 
:<c";nzi and O e t t l i  119691 f o r  c o n s t r a i n e d  problems, and Or tega  and 
kheLnboldt  119701 f o r  u n c o n s t r a i n e d  o n e s ) .  Of p a r t i c u l a r  i n t e r e s t  
zo u s  h e r e  is  a comprehensive convergence t h e o r y  f o r  such  methods 
i n  t h e  uncons t ra ined  c a s e  developed by E l k i n  [1968].  
A c e n t r a l  p o i n t  of t h i s  t h e o r y  i s  a complete s e p a r a t i o n  of 
the a n a l y s i s  of t h e  s t e p l e n g t h  and d i r e c t i o n  a l g o r i t h m s  which 
allows t h e  combinat ion of many d i f f e r e n t  a l g o r i t h m s  i n t o  convergence 
theorems f o r  v a r i o u s  d e s c e n t  methods. I n  b r i e f ,  i f  f :C R~ ' ' I' 
i s  con t inuous ly  d i f f e r e n t i a b l e  on some open set D and m i n i r n i z a k - o ~  
t a k e s  p l a c e  on a  c l o s e d  component 'Lo of a l e v e l  s e t  on urhjci- r 
k 0 X i s  hounded below; t h e n ,  a t  t h e  i t e r a t e  x E L , a d i r e c t i o n  5 T q  
f e a s i b l e  i f  
Now o n l y  the s t e p l e n g t h  a l g o r i t h m  i s  used t o  show t h a t ,  for any s-ch 
f e a s i b l e  d i r e c t i o n ,  t h e  next i t e r a t e  x k4- 1 0 remains  i n  L a d  tl-iat 
a b a s i c  i . ~ e q u a l i t y  of t h e  form 
h o l d s  where li :is some f u n c t i o n  w i t h  t h e  p r o p e r t y  t h a t  l i ( t  ) ' 0 k 
i m p l i e s  tb.at t 0 .  Under t h e  assumptions  on f  t h i s  a l r e a d y  s5cws k 
t h a t  
Only a t  t h i s  p o i n t  do the  s p e a t $ i c  cholees s f  t h e  d i r e c t i o n s  en ter  
t h e  a n a l y s i s .  Without f u r t h e r  c o n s i d e r a t i o n  of t h e  s t e p l e n g t h  
a l g o r i t h m ,  t h a t  i s ,  e n t i r e l y  on t h e  b a s i s  of (1516) and t h e  p r s p e r t t e s  
of f ,  i t  i s  shown t h a t  f o r  c e r t a i n  c l a s s e s  of d i r e c t i o n  a l g o r i t h ~ s ,  
(16) i m p l i e s  t h e  s t a t e m e n t  
-7 * axna l ly ,  i t  f o l l o w s  e s s e n t i a l l y  o n l y  from p r o p e r t i e s  of f  t h a t  
indeed {xk} i t s e l f  converges  t o  a c r i t i c a l  p o i n t  of f .  
We s h a l l  extend t h i s  convergence t h e o r y  of E l k i n  t o  t h e  c a s e  
of  the c o n s t r a i n e d  min imiza t ion  problem (12/3) under  r a t h e r  mi ld  
c o n d i t i o n s  on t h e  c o n s t r a i n t  f u n c t i o n a l s  
gj . I n s t e a d  of t h e  
0 0 
c l o s c d n e s s  of L , now o n l y  i t s  i n t e r s e c t i o n  L 0 C w i t h  t h e  
consrraint s e t  C i s  assumed t o  have t h a t  p r o p e r t y .  Correspondingly ,  
the l a ~ g e  c l a s s  of p o s s i b l e  d i r e c t i o n s  al lowed by (14) must b e  
s u i t a b l y  r e s t r i c t e d  t o  g u a r a n t e e  t h a t  t h e  n e x t  i t e r a t e  remains  i n  
7.' C .  For  such a r e s t r i c t e d  c l a s s  of f e a s i b l e  d i r e c t i o n s ,  t h e  
c , ias t ra ined ana logs  of most s t a n d a r d  s t e p l e n g t h  a l g o r i t h m s  can be  
analyzed i n  much t h e  same way as i n  t h e  u n c o n s t r a i n e d  c a s e .  T h i s  
~-1c111des t h e  u s u a l  min imiza t ion  s t e p ,  t h e  Curry [I9441 and Altman 
119661 a l g o r i t h m s  and a l s o  a l g o r i t h m s  due t o  Ostrowski  119661, 
 oldst stein [1964/1965/1966] and Armijo [1966]. I n  each c a s e ,  t h e  
s k - p l e r g t h  a l g o r i t h m  i s  shown t o  g u a r a n t e e  t h e  e x i s t e n c e  of t h e  
7e2 t i t e r a ~ e  x  k+l i n  LO 0 C and ,  i n  analogy t o  ( I 5 ) ,  t h e  v a l i d i t y  
35 a more invo lved  e s t i m a t e  of t h e  form 
Acre ak measures e s s e n t i a l l y  t h e  a n g l e  made by t h e  f e a s i b l e  
k direction s w i t h  t h e  normals t o  t h e  boundary of t h e  c o n s t r a i n t  
k 
s e t  a t  x  , and &k is  r e l a t e d  t o  t h e  d i s t a n c e  of xk from t h e  
~atndasy, A s  b e f o r e ,  @ hgs t h e  p r o p e r t y  t h a t  from t h e  e x i s t e n c e  
of a lower bound f o r  f  it f o l l o w s  t h a t  a t  l e a s t  one of t h e  t h r e e  
l i m i t  s t a t e m e n t s  
i s  v a l i d .  Again, o n l y  a t  t h i s  p o i n t  does  t h e  s p e c i f i c  a l g o r i t h m  
k f o r  choosing t h e  f e a s i b l e  d i r e c t i o n  s e n t e r  the a n a l y s i s .  The 
c e n t r a l  point is now t o  show t h a t  f o r  them, the t h r e e  q u a n t i t i e s  
k k f P ( x  )S , Ok)  and E k are r e l a t e d  i n  such a way t h a t  from (18) 
foBlows d i r e c t l y  t h e  ana log  of ( 1 7 ) ,  namely, 
k k 
w i t h  some sequence of numbers {v,) and index  sets {J 1 ,  
3 
PC J { 1 m This, t o g e t h e r  w i t h  s u i t a b l e  assumptions  on E , 
t h e n  e n s u r e s  t h e  convergence of t h e  iterates {xk} to a c o n d i t i o n a l  
c r i t i c a l  p o i n t  of f  on C ,  
The ~ o s t  impor tan t  c l a s s  of d i r e c t i o n  a l g o r i t h m s  cons idered  
k h e r e  concerns  d i r e c t i o n s  s o b t a i n e d  by normal iz ing  v e c t o r s  of t h e  
form 
k 
where P (x > i s  a c e r t a i n  p r c j  e c t i o n  matrix, and a, @ 
4 j "  
j E J c {I , .  . . ,m} are s u i t a b l e  c o e f f i c i e n t s .  Spec i f  i c a l l y ,  t h r e e  
k 
c h o i c e s  of p are examined and,  i n  p a r t i c u l a r ,  f o r  t h e  c a s e  
pk = f  ' (xk) T9 t h e  g r a d i e r t  p r o j e c t i o n  method of Rosen [1960] f o r  
k linear c o n s t r a i n t s  i s  a l s o  o b t a i n e d .  Other  c h o i c e s  of p  a r e  
:he p r o j e c t e d  g r a d i e n t  d i r e c t i o n  t rans formed  by a p o s i t i v e  
d e f r a f t e  m a t r i x ,  and t h e  c o o r d i n a t e  d i r e c t i o n  forming t h e  s m a l l e s t  
angle x i t h  t h e  p r o j e c t e d  g r a d i e n t  d i r e c t i o n .  The l a t t e r  is  s imply 
tbe Gauss-Southwell a l g o r i t h m  f o r  t h e  c o n s t r a i n e d  c a s e .  
A s  i n  t h e  u n c o n s t r a i n e d  c a s e ,  t h e  s e p a r a t e  a n a l y s i s  of 
s t e p l e n g t h  and d i r e c t i o n  c h o i c e  p r o v i d e s  f o r  t h e  combinat ion of 
xiany d i f f e r e n t  a l g o r i t h m s  i n t o  s p e c i f i c  d e s c e n t  methods and g i v e s  
c m v e r g e n c e  r e s u l t s  f o r  a l l  t h e s e  combinat ions .  I n  p a r t i c u l a r ,  
3ur  g e n e r a l  t h e o r y  a l s o  p r o v i d e s  a s  c o r o l l a r i e s  convergence 
tt~ecrems f o r  a  inethod of f e a s i b l e  d i r e c t i o n s  of Zoutend i jk  and f o r  
Roseah g r a d i e n t  p r o j e c t i o n  method i n  t h e  c a s e  of l i n e a r  c o n s t r a i n t s .  
:n t u r n i n g  a g a i n  t o  t h e  e i g e n v a l u e  problem (11) we w i l l  
z p p t y  some of t h e s e  min imiza t ion  r e s u l t s  t o  o b t a i n  numer ica l  
L ; o i n t ~ o n s  f o r  i t .  S i n c e  t h e  n a t u r a l  c o n s t r a i n t  s e t  C a s s o c i a t e d  
7- r t lz  (11) h a s  no i n t e r i o r ,  some m o d i f i c a t i o n s  are needed and we 
si-ia1.l g i v e  two ways of changing t h e  s e t  C s o  t h a t  our  e a r l i e r  
a s t a b l i s h e d  convergence t h e o r y  a p p l i e s  t o  (11)- The f i r s t  method 
* - + " . ,  
-14 ,gcs  t h e  c o n s t r a i n t  set i n t o  a  s e t  resembling an  annu lus  w h i l e  
~u the  o t h e r  one,  a  p e n a l t y  f u n c t i o n  is  added t o  f  t o  e l i m i n a t e  
22e oE t h e  two c o n s t r a i n t s  g(x)  6 0 o r  -g(x) 6 0. I n  c o n t r a s t  t o  
these approaches  we a l s o  p r e s e n t  an  a l g o r i t h m  of G o l d s t e i n  El9671 
n  f o r  ti2 c a s e  g' (xlT Ax where A E L ( R  ) i s  symmetric and p o s i t i v e  
d e 2 i n i t e .  T h i s  method h a s  t h e  b a s i c  form 
and we s h a l l  extend t h i s  r e s u l t  so t h a t  t h e  p a r m e t e r  T ean be  k 
chosen cons tan t  throughout t h e  process .  
Since t h e  r a t e  of convergence f o r  descent  processes  i s ,  i n  
gene ra l ,  only l i n e a r ,  i t  i s  d e s i r a b l e  t o  t e r n i n a t e  t h e  procedure 
once t h e  i t e r a t e s  a r e  s u f f i c i e n t l y  c l o s e  t o  t h e  s o l u t i o n  and t o  
apply then a l o c a l l y  convergent method such as t h e  q u a d r a t i c a l l y  
convergent Newton process .  This  c o n s t i t u t e s  two parts of a complete 
algori thm f o r  f i nd ing  e n t i r e  branches of s o l u t i o n s  of (11).  For 
t h e  f i n a l  p a r t  of t h i s  a lgori thm we fo l low t h e  sugges t ion  of 
Pimbley [I9691 and so lve  numerical ly  the  i n i t i a l  va lue  problem 
i n  order  t o  compute such a branch of s o l u t i o n s  of (11).  
The paper i s  organized i n  t h e  fol lowing form: Chapter 1 
presen t s  a survey of well.-known ex i s t ence  r e s u l t s  f o r  t h e  genera l  
nonl inear  e igenvalue problem 
W e  a l s o  d i scuss  some a spec t s  of t h e  ex i s t ence  and extendabi l . i ty  of 
continuous branches of efgenvectors  and t h e  concept of b i f u r c a t i o n  
poin ts .  Moreover, because of Its importance i n  t h e  l a t e r  development, 
a proof  of t h e  L j u s t e r n i k  El9341 theorem i s  a l s o  g iven .  
Chapter  I1 c o n t a i n s  t h e  mentioned g e n e r a l i z a t i o n  of t h e  E l k i n  
[i368] convergence t h e o r y  t o  t h e  n o n l i n e a r  programming problem 
(12/3) beg inn ing  i n  S e c t i o n  2 . 1  w i t h  a  b r i e f  review of t h e  b a s i c  
concep t s  of E l k i n ' s  theory .  
Chapter  I11 a p p l i e s  t h e  r e s u l t s  of Chapter  I1 t o  t h e  e igen-  
-7aTue problem (11) and i n c l u d e s  a l s o  t h e  d i s c u s s i o n  of t h e  mentioned 
algorithm (19) of G o l d s t e i n  [1967] .  Then, t h e  i n d i c a t e d  complete  
algorithm f o r  f i n d i n g  e n t i r e  b ranches  of s o l u t i o n s  of (11) i s  
a p p l i e d  t o  a  problem r e l a t e d  t o  n o n l i n e a r  h e a t  g e n e r a t i o n  s t u d i e d  
i y  Joseph [1955] and t o  a r o t a t i n g  s t r i n g  problem of Kolodner [1955].  
"americal r e s u l t s  a r e  t h e n  g i v e n  f o r  t h e s e  two examples. 
Survey of E x i s t e n c e  R e s u l t s  f o r  S o l u t i o n s  of 




We b e g i n  t h i s  d i s c u s s i o n  w i t h  a b r i e f  d e s c r i p t i o n  of t h e  
n o t a t i o n  t o  be  u s e d ,  R" i s  t h e  r e a l  n-dimensional l i n e a r  space 
L 
of column -:ectors x = (x , , . , , x  ) where T d e n o t e s  transposition. 1 n 
i U? la p a r t i c u l a r ,  e , i = l , , , . , n +  are  t h e  u n i t  b a s i s  v e c t o r s  i n  h 
L I 
For x , y  c R the Eucl idean inner ~ r o d u c t  of x and y i s  
il 
T denoted by x y = 1 xiyi I n  a l l  c a s e s  some norm i s  assumed 
i=l 
t o  be g i v e n  on fl, F r e q u e n t l y  w e  w i l l  u s e  t h e  Euc l idean  norm 
/ / X I /  = (xTx)"2 a l though  most of t h e  r e s u l t s  g e n e r a l i z e  t o  other 
n a m s .  The L inear  s p a c e  of a l l  r e a l  nt x n m a t r i c e s  w i l l  b e  denoted 
n n m by L ( R ~ , R ~ )  and by L ( R  ) i f  m = n, The norm on L(R , R  ) w i l l  a l w a y s  
b e  t h a t  which i s  induced by t h e  v e c t o r  norm on F? and R", For 
n m 
E L ( R  ,R 1 we somet-hes  w r i t e  A = ( a .  .) where a  i = l , ,  ,, ,n, 
1.l ij ¶ 
j - 1,. * ,  ,n, a r e  t h e  e lements  of A* A s  u s u a l ,  A E L ( R ~ )  i s  
T T n 
synmet r ic  if and. o n l y  i f  (Ax) y = x Ay f o r  a l l  x,y E R 
T 
and i s  p o s i t i v e  d e f i n i t e  i f  and on ly  i f  x Ax > 0 f o r  a l l  x + 0. 
n For an a r b i t r a r y  set 13u c EL we m i t e  t h e  i n t e r i o r  of D as int(Dj;, 
t h e  c l o s u r e  of  D as 6 and the boundary of D as 6. iin open 
tp n i n r e r v a l  ( x , y )  c R is d e f i n e d  as t h e  s e t  { z  E R lz = t y  + (1-%)x 
f o r  some t E (0,,1.) 1. The cor responding  c l o s e d  and half -open intervals 
will be  denoted by [x,y] and (x,y] ( o r  [ x , y ) ) ,  r e s p e c t i v e l y ,  
A mapping F wi th  domain D C Rn and range i n  Rm w i l l  be  
n  
r1eno"cld by F:D C R -t Rm and i t s  components by f  i = 1,. . .,a. i ' 
T 
':i:us, i n  p a r t i c u l a r ,  Fx = ( f l ( x ) ,  . . . ,f,(x)) . We u s e  t h e  s tandard  
n  
i lhf  f e r e n t i a b i l i t y  concepts:  The mapping F:D R + R~ i s  Gateaux 
d r f f e r e n t i a b l e  (G-di f fe ren t iab le)  a t  x E i n t  (D) i f  t h e r e  i s  an 
4 E L [ E ~ , R ~ )  such t h a t  f o r  any h  E Rn, 
( /F(x+th) - Fx - f ~ h l (  = 0 ,  
lim t 4  m 
and F is  Frechet  d i f f e r e n t i a b l e  (F -d i f f e ren t i ab l e  o r  simply d i f f e r -  
For  bath cases  we denote t h e  unique d e r i v a t i v e  A by F T ( x ) .  Speci- 
fically, F' (x) i s  the  Jacobian mat r ix  ( a .  f  . (x)) where a .  f  . (x) 
J 1  J 1  
=. ;ft (x) /ax i = 1,. . . m j = 1,. . n The fol lowing two well-known j" 
fcras of the mean-value theorem f o r  f u n c t i o n a l s  w i l l  be used frequent-  
& 
1 
1 ; :  i f  f : D  C R~ -+ R has a  6-der iva t ive  f P  and i f  f o r  any 
1 [x,y] u~ D, $:[O,l]i -t L ( R ~ , R  ) ,  $ ( t )  = f P ( t x + ( l - t ) y )  is continuous, 
f  (y) - f  (x) = f ' (z)  (y-x) , f o r  some z  E (x,  y) , 
1 
f (y) - f (x) = 1 f  ' (x+t (y-x)) (y-x)dt . 
D 
F i n a l l y ,  we s h a l l  a t  times use  va r ious  ty-pes of convexiey f o r  
n  I 
func t iona l s .  A func t iona l  f  :D C R + R i s  convex i n  some convex 
s e t  D C D i f  f o r  a l l  x,y E Do and a l l  t E [ 0 , l ] ,  0 
If D is  open a=$ f has a G-derivative f P  on D ,  then f i s  
~seudo-convex i f  for a l l  x,y E D 
L-- 
f (x) < f (y) implies  f 6  (y)  (y-x) > n; 
f i s  q7-t-si-convex on Do if, f o r  any x,y E D o 
f nftx+("I--t)y) G max {f(x)  , f  0.) 1, $/ t E @,1)_. 
Fcr a d iscuss ion  of these  var ious  types of convexity, we r e f e r  Lo 
Elkin [I9681 and Ortega and Rheinboldt [1970], Many of t h e  related 
resu l t s  can a l s o  be found i n  Plangasariaxi 13.9691. 
1-2 Survey of ex is tence  - r e s u l t s  i n  e: The non-potential -- case 
I n  t h i s  sec t ion  w e  present a survey of ex i s t ence  r e s u l t s  far 
301utions of t h e  eigenvalue problem 
n 
where F,GrD c R Rn are given mappings on a  domain D. Most ok 
these r e s u l t s  are? known, o f t e n  in a more genera l  i n f i n i t e  c'rimensinnai 
i orm, b u t  some minor e x t e n s i o n s  a r e  a l s o  i n c l u d e d .  The mappings 
F and G a r e  n o t  n e c e s s a r i l y  p o t e n t i a l  o p e r a t o r s ,  t h a t  i s ,  t h e y  
a r e  n o t  n e c e s s a r i l y  t h e  g r a d i e n t s  of some f u n c t i o n a l s  on R ~ .  
A v e c t o r  x E D i s  s a i d  t o  be  an  e i g e n v e c t o r  of (1.2.1) (o r  
i 
s ~ m p l y  of F when G : I) corresponding t o  t h e  e i g e n v a l u e  A E R 
I I x t D and X E R c o n s t i t u t e  a s o l u t i o n  of ( 1 - 2 . 1 ) .  I f  x # 0 
,,~.d G x  $ 0, t h e n  t h e  e i g e n v e c t o r  i s  s a i d  t o  be  n o a - t r i v i a l .  The 
sex of a l l  ?, E R' f o r  which (1.2.1) h a s  some n o n - t r i v i a l  e igenvec to r  
a F D i s  c a l l e d  t h e  spectrrrm of ( 1 . 2 . 1 ) .  Easy examples show t h a t  
1:e slzectrurn may be  empty, d i s c r e t e  o r  con t inuous .  For e a s e  of 
~ i i j t a t i o n  we sometimes w r i t e  (x,A) f o r  a s o l u t i o n  x E D ,  A E RL of 
There  a r e  s e v e r a l  b a s i c  q u e s t i o n s  which are of i n t e r e s t  t o  u s  
here, LJhen can t h e  e x i s t e n c e  of e i g e n v a l u e s  b e  guaran teed?  I f  an 
e i g e ~ ~ 7 a l u e  e x i s t s ,  i s  i t s  corresponding e i g e n v e c t o r  unique? I f  x 
il an e i g e n v e c t o r ,  when i s  t h e r e  a con t inuous  curve  of s o l u t i o n s  of 
n - 1 ,  -, :.) through x ;  and i f  sucli a c u r v e  e x i s t s ,  r ~ h e n  i s  i t  unique? 
Fcr a d i s c u s s i o n  of t h e s e  q u e s ~ i o n s  t h e  fo l lowing  terminology w i l l  
DroyJe t o  b e  u s e f u l .  
n !lef.inxi:ian ---- 1 . 2 . 1  L e t  F,G:D c R -+ b e  d e f i n e d  on t h e  s e t  D .  I f  
1 
L-?ere ex i s t  mappings x : ( t  t ) C R1 -+ R* and A:(t t ) c R1 -+ R on 1 ' 2  1' 2 
p 3;lrci - open i n t e r v a l  it t ) w i t h  t1 < t2 such t h a t  ( x ( t )  , X ( t ) )  1, 2 
s ~ i - ) c s  (L,2.1), t h e n  x i s  c a l l e d  a b ranch  of e i g e n v e c t o r s  of (1.2.1) 
rr 
xLn F I f  x i s  cont inuous  on C t  t ) ,  t h e n  x i s  a con t inuous  1' 2 
n kza-ieh of e i g e n v e c t o r s  of - (1 .2 ,1)  i n  R , A branch  of e i g e n v e c t o r s  
n 
of ( 1 , 2 , 1 )  i n  R i s  proper  i f  t h e  mapping x is  one-one. A 
0 p o i n t  (x ,A ) is a 0 r p o i n t  of (1,Z.P) - i f  t h e r e  i s  a un ique  
n p roper  cont inuous  branch of e i g e n v e c t o r s  of (1 .2 .1)  i n  R through 
0 0 
x , chat  i s ,  f o r  wh ich  ( x ( i O )  , h $ t O ) )  = ( X  $XO) f o r  some 
0 
to L (tl,t2). Any s o l u t i o n  (x ,A0) of (1.2.1) which i s  n o t  
a regular p o i n t  of (1 .2 .1)  i s  a branch p o i n t  o f  (1 .2 .1) .  
n 
Note chat ia t h e  P ineer  c a s e  F - A E E(R ) symmetric and 
G X I t h e r e  i s  a p r o p e r  cont inuous  branch of e i g e n v e c t o r s  of 
2 i R" 1~ic.h T $t) E A and hence X i s  n o t  n e c e s s a r i l y  0 
ene-one. However, rf we assume t h a t  X i s  one-one, t h e n  we can 
p a r m e t e r i s e  a cont inuous  branch of e i g e n v e c t o r s  of (1.2.1) i n  R~ 
w i t h  X a s  t h e  parmeter.  
n D e f i n i t i o n  B,2 ,2  L e t  F,G:D c R -+ R* be  d e f i n e d  on t h e  open set 
-- 
0 D and suppose t h a t  (x , ho) s o l v e s  (1 .2  . I ) .  I f  x 1 2 - 1 2  ,x * ( t  , t ) -+ R~ 
0 
a r e  two d i s t i n c t  branches of e i g e n v e c t o r s  of (1.2.1) th rough  x scch  
t h a t  1i.m ( X  (tr-x (t)) = O then 1 i s  c a l l e d  a b i f u r c a t i o n  point of 
t+X L 2 0 
(E,2,13, 0 
.--- 
Frequen t ly  i n  t h e  a p p l i c a t i o n s  t o  d i s c r e t i z e d  v i b r a t i o n  probler-s  
we have FO = GO = 0, IE such  c a s e s  i t  u s u a l l y  happens t h a t  f o r  small 
/ A  1 ,  (0,Xj i s  t h e  on ly  s o l u t i o n  of (1.2.1) and, beg inn ing  w i t h  some 
X i 0 ,  e i g e n v e c t o r s  w i t h  small norm appear .  More p r e c i s e l y ,  to each 0 
E and 6 t h e r e  corresponds an  e i g e n v e c t o r  x of (1.2.1) w i t h  
a s s o c i a t e d  e igenva lue  X such t h a t  
Xote  t h a t  t h i s  de te rmines  a mapping xl: (Ao-c, A*+€) C R1 + Rn 
such that (xi(h) ,A) s o l v e s  ( 2 . 1  and x (A) i 0 f o r  A i h 1 0 ' 
:'lierefore t h e  mappings x x ( t )  E 0 a r e  two d i s t i n c t  b ranches  of 1' 2 
n 
eige-fivectors of (1 .2 .1)  i n  R through 0. Hence Xo i s  a b i -  
L ~ z c a t  ion p o i n t  of (1 .2 .1)  and (8, A ) i s  a branch p o i n t  of (1 .2  . l )  . 0 
We now t u r n  t o  t h e  e x i s t e n c e  t h e o r y  f o r  s o l v i n g  ( 1 . 2 . 1 ) .  Some 
9: ore  p r o o f s  u s e  t h e  well-known d e g r e e  t h e o r y  f o r  mappings i n  Rn. 
F3r 3 development of t h i s  theory  and t h e  p r o o f s  of r e s u l t s  quoted 
?elow, we r e f e r ,  f o r  example, t o  Ortega and Rheinboldt  [1370].  I f  
n 
, R. i s  a n  open, bounded s e t  and F:D c R n  -+ Itn i s  con t inuous ,  then  
T a r  a7j7 y k! F(D) t h e  d e g r e e  of F a t  y w i t h  r e s p e c t  t o  D i s  
d e r o t e d  by deg &F,D,y) ,  The fundamental  r e l a t i o n  between t h e  degree  
- -7 9 and t h e  s o l v a b i l i t y  of Fx = y i n  D i s  g iven  by t h e  fo l lowing  
f m o n s  r e s u l t :  
Theorem 1 . 2 - 3  (Kronecker E x i s t e n c e  Theorem) Le t  F :D c R~ + Rn b e  
- 
~ t f  nuous and D a n  open, bounded set .  I f  y g! F ( 6 )  and 
.4cg (F ,D ,y )  # 0, t h e n  t h e  e q u a t i o n  Fx = y h a s  a s o l u t i o n  i n  D .  
?in::e t h e r e f o r e  t h a t  i f  y aj ~ ( 6 )  , t h e n  deg(F , D ,  y) = 0.  A v e r y  
-r.?orf:ant r e s u l t  i n  d e g r e e  t h e o r y  s t a t e s  t h a t  under c e r t a i n  condi-  
c r o n s  the d e g r e e  of a mapping remains  c o n s t a n t  under homotopic t r a n s -  
Isrxatioil, 
T - ~ e a r e ~ n  1.2-4 (Homotopy I n v a r i a n c e  Theorem) L e t  D be  an  open, 
"--- 
n+l  
~aunded.  s e t  and H:D x [0,1] c R + lin a g i v e n  homotopy. Suppose, 
n I ~ r t h e r ,  t h a t  y E R s a t i s f i e s  B ( x , t )  + y f o r  a l l  ( x ,  t )  E 6 x [ 0 , 1 ]  . 
Then d e g ( B ( - , t ) , D , y )  i s  c o n s t a n t  f o r  t E [O,l]. 
A s  a consequence o f  t h i s ,  we may o b t a i n  t h e  fo l lowing  r e s u l t *  
n 
Theorem 1 . 2 . 5  (Poincarg-Bohl) L e t  F ,G:E c Rn +- R b e  two con t inuous  
n 
maps and ?3 an open, bounded s e t .  If y E R is  any p o i n t  suclil tha: 
t h e n  deg(G,D,y) = d e g ( ~ ~ ~ , y ) .  
F r o o f ,  Consider the homotopy 
Evi-dentl\l R ( x , t )  f y f o r  ( x , t )  E 6 x [Q,L] and hence t h e  r e s u l t  fol3.rs.mis 
d i r e c t l y  f rom Theorem P . 2 , 4 .  
The fo l lowing  r e s u l t  w i l l .  a lso b e  u s e f u l :  
n n Theorern 1.2.6 L e t  E':D a=' R -. R be  sont inuousPy d i f f e r e n t i a b l e  on ehe 
open set $3: and D an open, Sounded set w i t h  5 c D. Assume that  0 0 
y d P (b) U F @(SO) ) where ~ ( 6  j = {r E DO IF "(x) i s  s i n g u l a r  }. Thkn Ct 
e i k h e r  r = {J: i Do lF'x = y )  i s  empty and deg(F,Do,y) = 0, o r  c o n s i s t  
1 m 
of f i n i t e l y  many p o i n t s  x ,..., x and 
PD. 
deg{P,Do,y) = 1 sgn  d e t  ~'(x'). 
j -1 
hTe now r e t u r n  t o  t h e  e i g e n v a l u e  probEem. For  t h e  c a s e  6 : I 
a g e n e r a l  e x i s t e n c e  r e s u l t  f o r  t h e  problem (1.2.1) i s  g i v e n  by 
R i e d r i e h  [1968], For its proof we r e q u i r e  same theorems on t h e  
e x t e n d a b i l i t y  of can t inuous  opera  t o r s .  
The fo l lowing  r e s u l t  i s  a s i r ~ p l i f i e d  form of  t h e  well-known 
Y i ~ t z e  e x t e n s i o n  theorem. (See, f o r  example, ~ i e u d o n n 6  619601) . 
- 
r )  cciren 1.2.7 L e t  F:E c R~ -+ Itm be  cont inuous  on t h e  c l o s e d  s e t  D. 
n lhc- :here e x i s t s  a  con t inuous  map G:R -+ Rm d e f i n e d  on a l l  of P;* 
- 
si-,*:, zhat. GCx) = P(x)  f o r  x  E D. 
ITith t h e  h e l p  of t h i s ,  we can prove t h e  f o l l o w i n g  form of a 
: -.lor3~)7 e x t e n s i o n  theorem of Granas [3961]. 
' --- I 2orer.i ------- 1- 2 8  (Homotopy Extens ion  Thecrem) L e t  F ,G:D c 6 c R~ +- R* 0 
- 
l s  ,,-L Lauaus maps on t h e  c l c s e d  set I3 Suppose t h a t  t h e r e  e x i s t s  a 0 "  
-- 
' L.II:LJPY H:DO Y [Oil] C. R~'"' -+ R" f o r  which H(x,O) = Fx, H ( x , l )  = Gx 
1 -  x F 6 and H ( x , t )  i 0 f o r  ail ( x , t )  & D o  * [ 0 , 1 ] .  bloreover, 0 
as3,re  :iiat F h a s  a cont inuous  e x t e n s i o n  t o  a l l  of 5 such  
I - A 
L1iaL FX i C  0 for x E 34, Then G h a s  a  con t inuous  e x t e n s i o n  G t o  
2 c i) which is homotopic t o  a under  a homotopy f o r  which 
:T:X,L) u 3  f o r  a l l  ( x , t )  E 5 x [0,1], 
P r 2 ~ 3 f .  -- By h y p o t h e s i s  Fx = H(x,O) # 0 and Gx = H(x , l )  # 0 f o r  a l l  
- n+1 + Rn 
Consider  t h e  mapping H*:E x [0,1] 5 x {o) c R 6 "  0 
A 
c 3 : h e i i .  by H&(x,O) = Px f o r  x E 6 and I.il*(x,t) = H(x , t )  f o r  
- :;,-: E 30 x [ O , l ] ,  Then H* i s  con t inuous  on t h e  c losed  s e t  
5.. .u,1] U 5 x and i t  f o l l o w s  from Theorem 1.2.7 t h a t  HA 
%as a c jn txnuous  e x t e n s i o n  k* i o  a l l  o f  6 X [ 5 , 1 ] .  ~y t h e  c o n t i n u i t y  
t h e s e t  
- 1 "  Dl = {x E D1H*(xlt) = 0 f o r  some t E [ 0 , 1 ] ]  
i s  closed and, s i n c e  k* (x , t )  = H*(x,r) = H(x,t)  # 0 f o r  ( x , t )  E EO " iO,Lj, 
we s e e  t h a t  Dl 11 5 = ill. 0 
Now consider  the continuous func t iona l  $:Z) c Rn -+ [ 0  , I ]  , 
E v i d e n t l y  $(x) = 0 f o r  x E D and $(x) = 1 f a r  x E EO. With i t s  he lp  1 
we d e f i n e  the mapping f i : ~  X [0,1] c Rni-I -+ Rn by k ( x , t )  = &(x, p(x)e) 
A /i A - 
ahad s e t  Gx - lif(x,l). By i t s  cons t ruc t ion  I3 i s  continuous on D ,O,I] 
- 
and hence i s  a K o a e t o ~ y  on D m  Moreover, 
and hence i s  homotopic t o  F i n a l l y ,  
A 
i f  H(x , t )  = Q f o r  
0 " 0  0 
s e e  ( X  ,to) E 5 X [O,1I1 then also H*(x ,$(x ) t o )  = 0. Therefore,  
0 0 
x must l i e  io the s e t  Dl which impl ies  t h a t  $(x ) = 0 and hence 
" 0 that 0 = k*(xO,O) = H*(X'~O) = Fx con t r ad ic t ing  $x f 0 f o r  x & 6. 
Th i s  corr,gletes the proof ,  
& 
111 order  t o  app ly  this theorem we need t o  know when F exists. 
Such a result can be obtained w i t h  the help  of the  fol lowing concept 
i n ~ s c d u c e d  by Riedrich [19681. 
Def in i t i on  1 . 2 - 9  A mapping F:D c lIn -+ Rn o m i t s  a  d i r e c t i o n  on D 
--- 
n if chere e x i s t s  a norr-zero y E R such t h a t  F(D) does not  i n & e r s e c t  
the r ay  
R ( y )  = { a  E ~ ~ l z  = ty, t 2 8 3 ,  
Note t h a t ,  s i n c e  0 E R(y) ,  a n  o p e r a t o r  which omi t s  a d i r e c t i o n  
;n 3 must be  non-zero on D.  
B i e d r i c h  [I9681 showed t h a t  i f  a con t inuous  mapping F :D c Rn -t Rn 
- 
o m r t s  a d i r e c t i o n  on t h e  boundary of a compact neighborhood U of 
A 
rLc o r i g i n  t h e n  F h a s  a con t inuous  e x t e n s i o n  F t o  a l l  o f  and 
:T< f 0 f o r  a l l  x E E. Using t h e  above homotopy e x t e n s i o n  theorem 
T,,C obtain t h e  fo l lowing  r e s u l t .  
i e m a  1 .2 .10  L e t  F:S0 C 5 CRn -+ K~ b e  cont inuous .  I f  F o m i t s  a 
-- -
- 
~ " ~ r a c t i c n  on Do, t h e n  F h a s  a con t inuous  e x t e n s i o n  f. t o  a l l  of 
i slack t h a t  ?x # 0 f o r  a l l  x E ij. 
- 
P r o o f ,  S i n c e  F omi t s  a d i r e c t i o n  on D o ,  t h e r e  e x i s t s  a non- 
n 
ze;a y F R such  t h a t  Fx $ t y  f o r  a l l  t 2 0 and a l l  x E EO. Consider 
-:fie hooczo top  y 
~ : 6 ~  x [ O , l ]  c R"" +- R", H ( x , t )  = (1-t)Fx - t y .  
*" 
~v:iles?t;y,  t h e  mappings F and G:D c 6 Rn -t R ~ ,  Gx E -y a r e  homo- 0 
- 
,op-Ec acl DO and H ( x , t )  # 0 f o r  a l l  ( x , t )  E GO x [0 ,1 ]  . Moreover, 
C. h a s  a con t inuous  e x t e n s i o n  6 t o  a l l  of 6 d e f i n e d  by ax E -y f o r  
- 
x E: 13 Since 6x $ 0 f o r  x E 5, Theorem 1 . 2 . 8  now i m p l i e s  t h a t  F 
has a cont inuous  e x t e n s i o n  t o  a l l  of 5 such  t h a e  $x # 0 f o r  
a i l  x F- 6. 
A3 a d i r e c t  consequence of t h i s  lemma we can now prove R i e d r i c h f s  
r1968 j  e x i s t e n c e  r e s u l t  f o r  t h e  e i g e n v a l u e  problem (1 .2 .1 ) .  
Theorem l,2,11 Let D be an open, bounded set containing the o r i g i n *  
If the continuous mapping F:; c R~ + +n omits a direction on i, then 
If 
there exists a real nnmbes O and an x* E D  such that 
Proof. Since b 5, Lama L. 2.10 implies that F has a con- 
- 
tinuous extension to a l l  of D such that $x f 0 for a11 :x E: 5 
A 
Therefore  it fol.Eows f r n ~  Theorem E , 2 , 3  that deg(F,D,O) = 8. 
6 
Notr suppose that $:c = Fx 3: Ax for a11 x & D and > 0. 'Then 
we see rhat the homotopy cnmeet iag  and -I, 
s a t i s f i e s  E ( x , t )  34 0 for all ( x , t )  E b x [Otl] Hence it follows 
from Theorems 1 , 2 , 4  and 1 . 2 , 6  that 
This contradiction yislds t h e  result, 
n Corollary -- l,2,P2 Let A E %$R 1 be nensingular, Then under e"he hype- 
thesis of Theorem 4,2,1B there exists a real nramber A > 0 and an 
x a b  E D such that 
n Proof. Since A E i (R ) is nonsingular, 6' exists and CT'F 
- 1 is cant inuot~s  an D Thus we need only show that A F omits a 
d i r e c t x s n  on D. By hypothesis  t h e r e  e x i s t s  a  y  # 0 such t h a t  f o r  
ns x c D t h e  r e l a t i o n  Fx = t y  holds f o r  some t >  0. C lea r ly  then 
- 
A '1 omits t h e  d i r e c t i o n  Ay on i), and t h e  r e s u l t  i s  a  d i r e c t  
-cnsequence of Theorem 1.2.11. 
The following two examples i n d i c a t e  t h e  neces s i ty  of a l l  of t he  
~ ~ p a t h e i e s  of Theorem 1.2.11. 
p 1 2 1 3  Let  F: 4 ( 0 , l )  c lXn * in be  defined by 
I 
C,zarLg F ks not  continuous on S ( 0 , l )  s i n c e  
1 T f o r  X* -(I, . . , I )  , I(x I (  = 1. Jn 
is cde r ,  i t  i s  r e a d i l y  v e r l f i e d  t h a t  F omits t h e  d i r e c t i o n  
T 
, on S(0 ,1) .  Now suppose t h a t  Fx = Ax f o r  some x E S ( 0 , l )  
2 
;I c . 9. It then fol lows t h a t  (xl , .  . . , x ~ ) ~  n = h(xl,. . . ,x n  )* and 
+xnce  that A = x = ... = x 1 E n  - 'G Since Fx # Ax f o r  
m 
X = -7-- 1 T 1 . .  .l we l a v e  x # (1, . 1 )  and thus  dn 
b II, 
1 T 
i-- - - 1 and A = < 0. Thus t h e r e  i s  no A > 0 
v '1 -x
arc1 s E S(O,1)  such t h a t  Fx = Ax. This  shows t h a t  i n  Theorem 1.2.11 
t * > 2  c ~ r t i n u i t y  condi t ion  f o r  F on D cannot ,  i n  gene ra l ,  be removed. 
Example 1.2.14 Let  F : S ( O , ~ )  c R 2n + be defined by 
T 
F(xlp * " * 3~ 2kl. ) = Cx2 9-x19x43"3 9 * a a >X2n9"2n-l) 
a 
Clear ly  F is  continuous an S (0 , I ) .  Moreover i f  y # 0 i s  any v e c t o r  
-I -1 i n  8 2 ~  then  wi th  t = 11 y > O and x = 11 y  11 (-y2, y l ,  . . 9-y2,r y2n-l ) T 
* 
i t  i s  e a s i l y  seen t h a t  x E S(O,l) and Fx = t y ,  Hence F omits no 
8 
d i r e c t i o n  an S ( O , I ) ,  NOW suppose that  t h e r e  i s  an x & S ( 0 , l )  and. 
a 1 > 0 such t h a t  Fx = Ax. Then 
and hence 
Since x E S  (0 , I ) ,  t h e r e  i s  a t  least one index i, 1 i C 2n such 
rhar x $ 0 .  But then (1.2.3) impl ies  t h a t  h2 = -1 which c o n t r a d i c t s  i 
X > 0, 
Note that i n  t h i s  example the dimension of the space  w a s  even, 
The next result shows t h a t  f o r  odd-dhens iona l  spaces t h e  requirement 
e 
in Theorem 1 ,2 . lP  t h a t  P omit a d i r e c t i o n  on B can be dropped, The 
fol lowing result i s  due t o  ~ o i n c a r g  and Brouwer (for r e f e rences  see, 
for example, ~ r a s n o s e l ' s k i i  11964; p.  931).  
A 
'Eleureili L,2.15 (Hedgehog Theorem) L e t  F:D c R 2n-1 , R2n-1 
-- 
3 n 2 1 ,  
be contLnuous and D a n  open, bounded s e t  c o n t a i n i n g  t h e  o r i g i n .  
49 
rken r h e r e  i s  a  r e a l  number A and a n  x* E D such  t h a t  Fx* = Ax,:. 
f i  
?rce,f. By Theorem 1 . 2 . 7  F h a s  a cont inuous  e x t e n s i o n  F 
- 1 
L r  d i i  of D. Assume t h a t  ?x = Fx # Xx f o r  a l l  x  & b and X E R . 
212-1 I r n s i d e r  the  two homotopies,  H.  :6 x [ 0 , l ]  c RZn +- R , i = l , 2 ,  1 
A h 
2 : x , c )  = tFx + ( 1 - t ) ~ ,  H ( x , t )  = tFx  - ( 1 - t ) ~ .  Then Hi (x , t )  # 0 
- 2 
m 
q,- a14 kx,t) E D x [ O , l ] ,  i = 1 , 2 ,  and Theorem 1 .2 .4  i m p l i e s  t h a t  
3~ .. 3 tli:s i s  i m p o s s i b l e g  t h e  proof i s  complete .  
2n-1. CcroL-awy1,2,16 L e t A & L ( R  ) b e n o n s i n g u l a r .  T h e n u n d e r  t h e  
- - --- 
I - ~ q r ~ t c s e e s  of Theorem 1 . 2 . 1 5  t h e r e  i s  a r e a l  number A and a n  
- 2  ,> '6 s ~ i e h  t h a t  Fx* = Ah*. 
211-1) 
" r i>of .  S i n c e  A & L(R 
- i s  n o u s i n g u l a r ,  A-I e x i s t s  and 
s: 1 s  , ont inuous ,  Hence t h e  r e s u l t  f o l l o w s  t r i v i a l l y  from 
ircor-sr 3 ,2,15* 
he next r e s u l t  p rov ides  u s  with a g e n e r a l  e x i s t e n c e  r e s u l t  f o r  
; I  2 J < C D L ~  (1 .2 .14,  It can b e  found i n  K r a s n o s e l ' s k i i  El9641 and 
c c - l - a a s  "bleorem 1 , 2 . 1 5  as a  s p e c i a l  c a s e .  U n f o r t u n a t e l y  i t s  
3, a\:clcsi  u s e f u l n e s s  a p p e a r s  t o  b e  l i m i t e d  due t o  t h e  d i f f i c u l t y  
,-a1 erd a t i n g  t h e  degree  of a mapping. 
n n  Theorem 1.. 2.17 L e t  F,G:D c R -t R b e  con t inuous  on t h e  compact set 
- 
Do C D where Do i s  open and suppose t h a t  Fx # 0 ,  Gx # 0 ,  f o r  a11 
D 
x E  DO, If 
D 
t h e n  t h e r e  e x i s t s  a  point: x* E D such  t h a t  Fx* = XGX* w i t h  > 0. 0 
Proof .  By Theorem 1 . 2 , 5  w e  have 
- 
Thus t l i s ~ e  e x i s t s  a p o i n t  x* E b and a number f E [0 ,1 ]  such t h a t  0 
C l e a r b y ;  E (0,1), for o t h e r w i s e  Fx* = 0 or Gx* = 0 c o n t r a d i c t i n g  the 
1-"t h y p o t h e s i s ,  T h e r e f o r e  Fx* = XGx* w i t h  h = -
't > 0. 
As a consequence of t h i s  r e s u l t ,  s e v e r a l  c o r o l l a r i e s  can Se 
phrased which provide i n f o r m a t i o n  about  t h e  e i g e n v a l u e s  of F a  
Ccrc7112ry 1,228 L e t  F:D t+= .Rn -+ R~ b e  con t inuous  on t h e  cornpactsser 
-- -- 
- 
Do C D, where Do i s  open and c o n t a i n s  t h e  o r i g i n .  I f  f o r  some f i x a d  
0 
u, Fx $ ux f cr a11 x E D and deg (PI-F ,Do, 0) f 1, t h e n  F h a s  ar 5 
eigenvahae X > li with a corresponding n o n t r i v i a l  e i g e n v e c t o r  011 Go#* 
Proof, Taking G E -1 i n  Theorem 1 . 2 . 1 7 ,  we have deg (-G,Do,O) = 1, 
Hence i f  f o l l o w s  t h a t  t h e r e  i s  an xo E b0 and h > 0 such t h a t  0 
0 0 vx - Fx = .-A x 
0 
' Moreover, 0 $ b i m p l i e s  t h a t  x0 # 0 and hence 0 
b 
Far t h e  s p e c i a l  c a s e  p = 0 w e  have Fx f 0 f o r  a l l  x E D and 0 
d2gjF ,D ,0) # i m p l i e s  t h a t  F h a s  a p o s i t i v e  e igenva lue .  Note 0 
rhat  i n  Theorem 1 .2 .11 ,  t h e  e x t e n s i o n  of F t o  a l l  of 
h n 
s a t i s f i e s  0 = deg(F,%,O) i (-1) and hence C o r o l l a r y  1 .2 .18 could b e  
~ s e d  t o  prove t h a t  theorem. 
n n C o r o l l a r y  -- 1.2 .19 L e t  F:D c R -+ R b e  cont inuous  on t h e  compact s e t  
- 
E c D w i t h  D O  open and 0 $ Do. I f  f o r  some f i x e d  F I ,  Fx i Vx f o r  0 
L 
el? x i DO and deg(V1-F,Do,O) # 0 ,  t h e n  F h a s  e i g e n v a l u e s  X1,X2 
:~5.1.h X < ?J < X f o r  which t h e  corresponding n o n t r i v i a l  e i g e n v e c t o r s  2 1 
are on 
?roof. SLnce O d DO,  deg(I,DO,O) = 0 and hence 5y  Theoren 1 .2 .17 ,  
--- 
- rx I = -hgxl, x1 E h w i t h  ho > 0. 
0 
1 1 Thus Fx = hlx , hl = h0 + > p. 
Because deg(-I,Do,O) = 0 a l s o  h o l d s ,  rre o b t a i n  px2 - ~x~ = h;x , 2 
2 " 2 
u c D, w i t h  hb > 0. Hence PX' = A2x , A2 = p - A;) < p. C l e a r l y  
" 
- 2 
2 P 3 i m p l i e s  t h a t  x1 P 0 and x # 0. 0 
WE now t u r n  t o  t h e  q u e s t i o n  of t h e  e x i s t e n c e  of p roper  con t inuous  
1 1-anches of e i g e n v e c t o r s  of (1.2.1) i n  IXn t h rough  a p o i n t  x E R ~ .  
'he c!iscussion w i l l  a l s o  answer i n  p a r t  some of t h e  uniqueness  ques- 
: ioas,  For r e s u l t s  i n  t h i s  a r e a  we s h a l l  assume t h e  d i f f e r e n t i a b i l i t y  
DL 3 ~ ~ n d  G a l t h o u g h  weaker c o n d i t i o n s  would a l s o  be  p o s s i b l e .  Our 
c z s c ~ * s s i o n  f o l l o w s  t h a t  g iven  by K r a s n o s e l ' s k i i  [1964].  We f i r s t  
p r w e  a p e r t u r b a t i o n  r e s u l t  i m p l i c i t l y  con ta ined  i n  K r a s n o s e l ' s k i i  
j ~ 9 6 b ] .  
n Theorem 1.2.20 Let  F,G:D C R -+ R~ b e  cont inuously d i f f e r e n t i a b l e  
on t h e  open s e t  D,  and suppose t h a t  f o r  some f i x e d  y E R~ t h e r e  
0 
e x i s t s  a s o l u t i o n  xo E D of Fx = y a t  which F'(x ) is  nonsingular .  
0 Then t h e r e  e x i s t s  a b a l l  S(x 6 ,  6 > 0 and a number EO > 0 such 
t h a t  f o r  any E wi th  I E I  c E t h e  equat ion 0 
has a unique s o l u t i o n  X(E) i n  5(x0,6) and X(E) depends cont inuously 
0 
on E with  x(0)  = x . 
Proof.  By assumption t h e r e  e x i s t s  an a > 0 such t h a t  
11 F' (xo) h 11 2 a(] h 1 f o r  a l l  h E R". Using t h e  openness of D ,  t h e  
continuous d i f f e r e n t i a b i l i t y  of F and t h e  i m p l i c i t  f unc t ion  theorem, 
we can choose 6 > 0 such t h a t  
( i )  H(x ' ,~ )  c D, ( i i )  xo i s  t h e  unique s o l u t i o n  of Fx = y i n  
- 0 0 a 0 S(x ,6)  and ( i i i )  ~IF'(X)-F'(X )[I C 7 f o r  x E S(x $ 6 ) .  Now l e t  
' 0 f3 > 0 be  such t h a t  (IFx-yl( 2 f3 f o r  a l l  x E S(x $61 and s e t  
Y =  sug l i ~ x I ( , q =  
xc$(x ,6) 
ll G' (x) Il 
1 
and E = - min { B / Y ,  a/2rl). Consider t h e  homotopy 0 2 
w i th  / E /  6 Eo. Then f o r  ( x , t )  E i ( x 0 , 6 )  x [0 ,1]  we have 
Therefore, by Theorems 1 .2 .4  and 1 .2 .6  
0  (1.2.5) il = deg(F,S(x ,6 )  , y )  = deg(F+&G,~(x0 ,6 )  , y ) .  
Eienee Tri~orem 1 . 2 . 3  i m p l i e s  t h a t  (1.2.4) h a s  a t  l e a s t  one s o l u t i o n  
13 5{xo16). Moreover, f o r  any x E ~ ( x O ~ 6 )  and h  # 0 
a a 
2 (a- - - (ZFi)Q)llhll ' 0 2 
7:ic.h s A ~ o w s  t h a t  F P ( x )  + €Gq(x)  i s  n o n s i n g u l a r .  But t h e n  by t h e  
l l l i~ i i  f u n c t i o n  theorem every  s o l u t i o n  of (1.2.4) i n  5 (x0 ,6 )  is  i s o -  
0 13ts:'Si. &nce t h e  compactness of S(x ,6)  i m p l i e s  t h a t  t h e r e  a r e  o n l y  
1 m 
'inireiy many s o l u t i o n s  x  , . . . ,x of (1.2 - 4 )  i n  8(x0 , 6 ) .  
Ysw c o n s i d e r  t h e  homotopies 
)r (a- CL-(L)n)/lh/l > 0 2 4ri 
which, applying Theorems 1.2.4 and 1.2.6,  shows t h a t  f o r  j = l , . , . , r n ,  
where 5 = +I. Again using Theorem 1.2.6 and (1.2.5) we ob ta in  
0 m 
il = deg(F+~G,S(x $6)  .y) = 1 sgn d e t  (F' ~ ' ) + E G '  (x j ) )  
j =1 
which impl ies  t h a t  m = 1. F i n a l l y ,  t h e  c o n t i n u i t y  of F and G 
guarantees  t h a t  t h e  unique s o l u t i o n  X(E) of (1.2.4) i n  2(x0 , 6 ) ,  / E / i "13 
0 depends cont inuously on E and t h a t  l i m  X(E) = xCO) = x . 
E+O 
On t h e  b a s i s  of t h i s  theorem we can prove t h e  fol lowing r e s u l t  
Theorem 1.2.21 Given F,G:D C R~ + R~ def ined  on t h e  open s e t  D, 
l e t  xo E D be a n o n t r i v i a l  e igenvector  of (1.2 1 wi th  corresponding 
eigenvalue ho. Fur ther  suppose t h a t  F and G a r e  cont inuousiy 
0 d i f f e r e n t i a b l e  i n  some open neighborhood U c D of x . I f  
0 0 F '  (x ) - hoG1 (x ) i s  nons ingular ,  then t h e  spectrum of cl.2.1) 
conta ins  some i n t e r v a l  [ A O - ~ 9 h O + ~ ]  w i t h  E > 0. 
t h e r e  e x i s t s  a b a l l  ?(x0,6) c U such t h a t  f o r  each h E ( h o - ~ , h  +€) 0 
t h e r e  is  a unique n o n t r i v i a l  e igenvec tor  x(h)  i n  ?(x0,6) of (I* 2 1) 
and t h e  mapping x = x(h) , A &  (Ao-€ ,Ao+&) i s  a proper  conf inuous branch 
0 
of e igenvec tors  of (1.2 . l )  i n  R~ through x . 
Proof .  Consider  t h e  mapping H = F - X G and i t s  p e r t u r b a t i o n  0 
_i 4 (71 -A)G, C l e a r l y  H i s  c o n t i n u o u s l y  d i f f e r e n t i a b l e  on U and 3 
0 0 0 
l~e:zce 3 y our h y p o t h e s i s  R q  (X ) = F ' (X ) - G S  (X ) i s  n o n s i n g u l a r .  0 
i ' l e r e f o r e  Theorem 1 . 2 , 2 0  a p p l i e s  t o  t h e  p e r t u r b e d  e q u a t i o n  
0 b c  -+ (I -X)GX = 0. Consequently a  b a l l  S(x ,6)  c U ,  6 > 0 ,  and a n  0 
-- > 0 can be  found such t h a t  f o r  a l l  h w i t h  / h - ~ ~ /  G El t h e  e q u a t i o n  
i 
0 
-5s a unique s o l u t i o n  x(1)  i n  S(x ,g ) .  Thus we have Fx - Gx f 0 0 
:r e l l  ic i' x O ,  x E s ( x ' , ~ )  and hence 
O + ~ x ( h )  - h0Gx(h) = ( h - h O ) ~ x ( h )  f o r  h f hO, A-hoI  ( E 1 
~ a i c l ~ .  i ~ p l i e s  t h a t  G X ( ~ )  # 0. t loreover by Theorem 1.2.20 x(X) depends 
0 
, c n ~ L n ~ g u s l y  on A. There fore  s i n c e  x # 0, we can choose E S E 1 
S L . ?  ihat x (h)  f 0 f o r  /h-ho/  < E and hence x(h)  i s  a n o n t r i v i a l  
!701~7 suppose x(h ) = x{X ) ?or some A E (1  -E ,A +E) , t h e n  1 2 1' 2 0 0 
Thus Gx(h ) # 0 impl ies  A1 = h2 and thus  t h e  mapping x = x ( h )  is 2 
a l s o  one-one on (A &,AO+&). Hence x i s  a  proper branch of eigen- 0- 
0 
vec to r s  of (1.2.1) i n  Rn through x , 
One can now e a s i l y  s e e  t h a t  t h e  p o i n t  (xo,X ) of Theorem 1.2.21 0 
i s  a r egu la r  po in t  of (1.2.1). Indeed under t h e  assumptions of 
n  Theorem 1.2.21 wi th  cont inuously d i f f e r e n t i a b l e  F : R ~  -t R and G 5 I ,  
Pimbley [I9691 has shown t h a t  a  proper continuous branch of eigen- 
vec to r s  x(X) of (1.2.1) can be  extended maximally. He showed that 
t h e  ex tens ion  process  could be  c a r r i e d  ou t  a t  l e a s t  u n t i l  a  va lue  
of X is  reached f o r  which X I  - F ' (x (A) ) does no t  have an 
inverse .  Using t h e  same reasoning f o r  t h e  s e t t i n g  descr ibed  by 
Theorem 1.2.21, i t  is  p o s s i b l e  t o  show t h a t  x(h)  can be extended a t  
l e a s t  u n t i l  a  va lue  of X i s  reached f o r  which e i t h e r  x(X) leaves 
U o r  F'(x(X)) - XG'(x(X)) i s  s ingu la r .  
Note t h a t  Theorem 1.2.21 and t h e  subsequent d i scuss ion  d i r e c t l y  
apply t o  t h e  problem t h a t  i s  of most i n t e r e s t  t o  u s  he re ,  namely, 
n  
when Gx = Ax f o r  x E Rn and A E L (R ) is  symmetric and p o s i t i v e  
d e f i n i t e .  W e  a l s o  no te  t h a t  t h e  condi t ions  of Theorem 1.2.21 a r e  
no t  necessary f o r  t h e  ex i s t ence  of a continuous branch. However, 
i n  t h e  a p p l i c a t i o n s  t o  be d iscussed  i n  t h e  second ha l f  of Chapter 111, 
we s h a l l  assume t h e  condi t ions  of Theorem 1.2.21 s i n c e  o the r  poss i -  
b i l i t i e s  of guaranteeing t h e  cont inua t ion  of s o l u t i o n s  appear t o  l e a d  
t o  numerical d i f f i c u l t i e s  due t o  unbounded terms i n  a r e l a t e d  
d i f f e r e n t i a l  e q u a t i o n  and t h e  nonuniqueness of s o l u t i o n s .  For some 
r e s u l t s  i n  t h i s  d i r e c t i o n ,  we r e f e r  t o  Pimbley [1969] and Berger 
and Berger [1968] .  
For  t h e  remainder of t h e  s e c t i o n  we c o n s i d e r  o n l y  t h e  fo l lowing  
special c a s e  of (1.2.1) : 
n  
where A E L(R  ) i s  n o n s i n g u l a r .  The n e x t  s e r i e s  of r e s u l t s  show t h a t  
0  
even if F q ( x  ) - X A i s  s i n g u l a r  t h e r e  may s t i l l  e x i s t  a  b r a n c h  0  
0  
0.f s i g r n v e c t o r s  of (1.2.6) i n  Rn through x . 
n  
Theorem 1.2 .22 Let F :D c R~ -+ R b e  d e f i n e d  on t h e  open s e t  D 
-- 
c ~ ~ t a i n i n g  t h e  o r i g i n .  Suppose t h a t  FO = 0, F i s  d i f f e r e n t i a b l e  
n  
z+ C and A E L(R ) i s  n o n s i n g u l a r .  Then a l l  of t h e  b i f u r c a t i o n  
points of (1 .2 .6 )  a r e  e i g e n v a l u e s  of A-IF' ( 0 ) .  
Proof. Suppose t h a t  Xo i s  n o t  a n  e igenva lue  of A-IF' ( 0 ) .  Then 
--,- t c  rail choose a > 0 such  t h a t  
t > 9 such t h a t  
C1 
:.ei = min {S, } )  t h e n  f o r  / X - A ~ ~  et. 1x11 < E, 
Consequently, t h e r e  is  no nonzero s o l u t i o n  of Fx = XAx wi th  
/A-hol  r E and llxll r 6. I n  o the r  words, h o  i s  no t  a b i f u r c a t i o n  
po in t  of (1.2.6) .  
Although a l l  b i f u r c a t i o n  p o i n t s  of (1.2.6) a r e  eigen- 
va lues  of A.-'l?'(O), t h e  converse i s  no t  t r u e  as an example 
of Krasnose l ' sk i i  El9641 shows. However, a simple modi f ica t ion  of a 
proof given by Krasnose l ' sk i i  [I9641 y i e l d s  t h e  fol lowing r e s u l t  
which we s t a t e  without  proof .  
Theorem 1.2.23 Let  F:D c Rn -t R~ be defined on t h e  open s e t  D 
containing t h e  o r i g i n .  Suppose t h a t  FO = 0, F is d i f f e r e n t i a b l e  
a t  0 ,  and A E L(R*) i s  nonsingular .  Then each eigenvalue of 
A-IF' (0) of odd m u l t i p l i c i t y  i s  a b i f u r c a t i o n  p o i n t  of (1.2.61, and tc 
t h i s  b i f u r c a t i o n  p o i n t  ( i f  one e x i s t s )  t h e r e  corresponds a 
branch of e igenvec tors  of d l F  i n  Rn through 0. 
1.3 The Var i a t iona l  Problem 
I n  t h i s  s e c t i o n  w e  consider  t h e  eigenvalue problem C l .  2.1) 
under t h e  added assumption t h a t  F and G a r e  p o t e n t i a l  ope ra to r s*  
For t h i s  case  a b a s i c  r e s u l t  of L j u s t e r n i k  [I9341 a s su re s  t h e  ex i s t ence  
of e igenvalues.  More s p e c i f i c a l l y ,  we a r e  concerned wi th  f indif ig  
n o n t r i v i a l  s o l u t i o n s  of t h e  problem 
n  1 
where E,g:D c R -t R a r e  g i v e n  f u n c t i o n a l s  on a  domain D.  C l e a r l y  
, T T (1,3.1) i s  of t h e  same f o r m a s  (1.2.1) w i t h F =  f  and G =  g v  ; in 
tT n  1 
.;lax-cicular, (1 .2 .6)  i s  o b t a i n e d  f o r  F  = f  and g:R -+ R , 
T 
g(:i;) = -- x  Ax 
- 5 ,  w i t h  f i x e d  5 > 0 and symmetric and n o n s i n g u l a r  2 
L R )  Hence a l l  of t h e  r e s u l t s  of S e c t i o n  1 . 2  a p p l y  t o  ( 1 . 3 . 1 ) .  
We xaow c o n s i d e r  s o l v i n g  (1.3.1) as a s p e c i a l  c a s e  of a  minimiza- 
tion 2roSiem. The fo l lowing  d e f i n i t i o n s  a r e  s t a n d a r d .  
n  1 Cer ' in i t ion  1.3. Y L e t  f  :D c P, + R and a s e t  C c D b e  g iven .  A 
0 p o i n t x  E C is  a  r e l a t i v e  minimum of f  on C i f  t h e r e  e x i s t s  a 
0 
~ ~ c i g h b o r h o o d  O(x ) of xo i n  D such  t h a t  
n  D e f i n i t i o n  1 . 3 . 2  Le t  f:D c R -t R1 and G:D c Rn -+ R~ be  d e f i n e d  on 
A. i open s e t  D and d e f i n e  a s e t  C c D by 
Farther suppose t h a t  f  and G a r e  d i f f e r e n t i a b l e  a t  xo E C .  Then 
0 
x i s  a c o n d i t i o n a l  c r i t i c a l  p o i n t  of f on C i f  t h e r e  e x i s t s  a 
an b E R such t h a t  
The following r e s u l t  of L jus te rn ik  [I9341 charac ter izes  t h e  rel tat ive 
minima of f on C f o r  a s p e c i a l  c l a s s  of sets C. Our proof 
follows L jus te rn ik  and Sobolev [I9551 . 
1 Theorem 1.3.3 Let  f :D c Rn -t R be def ined on t h e  open set D, 
Suppose t h a t  G:D C R" -t Rm, 1 < m < n is continuously d i f f e r e n t i a b l e  
on D and l e t  C be given by (1.3.3). I f  xo i s  a r e l a t i v e  mini- 
mum of f on C and i f  f i s  d i f f e r e n t i a b l e  a t  xo and 
0 
rank G '  (x ) = m, then xo is  a condi t ional  c r i t i c a l  poinf of f 
on C. 
Proof. Consider t h e  l i n e a r  space 
1 
and i ts  orthogonal complement T and denote t h e  orthogonal projec- 
n 0 t i o n  from R onto T by P. Let UCx ) be a s  in Def in i t ion  1,3.1 
and choose a f ixed  nonzero u E T a r b i t r a r i l y .  Then t h e r e  exists a 
vector  y E R" such t h a t  Py = u and, f o r  s u f f i c i e n t l y  small  to , 0 ,  
0 0 
we have, by t h e  openness of U(x ) ,  t h a t  xt  = xo + t y  E U(x ) whenever 
0 0 n It 1 < to. Moreover, x - x can be w r i t t e n  uniquely a s  t 
and the re fo re  
W e  consider t h e  mapping 
L " 0 I t  XoLiows from (1.3.5) t h a t ,  f o r  any h E T , aZG(O,O)h = G' (x )h  = 0 
n 1 i ~ p l t e s  h = 0 and hence t h a t  3 G(0,O) i s  nonsingular on T . Since 2 
6(0,0) = GXO = 0,  t h e  i m p l i c i t  funct ion  theorem implies  t h a t  t he re  
exists a F > 0 and a funct ion  v:  [-6,6] C R1 + R* such chat  
and 
0 Theref o r e  x E U(x ) fl C ,  Ic/ t E [-6,6].  Moreover, v i s  d i f f  eren- 
t 
tiable at t = 0 and so by t h e  chain r u l e  we ob ta in  
?Towg v(0)  = 0 implies  t h a t  l i m  v ( t ) / t  = v t ( 0 ) .  Also, i t  follows from 
L T t + O  
v ( t )  E T- , It 1 5 6 t h a t  w v ( t )  = 0, 'dw E T ,  It1 f 6 and hence t h a t  
T- I 
wLv' ( 0 )  = 0, W w E T,  t h a t  is, vl(0) E T . Together with (1.3.5) 
and (1,3*7) we s e e  t h a t  v l ( 0 )  = 0. Consequently, f o r  a l l  s u f f i c i e n t l y  
small E > 0 we have 
1 
Now consider  t h e  one-dimensional mapping 9 :  [-6,6] C R1 -+ R 
0 $ ( t )  = f ( x  + tuSv( t ) ) .  Then 
Therefore,  it fo l lows  from (1.3.8) and t h e  d i f f e r e n t i a b i l i t y  of f 
a t  xO t h a t  
0 Because x = xo + t u  + v ( t )  E U(x ) f l  C ,  t f t  E [-6,6], we now con- t 
0 
clude t h a t  f ( x t )  x f ( x  ) ,  W t  E [-6,6]. Thus t = 0 i s  a l o c a l  
minimum of $ and hence JI' (0) = 0. 
0 Hence f ' ( x  )u  = 0 and, s i n c e  u was a n  a r b i t r a r y  nonzero 
O E +. Therefore,  s i n c e  element of T, we must have f l ( x  ) Tb 
0 i s  spanned by t h e  row v e c t o r s  of G1(x )), t h e r e  must b e  a vec to r  
b E R~ such t h a t  (1.3.4) holds.  
A s  a s imple c o r o l l a r y  we ob ta in  t h e  fo l lov ing  r e s u l t  f o r  (1.3,1), 
Corol la ry  1.3.4 Let f :D c Rn -+ R1 be  given on t h e  open s e t  D. 
Suppose t h a t  g:D c R" + R1 is  cont inuously d i f f e r e n t i a b l e  on D 
and d e f i n e  t h e  s e t  C by 
L e t  x0 E C b e  a r e l a t i v e  minimum of f  on C and assume t h a t  f 
0  0 T  i s  d i f f e r e n t i a b l e  a t  x  . If g l ( x  ) # 0 ,  t h e n  t h e r e  e x i s t s  a real 
number h such  t h a t  
n  n  1 i f  A E L(R ) i s  symmetric and n o n s i n g u l a r  and g:R + R , 
- ' T  1 T  8 ,x$ = 2 x A x -  5 where 5 > 0  i s  f i x e d ,  t h e n C  = {x E D 1  - x A x =  G), 2  
0 
g (r)' + 0 on C and A-lf f  (x0lT = AX . Because of i t s  importance l a t e r  
j r l  ve f o ~ m u l a t e  t h i s  c a s e  as a s e p a r a t e  c o r o l l a r y .  
C o r o l l a r y  1.3.5 L e t  f : D  C R~ + R1 b e  g i v e n  on t h e  open s e t  D .  
- 
n  S u p p o s e  that A E L(R ) is  syr.metric and n o n s i n g u l a r  and l e t  
1 T  0  C - <x c D 1  , x k =  51 w i t h  f i x e d  5 > 0. I f  x E C i s  a r e l a t i v e  
- 
miiirun of f on C and f  i s  d i f f e r e n t i a b l e  a t  xo,  t h e n  t h e r e  i s  
a rea l  number such  t h a t  
We ,again c o n s i d e r  t h e  e x i s t e n c e  of a  p roper  b r a n c h  of e i g e n v e c t o r s  
0 
t:lrough x . It t u r n s  o u t  t h a t  f o r  t h e  v a r i a t i o n a l  problem (1.3.1) 
wc can o b t a i n  a  r e s u l t  s i m i l a r  t o  Theorem 1.2 .21 under  s i m p l e r  assump- 
t i o c s .  The fo l lowing  theorem can b e  found i n  K r a s n o s e l ' s k i i  [1964].  
n  l3ecren 1 .3 .6  L e t  f  :D c R  + R1 be  d i f f e r e n t i a b l e  on S ( O , ~ ~ )  C D 
n  
rK7ere D i s  open and p > 0 .  Then ~ ~ T s ( o , ~ ~ )  c R~ -+ R h a s  a n o n t r i v i a l  0 
e i g e r v e c t o r  on each S (0,  P) , '0 < P 4 Po. Moreover, w i t h  A  = 1, 
(1.3.9) ha; a proper branch of eigenvectors  i n  S (0, pO) . 
e 
Proof. Since S(0,p) , 0 < p < po is compact and f i s  
-
. 
continuous on g(0,  po) , t h e r e  is an x (p) E S (0, PI such t h a t  
f ( x ( p ) )  = i n f  f (x ) .  Hence Corollary 1.3.5, wi th  A = I, impl ies  
xrS60, P) 1 
t h a t  f '  (x(R) = X(p)x(p) wi th  x ( p )  E ~ ( O , P Z  f o r  some X(p) E R . 
Clear ly  p1 # p2 implies  x(pl) + x(p2) and hence t h e  mapping 
x = x (p) , p E (0, p ) , i s  a proper branch of eigenvectors  of (1.3,9) 0 
i n  g(0,p0). 
This l eads  t o  t h e  following co ro l l a ry  which, i n  a Hi lbe r t  space 
s e t t i n g ,  is due t o  Golomb [1934]. 
Corol lary 1.3.7 Let f :Rn + RI be d i f f e r e n t i a b l e  and suppose that 
-1 7. n A E L ( R ~ )  i s  symmetric and p o s i t i v e  d e f i n i t e .  Then A f .R + R" 
has a n o n t r i v i a l  eigenvector  on each S (0, p) , 0 < p < -. Iforeover, 
(1.3.9) has a proper branch of eigenvectors  i n  R ~ .  
Proof. Clear ly  t h e  func t iona l  h:Rn -+ R1, h(x) = f (A-'/~x) i s  
-
well-defined and d i f f e r e n t i a b l e .  Thus, by Theorem 1.3.6 hvT  has 
. 
an eigenvector  on each S(O,p), 0 < p < That is ,  there is a 
1 
~ ( 0 )  E ~ ( o , P )  and X(P.) E R such t h a t  h'(y(p)lT = X(p)y(p). Using 
t h e  chain r u l e  i t  is  r e a d i l y  v e r i f i e d  t h a t  
Hence A-~€' ( ~ - " ~ y ( p ) ) ~  = h ( p ) ~ - l ' ~ y ( ~ )  and, s e t t i n g  x(p) = ~ - " ~ y ( ~ ) ,  
F i n a l l y ,  we c lose  t h i s  s e c t i o n  w i t h  a r e s u l t  of Krasnose l ' sk i i  
519641 on b i f u r c a t i o n  p o i n t s  which we s t a t e  aga in  without  proof .  
Theorem 3 , 3 . 8  Let  F:D C Rn + Itn be defined on t h e  open s e t  D 
-- 
coq ta in i ag  the  o r i g i n .  Suppose t h a t  FO = 0 and t h a t  F i s  d i f f e ren -  
tiable ia a neighborhood of 0. Fu r the r ,  assume t h a t  F i s  t h e  
n 1 gradient of  a  func t iona l  f:D c R -t R . Then every eigenvalue of 
F"(?) i s  a b i f u r c a t i o n  po in t  of (1-3.9) wi th  A = I, and hence (1.3.9) 
hes a branch of e igenvec tors  i n  R~ through 0. 
CHAPTER I1 
A Convergence Theory f o r  a Class of 
Nonlinear Programming Problems 
2 . 1  P re l imina r i e s  
Consider t h e  nonl inear  e igenvalue problem 
1 
where f,g:D R~ -t R a r e  cont inuously d i f f e r e n t i a b l e  on t h e  open 
s e t  D. A s  a r e s u l t  of Corol la ry  1.3.4 (L jus t e rn ik  [1934]) w e  may 
r ep l ace  (2.1.1) by a cons t ra ined  minimization problem of t h e  f o m  
(2.1.2) min { f ( x )  lg(x)  = 0, x E D}, 
and thus  we a r e  l e d  t o  cons ider  methods f o r  so lv ing  such problems, 
I n  t h i s  chapter  w e  w i l l  s tudy a gene ra l  c l a s s  of nonl inear  
programming problems i r r e s p e c t i v e  of i t s  a p p l i c a t i o n  t o  our nwn- 
l i n e a r  e igenvalue problem, and w e  begin wi th  a s h o r t  review of 
b a s i c  r e s u l t s  on unconstrained minimization. Suppose t h a t  t h e  
1 f u n c t i o n a l  f :D c R n  + R i s  t o  b e  minimized and t h a t  f has  a 
uniformly continuous d e r i v a t i v e  on t h e  open set D. Let  xo be 
0 0 
any po in t  i n  D and d e f i n e  L ( f ( x  ) )  t o  be  t h e  connected component 
of t h e  l e v e l  s e t  
0 
conta in ing  x . We s h a l l  u sua l ly  w r i t e  simply Lo in s t ead  of 
0 Lo(f (xo)) . Assume now t h a t  f i s  bounded below on L and tha t  
G 
8 is c l o s e d .  The l a t t e r  assumption i m p l i e s  t h a t  LO i s  a  p roper  
si,>;sesL of D .  
E r c e n t l y  E l k i n  [I9681 o b t a i n e d  convergence r e s u l t s  f o r  minimiza- 
4 i i a L  keqrsences of t h e  form 
k 
I cre p i s  a  s u i t a b l e  s e a r c h  d i r e c t i o n ,  T a  b a s i c  s t e p -  k  
4511, and o a r e l a x a t i o n  f a c t o r .  E l l c inss  a n a l y s i s  i s  based on k 
i ;r c i  c e r v a t i o n  t h a t  t h e  f i n a l  convergence s t a t e m e n t  
-. 5) k  i i m  x  = x*, f'(x*lT = o 
k- 
1, proved by showing t h e  v a l i d i t y  of a  sequence of i n t e r m e d i a t e  
s, some of which depend e s s e n t i a l l y  o n l y  on t h e  s t e p l e n g t h  
acd some o n l y  on t h e  p rocedure  f o r  s e l e c t i n g  t h e  d i r e c t i o n .  
x 0 
.rppt?si that X" & L and c o n s i d e r  any d i r e c t i o n  pk f o r  which 
k k k  
- L  i s  e a s i l y  s e e n  t h a t  f ( x  ) Z f ( x  -Tp ) and hence t h a t  
ii 
- i LO f o r  T & [0,6] w i t h  some 6 > 0. This  i s  t h e  b a s i s  
5' .>ving,  f o r  c e r t a i n  s t e p l e n g t h  a l g o r i t h m s ,  t h a t  (2 .1 .5)  h o l d s  
1- -'. 0 r L . As a n e x t  s t e p ,  i t  i s  proved f o r  t h e s e  s t e p l e n g t h  
5 ~z-~il-sms ,under  t h e  c o n d i t i o n  ( 2 . 1 , 7 ) ,  t h a t  
Now the particular algorithm for choosing pk is taken into 
account in order to conclude from (2.1.8) that 
F'Snal.Py additional conditions on f, and sometimes also anothe-r 
intermediate condition such as 
allow the proof of (2.1.6) from (2.1.9). 
F o r  the verification of condition (2.1.8), Elkin [1968]  intzs- 
duced the concept of forcing functions. In order to extend his 
results to the constrained case, we generalize the definition L O  
l>ig?ra.er dimensions. 
1 3efinition 2 .I. 1 A functional a: [O,~)X,. .x [O,m) c R~ + R is a 
Earc if for any m 
sequences { tk) [O,m), i = 1,. . . ,m 
1 
k (2.1.11) lim *(tk G* c ) = 0 implies lim tk = 0 for at leasi 0.-2 
k- 1" m k* i 
In the case rn = E we will usually call @ simply an F-functioz. 
bay function p: [O,m) -a- [O,m) which is bounded away from zero on 
:a,=) f ~ r  a > 0, or which is isotone and satisfies ~ ( t )  > 0 for 
-: > O is an F-function. Moreover, the sum, product, and composition 
of any two (isotone) F-functions is again an (isotone) F-function. 
m SIearly if @: [O,a)x.. .x[O,m) c R -+ R' is an F-function of m 
- ~ s r i a b L e s ,  then y:[O,a) -+ [O,m), ~ ( t )  = @(t,..,,t) is an F-function. 
-Lr;!ermore, the product @(tl. ..., t ) = @ (t )***$m(tm), of m m 1 1  
-7ar:abLes, and if @ ,@, are F-functions of m variables, so is 0, l L 
- 1 1  , . . .  ,t ) = min (@.(t so.3t )9@2(t13.es9t ) } *  
- 111 S 1" 111 rn 
lkLe v a l i d i t y  of (2.1.7) for a specific steplength algorithm 
- s  always obtair~ed by first demonstrating that 
fc.- some F-function p. This leads us to the following generaliza- 
K:, cc t h e  "principle of sufficient decrease " (Elkin E19681). 
1 2 Suppose that f :D C R* - RI is G-dif f erentiable and 
------- 
CJ ,-?st~ below on some set D c D and that a given sequence {xk} 0 
-?tABLYrS in Do. Suppose that there are m associated sequences 
X :,, " [ 0 , ~ ) ,  i = B,,,.,m, such that 
- 
k 
:"a< rone  F-function cP of rn variables. Then lim ti = 0 for at 
k- 
-east uae i, 1 c i < me 
Proof.  Since f  i s  bounded below on Do and (2.1.13) impl ies  
k  k  
t h a t  f  (x  ) 2 f  (xk+') , i t  fol lows t h a t  l i m  ( f  (x )-f (xkfl) ) = 0, and 
k- 
hence, by t h e  d e f i n i t i o n  of F-functions of m v a r i a b l e s ,  t h a t  
k  l i r n  t .  = 0 f o r  a t  l e a s t  one i, 1 C i C m. 
k-tco 1 
Note t h a t  f o r  t h e  case  m = 1 t h i s  lemma a p p l i e s  immediately 
k k  
t o  (2.1.12) wi th  rk = f  ' (x  ) p  and hence under t h e  condi t ions  of 1 
k k  Lemma 2.1.2, (2.1.12) impl ies  t h a t  l i m  f l ( x  ) p  = 0. Connected with 
k- 
t h i s  r e s u l t  is  a  "comparison p r inc ip l e"  a l s o  due t o  Elk in  [1968],  
Suppose t h a t  we have two d i f f e r e n t  s t ep l eng th  a lgor i thms I and 11, 
k+-l 
and t h a t  a t  a  po in t  xk t h e  a p p l i c a t i o n  of I and 11 y i e l d s  xI 
k 
and x  k+l r e spec t ive ly .  I f  x  1 s a t i s f i e s  (2.1.13), then  i n  o r d e r  I1 " 
k 
t o  o b t a i n  (2.1.13) f o r  {xI1} it s u f f i c e s  t o  show t h a t  
f o r  we have 
We s h a l l  s e e  t h a t  a l s o  i n  t h e  cons t ra ined  case  t h i s  p r i n c i p l e  w i l l  
be  u se fu l  f o r  proving r e s u l t s  f o r  s e v e r a l  well-known s t ep l eng th  algo- 
r i thms.  
A s  mentioned e a r l i e r ,  i n  o rde r  t o  conclude (2.1.9) from (2*1.8> 
t h e  p a r t i c u l a r  choice  of d i r e c t i o n  pk must be  analyzed. A very 
k  important c l a s s  of d i r e c t i o n s  Ip 1, t h e  so-cal led g rad ien t  r e l a t e d  
d i r e c t i o n s ,  a r e  def ined by t h e  i n e q u a l i t y  
where is some F-function. For these dirkctions clearly (2.1.9) 
is a direct consequence of (2.1.8). On the other hand, there are 
other classes of directions, such as those used in univariate 
relaxation methods, for which (2.1.14) does not hold. In that case 
< 2 , P . 9 )  must be deduced from (2.1.8) with the help of specific 
k properties of the sequence ip and some additional assumptions 
about f. 
F3r several steplength algorithms, the condition (2,1.10) is a 
consequence of the proof of (2.1.8). In other cases it can be 
?roved with the help of the following two concepts due to Elkin 
[4968]. We use the terminology of Ortega and Rheinboldt [1970]. 
n 
Definition 2.1.3 A functional f:D c R  -+ RI is hemivariate on a 
set a3 C D if it is not constant on any line segment of Do; that 0 
is, if there exist no distinct points x,y E D such that 0 
(1-t)x + ty E DO and f([l-t]x+ty) = f(x), k t  E [0,1]. 
n 1 k Cefinition 2.1.4 Given f :D C R + R , a sequence {x in some set 
---- 
9 D is strongly downward in e Do if 
and 
k+l f(xk) r £([I-tlxk+txk+l) r f(x , ~t E [o,~]. 
The indicated result of Elkin [I9681 concerning (2.1.10) can 
now be stated as follows (see Ortega and Rheinboldt [1970]). 
Lemma 2.1.5 Suppose that the functional f :D c Rn -+ R1 is continuous 
and hemivariate on a compact set D cD. Then every strongly downward 0 
k 
sequence {x c D satisfies (2.1.10). 0 
Finally for the proof of the actual convergence statement ( 2 , L , Q )  
a result of Ostrowski [I9661 plays a central role. Briefly it states 
that,if f :D Rn +- R1 is continuously differentiable on a compact set 
k Do C D and {x } c D is any sequence which satisfies (2.1.9) , then 0 
the set of critical points R of f in Do is not empty and 
k lim [infllx -XI[] = 0. In particular, if R consists of only one point 
k - ~ o  XER 
x*, then (2.1.6) holds. We shall obtain a minor extension of this 
result in Section 2.2. It may also be mentioned that if consists 
of only a finite number of points and if, in addition to (2.1.9), 
(2.1.10) holds, then we may still conclude (2.1.6). For the proof 
we refer to Ortega and Rheinboldt [1970]. 
We close this section with a discussion of two important 
F-functions which will be needed in proving many of the results in 
the succeeding sections. 
1 Definition 2.1.6 Let f :D C Rn -t R be continuously differentiable an D 
and Do CD. Then the function w:[O,a) -+ [0,-), 
1 is called the modulus of continuity of f ' : D c Rn -+ L(R",R ) on DO. 
, Clearly, w is isotone and w(0) = 0. Moreover, if Do is 
also convex and f v  is uniformly continuous on Do, then the modulus 
of continuity of f' on Do is well-defineh end uniformly continuous 
on [O,m) (see Ortega and Rheinboldt [1970]). If f' is not constant 
on the convex set Do, then it can be shown that the function 
u: &O,w> -. EQ,m>, 
is well-defined and strictly isotone and hence is an F-function. 
1 
Definition 2.1.7 Let f :D Rn -+ R be continuously differentiable 
and assume that on some set D c D 0 
Then the mapping 6: 10,m) " [o,m), 
1 Is the reverse modulus of continuity of f ' :D c Rn -+ L(R~,R ) on Do. 
AS in the ease of w, clearly 6 is isotone and 6(0) = 0. It 
can be shown that if f' is uniformly continuous, then b(t) > 0 for 
a l l  k > 0 and hence 6 is an F-function (see Ortega and Rheinboldt 
[1970]), 
2.2 The Constrained Minimization Problem 
We t u r n  now t o  methods f o r  t h e  s o l u t i o n  of a c e r t a i n  c l a s s  of 
nonl inear  programming problems. I n  genera l ,  any such problem has 
t h e  form 
(2.2.1) min {f (x) lx E C} 
where f  : D c Rn -+ RI is a given funce iobal  atid. *C c D a s p e c i f i c  con- 
s t r a i n t  s e t .  In t h i s  s e c t i o n  w e  d i scuss  t h e  condi t ions  which will 
be placed on f and t h e  c o n s t r a i n t  s e t  C. 
The underlying assumptions on f a r e  e s s e n t i a l l y  t h e  same as 
those  made a t  t h e  beginning of Sec t ion  2.1. S p e c i f i c a l l y ,  l e t  
1 f:D c Rn -+ R be d i f f e r e n t i a b l e  on t h e  open s e t  D .  Moreover, f o r  
0 0 0 
a given s e t  C and x E C,  denote aga in  by L ( f ( x  ) )  t h e  connected 
0 
component of t h e  l e v e l  s e t  L ( f ( x  ) )  def ined  by (2.1.3).  Then w e  
0 
s h a l l  assume t h a t  f  i s  bounded below on L fl C .  
For t h e  remainder of t h i s  chapter  C w i l l  always s tand f o r  the 
c o n s t r a i n t  s e t  
1 
where g .  :D c Rn -+ R , j E J = { l ,  . . . ,m), a r e  given func t iona l s  
J 0 
on t h e  open s e t  D. The p r e c i s e  p r o p e r t i e s  of t h e  g j E JO, j ' 
w i l l  always be s p e c i f i e d  i n  each r e s u l t .  I n  most ca ses  we w i l l  
need continuous d i f f e r e n t i a b i l i t y .  However, without  except ion w e  
s h a l l  always assume t h e  t h r e e  condi t ions :  
( 2 - 2 - 3 )  ( i i )  Every po in t  of t h e  s e t  {x E Cl g .  (x) = 0 f o r  some j E J ) 
J 0 
i s  an  accumulation po in t  of int(C) 
( i i i )  Lo fl C i s  closed.  
The second condi t ion  excludes s i t u a t i o n s  of t he  type  shown i n  
Fig, P ( a ) ,  whi le  t h e  t h i r d  excludes those  of t h e  type shown i n  
Fxg. 4 ( b ) ,  
Fig. 1. 
For  any x E C and & 0 we d e f i n e  t h e  index s e t  
and use t h e  s tandard  n o t a t i o n  IJ(x, E) 1 f o r  t h e  c a r d i n a l i t y  of 
J (x,  E). For any index s e t  J c J0 we denote by J~ o r  J~ t h e  
subsets of i n d i c e s  j E J f ~ r  which g . i s  a  nonl inear  o r  l i n e a r  j 
func t iona l ,  r e spec t ive ly .  Many of our  r e s u l t s  w i l l  be  based on t h e  
fol lowing r e g u l a r i t y  condi t ion  f o r  C. 
1 
Definition 2.2.1 Let g :D c Rn + R j E Jo be diff erentiabie on j 
the open set D, The constrairnt set C is regular if there exists 
an " 0 independent of x E C such that 
T ( 2 . 2 - 4 )  rank (g"x> Ij E ~ ( x , ? ) )  = q < n ,  V x  E C 
J 
We note that if C is compact then we need only assume : 2 . i e 4 )  
-. - 
wi"eh E = 0 since the existence of an E > 0 can then be proved direc-lye 
Further, our part i eu la r  regularity assumption is mainly for conver.ic~ce 
o f  p ~ c o E  and similar results can be obtained under other types of 
assa~rnptions. For e ~ , ~ p l e ,  in the case of convex constraines, that. j.5, 
-):he:: the iurrctional s g j ,  j E JO are convex, Zoutendijk [I9601 ?ssr_n~ss 
4 S 
thar for ezch j E J' there is an x" E C such that g. (x ) < 0. Anol-her 0 J 
seg~dar~ty condition which is more general than ours is given by APtnan 
T 119617 as fo2Ecws: If 1 v . g j  (x) = 8, V.  2 0, then v = O f o r  
j & ; s ( ~ , o >  J 5 j N j & 3 (x,o), 
Ti C is regular  j-n the sense of Definition 2,2.L, then it can 
n be s ,o tn i  tha t  f o r  any x E C there is a nonzero s E R and a T > O J 
sue? t h a t  
Any such vector s is called a feasible direction at x for the 
conseralnk set 6 ,  Indeed, a small modification of the proof of 
n I,errnta 2, !b, 13 sitoihis t h a t  there is a nonzero s E R such that 
and rsnce, by the mea%b---value theorem, that s is feasible, 
We - i o ~  rephrase Defrinitio~ 1.3,2 in terns of the constrairrt 
s e t C  C, 
1 1 Def in i t i on  2.2.2 Let  f:D c R n  + R and g  :D c Rn + R , j E JO 
j 
be d i f f e r e n t i a b l e  on t h e  open s e t  D. A po in t  x  of t h e  c o n s t r a i n t  
set C i s  a cond i t i ona l  c r i t i c a l  po in t  of f  on C i f  t h e r e  e x i s t  
real numbers V j E J(x,O) c J o  c a l l e d  m u l t i p l i e r s ,  such t h a t  j ' 
, otherwise.  
Note t h a t  without  a  r e g u l a r i t y  condi t ion  on C a  po in t  x  E C 
could be  a cond i t i ona l  c r i t i c a l  po in t  of every func t iona l  i n  R ~ ,  
f o r  example, i f  t h e  vec to r s  g ]  ( x ) ~ ,  j E J(x,O) a r e  l i n e a r l y  depen- 
3 
dent, 
Two important r e s u l t s  which c h a r a c t e r i z e  s o l u t i o n s  of (2.2.1) 
in terns of cond i t i ona l  c r i t i c a l  p o i n t s  were given by Kubn and 
Tucker [1951]. We p re sen t  them he re  without proof i n  a  general ized 
form given by Mangasarian [1969]. 
Theorem 2.2.3 (Kuhn-Tucker S u f f i c i e n t  Optimali ty  Theorem) Let  
- 
1 n 1 f : D  8;= R~ -+ R be pseudo-convex and d i f f e r e n t i a b l e ,  and g  :D c R + R , j 
j & So be quasi-convex and d i f f e r e n t i a b l e  on t h e  open convex s e t  D. 
Assme t h a t  f o r  some x* E C t h e r e  e x i s t  m u l t i p l i e r s  V j E J(x*,O) j ' 
such that  
Then x* i s  a  r e l a t i v e  minimum of f  on C .  
Since the  l e v e l  s e t s  of quasi-convex f u n c t i o n a l s  a r e  convex, 
t'he c o n s t r a i n t  s e t  C is,  i n  t h i s  case ,  convex. A s  a  consequence, t h e  
usual ex i s t ence  and uniqueness r e s u l t s  f o r  minima of f  on C remain 
tha same as i n  t h e  unconstrained case .  For a d i scuss ion  of t h e  
characterizations of minima of f in terns of the various types 
of convexity, see EEkin [1968], Mangasarian [1969], or Ortega and 
In order for the conditions of Theorem 2 , 2 . 3  to be necessary 
for a point x* to be a relative m i n i m m  of f on C we muse 
place an added q~alificatlon on the constraint set @. A c o m o ~  
one v ~ s  give3 by Kuhn and Tucker [1951]. 
~ u p p o h e  c \ a t  g a R~ -? R. P 9 f E  JO are differentiable fm c -  j 
ttiol,als on t h ~  open set D, Then the - Kuhn-Tucker constraint qua1i.U- --- 
n 5 
catLon is satisfied at xo E C if for each u E R with g :  (x )u 6 6, 
----- J 
0 a j E J (x  ,O> there exists a function x: [O ,& ]  -+ which is d i f f e renLiab le  
0 A 
at O and satisfies x(0) = x , x(t) E C for all t E [ O p 6 ] ,  w i t h  some 
'4 dx 
6 > 0, as well as 4 - 1 - = hu for some A > 0. dt t-0 
Theorem 2 . 2 , 4  - (Kuhn-Tucker Necessary OptimaPity Theorem) L e t  
n f n P E:D rr;. R 7 K- an6 g ,  :D E= R + R , j E JO be differentiable on the 
J 
open sct T? and suppose that x* is a relative minimum of f on 
the constraint set C a  Assume further that the Kuh-Tucker eonstraict 
quaLificaeion holds at x*, Then there exist nultipliers v j E J(x*,9) j" 
such that 
The Following Pema zilows us to apply this result to our particular 
1 Lema 2 , 2 . 5  Let  g :D c Rn -t R , j E J be  continuously d i f f e r e n t i a b l e  
-" j o 
on the  open s e t  D and suppose t h a t  C is  r egu la r .  Then t h e  Kuhn- 
Tccker c o n s t r a i n t  q u a l i f i c a t i o n  holds a t  every po in t  in C.  
P r o o f .  Let x  be  any po in t  i n  C ,  I f  x  E i n t ( C ) ,  then  
J ( s , O )  i s  empty and t h e  r e s u l t  is  t r i v i a l .  Suppose t h e r e f o r e  t h a t  
n J ( x , O )  i s  no t  empty and t h a t  u  E R is  any nonzero vec to r  such t h a t  
n  41 42 
g: (X)U G 0, j E J(x.0) .  Le t  G1:D C R -+ R and G2:D C Rn + R , 
a. + q2 = / J (x, 0) I be  def ined by 
_L 
Since C i s  r egu la r ,  i t  fol lows t h a t  rank G;(x) = ql, and fur thermore,  
n  i :~i t  u E T = iY E R / G ; ( X ) ~  = 01. Hence, by t h e  f i r s t  p a r t  of t h e  
2 r 3 0 f  o f  Theorem 1.3.3 we s e e  t h a t  f o r  some 6 > 0  t h e r e  i s  a  d i f f e r en -  
t i a b l e  arc 
s ~ c h  that 
aad clearly, 
d x ( t )  
x (0)  = x  and ( -d t  ) t = 0  = u. 
Because G;(x),u < 0 i t  fo l lows  from t h e  c o n t i n u i t y  of 
p i 3  j E JO t h a t  t h e r e  is  a 6 l  E (0,6] such t h a t  
G;(x(t))u < 0 f o r  all t E (O,SIJ. 
Now consider  t h e  mapping 
Clearly b is d i f f e r e n t i a b l e  and t h u s ,  by t h e  meari-value the ore^, 
F ina l ly ,  from t h e  con t inu i ty  of g j E JO it  is  evident  t h a t  there 
A 
3 
i s  a  6 E (0,G ] such t h a t  1 
A 
The-refore x ( t )  E C, f o r  all t E [O,6] and t h e  Kuhn-Tucker c c ~ x s t r a i c t  
q u a l i f i c a t i o n  holds ,  
We now consider  i t e r a t i v e  methods of t h e  form 
f o r  s o l v i n g  (2 .2 .1) .  Our i n t e r e s t  i s  i n  gen'eralizing t h e  E l k i n  
thesiry f o r  u n c o n s t r a i n e d  min imiza t ion  t o  t h e  c o n s t r a i n e d  c a s e ,  and 
a c c o r d i n g l y  w e  s h a l l  f o l l o w  t h e  same b a s i c  p rocedure  as d e s c r i b e d  
irL S e c t i o n  2.1.  S i n c e  t h e  c o n s t r a i n t  set C may n o t  c o n t a i n  any 
z;ros of f '  ( x ) ~ ,  i t  is  e v i d e n t  t h a t  (2.1.6) and (2.1.9) need t o  be  
modified a p p r o p r i a t e l y  and a s  a consequence of Theorem 2.2.4 we a r e  
l e d  t o  u s e  
j L , 2 , 8 )  k  T  T  l i m x  = x * , f l ( x * )  - 1 ~ - k g ! ( ~ * )  = O  
k- jEJ(xA,O) ' ' 
f o r  sonre m u l t i p l i e r s  V* j E J(x*,O) and j ' 
00 
f o r  some sequence of m u l t i p l i e r s  {vk j E J k c  J ~ } ~ = ~ ,  r e s p e c t i v e l y .  j ' 
This leads u s  t o  t h e  f o l l o w i n g  minor e x t e n s i o n  of Os t rowski ' s  r e s u l t  
x e - i ~ ~ i o r e d  i n  S e c t i o n  2.1.  
1 1 Lema 2.2.6 L e t  f : D c  Itn -+ R and g  :D c I t n  -+ R , j E JO b e  con t inu-  
-- j 
ously d i f f e r e n t i a b l e  on a compact s e t  C c C  and suppose t h a t  0  
6 
: c i s  any sequence which s a t i s f i e s  (2 .2 .9)  f o r  some bounded 0 
k ca 
sequence of m u l t i p l i e r s  {vk j E J c J ~ } ~ = ~ .  j ' Then, f o r  some index  
5 c J and m u l t i p l i e r s  v j E J ,  t h e  set o j ' 
o i  c o n d i t i o n a l  c r i t i c a l  p o i n t s  of f on C i s  n o t  empty and 
I n  p a r t i c u l a r ,  i f  R c o n s i s t s  of a  s i n g l e  po in t  x*, then  (2,2,8) 
holds.  
Proof.  Since C i s  compact, {xk} has  a convergent subse- 
k 8  k i k  quence Ix i~ with,  say ,  l i m  x = x. Since {J i} c J 8  and 
k. B i-to3 k .  
1 
k i 
, j E 3 i} i s  bounded, we may r e f i n e  {x I} s o  t h a t  3 = J, 
J 
ki k, B " i  2 0, and l i m v  = V . ,  j E J, f o r  some l i m i t  s e t  J of {J "I. 
i-MO 3 I 
T T Then, by t h e  cont i n u i t y  of f  ' and g; , j E JO, f  ' (x) - 1 ui g; (:i) = 0, 
k j EJ 
and hence, x E Qc2. Now, l e t  6 = i n f  llx -xll and suppose t h a t  
k XER 
I i r r  6 = 6. Then, since 'r. i~ must have a convergent subsequence 
i- ki 
whose l i m i t  i s  i n  Q, it fol lows t h a t  6 = 0,  which proves t h e  result, 
We turn now to t h e  choice of t h e  d i r e c t i o n  vec to r s .  Since w e  
0 
want the i t e r a t e s  of (2.2.6) t o  remain i n  L fl C, c l e a r l y  t h e  choice 
k 
of t h e  direction sequence {p 1 of (2.1.4) must be s u i t a b l y  r e s t r i c t e d ,  
In fact ,  i n  t h e  fol lowing s e c t i o n s  we w i l l  cons ider  d i r e c t i o n s ,  denoted  
k by s , for which it i s  no t  only guaranteed t h a t  t h e  i t e r a t e s  reraair .  
0 i n  L 17 C but  f o r  which i t  i s  p o s s i b l e  t o  o b t a i n  an  appropr i a t e  e s t i -  
mate on t h e  amount of decrease a t  each s t e p .  For t h i s  purpose we 
w i l l  need t o  p l ace  another  condi t ion  upon C. 
Let  t = -max in f  g.(x), then t > 0 s i n c e  in t (C)  # {@I. 1 jUO XEC 3 1 
Define t h e  mapping yn [0$03) 3 EOgm) by 
It follows from t h e  c o n t i n u i t y  of g , j E JO t h a t  y i s  well-defined, j 
nondecreasing and y(0) = 0. The next  r e s u l t  g ives  condi t ions  f o r  
1 Idemla 2 , 2 , 7  Let  g :D c R~ + R  , j E J be continuous on t h e  open 
-- j o 
: D, If e i t h e r  
/ g  . (x)-gj (y) I S ~llx-y 11, V x ,y  E C such t h a t  
J 
g . ( x )  = 0, g . (y )  = -t f o r  j E J and t E [O,t l ] ,  
3 J 0 
;ir I f  G i s  compact, then y:[O,m) -+ [O,m) defined by (2.2.10) i s  
sn F-f unct ion.  
P r o o f ,  Suppose t h a t  0 < t S t and t h a t  (2.2.11) holds.  Then 
--P 1 
:or j E. jO, and x ,y  E C such t h a t  g . f x )  = 0 and g . (y )  = -t, we have 
J J 
2rdkpcndent of x and y .  Hence t h i s  i n e q u a l i t y  holds  a l s o  f o r  t h e  
; : x - f i m ~ n l ,  and s i n c e  JO i s  f i n i t e ,  i t  fol lows t h a t  y ( t )  > O e  
Kow suppose t h a t  C i s  compact and t h a t  y ( t )  = 0 f o r  some 
f- L ( 6 , t  1 .  Since 1 JO i s  f i n i t e ,  t h e r e  e x i s t  a j E J and sequences 0 
k k 
::_I']~ (yk) c C such t h a t  g . (x  ) = 0 and g. (y ) = -t f o r  a l l  k and 
J 3 
k 12.x X = x* k k  E C,  l i m  yk = y* E C a s  w e l l  a s  l i m  [/x -y I( = 0. There- 
k-w) k* k- 
;ore X2k =z y* and from t h e  con t inu i ty  of g j 
o = g ,  (x*) = gj  (y*) = -f < 0, 
J 
contradicting the choice of t > 0. Hence Y is a nondecreasing 
function for which t > O implies ~(t) > 0 and thus Y is an F- 
function. 
Since we will need Y to be an F-function in order to obtain 
estimates of the type (2.P.l3), we introduce the following defini- 
tion. 
l 
Definitiora 2.2.8 Let g :D er + R , j E 3. be continuous on t h e  j 0 
open set D. Then the constraint set C is admissible if 
Y: [O,") + [o,-) defined by (2.2.10) is an F-function. 
In the subsequent sections of thls chapter we will present our 
generalization of ElkinPs convergence theory as discussed in See- 
tion 2.1. As a result, we will be able to generate some new algorithms 
for solving (2.2,l) and to obtain complete convergence proofs for 
some well-known methods, nzunely, Zoutendijk's 11960; procedure PI, 
p .  731 method of feasible directions and Rosen's [I9601 gradient 
projection method with Linear constraints. In their convergence 
p r o o f s  the separation of steplength and direction analysis is not 
made clear and hence the applicability of other steplength algorithms 
to their methods does not follow immediately. We should note t ha t  
Cannon, Cullm and Polak EL9701 have also given proofs of these 
methods which proceed in essentially the same manner as Zoutendijk 
El9601 and Rosen [l960]. Togkis and Veinott [I9671 have obtained some 
results sn the separation of steplength and direction analysis far 
mini~nizations over a class of convex sets. Their results contain a 
proof of ~ o u t e n d i j k ' s  method f o r  t h e  s p e c i a l  case  of convex poly- 
hedral c o n s t r a i n t s ;  bu t  t h e s e  r e s u l t s  a r e  no t  a s  genera l  a s  ours  
b e a u s e  t h e  s t ep l eng th  a n a l y s i s  used r e q u i r e s  t h a t  t h e  d i r e c t i o n  
k 
sequence { s  ) have a  uniformly f e a s i b l e  subsequence i n  t h e  follow- 
k k 
s?g sense: I f  {x and { s  1 a r e  t h e  sequences of (2.2.6) ,  then 
k. k .  
: t i s  assumed t h a t  t h e r e  a r e  subsequences {x J }  and 1s such t h a t  
k "  k k k 
LZI x -' = x * ,  l i m  s j = s* and t h a t  f o r  some 6 > C, x j - TS j E C 
- *A 
-I j* 
">r all j 2 0 and a l l  T E (0,63. This  condi t ion  i s  r a t h e r  s t rong  
, - L Y I C ~  i n  genera l  t h e  ltn-iiting d i r e c t i o n  of a subsequence converging 
- 2  c s o l a r i o n  of the  problem need not  even be f e a s i b l e  a s  t h e  
' o ~ i o r ~ i n g  example i n  R~ shows. 
1 
'.,;;ample 2.2 .9  Let  f , g : ~ ~  -+ R be given by f(xl ,x2)  = -X and 2 
L 
2 (x, .x2) = [ I x  \ I2 - 1. Then applying ZoutendiJk's [I9601 method (PI) 
r o  c h e  problem 
min {f (x) 1 (x) < 0 1 
n ,.,rjgces w a sequence of d i r e c t i o n s  whose 1-imiting d i r e c t i o n  is  tangent  
T 
:? r5e unit b a l l  a t  ( 0 , l )  . Clea r ly  such a  d i r e c t i o n  i s  not  f e a s i b l e .  
We w i l l  r ep l ace  t h e  condi t ion  of uniform f e a s i b i l i t y  by c e r t a i n  
" ,eaklr  assumptions which al low g r e a t e r  freedom i n  t h e  choice of 
f l i r e c t i ~ n  and s t ep l eng th .  Moreover, by e l imina t ing  t h e  convexity 
r;c?aLrernents our r e s u l t s  apply t o  a  l a r g e r  c l a s s  of nonl inear  program- 
ling problems. 
2.3  
0 0 0 
Let xo be some initial point in C and x E L (f (x ) )  147 C z L n C 
any given point. In this section we will show that for certain well- 
n known steplength algoriths and any suitably chosen s E R with 
f ' (x) s 2 0 ,  // s I/ = 1, the next iterate x - wrs is contained in L~ fl 1: 
and satisfies 
vith some ci > O and r > 0 .  Here w is a relaxation parameter, - is 
the steplength decemined by the particular algorith and 
3 @: [O>Q~) )  x [O,m) x [B,m) C R  -F [Q,..) is some F-function of three varFables,  
b o n g  the steplength algorithms considered here will be the constreined 
analogues of a minimization procedure, and of the Curry El9443 and 
Aitman [I9661 algoriths, We will also investigate how certain step- 
length algorithxnrs such as the Curry one-step Newton method and the 
meth~lis due to Ostrowski [1.966], Goldstein 119641, [l965], $1.9661 and 
A m i j o  [194Q] can be modified to apply to constrained minimi~atior~, 
Our presentation will follow that of Ortega and RheinboPdt [1910]. 
We first discuss the setting in which a suitable direction s r 3a 
will be chosen. Clear ly  we want s to be feasible at x E C ,  i n  
-. 
other words, we need to h.ow that there exists a T > 0 such that B 
N 
x - TS E C for T E [O,T~]. Let pi: [O , " )  -+ [O,m)% j E J be given 0 
F-functions with p,(0) = 0, and, for any x E C, index set J c - - J  
J 0 
and a E [O,a), consider the set 
N ( 2 , 3 . 2 )  K(x,J,a) = is  E Itn 11s 1) = 1, g! (XIS a p. ( a ) ,  j E J , J J 
Then the fol lowing lemma of Zoutendijk [I9601 provides a  necessary 
cond i t i on  f o r  f e a s i b i l i t y .  
1 L e n a  2 . 3 . 1  Let  g :D CR" i R , j  E JO be  cont inuously d i f f e r e n t i a b l e  j 
sn the open s e t  D. I f  s E Itn, 1s 1 = 1 is  f e a s i b l e  a t  x  E C;  then 
n e c e s s a r i l y  s E K(x,J(x,O),O). 
Proof.  I f  J(x,O) = { @ I ,  then  c l e a r l y  K(x, J(x,O) ,0)  = R~ and t h e  
result i s  t r i v i a l .  Suppose t h e r e f o r e  t h a t  J(x,O) i s  no t  m p t y  and t h a t  
s $ K(x,J(x,O),O), IlsII = 1. Then f o r  a t  l e a s t  one j E J(x,O) we 
have g;(x)s  < 0 and by t h e  con t inu i ty  of g'  t h e r e  i s  an i n t e r v a l  j 
[3. TI > 0 such t h a t  
?bcs; by t h e  mean-value theorem, i t  fol lows t h a t  f o r  any T E ( o , ~ ) ,  
g j  (x-TS) = g .  (x) - ~ g !  (x-r2s)s  
J J 
OP x - TS ,k C which c o n t r a d i c t s  t h e  f e a s i b i l i t y  of s. 
In  genera l ,  t h e  condi t ion  s E K(x,J(x,O),O) i s  not  s u f f i c i e n t  f o r  
s t o  be f e a s i b l e  a t  x  E C.  Moreover, i t  does not  s u f f i c e  t o  know 
only t h e  f e a s i b i l i t y  of s a t  x E C i n  o rde r  t o  guarantee a  s u f f i -  
cient decrease  i n  t h e  va lue  of f  a t  each s t e p .  For t h a t  we need 
t o  ob ta in ,  f o r  each x  & @ and any s u i t a b l y  chosen f e a s i b l e  d1r,3cc~-nz 
s a t  x, an e s t h a t e  f o r  the quan t i t y  T > 0 i n  t h e  d e f i n i t l o n  of B 
f e a s i b i l i t y .  This leads to the following r e s u l t  which p l ays  a Ice). 
role i n  t h e  reaa inder  of this chapter .  As discussed i n  Sec t ion  2,?, 
w , j E .I denotes t h e  modulus of con t inu i ty  of g j ,  j E J O  on 3 and 
9 0 
O., j E JO, the corresponding quantities of (2.1.15). 
J 
n 1 
Lemma 2 , 3 , 2  Let  g : B CR -+ B , j E: SO, have u n i f o m l y  con t i z lu~us  
--- J 
derivatives on the open r-oizvess s e t  D and a s s m e  t h a t  the c e n s ~ - r a l - * t  
s e t  C i-s admnisaibie, Sxeppase that x E. C and s E: R ( x , J ( x , E ) , = )  f3r 
same r > O 2cd 0 > 0 .  If T;* = sup {T O]X-ts E C ,  t E: 10, c : j .  :lien 
either 
h 
where @:[O,a)  x [0,w) -t [O,CO) is a fo rc ing  func t ion  of two variables 
which depends only on C, o r  
A P r o o f .  If J0 is empty, then G = B and T* = T. Suppose rierc- 
M fore that J0 i s  not  empty. For any j E J ( x , ~ )  t h e  modulus a t  
c o n t i n c i t y  w. o f  gi on D i s  no t  i d e n t i c a l l y  zero and hence ~q,  defiried 
2 - 
by (2,k,%5) i s  a continuous, s t r i c t l y  i so tone  F-function w i t \  n+<C) = 0, 
- 
-4 Consequently, : [ O , a )  -+ [O,m) e x i s t s  and has t h e  same properties ts 
Pi 
n., Since D fs open, clearly T = sup ("; 01x-ts E D] > 8 and Tcr 
3 
A any 7 E lo ,=)  t h e  mean-value theorem shows t h a t  
1. 
= TJ [g; (x) - g; (x-grs) ] sdg 
N Sew s r K(X,J(X,E),G) and j E J ( x , ~ )  imply t h a t  g! (x)s  2 p . (0 )  J J 
3 ~ : d  I-ience, t oge the r  wi th  g .  (x) S 0, we s e e  t h a t  
J 
Since G > 0, i t  fol lows t h a t  
i s  well-.defined and p o s i t i v e .  Moreover, by d e f i n i t i o n  we have e i t h e r  
-1 
T, = - (  ( 0 ) )  or r j  = (i and t h e r e f o r e  
.J 
L 
Now consider  any index j E J ( x , ~ ) .  Since s E K(x,J(x,&),rJ) and 
g,  (x) g 0, i t  fol lows t h a t  h: s 2 0, h .  r g! (x)', and, aga in  by t h e  
1 J J J 
mean-value theorem, t h a t  
l ' l na l l y ,  f o r  a l l  t h e  remainjng i n d i c e s  j ,  we c l e a r l y  have 
N L 
Since at least one of the sets J (x, E) , J (x. E) and Jo%J(x, E) 
is not empty, we obtain altogether 
a 
where Q: [O ,m)  x [O,m) -;- [O,a)  is given by 
( y ( t p ) .  otherwise 
N -1 69 -1 
- ~ r  jo is not empty, nin i n  ( v j ( * ) ) I j  E JO1 = 1? (vj j 5 5, 0 
is clearly an F-function, and by the admissibility assumption also 
f i  
y is an F-function and ckerefore Q is in a11 cases an F-funcLlon 
A 
of two variables, Clearly o > 0, E > 8 implies that 3 and 
A h  
;lencr,, by (2,3.39, t h a t  x - -;s E C for r E [B;b,min{T,@(o, &I)). 
'ill-erefore, we ha%?.- shown that either T* a $(DpE) > 0 o r  T* = ? > C 
A 
and L ~ U S  that m i a  ( T , ~ ( O , F ) }  is an estimate on the quantity i, q T t  
-L 
the definition of feasibility. 
This result is basic in proving " s h e  following generalization R E  
E l k i n k  [I9681 fundamental lemma. 
l Lemna 2,3.3  Let f :D Itn 3 R be continuously differentiable and 
---- 
1 
a s s m e  that g :D C IXn i R , j E J have uniformly continuous d e r i v a -  1 0 
tkves on the open eonvex set D and that C is admissible, POP 
8 
any x E L 0 C anid some fi :> 0, E > 0 Bet s E R(x , J (x ,E) ,o )  be such 
0 
;'bat f (x) s > 0. Then L n C conta ins  an  open i n t e r v a l  (x,x-T s )  0  
j r i t ' r :  some T > 0. Moreover, i f  -cl > 0 is  any number such t h a t  0 
Proof.  By Lemma 2.3.2 
-p = sup IT L O / X  - ts E C,  t E [ o , T ) }  Lmin {;,$(o,E) 1 > o 
lV,iere @ i s  given by (2.3.4).  Since D i s  open and f  ' (x) s > 0 ,  
*-  - -e: a con t inu i ty  of f  "implies t h a t  t h e r e  is  a  T E (0,  *) such t h a t  
0 
' ( x - T S ) S  > 0 f c r  a l l  7 E [0, To). By the  mean-value theorem we 
cacclude t h a t  f ( x - ~ s )  < f  (x) f o r  a l l  x  - rs E (x,x-T s )  and hence 0 
s t  (2.3.5) holds wi th  rl = min I T ~ , $ ( O , E ) I  > 0. 
0 Suppose t h a t  t h e  closed s e t  [x,x-T s] I7 L fl C is  a  proper  1 
0 
s,:l-set of  [x,x-T s ]  n C. Then [x,x-Tls] n L fl C = [x ,y]  f o r  some 1 
: 0 ' 0  
:I ct L. , y # x and hence, by (2 ,3 .5 ) ,  f ( y )  < f ( x ) .  But i f  y  E L 
W 2nd x E L n 6 ,  then f  (y) 2 f (x) > f  (y) which is  a  con t r ad ic t ion .  
This  r e s u l t  con ta ins  t h a t  of Elk in  [I9681 f o r  C f D except 
chat E l k - i n  d id  not  r e q u i r e  D t o  be  convex. We use  t h a t  condi t ion  
ro S ~ a r a n t e e  i n  Lemma 2.3,2 t h e  con t inu i ty  of t h e  moduli of con- 
tin;ity o of g;, j & J' on D. I f  i t  i s  known beforehand t h a t  
j o 
N the w j E 3 a r e  a l r eady  continuous, then t h e  convexity assumption 
_ i j "  0  
can b e  dropped. The requirement t h a t  C be  admiss ib le  i s ,  i n  
general, not  very  r e s t r i c t i v e  s i n c e , f o r  example, t h e  c l a s s  of func- 
r i o n a l s  s a t i s f y i n g  (2.2.11) i s  f a i r l y  l a r g e .  Although t h e  compactness 
a s s a p t i o n  f o r  C i s  s l i g h t l y  r e s t r i c t i v e ,  a s m a l l  m o d i f i c a t i o n  of 
Lemma 2.2.7 would show tha t  i t  i s  s u f f i c i e n t  t o  assume o n l y  io P4 3 
t o  be  compact, p rov ided  t h a t  t h e  d e f i n i t i o n  of Y i s  s u i t a b l y  nedi- 
f i e d ,  
We now b e g i n  our  d i s c u s s i o n  of t h e  s t e p l e n g t h  p rocedures ,  
Throughout the  remainder  of t h i s  s e c t i o n  we w i l l  assume that a t  a 
0 given  p o i n t  x E E n C, a d i r e c t i o n  
h a s  been chosen f o r  s a n e  a > 8 and E > 0. The b a s i c  sceplersgth 
a lgor i t l -m f a r  c o n s t r a i n e d  min imiza t ion ,  used by Zoutend i jk  I19601 
acd Rosen [I9601 i s  t h e  min imiza t ion  on l e v e l  sets w i t h o u t  leaving 
t h e  c o n s t r a i n t  set .  T h i s  a l g o r i t h  i s  s p e c i f i e d  as fo l lows :  
8 At x E L w C choose T s o  t h a t  
In o rde r  t o  o b t a i n  an estimate of t h e  f o m  ( 2 - 3 . 1 )  we foPPow E l k i : ~  
11968% and i n v e s t i g a t e  f i r s t  t h e  f o l l o w i n g  c o n s t r a i n e d  v e r s i o n  05 
t h e  Curry--Altman a l g o r i t k ~ :  
FOP f i x e d  a E [Osl) and w i t h  
( 2 , 3 , 8 )  T* = sup {t > 01x - t P s  E C, t B  E [0$  t)} 
sst T' = 0 i f  f D ( x ) s  = 0 and o t h e r w i s e  
6  6 
- #> 
... -. 9) T' = sup {t 2 0 l f V ( x - t V s ) s  > a f ' ( ~ ) ~  f o r  t q  [O, t )  ). 
Then d e f i n e  T by 
#, - ,>\ 2 3 . ..ii T = min {T*, T " ~  
!':-a r - s t  i f  C r D and a = 0, t h e n  (2 .3 .10)  is  t h e  Curry 119441 s t e p -  
- ,; i; whi le  f o r  a > 0  i t  i s  t h e  Altman [I9661 s t e p l e n g t h .  Although 
~~2 a > 6 i s  of l i t t l e  p r a c t i c a l  v a l u e ,  i t  i s  u s e f u l  i n  provid-  
i e su l t s  f o r  o t h e r  a l g o r i t h m s .  
n 1 
--;rm,  -- - - --- 2.3.4 Suppose t h a t  f:D C R  i RI and g,:D CR" -> R  , 
J 
J . -frj are c o n t i n r ~ o u s l y  d i f f e r e n t i a b l e  on t h e  open convex set D, 
0 
chat C is  a d m i s s i b l e  and L n C is  compact. Assume t h a t  
n  
I !" 12 and t h a t  s E R  s a t i s f i e s  (2.3.61,  and w i t h  g i v e n  
i\i, 1) and k E (O,1] l e t  T b e  chosen by (2.3.10) and w E [;,I] . 
0 
. Z -  x - U S  E 1 n c, 
;L c S C T Y L ~  f o r c i n g  f u n c t i o n  4, of t h r e e  v a r i a b l e s  which depends o n l y  
01- C and t h e  s t e p l e n g t h  a l g o r i t h m .  
. ' roof .  If f 1 ( ( x s  = 0,  t h e n  T = 6 and t h e  c o n c l u s i o n  of t h e  
- 
h e ~ r e ~ ~ ~  i s  t r i v i a l .  T h e r e f o r e  assume t h a t  f ' (x) s > 0 .  S i n c e  D i s  
0 0 
convex and L fl C c D  compact, w e  way enc lose  L 8 C i n  a compact 
convex set DO. Then t h e  moduli  of con t inu i ty  w of g j  j E b - ( : c 3  E) j 
on Do a r e  well-defined and continuous on [O,m), Hence Lemma 2 , 3 - 2  
f i  h 
impl ies  that e i t h e r  r* 2 Q ( o ,  E) > 0 ,  where Q i s  given by (2,3 -4.) , 
or .;$: = ? = sup it $ 0 / x- ts  E D) > 0 ,  and Lema 2.3.3 ensures  the  
ex i s t ence  of a rg > O such t h a t  [x,x-iOs] LO n C .  Since fV(xjs i 0, 
the  nrrmber T "hen. by (2.3.9) is p o s i t i v e ,  Moreover, iE 
0 
x - ts E (x,x-T'S] 0 L fl C, then by she  mean-value theoren: 
f o r  some t l  E (O,t) ,  and thus  ( 2 . 3 , s )  holds ,  Therefore,  by 
0 
Lemana 2-3 .5 ,  [x,x-T's] 0 C C L  8 C and hence, s i n c e  u 4 1 and : < T*, 
0 
w e  have [x,x-w~s] n C = [x ,x -w~s l  and x - wrs E L 0 6 .  
Now, by t h e  d e f i n i t i o n  of T it  fol lows t h a t  
and henee f (x-tsb i s  .~rronoLone decreasing on [O,~ui] which i n p l l e s  t h ~ t  
( 2 , 3 ,  P I )  ho ld s ,  
For the  proof  of t h e  l a s t p a s t  of t h e  theorem a s s m e  f i r s t  c r a t  
a > 0, Then t h e  mean-value theorem shows t h a t  for some t E (@,b?j, 2 
(2 .3 .12)  f (x)  - i(x-wrs) = wrf' (x- t2s)s  L r6af' (XIS. 
We estimate r lowar bound f o r  r. I f  f" coonstant on LO Q C, ther 
A 
we must have T -= T* and by Lema 2,3,2 e i t h e r  T* 2 Q(og E) or T* = 4 
6 8 
0 Ot!:erwise t h e  r e v e r s e  modulus o f  c o n t i n u i t y ,  6 o f  f '  on L f l  C 
1 =, all F-funct ion.  Now, by (2.3.10) e i t h e r  -c = T* o r  
,I: :he f i r s t  c a s e  it f o l l o w s  a g a i n  by Lemma 2.3.2 t h a t  e i t h e r  
6p 0 
I ,c ,i 3 ! 0 , ~ )  or TJC = ;. S i n c e  [x,x-rs] c L  fl C c D ,  e v i d e n t l y  
A 
" - ~ r ~ d  hence,  i f  T* = r, t h e n  (2.3.13) h o l d s .  There fore ,  e i t h e r  
:. I(c',E) OX (2.3.13) a p p l i e s .  I n  t h e  P a t t e r  c a s e  t h e  d e f i n i t i o n  
I L  ^ ;i~,pTrIes t h a t  
a )L . ~ s ~ , c e  (2 .3 ,12)  can be  con t inued  t o  
n 
l t i -~- \ 5 s t 2 9  / t 3 ) = a h l  min { 5 ( ( l - a ) t l ) , Q ( t 2 3 t 3 )  1. C l e a r l y ,  !: is  
- --f ~ ~ c t i o n  f t h r e e  v a r i a b l e s .  
!'3~t3. suppose t h a t  a = 0, and,  t o g e t h e r  w i t h  r, c o n s i d e r  a correspond-  
- I 
- r  s~epiength r o b t a i n e d  from (2 .3 -10)  w i t h  a = 7 a Then e v i d e n t l y  
X f (x-W?S) and hence,  by t h e  comparison p r i n c i p l e  of S e c t i o n  2 . 1  
3. 1 A 141 l i u l d s  w i t h  @ ( t l . t 2 . t 3 )  = 7 G t l  min {6( - t ) , @ ( t  t ) } *  2 1 2' 3 
h t  now t u r n  t o  t h e  s t e p l e n g t h  c h o i c e  (2 .3 .7 ) .  
1 1 3.5 L e t  f : D  CR" + R and g :D CR" -r R , j E JO, b e  con t in -  
P j 
~ ~ ~ j . ; : j r  d i f f e r e n t i a b l e  on t h e  open convex set D.  Assume t h a t  C i s  
0 0 
, I  ~ ~ i - - s - x b l e  and t h a t  L 0 C i s  compact, Suppose c h a t  x E L 2 C and 
r I,?: E i. .Rn s a t i s f i e s  ( 2 , 3 . 6 )  and " c h a t  -r i s  chosen by (2 .3 .7 ) .  
0 Then x - TS E L n C and (2.3,11) holds with w = 1 as well as 
with some P-function @ of three variables dependent only on C 
and the steplength algorithm. 
0 Proof. Since L fl C is compact, there is at least one T 
0 - 
such that (2.3.7) holds and hence x - Ts E L Q C. Now let T 
be obtained from (2.3.10) with cx = 0. Then, by (2.3.7) we clearly 
have f (x-,is) 6 f(x-7s) and hence, by the comparison principle of 
Section 2.1, we obtain 
1 1 
where @(tl~2&33) = 7 tl min {6( T tl), $(t2.tg)} is an F-function 
0 
of three variables. Finally, since [x,x--csJ L 0 C we obtatn 
The next result is a gmeralization of an algorithm of O s s r o ~ ~ s k i  
11966; Theorem 27.11 to the constrained m$nimiza@ion case. 
1 Theorem 2.3.6 Let f : D  cEtn +R' and g :D CR" + R  , j E Jo, bt con- j 
tinuously differentiable on the open convex set D and assme t h a t  
0 C is admissible, Suppose that L n C is compact and that 
0 n Assume that x E L Q C and that s E R satisfies (2.3.61, and for given 
Wh E (0,lI let 
A A 
w c w c min (2-w, r*/r ) ,  otherwise 
w h e r e  T* i s  specified by (2.3.8). Then x - wrs E LO I? C and 
l+~here  Q is  an F-function of three variables dependent only on C 
A 
end w, 
Proof. For f v ( x ) s  = 0 the r e su l t  is  t r i v i a l ;  hence assume that  
--- 
f ' ( x ) s  > 0. Then, by Lemma 2.3.3, there ex is t s  an open in te rva l  
(x~x- I  S) C LO fI C,  rO > 0. Moreover i t  follows readily from 0 
0 (2,~,i5) that  for  [x,x-ts] c L C,  
By (2-3.16) and (2.3.17) we have w r  c r* and hence x - ts E C for  
0 219 t E [ O , ~ T ] .  I f  now x - t s  E (x,x-wrs] fl L 0 C ,  then by (2.3.18) 
0 
and hence, by Lemma 2.3.3, Ix,x-w'rs] = [x,x-w-rs] fl C C L  f l  C ,  that  i s ,  
0 
- wTs L n C.  
Again using (2.3.18) w e  have 
(2 ,3 . I9 )  B f (x) - f ( X - ~ ~ S )  2 w+rf "XI s - - (WT) 2 2 
h 
7- .=' a b! > O ,  then w e  can c o n t i n ~ e  t h i s  inequal i ty  t o  
2 
s ince  ui(2-w) = 1 - (1-w) 2 I. - (1-4)~ = $(z-$) 
A 
Or: the o the r  hand, i f  w .: w ,  then w-r = T* < + r e  Now by Lenrma 2 - 3  2 
r". A 
either T* 2 @ (a,&) where @ i s  given by (2 .3 .41 ,  o r  +r* = 
A 
T = sup { t L 01 X-ts E D] . I n  the  l a t t e r  case x - w+rs E LO (. ' L' 
,* 
iml;"k;es that LOT $ T*, whleh means t h a t  w >, w and hence t h a t  ( i , 3 , i @ >  
ho! d:>, Otherwise, by (2,3.16) and (2,3.18) 
AEtugether w e  therefore f ind  tha t  




where (2 (t. t , c? )  = - t min {- ( 2 - & ) t l , @ ( t 2 ,  t3)} i s  c l e a r l y  all iP 2 - 2 1 B 
F-function aE rhree  va r i ab les ,  
Another p o s s i b l e  choice of s t ep l eng th  i s  obtained by t ak ing  
one Newton s t e p  towards t h e  s o l u t i o n  of t h e  Curry-type equat ion 
and by using a  s u i t a b l e  r e l a x a t i o n  parameter t o  ensure  t h a t  
s - i l~s  E Lo n C ( s ee  Ortega and Rheinboldt [1970]).  The next  
r e s u l t  i s  a  g e n e r a l i z a t i o n  of t h i s  process  t o  t h e  cons t ra ined  
minimization case .  
n  1 TI-eorenr! 2 .3 .7  Let f:D c R -+ R be twice cont inuously d i f f e r e n t i a b l e  
- 
I 
arla g :D c R" + R , j E JO once cont inuously d i f f e r e n t i a b l e  on t h e  j 
apen convex s e t  D and assume t h a t  C i s  admissible .  Moreover, 
suppose  t h a t  LO fl C i s  compact and t h a t  t h e r e  e x i s t  cons t an t s  
no, r)19 0 < qI c n2,  such t h a t  
0  hu r the r ,  assume t h a t  x  E L n C and t h a t  s E Rn s a t i s f i e s  (2.3.6) ,  
and f o r  given b E (0,1]  l e t  
I . .  I_ w S w  W" ; = min { (2 /y  -6, T*/T), otherwise 1 
where .r* is  aga in  s p e c i f i e d  by (2.3.8) and 
y, = sup { f"(x-ts)ss It > 0, f(x-t ls)  < f ( x ) ,  *tl  E ( 0 , t I j .  f " (x ) s s  
Then x - wrs E LO n C and 
where @ i s  an F-function of th ree  va r i ab les  which depends 
only on C and t h e  constants  6 and 
"1 ' 
0 Proof. Since x E L n C ,  T and y1 a r e  well-defined, Far  
f v ( x ) s  = 0 t h e  r e s u l t  i s  t r i v i a l ,  hence assume t h a t  f l ( x ) s  > 0 and 
therefore  t h a t  T > 0. Then Lemma 2.3.3 implies the  exis tence  of an 
0 
open i n t e r v a l  (x,x--c s )  c L n C ,  T O  > 0. Moreover, i f  0 
0 
x - ts E (x,x-wTs] flL r) C ,  then by the  mean-value theorem and 
because of y 1, 1 
f (x) - f (x-ts) = t f l ( x ) s  - t 2 - t ) s s  t E ( 0 , t )  
- 
1 a t f '  ( x ) s i l -  - [(2/Y1)-tj]f"(x-t q ~ ) ~ ~ / f ' ~ ( ~ ) ~ ~ ~  2 
Since (2.3.22) and (2.3.23) imply t h a t  UT < T*, Lemma 2.3.3 ensures 
0 0 
t h a t  [x,x-wrs] = [x,x-wrs] !'I C t~ L fl C.  Therefore, x - w-cs E I. $g C 
and 
A 
I f  w 2 w, then using (2.3.21) and (2.3.22) we can continue (2.3-24) t o  
n 
GI., :&re o the r  hand, i f  w < w, then  w-r= T* < T. By Lemma 2.3.2 we 
A A 
e i t h e r  T* 2 @(o,  E) where @ i s  given by (2.3.4) o r  
0  L* = ?" = sup{t a 0 l x  - t s  E D}. I n  t h e  l a t t e r  case  x - w ~ s  E L  n C c D  
i.iLrpl.ies t h a t  w~ < T* and hence n e c e s s a r i l y  w a G, t h a t  is,  (2.3.25) 
k o i d s .  Otherwise i t  fo l lows  from (2.3.24) t h a t  
znd t h i s  t oge the r  wi th  (2.3.25) impl ies  t h a t  
1 A .* w A 
r.;lere @(t t . t,.) = - w t  min { - t @ ( t 2 ' t 3 ) ]  i s  c l e a r l y  an F-function 1 ' 2  2 1 n, 1) 
I 
r.f three v a r i a b l e s .  
'Until now we have considered only s t ep l eng th  algori thms which 
spec f fy  t h e  s t ep l eng th  p r e c i s e l y .  Another approach i s  t o  choose t h e  
s r n p ~ e n g t h  a r b i t r a r i l y  from an i n t e r v a l  of permiss ib le  va lues .  Along 
r 1:s i i l ae  we i n v e s t i g a t e  he re  t h e  "Goldstein range" proposed by 
~ ~ l d s t e i n  [1964], 119651, [h966], and extend i t ,  toge ther  wi th  t h e  
- s s u l t s  of Armijo [1966], E lk in  l19681, and Ortega and Rheinboldt 
19701, t o  t h e  cons t ra ined  case.  The fol lowing a lgor i thm i s  considered: 
Jor f 9 ( x ) s  = 0 s e t  a = 0, otherwise,  l e t  a > 0 be such t h a t  1 1 
w'here 0 i C C 2  < 1 a r e  f i x e d  numbers. 
T h e  next  lemma, whose proof can be found i n  Ortega and Rhein- 
301dt [P970; Theorem 8.3.23 concerns t h e  s o l v a b i l i t y  of t h e  inequal i -  
7 5 
t i e s  (2.3.26).  
Lemma 2.3.8 (Goldstein [1964]) Let f  :D c Rn -+ R1 be cont inuously 
d i f f e r e n t i a b l e  on t h e  open s e t  D and suppose t h a t  x  E D,  s E R" 
and t > 0  s a t i s f y  f f ( x ) s  > 0, [x,x-ts] c D  and 
wi th  some E ( 0 , l ) .  Then f o r  any G 2  & [5 , I )  t h e r e  i s  an 1 
w E ( 0 , l )  such t h a t  (2.3.26) holds  wi th  al = w t .  
We n o t e  t h a t  t h e  next  two r e s u l t s  r e q u i r e  t h e  s e t  D t o  be  
convex even i n  t h e  unconstrained case.  
1 Theorem 2.3.9 Let  f:D c R n +  R' and g  :D c R n + R  , j E JO, be  j 
cont inuously d i f f e r e n t i a b l e  on t h e  open convex s e t  D ,  and assume 
0  
t h a t  C i s  admiss ib le  and L ( f ( x  ) )  fl C i s  compact. Suppose f u r t h e r  
0 
t h a t  x  E L(f (x ) )  fl C,  and (2.3.6) ho lds  f o r  s E Rn and t h a t  ? O 
i s  any number s a t i s f y i n g  (2.3.26) wi th  a 1 = T f o r  f i x e d  0  < TI C C2 f E .  
Let T* be  given by (2.3.8) and w* E (0,1]  be  such t h a t  (2.3.26) 
holds wi th  al = w*r*. Moreover, spec i fy  u  by 
i f  T* < T and f(x)-f(x-T*S) < T rakfQ ( X I S ,  
1 
Then x  - LOTS E L(f  (x)) fl C and 
f ( x )  - ~ ( x - ~ T s )  2 @(f ' (x)s ,G,E)  
for some F-function @ of t h r e e  v a r i a b l e s  d,ependent only on C and 
the s t ep l eng th  algori thm. 
Proof.  For f t ( x ) s  = 0 t h e  r e s u l t  is  aga in  t r i v i a l .  For 
-- 
0 f ' (xj s > O it  fo l lows  from x & L(f (x 3)  n C and Lemma 2.3.3 t h a t  
",iere e x i s t s  a T > 0 such t h a t  (2.3.26) holds  f o r  ax = T .  Then, 
from ( 2 . 3 . 27 )  we have WT C T* and 
xad n m e e  x - w ~ s  & L(f (x) )  n C .  Moreover, by t h e  convexity of D,  
f i  f l  
Nc)w, by Lemma 2.3.2, e i t h e r  T* 2 @(a ,&)  where Q i s  given by 
n ( 2 , 3 . 4 )  o r  T* = T = sup{t X 0Ix - t s  E D l .  I n  t h e  l a t t e r  c a s e  
2: -- W T s  E L ( f ( x ) )  n C C D  impl ies  t h a t  UT < T* and hence t h a t  t he  
;econd condit ion i n  (2.3.27) does no t  apply. I f  t h e  second condi t ion  
n 
i ? s l d s ?  :then T* 2 @ (a ,&)  and 
b 
(1,3+28) f  (x) -f (x-T*S) 2 < p * f  ' (x) s clQ (0. &) f  (x) s. 
3a t h e  o the r  hand, i f  e i t h e r  t h e  f i r s t  o r  t h i r d  condi t ion  of 
(2,3.27) a p p l i e s ,  consider  t h e  modulus of c o n t i n u i t y  of f '  on 
0 - 
.zcdite compact convex s e t  D c D  conta in ing  L(f (x ))n C. Clea r ly  w is  0 
well-defined and continuous on [O,w) and hence so  i s  ~ ( t )  = w(tE)d(. 
>loreover, us ing  t h e  mean-value theorem it i s  e a s i l y  seen t h a t  
6'- 
f  (x) - f  (x-UTS) > wTf "x) S - WTQ (WT) . 
'Ther~fore, by (2.3.26) wi th  a = w~ we have 1 
r2wrf1 (x) s 1 w~f' (x) s - w-rq (UT) 
and hence 
Here 6: [O,m) a [O,m) is any strictly isotone function such that 
;(t) 1 ~(t), for all t 1 0, and therefore that 5-I exists and 
is a strictly isotone F-function. Thus (2.3.26) and (2.3.29) 
imply that 
Together with (2.3.23) this shows that 
f (x) - f (x-w~s) 1 @ (f '(x) s, a, E) 
A 
where @(tl, t2, t3) = C1tl min 1 1 - 2 t 1 , @ t 2 ,  t I is clearly an 
F-function of three variables. 
The choice of wr by (2.3.27) is not constructive but is the 
basis for the following algorithm: 
Goldstein-Armijo algorithm: Constrained case 
Let p be a fixed F-function and a E (0,l) and @ > 1 given 
0 
constants. Let x E L(f(x ) )n C and s E R~ satisfy (2.3.6). 
I. Basic steplength selection: If fl(x)s = 0, set 
-c 3 0; otherwise let T > 0 be any real number such that 
r p(f"x)s). 
11. Choice of relaxation parameter: If T C T* and 
s e t  w = 1. I f  T > T* o r  i f  (2.3.30) i s  n o t  s a t i s f i e d ,  
-j 00 let w b e  t h e  l a r g e s t  number i n  t h e  sequence (6 } such j =l 
that UT S T* and 
where T* i s  g i v e n  by (2 .3 .8) .  
Ncse t h a t  i f  C i s  a d m i s s i b l e  and D i s  open t h e n  i t  f o l l o w s  from 
L ~ m a  2 . 3 . 3  t h a t  x - ~ - j r s  E C f o r  s u f f i c i e n t l y  l a r g e  j , and fron:  
Lz.s,iroa 2 . 3  8 t h a t  (2.3.31) can b e  s a t i s f i e d .  
n 1 1 I h c o r e m  2.3.10 L e t  f:D c R  -+ R and g :D c~~ -+ R , j JO be  
--- j 
cc;.ritinususly d i f f e r e n t i a b l e  on t h e  open convex s e t  D and assume 
0 
tii;lt 27 i s  a d m i s s i b l e  and t h a t  L ( f ( x  ) )  fl C i s  compact. Suppose 
0 n 
t n a t  lic E L ( f ( x  ) )  f l  C ,  s E P. s a t i s f i e s  (2 .3 .6) ,  and t h a t  T and 
w are s e l e c t e d  by t h e  Goldstein-Armijo a l g o r i t h m .  Then 
x - LJTS E L ( f ( x ) )  n C and 
whsrc @ i s  an  F- func t ion  of t h r e e  v a r i a b l e s  dependent on ly  on C 
and t h e  s t e p l e n g t h  a l g o r i t h m .  
Proof. Assume t h a t  f ' (x) s > 0, t h e n  (2.3.30) and (2 .3 .31)  imply 
that f (x )  - f ( x - w ~ s )  > 0 w h i l e  by t h e  d e f i n i t i o n  w ,  UT s T*; and 
hence x - WTS E L ( f ( x ) )  fl C.  
i f  (2 ,3 .30)  h o l d s ,  t h e n  
On t h e  o t h e r  hand, suppose t h a t  (2.3.31) holds.  Then by t h e  d e f i n i -  
t i o n  of w e i t h e r  BUT > T* o r  
Let  6  denote t h e  r eve r se  modulus of con t inu i ty  of f '  on L ( f ( x ) )  Ti C. 
0 We may assume t h a t  f '  is  not  cons tan t  on L ( f ( x  ) ) f l  C and hence 
t h a t  6 i s  an F-function. Suppose t h a t  > T* and consider  the  
s t ep l eng th  obtained by t h e  Curry-Altman a lgor i thm wi th  a = 0. 
- 
Then, by Theorem 2.3.4, [x ,  x-TS] c LO f l  C and ; < T*, and a s  i n  t h a t  
- A A 
theorem e i t h e r  T > @(O, E)  , where @ i s  given by (2.3.4) ,  o r  
In  t h e  l a t t e r  case  ? > 6 ( f r ( x ) s )  and hence 
- A 
T 2 min { 6 ( f 1 ( x ) s ) , @ ( o , ~ ) ) .  
Using BUT > T* > 5 w e  s e e  t h a t  
- 
a h 
> F  f f  (x)s  min { 6 ( f r ( x ) s ) , @ ( ~ , ~ ) l .  
F i n a l l y ,  suppose t h a t  BUT 6 T* and t h a t  (2.3.33) holds.  I f  
x - BUTS $ L ( f ( x ) )  J') C ,  then we aga in  have BUT > and (2.3.34) 
holds.  Otherwise, because of (2.3.33) t h e r e  is  a  t" E (O,@MT) such 
t h a t  
1 f  ' (x-t"s) s = - ( f  (x)-f (x-BUTS)) < a £ '  (x) s BUT 
arnd hence t h a t  
(1-a) f (x) s < 11 f  (x) - f  Y X - t l ~ )  11.
Z?iearefcre, 
pwT a t H  ( (1-a) f  (x) S)  
and, by (2.3.31) 
Now ( 2 , 3 , 3 2 ) ,  (2.3.34) and (2.3.35) t o g e t h e r  g i v e  
A 
.;ierp ~ ( t   , t ) = min {v( t1 )~ ,6 ( ' l )  , 6 ( ( 1 - d t l )  9 ~ ( t t S t 3 ) '  1' 2  3  P 
i s  clesrly a n  F- func t ion  of t h r e e  v a r i a b l e s .  
2 , L  Z o u t e n d i j k P s  Method of F e a s i b l e  D i r e c t i o n s  
Zoutend i jk  [I9601 cons idered  i t e r a t i o n s  of t h e  form 
f c r  a s p e c i a l  c h o i c e  of f e a s i b l e  d i r e c t i o n s  s k  and a  s t e p l e n g t h  
si.yxence i~~ 1 given  by ( 2 . 3 . 7 ) .  I n  t h i s  s e c t i o n  we w i l l  o b t a i n  
a simple convergence proof of the method as a consequence of the 
basic estimate (2.3.1). We will also show that, under suitable 
assumptions on f and g j E JOY all of the steplength results j ' 
of Section 2.3 can be used in connection with ~outendijk's method, 
Before proceeding with this, we require the following well-known 
result of Gordan [I8731 on linear inequalities which we state 
without proof. 
Lemma 2.4.1 Let A be an m x n matrix. Then the system of inequal- 
n T ities Ax > 0, x E R is inconsistent if and only if A u = 0 for 
m 
some u E R , u G 0 such that u < 0 for at least one j, 1 G j G j 
In other words, Ax > 0 is inconsistent if and only if the 
rows of A are linearly dependent with coefficients of one sign. 
We now turn to the particular choice of a feasible direction s 
at x E C considered by Zoutendijk. For this the following notation 
will be useful: Assume that f :D c R" -t RI and g :D c R n  -t R1, j 
-., j E J are G-dif f erentiable on the open set D. Let to, Y. : [0, E4) + [ O , m ) ,  0 J 
N j E J be given continuous, strictly isotone F-functions for which 0 
N 1 
SO(0) = S.(0) = 0 and, for j = 0, j E JO, define :R1 += R , J j 
1 For any x E D, a E R and fixed index set J c J o  consider the set 
where K(x, J,a) is given by (2.3.2). Define the mapping a(* ,J) :D c 'Rn -+ R 1 
by 
1 ( 2 . 4 . 3 )  G(x,J) = sup {a & R I ? ( x , ~ , a )  # c@}}. 
Snne of t he  p r o p e r t i e s  of K(X,J,O) and a ( x , J )  a r e  summarized i n  t h e  
fol iowing sequence of lemmas. We no te  t h a t  on t h e  b a s i s  of t h e  
d e c i n l t i o n  (2.3.2) of t h e  s e t s  K(x,J ,o)  t he  l i n e a r  c o n s t r a i n t s  do 
n o t  a f f e c t  t he  va lue  of a ( x , J ) .  
1 1 
L C J I ~  2 ° C  Let  f:D c~~ -+ R and g :D c~~ -+ R , j E J be G- j o 
dLf fe ren t i ab l e  on the  open s e t  D.  Let x  be any po in t  i n  D 
r ,~d  ,5 C= J a f ixed  index s e t .  Then O(x, J )  given by (2.4.3) i s  well-  0 
d e f  lned and 
A 
i7 p a r t i c u l a r ,  K(x ,J ,o(x , J ) )  # ($3). 
A 
P r o o f .  The s e t  K(x,J,a) is  closed and contained i.n t he  u n i t  
s~here and hence i s  compact. Therefore,  using t h e  assumed p r o p e r t i e s  
< J  d o  wj, j E J~~ we s e e  t h a t  o(x, J )  i s  well-defined and t h a t  
co 
b . x , ~ , o )  + {@} f o r  a l l  o E (-w,a(x,J)) .  Now l e t  [%}k=O be any 
s2q~ience i n  (--a, cr(x,J)) such t h a t  l i m  a = a(x ,  J )  . Clear ly  
k- k 
10. 
Y (x,J, uk) # { O }  f o r  any k and hence we may choose vec to r s  
k A 
3 c_ K.(x,J,%), k = 0,1 ,  ... . It i s  no r e s t r i c t i o n  t o  assume t h a t  
k irri s = s * ,  Ils* 11 = I and hence i t  fol lows t h a t  
<-"" 
Thus, going t o  t h e  l i m i t  and us ing  t h e  c o n t i n u i t y  of p 
N 
0,  Vj, 3 & J 
we have 
This  completes t h e  proof of t h e  lemma. 
1 
Lemma 2.4.3 Let  f:D c R n  + R1 and g :D GR" +- R , j & JO be j 
G-di f fe ren t iab le  on t h e  open s e t  D .  Le t  x & D be given and 
J C J2 C J f ixed  index s e t s .  Then 1 0 
and 
A 
Proof.  Suppose t h a t  s E K ( X , J ~ , ~ ( X , J ~ ) )  Then 
and c l e a r l y  J1 c J 2  impl ies  t h a t  t hese  r e l a t i o n s  hold a l s o  f o r  
j & J1. Hence by (2.4.31, 0(x , J2)  "(x9J1)- If 0 > o(x,J2) 9 
A 
then  K(x,J2,0) = {@} and we a r e  done. Therefore assume t h a t  
A 
o G o(x , J2 )  and s E K ( X , J ~ , O ) .  Then 
and hence, since J CJ2,  these relations also hold for j E J 1 
A 
which implies that s E ~ ( x ,  J~,CJ). 
The next lemma will play a key role in our convergence proof 
c f  Zoutendijk's method. 
n 1 1 Lemxa 2 , 4 . 4  Let f:D c R  -+ R a n d g . : ~ c ~ ~ - +  R , j E J be contin- 
J 0 
ucusly differentiable on some compact subset D c D. If J c J o  is 0 
1 
some fixed index set, then 0 ( *  , J) :Do c R" -+ R is uniformly continuous 
on Doe 
Proof, Let x* be any point in Do and suppose that CJ(-,J) 
k is not c~ntinuous at x*. Then there is a sequence (x c D with 
0 
l i i n  xk = x* E D and an E > 0 such that for any ko 2 0 
kc- 0 
k N 
/ l J j  (O(X .J))-~.(o(x*,J)) J / for some k > k 0 ' j = 0, j E J , 
Since Do is compact, it follows from the continuity of f' and 
g! j E J that the sequence {CJ(xk,~) I is bounded. Therefore we J 
ki I k ki 
may pick a subsequence {x ~ { x  such that lim x = x*, 
ki 1 i-tco i i m  0 ( 2 c  ,J) = (J* E R and 
k k i A i  k i Now choose s E K(x ,J,a(x ,J)); then we may refine all of the 
ki - 
subsequences so that also lim s = s. Hence for each ki we have 
i- 
and thus, by the continuity of f' and g;, j E J on Do and the 
continuity of pO, pj9 j E J~ it follows that 
This implies that O* G O(x*,J) and consequently, by ( 2 . 4 . 4 ) ,  thiat 
Ilj(O*) < pj(O(x*,J)) - E, j = 0, j E J ~ .  Therefore, for all i 2. i 0 we have 
4 
Choose s* E K(x*, J,O(x*, J) ) . Then 
L g!(x*)s* 5 0, j E J . 
J 
By the continuity of f' and g' jy j E Jo, there exists a 
6 > 0 such that for Ilx-x* 11 6 
and 
Hence, 
and s i m i l a r l y  
Thus for 11 X-X* 11 6 6 we have 
i i Since l i m  x = x*, i > i can be chosen such t h a t  Ilx -x*ll 6 6, 
i- 1 0  
for all i 2 i and hence t h a t  1 
E ki 
Because of p.(a(x*,J)) - 7 > p.(~(x ,J)), j = 0, j E J ~ ,  t h i s  c o n t r a d i c t s  
J J 
k k  (2, la, 3 j . Therefore,  t h e r e  e x i s t s  no sequence {x D 0 such t h a t  l i m  x = x;f 
k- k 
and lim o (x , J )  Z a (x*, J )  . Hence a ( * , J )  is  continuous on D o ,  and s i n c e  
k-pco 
DO is compact, i t  i s  also uniformly continuous. 
For  r egu la r  c o n s t r a i n t  s e t s  i t  i s  now poss ib l e  t o  c h a r a c t e r i z e  
h 
the corldi t ional  c r i t i c a l  p o i n t s  of f  on C i n  terms of K(x , J ,o (x , J ) )  
and a (x , J ) .  We f i r s t  ob t a in  t h e  fol lowing lemma. 
1 1 Lemma 2.4.5 Let f:D =Rn + R and g :D cRn + R , j E JO be j 
differentiable on the open set D. Let x* be any point in C 
T 
and J c J a fixed index set such that the gradients g! (x*) , j E J 0 J 
are linearly independent. If o(x*,J) f 0, then 
Proof. By (2.4.3), a(x*, J) S 0 implies that the system 
is inconsistent for o > 0. Since 11 ,p j E J~ are continuous,, 0 j' 
strictly isotone functions with 11 (0) = pj(0) = 0, also the system 0 
is inconsistent and therefore, by Lemma 2.4.1, we have 
where at least one of these numbers is negative. For vO = 0 the 
gradients g !  (x*lT, j E J, would be linearly dependent, against assump- 
J 
tion; hence v < 0 and (2.4.5) holds. 0 
The next result is essentially due to Zoutendijk [1960]. 
1 1 Theorem 2.4.6 Let f:D c R n  + R  and g :D c R n  + R  , j E JO, be j 
differentiable on the open set D and assume that the constraint 
set C is regular. Then x* E C is a conditional critical point 
of f on C with nonpositive multipliers if and only if 
Proof. Suppose that o(x*,J(x*,O)) C 0; then by the regularity 
of C, it follows from Lemma 2.4.5 that x* satisfies (2.2.5) with 
V *  6 0, j E J(x*,O), and hence that x* is a conditional critical 
J 
p o i n t  of f on C. 
Conversely, suppose that x* E C is a conditional critical point 
of f on C with nonpositive multipliers and that o(x*,J(x*,O)) > 0. 
h 
Then, choosing s* E K(x*,J(x*,O),~(x*,J(x*,O))) we would have 
But since (2.2.5) holds with V C 0, j E J(x*,O), this leads to j 
which is a contradiction. Therefore, necessarily G(x*,J(x*,O)) 0. 
The last result related fv(x)s and O(x,J(x,O)); however, in 
addition to these two quantities the basic estimate (2.3.1) also 
contains the number E which controls the proximity of x to the 
Soundary of 6 .  The following lemma brings this E into relation 
x i t h  eke other quantities. 
$enma 2 ,4 .7  Let 9 : [O,m) -t [O,m) be any step function such that 
- 
0 = $(t) > 0 for all t E [09t0] with to > 0 and $(t) = constant 
for all t E [tl,m) with t > t Further assume that p : [O,m) + [O,m) 1 0' 
A A 
is any isotone function for which P(0) = 0 and P(t) > 0 for t ' 0. 
Then, for given t > 0, the quantity 2 
is well-defined and positive, and $I(&) > 0. 
A Proof. Since p is isotone and ;(t) > 0 when t > 0, it follows 
that ;(+(t)) > 0 for t E [09t0] and clearly C($(t)) = constant for 
A 
t E [t19w). Consequently the set {t E [09t2] /~($(t~)) - t3 2 0, 
I 
t3 E [0 , t] } # { B }  and E 2 - min {t t ,$(O) 1 > 0 is well-defined. 2 0' 2 
Finally, from :(I)(&)) 5 E follows that $(E) > 0. 
We note that Lemma 2 . 4 . 3  shows that for any x E C such that 
L O ,  otherwise 
is an antitone step-function which satisfies the hypothesis of Zema 
2.4.7. Hence the E of Lemma 2 . 4 . 7  is well-defined and positive, 
and ~(X,J(X, e)) > 0. Moreover, because of the antitonicity of 
$($J(.)), the definition of E simplifies to 
Furthermore, if {xk} is any sequence in C for which the correspond- 
k k  ing sequences {Ek} and {~(x ,J(x , Ek)) are determined by (2.4.7)  
and are positive, then clearly lim E = 0 if and only if 
k- k k k  lim O(x ,J(x ,E~)) = 0. We now characterize Zoutendijk's choice of 
kt" 
L feasible d i r e c t i o n s .  Suppose t h a t  f:D ER* + It1 and g :D c~~ -+ R , j 
j E J03 a r e  cont inuously d i f f e r e n t i a b l e  and t h a t  C is r egu la r .  
A 
Moreover, l e t  1.1: [ 0 , ~ )  -f [ 0 , ~ )  be  as s p e c i f i e d  i n  Lemma 2.4.7. 
Consider  any po in t  x i n  t h e  compact s e t  Lo n C.  I f  
o{x,J(x,O)) S 0,  then  by Theorem 2.4.6 x i s  a cond i t i ona l  c r i t i c a l  
p o i a t  of f  on C and t h e  i t e r a t i o n  i s  terminated.  I f  
o(x,J(x,O)) > 0, then  t h e  Zoutendijk d i r e c t i o n  a lgor i thm has  t h e  
form 
p i )  choose E by (2.4.7) 
A 
b i i )  choose s E K(X,J(X, E) ,O(X,J (X,E)) ) .  
We observe t h a t  Zoutendijk [I9601 considered only t h e  case  
N 
>g( t )  - t ,  v . ( t )  Z a , t ,  a > 0, j E JO. Furthermore, our  choice J J j 
3E E is somewhat d i f f e r e n t  from t h a t  of Zoutendijk [I9601 al though 
c n e effect i s  t h e  same. F i n a l l y ,  Zoutendijk d i scusses  va r ious  nor- 
x a l i z a t i o n s  of s inc luding  our  case  11 s [( = 1. For ease  of n o t a t i o n  
ve have r e s t r i c t e d  ourse lves  t o  11 s = 1 although a l l  of our  r e s u l t s  
~ n u L d  remain v a l i d  f o r  any o t h e r  normalizat ion a s  long as t h e  
generaLed sequence of d i r e c t i o n s  remains bounded away from zero 
and i n f in i ty ,  
We now tu rn  t o  t he  ques t ion  of t h e  convergence of Zoutendi jk ' s  
method t o  a  c + d i t i o n a l  c r i t i c a l  po in t  of f  on C. I n  order  t o  
simplify t h e  proof, w e  f i r s t  i s o l a t e  two lemmas; t h e  f i r s t  one 
concerns t h e  remaining re la t ionsh ips  between t h e  q u a n t i t i e s  
f g ( x ) s ,  o(x ,J (x ,&))  and E a s  they a r e  generated by t h e  algorithm, 
1 1 Lemma 2.4.8 Let f:D e R n  + R and g :D c R n  + R , j E J be con- j 0  
t inuously d i f f e r e n t i a b l e  on t h e  open s e t  D and assume t h a t  G 
k is  regular .  Let {x be any convergent sequence i n  a compact subse t  
k  Co C C  with l i m  x  = x*. Furthermore, l e t  be any sequence 
1.- 
of nonnegative numbers such tha t  l i r n  E = 0 and assume t h a t  the  
k- k  k k  
sequence {o(x , J ( x  E ~ ) )  } is  nonnegative and s a t i s f i e s  
k k  l i m  O(X , J (x  , %)) = 0. Then f o r  any sequence s k  with 
- - k- 
k k  k  k  
sk E R(x ,J(X ,E~) ,cJ (x  , J ( x ~ , E ~ ) ) )  and lim s = s*, we have 
k- 
h k  k  k k  Proof. Since sk E K(X ,J(X , E ~ ) S O ( ~  ,J(X SEk))),  we have 
k k  k  k -  f ' (xk)sk  > pO(o(x , J ( x  , E ~ ) ) )  L 0 and hence l i r n  f t ( x  )s - 
w 
f y X * ) s *  a 0.. Suppose t h a t  f ' (x*)s*  > 0. Because JO is  f i n i t e ,  
k  { ~ ( x  , E ~ )  1 has a  l i m i t  s e t  J* and w e  may choose a  subsequence 
ki k ki ki {x 1 c { x  such t h a t  l i m x  = x*, l i r n  s = s*, l i r n  E = 0 
'i i- i- ki 
i-t.0 k i  
and J ( x  , E  ) = J*, i 2 0 a s  w e l l  a s  l i r n  a ( x  ,J*) = 0. By 
ki i- 
Lemma 2.4 .4  o ( *  , J*) i s  continuous a t  x* and hence evidently 
o(x*,J*)= 0. Therefore, because of t h e  cont inui ty  of f t , g ; ,  j E JO, 
and u0,pj ,  j E J~ and because ~ ~ ( 0 )  = U (0) = 0, j E J ~ ,  we have 
0  0 
f '(x*)s* 2 0 '(x*)s* >, 0,  j E J*. 
g j  
Now by Lemma 2 .4 .5 ,  O(x*,J*)= 0 impl ies  t h a t  (2.4.5)  ho lds  and 
hence the assumption f l (x* ) s*  > 0 l e a d s  t o  
This 4s a con t r ad ic t ion  and t h e r e f o r e  f l ( x * ) s *  = 0. 
The next  lemma w i l l  a l low us  t o  conclude t h a t  o(x*,J(x*,O)) S 0 
k 
f o r  a l i m i t  p o i n t  x* of {x ). 
1 
Ls;nma. 2 . 4 . 9  Let  g :D c Idn +- R , j E J be continuous on t h e  open j 0 
k 
set Consider any convergent sequence {x 1 c C wi th  l i m  x  k 
k- 
-- XA c Z and any convergent sequence {E of nonnegative numbers k 
with  l i r n  E = 0. Then t h e r e  e x i s t s  an i n t e g e r  k ko such t h a t  k- 
Ir p a r t i c u l a r ,  a l l  of t h e  l i m i t  s e t s  of {J(xk3Ek) 1 a r e  contained 
isi J (x*? 0) . 
Feoof .  It fo l lows  from t h e  con t inu i ty  of g  j E JO, t h a t  
-- j ' 
A 
these i s  an E > 0 such t h a t  
A 
6 
Choose  ko such t h a t  f o r  a l l  k  5 ko, E C - and k 2 
k 
Then f o r  any j E J ( x  ,%), k B k we have 0 
h 
Hence j E J(x*,E) = J(x*, 0) which completes t h e  proof .  
W e  a r e  now prepared t o  prove t h e  main convergence r e s u l t .  
Theorem 2.4.10 ( Z o u t e n d i j k b  method of f e a s i b l e  d i r e c t i o n s ;  Pro- 
c e d u r e P 1 )  Let  f:D C R " + R ~  and g : D ~ R " + R ' ,  j E JO be  con-- j 
t inuous ly  d i f f e r e n t i a b l e  on t h e  open convex set D and assume 
t h a t  t h e  c o n s t r a i n t  s e t  C i s  both r e g u l a r  and admissible .  
0 0 0 Suppose t h a t  f o r  xo E C t h e  s e t  L ( f ( x  ) )  f l  C L f l  C i s  compact, 
t h a t  f  is  hemivar ia te  on LO f l  C,  and t h a t  t h e  cond i t i ona l  
0 
c r i t i c a l  p o i n t s  of f on C i n  L f l  C a r e  i s o l a t e d .  Consider t h e  
k i t e r a t i o n  (2.4.1) where a t  x , E and sk a r e  chosen by (2.4.8) k 
k 
and T by (2.3.7). Then l i m  x = x*, wi th  x* E R ,  where R i s  the  k k- 
s e t  of cond i t i ona l  c r i t i c a l  p o i n t s  of f  on C wi th  nonpos i t ive  
m u l t i p l i e r s .  
0 k Proof. Suppose t h a t  x ,..., x , k > 0 a r e  a l r eady  well-defined 
0 
and contained i n  L f l  C and s a t i s f y  (2.3.11) with w = 1 and 
k-1 k-1 (2.3.1) wi th  E = E and o = o(x ,JCx k-1 ,EkWl)) * I f  
k 
o ( x k , ~ ( x  , 0 ) )  S 0, then,  by Theorem 2.4.6, xk E R; otherwise ,  
k k  k k  
a ( x  , J ( x  $ 0 ) )  > 0 and, by Lemma 2.4.7, ~ ( x  , J ( x  , E ~ ) )  > 0. Thera- 
k " i k  k k k  f o r e ,  wi th  s E K(x , J ( x  , E ~ ) , o ( x  , J ( x  ,Ek) ) ) ,  we have 
0 Hence, by Theorem 2.3.5, xk+' E L fl C and 
x i t h  some F-function @ of t h r e e  v a r i a b l e s  dependent only on C 
and t h e  s t ep l eng th  algori thm. Theref ore, e i t h e r  o(xi,  J (xi , 0 ) )  b 0 
k f o r  some i 2 0,  and xi E Q o r ,  by induct ion ,  t h e  e n t i r e  sequence {x } 
0 i s  well-.def ined ,  l i e s  i n  L fl C and s a t i s f i e s  (2.4.9) and (2.4.10) 
f o r  each k 2 0. I n  t h e  l a t t e r  case ,  it fo l lows  from Lemma 2.1.2 
t h a t  a t  l e a s t  one of t h e  fol lowing t h r e e  l i m i t  s ta tements  app l i e s :  
k k  2 4  l i m f ' ( x k ) s k  = 0,  l i m  o(x , J ( x  ,Eli)) = 0, l i m  E = 0. 
k- k- k- k 
k k  
Ey c o r s t r u c t i o n  we have l i n  E = 0 i f  and only i f  l i m  o(x , J ( x  ,Ek)) = 0. 
k- k k- 
Moreover, s i n c e  'do i s  an F-function on [O,m), (2.4.9) shows t h a t  
k k  lim a(x , J ( x  ,Ek)) = 0 whenever l i m  f ' ( xk ) sk  = 0 whi le  Lema  2.4.8 
'kc* k- 
ensures the converse. Therefore,  i f  any one of t h e  r e l a t i o n s  i n  
(2,4,P1) holds ,  a l l  t h r e e  a r e  v a l i d  and i n  p a r t i c u l a r  
k k  k 1h ~ ( x  , J  (x , E,,)) = 0. Mow, {x 1 i s  contained i n  t h e  compact 
h 
0 k 
set L fl C and JO is  f i n i t e .  Hence x 1 has  a l i m i t  po in t  x* 
0 in L fl C and I J ( x ~ , E ~ ) }  has a l i m i t  s e t  J* which, by Lemma 2.4.9 
i s  contained i n  J(x*,O). Therefore we may choose a subsequence 
k i I k ki ki ( x  c: {x 1 such t h a t  l i m  x = x*, J (x , E ) = J*, 'q i and 
k. i- ki 
lim O $ x  '-,Y*) = 0 -  Then, by Lemma 2.4.4, a(" ,  J*) i s  continuous on 
j -m 
Lo f l  C and hence o(x*, J*) = 0. Moreover, s i n c e  J* CJ(x* ,O) ,  i t  
follows from Lennna 2.4.3 t h a t  
Thus, by Theorem 2.4.6, x* i s  a cond i t i ona l  c r i t i c a l  p o i n t  of f  
on C with  nonpos i t ive  m u l t i p l i e r s .  F i n a l l y ,  t he  induct ion  proof 
a l s o  shows t h a t  {xk} s a t i s f i e s  (2.3.11) w i th  w = 1 f o r  each 
k 2 0 and hence t h a t  t h e  sequence {xk} is  s t r o n g l y  downward on 
0 0 L n C. Therefore,  s i n c e  f  i s  hemivariate  on L fl C, i t  
fol lows from Lema  2.1.5 t h a t  l i m  ilxk-xk+'l = 0. Hence, s i n c e  
k- 0 
t h e  cond i t i ona l  c r i t i c a l  p o i n t s  of f  on C i n  L 0 C a r e  
i s o l a t e d ,  Lemma 2.2.6 g ives  l i m  xk = x* as des i r ed .  
k- 
We n o t e  t h a t  any of t h e  s t ep l eng th  algori thms of Sec t ion  2 2  
could be used as long a s  t h e  corresponding hypotheses on f  a r e  
assumed. 
2.5 D i rec t ion  Algorithms 
Af t e r  cons ider ing  i n  t h e  preceding s e c t i o n  t h e  Zoutendijk 
choice of f e a s i b l e  d i r e c t i o n s ,  we w i l l  now t u r n  t o  some o t h e r  methods 
f o r  ob ta in ing  f e a s i b l e  d i r e c t i o n s  s a t  x E C.  I n  a l l  cases ,  s 
w i l l  be chosen such t h a t  f l ( x ) s  > 0 and 
wi th  s u i t a b l e  a > 0 and E > 0,  and more s p e c i f i c a l l y ,  s w i l l  
depend on a c e r t a i n  c l a s s  of p r o j e c t i o n  mat r ices .  We begin wi th  
a  b r i e f  survey of r e l evan t  r e s u l t s  about such p r o j e c t i o n  ma t r i ce s  
without  proofs .  These r e s u l t s  a r e  well-known, and we r e f e r  t o  
Householder [I9641 f o r  a  genera l  d i scuss ion  o r  t o  Rosen [I9601 f o r  
t h e i r  r e l a t i o n s  t o  nonl inear  programming. 
1 Let  g  :D c~~ -t R , j c J be cont inuously d i f f e r e n t i a b l e  on j o 
t h e  open s e t  D and assume t h a t  C is  r egu la r .  For any given 
T x E C ,  and index s e t  J c Jo, we o rde r  t h e  q = I J I  v e c t o r s  g!(x) j E- J J 
f.::?. ,:;c>:ie as yet unspecified fashion, and denote the resultin 
by n Qx), . . , ,n Q x ) ,  Slnce C is reg~jlar, it i s  p o s s i b l e  I 4 
- a s - ~ n e  that these vectors are li>ear:i-y independent and hence that  
)I 
,rthogozlaL prof eckiol Z ~ O I P  I< snrlsi <he. orthogona~ temple- 
- _ lLte c o l ~ z n n  space N, (x) : 
-- 
-.- ?_(ii\:~.r" + S p Z r l  ?-?'[X)i. . . 9 ? 1 . G , < ~ ) ) :  % :' I,. .* $ C l j _ )  X E C. 
-" I . ,.. 
,2,?..>3,3 ?.  (x) ,+A::?,,~::.L p .' ., '3ut a l s o  OR the 
. ,- 
?*,. )_.I"-, .a 2- Lz,Ll L%-: .- (3 ;:'y;-:; -3 ,c ,T (2, ,z,:.L c: do not go i n t o  
, ~ - j T i  
. . -:: -.- " I,, , , , I  .-: I.. 1 :  t"?.e foj.l~..owixg p r o p e r t i e s  of the 
atrices are well-.ign.obbn2 or &ia,i~e,jizj:e, 
(2.5.4) ( i i )  pi(X)Y = 0 if and on ly  if y E Span {nl(x) 9 * )n- (x) i$ 1 
i = l,,,,,q 
i i-j) p .  (XI = P ~ ( x ) P ~ - ~ ( ~ )  = Pi l ( ~ ) p i ( ~ )  3 j- = ~ ~ ~ ~ ~ > q ~  Q-- 
I - 
As a d i rec t  consequence of (2.5.4) ( i )  and ( i i ) ,  we have i n  
part icuL a r  
BY t h e  o r thogona l  projection p r o p e r t y  of P . ( x )  t h e r e  e x i s t ,  for 1 
n i 
any y E R , v e c t o r s  v E R , i = I,,..,q, such t h a t  
and, f rom (2,5.5)  an3 (2.5.71,  
Moreover, (2 ,5 .5 )  together w i t h  (2,5.8$ imply that  
F i n a l l y ,  if Co C C  i s  a compact s u b s e t  of G, then 
and i t  fol lows from (2.5.5) and (2.5.9) wi th  y = P (x)n (x) t h a t  
. (4-1 q 
For  t h e  s p e c i a l  case  y = £ ' ( x ) ~ ,  x  E C and i = q i n  (2.5.9) ,  
we write 
T T T 
r (x) = [N (x) N (x) ]-IN (x) f  ' (x lT  5 ( r l  (x) , . . . , rq (x) ) . 
4 4 q  
Then Mangasarian El9631 has  shown t h e  equivalence of t h e  next  r e s u l t  
h i t i i  che Kuhn-Tucker theorem. 
n  1 
nicorem 2.5.1 Let  f:D c R  + R '  and g :D C R * + R ,  j E J be  con- j o 
einuoualy d i f f e r e n t i a b l e  on t h e  open s e t  D and suppose t h a t  C 
;s regular. Then x* E C i s  a cond i t i ona l  c r i t i c a l  po in t  of f  on 
C i f  and only i f  
>!oreover, i f  f i s  convex, then  x* is  a  minimum of f  
cn G i f  and only i f  (2,5.14) and 
P r o o f .  Suppose t h a t  P (x*) f  ' (x*lT = 0. Then i t  fol lows from 
4 
(2.5.4) (ii) t h a t  f ' ( ~ * ) ~  E span {g ' (x*)T,  j E J(x*,o)}, and hence j 
t h a t  there e x i s t  numbers VQ, V j E J(x*,O) not  a l l  zero ,  such t h a t  j ' 
If Vo = 0. then g !  (x* j T ,  j E J (x* ,O) would be l i n e a r l y  dependent r 
3 
i n  con t r ad ic t ion  of t he  r e g u l a r i t y  of C, Hence V 0 and by 0 
( 2 . 2 . 5 )  x* is  a  cond i t i ona l  c r i t i c a l  po in t  of f on C. 
Conversely, if x* i s  a cond i t i ona l  c r i t i c a l  po in t  of f 
on 6, then ( 2 , 2 . 5 )  ho lds  and thus by ( 2 , 5 . 4 )  ( t i )  
8% 
where v i = 1,. . . , q  i s  a  renumbering of t h e  v . Hence (2,5,14) i9 5 
holds  a t  x*. For the l a s t  part s f  t h e  theorem we need t o  observe 
only that i f  x* i s  a  cond i t i ona l  c r i t i c a l  po in t  of f on C 
then P (x*) f ' (x*jT = 0 and 
9 
N (x*) r (x*) = (I-P (x*) ) f  ' (x*) = f ' (x*) T 
4! 4  
and thus  r(x") simply represents t h e  m u l t i p l i e r s  V j E J(xA9O)< 3 "  
Henee, t h e  r e s u l t  is  exact ly  t h e  Kuhn-Tucker theorem. 
It i s  important t o  poin t  out  t h a t  i f  f  i s  not  convex 
then (2,5,14)  and (2.5.15) t oge the r  a r e  n o t ,  i n  gene ra l ,  suffieiec t 
f o r  a poin t  x* E C t o  be a aninj-mum of f  on C al though t hey  are 
necessary condi t ions  f o r  this, Indeed, s i n c e  G i s  r e g u l a r ,  Lema 2 , 2 2 3  
implies  t h a t  t h e  Kuhn--Tucker c o n s t r a i n t  quah i f i ea t ion  holds ,  and hezce 
the n e c e s s i t y  of ( 2 , 5 , 1 4 / 1 5 )  is  a  consequence of Theorems 2,2,CE- and 
2,5 ,1 .  
100 
We now consider  t h e  ques t ion  of how a d i r e c t i o n  s might be  
chosen so  t h a t  wi th  t h e  s t ep l eng th  algori thms of Sec t ion  2.3,  t h e  
i t e r a t i o n  converges t o  p o i n t s  x* E C for-which (2.5.14) holds  and 
p o s s i b l y  a l s o  (2.5.15).  A s  mentioned before ,  s is  supposed t o  
satisfy (2.5.1) f o r  c e r t a i n  p o s i t i v e  E and 0 and i n  Sec t ion  2.4 
we saw t h a t  t h e  t h r e e  q u a n t i t i e s  f l ( x ) s ,  E and a have t o  be 
suitably r e l a t e d  i n  o rde r  t o  conclude convergence on t h e  b a s i s  of 
t t i a  e s t ima te  (2.3.1). We f i r s t  d i s cuss  t h e  s p e c i f i c a t i o n  of E. 
n  l 1 Sup;ose t h a t  f:D C R  -+ R and g :D c R~ -+ R j E JO a r e  cont inuously j 
d iz ferezr t iab le  on t h e  open s e t  D and t h a t  C i s  r egu la r .  I f  
- 
E > 0 i s  the cons tan t  of D e f i n i t i o n  2.2.1 and x i s  any given 
L 
p~int in 6 ,  then we use  t h e  fol lowing procedure f o r  choosing E. 
A 1 
-
T (I) ~f I /pq (x ) f1 (x )  11 = 0,  q  = I J ( x , o ) ~ ,  s e t  E = 0. 
f i  (ii) Otherwise, w i th  f i xed  i so tone  F-function v:[O,") * [ 0 , ~ )  
'r f o r  which $(o) = 0 and C( t )  > 0 when t > 0, l e t  
and determine E by 
(2,5,P7) 1 E = - sup (8 E [o,E] l$($(6)) - 8 >, 01. 2 
Since C i s  r egu la r  and q changes only f i n i t e l y  many times 
as 6 ranges over [O it fo l lows  from (2.5.10) t h a t  is  a  
well-defined antitone step-function. We use Eema 2.4.3 in order 
E O  s r icw shail: E is well-defired and pasitive. Suppose that 
J f x > 0 q = 0 Clearly then, by the regularity 
LE; 
o r  C, $ ( C )  - $(0) > 0 for ,311 6 & [ 0 , 6 0 ]  with some 6 0 and 0 
$iQc,  - e Fox a l l  6 E [F,o")., 'Therefore, since $ ( O )  > 0 and d~ is 
wi L: COLIP .  1~7e see t ha t  cne  clef inition (2,5,17) is of the same falrLq RS 
; - ,  4 A 7,  an6 n ~ r r c e ,  by ~ e m ~ a  2 - 4 . 7  that is well-defined and 
p c , ~ t ~ . i l t ^ .  ?!-bt.lefore, eirrlelr = 6 and x is a conditiot-ial c r i c i c a i  
pi oi- j 01: .I: 06 C 2 C! and l ) ( € )  " 0, 
he ~ O C J  t u r n  to the question of choosing a suitable dil-ect- ios 
s F n r  neeational simpl3-city and without loss of generality we assme  
! ~ d t  1'31 t r i c  index set J(x ,E) ,  where E is now fixed at x by the 
p r k z e d i l ~ g  algorithm, chat the vector r ( x )  given by (2.5.13) satisf i e s  
b ", 6 L c  t a ~ . : ~ " ,  t.5: s means orrly that  at each p o i n t  x the columns o f  
a;i: szi.it.ablj; o:rdcrad. We n(3rri i n t r o d u c e  an integer-vaL?~ed 
= J ( X , E )  1 ,  by 
.Sr f'i;.:st t k i i ~ a k t  +, o;ae mi.ght consider cb.oosing s ,  for example, by 
However, then we a r e  only guaranteed t h a t  s E K(x,J(x,&),O) which 
,s n o t  s u f f i c i e n t  f o r  f e a s i b i l i t y .  To s e e  t h i s ,  no t e  f i r s t  t h a t  
F T 
- f x )  1) = 0 ,  q = / J ( X , E ) ~ ,  then,-by t h e  Algorithm f o r  E, 
t ~ e  kave E = 0 and x i s  a cond i t i ona l  c r i t i c a l  po in t  of f on 
, Otherwise, (2.5.10) impl ies  t h a t  
aad hence s i s  well-defined. From 
I 
~ ~ ( x ) f '  (x lT  E span {nl(x),  .. . ,nQ (XI 1 
i t  Eollows t h a t  
,- L f o r  R = q-1, (2.5.19) shows t h a t  
< r ( X ) / / ~ ~ - ~ ( x ) n ~ ( x )  1). rq (x )  > 09 q = I J ( ~ Y E )  I 
2  q 
I\ ")w, by (2.5.8) and (2.5-  13) 
a i d  hexice, t oge the r  w i th  (2.5.5) and (2.5.6) ,we ob ta in  
U I J . ~ ,  i n  a l l  cases  
and, because  t h e  v e c t o r s  n (x),  i = I,,..,q a r e  t h e  g r a d i e n t s  i 
1 g i  (XI  , j E J&x,E) i n  a c e r t a i n  o r d e r ,  i t  f o l l o w s  t h a t  indeed 
.J 
s E K(x,J(x,c),O), A s  no ted  b e f o r e ,  we r e q u i r e  a s t r o n g e r  condi-  
t i o n  on s i n  order t o  g u a r a n t e e  f e a s i b i l i t y  as w e l l  as t h e  
b a s i c  estin~ate (2,3,1) and, f o r  s d e f i n e d  by ( 2 . 5 , 2 0 ) ,  t h e  L a t t e r  
is ~ c e c i u d e d  hy 42,5,21). We n o t e  t h a t  f o r  t h e  n o n l i n e a r  case, 
Rosea [I9611 developed an a4gorithn1 which allowed d i r e c t i o n s  of 
the fcr.'i1 (2,5,20), However, i.t w a s  n e c e s s a r y  f o r  him t o  introduce 
a ci:~r~..c-:i.c;rt term ~cd~e.nevea: S G C ~  dislrectiurrs l e d  away from the cons t r s . i n t  
set, Our appro lch  will. te t o  n~ilodj f y  t h e  v e c t o r  s by conside:ing 
instead of (2 .5 .20)  normal ized v e c t o r s  of t h e  form P ~ ( X ) &  3 .n. ix; , 
i= I P I 
R - )I L- 'A '  E) where p i s  a s u i t a b l e  d i r e c t i o n  and & , a .  ,i = 1,. . . ,o 
I 
&re certain real  numbers, In o t h e r  words,  we add t o  BR(x)p some 
T 
spee i f i f .2  linear e o n b i n a t i o n  of t h e  g r a d i e n t s  gI Ox) , j E J(x, C)  
3 
r-4 ii,is procedure  is similar t o  one cons idered  by Kalfon,  R i b i e r e ,  
a d  ,S~)gr~e [;369 3 f o r  p r o j e c t e d  g r a d i e n t  c!irec'cions, t h a t  i s ,  Ecr t i le 
'6 
cctsr p = C"$x : ~ a ? f f l r s t ,  we s h a l l  r e s t r i c t  o u r s e l v e s  a s  w e l l  t o  
., . 
'rlizls g r a . d i e n t  case and d i s c u s s  some o t h e r  c a s e s  l a t e r .  
n l Lcr E : 3  c 8  - .  R' and g :D clIn +- R , j E J be continu~nsly j 0 
differentiable on che open set 9 L e t  C0 C C  b e  a compact suksse  
of t h e  r6guld.r c o n s t r a i n t  set C and c o n s i d e r  t h e  fo l lowing  prozedare, 
Alaoaitbm f o r  s >---".- - 
Ii* L e t  x E C be  g i v e n  and choose E by t h e  Algorithx for a .  0 
-7 
(i) If / I P  x (xi 1 = O 9  q = IJ(~,E) 1 , t h e n  the p r o c e s s  
si 
is terminated,' 
'C Oii) Otherwise, d e t e r n i n e  Q = R (x, E) and l e t  p = f "(x) 4 
N 
11, With f i x e d  i s o t o n e  F-functions F : [O,") + [03m) ,  j E Jo j ,  
f o r  which F. ( t )  # 0 f o r  a l l  t E [O,") , d e f i n e  t h e  v e c t o r  
J 
z (x)  E R ~ ,  q =  I J ( x , E ) ~  by 
and s e t  
111, Choose a 2 0 by 
I 
- 2 (f  ' ( ~ ) P ~ ( x ) ~ ) l ' ~ ,  otherwise 
L 
and s e t  
Lle now d i scuss  t h e  v a l i d i t y  of t h e  s t e p s  I1 and 111: I f  
T 1, :. (a> i ( 8 )  1 = 0. g = I J (X,E) I ,  then t h e  Algorithm f o r  E impl ies  
4 
*hat  F = 0 and hence t h a t  x i s  a cond i t i ona l  c r i t i c a l  po in t  of f  
3 ~ :  2 Otherwise, E > 0 and, by (2.5.6) and (2.5. l o ) ,  
i x p  ( x ) ~  2 f ' (x)P (x)p > 0 ,  L = A1(x, E) , and t h e  procedure cont inues R 9 
t 3  s r s p  TI. For the v a l i d i t y  of I1 we no te  t h a t  by t h e  r e g u l a r i t y  of 
- 
C together with  E 6 F ,  wherk E i s  t h e  cons tan t  of Def in i t i on  2.2.1,  
m 
n 
the veceors n,(x), i = 8, . . . , q  and. hence also N (x) n.(x>, i - I,..*,q 
i 4 1 
are linearly independent, Therefore, the system 
has s uaxque solution 6 = (6 , . . ., 6 F, namely (2.5.24), P r o c c r d i n p  I q 
to 111 we observe that,b.y (2,5,4.E) and the continuity of a l l  dt?riv;- 
t?-he;e ic. is independent of x E C Hence., from (2.5,25) and $2-5 28) I C "  
- 
it: follows that a is well-,defined and positive and that 
.; is well.-defineC, Otherwise, z (x) $ 0 and hence also 7 $:E. ( x . )  3 ,  
J.4 1 1  i-1 
l\:oreover, f P  t r ) P t ( x ) ?  > 0 together with (2,5,25) implies that 
- 7 ,") 11 P ,? ( i < ) f i a  L P,: r! (XI 1 f 0 2 thus s is again well-def ined. 
h <.-., ."L :. 
> -.& 
-. 
3 E  is i.mportant to note that steps 11 and If1 are not deper~dtw..~: 
on ou r  parr icuLar  choice o f  p in I In other words, these steps 
- 
remain hell-defined as long as same direction p is chosen for 13k kc?. 
f "js)Pe(>:)p > 0 ard same apprnpr ia i -e  index % is used which need 33- 
5?. equal to R, Qx, E) , bye s h a l l  present below several examples 9f. S L ~ C R  
L 
el-.c>ii;es of .;1. and I*. 
We n o t e  f u r t h e r  t h a t  t h e  procedure def ined  he re  may s t o p  a t  
a cond i t i ona l  c r i t i c a l  po in t  of f  on C which has  a t  l e a s t  one 
pos:i,tive m u l t i p l i e r .  This  corresponds t o  t h e  well-known p o s s i b i l i t y  
i n  the. unconstrained case  t h a t  a  minimization procedure s t o p s  a t  
a saddlepoin t .  We s h a l l  d i scuss  l a t e r  a  procedure f o r  moving away 
f r om  such p o i n t s  so  t h a t  u l t i m a t e l y  we s t o p  only at cond i t i ona l  
cr;tical p o i n t s  of f  on C w i th  nonpos i t ive  m u l t i p l i e r s .  
W e  r e t u r n  t o  t h e  Algorithm f o r  s and show next  t h a t  t h e r e  
tl-r d i r e c t i o n s  s have t h e  d e s i r e d  f e a s i b i l i t y  p r o p e r t i e s .  
n  1 Theorerr 2.5.2 Let f:D c R  + B and gj:D c B n  + R', j E Jo be  con- 
----- 
t i ~ ~ u o u s l y  d i f f e r e n t i a b l e  on t h e  open s e t  D and assume t h a t  C is  
r e g u l a r ,  Let C C C  be  a  compact set and x  E Co a given po in t  which 0 
1s nct a cond i t i ona l  c r i t i c a l  p o i n t  of f on C. Then t h e  v e c t o r  
s s tP"% given by t h e  Algorithm f o r  s i s  well-defined and s a t i s f i e s ,  
for ,: = P1(x9&), s E K(x,J(x,E),  f 1  (x)PL(x)p) a s  w e l l  a s  
\x/s 2 p (f' (x)PR(x)p) f o r  some F-function p0. 3." 0 
"roof .  Since x E C is  no t  a  cond i t i ona l  c r i t i c a l  p o i n t  of f 
--- 0 
cn C, we f i n d  t h a t  E is  well-defined and p o s i t i v e ,  and t h a t  
F 7 ( x ) P 2 ( x ) p  > Q 9  R = \ (x ,E) .  Thus, by our  previous d i scuss ion  of t h e  
steps I1 and 111 we s e e  t h a t  a l s o  s i s  well-defined. 
1 
rrom (2.5.25) it fol lows t h a t  a S 7 ( f '  ( X ) P ~ ( X ) ~ ) " ~ .  Thus, 
>sing (2,5.11) ,  (2.5.24) and t h e  uniform boundedness of f f  on Co 
we cb tain 11 -& K~ and 
where K 2 "3 € ( 0 , ~ )  are independent of x E Co. Together with 
(2.5,25) and fV(x)PR(x)p > 0 t h i s  l e a d s  t o  
that is, F"X)S 2 11 B) (f1(x)P R (x1-y) > 0 with t h e  F-function p O ( t )  = ~ I C  t, 
3 
Piow using (2.5.5) and (2.5.27) we have 
Suppose that R = q-4; then i t  f o l l o w s  f r o m  (2.5.19) t h a t  r (x) > C and 4 
nence from (2.5.5) and ( 2 - 5 . 2 2 )  t h a t  
Therefore,  by (2,5,23)  and (2,5,29) 
N %&ere p (t) = r;li(t);. ( t ) ,  j E J (x,&) a r e  d e a r l y  i so tone  F- 
j J 
- 
func t ions  wi th  IJ . (0) = (0) = 0. I n  add i t i on ,  we have 
J 
and hence a l t o g e t h e r  s E K(x, J ( x , ~ ) ,  f ' (x)PR ( x ) ~ )  . 
Note t h a t  wi th  t h e  h e l p  of (2.5.6) we can w r i t e  t h e  conclusions 
of t h t s  theorem a l s o  i n  t h e  form 
T 
Kote f u r t h e r  t h a t  we used p = f ' ( x )  only t o  ensure t h a t  
f ' x ) P 2  (X)IP > 0 and t h a t  s i s  well-defined; i n  add i t i on ,  we needed 
the es t ima te  11 p]l S K~ wi th  some f i x e d  cons tan t  K & (0,m) independent 2 
of u E i: Simi l a r ly ,  t h e  p r o p e r t i e s  of = R1(x,&) def ined  i n  0 - 
(2,5,19) were needed only t o  ob ta in  (2.5.30) i n  t h e  case  R = q-1. 
Ccnsequently, Theorem 2.5.2 w i l l  remain v a l i d  f o r  any uniformly bounded 
choice of p which s a t i s f i e s  f ' ( x ) P  (x)p > 0 and produces a weil-  R 
defined r ; ,  and f o r  any d e f i n i t i o n  of R which ensures  t h a t  (2.5.30) 
In orde r  t o  d i scuss  a p a r t i c u l a r  g e n e r a l i z a t i o n  of our choice 
or' p we present  f i r s t  a lemma given by Ortega and Rheinboldt [1970; 
n Leragiia 2 - 5 - 3  Let Do c D C R  be any compact subse t  of D and 
- 
n A:%-)' L ( R  ) any continuous mapping such t h a t  A ( x )  is  p o s i t i v e  d e f i n i t e  
for each x E  D Then t h e r e  e x i s t  cons tan ts  0 < q 6 n2 such t h a t  0 ' 1 
Proof .  E v i d e n t l y ,  A(x)-' e x i s t s  and i s  p o s i t i v e  d e f i n i t e  
f o r  a l l  x E Co,and by t h e  c o n t i n u i t y  of A on the compact set i 0 
t h e r e  c l e a r l y  e x i s t  c o n s t a n t s  0 < q1 $ n 2 such  t h a t  
Hence, by the Cauchy-Schwarz i n e q u a l i t y  
and 
S i m i l a r l y ,  
A 
so tha t  with h = ~(x) - ' h  w e  see t h a t  
We r e t u r n  t o  our  intended g e n e r a l i z a t i o n  of t h e  c h o i c e  o f  2 b  
For  t h i s  we r e p l a c e  s t e p  I i n  t h e  Algorithm f o r  s by t h e  fohlo~hi- 1 
i n g  s t e p  I A s  before, C0 C C  is a compact s u b s e t  of t h e  regular 2 "  
s e t  C ,  
I?. Let  A:CO + L ( R ~ )  b e  a continuous mapping such t h a t  A(x) 
- 
is  p o s i t i v e  d e f i n i t e  f o r  each x € Co and 0 < Tll G ?I2 
t h e  cons t an t s  of Lemrna 2.5.3. Let  x E C be  given and 0 
choose E by t h e  Algorithm f o r  E. Define t h e  in t ege r -  
valued mapping R 2 ,  with q = I J (x, E)  / , by 
Lq, otherwise.  
T ( i )  If JJP (x) f ' (x) ]I = 0, q = I J (x, E) I , then  t h e  process  
q 
i s  terminated. 
( i i )  Otherwise s e t  p = A ( X ) - ~ P ~ ( X ) ~ ' ( X ) ~ ,  = g 2 ( x , ~ ) .  
The next  theorem shows t h a t  t h e  Algorithm f o r  s wi th  I2 
replacing Il produces a well-defined vec to r  s E and t h a t  s 
satisfies a r e l a t i o n  similar t o  (2.5.31).  
n 1 n 1 Theorem 2.5 .4  Let f:D C R  -+ R and g.:D c R  -t R , j E J be  continuous- 
-- J 0 
3.y d i f f e r e n t i a b l e  on t h e  open s e t  D and assume t h a t  C (= C is  a 0 
campact subse t  of t h e  r egu la r  c o n s t r a i n t  set C. Suppose t h a t  x E C 0 
is rot a cond i t i ona l  c r i t i c a l  po in t  of f  on C and l e t  s E R~ be 
ckosen by t h e  Algorithm f o r  s wi th  5 replaced by 12. Then s 
i s  well-,defined and, wi th  g = J?, (x,  E) , 2 
Proof.  Since x E Co i s  not  a  cond i t i ona l  c r i t i c a l  po in t  of 
f  on C w e  s e e  aga in  t h a t  E i s  well-defined and p o s i t i v e  and 
T 
t h a t  I I P  (x )Et (x)  11 > 0, q = IJ(x,E)I.  Hence, by (2.5.10) and t h e  
q 
p o s i t i v e  d e f i n i t e n e s s  of A(x)-' we s e e  t h a t  
T T T 
f t ( x ) P , ( x ) p  ,w = ( ~ ~ ( x ) f ' ( x )  ) A ( x ) - ' ~ ~ ( x ) f ' ( x )  > 0, ,Q,= !? 2 ( x , ~ )  
and therefore t h a t  s i s  well-defined. 
F o r  the proof of (2.5,35) w e  f i rs t  show t h a t  
s F K(x3J(xr~),fv(x)PQ(x)p). A s  in Theorem 2.5.2 i t  fol lows tha t  
If Q = q-1, then  r (x) > O and, us ing  (2-5.22) and (2.5.32) w i t h  
=! 
h = P (x)n (x j  w e  have 
q-9 s 
Therefore,  
azd hence (2.5.30) holds.  Thus, a s  i n  Theorem 2.5 .2  
Now using (2.5.32) wi th  h = Pk(x ) f ' ( x )T  we s e e  t h a t  
and hence, by t h e  i s o t o n i c i t y  of pO, yj , j E J: t h a t  
g : (XI s 3 pj ((f (x)pL(x) P)  3 
Another choice of t h e  v e c t o r  p is  given by t h e  well-knokm 
Ga~ss-Southwell  a lgori thm. For t h i s  w e  r ep l ace  s t e p  I 1 of t h e  Algo- 
riizhn f o r  s wi th  t h e  fol lowing procedure. 
1 Let  x E C be  given and choose E by t h e  Algorithm f o r  E. 3"  0 
Define t h e  integer-valued mapping R3 by 
T (x)  f ' (x) 11 = O, q = J(X,E) 1 , t h e n  t h e  
p rocedure  i s  t e r m i n a t e d .  
( i i )  Otherwise ,  choose p as t h e  c o o r d i n a t e  d i r e c t i o n  
i 
+e , 1 f i 6 n  such  t h a t  
i i 
p = sgn ( f B ( x ) P  R ( x ) e  ) e  . 
W e  show n e x t  that h e r e  t o o  t h e  Algss i tbm f o r  s w i t h  I 3 r e p l a c i n g  
1 produces  a wel l -de f ined  v e c t o r  s E Itn and t h a t  a g a i n  s sat is-  h 
f i e s  a r e l a t i o n  similar t o  (2.5.31). 
l 1 Theorem 2.5.5 L e t  f:D C R ~ - + R  and g :D ~ R ~ - * R  , j E JO be cor- j 
r i n u o u s l y  d i f f e r e n t i a b l e  on the open s e t  D and assme t h a t  C 0 C C  
i s  a compact s u b s e t  of the r e g u l a r  c o n s t r a i n t  set C. Suppose t h a t  
x E C i s  n o t  a c o n d i t i o n a l  c r i t i c a l  p o i n t  sf  f on C and bet 0 
n  
s R b e  chosen by the  Blgorit 'nm f o r  s w i t h  I1 r e p l a c e d  '3jr -3 
Then s is  wel l -de f ined  and, with = k 3 ( x , ~ ) ,  
P roof .  As b e f o r e ,  t h e  f a c t  t h a t  x  i s  n o t  a  c o n d i t i o n a l  
c r i t i c a l  p o i n t  of f on C i m p l i e s  t h a t  E > 0 and 11 P (x)  f ' (xlT I! , 2 
q = I Y (x, F) 1 .  S i n c e  92.5,37) i s  e q u i v a l e n t  t o  
we r e a d i l y  s e e  t h a t  
and hence t h a t  s i s  well-defined by (2.5.26).  
The proof of (2.5.38) is  ev ident  s i n c e ,  a s  i n  Theorem 2.5.2, 
aizd hence 
N 
which, t oge the r  wi th  (2.5.39) and t h e  i s o t o n i c i t y  of p ,p., j E J O ,  
O J  
ylelds (2 .5 .38) .  
We c l o s e  t h i s  s e c t i o n  by i n d i c a t i n g  how one might proceed i f  
any of the procedures discussed i n  t h i s  s e c t i o n  te rmina tes  a t  a  
conditional c r i t i c a l  po in t  of f  on C w i th  a t  l e a s t  one p o s i t i v e  
I .  Suppose t h a t  x E C s a t i s f i e s  
Then it fol lows from Theorem 2.4 .6  t h a t  a ( x , J ( x , O ) )  > 0 where a is  
defined by (2.4.3).  Hence t h e  Zoutendijk algori thm (2.4.8) i s  well-  
defined arid we nay choose a v e c t o r  
w i t h  E > 0 g i v e n  by ( 2 , 4 . 7 ) .  C l e a r l y  t h e n ,  we o b t a i n  
This mearks t h a t  s i s  f e a s i b l e  and t h a t  one can t a k e  a  s t e p  i n  the 
d i r e c t i o n  of -s and obrain a reduced v a l u e  of f on C. Hence, 
i f  t he re  are o n l y  f i n i t e l y  many c o n d i t i o n a l  c r i t i c a l  p o i n t s  i n  a 
compact s u b s e t  C c";p t h e n  f ~ r  minimizfi t ian methods i n  which t h e  0 
i t e r a t e s  a re  of t h e  form ( ? , 2 , 6 / 7 )  and remain i n  C o p  we need only 
app ly  t he  above procedure  a t  most f i n i t e l y  many t i m e s ,  
2 .6  - Comrergerzce Theorems 
112 t h i s  s e c t i o n  we combine t h e  r e s u l t s  of t h e  p reced ing  see- 
t i o n s  i n t o  complete convergence p r o o f s  f o r  i t e r a t i v e  methods of the 
f errn 
f o r  ~ 0 1 v i n g  the  c o n s t r a i n e d  min imiza t ion  problem, S e v e r a l  new 
methods can be  g e n e r a t e d  i n  t h i s  way, and as c o r o l l a r i e s  of t h e  
bas i c  theorems we a l s o  o b t a i n  r e s u l t s  about  v a r i a n t s  of t h e  Zouten- 
d i j k  [I9601 method of f e a s i b l e  d i r e c t i o n s  a s  w e l l  as t h e  Rosen 
[I9601 g r a d i e n t  p r o j e c t i o n  method f o r  L inear  c o n s t r a i n t s .  
Before  p r e s e n t i n g  t h e  convergence r e s u l t s  we need a lema 
which a l l o w s  us  t o  conclude t h a t  l i m i t  p o i n t s  of t h e  sequence {2,6,1) 
are indeed cond i t i ona l  c r i t i c a l  p o i n t s  of f  on C.  
I 1 
~ e m a  2 .6 .1  - Let  f:D c R n  -+ R and g  :D c R n  -+ R , j E JO, be j 
con"snuously d i f f e r e n t i a b l e  on t h e  open s e t  D and assume t h a t  
k  the  c o n s t r a i n t  s e t  C i s  r egu la r .  Let (x ) c C  be any convergent 0 
sequence with l i m  xk = x* i n  a  compact subse t  C c C. Furthermore, 
k- 0 
l e t  ( E  ). be  a  given sequence of p o s i t i v e  numbers such t h a t  k 
k k  k l lril c = 0 and suppose t h a t  t h e  sequence {(I P&(X ) f  ' (X )I, & = k2 (X , E ~ )  1 
jII2.-C k 
i s  p s i t i v e  and s a t i s f i e s  
Then, 
Proof.  We f i r s t  no t e  t h a t  R a l s o  depends d i r e c t l y  on k  
-- 
but that we have repressed t h i s  dependence t o  keep t h e  n o t a t i o n  l e s s  
cum3essome. The r e g u l a r i t y  of C ensures  t h a t  t h e r e  i s  an open 
neighborhood V(x*)  of X* E CO such t h a t  
rank N (x) = q, q = I J ( x , E ) ] ,  vx E V(x*)  C ,  E i n  LO,;] 
4 
- 
.,here E i s  t h e  quan t i t y  of Def in i t i on  2.2.1; then  xk : V(X*) f l  C 
f c r  all s u f f i c i e n t l y  l a r g e  k 2 0 .  A s  i n  Lemma 2.4.9, l i m  & = 0 
k- k 
i n p l i e s  chat  t h e  sequence { ~ ( x ~ ,  E,-) 1 has a l i m i t  s e t  J* c J ( x * , O )  
"k k k i 
and w e  may choose a  subsequence {x i~ {x 1 such t h a t  x E V(x*)  f l  C 
I 
and J (x 
"k2 ) = J* f o r  a l l  i. Furthermore, i t  fol lows from 
k i ( 2 , 5 , 3 4 )  t h a t  a t  each x we have e i t h e r  J!, = q* = 134 
o r  fi = qk-l. Hence a t  l e a s t  one va lue  A* a r i s e s  i n f i n i t e l y  
k. 
o f t e n  and t h e  subsequence {x '1 can be  r e f i n e d  such t h a t  = ht 
R* 
is  f ixed  f o r  a l l  i 5 0. C lea r ly  NR, ( *  ) :V (x*) fl C + L(R $R") 
and t h e  r e l a t e d  opera tor  PQ, (' ) :V(x*) f l  C + L ( R * , R ~ )  a r e  
well-defined and continuous. Therefore,  we have 
T33w J* J (x* ,O) impl ies  t h a t  Q* C q* C q = / J (x*, 0) ( and hence, 
by (2.5,10), t h a t  
T 
If RJc = q*-b g q-P, then  ev iden t ly  a l s o  [IP (x*) f ' (x*) (8 = 8 and, 
q- l 
us ing  (2 .5 .5 )  and (2 ,5 .22 )  wi th  x = x* we s e e  t h a t  
Consequently, froan ( 2 , 5 , P 2 )  and (2,5,18) i t  fol lows indeed t h a t  
On the o t h e r  l-sarid, if fi* = q* then  by ( 2 .5 .34 )  and (2 .5 .33 )  w i t h  
ki h = P  (x ) f v ( x  ki)' we ob ta in  
4% 
But r ( ' 3  is continuous on V(x*) fl C by t h e  same reasoning as 
4% 0 
us-ed f o r  P ( e ) ,  and hence (2.5.12) t o g e t h e r  w i t h  (2.6.2) i m p l i e s  t h a t  
q* 
T 
Now, i t  f o l l o w s  from (2 .6 .3) ,  (2.5.7) w i t h  y  = f'(x9:) as w e l l  as 
(2,5,13) t h a t  
and herice from t h e  l i n e a r  independence of n . (x*) ,  i = 1, . . . , q  
1 
t ha t  
r .  (x*) = 0, i = q*+l,. . . , q ,  qlk < q *  
1 
63nsequen t ly , (2 .6 .4 )  h o l d s  and t h e  proof is  complete .  
W e  n o t e  t h a t  i f  k  = kl ( *  , * ) , t h e n  (2.6.5) is  s a t i s f i e d  f o r  
= 1 and hence Lemma 2 . 6 . 1  i s  a l s o  v a l i d  f o r  i n  p l a c e  
of e2.  However, i n  t h e  c a s e  of = Q3( ' . ' )  we can o n l y  show t h a t  
j % , S ,  3 )  h o l d s ,  s i n c e  t h e  proof of r (x*)  0 f a i l s .  
A s  a d i r e c t  consequence of Lemma 2.6 .1  and Theorem 2.5.1 we 
qbta-in a r e s u l t  which i s  e q u i v a l e n t  t o  Lemma 2.2 .6  and which we 
state as a s e p a r a t e  c o r o l l a r y .  
Corollary 2.6.2 L e t  f:D c R n +  and g  :D c R n +  R1, ; E JO b e  
- - j 
con t inuous ly  d i f f e r e n t i a b l e  on a compact s u b s e t  Co of t h e  r e g u l a r  
k 
c o n s t r a i n t  set C and suppose t h a t  Ix c C  i s  any sequence which 0 
sat isf ies 
(2 ,6 .6 )  k T l i m  (xk) f '  (x ) 11 = 0 
k-M3 4k 
k 
where q = / J  1 ,  k X 0 f o r  some s p e c i f i c  sequence of index sets k 
{J~} c Jo. Then t h e  s e t  
s f  cond i t i ona l  c r i t i c a l  p o i n t s  of f on C i s  not  empty arid 
In particular, i f  3\coasists o f  a  s i n g l e  po in t  x*, then 
Note t h a t  i f  G!' i s  f i n i t e  and l i m  {/xk-xk'lll = 0 ,  then 
k- 
( 2 , 6 , 7 )  ho lds ,  
Ke begin our d i scuss ion  of convergence r e s u l t s  under t h e  
fol lowing assumptions which w i l l  remain the same without  further 
mention f o r  t he  remainder of t h e  s e c t i o n ,  
n 1 The i ~ n c t i o n a l s  f : D  c R  + BI and g :D c R" +- R , j E J j 0" 
a r e  cont inuously d i f f e r e n t i a b l e  on t h e  open convex s e t  D and the 
8) 
c o n s t r a i n t  s e t  C i s  r egu la r  and admiss ib le ,  Moreover, x i s  
any poin t  i n  C such that LO n C i s  compact and t h a t  t h e  set 
i s  f i n i t e ,  
We cons ider  t h e  follow-ing genera l  c l a s s  of d i r e c t i o n s  is: 
f o r  which 
implies (2 .6 .6) .  
k  
Definition 2.6 .3  L e t  {x } c C  b e  a  g i v e n  sequence and [ck} t h e  
associated sequence determined by t h e  Algor i thm f o r  E ( S e c t i o n  2 .5 ) .  
k  n k  k  k  T Then a sequence 1s c R  , w i t h  sk E K(x ,J(xk9&,), ~ I P  (x ) f l ( x  ) !), 
4k 
48 = 1 J (xk,Ek) I Lor each k  0 i s  p r o j e c t e d - g r a d i e n t - r e l a t e d  t o  {xk} 
if there e x i s t s  a n  F-funct ion PO such  t h a t  
W e  n o t e  t h a t  i f  no c o n s t r a i n t s  a r e  p r e s e n t  t h e n  D e f i n i t i o n  2.6.3 
reduces t o  c o n d i t i o n  (2.1.14) which is  p r e c i s e l y  t h e  E l k i n  [I9681 
d e f t n i t i o n  of g r a d i e n t - r e l a t e d  sequences .  
The r e s u l t s  o f  S e c t i o n  2.5 p r o v i d e  u s  w i t h  s e v e r a l  examples of 
k  p r o j e c t e d - g r a d i e n t - r e l a t e d  d i r e c t i o n s .  L e t  {x c C b e  any sequence 0 
sn a compact s u b s e t  C0 of t h e  r e g u l a r  c o n s t r a i n t  set C and 
k  k  T 
sjppose t h a t  ~ I P  (x  ) f l ( x  ) 11 > 0, qk = I . J ( x ~ , E ~ ) J  f o r  a l l  k  2 0 
qk 
where E i s  determined by t h e  Algorithm f o r  E .  Then t h e  sequence k 
s genera ted  by t h e  Algorithm f o r  s i s  p r o j e c t e d - g r a d i e n t -  
related to x k  i f  @ 
k k  (iii) pk i s  chosen by (2.5.37),  I = 13(x , E  ), k = 0 , 1 , .  . . . 
I n  (ii) A i s  a s s m e d  t o  s a t i s f y  t h e  c o n d i t i o n s  of s t e p  I, L of khe 
Algorithm f o r  s. I n  p a r t i c u l a r p  i f  f i s  un i fo rmly  convex and 
t w i c e  c o n t i n u o u s l y  d i f f e r e n t i a b l e ,  t h e n  w e  may t a k e  A = f ' \  The 
v a l i d i t y  of t h e s e  examples f o l l o w s  d i r e c t l y  from (2 .5 .31) ,  
( 2 , 5 . 3 5 ) ,  and (2 ,5%38) ,  r e s p e c t i v e l y ,  by n o t i n g  t h a t ,  because  of 
N (2 ,5 .10)  and t h e  i s o t o n i c i t y  of p y j E JO, t h e s e  r e l a t i o n s  o 9  j 3  
hold  w i t h  q r e p l a c i n g  Q, 
W e  norhT tturn t o  some complete convergence theorems. The 
f i r s t  r e s u l t  p r o v i d e s  f o r  t h e  convergence of p r o j e c t e d - g r a d i e n t -  
related methods in g e n e r z l ,  
k Theorem 2 , 6 , 4  Consider  t h e  i t e r a t i o n  ( 2 , 6 , 1 )  where a t  x  , 
- 
k n  
"k i s  chosen b y  t h e  ASgorit lm f o r  E, s E R i s  any d i r e c t i ~ n  
v e c t o r  such t h a t ,  w i t h  w and T o b t a i n e d  from any of t h e  s t ep -  k k 
l e n g t h  a l g o r i t h m s  d e s c r i b e d  by Theorems 2 - 3 . 4  through 2 .3 .7 ,  w e  
0 have t h a t  xkC' E L n C and (2.3.1) h o l d s  w i t h  E = E and k 
k k 
a = J / P  f x  ) f ' ( ~ ~ ) ~ / j >  qk = /J(X , ~ ~ ) l .  Then, i f  t h e  sequence ish! 
qk k 
i s  p r o j e c t e d - g r a d i e n t - r e l a t e d  t o  {x and c o n s i s t s  of on ly  one 
k p o i n t  x*, it f o l l o w s  that l i r n  x = x*. 
k k- k Proof .  Since { s  1 i s  p r o j e c t e d - g r a d i e n t - r e l a t e d  t o  {x 1 ,  w e  
k ., k k k T k 
sea t h a t  sk E K(x , J ,x  ,E~)' I / P  (X ) f V ( x  ) 1))  qk = I J ( X  an2 
9k 
t h a t  (2,6*9) h o l d s ,  and hence,  by (2.3.1) t h a t  
with some given F- func t ion  @ of t h r e e  v a r i a b l e s  dependent on ly  o:? 
C and the s t e p l e n g t h  a lgor i thm.  There fore ,  by Lema 2.1 .2 ,  e i t h e r  
k  k  T  3y c o n s t r u c t i o n  we have l i m  E = 0 i f  and o n l y  i f  l i m  f l  P ( x  ) f  ' ( x  ) 11 = 0  
k- k  Icw qk 
while (2 .6 .9)  shows t h a t  l i m  f  ' (xk) sk = 0 i m p l i e s  t h a t  
k  T k- i i m  / I  P ( x k )  (x  ) 1 = 0 Hence i n  any c a s e  (2 .6 .6)  h o l d s  and,  by 
4k 
k  C o r o l l a r y  2 .6 .2 ,  l i m  x = x*. 
9 0 0 Note t h a t  i f  L is  r e p l a c e d  by L ( f  ( x  ) ) and i f  L ( f  ( x  ) ) 0 C is 
k  0  
c m p a c t ,  and { x  1 c L ( f ( x  ) )  fl C ,  t h e n  t h e  G o l d s t e i n  and Golds te in -  
A ~ r r i i j o  s t e p l e n g t h  a l g o r i t h m s  (Theorems 2.3.9 and 2.3.10) a l s o  app ly .  
0q t he  b a s i s  of Theorem 2.6.4 we now g i v e  more c o n c r e t e  examples. 
k  
Theorem 2.6.5 Consider  t h e  i t e r a t i o n  (2.6.1) where a t  x  , E i s  
- k  
chosen by t h e  Algor i thm f o r  E and sk E Itn is  o b t a i n e d  by t h e  
. A . l g o r i t h  f o r  s c o n s i s t i n g  of t h e  s t e p s  I I1 and I11 1 ' 
k k  (p = f Q ( x k ) T 9  !L = Ql(x , c k ) ) .  Moreover, l e t w k -  1 and T b e  k  
O k  
chosen by (2 .3 .7)  (minimizat ion on L ( f ( x  ) )  Ij C). Then t h e  i t e r a t e s  
2 are wel l -de f ined ,  excep t  at c o n d i t i o n a l  c r i t i c a l  p o i n t s  of 
0 f on 6 ,  remain i n  L f l  C and a r e  s t r o n g l y  downward; and,  i f  f  
0 
i s  a l s o  h e m i v a r i a t e  on L f l  C ,  t h e n  l i m  xk = x* w i t h  x* E Q. 
0 k  k- Proof .  Suppose t h a t  x ,..., x  , k  > 0 are a l r e a d y  wel l -de f ined ,  
itc in Lo n C ,  and s a t i s f y  2  3 11) w i t h  w = 1, as w e l l  as 
k-1 T  k-1 ( 2 , 3 . : . ) w i t h ~ = ~  k-1 a n d o = I I ~  x k x  ) I l , q k - l = \ ~ ( x  ,Ek-l)\ .  
k k  T  qk-1 Ii (x ) f ' ( x  ) 11 = 0, q  = J J ( X ~ , E ~ ) I ,  t h e n  t h e  Algorithm f o r  E shows 
YT.. k  
K 
that r = 0  and hence t h a t  xk E Q. Otherwise ,  by Theorem 2.5 .2 ,  s k  
-k 
k  k  k  T  k  i s  v e l l - d e f i n e d  a t  x  , / ~ P ~ ( X  ) f l ( x  ) 11 > 0,  ! L =  !L (x ,Ek) and (2.5.31) 1 
ho lds  us. I n  p a r t i c u l a r ,  (225.31) i m p l i e s  t h a t  f  ' (xk) sk > 0 and, t o g e t h e r  
w i t h  Theorem 2.3 .5 ,  t h a t  x  k+' E 0 C ,  and s a t i s f i e s  (2.3.11) w i t h  
k k TI I T P  k 
o = l , a s  w e l l  as (2.3.1) w i t h  E = E and o = / P  (x ) f 1 < x  ) 1I7qk=!- \x >i ) 1 .  k 41 - k 
k 
T h e r e f o r e ,  by i n d u c t i o n ,  e i t h e r  t h e  e n t i r e  sequence {x ) h a s  these 
p r o p e r t i e s  and,  by (2.3.l3.), is  s t r o n g l y  dotmward, o r ,  f o r  same 
i T i i 
i 2 0, //P ( x i ) f ' ( x )  # = 0, qi = I J ( X  , o ) /  and x  E R. I n  the 91,. 
l a t t e r  c a s e  w e  are done; o t h e r w i s e ,  (2 .5 ,31)  i m p l i e s  t h a t  the seqneace 
Ec, k { s  i i s  p r o j e c t e d - g r a d i e n t - r e l a t e d  t o  {x and, by ( 2 - 3 . 1 )  t h a t  
( 2 , 6 , 2 0 )  PloEds, T h e r e f o r e ,  as i n  Theorem 2.6.4 we s e e  that 
(2.6.6) holds and,  s i n c e  f is  h e m i v a r i a t e  on LO fl C, Lemma 2.1.5 
k W l  
shoks chat him llx -x 1 = 0, Consequent ly ,  s i n c e  t h e  c o n d i t i o c a l  
Ec- 0 
c r i t i c a l  poincs of f on C in L 0 C are  i s o l a t e d ,  C o r c l l a r y  2-6-2 
k 
ensures that l i m  x = x* with x* E a. 
k-p.Ca 
Note  that with t h e  h e l p  of t h e  p rocedure  d e s c r i b e d  a t  thz end 
of Section 2,5 we can always move away from c o n d i t i o n a l  c r i t i c a l  
;oii i ta of f on C in LO n C which have a t  least one p o s i t i v e  
k 
n ~ u l r i p l i e r ,  Hence, s i n c e  we used R = Rl(x , E ~ )  i n  Theorem 2-6.5 
and there are only finitely many c o n d i t i o n a l  c r i t i c a l  p o i n t s  QE f 
on C in LO n C, it  f o l l o w s  from L e m a  2 . 6 . 1  t h a t  we can always 
k 
assure the convergence of Cx 1 t o  a c o n d i t i o n a l  c r i t i c a l  p o i n t  of f 
on @ with n o n p o s i t i v e  m u l t i p l i e r s ,  t h a t  i s ,  t o  a p o i n t  which 
s a t i s f i e s  the necessary c o n d i t i o n  f o r  a  minimum of f  on C, 
Again ,  any 0 2  the  s t e p l e n g t h  a l g o r i t h m s  of S e c t i o n  2 , 3  can b e  used 
i n  c o n j u n c t i o n  w i t h  Theorem 2 - 6 . 5  provided t h e  a p p r o p r i a t e  assump- 
t i o n s  are made about  f . 
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The proof of Rosen's [I9601 g rad ien t  p r o j e c t i o n  method f o r  
Linear c o n s t r a i n t s  i s  now a d i r e c t  consequence of Theorem 2.6.5. 
1 iadeed,  i f  g  :D c R n  -+ R , j E J a r e  l i n e a r  f u n c t i o n a l s ,  then  j  o 
the v e c t o r  z (x)  of (2.5.23) i s  i d e n t i c a l l y  ze ro  on C.  Hence, 
iz fol lows e a s i l y  t h a t  f o r  any xk, which i s  not  a  cond i t i ona l  
c ~ i t i c s l  po in t  of f  on C, we have 
a ~ d  this i s  p r e c i s e l y  t h e  d i r e c t i o n  choice of Rosen [1960]. 
The next  theorem i l l u s t r a t e s  some o the r  r e s u l t s  of Sec t ions  
2-5 and 2.5, and, more s p e c i f i c a l l y ,  i t  combines t h e  Gauss-Southwell 
directions with  t h e  Curry-Altman s t ep l eng th  algori thm. 
k  
Theorem 2.6.6 Consider t h e  i t e r a t i o n  (2.6.1) where a t  x  , E k  
is chosen by t h e  Algorithm f o r  E and sk E Rn is  obtained by t h e  
Algorithm f o r  s cons i s t i ng  of t h e  s t e p s  I 11, and 111 3 "  
(pk i s  chosen by (2.5.37) w i th  = Q (xk, E ) )  . Moreover, l e t  w 3 k  k  
and T be given by t h e  Curry-Altman s t ep l eng th  algori thm k 
( T h e o r e m  2.3.4).  Then, t h e  i t e r a t e s  (2.6.1) a r e  well-defined 
except a t  cond i t i ona l  c r i t i c a l  p o i n t s  of f on C ,  remain i n  
0 L 0 C, and a r e  s t rong ly  downward; and, i f  f i s  a l s o  hemivariate  
0 
an L fl C ,  then l i m  xk = x* wi th  x* E n. 
k- k 4 0 Proof.  Suppose t h a t  x  ,..., x , k 2 0 a r e  a l r eady  well-defined, 
-- 
0 Lie i n  L C ,  and s a t i s f y  (2,3.11) wi th  w = w k-1 ' a s  we l l  a s  (2.3.1) 
k-1 
with i = E and o = 11 P (xk-I) f  (xkmllT 11, qk-, = / J (x , Ek-l) 1 a k-1 
k k  T 'k-1 k  
rl 1 1 ~  (x ) f l ( x  ) / /  = 0,  qk = IJ(X , E ~ ) I ,  then  t h e  Algorithm f o r  E 41, 
t'\ k 
shows t h a t  E = 0 and hence t h a t  x E a. Otherwise, by Theorem 2.5.5, k  
k k k k T 'k \ s is well-defined at x , ~ / P ~ ( X  ) f 8 ( x  / /  > 0, k =  !L3(x , E ~ ,  
ar,d 62-5-38] ho lds  In parlricular , (2 ,5 ,38)  i-mplies that 
"'oz f ' (xi'> s > 0 and, together with the proof of Theorem 2 , 3 . 4 ,  
tw1=;ai I?. 0 L L g C, a ~ r i  s r i i a f  ies (2.3.11) with ui = o as w e - ~ l  k 
k k T k 
as (2,"S.I.) w i 1 5 . j ~  F = E: and a = ( X  ) f P  (x ) 4 = I J Q ~  p~ > I .  k 4k. k Ir 
I ? >  . . inereinre; ~nduciloil, either the  entire sequence ixk)  ha,^ 
these n s - : s p e r t i e s  r -  and, by (2,3.11) is strongly do'irn\gard, or for 
i " T I  i i 
c .  . > 0 (x ) f ' (xi) j= 0, qi - I J' (x $0) / and x E 11. TFL tile 
9 
2; i,- eT IJU.; are  done; ctlierwrise (2,5,38) , t~gether w i t h  
!% 2, 
i !r: E = q = x *  ) 1 ensilrei e hat {ski is projected- 3 
aradq e ~ t - r e l a t e d  to !xkl arid, by 2 3 1) tha t  (2 .6 .10)  holds. 0 
Therefore, =he resul t  f o h l o t ~ s  as in Theorem 2.6,5, 
tYe c l j s e  frinrs sectiiori with a result which generalizes the 
darn~ed  Nevton-SQR theorex of Ste~Lernan 619691 to the constra~r~ed 
cnscae l e r e  WL shall use the Curry-one-step-Newton method as uar 
, '>, 
xi-... 1 P -  .L.-.i 2 6 7 Su,ppose that in addition tO our basic asstnmptiu~zs, 
" "" ----... 
.+r "-a": 
A I ~ ~ . ~ ~ e  cor i t in~ ious ly  differentiable and g j E 3 are quasi-- i "  o 
coi-~v ex, $!areover, assume that E u s  (x) is positive definite for all 
x 6 and L:;se $2 esntalcs only one point x*. Consider 
the i t e r ackon  (2,6,1) where ac x , E is chosen by the Algor i tkni  k 
k k - I .  k. 2: ., T 
: E:, as:d, for giver; LO c7 (0,2) , P e t  p = ii(x ) Pk(x  ) f Clr y , 
Q z A  k I:, P k k. k. 
,> , ( X  , F.. ) with  A$x := 4 ; > (D (2: ) -a (:z $ ) Here D (x ) arad 
<" k 
k 
-L(x ) denote t h e  diagonal  and s t r i c t l y  lower t r i a n g u l a r  p a r t s  of 
f" (x) r e spec t ive ly .  Suppose t h a t  sk E R~ i s  chosen by t h e  Algo- 
r i t hm for s cons i s t i ng  of t h e  s t e p s  I PI, and I11 and t h a t  2  ' 
axid uk a r e  given by (2.3.22) and (2.3.23),  r e spec t ive ly .  
K 
m inen, e i t h e r  t h e  i t e r a t e s  (2.6.1) a r e  well-defined, remain i n  
LO f i  C, and l i m  xk = x* where x* is  t h e  unique minimizer of 
k* 
i on IC, or  t h e  i t e r a t i o n  s t o p s  a f t e r  a  f i n i t e  number of 
steps a t  x*. 
Proof.  F i r s t  observe t h a t  by t h e  p o s i t i v e  d e f i n i t e n e s s  of 
-- 
f i t " ( )  f o r  a l l  x  E C it fo l lows  from t h e  convexity of C 
t h z t  t he  only cond i t i ona l  c r i t i c a l  po in t  x* of f  on C i n  
- C 
A, n C must be t h e  unique minimizer of f  on C .  Now s e t  
1 0 A ( x )  = ( ; )[D(x)-wL(x)], x  E L 0 C ;  then  A(x) + A ( x ) ~  =
2 2 ( - ) ~ ( x ) - L ( x ) - L ( x ) ~  = [ (  - )-1]D(x) + f l ' ( x ) .  Therefore,  s i n c e  
13 W 
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E (0,2) and h A (x)h = h[A(x)fA(x) ]h ,  i t  fo l lows  t h a t  A(x) 
0 
i s  p o s i t i v e  d e f i n i t e  f o r  a l l  x  i n  t h e  compact s e t  L 0 C .  
0 k  Suppose t h a t  x  ,. . . , x  , k >, 0, a r e  wel l-defined,  s a t i s f y  (2.3.1) 
k-1 T k-1 
~ i r h  E, R-2 Ek-l and o = I / P  x k  x ) 11, qk-l = / J (x , &k-l) 1 
0 q$l k T k 
and l;e i n  L n C .  I£ ( / P  (X ) f l ( x  ) I = 0, qk = IJ(X 
qk 
-hen, by t h e  Algorithm f o r  E, E~ = 0,  and by our i n i t i a l  remark 
k 
i = x*. Otherwise, by Theorem 2.5.4,  sk is  well-defined a t  
k 
x and (2.5.35) holds.  I n  p a r t i c u l a r ,  (2.5.35) impl ies  t h a t  
f ' (xk) sk > 0 and, t oge the r  wi th  t h e  proof of Theorem 2.3.7, t h a t  
24- l 
x E Lo fl C ,  and s a t i s f i e s  (2.3.1) w i th  E = Ek and 
k k T k  
3 = ) /  P (X ) f  (X ) 11, qk = I J (X , E ~ )  I . Theref o r e ,  by induct ion ,  
4k 
k 
e i t h e r  t h e  e n t i r e  sequence {x 1 has t h e s e  p r o p e r t i e s  o r ,  f o r  son12 
i TI i i h 0, ( x i ) f ' ( x  ) i = Ol qi = ]J(X~~O) 1 ,  x E LO n C which 
g "  1 i r LC 3 
means t h a t  x = x*, Otherwise ,  it follows from Q2.5,35)  t h a t  ;s i 
hi is p r o j  z c t e d - g r a d i e n t - r e l a t e d  t o  Cx 1 and, by ( 2 . 3 , l )  , t h a t  
k (2,6,40) ho lds ,  Hence, by Theorem 2,6,4, I i m  x = x*, 
"x* 
We conclude this c h a p t e r  x,~ith t h e  following observa t ion*  Ke 
have assumed throughout  t h i s  c h a p t e r  t h a t  @ was r e g u l a r .  This 
gusrari teed in essence t h a t  no d e g e n e r a c i e s  can o c c u r ,  t h a t  i s ,  c h a t  
thcze ibre cr) pc; ints  i n  C a t  whi.e:h, the normals, to s e v e r a l  con.- 
s t r a i n i n g  s u r f a c e s  a r e  l i n e a r l y  dependent. Ve only ment ion thas a 
methcd of handling such d e g e n e r a c i e s  h a s  been d i s c u s s e d  i n  Lhe 
I r i . t e ra tu re  ( s e e ,  f o r  example, Rosena EL9QOI). 
CHAPTER I11 
3,4 Coristraint Se t  Construct ion 
I n  t h i s  chapter  we apply s e v e r a l  nonl inear  programming methods 
t o  so lve  an eigenvalue problem of t h e  form 
o r  i t s  s p e c i a l  case  
n 
~ 5 t h  sjmmetric p o s i t i v e  d e f i n i t e  A E L ( R  ) . 
A s  i nd ica t ed  i n  Sec t ion  2.1,  both t h e s e  problems correspond 
La a nonl inear  programming problem of t h e  form 
( 3  a 1- 3 )  min Cf (x) lx E C} 
@ 
UiGorturaately t h i s  s e t  has  an empty i n t e r i o r  and is  not  r e g u l a r .  
Yence, be fo re  we can u t i l i z e  t h e  theory of Chapter 11, i t  w i l l  b e  
necessary t o  show t h a t  under s u i t a b l e  assumptions on g, t h e  
c tms t r a in t  s e t  can be modified i n  such a way t h a t  i t  becomes both 
r e g u l a r  and admissible ,  and, moreover, such t h a t  t h e  s o l u t i o n  of 
(3.1.3) wi th  t h e  modified set C s t i l l  so lves  (3.1.1) o r  (3 .1 ,2 ) ,  
Two such choices  of t h e  c o n s t r a i n t  s e t  w i l l  be  d iscussed  i n  t h i s  
s ec t ion .  
I n  t h e  next  s e c t i o n  we ana lyze  a minimization process  due t o  
Goldstein [I9671 which d i f f e r s  from t h e  methods d iscussed  i n  
Chapter 11, bu t  f o r  which t h e  c o n s t r a i n t  s e t  is  always a sphere  
of f i xed  r ad ius  under some e l l i p t i c  norm. For (3.1.2) we have 
a l r eady  seen t h a t  t h e  c o n s t r a i n t  s e t  (3.1.4) i s  exac t ly  of t h i s  
form. The remaining t h r e e  s e c t i o n s  of t h e  chapter  p re sen t  a com- 
p l e t e  a lgor i thm f o r  t h e  numerical computation of branches of so lu-  
t i o n s  of (3.1.1) o r  (3.1.2) ,  followed by a d i scuss ion  of our numeri- 
c a l  r e s u l t s  f o r  two s p e c i f i c  app l i ca t ions .  The f i r s t  example 
concerns a problem of nonl inear  hea t  genera t ion  i n  conducting 
s o l i d s ,  a s  analyzed by Joseph [1965], and t h e  second one a problem 
of a heavy r o t a t i n g  s t r i n g  a s  descr ibed  by Kolodner [1955]. 
We now t u r n  t o  two modi f ica t ions  of t h e  c o n s t r a i n t  s e t  (3 .1 .4 )  
which al low t h e  a p p l i c a t i o n  of t h e  techniques of Chapter I1 t o  t h e  
problem (3.1.3) .  I n  t h e  f i r s t  approach t h e  c o n s t r a i n t  s e t  i s  
changed t o  a s e t  resembling an annulus,  whi le  i n  t h e  second method 
a penal ty  func t ion  is  added t o  t h e  f u n c t i o n a l  f so  t h a t  s o l u t i o n s  
of (3.1.1) and (3.1.2) can be  obtained from (3.1.3) us ing  s e t s  C 
of t h e  form 
1 To consider  t h e  f i r s t  method, l e t  f  ,g:D c~~ + R be con- 
t i nuous ly  d i f f e r e n t i a b l e  on t h e  open convex s e t  D and choose a  
su~nber  p < 0 i n  t h e  range of g. The new c o n s t r a i n t  s e t  C is  
then s p e c i f i e d  a s  
where we assume t h a t  C s a t i s f i e s  (2.2.3). Then C is  
T 
regular  i f ,  f o r  example, g l ( x )  # 0 f o r  a l l  x E C ,  s i n c e  we may 
- 
take any number i n  (0,  - f- ) a s  t h e  E of D e f i n i t i o n  2.2.1. 
Furthermore, C i s  admiss ib le  i f  i t  i s  compact o r  i f  (2.2.11) 
holds, Under t h e s e  condi t ions ,  t oge the r  wi th  t h e  r e l evan t  assump- 
0 
tions on f and on t h e  i n i t i a l  po in t  x i n  C ,  a l l  of t h e  methods 
in Sect ions  2.412.6 and t h e i r  v a r i a t i o n s  apply t o  (3.1.3) wi th  C 
def ined  by (3.1.6).  Since t h e  a p p l i c a t i o n  of any of t h e s e  methods 
produces a  cond i t i ona l  c r i t i c a l  po in t  x* of f on C ,  i t  fol lows 
1 
tha t  w* so lves  (3.1.1) f o r  some A E R . 
I n  t h e  s p e c i a l  case  (3.1.2) we have t h e  c o n s t r a i n t  func t iona l  
with symmetric, p o s i t i v e  d e f i n i t e  A E L ( R ~ ) .  The next  r e s u l t  
concerns t h e  c o n s t r a i n t  s e t  C f o r  t h i s  case ,  
n  
'Theorern 3.1.1 Let D c R be  an open convex s e t  and g:D c R n  + R 1 
the func t iona l  of (3.1.7) wi th  a symmetric, p o s i t i v e  d e f i n i t e  ma t r ix  
5 A E L ( R ~ )  and some 5 > 0. I f  p E [- -,O), then  t h e  c o n s t r a i n t  2  
s e t  C of (3.1.6) i s  r e g u l a r  and admissible .  
Proof.  It fo l lows  from t h e  p o s i t i v e  d e f i n i t e n e s s  of A 
t h a t  0  $ C and hence from t h e  nons ingu la r i t y  of A t h a t  g ' ( x t i  
1 
= Ax # 0 f o r  a l l  x E C.  Therefore,  w i th  i n  (0,- p) we s e e  
t h a t  C is  regular .  For t h e  a d m i s s i b i l i t y  of C observe t h a t  
because of t h e  p o s i t i v e  d e f i n i t e n e s s  of A t h e  s e t  C i s  bounded, 
Hence, f o r  any x , y  E C ,  we have 
t h a t  i s ,  (2.2.11) holds  and Lemma 2.2.7 g ives  t h e  des i r ed  r e s u l t ,  
Note t h a t  i t  s u f f i c e s  t o  assume only t h e  nons ingu la r i t y  of 
A E L ( R ~ ) ,  provided t h a t  C i s  bounded, s i n c e  t h e  r e g u l a r i t y  of 
C is  then  t r i v i a l  and t h e  a d m i s s i b i l i t y  fo l lows  from (3.1.8) ,  
The use  of t h e  c o n s t r a i n t  s e t  (3.1.6) r e q u i r e s  t h a t  t h e  
i t e r a t e s  generated by t h e  minimization process  remain i n  an  
annulus-shaped domain. This  has  t h e  disadvantage t h a t  i f  a solu- 
t i o n  i s  on t h e  "opposi te  s ide" from t h e  i n i t i a l  po in t  then  the 
i t e r a t e s  cannot c ros s  over d i r e c t l y  bu t  have t o  f i n d  t h e i r  way 
t o  t h e  o t h e r  s i d e  i n s i d e  t h e  annulus-shaped s e t .  A d i f f e r e n t  
approach t o  t h e  s o l u t i o n  of (3.1.1) o r  (3.1.2) which e l imina te s  
t h i s  disadvantage, bu t  which may inc rease  t h e  occurrence of round- 
of f  e r r o r s ,  i s  t o  e l imina te  one of t he  c o n s t r a i n t s  of (3.1.6) 
by in t roducing  a  pena l ty  func t ion .  
Zangwill [I9671 showed t h a t  such penaLty func t ions  al low t h e  
t ransformation of a  convex p rog raming  problem i n t o  a  s i n g l e  un- 
constrained minimization problem. Under d i f f e r e n t  assumptions on 
the  func t iona l s  involved we s h a l l  u s e  a  s i m i l a r  approach f o r  
n  1 
so lv ing  (3.1.1) and (3.1.2).  Let  f  ,g:D c= R -+ R be continuous 
on the open convex s e t  D ,  and suppose t h a t  C i s  given by (3.1.5),  
and t h a t  f o r  some a E ( 0 , ~ )  
Now choose a  number p < 0 and a  po in t  xo E C such t h a t  
and set 
Finally, d e f i n e  t h e  func t iona l  
and consider  t h e  new minimization problem rn 
(3*1*13)  min {h (x ) lx  E C) .  
The next  r e s u l t  r e l a t e s  s o l u t i o n s  of (3.1.13) t o  those  of 
(3.1,1) and ( 3 . 1 . 2 ) .  
1 Theorem 3.1.2 Let  f,g:D c R~ -+ R be cont inuously d i f f e r e n t i a b l e  
on t h e  open convex s e t  D and, wi th  C defined by (3.1.5) ,  suppose 
t h a t  f  s a t i s f i e s  (3.1.9).  For any xo E C ,  such t h a t  (3.1.10) 
holds ,  l e t  ? be given by (3.1.11). Then t h e  func t iona l  h of  
(3.1.12) is  continuously d i f f e r e n t i a b l e  on D and 
0 0 0 L (h(x ) )  c L ( f ( x O ) ) .  Moreover, any s o l u t i o n  x* of (3.1.13) 
l i e s  i n  t h e  s e t  {x E D I P C g (x) 6 0) and so lves  (3.1.1) f o r  some 
I 
r e a l  number A E R . 
Proof.  By cons t ruc t ion  we have f o r  any x E D 
T f l ( x )  + 2{(g(x)- $ ) g ' ( x l T ,  otherwise;  
and, i n  p a r t i c u l a r ,  h i s  continuously d i f f e r e n t i a b l e  on D, 
0 0 Clear ly  (3.1.10) and (3.1.12) imply t h a t  h(x ) = f ( x  ) a s  we l l  as 
f ( x )  6 h(x)  f o r  a l l  x E D, and hence t h a t  
0 0 0 
or  x E L (f (x ) ) . By d e f i n i t i o n  L (h(x ) ) i s  t h e  connected 
0 0 0 0 
component of L(h(x ) )  containing x and t h e  curve i n  L (h(x ) )  
0 
connecting xo and x must a l s o  l i e  i n  L(f (x ) )  . Therefore,  w e  
0 0 have shown t h a t  i n  f a c t  x E L (f (x ) )  and hence, t h a t  
Suppose t h a t  x* so lves  (3.1.13) and t h a t  w i s  any o ther  p a i n t  
of C such t h a t  g(w) < P. Then i t  fol lows t h a t  
and hence by (3.1.10) and (3.1.12) t h a t  
f o r  any w f o r  which g(w) < p. Therefore,  i f  g(x*) < p ,  then 
0 5 (x*) > h(x ) 2 h(x*) which i s  a  con t r ad ic t ion .  Hence, s i n c e  
x* r C, we have p c g(x*) s 0. 
F i n a l l y ,  s i n c e  x* so lves  (3.1.13), i t  fo l lows  t h a t  x* is  
s cond i t i ona l  c r i t i c a l  po in t  of h  on C and hence t h a t  
T - 1 h '  (x*) = hg' (x*)* f o r  some h E R . Thus, by (3.1.14) we s e e  t h a t  
f' (x*lT = Ag' (x*)~ where 
- 
A, i f  g(x*) - > o 
X = 
- 
h - ~ ; ( ~ ( x * ) -  f ) ,  otherwise.  
If C i s  both r egu la r  and admiss ib le ,  we canbow apply t h e  
resuits of Chapter I1 i n  o rde r  t o  s o l v e  (3.1.13) and thereby 
o b t a i n  s o l u t i o n s  of (3.1.1) and (3.1.2).  For t h e  s p e c i a l  case  
(3.1,2), Theorem 3.1.2 immediately a p p l i e s  wi th  g defined by 
(3-1.7) and, c l e a r l y ,  t h e  c o n s t r a i n t  s e t  C of (3.1.5) is  r egu la r  
0  0 
and admissible .  I n  t h e  gepera l  case,  no te  t h a t  i f  L ( f ( x  ) )  fl C 
0 0 is  compact then so  is  L (h(x ) )  Q C and, s i n c e  t h e  cond i t i ona l  
c r i t i c a l  p o i n t s  of h on C a r e  a l s o  cond i t i ona l  c r i t i c a l  
po in t s  of f  on C ,  i t  fo l lows  t h a t  i f  t hose  belonging t o  f  
a r e  i s o l a t e d ,  then  so  a r e  t hose  belonging t o  h. However, be fo re  
applying any p a r t i c u l a r  method of Chapter I1 t o  (3.1.13),  we must 
s t i l l  a s c e r t a i n  whether c e r t a i n  p r o p e r t i e s  prev ious ly  assumed on ly  
f o r  f  may now a l s o  b e  requi red  of g due t o  i t s  presence i n  
(3.1.12).  
3.2 The Goldstein Algorithm 
I n  t h e  previous s e c t i o n  we considered two ways of choosing 
t h e  c o n s t r a i n t  s e t  so t h a t  t h e  r e s u l t s  of Chapter I1 a r e  applicab3-e, 
We now d i scuss  a method of Goldstein [I9671 which works d i r e c t l y  
wi th  spheres  as c o n s t r a i n t  s e t s  and which overcomes some of the  
d i f f i c u l t i e s  i nhe ren t  i n  t h e  techniques of Sec t ion  3.1. A t  the  
same time t h i s  method appears t o  have a considerably smal le r  
range of a p p l i c a b i l i t y .  
Let  A E: L ( R ~ )  be  symmetric and p o s i t i v e  d e f i n i t e ,  and denote 
T 
by ilxllA = (X t h e  corresponding e l l i p t i c  norm on Rn. Fo r  
ea se  of n o t a t i o n  we w i l l  p resent  t h e  r e s u l t s  of t h i s  s e c t i o n  i n  
terms of t h e  u n i t  b a l l  5 ( 0 , l )  = {y E Rn / I y  1 1 ) ;  t h e  genera l iza~: ioc  A A 
t o  a b a l l  zA(0,P) wi th  any r ad ius  P > 0 is  evident .  
Mow consider  t h e  eigenvalue problem 
and the as soc ia t ed  minimization problem 
{ 3 , 2 , 2 >  min {f (x)  lx E kA(O,l) 1. 
Then the Goldstein algori thm has t h e  b a s i c  form 
with some s u i t a b l e  choice of parameter k * We in t roduce  t h e  mapping 
Since, ev iden t ly  
T T 1/2x)2 h (x) = (Ay1I2f ' ( x ) ~ ) * A - " ~ ~  ' ( x ) ~  - ( (x) ) A Y 
it f o l l o w s  from t h e  Cauchy-Schwarz i n e q u a l i t y  t h a t  h(x)  2 0 whenever 
x i SA(O,l) and t h a t  any roo t  of t h e  equat ion 
1 
solves (3.2.1) wi th  some 1 E R . With 
this l e ads  us  t o  cons ider  e s t ima te s  of t h e  form 
involving some F-function ~ : [ 0 , " )  + 1 0 , ~ )  a s  w e l l  a s  a  s u i t a b l e  
F a r m e t e r  -r. 
Let  xo E ( 0 , l )  be  an i n i t i a l  po in t  and spec i fy  a  general  A 
s t e p  of t h e  i t e r a t i v e  algori thm a s  fol lows:  
0 B A t  t h e  i t e r a t e  x  E L ( f ( x  ) )  f l  SA(O,l) ,  s e t  = 0 i f  h(x)  - 0, 
and otherwise,  l e t  a E [O,m) be t h e  sma l l e s t  number which s a t i s f i e s  
wi th  f i xed  numbers 0  < C1 C C2 < 1. Then t h e  next  i t e r a t e  x(?) i s  
given by (3.2.4) wi th  
r = min {0!,(311~-~£' ( x ) ~ / I ~ ) - ' } .  
For t h e  case  A = I,  a  convergence theorem f o r  t h i s  algoritbrn 
was s t a t e d  by Goldstein [1967]. Unfortunately,  h i s  proof appears 
t o  be incomplete,  and we provide next  a  cor rec ted  convergence result 
A s  a f i r s t  s t e p ,  t h e  fol lowing theorem e s t a b l i s h e s  t h e  v a l i d i t y  of 
t h e  b a s i c  i n e q u a l i t y  (3.2.5).  
Theorem 3 .2 .1  Assume t h a t  f  :R" + RI i s  cont inuously d i f f e r e n t i a b l e  
0  
and f o r  any x  E L ( f ( x  ) )  f l  SA(O,l) ,  l e t  T be given by (3.2.7)"  
4 
Then X(T)  given by (3.2.4) s a t i s f i e s  X(T)  E L ( f ( x ) )  fl SA(O,l) and 
moreover (3.2.5) ho lds  wi th  some F-function p independent of x 
and T. 
Proof.  I f  h (x)  = 0,  then T = 0 and t h e  r e s u l t  i s  t r i v i a l ,  
Therefore assume t h a t  h(x)  > 0. Then, wi th  t h e  abb rev ia t ions  
v = f l ( x ) x  and 
i t  follows t h a t  
T T 2  1 - / / x -TA-~£ '  (x) ])A = 1 - [ 1 - 2 ~ ? + ~ 1 1 A - ~ f  ' (x) [IA] 
acd hence t h a t  
(3.2,10) 2 T 1 1-6(T))] ~~x-TA-'£' (x) 11; . = r[h(x)+v (1-B(T))-v( 
Now, by (3.2.7),  ue obta in  t h a t  
2 -1 T -1 T - 1 T 4 
- 3 1 - T f '  (x) PA ~ I ~ X - T A  f '  (XI )h r 1 + T ~ I A  f l ( x )  jlA r i 
1 
X ~ U ~  since V T  S - , t h a t  3 
-3s 
Therefore, expanding B(T) a s  an a l t e r n a t i n g  s e r i e s  we see  t h a t  
and, us ing  (3.2.10), t h a t  
Consider  t h e  f u n c t i o n a l  
S i n c e  h ( x )  > 0, i t  f o l l o w s  from t h e  c o n t i n u i t y  of £ ' t o g e t h e r  wit11 
- 1 T (3 .2 .12)  t h a t  $ is  con t inuous  on ( 0 ,  (311 A f  ' (x) ~ ( ~ ) - l ] .  Thus. an 
a p p l i c a t i o n  of L v H o s p i t a l P s  r u l e  shows t h a t  l i m  $(<) = 1 and hence 
T 5:' 
t h a t  $ i s  con t inuous  on [ O ,  (311 A - I f P  (x) /IA) 1. I f  
r = a C (311 A-'£' (x)~I/*)- '  < t h e n  i t  f o l l o w s  d i r e c t l y  from (3.2.6) 
t h a t  ) 2 5  Hence assume t h a t  $(T) < 5 and t h e r e f o r e  n e c e s s a r i l y  1 
t h a t  r = (311 A-'£' ( x ) ~ J ~ ) - '  < a. By c o n t i n u i t y  $ t a k e s  on a l l  values 
between 5 and 1 on [O,T) and hence t h e r e  e x i s t s  an  a E ( 0 , ~ )  such 1 
- 
t h a t  5 L $ ( E )  S 5 2. Thus, a s a t i s f i e s  (3 .2 .6)  and a < r < a which 
c o n t r a d i c t s  t h e  assumption t h a t  a i s  t h e  smallest number in. [ O * M )  
f o r  which (3 .2 .6)  h o l d s .  Theref o r e ,  i n  a l l  c a s e s  $ (T) >, < a.nd 1 
consequen t ly ,  i t  f o l l o w s  from (3.2.12) t h a t  
To o b t a i n  th'e f i n a l  estimate (3.2.5) we s t i l l  r e q u i r e  an 
estimate on i /x-x(r)  /IA. By (3.2.9) and (3.2.12) i t  i s  e a s i l y  s een  
t h a t  
T 1-VT 
x - x )  = 2(1-x Ax( r ) )  = 2 ( 1  - T ) 11 X- TA-'~ (x) 1, 
and hence t h a t  
Suppose t h a t  T = a. I f  w denotes  t h e  modulus of c o n t i n u i t y  of 
h'ifT on SA(O,l)  and t h e  corresponding i s o t o n e  f u n c t i o n  of (2 .1 .15) ,  
then w e  see t h a t  
T h u s ,  by the i s o t o n i c i t y  of n,  (3 .2 .6 ) ,  and (3.2.15),  i t  fo l l ows  t h a t  
and, by (3.2.12) , t h a t  
Hence, 
(3.2.16) 2 -1/2..-1 1 - r a - h ( x )  3 T) (-$-S2)h(x) 1 3  
A 
with  any s t r i c t l y  i so tone  F-function q:[O,m) -+ [O,a) such t h a t  
A q ( t )  5 T? ( t )  , f o r  a l l  t 5 0 ,  and t h e r e f o r e  t h a t  R-' e x i s t s  and i s  
a s t r i c t l y  i s o t o n e  F-function. 
T -1 On t h e  o t h e r  hand, i f  T = (311A-lf' (x) /IA) < a, then  i t  
fo l lows  from t h e  con t inu i ty  of f '  and t h e  compactness of 
* 
S ( 0 , l )  t h a t  t h e r e  i s  a cons tan t  K E ( 0 , ~ )  such t h a t  T 2 K. A 
Therefore,  (3.2.14) and (3.2.16) t oge the r  show t h a t  
3 
where p: [O,m) -+ [O,m), p ( t )  = g S1 m i n { ~ t , -  3 
i s  ev iden t ly  an F-function. F i n a l l y ,  (3.2.4) and (3.2.17) ensure  
t h a t  X(T)  E L(f (x ) )  fl SA(O , I ) .  
Our algori thm so  f a r  does no t  spec i fy  how t h e  parameter 7 is 
obtained.  One p o s s i b i l i t y  f o r  t h i s  is  provided by t h e  fol lowing 
procedure of Goldstein [I9671 ( see  a l s o  Armijo [1966]).  
Goldstein-Armijo Algorithm: Let  be  a f i x e d  F-function 
and 5 E ( 0 , l )  a s  w e l l  as y > 1 given cons tan ts .  Fu r the r ,  l e t  1 
I. I f  h(x)  = 0 ,  set T =  0 ,  o therwise  l e t  T' > 0 be  any 
r e a l  number such t h a t  
(311~-If' ( x ) ~  I,)-' 2 T' a !(h(x)). 
IT, I f  
l e t  w = 1; otherwise determine w as t h e  l a r g e s t  
-j w 
number i n  t h e  sequence {y }j=l such t h a t  
and then s e t  r = w r  ' . 
n 1 
Theorem 3.2.2 Assume t h a t  f : R  -t R i s  cont inuously d i f f e r e n t i a b l e .  
-- 
0 0 F3r  any x E L(f (x ) )  n SA(O,l) l e t  T be s e l e c t e d  by t h e  Goldstein- 
H r r n i j  o a lgori thm. Then x ( r )  E L (f (x) ) f l  SA(O, 1 )  and (3.2.5) ho lds  
with some F-function independent of x and re  
Proof.  I f  h (x)  = 0, then  r = 0 and t h e  r e s u l t  i s  aga in  t r i v i a l ;  
-- 
hence assume t h a t  h(x)  > 0. I f  (3.2.18) holds ,  then  by (3.2.12), 
Gn rbe o the r  hand, i f  (3.2.19) a p p l i e s ,  then  by t h e  d e f i n i t i o n  of 
-1 T -1 
we !lave y r  r s (311 A f ' (x) /Ik) and 
Hence, t h e  func t iona l  of (3.2.13) is  continuous on [O,YT] and 
takes  on a l l  va lues  between Cl and 1 on [O,Yr). Consequently, 
A 
rhere e x i s t s  an a E (0,YT) such t h a t  $(&) = and hence, by 
( 3 . 2 - 1 4 )  and (3.2.16),  t h a t  
and t h a t  
Thus, (3.2.20) and (3.2.22) t oge the r  show t h a t  (3.2.5) ho lds  w i t h  
3 - 1 t1/2r-1 1 
~ ( t )  = el min{jj- t v ( t ) ,  - 4-i 0 ( ( 1 - 1 )  t 2 )  3. F i n a l l y ,  (3 .2 .4 )  
and (3.2.5) t oge the r  show t h a t  x ( r )  E L (f (x) ) QA(O ,I) .  
I n  Theorems 3.2.1 and 3.2.2 t h e  parameter + cannot be  
i n t e r p r e t e d  as a s t ep l eng th  i n  t h e  sense  of Chapter I1 s i n c e  
x - x  1 1  . The next  r e s u l t  shows t h a t  under a s l i g h t l y  s t ronger  
assumption on f we need not  compute -r a t  each s t e p  but  can 
choose i t  in s t ead  as a f i x e d  cons tan t .  
Theorem 3.2.3 Assume t h a t  f :R" -+ RI is cont inuouslv d i f f e r e n t i a b l e  
and t h a t  
T -1 T (3.2.23) (IA- '~ '  (x) -A f '  (y) [A L <llx-yllA, )d x,y  E iA(O, l ) .  
0 4 Given t h e  s e t  L ( f  (x ) )  fl SA(O,l) l e t  + be  def ined  by 
where K E (0,00) i s  such t h a t  1 
# 
Then X ( T )  E L(f (x ) )  n SA(O,l) and (3.2.5) h o l d s  f o r  some F-funct ion 
p independent  of x and T. 
P roof .  I f  h ( x )  = 0 ,  t h e n  t h e  r e s u l t  is  t r i v i a l ;  t h e r e f o r e ,  
assume t h a t  h ( x )  > 0. Because of (3.2.23) we have 
- 1 
and, s i n c e  T S (3K ) S ( 3 1 1 ~ - I f r  ( x l T  i t  f o l l o w s  from (3.2.12) 1 
sai! (3.2.15) t h a t  (3.2.25) can b e  con t inued  t o  
3 
= - *ch (x) (1-3ST) 
8 
T h e r e f o r e ,  by (3.2.24) we see t h a t  (3.2.5) h o l d s  w i t h  
3 1 1 
V(t) = - min I--- , - I t  and,  a g a i n ,  (3.2.4) and (3 .2 .5)  imply t h a t  32 3~~ 4 5  
x ( r )  c L ( ~ ( x ) )  n 3,(0,1). 
I J n t i l  now we have d i s c u s s e d  t h r e e  ways of choosing v a l u e s  
of T f o r  which estimates of t h e  form (3 .2 .5)  a r e  v a l i d .  As i n d i -  
cated b e f o r e ,  t h i s  p a r t i c u l a r  estimate i s  c r u c i a l  i n  p rov ing  con- 
vergence of t h e  i t e r a t i v e  p r o c e s s .  Fol lowing i s  a convergence theorem 
covering a l l  t h r e e  c h o i c e s  of T .  % 
n Theorem 3.2.4 Assume t h a t  f  :R -+ R' i s  c o n t i n u o u s l y  d i f f e r e n t i a b l e  
and let xQ E ( 0 , l )  b e  any p o i n t  such t h a t  t h e  s e t  A 
i s  f i n i t e .  Consider  t h e  i t e r a t i o n  
k 
where a t  x , e i t h e r  
( i )  T~ i s  chosen by (3 .2 .7) ,  o r  
( i i )  T~ i s  S e l e c t e d  by t h e  Goldstein-Armijo a l g o r i t h m  o r ,  
i f  f  a l s o  s a t i s f i e s  (3.2.23) , 
( i i i )  T is  chosen by (3.2.24). k 
k 0 k Then {x 1 c L ( f  ( x  ) )  n iA(O, l )  and l i m  x = x* E R ;  t h a t  is ,  x* 
k- 
s o l v e s  (3 .2 .1) .  
P roof .  Suppose t h a t  xo ,xl , .  . . ,xk, k 2 0 have a l r e a d y  been 
0 e k 
o b t a i n e d  and l i e  i n  t h e  set L(£(x ) )  f l  SA(O,l) .  I f  h ( x  ) = 0 ,  then 
k 
xk E R and t h e  i t e r a t i o n  s t o p s .  Otherwise ,  h ( x  ) > 0 and 
Theorem 3.2.1, 3.2.2 o r  3.2.3,  r e s p e c t i v e l y ,  shows t h a t  
k 
w i t h  some F- func t ion  y independent  of x and T Floreover, by 
(3.2.15) , we have 
0 Theref o r e ,  xk+' E L ( f  ( x  ) ) f l  iA(O, 1 )  and by i n d u c t i o n  e i t h e r  the 
e n t i r e  sequence {xk} s a t i s f i e s  (3.2.27) and (3.2.28) and l i e s  i n  
0 
~ ( f  ( x  ) )  f l  BA(0,l) o r  f o r  some i 5 0 ,  h(xi) = 0. I n  t h e  l a t t e r  case 
i k 
x E R and o t h e r w i s e ,  by Lemma 2.1.2,  l i m  h ( x  ) = 0. S i n c e  f Q  is 
k- 
con t inuous ,  t h e  same h o l d s  f o r  h and hence l i m i t  p o i n t s  of {xk} 
must b e  con ta ined  i n  R .  Moreover, (3.2.28) shows t h a t  
l i m  jxk - xk+llk= 0 and, t h e r e f o r e ,  s i n c e  fi i s  f i n i t e  and 
k-* 
0 L ( f  (x ) ) 0 sA(O,l) i s  compact, t h a t  l i m  xk = x* E fi. 
k- 
3.3 A Complete Algorithm 
In  t h i s  s e c t i o n  we inco rpora t e  t h e  methods d iscussed  s o  f a r  
i n t o  a complete algori thm f o r  t h e  numerical s o l u t i o n  of nonl inear  
e igenvalue problems i n  R ~ .  This  a lgori thm w i l l  then  by appl ied  t o  
two  p a r t i c u l a r  problems considered by Joseph [I9651 and Kolodner 
rI.9551, namely, an eigenvalue problem a r i s i n g  i n  t h e  theory of 
ncr~l5nea-a: h e a t  genera t ion  i n  conducting s o l i d s  and another  one 
concerning the  movement of a heavy r o t a t i n g  s t r i n g .  
A s  before ,  we consider  t h e  eigenvalue problem 
(3,3,1) T f '  ( x ) ~  = hg' (x) x E D ,  h E RI 
as well as  i t s  s p e c i a l  case  
n 
r~iler e f , g :D c R~ i R1 a r e  given f u n c t i o n a l s  and A E L (R ) . 
A I L  of t h e  methods discussed i n  t h e  previous s e c t i o n s  were 
-a 
guaranteed t o  converge t o  s o l u t i o n s  of (3.3.1) o r  (3.3.2),  respec- 
tively, However, a s  wi th  most minimization processes ,  t h e  r a t e  of 
convergence i s ,  i n  genera l ,  only l i n e a r .  Thus, i t  i s  d e s i r a b l e  t o  
terninate t h e  minimization algori thm once i t  has come s u f f i c i e n t l y  
~10se t o  t h e  s o l u t i o n  and t o  use  a f a s t e r ,  l o c a l l y  convergent process  
such as t h e  q u a d r a t i c a l l y  cbnvergent Newton method f o r  t h e  f i n a l  phase. 
I n  genera l ,  i t  i s  of l i t t l e  i n t e r e s t  t o  o b t a i n  only a  s i n g l e  
s o l u t i o n  of (3.3.1) o r  (3.3.2).  However, once such a  s o l u t i o n  has 
been computed, t h e  cont inua t ion  i d e a  of Chapter I can be used t o  
o b t a i n  an e n t i r e  branch of s o l u t i o n s  through it. For t h i s  we 
so lve  numerical ly  t h e  i n i t i a l  va lue  problem f o r  t h e  ord inary  
d i f f e r e n t i a l  equat ion desc r ib ing  t h i s  branch, This  can be  done 
by means of any s u i t a b l e  d i s c r e t e - v a r i a b l e  method such as a 
Runge-Kutta method and a p red ic to r - co r rec to r  method. I n  summary 
then  our  complete a lgor i thm c o n s i s t s  of t h e  fol lowing major p a r t s :  
( i )  Use of e i t h e r  a  minimization process  of t h e  form 
descr ibed  i n  Chapter I1 wi th  a  c o n s t r a i n t  s e t  of t h e  type  given 
i n  Sec t ion  3 .1  o r  of t h e  Goldstein type  process  wi th  f i x e d  para- 
meter of Sec t ion  3.2. This  procedure i s  terminated i f  
11 f  ' (x lT  - Ag ' ( x ) ~  Itrn and t h e  d i s t a n c e  between success ive  i t e r a t e s  
a r e  l e s s  than  some given to le rance .  
( i i )  Use of Newton's method t o  o b t a i n  a  s o l u t i o n  of (3.3.1) 
o r  (3.3.2) ,  r e s p e c t i v e l y ,  t o  t h e  des i r ed  accuracy. The te rmina t ion  
c r i t e r i a  i s  t h e  same as under ( i ) .  
( i i i )  Use of t h e  s tandard  fourth-order  Runge-Kutta method as 
a  s t a r t e r  f o r  a  fourth-order  pred ic tor -cor rec tor  method t o  obtann 
complete branches of s o l u t i o n s  of (3.3.1) o r  (3.3.2) ,  r e s p e c t i v e l y .  
For t h e  computations descr ibed  i n  t h e  fol lowing s e c t i o n s  w e  
have implemented p a r t  ( i )  by us ing  a  c o n s t r a i n t  s e t  of t h e  form 
(3.1.6) and a minimization algori thm of t h e  form (2.6.1) cons i s t i ng  
of t h e  Algorithm f o r  s wi th  s t e p s  I 11, and 111, and t h e  Cur~ry [ I9441  1' 
aigorithm, a s  d iscussed  i n  Sec t ions  2.5 and 2 .3 ,  r e spec t ive ly .  
T h i s  p a r t i c u l a r  choice was used only f o r  ease  of implementation; 
any other combination of methods developed i n  Chapter I1 could 
have been used a s  wel l .  For comparison purposes we have a l s o  
used a Goldstein-type procedure wi th  f i x e d  parameter T. 
La order  t o  guarantee  t h e  a p p l i c a b i l i t y  of ~ e w t o n ' s  method 
ic part (ii) of t h e  algori thm, we s t i l l  need t o  d i scuss  t h e  l o c a l  
corworgence of t h a t  process  i n  t h e  case  of our p a r t i c u l a r  problem. 
?'kc foilowing b a s i c  Newton A t t r a c t i o n  Theorem can be  found, f o r  
e s m p l e ,  i n  Ortega and RheinboPdt [1970]; Theorem 10.2.21. 
n  Tl-ieoren 3 , 3 . 1  Assume t h a t  H:D c= R + R~ is  G-di f fe ren t iab le  on an 
opnn neighborhood S C D  of a  po in t  y* E D f o r  which Hy* = 0 ,  and 0 
t a t  N V s  continuous a t  y* and H1(y*) i s  nons ingular ,  Then 
there i s  a neighborhood S C D  such t h a t  f o r  any yo E S t h e  Newton 
L t ~ r r a t  es 




then the order  of convergence i s  a t  l e a s t  quadra t ic .  I n  order  t o  
a p p l y  this theorem t o  t h e  nonl inear  e igenvalue problem (3 ,3 .1 ) ,  l e t  
C, 0 be  a given number and d e f i n e  t h e  opera tor  
Then we ob ta in  t h e  fol lowing convergence r e s u l t .  
n Theorem 3.3.2 Let  f,g:D c R  -+ R1 be  twice F-diff e r e n t i a b l e  on the  
open neighborhood S C D  of a po in t  x* E D f o r  which t h e r e  i s  a 0 
number A* E R1 such t h a t  H(x*,A*) = 0 wi th  t h e  opera tor  H of 
(3.3.3). Moreover, suppose t h a t  f "  and g" a r e  continuous a t  
x* and t h a t  [f  "' (x*)-x*~" (x*) ]-I e x i s t s  and s a t i s f i e s  
Then t h e r e  i s  a neighborhood S x h c D  x R1 of (x*,A*) such t h a t ,  
0 0 f o r  any (x , X ) E S x A, t h e  Newton i t e r a t e s  
converge t o  (x*,A*). I f ,  i n  a d d i t i o n ,  g" i s  bounded on So and 
t h e  e s t ima te s  
hold,  then t h e  order  of convergence is  a t  l e a s t  quadra t i c .  
Proof.  On t h e  b a s i s  of t h e  assumptions about f  and g it 
fol lows by d i r e c t  computation t h a t  H i s  G-di f fe ren t iab le  on 
1 So X R and t h a t  
" (x) - Xg" (x) 
2x T 
Moreover, t h e  F - d i f f e r e n t i a b i l i t y  of g t  on So impl ies  t h a t  g '  
1s continuous a t  x* and hence, from t h e  con t inu i ty  of f "  and g" 
a t  x * ~  w e  s e e  t h a t  H ' i s  continuous a t  (x*,XA). 
S icce  [ f"  ( ~ * ) - h * ~ "  (x*) ]-I e x i s t s  and (3.3.4) ho lds ,  i t  is  
eas ily v e r i f i e d  t h a t  
B1 B~ B~ E L ( R ~ )  
1 1 n (3.3 .6)  H ' ( x * , A * ) - I = -  B* , B2 E L ( 3  ,R 
3 1 E L(R",R') 
B1 
= a* [ f ~  (X*)-~*gll (x*) 
T T 
- 2 [ f "  (x*)-h*gtl (x*) 1 - lg l  (x*) x* [ f "  (x*)-h*g" (x*) I-', 
-1 n2 = [ f"  (x*)-h*g" (x*) ] g 9  (x*) T 
N3w i t  fol lows d i r e c t l y  from Theorem 3.3.1 t h a t  t h e r e  i s  a neighborhood 
0 0 
$ x ," c g x RI of (x* ,A*) shch t h a t  f o r  any (x , A  ) E S x A, t h e  
i t e r a t e s  (3.3.5) converge t o  (x*, A*). 
For t h e  l a s t  p a r t  of the  theorem w e  s e e  t h a t ,  f o r  any 
(x,A) E so x A 
f "  (x) -f t l  (x*)+A*gV (x*) -Xg" (x) T g t  (x*) -g' ( X j T  
- 
2 (x-x*) T 0 
Bence, under any norm i n  R"+', t h e r e  e x i s t s  a E (0 ,m) such t h a t  
and, by Theorem 3.3.1, the  r a t e  of convergence is  a t  l e a s t  quadra t i c ,  
The condit ion (3.3.4) corresponds t o  a requirement used by 
Anselone and Ra l l  [I9641 i n  t h e  case of t h e  l i n e a r  eigenvalue problem* 
As  a d i r e c t  c o r o l l a r y  of Theorem 3.3.2, we can a l s o  phrase t h e  
f o l l o w i n g  convergence r e s u l t  f o r  (3.3.2).  
Corol la ry  3 . 3 . 3  Let A E L (Rn) b e  symmetric and p o s i t i v e  d e f i n i t e  
2r:d 5 > 0 a  given r e a l  number. Assume t h a t  f  :D c Rn -+ R1 i s  twice 
d i f f e r e n t i a b l e  on an open neighborhood S c D  of a po in t  x* E D  0 
for which t h e r e  i s  a number A* such t h a t  H(x*,A*) = 0 where H 
Ps now the opera tor  
1 n + l , R n + l  ( 3 * 3 , 7 )  B:D X R  c R  
Moreover, suppose t h a t  f"  i s  continuous a t  x* and, t h a t  
if" (x*:-- ~ a ~ 1 - l  e x i s t s  and s a t i s f i e s  
TT'hzn there i s  a  neighborhood S x fl c D x R' of (x*, A*) such t h a t  
0 0 for any (x , A ) E S X fl, t h e  Newton i t e r a t i o n  (3.3.5) w i th  H 
g iven  by ( 3 . 3 . 7 )  converges t o  (x*,A*). I f ,  i n  a d d i t i o n ,  f o r  some 
+,, E: (0,~) P 
::,en. the convergence i s  a t  l e a s t  quadra t i c .  
F ina l ly ,  we t u r n  t o  p a r t  ( i i i )  of t h e  complete algori thm. 
?bollowing a  suggest ion of Pimbley [I9691 we so lve  t h e  n-dimensional 




,A [f"(x)-hg"(x)]-lg'(x) , x(A*) = x*, 
The next  r e s u l t ,  which r e l a t e s  s o l u t i o n s  of (3.3.8) t o  (3.3.1),  
i s  based on t h e  well-known Peano Existence Theorem (see ,  f o r  
example, Hartman E19641). 
n 1 Theorem 3.3.4 For given f,g:D C R  + R  , l e t  x* E i n t (D) ,  A* E R I 
be  a s o l u t i o n  of (3.3.1).  Suppose t h a t  f and g a r e  twice 
continuously d i f f e r e n t i a b l e  i n  some neighborhood S CD of x* 
and t h a t  [f  (x*)-A*~" (x*) 1-I e x i s t s .  Then t h e r e  i s  an i n t e r v a l  
[ A*-a, h*+a] wi th  a > 0 on which (3.3.8) possesses a unique con- 
t inuous s o l u t i o n  x = x(A) which s a t i s f i e s  
Proof.  By t h e  con t inu i ty  of f"  (x) - hg" (x) on S x R 1 
and t h e  ex i s t ence  of [fW(x*)-h*g8'(x*)]-I i t  fol lows t h a t  t h e r e  i s  
a compact neighborhood V C S x R~ of (x*,X*) i n  which 
[ f "  (x)-hg" (x) ]-Ig '  ( x ) ~  i s  well-defined,  continuous and bounded. 
Hence, by t h e  Peano Existence Theorem, t h e r e  is  an a > 0 such 1 
t h a t  (3.3.8) possesses a t  l e a s t  one s o l u t i o n  x = x(A) on t h e  
i n t e r v a l  [A*-a X*+al]. 1 ' 
From (3.3.8) we s e e  t h a t  f o r  t h i s  s o l u t i o n  x(A), 
and hence t h a t  
Since x(X*) = x* and (x*,X*) so lves  (3.3.11, we may i n t e g r a t e  
{ 3 . 3 , 9 )  over [h*,X], h 4 A* + al and ob ta in  
h similar argument shows t h a t  t h i s  r e l a t i o n  a l s o  holds on 
[ A * - 5 .  A*] and hence t h a t  (x(A), A) so lves  (3.3.1) f o r  
?. E [A*-cxp.X*-l-all. But by Theorem 1.2.21, t h e r e  i s  a proper 
continuous branch of s o l u t i o n s  x ( 0 )  of (3.3.1) which i s  unique 
cn some i n t e r v a l  [A*-a ,X*+a21, a2 > 0, and hence, x ( @ )  must 2 
coincide with ;(a) on [A*-a, h*+a] with a = minlq, %}. 
n Note t h a t ,  i f  A E L ( R  ) is  symmetric and p o s i t i v e  d e f i n i t e  
and i f  (x*, A*) so lves  (3.3.2) wi th  nonsingular (f " (x*) - X*A) , 
rhen Theorem 3.3.4 can be  appl ied  t o  (3.3.8) wi th  g' (x lT E AX. 
7?ilils, i n  t h i s  case ,  t h e  s o l u t i o n  x = x(X) , I X -A* I 6 a, f o m s  a 
nnique proper continuous branch of s o l u t i o n s  of (3.3.2).  
vb 
3 .4  Nonlinear Heat Generation i n  Conducting So l ids  
Joseph El9651 considered a problem of nonl inear  hea t  genera- 
tion 4n a conducting p l a t e ,  and we begin with a b r i e f  d e s c r i p t i o n  of 
his r e s u l t s .  An e l e c t r i c a l  cu r ren t  i s  flowing through an i n f i n i t e  
conducting p l a t e  ( see  F ig ,  1 )  of f i n i t e  width. 
cu r ren t  
width 
Fig.  1 
I n  dimensionless coord ina tes ,  l e t  t h e  p l a t e  be  s p e c i f i e d  by t h e  
2 
s e t  { (y  , t )  E R 1-1 5 t 5 1 ) .  It i s  assumed t h a t  t h e  top and 
bottom su r faces  of t h e  p l a t e  a r e  kept  a t  equal  and cons tan t  tem- 
pe ra tu re s  and t h a t  t h e  thermal conduct iv i ty  is  cons tan t .  I f  t he  
hea t  genera t ion  i s  assumed t o  be equal  t o  t h e  e l e c t r i c a l  power 
d i s s i p a t i o n ,  then t h e  governing d i f f e r e n t i a l  equat ion  i s  given by 
Here P i s  p ropor t iona l  t o  t h e  square of t h e  c u r r e n t ,  u  = u ( t )  
is t h e  dimensionless temperature d i f f e r e n c e  between t and t h e  
- 
wal l ,  and f  i s  a  temperature dependent func t ion .  
Consider t h e  ca se  when t h e  nonl inear  func t ion  f : [O,m) +- [ O  ,m) 
i s  i so tone  on [O,co). Then a  r e s u l t  of Joseph El9651 i s  t h a t  t h e r e  
i s  some c r i t i c a l  va lue  vO such t h a t  s teady  s t a t e  s o l u t i o n s  of 
(3.4.1) do not  e x i s t  f o r  p > p whi le  f o r  p  < vO,  (3.4.1) has b o t h  0  ' 
s t a b l e  and uns t ab le  so lu t ions .  Furthermore, by symmetry, any so%ution 
assumes i t s  maximum u  along t h e  cen te r  'of t h e  p l a t e .  I n  
rnax 
particular, f o r  
and 
ss ; -ut ions  of (3.4.1) e x i s t  bu t  a r e  d i f f i c u l t  t o  ob ta in  a n a l y t i c a l l y .  
On the o the r  hand, f o r  
- - Z ( 3 , 4 , 3 )  f:[O,a) -+ [O,w) ,  f ( u )  = f 2 (u) z 1 + u  + 6 2  u  , 62 = . I95 
Joseph :I9651 d isp layed  an a n a l y t i c a l  s o l u t i o n  f o r  u  i n  terms 
max 
of ciS and he noted t h a t  i n  t h i s  case  p = 1.28. Moreover, he  0 
Zerived t h e  bounds 
5 3 2 ~ , ~ ~ ( l + . - - U  +-  6 max 1 5  max 
2 
s 2 u  ( I + - u  + - u  
max 3 rnax 2 m a x  
-a 
In  o rde r  t o  compute approximate s o l u t i o n s  of (3.4.1) we use  
tke fol lowing s tandard  d i s c r e t i z a t i o n .  With some given odd i n t e g e r  
s, let 
and approximate  x ' y t . )  by 
J 
1 
-2 ( x ( t j + l  - 2 x ( t . > + x ( t  1 ) -  
h  3 j -1 
Then approximat ions  x  of t h e  v a l u e s  x ( t i ) ,  i = 1, ..., n of the  i 
s o l u t i o n  of ( 3 - 4 . 1 )  a t  t h e  g r i d  p o i n t s  t i = 1, ..., n are o b t a i n e d  i" 
a s  a s o l u t i o n  of t h e  system 
I n  m a t r i x  n o t a t i o n  t h i s  becomes 
where 
and A E L ( R ~ )  i s  t h e  symmetric,  p o s i t i v e  d e f i n i t e  m a t r i x  
( s e e ,  f o r  example, Or tega  and Rheinboldt  [1970]) .  For o p e r a t o r s  
F of t h e  form (3 .4 .8)  i t  i s  e a s i l y  s e e n  t h a t  F (x)  = f  ' ( x l T  w i t h  
1 2 n  f : ~ ~  R , f ( x )  = h 1 $ ( t ) d c .  Hence (3 .4 .7)  can b e  w r i t t e n  
i=l 
i n  t h e  form 
- 
S p e c i f i c a l l y ,  i f  f i s  d e f i n e d  by (3.4.2) o r  (3 .4 .3 ) ,  t h e n  t h e  
cor responding  f u n c t i o n a l s  f are g i v e n  by 
r e s p e c t i v e l y .  
i n  o r d e r  t o  o b t a i n  s o l u t i o n s  of (3.4.10) which have a p h y s i c a l  
meaning i n  connec t ion  w i t h  (3 .4 .1 ) ,  it is  n e c e s s a r y  t o  app ly  p a r t  ( i )  
of the a l g o r i t h m  d e s c r i b e d  i n  S e c t i o n  3 .3  t o  t h e  problem 
:3,4,13) 1 T min {-f (x)  I T  x A x  - 5, 5 > 0) 
when f i s ,  f o r  example, g iven  by (3.4.11) o r  (3.4.12).  
We now i n d i c a t e  some of t h e  computa t iona l  a s p e c t s  of s o l v i n g  
(3,4,10), I n  implementing t h e  complete  a l g o r i t h m  of S e c t i o n  3.3 we 
5ave used n = 19 i n  (3.4.5) and an  i n i t i a l  v e c t o r  
%~hlch  i.s t h e n  normal ized t o  l i e  i n  t h e  c o n s t r a i n t  s e t .  The c h o i c e  
c1 5 > 0 i n  (3,4.13) simply, de te rmines  t h e  s t a r t i n g  p o i n t  f o r  p a r t  
(iii) of  t h e  a l g o r i t h m  and i s  o t h e r w i s e  unimportant .  An e r r o r  
-5 
to l e rance  of -1 x 10 was used a s  i nd ica t ed  i n  p a r t  ( i )  of the 
algori thm, and s e v e r a l  Newton s t e p s  were taken wherever t h i s  
t o l e r ance  exceeded .l x t o  improve t h e  accuracy of t h e  results. 
Tables E through V I I  and Graphs I and I1 d i s p l a y  t h e  numerical 
r e s u l t s  which were obtained f o r  (3.4.10) w i th  f  def ined by ( 3 . 4 , 1 2 ) .  
Table I compares t h e  r e s u l t  obtained by implementing p a r t  (i) of  
t h e  a lgor i thm f i r s t  w i th  t h e  Golds te in  procedure of Sec t ion  3,2 
using a  f i xed  parameter T and second wi th  a  minimizat ion process  
of t he  type  descr ibed  i n  Chapter I1 ( s ee  Sec t ion  3.1) .  Tables  I1 
1 
and III r e l a t e  t h e  q u a n t i t i e s  A = - and llxll f o r  t h e  s t a b l e  and 1-1 2 
uns t ab le  branches of s o l u t i o n s  of (3.4.10) ,  r e spec t ive ly .  These 
r e s u l t s  a r e  then  depic ted  i n  Graph I. I n  Tables  I V  and V are listed 
t h e  d a t a  which corresponds d i r e c t l y  t o  t h e  r e s u l t s  of Joseph [1965]. 
Here we have obtained va lues  f o r  x  = x10 and t h e  corresponding 
max 
va lues  f o r  p and a l s o  t h e  lower and upper bounds on 1~. given Ry 
(3.4.4) .  We no te  t h a t  Joseph El9651 only g ives  a  graph of his 
r e s u l t s  and t h a t  no accu ra t e  d a t a  was a v a i l a b l e  f o r  comparison, 
Our r e s u l t s  i n d i c a t e  a  c r i t i c a l  va lue  U0 " 1.28411 wi th  correspondirlg 
X 
max 
2.89567. This  d i f f e r s  somewhat from t h e  r e s u l t s  of Joseph 
el9651 who obtained x " 3.08 when U0 " 1.28. However, on thz  
max 
uns t ab le  branch of s o l u t i o n s  we obtained 1-1 = 1.25110 f o r  xmax = 3,08259 
( see  Table V ) .  These r e s u l t s  a r e  shown i n  Graph II. F i n a l l y ,  
Tables  V I  and V I I  con ta in  approximate s o l u t i o n s  t o  (3.4.1) f o r  
s e l e c t e d  va lues  of . It should be  noted t h a t  only x ~ , . . . , x ~ ~  are 
given s i n c e  t h e  symmetry of t h e  problem i m p l i e s  t h a t  
x = x i = 0 ,  ..., 10 .  10-1-i 10- i '  
We t u r n  now t o  t h e  problem (3.4.10) w i t h  f d e f i n e d  by (3.4.11).  
W i t h  p r e c i s e l y  t h e  same o r g a n i z a t i o n  of t h e  t a b l e s  and t h e  g raphs  a s  
w e  hasre done f o r  t h e  p reced ing  example, T a b l e s  V I I I  t h rough  X I V  
and Graphs I11 and I V  summarize t h e  computa t iona l  r e s u l t s  o b t a i n e d  
for this problem. We n o t e  t h a t  i n  T a b l e s  X I  and XI1 no lower o r  
upper bounds were  computed f o r  F u r t h e r  n o t e  t h a t  on t h e  b a s i s  
of these resu l t s ,  we o b t a i n  t h e  estimate lJ " .87676 w i t h  correspond- 0 
ing x 1.22790. 
max 
3,,5 The Heavy R o t a t i n g  S t r i n g  Problem 
In  t h i s  s e c t i o n  we p r e s e n t  some numer ica l  r e s u l t s  f o r  a n  
eigeavalue problem r e l a t e d  t o  a heavy r o t a t i n g  s t r i n g  w i t h  one 
f ree endpoin t .  T h i s  problem was s t u d i e d  by Kolodner [1955],  and 
we first summarize h i s  ; e s u l t s .  A heavy i n e l a s t i c  s t r i n g  of uni-  
fo rm c r o s s - s e c t i o n  p w i t h  one f i x e d  endpoin t  i s  al lowed t o  r o t a t e  
with c o n s t a n t  a n g u l a r  v e l o c i t y  U, s u b j e c t  o n l y  t o  a t e n s i o n  T ( * )  
and the f o r c e  of g r a v i t y  w i t h  a c c e l e r a t i o n  c o n s t a n t  g .  
%a 
T 
We denote a point  on t h e  s t r i n g  i n  'R3 by (;(s,t) ,;(s,t) ,&(s,r)) , 
( s , t )  r [Q,1] x [ O , c o ) ,  where s i s  the  arc length  measured f rom t h e  
f r e e  endpoint and t i s  the  t i m e .  If ; ( s , t )  = u(s)cos  w t ,  
G ( s , t )  = u ( s ) s i n  ut and &(s,t) = ~ ( s ) ,  ( s , t >  E [0 ,1I  x [OF), 
with some vector  function (u(. ) ,v(. ) ,w(. ))T, then the  equations 
of motion have the  form 
With the  v a r i a b l e  change 
Lt i s  readily seen t h a t  
a s  w e l l  a s  
and t h a t  
For t h i s  d i f f e r e n t i a l  e q u a t i o n ,  Kolodner [1955] h a s  shown t h a t  
t h e r e  i s  a c r i t i c a l  v a l u e  w such  t h a t  f o r  w < wg (3.5.2) h a s  0 
only the t r i v i a l  s o l u t i o n  w h i l e  f o r  a l l  > w n o n t r i v i a l  so lu -  0 ' 
t i o n s  e x i s t .  
*o cor responds  t o  a b i f u r c a t i o n  p o i n t  as d i s c u s s e d  
i n  Chapter I. 
S i n c e  (3.5.2) i s  of t h e  form 
we use a d i s c r e t i z a t i o n  similar t o  t h a t  used f o r  (3 .4 .1)  i n  o r d e r  
t o  find approximate  s o l u t i o n s  of (3 .5 .2 ) .  Here, w i t h  some 
in t ege r  n ,  we set 
1 
t = j h ,  h = -  
n+l  j = 0 ,  ..., n+l j 
arid approximate  t h e  c o n d i t i o n  y ' ( 1 )  = 0 by x ( t  ) = ~ ( t , + ~ ) .  Then, 
n  
approximat ions  x of t h e  v a l u e s  x ( t i ) ,  i = 1, ..., n  of a s o l u t i o n  i 
of  (3.5-3) a r e  o b t a i n e d  as s o l u t i o n s  of t h e  sys tem 
T ' i i s  i s  e q u i v a l e n t  t o  t h e  o p e r a t o r  e q u a t i o n  
163 
n 
and A E E(R ) is  now t h e  symmetric p o s i t i v e  d e f i n i t e  ma t r ix  
Therefore, as i n  Sec t ion  3 ,4 ,  w e  can w r i t e  (3.5.5) a s  
n  1 
with some func t iona l  f:R -t R . S p e c i f i c a l l y ,  f o r  so lv ing  (3.5,2), 
we have 
and, again, i n  o rde r  "c o b t a i n  a  phys i ca l ly  meaningful s o l u t i o n  w e  
rnsast apply park ( i >  of t h e  algori thm of Sec t ion  3 . 3  t o  t h e  pl-oblerc 
11 T 
min {-f(x) x .AX - 5, 5 > 01. 
The complete a lgor i thm of Sec t ion  3 . 3  was implemented i n  preclseTky 
the same manner a s  i n  Sec t ion  3 . 4 ;  i n  p a r t i c u l a r ,  we used agaLn 
n = 19 i n  ( 3 . 5 , 4 )  a s  we l l  a s  t h e  same i n i t i a l  v e c t o r  and e r r o r  
c r i t e r i a ,  Tables  XV, XV9 and t h e  Graph V show t h e  numerical 
r e s u l t s  obtained f o r  (3.5.6) wi th  f  def ined  by (3.5.7).  In 
Table XV w e  again compare t h e  r e s u l t s  obtained by us ing ,  i n  part (I), 
the Goldstein procedure wi th  f i x e d  ve r sus  t hose  
fo~rmed by implementing t h a t  p a r t  of t h e  a lgor i thm by means of 
a minimization algori thm of t h e  type  descr ibed  i n  Chapter 11. 
Table X V I  l is ts  t h e  d a t a  obta ined  f o r  IIxI12 a s  a func t ion  of Y, 
and the Graph V shows t h e i r  p i c t o r i a l  r ep re sen ta t ion .  We n o t e  
2 
that Kolodner determined t h e  e s t ima te  Uo = (wo)/g - 1.446 whi le  
our e s t ima te  i s  IJ " 1.48284. 0 
G o l d s t e i n  Minimization Complete 
p rocedure  with m e t h d  as kn a l g o r i t h m  of 
f i x e d  T Chapter  I1 S e c t i o n  3 * 3  
-- 
# i t e r a t i o n s  
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