In this paper, we introduce a class of stochastic variational inequalities generated from the Browder variational inequalities. First, the existence of solutions for these generalized stochastic Browder mixed variational inequalities (GS-BMVI) are investigated based on FKKM theorem and Aummann's measurable selection theorem. Then the uniqueness of solution for GS-BMVI is proved based on strengthening conditions of monotonicity and convexity, the compactness and convexity of the solution sets are discussed by Minty's technique. The results of this paper can provide a foundation for further research of a class of stochastic evolutionary problems driven by GS-BMVI.
Introduction
In the deterministic cases, there have been a lot of research to describe the properties of different types of variational inequalities [1] [2] [3] [4] , including the sufficient conditions of the existence and the uniqueness of the solutions, and the compactness and connectivity of the solution sets. Stochastic variational inequalities are generalized from variational inequalities due to the uncertainties which are often involved in practical problems. Stochastic variational inequalities are a powerful tool for the study of various stochastic problems and stochastic control problems [5] [6] [7] . The research on stochastic variational inequalities can not only solve practical optimization problems in the fields of economics, traffic networks and engineering, but also play an important role in promoting the research of stochastic functional analysis theory and applications. In recent years, there has been a lot of work focusing on stochastic variational inequalities. Existence and continuity results are proved for stochastic weighted variational inequalities in a non-pivot Hilbert space in [8] . The solvability, differentiability, and convexity of the two-stage stochastic programming and the convergence of the sample average approximation for a two-stage stochastic variational inequality are established in [9] . The progressive hedging algorithm is studied for multistage stochastic variational inequality problems under monotonicity and the stochastic complementarity problems are explored numerically in a linear two-stage formulation in [10] . Ren et al. [11] established various limit theorems for one-dimensional stochastic variational inequalities with Yamada-Watanabe-type conditions on the coefficients. Besides, the stochastic variational inequalities are close to the stochastic complementarity problems, and for the theoretical research of the stochastic complementarity problems, the relevant properties of their solutions are usually discussed. For example, Zhang and Huang [12] studied a class of stochastic generalized set-valued quasicomplementarity problems and proved the existence of their solutions and the convergence of random sequences generated by a new random iterative algorithm. In [13] , the authors showed that the requirements of solvability for complementarity problems over cones are different and that some analogous verifiable integration-free statement can be proved for stochastic complementarity problems.
In this paper, we will study a new class of stochastic variational inequalities generated from the Browder variational inequalities: Let (Ω, F) be a measurable space and E be a Banach space with a nonempty subset K ; let E * be the dual space of E. We formulate a class of generalized stochastic Browder mixed variational inequality in this paper as follows:
where Q : Ω × K → E * denotes a stochastic mapping, φ : Ω × K → (-∞, +∞] represents a stochastic functional and φ ≡ +∞, ·, · denotes the duality pairing of E * and E. Our main work considers the above GS-BMVI (1) by finding a measurable selection ξ :
for ∀v ∈ K , and discusses the relevant properties of its solutions. The paper is structured as follows. First, some essential basic definitions and preliminary facts needed in the sequel are introduced in Sect. 2. Then the existence, uniqueness, compactness, and convexity of solution sets for GS-BMVI (1) are discussed and proved in Sect. 3. At last, the core work and methods of this paper are summarized and further work is also described in Sect. 4.
Preliminaries
In this section we recall some prerequisites and assumptions regarding set-valued mappings and a fixed point theorem that will be used later on.
Let E be a Hausdorff topological vector space and (Ω, F) be a measurable space; B(E) represents the σ -algebra of all Borel subsets of E, CB(E) denotes the family of all nonempty closed sets of E, and F × B(E) is the family of all measurable sets in Ω × E.
Definition 2.4 ([14] ) Let K be a nonempty subset of a Hausdorff topological space E and G : K → 2 E be a set-valued mapping. If for any finite set {k 1 , k 2 , . . . , k n } ⊂ K , there exists a finite subset {y 1 , y 2 , . . . , y n } ⊂ E such that for any subset I ⊂ {1, . . . , n},
then G is a generalized KKM mapping. In particular, when K = E and k i ≡ y i (i = 1, . . . , n), then G is a KKM mapping. 
then Γ (·) is measurable, and Γ has a measurable selection ξ :
Main results
In this section, we mainly discuss the properties of solution sets for GS-BMVI (1).
Theorem 3.1 Let E be a separable Banach space with a nonempty closed and convex subset K, and let E * be the dual space of E. Suppose that the stochastic functional
is convex and lower semicontinuous, while the stochastic mapping Q : Ω × K → E * is continuous. If the following conditions are satisfied:
(ii) There exists a compact subset K ⊂ E and k ∈ K ∩ K such that
then it follows that
Then GS-BMVI (1) has a solution.
Proof We aim here at proving the existence of solutions of GS-BMVI (1). The proof is divided into three parts:
1. We will prove that (a) G has a measurable image; (b) G is a KKM mapping; and (c)
be an open subset of K . Since E is a separable Banach space, we suppose that there exists a sequence {v n } in K . Then for each u ∈ K , we have
and G is measurable. According to Theorem 3.5 in [18] , Gr(G) is F × B-measurable, thus G has a measurable image. (b) Arguing by contradiction that G is not a KKM mapping, there exists a finite set
is a convex set. Then (4) and (5) 
On the basis of conditions (iv) and (v), we get
It can be known that there must exists u / ∈ G(ω, v) for all u ∈ K\K , due to condition
Obviously
that is,
3. Consider a mapping Γ : Ω → 2 K such that Γ (ω) = v∈K G(ω, v). It follows that
From Lemma 2.1, a measurable selection ξ : Ω → K can be found such that ξ (ω) ∈ v∈K G(ω, v), so GS-BMVI (1) has a solution.
Remark 3.1 Theorem 3.1 is generalized of Browder variational inequality for a stochastic mapping Q : Ω × K → E * and stochastic functional φ : Ω × K → (-∞, +∞], which is an extension of the results in Chuong and Thuan [19] and Wu [20] . The existence theorem for many other types of stochastic variational inequalities can be obtained from Theorem 3.1.
Corollary 3.1 Let E be a separable Banach space with a nonempty compact and convex subset K, and let E * be the dual space of E. Suppose that a stochastic functional
is convex and lower semicontinuous, while a stochastic mapping Q : Ω × K → E * is continuous. If the following conditions are satisfied:
then G has measurable graph according to Theorem 3.1.
Proof Take K = K , so K\K because K is compact, then there exists k ∈ K such that G(ω, k) is compact, for which v∈K G(ω, v) = ∅.
We need to prove that condition (iv) in Theorem 3.1 is valid in this corollary. Indeed, for any v ∈ D ⊂ K and any net
which implies that condition (iv) of Theorem 3.1 holds. Therefore, the solution of GS-BMVI (1) exists.
Corollary 3.2 Let E be a reflexive Banach space with a bounded closed and convex subset K, and let E * be the dual space of E. Suppose that a stochastic functional φ
: Ω × K → (-∞, +∞] (φ ≡ +∞) is convex and lower semicontinuous, while a stochastic mapping Q : Ω × K → E * is continuous. If the following conditions are satisfied:
as in the previous theorem, G has a measurable graph.
Proof It's easy to see that K is bounded, closed, and convex because it is weakly compact and convex in the reflexive Banach space E. Moreover, strongly convergent and weakly convergent are equivalent notions in a finite-dimensional space, so lower(upper) semicontinuous and weakly lower(upper) semicontinuous are equivalent notions in a finitedimensional space, too. For the bounded, closed, and convex subset K in the reflexive Banach space E, if we weaken the conditions which are presented in conditions (ii) and (iii), the existence of solution for GS-BMVI (1) could be reached. It's easy to check that Q(·, ·) is upper semicontinuous and pseudomonotone. Take (a, b) ∈ Q(ω, ξ ), ξ = (ξ 1 , ξ 2 ) , ω = (ω 1 , ω 2 ) and v = (v 1 , v 2 ), then we have
which implies that the solution set of the above stochastic variational inequality exists.
Next we prove the uniqueness of solution for GS-BMVI (1). Proof Arguing by contradiction that u 1 , u 2 ∈ K ∩ K are two different solutions of GS-BMVI (1), we have
for ∀v ∈ K .
Taking v = u 2 in formula (7), we have
Exchanging the position of u 1 and u 2 in formula (8) leads to
Adding formulas (8) and (9), we obtain
Because Q(ω, u) is strictly monotonic, we have
For any u ∈ K , Q(ω, u) , vu + φ(ω, v) is strictly convex, so we let v = 1 2 (u 1 + u 2 ) in formula (7) , and then
Because Q(ω, u 1 ), u 1u 1 = 0, one has
Exchanging the position of u 1 and u 2 of formula (10) gives
Adding formulas (10) and (11) results in Q(ω, u 1 ), u 2u 1 + Q(ω, u 2 ), u 1u 2 > 0, that is,
which yields a contradiction. Therefore, the uniqueness of solution for GS-BMVI (1) is proved.
The convexity is strengthened in condition (iii) of Theorem 3.2 based on Theorem 3.1, and we strengthen the monotonicity condition of the stochastic mapping Q. It is essential to discuss the monotonicity and convexity when we analyze the uniqueness of solutions for variational inequalities. It's easy to check that Q(·, ·) is upper semicontinuous and monotone. Taking ξ = (ξ 1 , ξ 2 ) , ω = (ω 1 , ω 2 ) and v = (v 1 , v 2 ), we have
Taking v 1 = 1, v 2 = 2 and v 1 = 2, v 2 = 1, respectively, we have ⎧ ⎨ ⎩ -2ξ 2 1 + (1 -2ω 1 )ξ 1 -2ξ 2 2 + (2 -2ω 2 )ξ 2 + 2ω 1 + 4ω 2 + 5 ≥ 0, -2ξ 2 1 + (2 -2ω 1 )ξ 1 -2ξ 2 2 + (1 -2ω 2 )ξ 2 + 4ω 1 + 2ω 2 + 5 ≥ 0, which implies that there exists a unique solution for the above stochastic variational inequality.
We now discuss the compactness and convexity of the solution set for GS-BMVI (1). Proof Before the proof, Minty's lemma [21] is introduced as follows:
Let E be a Hausdorff topological vector space with a closed convex subset K . Suppose that the stochastic functional φ and the stochastic mapping Q satisfy the following conditions:
Based on this, we will then focus on the compactness and convexity of the solution set. Let S be the solution set of GS-BMVI (1) in K ∩ K , so
For each v ∈ K , let 
Arguing by contradiction, suppose that there exists u ∈ G(ω, k) and u / ∈ K , so u ∈ K\K , then from condition (ii) in Theorem 3.1,
which is a contradiction with u ∈ G(ω, k), so G(ω, k) ⊂ K . Because K is a compact subset, K is closed, and then from (13) we get that
Therefore, S is a compact convex set in K , which means that S is compact and convex in K ∩ K . Remark 3.3 Minty's technique [21] is applied in the proof, and it is also utilized for the stochastic variational inequalities in Zhou [22] and Lee and Salahuddin [23] . Besides, the above study on the compactness and convexity of the solution set for GS-BMVI (1) can help us deal with general infinite-dimensional problems as with the finite-dimensional problems we considered.
Conclusion
In this paper we introduced a class of generalized stochastic Browder mixed variational inequalities. First, the existence of a solution set for GS-BMVI (1) in separable Banach space E with a closed convex subset K was studied based on FKKM theorem and Aumman's measurable selection theorem. Next, the existence of solution sets in a separable Banach space E with a compact convex subset K and in a separable reflexive Banach space E with a closed convex subset K were presented. Then the uniqueness of the solution for GS-BMVI (1) was proved, which implies that the property of uniqueness is related to the strict convexity of the mapping φ and the strict monotonicity of the mapping Q. In addition, the compactness and convexity were studied through the Minty's technique to help us deal with general infinite-dimensional problems.
The work of this paper is a generalization of Browder mixed variational inequalities in the stochastic situation. Compared with [24] , we extended the environment of stochastic variational inequalities to Banach spaces, and obtained the existence of solutions of GS-BMVI (1) in a separable Banach space and in a reflexive Banach space. The results showed that the existence of solutions can be obtained in a reflexive Banach space by properly weakening the conditions on the subset K . Besides, we not only studied the existence and uniqueness of solutions, but also discussed the compactness and the convexity of such solution sets. Compared with [19] , we facilitated further research on a class of stochastic evolutionary problems driven by stochastic variational inequalities inspired by [25] .
