




























We prove an expliit ondition on the level k for the irreduibility of a vauum module V
k
over a (non-twisted) ane Lie superalgebra, whih was onjetured by M. Gorelik and V.G.
Ka. An immediate onsequene of this work is the simpliity onditions for the orresponding
minimal W-algebras obtained via quantum redution, in all ases exept when the level k is a
non-negative integer.
0 Introdution
The (non-twisted) ane Lie superalgebra gˆ = g[t, t−1] +CK +CD is obtained from a simple nite
dimensional Lie superalgebra g, with a non-degenerate even invariant bilinear form B(·, ·), and has
the following ommutation relations:
[atm, btn] = [a, b]tm+n +mδm,−nB(a, b)K, [D, at
m] = −matm, [K, gˆ] = 0.




in the adjoint representation, where {ai}
and {ai} are dual bases of g with respet to B(·, ·).
The vauum module over gˆ is the indued module
V k = Indgˆ
g[t]+CK+CD Ck,
where Ck is the 1-dimensional module with trivial ation of g[t] +CD, and the ation of K is given
by k · Id for some k ∈ C. Note that this module does not depend on the hoie of simple roots of g.
We prove the following theorem, whih was onjetured by M. Gorelik and V.G. Ka.
Theorem 0.1. Let g be an (almost) simple nite dimensional Lie superalgebra of positive defet.




for some even root α of g.
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It was shown in [7℄ that Theorem 0.1 holds for simple Lie superalgebras with defet zero or one,
using the Shapovalov determinant. In this paper, we prove the theorem for simple Lie superalgebras
with defet greater than or equal to two, ompleting the proof of the theorem.
Fix (·, ·) to be the non-degenerate even invariant bilinear form on g with standard normalization
as introdued in [11℄. Then h∨ is alled the dual Coxeter number of g (see [11℄ for the values).
Then (α, α) ∈ Q for α ∈ ∆. When the defet is greater than or equal to two, there exist even roots
α and α′ suh the (α, α) > 0 and (α′, α′) < 0. In this ase, Theorem 0.1 an be reformulated as
follows. Let g be an (almost) simple Lie superalgebras with defet greater than or equal to two. A
vauum module V k of gˆ is irreduible if and only if k ∈ C \Q.
Our proof goes as follows. Let V k be a vauum module over gˆ. By analyzing a harater formula
given in [7℄, we show that if the level k is a rational number then the Jantzen ltration is non-trivial.
For eah superalgebra, our proof is broken up into two ases, namely k + h∨ > 0 and k + h∨ < 0.
For eah ase, we hoose a dierent set of simple roots for the nite dimensional Lie superalgebra
g. Note that a vauum module is always reduible at the ritial level k = −h∨. The fat that V k
is simple for k 6∈ Q follows from the vauum determinant, and is shown in [7℄.
An appliation of the main theorem is given in the last setion. We obtain simpliity onditions
for the minimal W -algebras W k (g, fθ), where g is a simple ontragredient nite-dimensional Lie
superalgebra, fθ is a root vetor of the lowest root, whih is assumed to be even, and k ∈ C \ Z≥0.
This is ahieved via quantum redution, whih was introdued for Lie algebras in [3℄, [4℄ and
extended to Lie superalgebras in [10℄.
Aknowledgement. We would like to thank Maria Gorelik and Professor Anthony Joseph for
reading drafts of the paper and for helpful disussions.
1 Preliminaries
1.1 Ane Lie superalgebras
Let g be a simple nite dimensional Lie superalgebra, and let gˆ be the orresponding ane Lie
superalgebra ([8℄, [9℄). Let ∆ (resp. ∆ˆ) denote the roots of g (resp. gˆ). We use the standard
notations for roots. Corresponding to a set of simple roots Π = {α1, . . . , αn} of g, we have the
triangular deomposition g = n−⊕h⊕n+. Let Πˆ = {α0 := δ−θ}∪Π be the simple roots of gˆ, where
θ is the highest root of g, and let gˆ = nˆ− ⊕ hˆ⊕ nˆ+ be the orresponding triangular deomposition,











i=0 Nαi. Dene a partial ordering on h
∗
by
α ≥ β if α− β ∈ Q+.
Let κ(·, ·) denote the Killing form of g. If κ is non-zero, set ∆# = {α ∈ ∆ | κ(α, α) > 0}.
If κ = 0, then g is of type A(n|n), D(n + 1|n) or D(1, 2, α). In this ase, ∆0 is a union of two
orthogonal subsystems: ∆0 = An ∪ An, Dn+1 ∪ Cn, D2 ∪ C1, respetively, and we let ∆
#
be the
rst subset. Let W# be the subgroup of the Weyl group W generated by the reetions rα with
α ∈ ∆#. Then W# is the Weyl group for the root system ∆#.
Let (·, ·) denote the non-degenerate symmetri even invariant bilinear form on g, whih is nor-
malized by the ondition (α, α) = 2 for a long root α of ∆#. Sine g is simple, the Killing form
κ(·, ·) is proportional the standard form (·, ·). However, it is possible that κ = 0. We an extend
this form to gˆ as follows:
(atn, btm) = δn,−m(a, b) a, b ∈ g;
2
(CK + CD, g[t, t−1]) = 0; (K,K) = (D,D) = 0; (K,D) = 1.
Choose ρ ∈ h∗ (resp. ρˆ ∈ hˆ∗) suh that (ρ, αj) =
1
2 (αj , αj) for αj ∈ Π (resp. αj ∈ Πˆ). Note that
for ν ∈ h∗ we have that (ρˆ, ν) = (ρ, ν). Reall [8℄ that




Dene Λ0 ∈ hˆ∗ by Λ0(h) = 0 for h ∈ h⊕ CD and Λ0(K) = 1.























is extended to Qˆ, by setting k
Π
(η) = 0 for η ∈ Qˆ \Q+, [11℄.
1.2 Vauum modules
The vauum module V k := Indgˆ
g+nˆ++hˆ
Ck is a generalized Verma module MI (λ) with λ = kΛ0 and
I ⊆ J := {0, 1, . . . , n} orresponding to Π (see [7℄). The gˆ-module MI (λ) is the quotient of the
Verma module M(λ) by the submodule U(gˆ)n−vλ, where vλ is the highest weight vetor of M(λ).




α ∈ Qˆ+ \Q |
α
n















, i ∈ N be the Jantzen ltration of the module V k. Then by [7℄
∞∑
i=1
chF i (MI (λ)) =
∑
(m,ξ)∈C(λ)







(−1)(r+1)p(γ) (dim gγ) kΠ (mξ − rγ) . (4)
Lemma 1.1. The module V k is not simple if and only if there exists (m, ξ) ∈ C (λ) suh that
am,ξ 6= 0.
Proof. Reall that F1(V k) is the maximal submodule of V k. Hene, the module V k is simple if
and only if its Jantzen ltration is trivial. Sine the haraters of dierent Verma modules are
linearly independent, it follows from (3) that the ltration is nontrivial if and only if there exists
(m, ξ) ∈ C (λ) suh that am,ξ 6= 0.
Lemma 1.2. Let µ ∈ Q+. If k
Π
(µ) 6= 0, then (ρ, µ) = 12 (µ, µ).
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Proof. One has that



















(µ) hM (kΛ0 − µ) .
The harater of a highest weight module an be uniquely written as a linear ombination of
haraters of Verma modules, and the Casimir operator gives the same salar on eah of these
Verma modules [8℄. Hene, if k
Π
(µ) 6= 0 then
(kΛ0 + ρˆ, kΛ0 + ρˆ) = (kΛ0 − µ+ ρˆ, kΛ0 − µ+ ρˆ) ,
whih implies that (ρ, µ) = 12 (µ, µ).
1.3 The Weyl denominator expansion
The aim of this setion is to expand R using the Weyl denominator identity given in [11℄. For a












where cµ ∈ Z. Let C be the union of all CX over nite subsets of hˆ∗. Note that x, y ∈ C implies
x+ y, xy ∈ C. We will expand R to an element of C.
The defet of g, denoted by def g, is the dimension of a maximal isotropi subspae of h∗
R
:=∑
α∈∆Rα. A subset S of ∆ is alled isotropi if it spans an isotropi subspae of h
∗
R
. It is alled
maximal isotropi if |S| = def g. By [11℄, one an always hoose a set of of simple roots that
ontains a given maximal isotropi set S. Fix a set of simple roots Π whih ontains a maximal
isotropi set S. Denote ZS :=
{∑









β∈S nββ ∈ NS, dene the height of µ to be htµ =
∑
nβ .
For w ∈ W#, let
Tw =
{
β ∈ S | w(β) ∈ ∆−
}
,
and dene |w| ∈ HomZ(ZS,Q) suh that for β ∈ S ⊂ Π,
|w| (β) :=
{
−w (β) , if β ∈ Tw;
w (β) , if β 6∈ Tw.
























































Corollary 1.4. Suppose Π ontains a maximal isotropi set S. If k
Π
(η) 6= 0, then there exists
w ∈W# and µ ∈ NS suh that
−η = ϕ (w)− |w| (µ) + w(ρ) − ρ.
2 Root systems
In this setion, we desribe the root systems of the simple nite dimensional Lie superalgebras
whih appear in the present paper [5℄. A root system of a simple nite dimensional Lie superalge-
bra g is desribed in terms of a basis {εi, δj | 1 ≤ i ≤ m, 1 ≤ j ≤ n}, with the bilinear form (·, ·)
normalized suh that (α, α) = 2 for a long root α ∈ ∆#. We an identify h∗ with a linear subspae




j=1 cδj (µ)δj , with
oeients cεi(µ), cδj (µ) ∈ C.
For A (m− 1|n− 1) = sl(m|n), we identify h∗ with the linear subspae of V given by
h∗ =










and hoose the normalization
(εi, εj) = δij , (δi, δj) = −δij , (εi, δj) = 0.
The root system is ∆ = ∆0¯ ∪∆1¯ where
∆0¯ = {εi − εj | 1 ≤ i < j ≤ m} ∪ {δi − δj | 1 ≤ i < j ≤ n},
∆1¯ = {±(εi − δj) | 1 ≤ i ≤ m, 1 ≤ j ≤ n}.
We may assume without loss of generality that m ≥ n, sine A(m − 1|n − 1) ∼= A(n − 1|m − 1).
Thus,
∆# = {εi − εj | 1 ≤ i, j ≤ m, i 6= j}.
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We extend the ation of W# to span {ε1, . . . , εm} by the trivial ation on
∑m
i=1 εi. Then W
#
is
the permutation group of {ε1, . . . , εm}.
For B(m|n) = osp(2m+ 1|2n) with m ≥ n+ 1, we identify h∗ with V , and hoose the normal-
ization
(εi, εj) = δij , (δi, δj) = −δij , (εi, δj) = 0.
The root system is ∆ = ∆0¯ ∪∆1¯ where
∆0¯ = {±εi ± εj ,±εi,±δk ± δl,±2δk | 1 ≤ i < j ≤ m, 1 ≤ k < l ≤ n} ,
∆1¯ = {±εi ± δj ,±δj | 1 ≤ i ≤ m, 1 ≤ j ≤ n} .
Thus,
∆# = {±εi ± εj,±εi | 1 ≤ i < j ≤ m} .
Then W# is the group of signed permutations of {ε1, . . . , εm}.




δij , (δi, δj) = −
1
2
δij , (εi, δj) = 0.


























∆# = {±εi ± εj ,±2εi | 1 ≤ i < j ≤ m} .
Then W# is the group of signed permutations of {ε1, . . . , εm}.
For D(m|n) = osp(2m|2n) with m ≥ n+1, we identify h∗ with V , and hoose the normalization
(εi, εj) = δij , (δi, δj) = −δij , (εi, δj) = 0.
The root system is ∆ = ∆0¯ ∪∆1¯ where
∆0¯ = {±εi ± εj ,±δk ± δl,±2δk | 1 ≤ i < j ≤ m, 1 ≤ k < l ≤ n} ,
∆1¯ = {±εi ± δk | 1 ≤ i ≤ m, 1 ≤ k ≤ n} .
Thus,
∆# = {±εi ± εj | 1 ≤ i < j ≤ m} .
Then W# is the group of signed permutations of {ε1, . . . , εm} whih hange an even number of the
signs.




δij , (δi, δj) = −
1
2
δij , (εi, δj) = 0.
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The root system is ∆ = ∆0¯ ∪∆1¯ where
∆0¯ = {±εi ± εj ,±2εi,±δk ± δl | 1 ≤ i < j ≤ m, 1 ≤ k < l ≤ n} ,
∆1¯ = {±εi ± δk | 1 ≤ i ≤ m, 1 ≤ k ≤ n} .
Here
∆# = {±εi ± εj ,±2εi | 1 ≤ i < j ≤ m} .
Then W# is the group of signed permutations of {ε1, . . . , εm}.
The defet is n for all of the Lie superalgebras desribed above, so we assume that n ≥ 2. We
extend the ation of W# to V by the trivial ation on the linear span of {δ1, . . . , δn}.
3 Simpliity of vauum modules
3.1 Preliminaries
Let g be an (almost) simple nite dimensional Lie superalgebra with bilinear form (·, ·) normalized
by the ondition that (α, α) = 2 for a long root of ∆#. Let h∨ be the dual Coxeter number of g.
Note that h∨ ∈ 12Z≥0 (see Table II). Fix a set of simple roots Π = {β1, . . . , βn} and denote the
highest weight θ.
Lemma 3.1. Suppose that (θ, θ) is a non-zero integer. Let k ∈ Q suh that k+h
∨
(θ,θ) > 0. Choose


















2 6∈ ∆ and
2(ρ,θ)
(θ,θ) ∈ Z, then (N, qδ − θ) ∈ C(kΛ0).
2. If
θ








2 ) ∈ C(kΛ0) and 2N is an odd integer.
Proof. By Table II, N ∈ Z≥1 in the rst ase, while 2N ∈ Z≥1 in the seond ase. Also, qδ − θ ∈
Qˆ+ \Q and
(kΛ0 + ρˆ, N(qδ − θ)) −
1
2
(N(qδ − θ), N(qδ − θ)) = N(qk + qh∨ − (ρ, θ)−
N
2
(θ, θ)) = 0.
Hene, the lemma follows from (2).
Express θ =
∑n
i=1 biβi with bi ∈ Z≥1, and let b
′ = max{b1, . . . , bn}.




1. Nq = rl, rα −Nθ ∈ Q+, and α ∈ ∆+;
2.
∑n
i=1 βi ≤ α;
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3. r −N ≥ 1
b′
N > 0.
Proof. Statement (1) follows immediately. For (2), express α =
∑n
i=1 aiβi with ai ∈ Z≥0. Now
rα −Nθ ∈ Q+ implies that 0 ≤ rai −Nbi for i = 1, . . . , n. Hene, ai ≥ 1 for i = 1, . . . , n. For (3),
sine 0 < α < θ, we have that ai ≤ bi for i = 1, . . . , n and there is an index j suh that aj ≤ bj − 1.
Thus,
N ≤ raj −N(bj − 1) ≤ (r −N)aj ≤ (r −N)b
′.
3.2 Proof of the main theorem
Theorem 3.3. Let g be an (almost) simple nite dimensional Lie superalgebra with defet greater
than or equal to two. If k ∈ Q, then the vauum module V k over gˆ is not simple.
Proof. Let g be an (almost) simple nite dimensional Lie superalgebra with defet greater than or
equal to two. Fix k ∈ Q. Now k ∈ Q if and only if k + h∨ ∈ Q, sine h∨ ∈ 12Z≥0. If k = −h
∨
then V k is not simple, so we assume now that k + h∨ ∈ Q\ {0}. If g = D(n+ 2|n) then we assume
that
1
k+h∨ 6∈ Z≥1. We will handle this ase separately. Let Π be the set of simple roots listed in
Table I orresponding to g and k+ h∨. We have hosen Π so that the highest weight θ satises the
onditions: (θ, θ) 6= 0 and k+h
∨
(θ,θ) > 0, (see Table II).
By Lemma 1.1, it sues to show that there exists (m, ξ) ∈ C (kΛ0) suh that am,ξ 6= 0 in (3).
By (4), it sues to nd (m, ξ) ∈ C (kΛ0) with ξ ∈ ∆ˆ+ suh that for all (r, γ) ∈ Z≥1 × (∆ˆ+ \∆),
we have that (m, ξ) satises the onditions:
1. if (r, γ) 6= (m, ξ), then rγ 6= mξ,
2. if rγ 6= mξ, then k
Π
(mξ − rγ) = 0.









∈ Z≥1 and q >
(ρ,θ)
k+h∨ . Dene N as in (5). Note that for
eah n ∈ Z it is possible to hoose q suiently large suh that N > n. So we may assume that
N >> 0.
By Table II, if
θ
2 6∈ ∆ then
2(ρ,θ)
(θ,θ) ∈ Z. Then by Lemma 3.1, (N, qδ − θ) ∈ C(kΛ0). Sine





Table II). Then by Lemma 3.1, (2N, q2δ −
1




for c 6∈ {1, 2} and 2N is odd,we have that (2N, q2δ −
1
2θ) satises ondition (1).
Suppose that k
Π
(N (qδ − θ)− rγ) 6= 0 for some (r, γ) ∈ Z≥1 × (∆ˆ+ \ ∆) suh that (r, γ) 6=
(N, qδ − θ). Write γ = lδ − α for some l ∈ Z≥1 and α ∈ ∆ ∪ {0}.
Case 1: Suppose α 6= θ, θ2 . By Lemma 3.2, we have
∑
αi∈Π




Hene, we may assume that r−N >> 0. Also, Nq = rl, whih implies k
Π
(rα−Nθ) 6= 0. Thus by
Lemma 1.2,
2 (ρ, rα−Nθ) = (rα −Nθ, rα −Nθ) ,
8
implying
(α, α) r2 + (−2 (ρ, α)− 2N (α, θ)) r +N2 (θ, θ) + 2N (ρ, θ) = 0. (6)
Subase 1: If (α, α) 6= 0, the disriminant D for this quadrati equation in the variable r is
D = (2 (ρ, α) + 2N (α, θ))
2 − 2 (α, α)
(
N2 (θ, θ) + 2N (ρ, θ)
)
= 4N2 ((α, θ) (α, θ)− (α, α) (θ, θ))
+8N ((ρ, α) (α, θ)− (α, α) (ρ, θ)) + 4 (ρ, α)2 .
By Lemma 4.2,
(α, α) (θ, θ) > (α, θ) (α, θ) ,
whih implies that D < 0 for N >> 0. This ontradits the assumption that r is an integer.
Subase 2: If (α, α) = 0, then by solving (6) we obtain
r =
N2 (θ, θ) + 2N (ρ, θ)
2N (θ, α) + 2 (ρ, α)
. (7)
Note that the denominator is non-zero for N suiently large. Indeed, by Lemma 4.1, 2 (θ, α) =
(θ, θ). By substituting this into (7), we obtain
r =
N2 (θ, θ) + 2N (ρ, θ)
N (θ, θ) + 2 (ρ, α)
= N +






Sine r > N we have that (ρ, θ) 6= (ρ, α). If (ρ, α) 6= 0, then r /∈ Z for N >> 0. If (ρ, α) = 0, then
r = N +
2 (ρ, θ)
(θ, θ)
but by Lemma 3.2, r −N > 2(ρ,θ)(θ,θ) for N >> 0, whih is a ontradition.
Case 2: Suppose α = cθ. Then k
Π
((rc −N)θ) 6= 0 and rc > N . By Lemma 1.2,








(θ,θ) > 0. Then (θ, θ) = 2 by Table II. Now (ρ, θ) 6= 0 and kΠ(
2(ρ,θ)
(θ,θ) θ) 6= 0, so it follows
from Lemma 4.3 that g = D(n+ 2|n).
If g = D(n+ 2|n), then θ = ε1 + ε2 and α = cθ ∈ ∆+ implies that c = 1. Then by Table II and
(8) we have r = N + 1. Now N(qδ − θ)− r(lδ − θ) ∈ Q+ implies that Nq = rl. After substituting
r = N + 1 we have
Nq = (N + 1)l. (9)
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Sine N and N + 1 are relatively prime, N + 1 divides q. Hene, there exists d ∈ Z≥1 suh that
q = (N + 1)d. (10)
By substituting the values given in Table II into (5), we have
N = q(k + h∨)− 1. (11)





where d ∈ Z≥1. But we assumed that if g = D(n+ 2|n), then
1
k+h∨ 6∈ Z≥1.
Case g = D(n+ 2|n) and d := 1
k+h∨ ∈ Z≥1. Choose a maximal isotropi set
S = {εi − δi | 1 ≤ i ≤ n}
and a set of simple roots
{ε1 − δ1, δ1 − ε2, . . . , δn − εn+1, εn+1 − εn+2, εn+1 + εn+2}
whih ontains S. Then θ = ε1 + δ1, (θ, θ) = 0 and (θ, ρ) = 2.
We will show that aN,qδ−θ 6= 0, where q := 2d and N ∈ Z≥1 with N >> 0. It will then follow
from Lemma 1.1 that V k is not simple. First, note that (N, qδ − θ) ∈ C (kΛ0) for any N , sine by
the denition of q we have
(kΛ0 + ρˆ, N(qδ − θ))−
1
2
(N(qδ − θ), N(qδ − θ)) = N(q (k + h∨)− (ρ, θ)) = 0.
Now qδ−θ ∈ ∆ˆ+ \∆. If (r, γ) ∈ Z≥1× (∆ˆ
+ \∆) suh that rγ = N(qδ−θ), then (r, γ) = (N, qδ−θ).
Suppose that k
Π
(N (qδ − θ)− rγ) 6= 0 for some (r, γ) ∈ Z≥1 × (∆ˆ+ \ ∆) suh that (r, γ) 6=
(N, qδ − θ). Write γ = lδ − α for some l ∈ Z≥1 and α ∈ ∆ ∪ {0}.
If α = θ, then k
Π
((r −N)θ) 6= 0 and r > N . By Lemma 1.2,
(ρ, (r −N)θ) = ((r −N)θ, (r −N)θ).
But (θ, θ) = 0 and (ρ, θ) = 2, so this is a ontradition.
Now assume that α 6= θ. Then by Lemma 3.2, Nq = rl, r > N , k
Π
(rα −Nθ) 6= 0, and
α ∈ {β ∈ ∆ |
∑
αi∈Π
αi ≤ β < θ} = {ε1 + εi, ε1 + δj | 2 ≤ i ≤ n+ 1, 2 ≤ j ≤ n} ,














After substituting we have
(α, α)
2
r2 − (N + 2)r + 2N = 0.
If (α, α) = 0 then r = 2N
N+2 6∈ Z for N >> 0, whih is a ontradition. If (α, α) = 2, then r ∈ {2, N}.
But we have that r > N and N >> 0, so this is also a ontradition.
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4 Tables and omputations
I. This table reords our hoie of simple roots Π for eah of our ases. The defet is n, so we
assume n ≥ 2. When k + h∨ > 0 we write +, and when k + h∨ < 0 we write −.




{ε1 − δ1, δ1 − δ2, δ2 − ε2, ε2 − δ3, δ3 − ε3, . . . , δn − εn,




{δ1 − ε1, ε1 − ε2, . . . , εm−n+1 − εm−n+2, εm−n+2 − δ2,
δ2 − εm−n+3, εm−n+3 − δ3, . . . , εm − δn}
B (m|n)
m = n+ 1
+ {ε1 − ε2, ε2 − δ1, . . . , εn+1 − δn, δn}
B (m|n)
m = n+ 2
+ {ε1 − ε2, ε2 − δ1, . . . , εn+1 − δn, δn − εn+2, εn+2}
B (m|n)
m ≥ n+ 3
+
{ε1 − ε2, ε2 − δ1, . . . , εn+1 − δn, δn − εn+2,
εn+2 − εn+3, . . . , εm−1 − εm, εm}
B (m|n)
m ≥ n+ 1
−
{δ1 − δ2, . . . , δn−1 − δn, δn − ε1,
ε1 − ε2, . . . , εm−1 − εm, εm}
B(n|m)
m = n
+ {ε1 − δ1, δ1 − ε2, . . . , εn − δn, δn}
B(n|m)
m = n+ 1
+ {ε1 − δ1, δ1 − ε2, . . . , εn − δn, δn − εn+1, εn+1}
B(n|m)
m ≥ n+ 2
+
{ε1 − δ1, δ1 − ε2, . . . , εn − δn, δn − εn+1,




{δ1 − δ2, δ2 − δ3, . . . , δn − ε1,
ε1 − ε2, . . . , εm−1 − εm, εm}
D(m|n)
m = n+ 1
+
{ε1 − ε2, ε2 − δ1, δ1 − δ2, δ2 − ε3, ε3 − δ3,
δ3 − ε4 . . . , εn − δn, δn − εn+1, δn + εn+1}
D(m|n)




{ε1 − ε2, ε2 − δ1, δ1 − ε3, . . . , δn − εn+2, δn + εn+2}
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Table I ontinued.
g k + h∨ Π
D(m|n)
m ≥ n+ 3
+
{ε1 − ε2, ε2 − δ1, δ1 − ε3, . . . , δn − εn+2,
εn+2 − εn+3, . . . εm−1 − εm, εm−1 + εm}
D(m|n)
m ≥ n+ 1
−
{δ1 − ε1, ε1 − δ2, δ2 − ε2, ε2 − δ3, . . . , δn − εn,
εn − εn+1, . . . εm−1 − εm, εm−1 + εm}
D(n|m)
m = n
+ {ε1 − δ1, δ1 − ε2, ε2 − δ2, . . . , εn − δn, εn + δn}
D(n|m)
m ≥ n+ 1
+
{ε1 − δ1, δ1 − ε2, ε2 − δ2, . . . , εn − δn, δn − εn+1,




{δ1 − δ2, δ2 − δ3, . . . , δn − ε1,
ε1 − ε2, . . . , εm−1 − εm, 2εm}
II. This table reords properties of Π. We indiate when θ2 is a root.
g k + h∨ h∨ θ (θ, θ) 2(ρ,θ)(θ,θ)
θ
2
A(m− 1|n− 1), m ≥ n + m− n ε1 − εm 2 m− n− 1
A(m− 1|n− 1), m ≥ n − m− n δ1 − δn -2 −m+ n− 1
B (m|n), m ≥ n+ 1 + 2(m− n)− 1 ε1 + ε2 2 2m− 2n− 2
B (m|n), m ≥ n+ 1 − 2(m− n)− 1 2δ1 -4 −m+ n−
1
2 δ1
B(n|m), m ≥ n + m− n+ 12 2ε1 2 m− n−
1
2 ε1
B(n|m), m ≥ n − m− n+ 12 δ1 + δ2 -1 −2m+ 2n− 2
D(m|n), m ≥ n+ 1 + 2(m− n− 1) ε1 + ε2 2 2m− 2n− 3
D(m|n), m ≥ n+ 1 − 2(m− n− 1) 2δ1 -4 −m+ n
D(n|m), m ≥ n + m− n+ 1 2ε1 2 m− n
D(n|m), m ≥ n − m− n+ 1 δ1 + δ2 -1 −2m+ 2n− 3
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III. Let AΠ = {α ∈ ∆ |
∑
αi∈Π
αi ≤ α < θ}.
g k + h∨ θ AΠ
A(m− 1|n− 1)
m ≥ n
+ ε1 − εm ∅
A(m− 1|n− 1)
m ≥ n
− δ1 − δm ∅
B (m|n)
m ≥ n+ 1
+ ε1 + ε2 {ε1, ε1 + εi, ε1 + δj}i=3,...,m, j=1,...,n
B (m|n)
m ≥ n+ 1
− 2δ1 {δ1, δ1 + εi, δ1 + δj}i=1,...,m−1, j=2,...,n
B(n|m)
m ≥ n
+ 2ε1 {ε1, ε1 + εi, ε1 + δj}i=2,...,n, j=1,...,n
B(n|m)
m ≥ n
− δ1 + δ2 {δ1 + εi, δ1 + δj}i=1,...,m−1, j=3,...,n
D(m|n)
m ≥ n+ 1
+ ε1 + ε2 {(ε1 + εi) , (ε1 + δj)}i=3,...,m−1, j=1,...,n
D(m|n)
m ≥ n+ 1
− 2δ1 {(δ1 + εi) , (δ1 + δj)}i=1,...,m−1, j=2,...,n
D(n|m)
m ≥ n
+ 2ε1 {(ε1 + εi) , (ε1 + δj)}i=2,...,m, j=1,...,n
D(n|m)
m ≥ n
− δ1 + δ2 {(δ1 + εi) , (δ1 + δj)}i=1,...,m, j=3,...,n
Lemma 4.1. Let Π be one of the sets of simple roots in Table I. If α ∈ AΠ, then
2(α, θ) = (θ, θ).
Proof. This alulation follows from Table III.
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Lemma 4.2. Let Π be one of the sets of simple roots in Table I. If α ∈ AΠ suh that α 6=
θ
2 and
(α, α) 6= 0, then
(α, α)(θ, θ) > (α, θ)(α, θ).
Proof. By our hoie of simple roots, (θ, θ) 6= 0. From Table III we see that (α, α) has the same
sign as (θ, θ). If α ∈ AΠ suh that α 6=
θ
2 and (α, α) 6= 0, then |(α, α)| ∈ {1, 2, 4}. If 4(α, α)(θ, θ) ≤
(θ, θ)(θ, θ), then |(α, α)| = 1 and |(θ, θ)| = 4. By Table III, this implies that α = δ1 and θ = 2δ1.
But this ontradits the assumption that α 6= θ2 . Hene, the result follows from Lemma 4.1.
IV. We have hosen Π to ontain a maximal isotropi subset S = {β1, . . . , βn} whenever (θ, θ) and




ε1 − εm β1 = ε1 − δ1,βi = δi − εi for i = 2, . . . , n
B (m|n) , D(m|n)
m ≥ n+ 2
ε1 + ε2 βi = εi+1 − δi for i = 1, . . . , n
B(n|m), D(n|m)
m ≥ n+ 1
2ε1 βi = εi − δi for i = 1, . . . , n








Proof. This is lear when
2(ρ,θ)
(θ,θ) < 0. Suppose
2(ρ,θ)
(θ,θ) > 0. Then (θ, θ) = 2 by Table II, whih implies
(ρ, θ) > 0. We have hosen Π to ontain a maximal isotropi subset S when (θ, θ) and (ρ, θ) are
both positive (see Table IV).
Suppose that k
Π
((ρ, θ)θ) 6= 0. Then by Corollary 1.4, there exists w ∈ W# and µ ∈ NS suh
that
− (ρ, θ)θ = ϕ (w)− |w| (µ) + w(ρ) − ρ. (12)
Write µ ∈ NS as µ =
∑









ϕ (w) − |w| (µ) =
∑
β∈Tw




Sine oeients cδj (θ) equal zero for 1 ≤ j ≤ n, it follows from (12) that
cδj (ϕ (w) − |w| (µ) + w(ρ) − ρ) = 0, for 1 ≤ j ≤ n.
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Sine w ∈ W# xes δ1, . . . , δn, the oeients cδj (w(ρ) − ρ) equal zero for 1 ≤ j ≤ n. Thus,
cδj (ϕ (w)− |w| (µ)) = 0, for 1 ≤ j ≤ n. (14)
Now cδj (βi) = 0 when j 6= i, while cδi(βi) 6= 0 (see Table IV). Sine w ∈ W
#
xes δ1, . . . , δn,
we have that cδj (w(βi)) = 0 when j 6= i, while cδi(w(βi)) 6= 0. Then it follows from (14) that the
oeients in (13) must all be equal to zero. Sine bβ ≥ 0, this implies that Tw = ∅, µ = 0, and
ϕ (w) − |w| (µ) = 0. Therefore,
w(ρ) − ρ = −(ρ, θ)θ (15)
for some w ∈W# satisfying Tw = ∅.
Case 1: If β1 = ε1 − δ1, then cε1(θ) 6= 0 (see Table IV). Now w(β1) ∈ ∆
+
sine Tw = ∅,
whih implies w(ε1) = ε1 (see Table I). Thus, cε1(w(ρ)− ρ) = 0. Then (15) and cε1(θ) 6= 0 together
imply that (ρ, θ) = 0, whih ontradits (ρ, θ) > 0.
Case 2: If β1 = ε2 − δ1, then θ = ε1 + ε2 and g is either B(m|n) or D(m|n) with m ≥ n+ 2 (see
Table IV). Sine Tw is empty we have w(ε2) ∈ {ε1, ε2}. If w(ε2) = ε2, then (w(ρ) − ρ)ε2 = 0 and
(15) does not hold sine θ = ε1 + ε2. If w(ε2) = ε1, then
cε1(w(ρ) − ρ) = (ρ, w
−1(ε1))− (ρ, ε1) = −(ρ, ε1 − ε2) = −1,
sine ε1 − ε2 ∈ Π. Then (15) implies (ρ, θ) = 1. Then by (1) it follows that h
∨ = 2. Then by
Table II we see that g = D(n+ 2|n).
5 Simpliity of minimal W -algebras
Let g be a simple nite-dimensional Lie superalgebra equipped with a non-degenerate even invariant
bilinear form B (·, ·). Normalize B (·, ·) suh that B (θ, θ) = 2 for the highest root θ, whih is
assumed to be even. Let fθ be the lowest root vetor of g. For eah k ∈ C, one an dene a
vertex algebra W k (g, fθ), alled the minimal W -algebra, whih is desribed in [10℄,[12℄. This lass
of W -algebras ontains the well known superonformal algebras, inluding the Virasoro algebra,
the Bershadsky-Polyakov algebra, the Neveu-Shwarz algebra, the Bershadsky-Knizhnik algebras,
and the N = 2, 3, 4 superonformal algebras. From the present work, we obtain a riterion for the
simpliity of W k (g, fθ) when k /∈ Z≥0.
Let gˆ be the (non-twisted) anization of g, and let Ok be the Bernstein-Gel'fand-Gel'fand
ategory of gˆ at level k ∈ C (see [2℄). In [10℄,[12℄, a funtor from the ategory Ok to the ategory of
Z-graded W k (g, fθ)-modules is given. This funtor, whih is referred to as quantum redution, has
many remarkable properties. In partiular, it is proven in [1℄ that this funtor is exat. The image
of the vauum module V k under this funtor is the vertex algebra W k (g, fθ), viewed as a module
over itself.
Theorem 5.1. (M. Gorelik and V.G. Ka [7℄).
(i) The vertex algebra W k (g, fθ) is simple if and only if the gˆ-module V
k
is irreduible, or
k ∈ Z≥0 and V k has length two (i.e. the maximal proper submodule of the V k is irreduible).
(ii) If g is a simple Lie algebra, g = sl2, then W
k (g, fθ) is simple if and only if V
k
is irreduible.








for a long root α.
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From Theorem 0.1 and Theorem 5.1, we dedue the following:
Corollary 5.2. Let g be a simple ontragredient nite dimensional Lie superalgebra of positive
defet and let k ∈ C \ Z≥0. Then W




for some even root α of g.
For ane Lie superalgebras, V k is always reduible when k ∈ Z≥0. Thus, in order to deter-
mine the simpliity onditions for all minimal W -algebras, one is left with answering the following
question.
Problem 5.3. Let g be an ane Lie superalgebra and k ∈ Z≥0. Is the maximal submodule of V k
simple?
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