Fractional KPZ equations with critical growth in the gradient respect to
  Hardy potential by Abdellaoui, Boumediene et al.
ar
X
iv
:2
00
2.
02
20
1v
1 
 [m
ath
.A
P]
  6
 Fe
b 2
02
0 FRACTIONAL KPZ EQUATIONS WITH CRITICAL GROWTH IN THEGRADIENT RESPECT TO HARDY POTENTIAL
BOUMEDIENE ABDELLAOUI, IRENEO PERAL, ANA PRIMO, FERNANDO SORIA
Abstract. In this work we study the existence of positive solution to the fractional quasilinear
problem, 

(−∆)su = λ
u
|x|2s
+ |∇u|p + µf in Ω,
u > 0 in Ω,
u = 0 in (RN \ Ω),
where Ω is a C1,1 bounded domain in RN , N > 2s, µ > 0, 1
2
< s < 1, and 0 < λ < ΛN,s is defined
in (3) . We assume that f is a non-negative function with additional hypotheses.
As we will see, there are deep differences with respect to the case λ = 0. More precisely,
• If λ > 0, there exists a critical exponent p+(λ, s) such that for p > p+(λ, s) there is no positive
solution.
• Moreover, p+(λ, s) is optimal in the sense that, if p < p+(λ, s) there exists a positive solution
for suitable data and µ sufficiently small.
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1. Introduction
This work deals with the following problem:
(1)

(−∆)su = λ
u
|x|2s
+ |∇u|p + µf in Ω,
u > 0 in Ω,
u = 0 in (RN \ Ω),
where 0 < λ < ΛN.s defined in (3), µ > 0, s ∈ (
1
2 , 1), 2s < N , Ω ⊂ R
N is a bounded regular domain
containing the origin and f is a measurable non-negative function satisfying suitable hypotheses.
By (−∆)s we denote the fractional Laplacian of order 2s introduced by M. Riesz in [29], that is,
(−∆)su(x) := aN,s P.V.
∫
RN
u(x)− u(y)
|x− y|N+2s
dy, s ∈ (0, 1),
where
aN,s = 2
2s−1π−
N
2
Γ(N+2s2 )
|Γ(−s)|
,
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is the normalizing constant that gives the Fourier multiplier identity
F((−∆)su)(ξ) = |ξ|2sF(u)(ξ), for u ∈ S (RN ).
See [19] for details.
For λ = 0, in [6] (see also version [7]), the authors study natural conditions on f in order to
determine the existence of a positive solution to the problem (1) depending on the value of p. There
are three cases: subcritical, p < 2s, critical p = 2s and supercritical p > 2s.
For λ > 0, the problems studied in this article are related to the following Hardy inequality, proved
in [25] (see also [10, 19, 32, 33] and the monograph [28] for a detailed proof).
Theorem 1.1. (Fractional Hardy inequality). For all u ∈ C∞0 (IR
N ) the following inequality holds,
(2)
∫
IRN
|ξ|2s|uˆ|2 dξ > ΛN,s
∫
IRN
|x|−2su2 dx,
where
(3) ΛN,s = 2
2sΓ
2(N+2s4 )
Γ2(N−2s4 )
.
The constant ΛN,s is optimal and not attained.
Notice that, as it was stated in [19], the fractional Hardy’s inequality plays an important role in
the proof of the stability of relativistic matter in a very general setting.
It is clear that the criticality of the inequality is motivated by the homogeneity between the frac-
tional Laplacian and the inverse 2s-potential. Moreover, letting s→ 1, then one can prove that
ΛN,s → ΛN,1 :=
(
N − 2
2
)2
,
the classical Hardy constant.
Notice that the optimal constant defined in (3) coincides for every bounded domain Ω containing
the pole of the Hardy potential. That is, if 0 ∈ Ω, we can rewrite the Hardy inequality (2) as
(4)
aN,s
2
∫
Q
|u(x)− u(y)|2
|x− y|N+2s
dx dy > ΛN,s
∫
Ω
u2
|x|2s
dx, u ∈ Hs0(Ω).
The optimality of ΛN,s here follows by a scaling argument.
Related to problem (1), in the local case s = 1 and for 0 < λ < ΛN,1 fixed, the authors in [5]
identify a critical exponent p+(λ) such that for p > p+, there exists no positive weak solution and for
1 < p < p+, µ sufficiently small, and f 6
1
|x|2
, they prove the existence of a weak positive solution.
Problem (1) can be seen as the stationary Kardar-Parisi-Zhang problem with fractional diffusion
and under the influence of the uncertainty principle given by the Hardy inequality. The classical
model by Kardar-Parisi-Zhang was introduced in [23] with diffusion driven by the Laplacian. In the
fractional setting see [21].
Our aim in this work is to analyze the case s ∈ (12 , 1) and λ > 0. Notice that s >
1
2 ensures the
ellipticity of the problem. Our main result is the following one.
Theorem 1.2. Assume that s ∈ (12 , 1) and 0 < λ < ΛN,s, then there exists a critical exponent
p+(λ, s) > 0 such that if p > p+(λ, s) there is no positive solution to problem (1). Moreover, if
p < p+(λ, s), problem (1) has a positive solution for suitable data and µ sufficiently small.
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The paper is organized as follows. In Section 2, we give the notion of solution that we are going
to consider here. Moreover, we study the behavior of radial potential solutions of the homogenous
problem in the whole space. Section 3 is devoted to the non existence of solutions. In that respect,
we obtain two types of non existence results.
• On the one hand, we prove the existence of p+(λ, s) such that if s ∈ (
1
2 , 1) and p > p+(λ, s),
for all λ > 0, the problem has no positive solution in a weak sense.
• On the other, we prove that for s ∈ (12 , 1), there exists µ
∗ > 0 such that if µ > µ∗, the problem
has no positive solution for any p; that is, the positive source term must be small enough to
ensure the existence of solutions.
Section 4 is devoted precisely to the existence of solutions. For p < p+(λ, s) and under additional
hypotheses on the integrability of f , we are able to build a suitable supersolution and then by a
monotonicity argument, to prove the existence of a minimal positive solution for all µ. Moreover, for
p <
N
N − 2s+ 1
, and for all f ∈ L1(Ω) that satisfies a suitable integral condition near the origin, we
prove the existence of µ∗ such that for µ < µ∗, there exists a positive solution.
In the last section, we treat the case where the gradient term depends also on a zero order term. In
this case under a suitable behavior of the zero order term at infinity, we are able to show the existence
of a solution for all p < 2s, under suitable hypotheses on the data. It is worthy to point out that,in
the local case, this last problem comes from the elliptic part of a porous medium equation, see [3].
2. Preliminary results
Before starting the analysis of existence and non existence of positive solution, let us begin describ-
ing the precise sense in which solutions are defined. Consider the problem
(5)

(−∆)su = g in Ω,
u > 0 in Ω,
u = 0 in RN \ Ω,
where g ∈ L1(Ω).
Definition 2.1. We define the class of test functions
(6) T (Ω) = {φ | (−∆)s(φ) = ψ in Ω, φ = 0 in RN \ Ω, ψ ∈ C∞0 (Ω)}.
Notice that if v ∈ T (Ω) then, using the results in [26], v ∈ Hs0(Ω) ∩ L
∞(Ω). Moreover, according
to the regularity theory developed in [31], if Ω is smooth enough, there exists a constant β > 0 (that
depends only on the structural constants) such that v ∈ Cβ(Ω) (see also [22]).
Definition 2.2. We say that u ∈ L1(Ω) is a weak solution to (5) if for g ∈ L1(Ω) we have that∫
Ω
uψdx =
∫
Ω
gφdx,
for any φ ∈ T (Ω) with ψ ∈ C∞0 (Ω).
Recall also the definition of the truncation operator Tk,
(7) Tk(σ) = max{−k; min{k, σ}}.
From [26], [16] and [1] we have the next existence result.
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Theorem 2.3. Suppose that g ∈ L1(Ω), then problem (5) has a unique weak solution u obtained as
the limit of {un}n∈N, the sequence of unique solutions to the approximating problems
(8)
{
(−∆)sun = gn(x) in Ω,
un = 0 in IR
N\Ω,
with gn = Tn(g). Moreover,
(9) Tk(un)→ Tk(u) strongly in H
s
0 (Ω), ∀k > 0,
(10) u ∈ Lq , ∀ q ∈
(
1,
N
N − 2s
)
and
(11)
∣∣(−∆) s2 u∣∣ ∈ Lr , ∀ r ∈ (1, N
N − s
)
.
In addition, if s > 12 , then u ∈ W
1,q
0 (Ω) for all q <
N
N−(2s−1) and un → u strongly in W
1,q
0 (Ω).
Now, before dealing with the main problem (15), let us introduce the following definition.
Definition 2.4. Assume that f ∈ L1(Ω) is a nonnegative function. We say that u is a solution to
problem (1) if u ∈ W 1,p0 (Ω),
u
|x|2s
∈ L1(Ω) and, setting g ≡ λ
u
|x|2s
+ |∇u|p + f , then u is a weak
solution to problem (5) in the sense of Definition 2.2.
In order to study the behavior in a neighborhood of the origin of a nonnegative solution to problem
(1), we need to analyze each radial potential positive solution in the whole space. More precisely, let
us consider the homogeneous problem
(12) (−∆)su = λ
u
|x|2s
in RN \ {0},
where 0 < λ 6 ΛN,s. Then we have (see for instance [32, Theorem 4.1])
Lemma 2.5. Let 0 < λ 6 ΛN,s. Then v±αλ(x) = |x|
−N−2s2 ±αλ are solutions to problem (12), where
αλ is obtained by the identity
(13) λ = λ(αλ) = λ(−αλ) =
22s Γ(N+2s+2αλ4 )Γ(
N+2s−2αλ
4 )
Γ(N−2s+2αλ4 )Γ(
N−2s−2αλ
4 )
.
Remark 2.6. Notice that λ(α) = λ(−α) = mαλm−αλ , with mαλ = 2
αλ+s
Γ(N+2s+2αλ4 )
Γ(N−2s−2αλ4 )
.
Lemma 2.7. The following equivalence holds true:
0 < λ(αλ) = λ(−αλ) 6 ΛN,s if and only if 0 6 αλ <
N − 2s
2
.
For an elementary proof of this Lemma see [4, 19, 25].
Remark 2.8. Denote
(14) µ(λ) =
N − 2s
2
− αλ and µ¯(λ) =
N − 2s
2
+ αλ.
For 0 < λ < ΛN,s, then 0 < µ <
N − 2s
2
< µ¯ < (N − 2s). Since N − 2µ − 2s = 2αλ > 0 and
N − 2µ¯− 2s = −2αλ < 0, then (−∆)
s/2(|x|−µ) ∈ L2(Ω), but (−∆)s/2(|x|−µ¯) does not.
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As a consequence we have the next comparison lemma.
Lemma 2.9. Assume that u ∈ L1loc(IR
N ) is such that u > 0 in IRN with (−∆)su ∈ L1loc(Ω). Suppose
that
(−∆)su > λ
u
|x|2s
in Ω, 0 < λ < ΛN,s,
then
u(x) > C|x|−µ(λ) = C|x|−
N−2s
2 +αλ in Br(0) ⊂⊂ Ω.
See [4] for a detailed proof.
3. Non existence result
We now consider the problem stated in the introduction
(15)

(−∆)su = λ
u
|x|2s
+ |∇u|p + µf in Ω,
u > 0 in Ω,
u = 0 in RN \ Ω,
where Ω ⊂ IRN is a bounded regular domain containing the origin, 0 < λ < ΛN,s, µ > 0, s ∈ (
1
2 , 1),
p > 1 and f is a non-negative function.
To establish the upper bound for p we follow closely the arguments of [5], see also [14] for the
potential case. We look for a radial solution to the problem (15).
(16) (−∆)sw − λ
w
|x|2s
= |∇w|p in IRN .
In particular, if we choose w = A|x|β−
N−2s
2 , with A a positive constant, 0 < β <
N − 2s
2
, then (16)
is equivalent to have
Aγβ |x|
−2s−N−2s2 +β − λA|x|β−2s−
N−2s
2 =
A
∣∣∣∣β − N − 2s2
∣∣∣∣p
|x|(
N−2s
2 −β+1)p
,
where
(17) γβ := γ−β :=
22sΓ(N+2s+2β4 )Γ(
N+2s−2β
4 )
Γ(N−2s−2β4 )Γ(
N−2s+2β
4 )
.
Hence, in order to have homogeneity we need
p =
N−2s
2 − β + 2s
N−2s
2 − β + 1
,
which means that β = N−2s2 +
p
p−1 −
2s
p−1 and, then, the constants must satisfy the equation γβ −λ =
Ap−1
∣∣∣∣β − N − 2s2
∣∣∣∣p .
Since A > 0, we need γβ − λ > 0. Consider the map
Υ : (−N−2s2 ,
N−2s
2 ) 7→ (0,ΛN,s)
β 7→ γβ
then Υ is even and the restriction of Υ to the set [0, N−2s2 ) is decreasing, see [15] and [19], so there
exists a unique αλ ∈ (0,ΛN,s] such that γαλ = γ−αλ = λ.
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Let β0 = −β1 = αλ, therefore, setting
p+(λ, s) :=
N−2s
2 − β0 + 2s
N−2s
2 − β0 + 1
=
N + 2s− 2αλ
N − 2s− 2αλ + 2
,
and
p−(λ, s) :=
N−2s
2 − β1 + 2s
N−2s
2 − β1 + 1
=
N + 2s+ 2αλ
N − 2s+ 2αλ + 2
,
it holds that p−(λ, s) < p+(λ, s) and γβ − λ > 0 if and only if
p−(λ, s) < p < p+(λ, s).
It is easy to check that p+(λ, s) and p−(λ, s) are respectively an increasing and a decreasing function
in αλ and, therefore, are respectively a decreasing and an increasing function in λ. Thus
N
N − 2s+ 1
< p−(λ, s) <
N + 2s
N − 2s+ 2
< p+(λ, s) < 2s, for 0 < λ < ΛN,s.
2s
N+2s
N−2s+2
N
N−2s+1
λ = ΛN,s ⇐⇒ αλ = 0λ = 0 ⇐⇒ αλ =
N−2s
2
p+(λ, s)
p−(λ, s)
Recalling that µ(λ) =
N − 2s
2
− αλ, µ¯(λ) =
N − 2s
2
+ αλ, then
p+(λ, s) =
µ(λ) + 2s
µ(λ) + 1
and p−(λ, s) =
µ¯(λ) + 2s
µ¯(λ) + 1
.
Therefore, if p−(λ, s) < p < p+(λ, s) we will be able to construct a radial supersolution for the
Dirichlet problem (15) under suitable condition on f , just modifying the w found above. Hence this
bound for p will be the threshold for the existence also for the Dirichlet problem.
Remark 3.1. Notice that for s = 1,
λαλ :=
22Γ(N+2+2αλ4 )Γ(
N+2−2αλ
4 )
Γ(N−2−2αλ4 )Γ(
N−2+2αλ
4 )
= 4
(N − 2 + 2αλ
4
)(N − 2− 2αλ
4
)
= 4
(N − 2
4
)2
− α2λ.
Hence αλ = ±
√(N − 2
2
)2
− λ and p <
N+2
2 − αλ
N
2 − αλ
=
2 + N−22 − αλ
1 + N−22 − αλ
=
2 + α1
1 + α1
= p+(λ). This
coincides with the nonexistence exponent defined in [5].
The first part of the main non existence result in Theorem 1.2, related to the size of the exponent
of the nonlinear term is the following.
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Theorem 3.2. Assume that s ∈ (12 , 1) and p > p+(λ, s). For λ > 0, problem (15) has no positive
solution u in the sense of Definition 2.4.
Proof. We argue by contradiction. Assume that u is a positive solution to (15) in the sense of Definition
2.4, then u ∈W 1,p0 (Ω) and
u
|x|2s
∈ L1(Ω). By Lemma 2.9, it follows that
u(x) > C|x|−µ(λ) in Br(0) ⊂⊂ Ω.
The proof will be given in several steps according to the value of p.
First case: p >
N
µ(λ) + 1
> p+(λ, s).
Since
u
|x|2s
, |∇u|p ∈ L1(Br(0)), then by the Poincare´-Wirtinger inequality we conclude that u ∈
W 1,p(L1(Br(0)). Thus u ∈ L
p∗(Br(0)), p
∗ =
Np
N − p
. Therefore, due to the behavior of u near the
origin, we conclude that |x|−µ(λ) ∈ Lp
∗
(Br(0)). Thus, p
∗µ(λ) < N , namely, p < Nµ(λ)+1 , which is a
contradiction with the condition on p.
Second case: 2 6 p <
N
µ(λ) + 1
.
Since u ∈W 1,p0 (Ω) ⊂W
1,2
0 (Ω), then u ∈ H
s
0 (Ω). It is well known that if u is a solution in the sense
of Definition 2.4, then u is an entropy solution (15). Hence we can use Tk(u), the truncation function
of u, as a test function in (15) to conclude that∫
Ω
|∇u|pTk(u)dx+ λ
∫
Ω
uTk(u)
|x|2s
dx 6
∫∫
RN×RN
(u(x) − u(y))(Tk(u(x)) − Tk(u(y)))
|x− y|N+2s
dy dx
6 ||u||2Hs0(Ω)
6 C(Ω)||u||2
W 1,20 (Ω)
.
Letting k →∞ and using Fatou’s lemma, we reach that∫
Ω
u|∇u|pdx + λ
∫
Ω
u2
|x|2s
dx 6 ||u||2Hs0 (Ω) 6 C(Ω)||u||
2
W 1,20 (Ω)
.
By using the Ho¨lder and Young inequalities we find that∫
Ω
|∇u|2udx 6 C1
∫
Ω
|∇u|pudx+ C2
∫
Ω
u <∞,
and then we conclude that u
3
2 ∈W 1,20 (Ω) and then u
3
2 ∈ Hs0(Ω). As above, using u
2 as a test function
in (15) and using the fact that(
u2(x) − u2(y)
)(
u(x)− u(y)
)
6 C(u
3
2 (x) − u
3
2 (y))2,
it follows that ∫
Ω
|∇u|pu2dx+ λ
∫
Ω
u3
|x|2s
dx 6 C||u
3
2 ||2Hs0 (Ω) <∞.
Iterating the above process, it holds that∫
Ω
|∇u|pumdx+ λ
∫
Ω
um+1
|x|2s
dx <∞, for all m.
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Choosing (m + 1)µ(λ) + 2s > N , we reach a contradiction and then the non existence result follows
in this case too.
Third case: 2s < p < 2. We follow the same idea as in the second case. Since u ∈W 1,p0 (Ω), then
u ∈W σ,p0 (Ω) for all σ < 1. Setting σ =
2s
p , then u ∈ W
2s
p
,p
0 (Ω).
We claim that if u is a solution to (15), then
∫
Ω
|∇u|puadx <∞, for all a > 0.
To prove the claim we begin by noticing that, since (p − 1) < 1, then for all m > 0, we have the
next algebraic inequality,
(18) (a− b)(apm−1 − bpm−1) 6 C(p,m)|am − bm|p, for all a, b > 0.
Thus using an approximation argument and by taking up−1 as a test function in (15), using the
algebraic inequality (18) with m = 1, it holds that
∫
Ω
|∇u|pup−1dx+ λ
∫
Ω
up
|x|2s
dx 6
∫∫
DΩ
(u(x)− u(y))
(
up−1(x)− up−1(y)
)
|x− y|N+
2s
p
p
dxdy
6 C(p)
∫∫
DΩ
|u(x)− u(y)|p
|x− y|N+
2s
p
p
dxdy = C(p)||u||p
W
2s
p
,p
0 (Ω)
<∞.
Thus
∫
Ω
|∇u|pup−1dx < ∞, and then u
2p−1
p ∈ W 1,p0 (Ω) and, as a consequence, u
2p−1
p ∈ W
2s
p
,p
0 (Ω).
Observe here that 2p−1p > 1. Now we set m1 =
2p−1
p ; then choosing u
pm1−1 as a test function in (15)
(again using an approximation argument), it follows that
∫
Ω
|∇u|pupm1−1dx+ λ
∫
Ω
upm1+1
|x|2s
dx 6
∫∫
DΩ
(u(x) − u(y))
(
upm1−1(x) − upm1−1(y)
)
|x− y|N+
2s
p
p
dxdy
6 C(p)
∫∫
DΩ
|um1(x) − um1(y)|p
|x− y|N+
2s
p
p
dxdy = C(p)||um1 ||p
W
2s
p
,p
0 (Ω)
<∞.
Thus
∫
Ω
|∇u|pupm1−1dx < ∞ and then u
3p−2
p ∈ W 1,p0 (Ω). As a consequence, u
3p−2
p ∈ W
2s
p
,p
0 (Ω).
Setting mj+1 = mj + (1−
1
p ) and iterating the above process, it holds that∫
Ω
|∇u|pupmj−1dx <∞,
for all j. Since mj → ∞ as j → ∞, then we conclude that
∫
Ω
|∇u|puadx < ∞ for all a > 0 and the
claim follows.
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Therefore, we obtain that u
a
p
+1 ∈W 1,p0 (Ω), for all a > 0. Thus using the local Hardy inequality in
the space W 1,p0 (Ω) we reach that
C(N, p)
∫
Ω
up(
a
p
+1)
|x|p
dx 6 ||u
a
p
+1||p
W 1,p0 (Ω)
<∞.
Choosing a > N−p(µ(λ)+1)µ(λ) , we reach a contradiction.
Thus the non existence result follows again in this case.
Fourth case: p+(λ, s) < p 6 2s.
We deal now with the range p+(λ, s) < p 6 2s, which is more involved.
Recall that p+(λ, s) =
µ(λ)+2s
µ(λ)+1 . Since λ > 0, then p < 2s + µ(λ). We closely follow an argument
used in [2].
Let us consider the set of functions T(Ω) defined by
(19) T(Ω) := {θ ∈ C0(Ω) with θ 	 0 and Supp θ ⊂ Br(0) ⊂⊂ Ω}.
Let θ ∈ T(Ω) be fixed and define φθ ∈ H
s
0 (Ω) ∩ L
∞(Ω), the unique solution of the problem
(20)
{
(−∆)sφθ = θ , in Ω ,
φθ = 0 , in IR
N \ Ω.
Then, according with [30], φθ ≃ δ
s, where δ(x) denotes the distance to the boundary.
Using φθ as test function in (15), it holds that
(21) λ
∫
Ω
uφθ
|x|2s
dx+
∫
Ω
|∇u|pφθ dx <
∫
Ω
u(−∆)s φθ dx =
∫
Ω
u θ dx.
Now, consider ψθ ∈W
1,p
loc (Ω) to be the unique solution to the problem
(22)
{
−div(φaθ |∇ψθ|
p−2∇ψθ) = θ , in Ω ,
ψθ = 0 , on ∂Ω ,
where a < p−1s . Existence of ψθ will be proved in Lemma 3.3 below.
Going back to (21) and using Young’s inequality, we have that
λ
∫
Ω
uφθ
|x|2s
dx+
∫
Ω
|∇u|pφθ dx 6
∫
Ω
u θ dx =
∫
Ω
u
(
−div(φaθ |∇ψθ|
p−2∇ψθ)
)
dx
6
∫
Ω
φaθ |∇u||∇ψθ|
p−1dx
6
1
2
∫
Ω
φθ|∇u|
pdx+ C2
∫
Ω
φ
(a−1)p′+1
θ |∇ψθ|
pdx.
Thus, we get
λ
∫
Ω
uφθ
|x|2s
dx 6 C2
∫
Ω
φ
(a−1)p′+1
θ |∇ψθ|
pdx,
with C2 depending only on p. Due to the behavior of u near the origin, we get
(23) λ
∫
Br(0)
φθ
|x|2s+µ(λ)
dx 6 C2
∫
Ω
φ
(a−1)p′+1
θ |∇ψθ|
pdx.
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Setting
Q(θ) :=
∫
Ω
φ
(a−1)p′+1
θ |∇ψθ|
p∫
Br(0)
φθ
|x|2s+µ(λ)
dx
,
then Q(θ) = Q(µθ) for all µ > 0. Thus
λ∗ = inf
{θ∈T(Ω)}
∫
Ω
φ
(a−1)p′+1
θ |∇ψθ|
p∫
Br(0)
φθ
|x|2s+µ(λ)
dx
> C3 λ > 0,
where C3 depends only on p. Notice that, going back to inequality (23) and since λ > 0 is fixed, then
if
∫
Ω
φ
(a−1)p′+1
θ |∇ψθ|
p < ∞, it holds that
∫
Br(0)
φθ
|x|2s+µ(λ)
dx < ∞ which will be the key in order to
get the desired contradiction.
Notice that, using a suitable approximation and density argument, inequality (23) holds for all
θ ∈ L1(Ω) with Supp (θ) ⊂⊂ Ω if, in addition, we can show that
∫
Ω
φ
(a−1)p′+1
θ |∇ψθ|
pdx < ∞. This
will be the main idea in order to get the desired results.
Without loss of generality we can assume that B1(0) ⊂⊂ Ω. Consider
θ(x) = (
1
|x|m
− 1)+ with max{2s,N − µ(λ)} < m < N
and define φθ, the unique solution to problem (20) (that can be considered in a very weak sense or
entropy sense). Then
φθ ⋍
δs(x)
|x|m−2s
.
Since m − 2s < N − p and a <
p− 1
s
< 1, then the weight
1
|x|a(m−2s)
is admissible in the sense of
Caffarelli-Kohn-Nirenberg inequalities.
We claim that the auxiliary problem (22) has a solution ψθ such that, under the above condition
on m and p, we have
∫
Ω
φ
(a−1)p′+1
θ |∇ψθ|
p <∞. Since Supp θ ⊂⊂ Ω and θ, φθ are only singular at the
origin, then we have to show that
∫
Br(0)
φ
(a−1)p′+1
θ |∇ψθ|
p <∞.
Define ψ˜θ to be the unique solution to the problem
(24)

−div(
1
|x|a(m−2s)
|∇ψ˜θ|
p−2∇ψ˜θ) =
1
|x|m
, in Ω ,
ψ˜θ = 0 , on ∂Ω .
By a direct computation we can show that, as x→ 0, ψ˜θ ⋍
C(Ω)
|x|
(1−a)(m−2s)
p−1 +
2s−p
p−1
and
|∇ψ˜θ| ⋍
C(Ω)
|x|
(1−a)(m−2s)
p−1 +
2s−1
p−1
.
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Then
(
1
|x|m−2s
)(a−1)p
′+1|∇ψ˜θ|
p ≈
C(Ω)
|x|(m−2s)+p′(2s−1)
,
in a neighborhood of the origin. Since m > N − µ(λ), then (m− 2s) + p′(2s− 1) < N , if and only if
p > p+(λ, s).
Thus ∫
Ω
(
1
|x|m−2s
)(a−1)p
′+1|∇ψ˜θ|
p <∞ and then
∫
Br(0)
φ
(a−1)p′+1
θ |∇ψθ|
p <∞.
However, notice that, by a direct computation,∫
Br(0)
φθ
|x|2s+µ(λ)
dx =∞,
which is a contradiction. 
To finish with the proof of Theorem 3.2 we need to show the existence of a solution for the p-
Laplacian weighted problem (22), as was stated in the fourth case considered above. This is the
content of the following lemma.
Lemma 3.3. Let Ω ⊂ IRN , N > 2, be a bounded domain with boundary ∂Ω of class C2. Assume that
θ ∈ T(Ω) defined in (19) and let φθ ∈ H
s
0(Ω) ∩ L
∞(Ω) be the solution of
(25)
{
(−∆)sφθ = θ , in Ω ,
φθ = 0 , in IR
N \ Ω .
Suppose that 1 < p 6 2s and a <
p− 1
s
. Then there exists ψθ ∈ W
1,p
loc (Ω) distributional solution of
(26)
{
−div(φaθ |∇ψθ|
p−2∇ψθ) = θ , in Ω ,
ψθ = 0 , on ∂Ω .
Moreover φθ ∈ W
1,p
0 (δ
as(x)dx,Ω) where W 1,p0 (δ
as(x)dx,Ω) is the completion of C∞0 (Ω) with respect
to the norm
||φ||p1 :=
∫
Ω
δas(x)|∇v|pdx where δ(x) := dist(x, ∂Ω).
Before proving Lemma 3.3, let us recall the next weighted Hardy inequality proved in [27], Theorem
1.6.
Theorem 3.4. Assume that Ω ⊂ IRN , N > 2, is a bounded regular domain and let 0 < σ < p − 1.
Then, there exists a positive constant C = C(Ω, p, σ) such that for all v ∈ C∞0 (Ω), we have∫
Ω
δσ−p(x)|v|pdx 6 C
∫
Ω
δσ(x)|∇v|pdx .
Proof of Lemma 3.3. By the results of [30], we know that
C1δ
s(x) 6 φθ(x) 6 C2δ
s(x) , ∀ x ∈ Ω,
with C1, C2 > 0. For n ∈ IN , we consider the approximate problems
(27)
−div
((
φθ +
1
n
)a
|∇ψn|
p−2ψn
)
= θ , in Ω ,
ψn = 0 , on ∂Ω .
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It is clear that the existence of ψn follows using classical variational argument where we obtain also
that ψn ∈ W
1,p
0 (Ω) ∩ L
∞(Ω). Using ψn as test function in (27), we get
(28) C1
∫
Ω
δas(x)|∇ψn|
pdx 6
∫
Ω
θψn(x)dx.
Hence by Theorem 3.4 and choosing σ = as ∈ (p− 1, p), it holds that
(29) C1
∫
Ω
δas(x)|∇ψn|
pdx 6 ||θ||Lp′(Ω)||w||Lp(Ω) 6 C||θ||Lp′ (Ω)
(∫
Ω
δas(x)|∇ψn|
pdx
) 1
p
.
Thus
∫
Ω
δas(x)|∇ψn|
pdx 6 C for all n. Hence {ψn}n is bounded in the space W
1,p
0 (δ
as(x)dx,Ω).
Therefore, using again Theorem 3.4, it holds that
∫
Ω
|ψn|
p
δp−as
dx 6 C, for all n.
Then, up to a subsequence, we get the existence of ψ ∈ W 1,p0 (δ
as(x)dx,Ω) such that ψn ⇀ ψ weakly
in W 1,p0 (δ
as(x)dx,Ω), and then ψn → ψ in L
σ
loc(Ω) for all 1 6 σ < p
∗ and ψn → ψ a.e. in Ω.
Using Vitali’s lemma we can prove that ψn → ψ strongly in L
p(Ω).
It is not difficult to show that ψ is a distributional solution to problem (26).
Let show that ψn → ψ strongly in W
1,p
0 (Ω, δ
as(x)dx).
Using (ψn − ψ) as test function in (27) and having into account that∫
Ω
θ(ψn − ψ)dx→ 0 as n→∞,
it follows that
(30) C1
∫
Ω
δas(x)|∇ψn|
p−2∇ψn∇(ψn − ψ)dx 6 o(1).
Since∫
Ω
δas(x)|∇ψn|
p−2∇ψn∇(ψn − ψ)dx =
∫
Ω
δas(x)
(
|∇ψn|
p−2∇ψn − |∇ψ|
p−2∇ψ
)
∇(ψn − ψ)dx+ o(1),
then the result follows. In a similar way one can show the uniqueness of the solution in the space
W
1,p
0 (δ
as(x)dx,Ω). 
To finish this section we prove the next non existence result for µ large.
Theorem 3.5. Assume that s ∈ (12 , 1), then there exists µ
∗ > 0 such that if µ > µ∗, the problem (15)
has no positive solution u in the sense of Definition 2.4.
Proof. We follow closely the proof of the fourth case in Theorem 3.2, see also [2]. Assume that u is a
positive solution to problem (15) in the sense of Definition 2.4. Let θ ∈ C∞0 (Ω) be a nonnegative fixed
function and define φθ ∈ H
s
0(Ω) ∩ L
∞(Ω), the unique solution of the problem
(31)
{
(−∆)sφθ = θ , in Ω ,
φθ = 0 , in IR
N \ Ω.
Since θ is bounded, according with [30], then φθ ≃ δ
s.
Using φθ as test function in (15), it holds that
(32) µ
∫
Ω
f(x)φθ(x)dx +
∫
Ω
|∇u|pφθ dx 6
∫
Ω
u(−∆)s φθ dx =
∫
Ω
u θ dx.
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Now, define ψθ ∈W
1,p
loc (Ω) as the unique solution to the problem
(33)
{
−div(φθ |∇ψθ|
p−2∇ψθ) = θ , in Ω ,
ψθ = 0 , on ∂Ω .
Notice that the existence of ψθ follows using the same kind of estimates as in the proof of Lemma 3.3.
Hence
µ
∫
Ω
f(x)φθ(x)dx +
∫
Ω
|∇u|pφθ dx 6
∫
Ω
u θ dx = −div(φθ|∇ψθ|
p−2∇ψθ).
Thus
µ
∫
Ω
f(x)φθ(x)dx +
∫
Ω
|∇u|pφθ dx 6
∫
Ω
φθ|∇ψθ|
p−1|∇u|dxφθ dx
6 ε
∫
Ω
|∇u|pφθ dx+ C(ε)
∫
Ω
φθ|∇ψθ|
p dx.
Choosing ε small it holds that
µ
∫
Ω
f(x)φθ(x)dx 6 C(ε)
∫
Ω
φθ|∇ψθ|
p dx.
Thus
µ 6 inf
{θ∈C∞0 (Ω),θ>0}
∫
Ω
φθ|∇ψθ|
p∫
Ω
f(x)φθ dx
:= µ∗,
and the result follows. 
4. Existence result
In this section we consider the problem
(34)

(−∆)su = λ
u
|x|2s
+ |∇u|p + µf in Ω,
u = 0 in RN \ Ω,
u > 0 in Ω,
where 0 < λ < ΛN,s, µ > 0, s ∈ (
1
2 , 1), p < p+(λ, s) < 2s and f ∈ L
σ(Ω) for some convenient σ > 1.
The main goal of this section is to show that, under additional hypotheses on f , we are able to build
a suitable supersolution and then by a monotonicity argument, to prove the existence of a minimal
positive solution.
Before the statement of the existence result of this section, let us recall a compactness result
obtained in [17] and the comparison result that will be used in this section.
Theorem 4.1. Suppose that s ∈ (12 , 1) and let f ∈M(Ω), a Radon measure. Then the problem
(35)
{
(−∆)sv = f in Ω,
u = 0 in RN \ Ω,
has a unique weak solution in the sense of Definition 2.2 such that,
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(1) |∇v| ∈Mp∗,∞(Ω), the Marcinkiewicz space, with
(36) p∗ =
N
N − 2s+ 1
and as a consequence v ∈ W 1,q0 (Ω) for all q < p∗. Moreover
(37) ||v||W 1,q0 (Ω)
6 C(N, q,Ω)||f ||M(Ω).
(2) For f ∈ L1(Ω), setting T : L1(Ω)→W 1,q0 (Ω), with T (f) = v, then T is a compact operator.
The next comparison principle is proved in [6], and extends the one proved in [8] in the local case.
Theorem 4.2. (Comparison Principle). Let g ∈ L1(Ω) be a nonnegative function and consider p∗
defined in (36). Assume that for all ξ1, ξ2 ∈ RN ,
H : Ω× RN → R+ satisfies |H(x, ξ1)−H(x, ξ2)| 6 Cb(x)|ξ1 − ξ2|
where b ∈ Lσ(Ω) for some σ > N2s−1 . Consider w1, w2 two positive functions such that w1, w2 ∈
W 1,p(Ω) for all p < p∗, (−∆)
sw1, (−∆)
sw2 ∈ L
1(Ω), w1 6 w2 in IR
N \ Ω and
(38)
{
(−∆)sw1 6 H(x,∇w1) + g in Ω,
(−∆)sw2 > H(x,∇w2) + g in Ω.
Then, w2 > w1 in Ω.
As a consequence, we have the following
Theorem 4.3. Assume that g ∈ L1(Ω) is a nonnegative function. Let w1, w2 be two nonnegative
functions such that w1, w2 ∈ W
1,p(Ω) for some 1 6 q < p∗, (−∆)
sw1, (−∆)
sw2 ∈ L
1(Ω), w1 6 w2 in
IRN \ Ω and
(39)
{
(−∆)sw1 6 |∇w1|
q + g in Ω,
(−∆)sw2 > |∇w2|
q + g in Ω.
Then, w2 > w1 in IR
N .
Since we will use the representation formula for the solution of problem (35), then we recall the
main properties of the Green function associated to the fractional laplacian. The proof can be found
in [11], [12] [13], using a probabilistic approach.
Lemma 4.4. Let Gs be the Green kernel of (−∆)
s and suppose that s ∈ (12 , 1), then
(40) Gs(x, y) 6 C1min{
1
|x− y|N−2s
,
δs(x)
|x− y|N−s
,
δs(y)
|x− y|N−s
},
and
(41) |∇xGs(x, y)| 6 C2Gs(x, y)max{
1
|x− y|
,
1
δ(x)
}.
4.1. A radial supersolution. We will start by building a radial supersolution with an appropriate
regularity.
We begin with the case p−(λ, s) < q < p+(λ, s) < 2s. Let w1 be the solution to the equation (16)
obtained in the first section. Recall that w1(x) =
A
|x|θ0
with θ0 =
N−2s
2 − β and
(−∆)sw1(x)− λ
w1
|x|2s
=
A(γβ − λ)
|x|θ0+2s
=
Ap−1|θ0|
p
|x|θ0+2s
.
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By the definition of γβ given in (17), it holds that (γβ − λ) > 0 if and only if θ0 ∈ (µ(λ), µ¯(λ)). It is
clear that, in order to get
A(γβ − λ)
|x|θ0+2s
> |∇w1|
p in Ω,
we need that θ0 < p+(λ, s).
Now, fix θ ∈ (µ(λ), µ¯(λ)) close to µ(λ) such that if we set w(x) = A|x|−θ, A > 0, then
(−∆)sw(x) = λ
w
|x|2s
+
C(A, λ)
|x|2s+θ
.
It is clear that |∇w(x)| =
Aθ
|x|θ+1
, hence
C(A, λ)
|x|2s+θ
> |∇w(x)|p in a neighborhood of the origin if
θ + 2s > q(θ + 1). Thus θ < 2s−pp−1 .
Hence we can fix α > 0 such that θ < 2s−αα−1 and p−(λ, s) < p < α < p+(λ, s). From now on, we fix
α such that the above construction holds.
Notice that, since p < p+(λ, s), then
2s−p
p−1 > µ(λ). Also, since p−(λ, s) < p, then
2s−p
p−1 < µ¯(λ).
Clearly, if f 6
1
|x|2s+θ
, then w1 is a supersolution to problem (34) for µ < µ
∗.
We analyze now some properties of this supersolution.
Recall that Gs is the Green kernel of (−∆)
s and define
K(y) =
∫
Ω
wα−1(x)Gs(x, y)
|x− y|α
dx,
where α < 2s to be chosen later. We claim that K ∈ L∞(Ω). To show the claim, we observe that
K(y) 6 C
∫
Ω
1
|x|θ(α−1)|x− y|N−2s+α
dx.
Since θ < 2s−αα−1 and α < 2s, it holds that
N
2s−α <
N
θ(α−1) . Hence we get the existence of
N
2s−α < σ <
N
θ(α−1) such that
1
|x|θ(α−1)
∈ Lσ(Ω).
Using Ho¨lder inequality, we have that
K(y) 6 C
(∫
Ω
1
|x|θ(α−1)
)σdx
) 1
σ
(∫
Ω
1
|x− y|σ′(N−2s+α)
dx
) 1
σ′
.
Since σ′(N − 2s+ α) < N , then K(y) 6 C for all y ∈ Ω and the claim follows.
Consider now ψ to be the unique solution to the problem
(42)
 (−∆)sψ =
wα−1(x)
δα(x)
=
Aα−1
|x|θ(α−1)δα(x)
in Ω,
ψ = 0 in RN \ Ω.
Since θ(α− 1) < 2s, as in [6], we can prove that ψ ∈ L∞(Ω).
We are now in position to state the main existence result.
Theorem 4.5. Assume f ∈ L∞(Ω) and suppose that 1 < p < p+(λ, s) < 2s. Then problem (34) has
a solution u such that u ∈W 1,p0 (Ω).
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Proof. We divide the proof into two parts according to the value of p.
First case: p−(λ, s) < p < p+(λ, s).
Let w be the supersolution obtained in the previous computation, then w ∈ W 1,α(Ω). Consider un
to be the unique solution to the approximating problem
(43)
 (−∆)sun =
|∇un|
p
1 + 1n |∇un|
p
+ λ
un
|x|2s
+ µf in Ω,
un = 0 in RN \ Ω.
By the comparison principle in Theorem 4.2, it follows that un 6 un+1 6 w for all n. Since w ∈ L
p∗(Ω),
then there exists u such that un ↑ u strongly in L
p∗(Ω). Define
gn(x) =
|∇un|
p
1 + 1n |∇un|
p
+ λ
un
|x|2s
+ µf,
since un 6 w, using the positive first eigenfunction of the fractional laplacian ϕ1 as test function in
(43) and using the fact that ϕ1 ⋍ δ
s, it holds that∫
Ω
gn(x)δ
s(x)dx 6 λ1
∫
Ω
unϕ1 6 C(Ω)
∫
Ω
wδs(x) dx 6 C for all n.
We claim that the sequence {un}n is bounded in W
1,α
0 (Ω) where α < 2s is chosen as in the definition
of the supersolution.
We follow the same ideas as in [6]. We have that
un(x) =
∫
Ω
Gs(x, y)gn(y)dy.
Hence
|∇un(x)| 6
∫
Ω
|∇xGs(x, y)|gn(y)dy.
Fix 1 < α < 2s and define h(x, y) = max
{
1
|x− y|
,
1
δ(x)
}
. Then,
|∇un(x)|
α 6
( ∫
Ω
|∇xGs(x, y)|gn(y)dy
)α
6
( ∫
Ω
h(x, y)Gs(x, y)gn(y)dy
)α
6
( ∫
Ω
(h(x, y))αGs(x, y)gn(y)dy
)(∫
Ω
Gs(x, y)gn(y)dy
)α−1
6
( ∫
Ω
(hα(x, y)Gs(x, y)gn(y)dy
)
uα−1n (x)
6
∫
Ω
(
hα(x, y)Gs(x, y)gn(y)dy
)
wα−1(x)
6
∫
Ω
(
hα(x, y)Gs(x, y)|∇un(y)|
pdy
)
wα−1(x) + λ
∫
Ω
(
hα(x, y)Gs(x, y)
un(y)
|y|2s
dy
)
wα−1(x)
+ µ
∫
Ω
(
hα(x, y)Gs(x, y)f(y)dy
)
wα−1(x).
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Thus ∫
Ω
|∇un|
αdx 6
∫
Ω
|∇un(y)|
p
( ∫
Ω
hα(x, y)Gs(x, y)w
α−1(x)
)
dy
+ λ
∫
Ω
w(y)
|y|2s
(∫
Ω
hα(x, y)Gs(x, y)w
α−1(x)dx
)
dy
+ µ
∫
Ω
f(y)
(∫
Ω
hα(x, y)Gs(x, y)w
α−1(x)dx
)
dy
≡ J1 + J2 + J3.
Observing that hα(x, y) 6
1
|x− y|α
+
1
δ(x)α
, then
J1 6
∫
Ω
|∇un(y)|
p
( ∫
Ω
wα−1(x)Gs(x, y)
|x− y|α
dx
)
dy +
∫
Ω
|∇un(y)|
p
( ∫
Ω
wα−1(x)Gs(x, y)
δα(x)
dx
)
dy
6
∫
Ω
|∇un(y)|
p
( ∫
Ω
wα−1(x)Gs(x, y)
|x− y|α
dx
)
dy +
∫
Ω
|∇un(y)|
pψ(y)dy.
By using the hypothesis on w, we reach that
J1 6 C
∫
Ω
|∇un(y)|
pdy +
(∫
Ω
|∇un(y)|
αdy
) p
α
(∫
Ω
ψ
α
p−α dy
)α−p
α
6 C1
∫
Ω
|∇un(y)|
pdy + C2
(∫
Ω
|∇un(y)|
αdy
) p
α
.
We deal now with J2.
J2 6
∫
Ω
w(y)
|y|2s
(∫
Ω
wα−1(x)Gs(x, y)
|x− y|α
dx
)
dy +
∫
Ω
w(y)
|y|2s
(∫
Ω
wα−1(x)Gs(x, y)
δα(x)
dx
)
dy
6
∫
Ω
w(y)
|y|2s
(∫
Ω
wα−1(x)Gs(x, y)
|x− y|α
dx
)
dy +
∫
Ω
w(y)
|y|2s
ψ(y)dy 6 C
∫
Ω
w(y)
|y|2s
dy 6 C.
For J3, we have
J3 6
∫
Ω
f(y)
( ∫
Ω
wα−1(x)Gs(x, y)
|x− y|α
dx
)
dy +
∫
Ω
f(y)ψ(y)dy.
Hence,
J3 6 C
∫
Ω
f(y)dy +
(∫
Ω
f
N
p′(2s−1) dy
) p′(2s−1)
N
(∫
Ω
ψ
N
N−p′(2s−1) dy
)N−p′(2s−1)
N
6 C.
Therefore we conclude that ∫
Ω
|∇un(x)|
αdx 6 C1
∫
Ω
|∇un(x)|
pdx+ C2.
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Choosing α > q and by Ho¨lder inequality, we obtain that∫
Ω
|∇un(x)|
αdx 6 C for all n.
As a consequence we get that the sequence {gn}n is bounded in L
1+ε(Ω) for some ε > 0. By
the compactness result in Proposition 4.1, we obtain that, up to a subsequence, un → u strongly in
W
1,r
0 (Ω) for all r < p∗ and |∇un| → |∇u| a.e. in Ω. Hence by Vitali lemma we reach that un → u
strongly in W 1,α0 (Ω) with α previously chosen. Since p < α, then
|∇un|
p
1 + 1n |∇un|
p
→ |∇u|p strongly in L1(Ω).
Hence, u is a solution to (34) with u ∈ W 1,α0 (Ω).
Second case: 1 < p 6 p−(λ, s). We begin by proving that problem (16) has a supersolution in a
small ball Br(0) that enjoys the same regularity properties as w.
Fix p0 ∈ (p−(λ, s), p+(λ, s)) and consider up0 the solution to problem (34) obtained in the first
case with f ≡ 1|x|2s . Since p0 > p, then for all ε > 0 there exists C(ε) > 0 such that for all σ > 0,
σp0 > C(ε)σp − ε. Thus
|∇up0 |
p0 > C(ε)|∇up0 |
p − ε.
Therefore,
(−∆)sup0 > λ
up0
|x|2s
+ C(ε)|∇up0 |
p − ε+
µ
|x|2s
in Ω.
Let fix r > 0 small enough such that
µ
|x|2s
− ε >
µ0
|x|2s
in Br(0). Hence we conclude that up0 satisfies
(−∆)sup0 > λ
up0
|x|2s
+ C(ε)|∇up0 |
p +
µ0
|x|2s
in Br(0).
Setting up = C(ε)up0 , we reach that
(−∆)sup > λ
up
|x|2s
+ |∇up|
p +
µ1
|x|2s
in Br(0).
Thus up is a supersolution to problem (34) with the same regularity properties as w. Hence the
existence result follows using the same approach as in the first case.
Notice that if u is a supersolution in Br(0), then for x ∈ BR(0) with R > r and by setting
uˆ(x) = u( rRx), then there exists a constant C := C(R, r, p) such that uˇ := Cuˆ is a supersolution to
(34) in BR(0) with µ := µˆ.
Now we consider the case of general domain Ω. Let R > 1 be such that Ω ⊂⊂ BR(0). It is clear
that uˇ is a supersolution to (34) that has the same properties of w. Hence we conclude the proof of
Theorem 4.5. 
Corollary 4.6. Assume that p < p+(λ, s) and that f 6
C
|x|2s
with f  0. Then there exists µ∗ > 0
such that for all µ < µ∗, problem (34) has a positive solution u such that u ∈ W 1,α0 (Ω) for all α < 2s.
Remark 4.7. Under the extra assumption p < p∗ =
N
N−2s+1 , we are able to prove the existence
of a solution for all f ∈ L1(Ω) that satisfies a suitable integrability condition near the origin. More
precisely, fixed λ < ΛN,s, the problem
(44)
{
(−∆)sv = λ
v
|x|2s
+ f in Ω,
φ = 0 in RN \ Ω,
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has a weak solution if and only if
∫
Ω
f |x|−µ(λ)dx <∞ (see [4]).
Moreover we have ∫
Ω
v|x|−µ(λ)dx <∞,
and
(45)
||v||L1(|x|−µ(λ)dx,Ω)+
∥∥∥∥ v|x|2s
∥∥∥∥
L1(Ω)
+
∥∥∥∥∇v|∥∥∥∥
Lσ(Ω)
6 C(Ω, λ)||f ||L1(|x|−µ(λ)dx,Ω), for all σ <
N
N − 2s+ 1
.
We refer to [4] for the proof.
Suppose now that f ∈ L1(|x|−µ(λ)−a0dx,Ω), hence there exists λ1 ∈ (λ,ΛN,s) such that µ(λ1) =
µ(λ) + a0. Define ψ to be the unique solution to problem
(46)
 (−∆)sψ = λ1
ψ
|x|2s
+ 1 in Ω,
ψ = 0 in RN \ Ω,
then ψ ≃ |x|−µ(λ)−a0 near the origin. It is clear also that ψ ∈ L∞(Ω\Br(0)).
Using ψ as a test function in problem (44), it holds that
(λ1 − λ)
∫
Ω
vψ
|x|2s
dx 6
∫
Ω
fψdx.
Hence
(47)
∫
Ω
v
|x|2s+µ(λ)
dx 6 C(Ωλ, a0)||f ||L1(|x|−µ(λ)−a0dx,Ω).
The next proposition will be the key in order to show the existence of a solution to problem (34) under
the above general hypothesis on f .
Proposition 4.8. Assume that f ∈ L1(|x|−µ(λ)−a0dx,Ω) for some a0 > 0 and v to be the unique
weak solution to problem (44), then
(48)
∥∥∥∥∇v∥∥∥∥
Lα(|x|−µ(λ)dx,Ω)
6 C(Ω, λ, a0)||f ||L1(|x|−µ(λ)−a0dx,Ω) for all α <
N
N − 2s+ 1
.
Proof. Notice that∥∥∥∥∇v∥∥∥∥
Lα(Ω)
6 C(Ω, λ, a0)||f ||L1(|x|−µ(λ)−a0dx,Ω) for all α <
N
N − 2s+ 1
.
Hence to prove the claim we have just to show that∫
Br(0)
|∇v|α|x|−µ(λ)dx 6 C(Ω, λ, a0)||f ||L1(|x|−µ(λ)−a0dx,Ω) for all α <
N
N − 2s+ 1
.
We set g(x) := λ
v
|x|2s
+ µf , then v(x) =
∫
Ω
Gs(x, y)g(y)dy. Hence
|∇v(x)| 6
∫
Ω
|∇xGs(x, y)|g(y)dy.
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Fix 1 < α < p∗ =
N
N−2s+1 and define h(x, y) = max
{
1
|x− y|
,
1
δ(x)
}
. Then,
|∇v(x)|α 6
( ∫
Ω
|∇xGs(x, y)|g(y)dy
)α
6
( ∫
Ω
h(x, y)Gs(x, y)gn(y)dy
)α
6
( ∫
Ω
(h(x, y))αGs(x, y)g(y)dy
)(∫
Ω
Gs(x, y)g(y)dy
)α−1
6
∫
Ω
(
hα(x, y)Gs(x, y)g(y)dy
)
vα−1(x)
6 λ
∫
Ω
(
hα(x, y)Gs(x, y)
v(y)
|y|2s
dy
)
vα−1(x) + µ
∫
Ω
(
hα(x, y)Gs(x, y)f(y)dy
)
vα−1(x).
Thus ∫
Br(0)
|∇v|α|x|−µ(λ)dx 6 λ
∫
Ω
v(y)
|y|2s
( ∫
Br(0)
hα(x, y)Gs(x, y)v
α−1(x)|x|−µ(λ)dx
)
dy
+ µ
∫
Ω
f(y)
(∫
Br(0)
hα(x, y)Gs(x, y)v
α−1(x)|x|−µ(λ)dx
)
dy
≡ J1 + J2.
Recall that h(x, y) = max{
1
|x− y|
,
1
δ(x)
}. then for all x ∈ Br(0) ⊂⊂ Ω, we have
C1(Ω, Br(0))
|x− y|
6 h(x, y) 6
C2(Ω, Br(0))
|x− y|
.
Let us begin by estimating J1. Recall that, by (47), we have∫
Ω
v(y)
|y|2s+µ(λ)
dy 6 C
∫
Ω
f(y)
|y|µ(λ)+a0
dy.
Therefore we obtain that
J1 6 C2
∫
Ω
v(y)
|y|2s
(∫
Br(0)
vα−1(x)Gs(x, y)
|x|µ(λ)|x− y|α
dx
)
dy
6 C2
∫
Ω
v(y)
|y|2s
(∫
Br(0)
vα−1(x)
|x|µ(λ)|x− y|N−(2s−α)
dx
)
dy
6 C
∫
Ω
v(y)
|y|2s
(∫
Br(0)∩{|x|>
1
2 |y|}
vα−1(x)
|x|µ(λ)|x− y|N−(2s−α)
dx
)
dy
+ C
∫
Ω
v(y)
|y|2s
(∫
Br(0)∩{|x|<
1
2 |y|}
vα−1(x)
|x|µ(λ)|x− y|N−(2s−α)
dx
)
dy
6 J11 + J12.
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To estimate J11, we have
J11 6 C
∫
Ω
v(y)
|y|2s+µ(λ)
( ∫
Br(0)
vα−1(x)
|x− y|N−(2s−α)
dx
)
dy.
Recall that v ∈ Lσ(Ω) for all σ < p2 =
N
N−2s . Since α < p∗ =
N
N−2s+1 . Let σ0 < p2 and using Ho¨lder
inequality we obtain that∫
Br(0)
vα−1(x)
|x− y|N−(2s−α)
dx 6
(∫
Br(0)
vσ0dx
)α−1
σ0
(∫
Br(0)
1
|x− y|
(N−(2s−α))σ0
σ0−(α−1)
dx
)σ0−(α−1)
σ0
.
Since α < p∗, then we can chose σ0 close to p2 such that
(N−(2s−α))σ0
σ0−(α−1)
< N . Thus∫
Br(0)
1
|x− y|
(N−(2s−α))σ0
σ0−(α−1)
dx 6 C(r,Ω),
and then
(49) J11 6 C
(∫
Br(0)
vσ0dx
)α−1
σ0
(∫
Ω
v(y)
|y|2s+µ(λ)
dy
)
6 C
(∫
Ω
f(y)
|y|µ(λ)+a0
dy
)α
.
We deal now with J12. Notice that {|x| 6
1
2 |y|} ⊂ {|x− y| >
1
2 |y|}. Thus
J12 6 C
∫
Ω
v(y)
|y|µ(λ)+2s
( ∫
Br(0)
vα−1(x)
|x|µ(λ)|x− y|N−(2s+µ(λ)−α)
dx
)
dy.
As in the estimate of J11, setting θ =
σ0
σ0 − (α− 1)
, we have∫
Br(0)
vα−1(x)
|x|µ(λ)|x− y|N−(2s+µ(λ)−α)
dx
6
(∫
Br(0)
vσ0dx
)α−1
σ0
(∫
Br(0)
1
|x|µ(λ)θ |x− y|(N−(2s+µ(λ)−α))θ
dx
) 1
θ
.
Since µ(λ)θ < N( for σ0 close to p2), using again Ho¨lder inequality, we obtain that∫
Br(0)
1
|x|µ(λ)θ |x− y|(N−(2s+µ(λ)−α))θ
dx 6
(∫
Br(0)
1
|x|N−ε
dx
) µ(λ)θ
N−ε
(∫
Br(0)
1
|x− y|
(N−(2s+µ(λ)−α))θ(N−ε)
N−ε−µ(λ)θ
dx
)N−ε−µ(λ)θ
N−ε
.
By a direct computation and using the fact that α < p∗, we obtain that
(N−(2s+µ(λ)−α))θN
N−µ(λ)θ < N .
Hence we get the existence of ε > 0 small such that (N−(2s+µ(λ)−α))θ(N−ε)N−ε−µ(λ)θ < N and we conclude that
(50) J12 6 C
(∫
Ω
f(y)
|y|µ(λ)+a0
dy
)α
.
As a consequence, we have
(51) J1 6 C
(∫
Ω
f(y)
|y|µ(λ)+a0
dy
)α
.
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We deal now with J2. We will use the same decomposition as in the estimate of J1.
J2 6 C
∫
Ω
f(y)
(∫
Br(0)
vα−1(x)
|x|µ(λ)|x− y|N−(2s−α)
dx
)
dy
6 C
∫
Ω
f(y)
(∫
Br(0)∩{|x|>
1
2 |y|}
vα−1(x)
|x|µ(λ)|x− y|N−(2s−α)
dx
)
dy
+ C3
∫
Ω
f(y)
( ∫
Br(0)∩{|x|<
1
2 |y|}
vα−1(x)
|x|µ(λ)|x− y|N−(2s−α)
dx
)
dy
6 J21 + J22.
To estimate J21, we have
J21 6 C3
∫
Ω
f(y)
|y|µ(λ)
( ∫
Br(0)
vα−1(x)
|x− y|N−(2s−α)
dx
)
dy.
For the integral
∫
Br(0)
vα−1(x)
|x− y|N−(2s−α)
dx, we use the same computations as in the estimate of J11
(since we are with the same range of parameters), and then we conclude that∫
Br(0)
vα−1(x)
|x− y|N−(2s−α)
dx 6
(∫
Br(0)
vσ0dx
)α−1
σ0
(∫
Br(0)
1
|x− y|
(N−(2s−α))σ0
σ0−(α−1)
dx
) σ0−(α−1)
σ0
6 C
(∫
Br(0)
vσ0dx
)α−1
σ0
.
Thus,
(52) J21 6 C
(∫
Br(0)
vσ0dx
)α−1
σ0
(∫
Ω
f(y)
|y|µ(λ)
dy
)
6 C
(∫
Ω
f(y)
|y|µ(λ)
dy
)α
.
To analyze J22 we use also the fact that {|x| 6
1
2 |y|} ⊂ {|x− y| >
1
2 |y|}. Then
J22 6 C
∫
Ω
f(y)
|y|µ(λ)
(∫
Br(0)
vα−1(x)
|x|µ(λ)|x− y|N−(2s+µ(λ)−α)
dx
)
dy.
As in the estimate of J12, it holds that∫
Br(0)
vα−1(x)
|x|µ(λ)|x− y|N−(2s+µ(λ)−α)
dx
6
(∫
Br(0)
vσ0dx
)α−1
σ0
(∫
Br(0)
1
|x|µ(λ)θ|x− y|(N−(2s+µ(λ)−α))θ
dx
) 1
θ
6 C
(∫
Br(0)
vσ0dx
)α−1
σ0
.
Therefore, we obtain
(53) J22 6 C
(∫
Ω
f(y)
|y|µ(λ)
dy
)α
.
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Hence,
(54) J2 6 C
(∫
Ω
f(y)
|y|µ(λ)
dy
)α
.
From (51) and (54) it holds that∫
Br(0)
|∇v|α|x|−µ(λ)dx 6 C
(∫
Ω
f(y)
|y|µ(λ)
dy
)α
,
and then result follows. 
With all the above machinery, we are able to show the next existence result.
Theorem 4.9. Assume that 1 < p < p∗ and let f ∈ L
1(Ω) be a nonnegative function such that∫
Ω
f |x|−µ(λ)−a0dx < ∞ for some a0 > 0. Then, there exists µ
∗ > 0 such that if µ < µ∗, then problem
(34) has a solution u such that u ∈W 1,σ0 (Ω) for all σ <
N
N−2s+1 , moveover
∫
Ω
|∇u|p|x|−µ(λ)dx <∞.
Proof. We follow again the arguments used in [6]. Fix p < p∗ and let f ∈ L
1(Ω) be a nonnegative
function with
∫
Ω
f |x|−µ(λ)−a0dx <∞.
Fix 1 < p < r < p∗. Then, we can chose µ
∗ > 0 such that for some l > 0, we have
C0(l + µ
∗||f ||L1(|x|−µ(λ)dx,Ω)) = l
1
p ,
where C0 is a positive constant depending only on Ω, λ and C(Ω, λ) given in (45).
Let µ < µ∗ be fixed and define the set
(55) E = {v ∈ W 1,10 (Ω) : v ∈W
1,r
0 (|x|
−µ(λ)dx,Ω) and ||∇v||Lr(|x|−µ(λ)dx,Ω) 6 l
1
p },
where p < r < p∗. It is clear that E is a closed convex set of W
1,1
0 (Ω). Consider the operator
T : E → W 1,10 (Ω)
v → T (v) = u
where u is the unique solution to problem
(56)

(−∆)su = λ
u
|x|2s
+ |∇v|q + µf in Ω,
u = 0 in RN \ Ω,
u > 0 in Ω.
Taking into consideration the definition of E, it holds that |∇v|q +µf ∈ L1(|x|−µ(λ)dx,Ω). Hence the
existence and the uniqueness of u follows using the result of [4] with u ∈W 1,σ0 (Ω) for all σ <
N
N−2s+1 .
Thus T is well defined.
We claim that T (E) ⊂ E. Since r > p, then using Ho¨lder inequality we get the existence of aˆ0 > 0
such that ∫
Ω
|∇v|p|x|−µ(λ)−aˆ0dx 6 C(Ω)
(∫
Ω
|∇v|r|x|−µ(λ)dx
) p
r
<∞.
Setting a¯0 = min{a0, aˆ0}, it holds that |∇v|
p + µf ∈ L1(|x|−µ(λ)−a¯dx,Ω). Thus by Proposition 4.8,
we reach (∫
Ω
|∇u|σ|x|−µ(λ)dx
) 1
σ
6 C(N, p, a¯)
∥∥|∇v|p + µf∥∥∥∥
L1(|x|−µ(λ)−a¯dx,Ω)
.
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Since v ∈ E, we conclude that(∫
Ω
|∇u|σ|x|−µ(λ)dx
) 1
σ
6 C(N, p, a¯)
((∫
Ω
|∇v|r |x|−µ(λ)dx
) p
r
+ µ||f ||L1(|x|−µ(λ)−a0dx,Ω)
)
6 C(l + µ∗||f ||L1(|x|−µ(λ)−a0dx,Ω)) 6 l.
Choosing σ = r, it holds that u ∈ E.
The continuity and the compactness of T follow using closely the same arguments as in [6].
As a conclusion and using the Schauder Fixed Point Theorem as in [6], there exists u ∈ E such
that T (u) = u, u ∈W 1,p0 (|x|
−µ(λ)dx,Ω) and, therefore, u solves (34). 
5. Existence under the presence of a zero order term vanishing at infinity.
In this section we consider the problem
(57)

(−∆)su = λ
u
|x|2s
+
|∇u|p
(1 + u)α
+ cf in Ω,
u > 0 in Ω,
u = 0 in (RN \ Ω),
where α > 0 and p < 2s. The main objective of this section is to get a relation between α and p in
order to get the existence of a solution for some p > p+(λ, s).
The local case was treated in [3] where the term
1
(1 + u)α
is replaced by
1
uα
. The problem in
this case is strongly related to the porus medium equation with Hardy potential. Existence result is
obtained under the condition that
(µ(λ) + 1)(p− 1)− 1
µ(λ)
< α < p, where µ(λ) is defined in (14). The
arguments used in [3] are based on the choose of suitable text functions and the connection between
the laplacian operator and the gradient term through the integration by parts formula.
This approach fails in the case of the fractional Laplacian due to the nonlocal nature of the operator
and the like of a direct relation between the fractional Laplacian and the gradient term. To overcome
these difficulties, we will use monotony argument and the representation formula.
The main existence result of this section is the following.
Theorem 5.1. Assume that α > 2s− 1. Suppose que 0  f 6
1
|x|β
where µ(λ) < β < µ¯(λ) and β is
close to µ(λ). Then there exists c∗ > 0 such that if c < c∗, then problem (57) has a solution in the
sense of Definition 2.2 with
u
|x|2s
+
|∇u|p
(1 + u)α
∈ L1(Ω).
Before starting with the proof of the previous Theorem, we state the next comparison principle.
Proposition 5.2. Assume that H : RN → RN is a bounded function satisfying
|H(ξ1)−H(ξ2)| 6 C|ξ1 − ξ2|, ∀ξ1, ξ2 ∈ R
N , C > 0.
Consider w1, w2 positive functions such that w1, w2 ∈ W
1,r
0 (Ω), 1 < r <
N
N−2s+1 , satisfying
(58)
 (−∆)sw1 6
1
(w1 + 1)α
H(∇w1) + g, in Ω,
w1 = 0 on ∂Ω,
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and
(59)
 (−∆)sw2 >
1
(w2 + 1)α
H(∇w2) + g, in Ω,
w2 = 0 on ∂Ω,
where α > 0 and g ∈ L1(Ω). Then, w2 > w1 in Ω.
Proof. Define w = w1 − w2, then w ∈ W
1,r
0 (Ω) with 1 < r <
N
N−2s+1 . We have just to show that
w+ = 0.
Using (58) and (59), it follows that
(−∆)sw 6
1
(w1 + 1)α
(H(∇w1)−H(∇w2)) +
(
1
(w1 + 1)α
−
1
(w2 + 1)α
)
H(∇w2),
then,
(−∆)sw 6 C
1
(w1 + 1)α
|∇w| +
(
1
(w1 + 1)α
−
1
(w2 + 1)α
)
H(∇w2).
Since the second member in the previous inequality is bounded in L1(Ω), then using Kato’s inequality,
we get
(−∆)sw+ 6 C|∇w+|, w+ = max{w, 0} ∈W
1,r
0 (Ω).
Therefore, by using the maximum principle obtained in Theorem 3.1 of [6], we reach that w+ ≡ 0.
Hence we conclude. 
Now, let β > 0 be such that µ(λ) < β < µ¯(λ), β is close to µ(λ) in such a way that |x|−β−2s ∈ L2(Ω),
hence (−∆)s|x|−β ∈ L2(Ω).
Define v(x) = A
|x|β
, since α > 2s− 1, then
µ(λ)(α + 1) + 2s
µ(λ) + 1
> 2s > p. Hence we get the existence
of β > 0 such that µ(λ) < β < µ¯(λ), β closed to µ(λ) and
β(α + 1) + 2s
β + 1
> 2s > p.
Fix β as above, then we get the existence of A > 0 and c∗ > 0 such that if f(x) 6 1
|x|β+2s
and
c < c∗,
(−∆)sv > λ
v
|x|2s
+
|∇v|p
vα
+ cf in Ω.
Hence v is a supersolution to problem (35).
Proof of Theorem 5.1.
We will use a monotony argument.
Define now un to be the minimal solution to the approximating problem
(60)

(−∆)sun = λ
un
1 + 1nun
1
|x|2s
+
|∇un|
p
(1 + 1n |∇un|
p)(1 + un)α
+ cf in Ω,
un > 0 in Ω,
un = 0 in (RN \ Ω).
Since v is a supersolution to problem (60), then using the comparison principle in Proposition 5.2 it
holds that the sequence {un}n is increasing in n and un 6 v for all n. Hence we get the existence of
a measurable function u such that un ր u strongly in L
θ(Ω) for all θ < Nβ and u 6 v in IR
N .
To simplify the notation, we set
g1n(x) :=
|∇un|
p
(1 + 1n |∇un|
p)(1 + un)α
, g2n(x) := λ
un
1 + 1nun
1
|x|2s
+ cf,
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and gn = gn1 + gn2. Notice that g2n(x) 6
C
|x|β+2s
in Ω. It is not difficult to show that
∫
Ω
(g1n +
g2n)δ
sdx 6 C for all n.
We claim that ||gn||L1(Ω) 6 C for all n. It is clear that ||g2n||L1(Ω) 6 C for all n.
Using the definition of un, we have
un(x) =
∫
Ω
Gs(x, y)gn(y)dy and then |∇un(x)| 6
∫
Ω
|∇xGs(x, y)|gn(y)dy.
Hence, for p < σ < 2s, to be chosen later, it follows that
|∇un(x)|
σ 6
(∫
Ω
|∇xGs(x, y)|gn(y)dy
)σ
6
(∫
Ω
|∇xGs(x, y)|
Gs(x, y)
Gs(x, y)gn(y)dy
)σ
.
Recall that h(x, y) = max{
1
|x− y|
,
1
δ(x)
}, form (41), it holds that
|∇un(x)|
σ 6
( ∫
Ω
(h(x, y))αGs(x, y)gn(y)dy
)(∫
Ω
Gs(x, y)gn(y)dy
)σ−1
6
( ∫
Ω
(hσ(x, y)Gs(x, y)gn(y)dy
)
uσ−1n (x).
Thus
|∇un(x)|
σ
(1 + un)σ−1
6
∫
Ω
(
hσ(x, y)Gs(x, y)gn(y)dy
) uσ−1n (x)
(1 + un(x))σ−1
6
∫
Ω
(
hσ(x, y)Gs(x, y)g1n(y)dy
) uσ−1n (x)
(1 + un(x))σ−1
+
∫
Ω
(
hσ(x, y)Gs(x, y)g2n(y)dy
) uσ−1n (x)
(1 + un(x))σ−1
.
By integrating in x, we get∫
Ω
|∇un(x)|
σ
(1 + un)σ−1
dx 6
∫
Ω
g1n(y)
( ∫
Ω
hσ(x, y)Gs(x, y)
uσ−1n (x)
(1 + un(x))σ−1
dx
)
dy
+ λ
∫
Ω
g2n(y)
( ∫
Ω
hσ(x, y)Gs(x, y)
uσ−1n (x)
(1 + un(x))σ−1
dx
)
dy ≡ J1 + J2.
Let us begin by estimating J1.
J1 6
∫
Ω
|∇un(y)|
p
(1 + un(y))α
(∫
Ω
Gs(x, y)
|x− y|σ
dx+
∫
Ω
Gs(x, y)
δσ(x)
dx
)
dy.
It is clear that
Gs(x, y)
|x− y|σ
6
C(N, s)
|x− y|N−2s+σ
.
Thus using the fact that σ < 2s, it holds that∫
Ω
Gs(x, y)
|x− y|σ
dx 6 C(Ω, N, s) <∞.
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Define now ψ(y) :=
∫
Ω
Gs(x, y)
δσ(x)
dx, then
 (−∆)sψ =
1
δσ(x)
in Ω,
ψ = 0 in (RN \ Ω).
Using Theorem 1.2 in [9], we obtain that ψ ⋍ δ2s−σ. Therefore combining the above estimates, we
reach that
J1 6 C(Ω, N, s)
∫
Ω
|∇un(y)|
p
(1 + un(y))α
dy.
We deal now with J2. Recall that g2n(y) 6
C
|y|β+2s
, thus
J2 6
∫
Ω
C
|y|β+2s
( ∫
Ω
Gs(x, y)
|x− y|σ
dx
)
dy +
∫
Ω
C
|y|β+2s
ψ(y)dy.
Hence, as in the computations of J1,
J2 6 C
∫
Ω
dy
|y|β+2s
dy = C(N, s, β,Ω) <∞.
Thus, we conclude that ∫
Ω
|∇un(x)|
σ
(1 + un)σ−1
dx 6 C1
∫
Ω
|∇un(x)|
p
(1 + un(x))α
dx + C3.
Now, using Young inequality, it holds that∫
Ω
|∇un(x)|
σ
(1 + un)σ−1
dx 6 ε
∫
Ω
|∇un(x)|
σ
(1 + un)σ−1
dx+ C(ε)
∫
Ω
1
(1 + un)
ασ−p(σ−1)
σ−p
dx.
Recall that σ ∈ (p, 2s), since 0 < p− (2s− 1) < 1, then p < pp−(2s−1) . Thus we can chose σ such that
p < σ < max{2s, pp−(2s−1)}.
Hence ασ − p(σ − 1) > 0 and then
∫
Ω
1
(1 + un)
ασ−p(σ−1)
σ−p
dx 6 |Ω|.
As a conclusion and choosing ε small enough, we obtain that
(61)
∫
Ω
|∇un|
σ
(1 + un)σ−1
dx+
∫
Ω
|∇un|
p
(1 + un)α
dx 6 C for all n.
Hence ||g2n||L1(Ω) 6 C for all n and the claim follows.
By the compactness result in Theorem 4.1, we get the existence of u ∈ W 1,q0 (Ω), for all q <
N
N−2s+1 ,
such that up to a subsequence, un → u strongly in W
1,θ
0 (Ω) for all θ <
N
N−2s+1 and |∇un| → |∇u|
a.e. in Ω. Using Fatou’s Lemma we reach that∫
Ω
|∇u|σ
(1 + u)σ−1
dx+
∫
Ω
|∇u|p
(1 + u)α
dx 6 C.
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Now, since p < 2s, then going back to estimate (61), choosing σ ∈ (p, 2s) and using Vitali lemma, we
can prove that
|∇un|
p
(1 + un)α
→
|∇u|p
(1 + u)α
strongly in L1(Ω).
Thus u is a solution to problem (57) with u ∈W 1,θ0 (Ω) for all θ <
N
N−2s+1 .
Remarks 5.3. Under additional hypothesis on α, we can show the existence of a solution to the
problem (57) where the term
1
(1 + u)α
is replaced by
1
uα
. More precisely, assume that 2s− 1 < α <
p+ 1 − ps (this is possible using the fact that s >
1
2 and 1 < p < 2s). Now, we consider un to be the
minimal solution to the problem
(62)

(−∆)sun = λ
un
1 + 1nun
1
|x|2s
+
|∇un|
p
(1 + 1n |∇un|
p)( 1n + un)
α
+ cf in Ω,
un > 0 in Ω,
un = 0 in (RN \ Ω).
As above, v is a supersolution to (62) and then the increasing sequence {un}n satisfies un 6 v, for all
n. It is clear that the only point that we have to prove is the fact that∥∥∥∥ |∇un|p(1 + 1n |∇un|p)( 1n + un)α
∥∥∥∥
L1(Ω)
6 C, for all n.
Repeating the same computation as above we arrive to∫
Ω
|∇un(x)|
σ
uσ−1n
dx 6 C1
∫
Ω
|∇un(x)|
p
( 1n + un(x))
α
dx+ C3.
Then by Young inequality,
(1− ε)
∫
Ω
|∇un(x)|
σ
uσ−1n
dx 6 C(ε)
∫
Ω
1
u
ασ−p(σ−1)
σ−p
n
dx+ C3.
Since 2s− 1 < α < p+ 1− ps , then p <
p
p−α , hence choosing σ such that
max{p,
p
p+ 1− α
} < σ <
p
p− α
< 2s,
it holds that ασ − p(σ − 1) > 0. Now, using the fact that the sequence {un}n is increasing in n and
since f 	 0, then un > u1 > Cδs for some universal constant and then∫
Ω
1
u
ασ−p(σ−1)
σ−p
n
dx 6 C
∫
Ω
1
δs
ασ−p(σ−1)
σ−p
dx.
Since sασ−p(σ−1)σ−p < 1, then
∫
Ω
1
δ
s
ασ−p(σ−1)
σ−p
dx <∞ and hence we conclude.
In a forthcoming work, we will analyze the general case without using monotony arguments and
under general integrability assumptions on f .
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