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Abstract
Consider the family of all perfect matchings of the complete graph K2n with 2n
vertices. Given any collection M of perfect matchings of size s, there exists a maximum
number f(n, x) such that if s ≤ f(n, x), then there exists a perfect matching that agrees
with each perfect matching inM in at most x−1 edges. We use probabilistic arguments
to give several lower bounds for f(n, x). We also apply the Lova´sz local lemma to find a
function g(n, x) such that if each edge appears at most g(n, x) times then there exists a
perfect matching that agrees with each perfect matching inM in at most x−1 edges. This
is an analogue of an extremal result vis-a`-vis the covering radius of sets of permutations,
which was studied by Cameron and Wanless (cf. [9]), and Keevash and Ku (cf. [10]). We
also conclude with a conjecture of a more general problem in hypergraph matchings.
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1 Introduction
In this paper, let K2n be the complete graph with 2n vertices, n ∈ N. A matching in K2n is
a set of pairwise non-adjacent edges; that is, no two edges share a common vertex. A perfect
matching is a matching which matches all vertices of the graph; that is, every vertex of the
graph is incident to exactly one edge of the matching. Any perfect matching is represented
by a collection of two-element sets where the elements of each set are two distinct vertices;
for instance {{v1, v2}, {v3, v4}} is a perfect matching in K4, as shown in figure 1. Also, a
hypergraph is a pair (V,E), where V is a finite set of vertices and E is a finite family of
subsets of V , called hyperedges. Using the terminology in [8], we denote by H a t-uniform
hypergraph (t ∈ N), a hypergraph with E ⊂ V (t), where V (t) := {Y : Y ⊂ V, |Y | = t}.
Consider the following problem:
Given a collection of similar structures (family of permutations, system of finite sets et
al.), what is the maximum size of the collection in order to ensure the existence of another
such structure that shares at most k elements with each structure in the collection?
1
ar
X
iv
:1
00
9.
08
10
v2
  [
ma
th.
CO
]  
25
 A
pr
 20
11
Figure 1: Perfect matching in K4.
This problem is also known as the covering radius problem. This research problem has
its origins in group theory, particularly in the permutation group Sn acting on the set [n]
of natural numbers from 1 to n. In any collection G of permutations, we can measure the
Hamming distance (or distance) d(g, h) between a permutation g in G and any permutation
h picked from Sn. Here, the Hamming distance between two permutations is the number of
positions in which they defer. For example, in S3, d(123, 231) = 3. If we were to fix h above
and measure the distances d(h, p) for every p ∈ G, there exists a minimum distance which we
can obtain between h and some1 p0 ∈ G, i.e. min{d(h, p) : p ∈ G} = d(g, p0). Now, repeating
this procedure for every permutation h ∈ Sn, we can find the maximum of all the minimum
distances measured earlier. This maximum value, denoted cr(G), is the covering radius of
the collection G; in fact, a simple argument shows that cr(G) := maxh∈Sn ming∈G d(g, h).
Therefore, the covering radius problem is the problem of finding or, in many cases, estimating
the covering radius of any given collection of permutations.
Apropos of recent research, lower bounds of the covering radius of G of Sn have been
established by Cameron and Wanless (2005) in [9], in which covering arguments were used
to formulate a general criteria to find lower bounds of covering radii of sets of permutations.
Keevash and Ku (2006) later improved (cf. [10]) the general criteria, obtaining an even
stronger result to determine the lower bound of the covering radius of any collection of
permutations with some constraints vis-a`-vis a frequency parameter. Their result is the best
possible so far. Covering radius results have profound applications and implications in group
theory and combinatorial structures; for instance, the authors above have applied their results
to Latin squares and Latin transversals, and recent literature suggests several generalizations
of this theory to general groups [10]. Moreover, Similar classes of problems for intersecting
families of finite sets have been studied extensively, and in particular [2] and [3] are good
sources of information.
In this paper, we consider the analogue of the problem mentioned above for perfect
matchings in complete graphs. Our fundamental question is as follows:
1There may exist more than one choice of p0 which gives a minimum distance.
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Suppose we have a finite collection of perfect matchings of K2n. What is the largest
possible number of elements in this collection such that we can find a perfect matching
of K2n that agrees with each perfect matching in the collection in at most x− 1 edges?
Let M denote an arbitrary perfect matching of K2n. Moreover, call a vertex set U ⊂
V (K2n) good (w.r.t. M) if |U | ≤ n and ∀vi, vj ∈ U(eij /∈ M). For a set W of vertices,
we say that two perfect matchings M,M ′ agree on W iff (i) W is good w.r.t. M and
M ′; (ii) ∀vi ∈ W (eij ∈ M ⇔ eij ∈ M ′). For example, if M = {{1, 2}, {3, 4}, {5, 6}} and
M ′ = {{1, 2}, {3, 5}, {4, 6}}, then M and M ′ agree on W = {1}. We now present a few
elementary bounds which are obtained from Boole’s inequality (also known as union bound).
2 Elementary Results
The union bound gives us several useful results.
Theorem 2.1 Let M = {M1, ...,Ms} be a collection of perfect matchings in K2n. If s ≤
x! · (
2n−x
x )
(nx)
, then there exists a perfect matching that agrees with each Mi ∈ M in at most
x− 1 edges.
Proof.
Randomly select a perfect matching out of all the perfect matchings. Consider any
Mi ∈ M and any T ⊂ V , |T | = x, which is good w.r.t. Mi. Let Ai,T be the event that the
perfect matching selected agrees with Mi on T . Then
P(Ai,T ) =
[
(2n− 2x)!
2n−x · (n− x)!
]/[
(2n)!
2n · n!
]
,
since there are (2n)!2n·n! perfect matchings and exactly
(2n−2x)!
2n−x·(n−x)! of them with x fixed edges.
Let us sum the probabilities over all possible i and T . Clearly, there are s possible
values of i, and for each perfect matching Mi there are less than
(
2n
x
)
good T . Moreover,
Ai,T ⇔ Ai,T ′ whenever T, T ′ belong the same collection of edges, implying that the number
of good T should be reduced by a factor of 2x in our calculation in order to avoid counting
same events more than once. Thus we have, by Boole’s inequality,
P
⋃
i,T
Ai,T
 ≤∑
i,T
P(Ai,T ) < s ·
(
2n
x
)
2−x ·
[
(2n− 2x)!
2n−x · (n− x)!
]/[
(2n)!
2n · n!
]
≤ 1.
Therefore, with positive probability none of the Ai,T occur, and there must exist a perfect
matching which agrees with each Mi ∈M on a vertex set of at most x− 1 vertices, i.e. in at
most x− 1 edges.

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Notice that the bound on s is weak, since we gave a crude bound of
(
2n
x
)
2−x for the
number of good T . By considering T differently, we can obtain the exact number of good T .
Here, we introduce the notion of x-matchings.
Definition 2.2 An x-matching of K2n is a matching of size x. Thus, if x = n, then the
x-matching is simply a perfect matching.
With this in mind, we can derive a larger upper bound on s as follows:
Theorem 2.3 Let M = {M1, ...,Ms} be a family of perfect matchings in K2n. If s <
x!
2x ·
(2nx )·(2n−xx )
(nx)
2 , then there exists a perfect matching that agrees with each Mi ∈M in at most
x− 1 edges.
Proof.
Randomly pick a perfect matching out of all the perfect matchings. Consider any Mi ∈M
and pick any x-matching X ⊂ Mi. Let Ai,X be the event that the perfect matching picked
contains X. Then
P(Ai,X) =
[
(2n− 2x)!
2n−x · (n− x)!
]/[
(2n)!
2n · n!
]
,
by the same reasoning as shown in the proof of Theorem 2.1.
Let us sum the probabilities over all i and X. Clearly, there are s possible values of i,
and for each perfect matching Mi there are exactly
(
n
x
)
x-matchings. Thus we have
P
⋃
i,X
Ai,X
 ≤∑
i,X
P(Ai,X) ≤ s ·
(
n
x
)
·
[
(2n− 2x)!
2n−x · (n− x)!
]/[
(2n)!
2n · n!
]
< 1.
Therefore, with positive probability none of the Ai,X occur, and there must exist a perfect
matching which agrees with each Mi ∈M in at most x− 1 edges.

3 Main Result
Our main theorem requires the Lova´sz sieve. The Lova´sz local lemma is a powerful tool
for showing the existence of structures with desired properties. Briefly speaking, we toss our
events onto a probability space and evaluate the conditional probabilities of certain bad events
occurring. If these probabilities are not too large in value, then with positive probability none
of the bad events occur. More precisely,
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Theorem 3.1 (Lova´sz) Let A = {A1, A2, ..., An} be a collection of events in an arbitrary
probability space (Ω,F ,P). A graph G(V,E) is called a dependency graph (V = {1, 2, ..., n})
for the events A1, A2, ..., An, where eij ∈ E iff Ai and Aj are related by some property pi.
Suppose that G(V,E) is a dependency graph for the above events and ∃x1, x2, ...xn ∈ [0, 1),
S ⊂ {1, 2, ..., n} \ {j : eij ∈ E} such that
P
(
Ai |
⋂
k∈S
Ak
)
≤ xi ·
∏
eij∈E
(1− xj).
Then P(
⋂n
i=1Ai) ≥
∏n
i=1 (1− xi). Equivalently, with positive probability none of the Ai
occur.
The proof of Theorem 3.1 can be found in chapter 5 of [5] and chapter 19 of [6]. We used
the following special case (cf. [5]) of Theorem 3.1 in our result:
Corollary 3.2 Suppose that A = {A1, A2, ..., An} is a collection of events, and for any
Ai ∈ A there is a subset DAi ⊂ A of size at most d, such that for any subset S ⊂ A\DAi we
have P
(
Ai |
⋂
Aj∈S Aj
)
≤ p. If ep(d+ 1) ≤ 1, then P(⋂ni=1Ai) > 0.
We now establish our main result on the covering radius problem for sets of perfect
matching using Corollary 3.2. In this proof, the strategy we use mirrors that of the proof
of the lower bound on the covering radius for sets of permutations, as presented in [10].
Such a strategy is also used in proof of the Erdo˝s-Spencer theorem on Latin transversals, as
presented in chapter 5 of [5] (pp. 73-74).
Theorem 3.3 LetM = {M1, ...,Ms} be a collection of perfect matchings in K2n. Moreover,
each of the
(
2n
2
)
edges appears at most k times in the Mi ∈ M (we call k the frequency pa-
rameter). If k ≤ 1
e·2x(2n−1)(n−1x−1)
(∑x
j=2x−n
(
2x
2j
) (2j)!
j!·2j − e
)
, then there exists a perfect matching
which agrees with each perfect matching Mi ∈M in at most x− 1 edges.
Proof.
Randomly pick a perfect matching M from the set of all perfect matchings in K2n.
Consider any Mi ∈M and any x-matching X ⊂Mi. Let Ai,X be the event that X ⊂M . In
our dependency graph, connect Ai,X to Ai′,X′ iff X and X
′ share at least one common vertex
in their underlying vertex sets.
For each Ai,X , let the set of its neighbours in the dependency graph be Di,X .
Claim: |Di,X | ≤ k · 2x(2n− 1)
(
n−1
x−1
)
= d.
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Indeed, we first pick one vertex out of the 2x vertices in X, then choose out of the 2n− 1
remaining vertices one particular vertex to be its neighbour in the perfect matching. Next,
we choose a perfect matching Mi′ ∈M that contains the constructed edge; this can be done
in at most k ways. Lastly, we just pick x− 1 out of the remaining n− 1 edges in Mi′ to form
X ′.
Let us now consider the probability P
(
Ai,X |
⋂
Ai′,X′∈S Ai′,X′
)
= p0 for any subset S ⊂
A \ Di,X . For brevity let us label E =
⋂
Ai′,X′∈S Ai′,X′ . We shall bound p0 from above.
Fix Ai,X . Without loss of generality, let the underlying set of 2x vertices of the x-matching
X be V = {v1, v2, ..., v2x}. Now, randomly pair arbitrarily many of the 2x vertices in V . This
gives us a collection of singletons (vertices) and doubletons (edges) - we call such a collection
W . However, we restrict our W such that the total number of singletons and doubletons in
any W cannot exceed n, i.e. if there are 2p singletons (the number of singletons must be
even) and q doubletons then 2p+ q ≤ n (note that q + p = x). This gives us n− x ≥ p ≥ 0.
Thus, the set W of all such restricted W has cardinality
x∑
k=2x−n
(
2x
2k
)
(2k)!
k! · 2k ,
where each summand is the number of ways to partition the underlying vertex set into
a collection of k doubletons and 2x− 2k singletons. (To resolve ambiguity in the expression
above, let
(
n
k
)
= 0 if k < 0.)
For each W , let BW be the event that a perfect matching contains W . For example,
M = {{v1, v2}, {v3, v4}, {v5, v6}}
contains W = {{v1, v2}, {v3}, {v6}}, where every pair of singletons in W does not belong
to any edge in M . Clearly, all the BW are mutually exclusive, and their union equals Ω.
We shall show that the number of perfect matchings contained in BW ∩ E is at least
the number of perfect matchings contained in Ai,X ∩ E. This can be done by means of
constructing an injection from Ai,X ∩ E to BW ∩ E for a particular fixed W .
Claim: ∀W ∈ W (|BW ∩ E| ≥ |Ai,X ∩ E|).
First, for any M ∈ Ai,X ∩ E, consider the remaining n − x edges not in X. Direct each
edge such that the tail of the directed edge is the vertex with the smaller subscript. Thus,
every edge {vi, vj} /∈ X, i < j becomes (vi, vj). This gives us n− x ordered pairs of vertices.
Now, arrange the n−x edges lexicographically by the following rule: compare every two edges
and place the edge whose first component has a vertex with a smaller subscript in front; i.e.
if (vi, vj), (vk, vl) are both directed edges originally belonging to W and k < i, then (vk, vl)
goes in front of (vi, vj). This gives an ordered (n−x)-tuple ((va, vb), (vc, vd), ...) where a < b,
c < d and a < c and so on. Denote this sequence of transformations on M \X by τ . Notice
that for any two distinct perfect matchings M,M ′ ∈ Ai,X ∩ E, at least two of their n − x
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edges outside X are distinct (e.g. {{vα, vβ}, {vχ, vδ}} ⊂ M , {{vα, vχ}, {vβ, vδ′}} ⊂ M ′), so
their images under τ will also be distinct. Therefore, τ is injective.
Now consider W . Without loss of generality, let W contain 2p singletons, where 0 ≤ p ≤
n−x. Order the singletons in W naturally by comparing their respective vertices’ subscripts.
Denote by Wγ the image of W under the natural ordering. Without loss of generality, write
Wγ =
{
({v1}, {v2}, ..., {v2p}), {v2p+1, v2p+2}, ..., {v2x−1, v2x}
}
.
We define a mapping as follows:
For any M ∈ Ai,X ∩ E, we consider their images under τ . Treating the (n− x)-tuple, of
which each component is an ordered pair, as an ordered string of vertices of length 2n− 2x,
we select the first 2p vertices appearing in the string and pair the kth vertex in the string
with vk in W . This gives us the set Γ = {({v1, va}, {v2, vb}, ...), {v2p+1, v2p+2}, ...}. Remove
the natural ordering on Γ to yield Γ0 = {{v1, va}, {v2, vb}, ..., {v2p+1, v2p+2}, ...}. Now map
the shortened string of length 2n − 2x − 2p back to its set of unordered n − x − p edges
(note that this gives us edges which were originally in M); call this edge set Γ1. Clearly,
Γ˚(M) = Γ0 ∪ Γ1 gives us a perfect matching in BW ∩ E, since E is the event that X ′ 6⊆ M
where X ′ ∩ X = ∅, guaranteeing that our mapping preserves E. Moreover, for any fixed
W and two distinct M,M ′ ∈ Ai,X ∩ E their respective Γ˚ are distinct. Indeed, consider
{{vα, vβ}, {vχ, vδ}} ⊂M \X and {{vα, vχ}, {vβ, vδ′}} ⊂M ′ \X, where {vα, vβ} and {vα, vχ}
is the first edge in which M , M ′ differ (after performing τ on M \X and M ′ \X). Without
loss of generality, let α = min{α, β, χ, δ, δ′}. Suppose that α is within the first 2p vertices
of the ordered (n − x)-tuple (otherwise we are done since {{vα, vβ}, {vχ, vδ}} ⊂ MW and
{{vα, vχ}, {vβ, vδ}} ⊂M ′W ). Then, if the mapping yields, for example, {{v4, vα}, {v5, vβ}} ⊂
MW , then we would yield {{v4, vα}, {v5, vχ}} ⊂ M ′W ; clearly MW 6= M ′W . Thus there is an
injection from Ai,X ∩ E to BW ∩ E, i.e. |BW ∩ E| ≥ |Ai,X ∩ E|.
Therefore, we have
p0 = P (Ai,X | E) ≤ P (BW | E) .
Summing over all possible W , we have p0 ·
∑x
k=2x−n
(
2x
2k
) (2k)!
k!·2k ≤ 1, which gives
p0 ≤ 1∑x
k=2x−n
(
2x
2k
) (2k)!
k!·2k
= p.
Now, we want ep(d+ 1) ≤ 1. This is equivalent to
k ≤ 1
e · 2x(2n− 1)(n−1x−1)
 x∑
j=2x−n
(
2x
2j
)
(2j)!
j! · 2j − e
 .

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4 A Conjecture
In the proof of Theorem 3.3, we used the idea of τ transformation to create unique permu-
tations of perfect matchings. Here, we extend the notion of perfect matchings of graphs to
that of t-uniform hypergraphs of order tn, i.e. ∀v ∈ V ∃!e ∈ E(v ∈ e). This gives us a more
general problem as follows:
LetM = {M1, ...,Ms} be a collection of perfect matchings of a t-uniform hypergraph
H of order tn. Moreover, each of the (nt)!(t!)n·n! t-edges of the hypergraph appears at most
k times. Suppose that there does not exist a perfect matching of H which agrees with
each perfect matching Mi ∈ M in at most x− 1 edges. What is the best possible lower
bound for k?
Following the method of proof of Theorem 3.3, randomly pick a perfect matching M from
the set of all perfect matchings of H. Consider any Mi ∈ M and any x-matching X ⊂ Mi.
Let Ai,X be the event that X ⊂ M , and connect Ai,X to Ai′,X′ iff X and X ′ share at least
one common vertex in their underlying vertex set. For each Ai,X , let the set of its neighbours
in the dependency graph be Di,X . A combinatorial argument yields
|Di,X | ≤ k · tx
(
tn− 1
t− 1
)(
n− 1
x− 1
)
= d.
If we attempt to bound
P
Ai,X | ⋂
Ai′,X′∈S
Ai′,X′
 = p0
for any subset S ⊂ A \ Di,X , a difficulty arises if we mirror the mapping technique. We
can still consider events similar to W which split the underlying vertex set of X into sets
of t-edges, (t − 1)-edges etc. and order them. Moreover, if a transformation similar to τ is
performed on any matching M ∈ Ai,X ∩ E, injectivity is still preserved. However, while it
seems intuitively true that our BW ∩E should contain more elements that Ai,X ∩E, it is not
as straightforward to map vertices into the respective (t− θ)-edges, t− 1 ≥ θ ≥ 1, such that
injectivity is preserved. Hence, the problem remains open. Particularly, we conjecture:
Conjecture 4.1 Let M = {M1, ...,Ms} be a collection of perfect matchings of a t-uniform
hypergraph H of order tn. Moreover, each of the (nt)!(t!)n·n! t-edges of the hypergraph appears at
most k times. If k ≤ 1
e·tx(tn−1t−1 )(n−1x−1)
(N − e), where
N =
∑[ n∏
i=1
(
tx
tai
)
(tai)!
(t!)ai(ai)!
]
is the sum over all vectors (a1, ..., at) ∈ (N ∪ {0})t satisfying tat + (t− 1)at−1 + ...+ a1 = tx
and at+at−1+ ...+a1 ≤ n, then there exists a perfect matching which agrees with each perfect
matching Mi ∈M in at most x− 1 edges.
The upper bound for k is based on the assumption that the intuition is correct.
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5 Conclusion
It is unknown whether the upper bound obtained for k, namely
1
e · 2x(2n− 1)(n−1x−1)
 x∑
j=2x−n
(
2x
2j
)
(2j)!
j! · 2j − e
 ,
is optimal, inasmuch as there is hitherto no research done in this area. However, it is
possibly a fairly strong bound because the Lova´sz sieve is known to establish good bounds
in problems.
A possible continuation of our research is as follows: In [10], a semi-random construction
of a permutation code was given. In particular, using an analogue of Theorem 3.1 for two
events, an algorithm was formulated to construct a set of permutations in Sn that is < s-
intersecting in polynomial expected time. It would be possible to consider an analogue of
the semi-random construction for collections of perfect matchings in K2n.
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