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Figure 1: A typical product page on amazon.com.8




























































































Figure 4: RT in action.15
















































































Table 2: Common text normalizations
Numerals Capitalization Hyphenation Diacritics Initialisms
10 UPPERCASE un­hyphenated àç éñ ëč ŧ ď T.V.

















































BoW representation: { "asks":1, "bridge":1, "but":1, "is":1, "Khan":1, 






{ "a":1, "asks":1, "bridge":2, "but":1, "by":1, "describes":1, "is":1, "Khan":1, "Kublai":1, "Marco":1, "Polo":1, 
"stone":3,  "supports":1, "that":1, "the":2, "which":1 }
Each individual text can then be represented with relation to this collection of words. Words that do not 
appear in a particular text are given a 0 frequency count. 
Text 1: { "a":1, "asks":0, "bridge":1, "but":0, "by":1, "describes":1, "is":0, "Khan":0, "Kublai":0, "Marco":1, 
"Polo":1, "stone":2,  "supports":0, "that":0, "the":0, "which":0 }
Text 2: { "a":0, "asks":1, "bridge":1, "but":1, "by":0, "describes":0, "is":1, "Khan":1, "Kublai":1, "Marco":0, 






Table 5: Word frequencies
a asks bridge but by describes is Khan Kublai
Text 1 1 0 1 0 1 1 0 0 0
Text 2 0 1 1 1 0 0 1 1 1
Marco Polo stone supports that the which
Text 1 1 1 2 0 0 0 0
Text 2 0 0 1 1 1 2 1











Text 1: [ 1, 0, 1, 0, 1, 1, 0, 0, 0, 1, 1, 2, 0, 0, 0, 0 ]

















































Table 8: POS tagging in Text 1
Text 1 Marco Polo describes a bridge, stone by stone.
Tagged by NLTK30 [('Marco, 'NNP'), ('Polo', 'NNP'), ('describes', 'VBZ'), ('a', 'DT'), ('bridge', 'NN'), (',', ','), 
('stone', 'NN'), ('by', 'IN'), ('stone', 'NN'), ('.', '.')]
Tagged by Stanford 
Parser31
Marco/NNP Polo/NNP describes/VBZ a/DT bridge/NN ,/, stone/NN by/IN 
stone/NN ./.







































Figure 6: POS annotation in tree form.32
Table 9: Patterns extracted from Text 1
Pattern level Pattern
Sentence NNP NNP VBZ DT NN NN IN NN
Phrase NNP NNP VBZ
Phrase VBZ DT NN NN IN NN
Phrase NNP NNP VBZ DT NN











































































































































































































































































































































































places. For example, highlighting the review excerpt, “Now my kids can learn how to be a right-wing 
president that utilizes illegal and inhumane drones to kill innocent children in Pakistan!” as the top 
comment on a toy military drone was probably not intentional on Amazon's part.53 Sarcasm detection 
could be used to improve many NLP applications, including review summarizations such as that one, 
dialogue systems, and review ranking systems.54
3 Summary
SA in general can be summarized as automatically detecting and or characterizing the sentiment 
of a piece of subjective text. In its most low­level form, this means merely classifying the text's sentiment 
polarity (positive or negative). This extends naturally into the task of determining the degree of polarity, as 
in “mildly positive” and “strongly negative,” typically in terms of discrete units such as points or stars. 
Other branches of SA include affective state classification and sarcasm detection. The former goes 
beyond simple polarity to classify for specific moods: “angry,” “happy,” “sleepy,” and so on. A typical way to 
build upon the work done for polarity is to add an active/passive dimension, and “plot” emotions 
according to these two axes. 
The latter, sarcasm detection, is possibly among the most intriguing type of SA task, because even 
humans have not completely mastered distinguishing sarcasm from sincerity. Naturally, despite 
enthusiastic attention to the problem, results for this task as yet remain somewhat unimpressive. 
As tasks increase in complexity, the features extracted from the data become increasingly abstract, 
and either rely upon or parallel models from psychology and linguistics. The simplest tasks of polarity 
detection and even polarity scoring use simple features such as unigrams and POSs. Sentiment lexicons are 
built by using connotations and associations. Approaches to mood classification add an extra dimension 
which relies upon outside psychological models. Sarcasm detection approaches utilize concepts such as 
“content” and “non­content” words, which exist in parallel in linguistic theory. Definitions for sarcasm are 
also based on linguistic models including Grice's famous maxims. 
52 Recall that @OtherUser is referred to as the target.
53 (Drewboy64, 2013) The author is not certain that such an application would make the world a better 
place.
54 (Davidov et al., 2010)
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Part IV
Conclusions
Sarcasm detection, mood classification, polarity classification—these are just a few of the tasks 
under the umbrella of sentiment analysis, itself just a tiny portion of the field of computational linguistics. 
Yet even these three tasks open up worlds of possibility, especially with regard to human­computer 
interaction. Imagine product reviews synthesized from thousands of individual reviews, constructed to 
highlight the often­mentioned pros and cons of the item of your interest. Imagine your computer sensing 
that now might be a good time to turn on “easy mode”—that edge in your voice suggests that right now is 
probably not the proper time for complicated menus and commands. Imagine that Siri understands that 
you did not really want to find the closest “vegetarian butcher.” Gimmicky uses of technology? Maybe. But 
the same technology can be utilized in subtle and more practical ways, too. 
  This paper has given an introduction to computational linguistics, with special focus on just one of 
its many subfields. The reader has been familiarized with the importance of tailoring a corpus, been 
exposed to some common linguistic features, models, and tools, and been given a foundation for 
understanding the outline of a machine learning system. These fundamentals can be applied to more than 
just the sentiment analysis task that followed them in this paper—they have been generalized to be 
adaptable to as many computational linguistics tasks as possible for one work. 
The combination of linguistic data available via the internet and advancements in AI techniques 
has changed the game when it comes to computational linguistics; its practitioners no longer need focus 
on hand­writing tedious linguistic rules. Instead, given enough data, systems can be created to “learn” the 
rules of language, almost like a child learning the language around it through example. However, even 
such seemingly­miraculous learning systems cannot be created without intuitions about the data. It is 
essential not only to know the properties of the data operated on, but also to come to the task with 
intuitions what features may be used to solve it. 
By highlighting the features of the most complex sentiment analysis tasks, this paper has 
attempted to show that further research can and should benefit from the insight of linguists. That is where 
linguists enter the field as it is today—not by trying to outline the totality of linguistic fact, but by 
providing insight into properties of language worth investigating. 
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Appendix I: Abbreviation Glossary
AI Artificial Intelligence
BoW Bag of Words
Comp Ling Computational Linguistics
IR Information Retrieval
IE Information Extraction
NLP Natural Language Processing
PMI Pointwise Mutual Information
POS Part­of­speech
SA Sentiment Analysis
SGML Standard Generalized Markup Language
(Jurafsky, n.d.) (Jenkins, 2009)
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