Given a two-dimensional bounded domain and a conductivity distribution, how to extract information about unknown inclusions in conductivity from finitely many noisy Cauchy data? (In practice, the data are given by electrical impedance tomography (EIT) measurements.) First, a direct approach is presented, based on an extraction formula of the set of all points in the domain that can be connected with infinity by a straight line without intersecting the closure of the inclusions. The formula uses an indicator function that depends on a large parameter τ and can be calculated from infinitely many non-noisy Cauchy data. Second, a modified indicator function is defined. It can be calculated from finitely many noisy Cauchy data. Its properties are studied; the results suggest how many data are needed and how to choose τ . Third, a regularized algorithm that is based on the theoretical study is given for extracting inclusions approximately. The choice of all parameters is described explicitly. Numerical examples using simulated continuum data show that a reliable estimate for the number and location of inclusions is achieved. However, the shape of the inclusions is not recovered.
Introduction
Let be a bounded domain in R 2 with C 2 boundary. We consider an inverse problem for the equation
Here γ is an L ∞ ( ) coefficient satisfying γ (x) C for almost all x ∈ and for some constant C > 0. Given f ∈ H 1/2 (∂ ) there exists a unique weak solution u ∈ H 1 ( ) of equation (1.1) satisfying u = f on ∂ .
The map
γ : f −→ γ ∂u ∂ν ∂ is called the Dirichlet-to-Neumann map. Here ν denotes the unit outward normal relative to ∂ . Physically γ denotes the conductivity of , f the voltage potential applied on ∂ and γ f the resulting electric current density on ∂ . Calderón's problem, formulated in [7] , is to extract information about general γ from γ . This problem is a mathematical model for electrical impedance tomography (EIT). The aim of EIT is to produce images of electric conductivity distribution inside a given body from the knowledge of boundary currents and voltages. It has applications in medical imaging, geophysics, industrial process monitoring and nondestructive evaluation (see [2, 3, 9] for reviews). However, we will not consider this general problem and refer the reader to [4, 24, 25, [27] [28] [29] [31] [32] [33] .
In this paper, we assume that γ takes the form
Here D is an open subset of with Lipschitz boundary, satisfies D ⊂ and h ( = 0) is an essentially bounded function on D. The pair (D, h) is a mathematical model of inclusions or defects in the material with a constant conductivity 1. Note that we do not assume that D has special geometry.
The problem is to extract information about D from noisy data f + E 1 and γ f + E 2 for known finitely many f when D and h are unknown and E 1 , E 2 ∈ L 2 (∂ ). These data are given by the continuum model for EIT.
The spirit of the approach presented in this paper is already described in [18] . First, we seek an extraction formula for extracting information about D from non-noisy data. Next, we consider how to modify the extraction formula for the case of noisy data and prove the convergence of the modified formula, called regularized extraction formula, when the noise level tends to zero. In [16] , the first author established an extraction formula of the support function of D. The formula uses γ f for a single given nonconstant f , however, D is assumed to be polygonal and h constant. In [18] the corresponding regularized extraction formula is given. See [19] for a numerical implementation.
In this paper, we employ this approach in spirit; however, the extraction formula which is the base of the approach is taken from [17] . Therein the first author considered extracting information about the location of D from an infinite number of non-noisy Cauchy data, i.e. γ f for known infinitely many f . Here we present the result in a simpler form, but the proof can be done along the same lines.
Definition 1.1. We say that a point in is visible if it can be connected with infinity by a straight line without intersecting D. We denote by V (D) the set of all points in that are visible. It is trivial to see that D ⊂ \V (D).
In [17] .
This is an entire function whose modulus grows exponentially in the cone of opening angle απ/2 about the positive real axis and decays algebraically outside the cone as z → ∞, see [1] . See figure 1 for a plot of |E 1/2 (z)|. Denote
2 define a harmonic function depending on τ > 0 by the equation
Definition 1.2. Define the indicator function by the formula
Let C y (ω, π α/2) denote the interior of the cone about ω of opening angle πα/2 with vertex at y (see figure 2 ): 
It is easy to see that the point y in is visible if and only if there exist
α ∈ ]0, 1[ and ω ∈ S 1 such that {C y (ω, π α/2)} ∩ D = ∅. lim τ →∞ |I α (y,ω) (τ )| = 0 lim inf τ →∞ |I α (y,ω) (τ )| > 0 lim τ →∞ |I α (y,ω) (τ )| = ∞
Theorem 1.1 ([17]). Assume that there exists a positive constant C such that
See figure 3. Theorem 1.1 is a generalization of a result of [14] in which the first author introduced the enclosure method. The enclosure method was realized numerically in [20] and, independently, in [5] . The method is based on the asymptotic behaviour of the harmonic function exp(τ (x · ω + ix · ω ⊥ )) as τ → ∞ instead of (1.2). Note that E α (z) → e z as α → 1; see [15] for other applications of the enclosure method.
From theorem 1.1 we obtain the extraction formula of V (D):
Formula (1.3) is based on the assumption that one can know the data e α τ (·; y, ω)| ∂ and ( γ − 1 ) e α τ (·; y, ω)| ∂ exactly. However, this is impossible in practical EIT. We regularize formula (1.3) so that it works in the case of finitely many noisy data.
In practice we have two limitations: the finite number of electrodes attached on the surface of the body and the finite accuracy of the data. This implies that one cannot take τ large. We suggest an algorithm for obtaining information about the location of D when τ is small (we give an explicit choice of τ depending on the number of electrodes and of the domain ). The algorithm is based on finding cones C y (ω, π/4) for which the indicator function has a minimum with respect to the angular variable ω, and assuming that a narrow cone C y (ω, π/32) does not intersect D.
Numerical detection of inclusions in conductivity has been discussed by several authors. The probe method was introduced in [12] (see also [13] for further investigation of the probe method). The enclosure method was implemented in [5, 20] . An application of the factorization method introduced in [23] for the present problem is given in [5] ; see [10, 21] for level set methods and [22, 26] for statistical inversion. Methods for small inhomogeneities were given in [6, 8] . The point source method was used in [11] for the reconstruction of a perfectly conducting inclusion from one boundary measurement.
A brief outline of this paper is as follows. The main result is described in section 2 and proved in section 5. The proof is based on the relationship between three indicator functions as defined in sections 1, 2 and 4. To study their relationship we require some properties of Mittag-Leffler's function; these are found in section 3. In section 6 we mention the corresponding results in the case when the Dirichlet-to-Neumann map is replaced with the Neumann-to-Dirichlet map. In section 7 we describe our algorithm for obtaining information about the location of D. In section 8 we give numerical results with simulated noisy continuum data. We conclude our results in section 9. Remark 1.1. Throughout the paper always assume that there exists a positive constant C such that h(x) C for almost all x ∈ D or −h(x) C for almost all x ∈ D. However, D, h and C are unknown.
Main result
In this section, we modify theorem 1.1 to cover the case of finitely many noisy measurements. Our main results, theorem 2.1 and corollary 2.1, show that the situation depicted in figure 3 holds asymptotically when the number of measurements grows and the noise level tends to zero.
Let n 2 and
Here δ denotes the upper bound of the size of noise. 
This function can be calculated from noisy current densities
and noisy voltages
We consider how to extract an approximation of V (D) from I 1/n,nN (y,ω) (τ ; E) when δ is known and small. Before stating the theorem we need some definitions.
Let c y (>0) satisfy We are ready to give our main result. Compare it to theorem 1.1 and figure 3 . respectively. These are independent of θ . However, (2.6) becomes
and depends on θ . Under these choices, theorem 2.1 is still valid.
we still need infinitely many noisy Cauchy data. Next we reduce it to finitely many data. The point is the formula
and its consequence
Now assume that we have finitely many noisy data (measurements)
where 0 r nN and
.
Define the exponent
and set 
Then, from theorem 2.1 we immediately obtain the following.
Corollary 2.1. Let δ be given by (2.9). Then theorem 2.1 holds when we replace δ by and E by .
Corollary 2.1 means that if is sufficiently small then for finitely many points y in and directions ω the function I 1/n,nN (y,ω) τ 1/n,β y (N); E , which can be computed from finite and noisy data, plays the role of 'radar'.
Preliminaries about Mittag-Leffler's function
Mittag-Leffler's function E α (z) defined in the introduction plays a central role in our analysis. In this section we present some of its properties.
It is known that E α (z) has a closed form when α is rational [1] . We will make use of this fact since for our purpose it suffices to consider only the case when α = 1/2, 1/3, . . . . For the reader's convenience we present a direct proof.
we have
A combination of (3.2) and the formula 
Integrating this equation, we obtain (3.1) again. This is described in [1] .
Proposition 3.2. Let n 2 and N 1. The truncated power series
satisfies the following two estimates:
Then we have the expression
Using the inequality 8) we see that
From (3.7)-(3.9) we obtain (3.5). From (3.7) we have
and this yields
From (3.5) and (3.10) we obtain (3.6). Therefore both e 
(3.14)
Proof. From (3.1) one has
This yields (3.11) as indicated below:
This and (3.11) yield (3.12) as indicated below:
It is easy to see that
Thus (3.11) and (3.12) yield (3.13) and (3.14).
Truncated indicator function
In this section, we introduce a truncation of the indicator function (given in definition 1.2) that can be computed from finite data. Further, we use the properties of Mittag-Leffler's function to analyse the asymptotic behaviour of the truncation. 
where E 
The convergence is uniform with respect to ω.

Proof. Given (y, ω)
Then for any x ∈ we have |z| = τ |x − y| τ c y . From (3.5) and (3.6) we get Let C > 0 satisfy
From the inequalities described above and (4.1) we obtain From (3.11) and (3.12) we get
From these and (4.1) we obtain
Recall the infinite-data indicator function
from (4.2) and (4.3) we obtain 
From this, (4.4) and a simple observation we obtain the convergence rate
Now the next theorem is a direct consequence of theorem 1.1 and proposition 4.1. 
Truncated indicator function and noisy data
In this section, we study the relationship between the noisy truncated indicator function (see definition 2.1) and the truncated indicator function (see definition 4.1). Write
We can estimate the difference between the truncated indicator functions as follows. 
Proof.
Write
. From (3.13) and (3.14) we have
From these and (4.1) we have
From (2.1), (5.1) and (5.2) we obtain 
The Neumann-to-Dirichlet map
In the previous sections we considered the Dirichlet-to-Neumann map γ . However, for application to EIT it is better to use the Neumann-to-Dirichlet map and establish the corresponding results. This is because in practice currents are applied and voltages measured.
In this section, we assume that ∂ is Lipschitz. Given g ∈ L 2 (∂ ) with
there exists a solution u ∈ H 1 ( ) of the elliptic Neumann problem
The solution u is unique up to a constant, and the function
We give some remarks about previous results without proofs:
(1) Theorem 1.1 is still valid under the change of the indicator function as
(2) Theorem 2.1 is valid under the change
(3) Corollary 2.1 is valid under the change of (2.11)
We consider the special case when is the unit disc. We represent the ND map as an nN × nN complex matrix defined as follows. Denote the trigonometric basis functions on ∂ by
We solve the Neumann problem
for k = 1, . . . , nN, and set
where is row index and k is column index. We can now express (6.3) with
where we use the complex notation y = y 1 + iy 2 and ω = ω 1 + iω 2 .
Reconstruction algorithms
The truncated indicator function contains extensive knowledge about the unknown inclusion, as proved above. But how to extract that information numerically to produce a reconstruction of the inclusion D? We present in this section two reconstruction methods. The first method makes use of the size of indicator function similar to numerical implementations of the enclosure method and certain methods used in inverse obstacle scattering. The second method uses local minima (with respect to ω) of the indicator function. We start by discretizing the indicator function. For K, M > 0, choose a finite collection of points y 1 , . . . , y K ∈ and a discretization of the direction variable ω:
Given n 2 and N 1, we use (6.3) to compute the function
. . , M and τ k > 0 chosen as explained below. We call the cones
used in the computation of I (k, m) the analysing cones. We discuss the choices of N > 0 and τ k in (7.2) for fixed and given number of electrodes. In formula (6.3), the applied boundary current is
Thus the number L of electrodes on ∂ gives an upper bound for r 1 , say r 1 R 1 , since very oscillatory boundary conditions cannot be expressed using electrodes. Further, from (6.3) we see that N R 1 /n. In the definition of the truncated indicator function we use the truncated power series
The difference between the exact and the truncated indicator functions depends on the difference E 1/n (z) − E nN 1/n (z) , which is small only for z close to zero. Let us assume that the difference is small enough if |z| ρ (a suitable value for ρ > 0 should be found for a given application). From definition 1.2 and formula (1.2) we see that when computing the exact indicator function we evaluate Mittag-Leffler's function E 1/n (z) at the argument point
To ensure accuracy of the truncated indicator function we require |z| ρ, or
In particular, let us consider the case when is the unit disc, n = 2, and the number of electrodes is L = 32. Parametrize the boundary by
Then the maximum spatial frequency we can (approximately) express with the electrodes at the boundary is exp(iLθ/2). Thus R 1 = L/2 = 16 and we take the maximal choice N = 8. Based on formula (7.3), we choose
Reconstruction method A
We follow an idea proved successful in the context of inverse scattering (see, e.g., [30, We consider D L min to be an approximation to D. See figure 4 for an illustration of step (ii). We remark that the computation at each point y k is independent of the computations at other points. Thus the algorithm is readily implementable on a parallel computer. 
Numerical results
In this section we take to be the unit disc and n = 2. This means that we probe the inclusion with straight-angle analysing cones.
We take N = 8 corresponding to the number 32 of electrodes in the ACT3 impedance imaging device of Rensselaer Polytechnic Institute. The set of points
leading to K = 1696, and we define the finite collection {ω m } M m=1 by taking M = 50 in (7.1). Discrete ND maps R 16 γ are computed by solving the Neumann problem (6.4) with the finite element method using first-order elements and a triangular mesh with 66 049 points. We model measurement noise as
where the entries of the matrices [ ij ] and [ ij ] are normally distributed, independent random numbers with one of the following standard deviations:
The noise level σ 1 corresponds to that of the ACT3 device. Let us define ρ as the largest real number satisfying
By numerical computation we find the approximation ρ ≈ 2. We interpret this result so that we can safely take ρ = 1 in (7.4), leading to
Note that 1 2 τ k 1. All computations are carried out by Matlab version 6.5 running on a desktop computer equipped with a 2.7 GHz Intel Pentium IV processor and 1 GB of RAM. The implementation we use is optimized for clarity, not for speed. In particular, we use nested for-loops in Matlab, which is notoriously inefficient. As a result, the computation of the discrete indicator function takes 2 h for each example. However, the computation time can be reduced by several orders of magnitude by using another programming language and parallelizing the computation.
Reconstruction method A
We demonstrate the first numerical algorithm outlined in section 7.1 by considering one example conductivity with background 1 and two disc inclusions with conductivity 4. We choose ρ = 0.04 as threshold; see figure 5 . We reconstruct the convex hull of D but cannot distinguish two inclusions.
Reconstruction method B
We demonstrate the second numerical algorithm outlined in section 7.2 by considering two types of example conductivities. We choose κ = π/32 for all examples.
First set of conductivities. We take background conductivity to be 1 and choose at most three disc inclusions with conductivity 4. The radius of the disc inclusions is 0.1. See figure 6 for plots of indicator functions at fixed points y k and as a function of ω. See figure 7 for reconstructions of D from noisy and non-noisy data. See figure 8 for the effect of noise on the indicator function.
Second set of conductivities. We take background conductivity to be 1 and introduce a non-convex polygonal kite inclusion; namely, one of the supposed benefits of the present Columns from left to right: original targets with background conductivity 1, reconstructions from ideal data, reconstructions from noisy data with two noise levels.
reconstruction approach is the possibility to probe inclusions with sharp cones instead of half-spaces, revealing more than the convex hull of D; see figure 9 for reconstructions.
Ideal data 0.01% noise 0.1% noise Figure 8 . Effect of noise on the indicator function. Compare this figure to the rightmost plot in figure 6 .
Truth Ideal data 0.01% noise 0.1% noise Figure 9 . Reconstructions of kite and disc inclusions with conductivity 4 (second set of examples).
Columns from left to right: original targets with background conductivity 1, reconstructions from ideal data, reconstructions from noisy data with two noise levels.
Conclusion
Given a two-dimensional bounded domain and a conductivity distribution, how to extract information about unknown inclusions in conductivity from finitely many noisy Cauchy data? It was proved in [17] that the knowledge of the exact indicator function determines the set of all points in the domain that can be connected with infinity by a straight line without intersecting the closure of the inclusions. In this paper, we introduced a truncated indicator function that is computable from a finite number of noisy EIT measurements. Further, we proved that for sufficiently small noise level the truncated indicator function determines the same information as the exact one.
In practical situations the use of the truncated indicator function is limited by significant measurement noise and by the number of electrodes in the EIT system. We gave a parallelizable algorithm for finding approximate information about inclusions in practice. Moreover, we described explicitly how to choose the regularization parameter τ depending on the number of electrodes and the geometry of the domain. We presented a set of numerical examples with computer simulated noisy (continuum model) data. We found that the number and location of inclusions can be reliably estimated. However, the shape of the inclusions was not recovered.
Possible extensions of this approach include a three-dimensional version of the algorithm and applications to inverse problems in elasticity or inverse scattering.
