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Resumo
Nesta dissertação, o problema da localização em redes de sensores sem fio é investigado. É
apresentada uma análise de desempenho de técnicas de localização por meio de simulação e por meio
da avaliação do limite de Cramér-Rao para o erro de localização. Em ambas as formas de análise
foram avaliados efeitos de diversos fatores no desempenho, relacionados à topologia da rede e ao
ambiente de propagação . Na análise por meio de simulação, foram consideradas as técnicas de
localização baseadas em observações de potência do sinal recebido, enquanto que na análise usando
o limite de Cramér-Rao, foram analisadas também as técnicas baseadas no tempo de chegada e no
ângulo de chegada do sinal recebido.
Este trabalho também avaliou os efeitos da polarização das estimativas de distâncias (usadas no
processo de localização) no limite inferior de Cramér-Rao. Esta polarização é geralmente desprezada
na literatura, o que pode levar a imprecisões no cálculo do limite de Cramér-Rao, em certas condições
de propagação. Uma nova expressão para este limite foi derivada para um caso simples de estimador,
considerando agora a polarização. Tomando como base o desenvolvimento desta nova expressão, foi
derivada também uma nova expressão para o limite inferior de Cramér-Rao considerando os efeitos
do desvanecimento lognormal e do desvanecimento Nakagami do canal de propagação.
Palavras-chave: algoritmos de localização, AoA, Limite Inferior de Cramér-Rao, estimação,
lateração, localização em redes sem fio, desvanecimento lognormal, estimação por máxima verossi-
milhança, polarização, rede de sensores, RSS, ToA.
Abstract
This dissertation investigates on the localization problem in wireless sensor networks. A perfor-
mance analysis of localization techniques through simulations and the Cramér-Rao lower bound is
presented. The effects of several parameters on the localization performance are investigated, includ-
ing network topology and propagation environment. The simulation analysis considered localization
techniques based on received signal strength observations, while the Cramér-Rao analysis considered
also techniques based on the time of arrival and angle of arrival of the received signal.
This work also investigated how the Cramér-Rao limit is affected by the observation bias in local-
ization techniques based on the received signal strength. This bias is usually neglected in the litera-
ture, what may lead to imprecisions on the Cramér-Rao limit computation under certain propagation
conditions. A new expression for this limit was derived for a simple estimator case, now considering
the bias. With the development of this new expression, it was also derived a new expression for the
Cramér-Rao lower bound considering the effects of lognormal fading and Nakagami fading on the
propagation channel.
Keywords: localization algorithms, AoA, Cramér-Rao Lower Bound, estimation, lateration, lo-
calization in wireless networks, lognormal fading, maximum likelihood estimation, bias, sensor net-
works, RSS, ToA.
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Capítulo 1
Introdução
As redes de sensores sem fio (RSSF) têm recebido considerável atenção da comunidade científica
nos últimos anos. Tais redes são um caso particular de rede ad-hoc sem fio, com todas as característi-
cas básicas desta última, e algumas características próprias [1]. A principal diferença está no fato de
que nas redes ad-hoc em geral, os terminais podem individualmente realizar tarefas diferentes. Já nas
RSSF, os terminais, além de serem em geral em maior número, cooperam entre si para realizar uma
tarefa em comum [2].
Os grandes avanços em sistemas micro-eletro-mecânicos (MEMS), comunicações sem fio e ele-
trônica digital [3] têm permitido a construção de dispositivos (terminais da rede) com custo cada vez
mais baixo e capacidades cada vez maiores, permitindo às RSSF serem compostas por até dezenas de
milhares de terminais. A conseqüência disso é que as redes de sensores aos poucos serão consideradas
pontes com o mundo real [4], detectando sua natureza física, em contraste com o monitoramento do
mundo virtual, que lida exclusivamente com invenções humanas, como as mensagens eletrônicas. O
trabalho do pesquisador Feng Zhao, do Centro de Pesquisa Palo Alto, nos E.U.A., é um exemplo do
que podem se tornar as redes de sensores sem fio no futuro. Ele tem testado um novo tipo de máquina
de busca, descrita como "Google para o mundo físico", através da qual o usuário, uma vez conectado
à Internet, digita uma pergunta que é traduzida por uma base de dados padronizada, permitindo me-
dições, detecções ou monitoramentos em qualquer lugar, e imediatamente recebe uma resposta à sua
questão.
Uma das áreas de pesquisa relacionadas com as RSSF mais ativas nos últimos anos é a da lo-
calização dos sensores. Isso se deve à natureza intrínseca das aplicações de redes de sensores. Em
aplicações típicas, os sensores medem alguma grandeza física em um ponto do espaço (por exemplo,
temperatura do solo, umidade do ar, etc.), de forma que o valor medido daquela grandeza somente
traz alguma informação se acompanhada da posição (local) em que tal medida foi feita. Portanto, a
rede de sensores devem ser capazes de determinar as posições dos terminais.
1
2 Introdução
As técnicas de localização de terminais em uma rede sem fio em geral baseiam-se nos métodos da
lateração ou da triangulação. No método da lateração, a localização é feita com base nas distâncias
entre o terminal cuja posição se deseja determinar e três ou mais pontos de posições conhecidas. Pelo
método da triangulação, a localização é feita com base nos ângulos, com relação a uma referencia,
de retas ligando o terminal de posição desconhecida e pontos de referência. Portanto, a localização
em redes sem fio requer a medida ou estimação de distâncias ou ângulos.
A solução do problema da localização de terminais de uma rede de sensores deve levar em conta
as restrições típicas de uma rede deste tipo. Portanto, busca-se uma técnica de localização que
• seja de baixa complexidade, pelo menos no que se refere às tarefas do sensor, devido as limi-
tações de energia e tamanho dos terminais impostas por muitas aplicações;
• empregue elementos já disponíveis na rede. Por exemplo, o sinal de rádio freqüência (RF)
usado para a comunicação dos terminais pode ser usado para extrair informações que permitam
a localização dos terminais.
Neste sentido, boa parte dos trabalhos encontrados na literatura sobre localização em redes de
sensores emprega o sinal de rádio freqüência no processo de localização [5–9]. Considerando o
sinal transmitido por um terminal de posição conhecida (os chamados terminais-âncora) e recebido
pelo terminal cuja posição deseja-se estimar (aqui chamado de terminal desconhecido), o valor da
potência recebida ou o tempo de propagação do sinal podem ser usados para estimar a distância
entre os dois terminais. Além disso, por meio de um arranjo de antenas na recepção que meça o
ângulo de chegada do sinal recebido, é possível determinar o ângulo formado pela reta ligando os
dois terminais, com relação a uma referência. Estes tipos de observações usadas na localização serão
discutidas com mais detalhes no decorrer deste trabalho.
No entanto, as observações de potência recebida, tempo de propagação e ângulo de chegada são
ruidosas devido às distorções causadas pelo canal de propagação no sinal, levando a erros na esti-
mação da posição. O tratamento destas distorções, de forma a minimizá-las, e a avaliação dos seus
impactos no desempenho das técnicas de localização são os principais motivadores das pesquisas
nesta área.
1.1 Objetivos e Contribuições
O objetivo deste trabalho é analisar como as distorções nas observações afetam o desempenho de
técnicas de localização em redes de sensores. As técnicas de localização estudadas aqui são aquelas
que empregam a potência recebida, o tempo de propagação e o ângulo de chegada do sinal recebido,
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com maior atenção às técnicas do primeiro tipo. A análise apresentada levará em conta as característi-
cas da rede (como, por exemplo, a quantidade e as posições dos terminais-âncora e a posição relativa
dos terminais-âncora e desconhecidos) e os efeitos do canal de propagação no sinal de RF empregado
na localização.
A análise apresentada neste trabalho será baseada em duas ferramentas típicas utilizadas em tra-
balhos de estimação: (i) simulação e (ii) limite de Cramér-Rao para o erro quadrático médio de
localização.
A análise por meio de simulação é frequentemente empregada no contexto de técnicas de locali-
zação, devido ao grande número de parâmetros envolvidos e à complexidade dos modelos necessários
para uma representação adequada da rede e da operação das técnicas de localização.
Por outro lado, a análise por meio do limite de Cramér-Rao é também bastante encontrada na
literatura, pois permite avaliar como os diversos parâmetros da rede e do ambiente de operação da
rede afetam o melhor desempenho possível das técnicas de localização.
As contribuições deste trabalho são basicamente quatro:
1. É apresentada uma análise por meio de simulação de cinco técnicas de localização baseadas
na potência do sinal recebido, sendo três delas encontradas na literatura e duas delas propostas
neste trabalho. Esta análise extende análises similares encontradas na literatura, avaliando ou-
tros aspectos do desempenho.
2. É apresentada uma análise do comportamento do limite de Cramér-Rao para o erro de locali-
zação em função de diversos parâmetros do canal de propagação e das características da rede.
Aqui também a análise apresentada é uma extensão de análises deste tipo encontradas na lite-
ratura, incluindo a influência do arranjo do terminais-âncora e a posição do terminal desconhe-
cido.
3. Os trabalhos encontrados na literatura sobre o limite de Cramér-Rao para localização baseadas
nas estimativas das distâncias entre dois terminais supõem que tais estimativas não são polariza-
das. Esta suposição certamente simplifica a derivação das expressões para o limite de Cramér-
Rao, mas não é válida em certas condições de propagação. Assim, a terceira contribuição deste
trabalho consiste na avaliação desta suposição de não-polarização e na derivação de expressões
de limite de Cramér-Rao supondo as estimavas polarizadas, para um caso simples de estimador.
4. Por fim, a quarta contribuição deste trabalho é a avaliação dos efeitos do desvanecimento Na-
kagami no comportamento do limite de Cramér-Rao. A inclusão do desvanecimento Nakagami
na modelagem do canal requer a consideração da polarização das estimativas das distâncias en-
tre dois terminais. Também aqui novas expressões para o limite de Cramér-Rao são derivadas
para um caso simples de estimador.
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1.2 Organização da Dissertação
Esta dissertação está organizada da seguinte forma:
• Capítulo 2: Neste capítulo é apresentada uma breve introdução às redes de sensores sem fio.
• Capítulo 3: Este capítulo introduz o problema da localização em rede de sensores. São discu-
tidas formas de classificação das técnicas de localização, e é feita uma revisão bibliográfica.
Neste capítulo são apresentadas as técnicas de localização que serão analisadas no capítulo
seguinte.
• Capítulo 4: Neste capítulo, as técnicas de localização apresentadas no Capítulo 3 serão anal-
isadas e comparadas sob vários aspectos, como nível de desvanecimento, expoente de perda de
percurso, densidade e disposição dos terminais-âncora na rede.
• Capítulo 5: É apresentada neste capítulo uma análise de técnicas de localização por meio do
Limite Inferior de Cramér-Rao (LICR), extendendo a análise apresentada no capítulo anterior.
• Capítulo 6: Neste capítulo, será investigado o efeito da polarização das estimativas das dis-
tâncias entre dois terminais no limite de Cramér-Rao. Será apresentada uma nova formulação
para o limite de Cramér-Rao para um caso simples de estimador. Com base nesta nova for-
mulação que leva em conta a polarização, o modelo de canal é aperfeiçoado pela inclusão do
desvanecimento Nakagami.
• Capítulo 7: Este capítulo apresenta as principais conclusões obtidas durante o desenvolvimento
deste trabalho, bem como algumas sugestões para sua extensão e aprimoramento.
Capítulo 2
Redes de Sensores Sem Fio
2.1 Introdução
Uma rede de sensores sem fio é formada por inúmeros terminais, que operam sem o auxílio de
uma infra-estrutura e que têm a capacidade de monitorar e medir grandezes físicas, processar os dados
coletados, comunicar-se com seus vizinhos e, em alguns casos, deslocar-se no ambiente. Os terminais
da rede devem estar organizados de tal forma que as informações coletadas sejam encaminhadas para
uma central onde serão interpretadas, conforme ilustra a Figura 2.1.
O início das pesquisas em redes de sensores sem fio datam do final da década de 70, com progra-
mas financiados pela Agência de Projetos de Pesquisas Avançadas em Defesa (DARPA) dos EUA.
Nos dias de hoje, a principal motivação para a pesquisa e desenvolvimento na área de RSSF é o
grande potencial de monitoramento e controle do mundo real, nas mais diversas áreas de atividade
humana.
Fig. 2.1: Estrutura geral de uma rede de sensores. Estão representados os terminais e a central de
interpretação.
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Fig. 2.2: Arquitetura geral de um sensor.
2.2 Características dos terminais da rede
As principais características de um terminal de rede de sensores são:
• baixo custo;
• dimensões reduzidas;
• alimentados por bateria, o que limita a sua vida útil.
O terminal de uma RSSF é o dispositivo-chave da rede, caracterizado pela sua multifuncionali-
dade. A arquitetura geral do terminal é mostrada na Figura 2.2.
Os quatro módulos principais de um terminal são:
• I - Módulo de sensoriamento: unidade responsável pela produção de sinais a partir de obser-
vações da grandeza a ser monitorada.
• II - Módulo de processamento: unidade responsável pelo gerenciamento dos procedimentos
realizados pelo terminal, incluindo os de processamento das observações monitoradas e os
de comunicação. Há também uma sub-unidade de armazenamento que contém um pequeno
sistema operacional, os algoritmos do sensor e os protocolos de rede [10].
• III - Módulo transceptor: unidade responsável pela conexão da rede. Esta conexão pode ser por
meio de comunicação óptica, infra-vermelho ou rádio-freqüência.
• IV - Módulo de potência: fornece energia para todo o sensor. É um dos fatores críticos, na
medida que esta energia é limitada, tendo, portanto, impacto tanto na operação da rede, como
nos circuitos e algoritmos usados nos terminais.
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Tab. 2.1: Os avanços dos sensores: três gerações
1980-1990 2000-2003 2010
Tamanho maior que uma caixa tamanho de cartões partícula de poeira
Peso quilogramas gramas desprezível
Arquitetura do
terminal
sensoriamento, proces-
samento e comunicação
separados
sensoriamento, proces-
samento e comunicação
integrados
sensoriamento, proces-
samento e comunicação
integrados
Tempo de vida da
fonte de potência
grandes baterias: horas,
dias ou mais
baterias AA: dias ou se-
manas
baterias solares: meses
a anos
Os recentes avanços em sistemas micro-eletro-mecânicos (MEMS), capacidade de processamento
e sistema de comunicação têm permitido a produção de terminais cada vez mais versáteis e poderosos.
A Tabela 2.1 resume os avanços incorporados e previstos para os terminais com relação a alguns
fatores importantes [11].
2.3 Características das redes de sensores
Uma rede de sensores sem fio é um caso particular de uma rede ad-hoc, com todas as caracterís-
ticas intrínsecas destas últimas. No entanto, as redes de sensores tem algumas características que as
diferem das redes ad-hoc comuns, como discutido a seguir.
• O número de terminais em uma rede de sensores pode ser elevado, como, por exemplo, dezenas
de milhares. Portanto, questões relacionadas com a escalabilidade, como a manutenção dos
terminais, reposição de baterias e a capacidade de comunicação da rede, devem ser levadas em
conta no projeto da rede.
• Uma rede de sensores deve ser tolerante às falhas de alguns terminais. Portanto, os algoritmos
e protocolos devem ser projetados para tratar desse tipo de problema, garantindo a operação da
rede.
• O consumo nas redes de sensores deve ser baixo, já que os sensores são, em muitas aplicações,
inacessíveis, tornando a reposição das baterias inviável. A restrição de potência traz também
impactos nas operações de comunicação e de processamento dos terminais.
• Por fim, muitas aplicações de redes de sensores requerem o conhecimento da posição dos ter-
minais na rede e o sincronismo temporal entre eles. Dessa forma, observa-se um grande esforço
de pesquisa em técnicas de localização e de sincronismo para redes de sensores.
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2.4 Exemplos de Aplicações
A seguir, são descritos alguns dos inúmeros exemplos de aplicação das redes de sensores.
1. Monitoramento Ambiental:
• rastreamento de animais,
• detecção de ameaças químicas ou biológicas,
• monitoramento de condições ambientais,
• detecção prévia de abalos sísmicos,
• detecção de incêndios florestais,
• agricultura de precisão.
2. Monitoramento em Saúde:
• monitoramento de pacientes no nível de órgãos,
• auxílio em diagnósticos,
• administração de remédios em hospitais,
• rastreamento de médicos em hospitais,
• telemonitoramento de dados psicológicos.
3. Monitoramento Comercial e Industrial:
• monitoramento de fadiga material,
• monitoramento da operação de linhas de produção,
• diagnósticos de máquinas,
• monitoramento de áreas com acesso restrito,
• automação predial.
4. Monitoramento Militar:
• controle de equipamentos e munição,
• vigilância em campos de batalha,
• detecção de ataques físicos, químicos, biológicos ou nucleares.
Capítulo 3
Localização em Redes de Sensores Sem Fio
3.1 Introdução
O conhecimento das posições dos terminais de uma rede de sensores sem fio é uma questão
inerente em muitas aplicações. Seja, por exemplo, uma rede de sensores para o monitoramento da
temperatura do solo em uma área geográfica. As leituras feitas pelos medidores de temperatura
são inúteis se não forem acompanhadas das posições geográficas em que tais leituras foram feitas.
Diversos outros exemplos em outras áreas de aplicação podem ser listadas, mostrando a importância
do conhecimento das posições dos terminais de uma rede de sensores.
Uma forma de se conhecer a posição dos terminais de uma rede de sensores é por meio da colo-
cação manual dos terminais em posições pré-estabelecidas. Esta solução, no entanto, é inviável no
caso de uma rede com muitos sensores, devido ao custo da necessária intervenção humana. Outra
forma seria equipar os terminais da rede com receptores do sistema GPS (do inglês Global Position-
ing System), o que também pode ser inviável devido ao custo e consumo de energia de tais receptores.
Em face desses problemas, nos últimos anos tem sido observado um grande esforço de pesquisa com
o objetivo de desenvolver técnicas de localização que sejam adequadas às redes de sensores, nas quais
os terminais têm baixa capacidade de processamento e limitação de espaço e de consumo de energia.
O problema de localização é essencialmente um problema de estimação (das coordenadas de um
terminal de posição desconhecida), com base em observações de grandezas físicas que possuem re-
lação conhecida com a posição do terminal. Quando se trata da localização em uma rede sem fio,
em que os terminais são “conectados” entre si por meio de ondas eletromagnéticas, as observações
empregadas são normalmente relacionadas com uma ou mais grandezas físicas de tais ondas eletro-
magnéticas. Por exemplo, as observações podem ser os valores de potência recebida, no terminal des-
conhecido, de sinais transmitidos por terminais-âncora. Estas potências recebidas estão relacionadas
com as distâncias entre os terminais desconhecidos e os terminais-âncora, e o conhecimento de tais
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distâncias permite a estimação da posição do terminal desconhecido. Outros tipos de observação e o
tratamento necessário para a estimação da posição serão discutidos mais adiante. No entanto, neste
momento é importante notar que, como em um problema típico de estimação, as observações, no caso
de uma rede sem fio, são corrompidas pelos efeitos do canal no sinal transmitido, o que leva a erros
de localização. Portanto, as técnicas de localização visam minimizar estes efeitos do canal de propa-
gação nas observações e, portanto, na estimativa da posição. Como será observado nos capítulos que
seguem, o erro de estimação depende da intensidade da degradação nas observações provocadas pelo
canal, mas também de outros fatores não relacionados com o canal de propagação, como a topologia
da rede.
Neste capítulo serão apresentadas as técnicas de localização, inicialmente de uma forma geral,
por meio de classificações na Seção 3.2, seguida de uma descrição de técnicas específicas na Seção
3.3, as quais serão analisadas no Capítulo 4.
3.2 Classificação das Técnicas de Localização
Muitas técnicas de localização podem ser encontradas na literatura, o que permitiria uma grande
variedade de classificações. No entanto, no contexto deste trabalho, três formas de classificação
merecem maior atenção, sendo elas:
• Quanto ao tipo de observação (grandeza física) empregada no processo de localização;
• Quanto à forma de processamento da localização;
• Quanto ao local de processamento das observações.
3.2.1 Classificação quanto ao tipo de observação
Como já mencionado acima, técnicas de localização em redes de sensores utilizam em geral ob-
servações relacionadas a uma ou mais grandezas do sinal de rádio-freqüência transmitido por um
terminal e recebido por um outro terminal. As grandezas tipicamente empregadas são a potência do
sinal recebido, o tempo de chegada do sinal recebido e o ângulo de chegada do sinal recebido. Estas
grandezas são discutidas a seguir. Deve-se notar que na estimação da distância ou do ângulo entre
dois terminais é indiferente quem é o transmissor e que é o receptor.
Potência do sinal recebido (RSS)
O valor médio da potência recebida do sinal transmitido por um terminal T e medida no terminal
R normalmente é modelado como sendo proporcional ao inverso da distância d entre T e R. Para
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Fig. 3.1: Topologia básica para a localização de um terminal desconhecido D através do processo de
lateração.
potência medida em decibéis, tem-se, portanto
P¯dB = P0,dB − 10η log10
(
d
d0
)
, (3.1)
em que P0,dB é a potência recebida a uma distância de referência d0, e η é o expoente de perda de
percurso, que depende do meio de propagação, mas está tipicamente entre 2 e 6. Os parâmetros P0,dB,
d0 e η são supostos conhecidos.
A partir das observações de potência recebida é possível, portanto, estimar as distâncias di entre
um terminal desconhecido D e um terminal-âncora Ai (ver Figura 3.1), como
dˆi = d0 10
P0,dB−P¯dB
10η . (3.2)
Considerando-se três ou mais terminais-âncora Ai, é possível determinar a posição de D por meio de
lateração, como mostra a Figura 3.1. A descrição matemática do processo de lateração é apresentada
no Apêndice A.
Portanto, técnicas baseadas na potência do sinal recebido (ou RSS, do inglês Received Signal
Strength) inicialmente estimam as distâncias di entre o terminal desconhecido e os terminais-âncora
para, em seguida, localizar o terminal desconhecido por meio do processamento das distâncias di e
das posições dos terminais-âncora.
A utilização das técnicas baseadas na potência do sinal recebido requer que os terminais receptores
estejam equipados com circuitos medidores de potência. No entanto, muitos terminais empregados
em redes de sensores já vêm equipados com tais medidores, o que torna as técnicas baseadas na
potência recebida bastante atrativas.
O principal problema das técnicas de localização baseadas na potência recebida está relacionado
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com os erros de estimação das distâncias di causados pelos efeitos de desvanecimento impostos pelo
canal de propagação. Por exemplo, devido ao desvanecimento de larga escala, causado por obstáculos
entre o transmissor e o receptor, o valor da potência recebida pode variar, levando a uma estimação
imprecisa da distância entre o transmissor e o receptor. O efeito do desvanecimento na potência do
sinal é geralmente modelado como uma variável aleatória χ de distribuição gaussiana, com média
nula e variância σ2dB, somada à potência média em (3.1), resultando em [9, 12]
P¯dB = P0,dB − 10η log10
(
d
d0
)
+ χ . (3.3)
As técnicas de localização citadas neste capítulo e avaliadas no capítulo seguinte são baseadas na
potência do sinal recebido. Mais detalhes sobre a modelagem do canal de propagação e o conseqüente
efeito na localização serão analisados Capítulos 4 e 5 deste trabalho.
Tempo de chegada (ToA)
A distância entre um dado terminal-âncora e um terminal desconhecido pode ser estimada com
base no tempo necessário para o sinal transmitido pelo terminal-âncora atingir a antena do termi-
nal desconhecido. Portanto, a localização de um terminal desconhecido pode ser feita através de
observações do tempo de chegada (ToA, do inglês Time of Arrival) dos sinais recebidos no termi-
nal desconhecido. Sendo t o ToA do sinal saindo de um terminal-âncora e chegando ao terminal
desconhecido, a distância é estimada com
dˆ = t vp , (3.4)
em que vp é a velocidade de propagação da onda.
Uma técnica típica para estimar o tempo de chegada de um sinal propagante é baseada na corre-
lação cruzada entre o sinal recebido e o conhecido sinal transmitido. Este estimador, conhecido como
correlator cruzado simples [12], introduz ruído aditivo nas estimativas das distâncias. Esse ruído é
modelado com uma variável aleatória gaussiana, com média µT e desvio-padrão σT . A média µT
pode ser estimada, e então subtraída da estimativa do tempo.
Além do ruído aditivo, as estimativas das distâncias com base no ToA são corrompidas pelos
efeitos dos multipercursos no canal de propagação. As componentes de multipercurso atuam como
uma “auto-interferência”, degradando a relação sinal-ruído do sinal recebido do correlator, elevando
o erro de estimativa [12, 13].
A grande desvantagem das técnicas baseadas no ToA, além da necessidade de sincronização entre
os terminais, é sua grande sensibilidade aos erros de medição do tempo de chegada. Por exemplo, no
3.2 Classificação das Técnicas de Localização 13
Fig. 3.2: Topologia básica utilizada no processo de triangulação para localização do terminal desco-
nhecido D.
sistema GPS, que usa esse método de medição de distância, imprecisões de poucos microssegundos
correspondem a erros na ordem de 300m [14], no caso de sinais RF. Por isso, para os propósitos de
localização em redes de sensores, é mais adequado o uso de sinais de baixa velocidade de propagação,
como os sinais acústicos.
Ângulo de chegada (AoA)
As técnicas de localização baseadas na potência do sinal recebido e no tempo de chegada utilizam
as distâncias estimadas entre o terminal desconhecido e terminais-âncora para a localização. As
técnicas baseadas no ângulo de chegada (AoA, do inglês Angle of Arrival), por outro lado, empregam
medidas de direção (com relação a uma referência) do sinal transmitido pelo terminal desconhecido
e recebido nos terminais-âncora para estimar a posição do terminal desconhecido. A estimação da
posição é feita por meio da técnica da triangulação [15], ilustrada na Figura 3.2. Nota-se que a
posição do terminal D pode ser determinada se são conhecidos os ângulos θ1 e θ2, e as posições de
A1 e A2.
Da mesma forma que nos casos de RSS e ToA, as observações de AoA são também corrompidas
pelos efeitos do canal de propagação, e os erros na medida do AoA são tipicamente modelados como
ruído aditivo de distribuição gaussiana, com média igual ao valor verdadeiro do ângulo de chegada e
desvio-padrão σα.
A principal desvantagem das técnicas baseadas no AoA está relacionada com a estrutura do recep-
tor necessária para a medida do ângulo de chegada. Esta medida pode ser feita por meio de um arranjo
de antenas ou de antenas direcionais no receptor, o que torna os receptores complexos, grandes e de
alto consumo de energia, características indesejáveis em aplicações de redes de sensores. Contudo,
pesquisas têm avançado no sentido de prover capacidade de estimativa de AoA em dispositivos cada
vez menores, como naqueles usados no projeto AhLOS (Ad-Hoc Localization System) [5].
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Fig. 3.3: Topologia de um processo de localização cooperativa, evidenciando troca de informação
entre cada terminal desconhecido e os âncoras, como também entre os terminais desconhecidos.
3.2.2 Classificação quanto à forma de processamento da localização
Nas técnicas de localização discutidas até aqui, a localização de um dado terminal desconhecido é
feita com base nas medidas (de potência de sinal recebido, ângulo de chegada ou tempo de chegada)
entre aquele terminal desconhecido e terminais-âncora. Portanto, a localização de um dado terminal
desconhecido é feita de forma independente da localização dos outros terminais desconhecidos da
rede.
No entanto, se as observações entre pares de terminais desconhecidos forem também considera-
das, como ilustrado na Figura 3.3, a localização dos terminais desconhecidos de uma rede pode ser
feita de forma cooperativa. Na localização cooperativa há uma maior quantidade de informação a
respeito da posição de terminal desconhecido e o erro de localização tende a ser menor.
Neste trabalho serão investigadas técnicas com localização independente, no Capítulo 4, e técnicas
com localização cooperativa, no Capítulo 5. No entanto, está fora dos objetivos do trabalho uma
comparação entre técnicas destas duas classes, o que será realizados em trabalhos futuros.
3.2.3 Classificação quanto ao local de processamento das observações
A última classificação analisada aqui está relacionada com o local em que o processamento das
observações ocorre. Este processamento pode ser centralizado ou distribuído.
No processamento centralizado, as observações feitas pelos terminais da rede são encaminhadas
a uma central de processamento, que computa as posições do terminais desconhecidos e retorna os
resultados para estes terminais. Por outro lado, no processamento distribuído, cada terminal desco-
nhecido realiza o processamento necessário para a determinação de sua posição, após uma possível
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troca de informações entre apenas os seus terminais vizinhos.
O local do processamento tem impacto em diversos aspectos do funcionamento da rede, como
discutido abaixo:
• Tráfego na rede: Com o processamento centralizado há um aumento no tráfego na rede decor-
rente do envio das observações feitas por cada terminal.
• Capacidade de processamento: As técnicas de localização distribuídas exigem maior capaci-
dade de processamento nos terminais, o que pode encarecê-los.
• Consumo de energia: Quando o processamento é distribuído, os terminais desconhecidos gas-
tam mais energia devido ao processamento local. Por outro lado, no processamento centralizado
há também um maior consumo de energia para a transmissão das observações.
• Robustez: Técnicas que empregam o processamento distribuído tendem a ser mais robustas
com relação a falhas de comunicação da rede, uma vez que necessitam apenas comunicação
local.
• Precisão da localização: As técnicas de localização de processamento centralizado tendem a
ser mais precisas, pois dispõem de mais informações sobre a rede.
3.3 Revisão da literatura sobre técnicas de localização
Nesta seção serão apresentados alguns exemplos de técnicas de localização encontrados na litera-
tura.
Doherty et al apresentam, em [7], uma técnica centralizada que trata o problema de posiciona-
mento com o uso de programação semi-definida e programação linear. Outro algoritmo centralizado,
o MDS-MAP, é apresentado em [16]. Este baseia-se no MDS (do inglês multidimensional scaling)
para obter a localização dos terminais, em três passos: 1) computa-se as distâncias entre todos os
pares de terminais, construindo uma matriz de distâncias; 2) aplica-se o MDS clássico, extraindo
os dois maiores autovalores e autovetores para construir um mapeamento relativo; 3) a partir de um
número suficiente de terminais-âncora (três no caso duas dimensões, ou quatro no caso de três dimen-
sões), o mapeamento relativo é convertido em um mapeamento absoluto. Tal método destaca-se pela
simplicidade, mas tem a desvantagem de ter um fraco desempenho em redes com topologia irregular,
além de ser centralizado, acarretando os problemas discutidos na Seção 3.2.3.
Shang e Ruml propõem ainda em [17] uma versão distribuída de seu algoritmo MDS-MAP, de-
nominada MDS-MAP(P), que forma mapas locais para cada sensor com base em sua vizinhança.
Tais mapas locais são agregados para formar um mapa global, em uma abordagem semelhante àquela
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apresentada por Capkun et al em [18]. Abordagem distribuída similar para o uso da técnica MDS
é realizada em [19]. Outro método distribuído baseado em MDS é apresentado em [8]. O dwMDS,
como é chamado, é um algoritmo iterativo, no qual cada sensor atualiza sua posição através da mi-
nimização de uma determinada função custo, que leva em conta um fator ponderador que reflete a
precisão prevista das distâncias medidas.
Niculescu and Nath propõem em [6] um algoritmo distribuído, cuja principal contribuição é uma
maneira controlada de repassar informações de distância ou orientação para que terminais distantes
dos âncoras possam estimar sua distância ou orientação a estes. Após esse processo, uma trilateração
simples é realizada, estimando a posição de cada nó. Procedimento semelhante é realizado em [20],
com a diferença que este apresenta um procedimento adicional de refinamento das posições de cada
terminal, com base nas posições determinadas e distâncias aos terminais de sua vizinhança. Este
procedimento também é a base da técnica AhLOS [5].
A técnica distribuída APIT (do inglês Approximate Point-In-Triangulation), desenvolvida por He
et al em [21] é um exemplo de método que não faz uso de medições para realizar a localização.
O procedimento é baseado nas posições previamente conhecidas de alguns terminais. Utilizando
várias combinações de terminais-âncora, consegue-se estabelecer uma região na qual um terminal
desconhecido pode estar localizado. Quanto mais combinações, ou seja, quanto mais terminais-
âncora, menor é essa área.
Outro método distribuído e livre de medições é encontrado em [14], que se destaca pela simplici-
dade e facilidade de implementação. As posições desconhecidas são determinadas como o centróide
das posições dos terminais-âncora que estão em seu alcance e cujas medidas de conectividade exce-
dem um determinado limiar. O ponto fraco desse método, como no caso do APIT, é a necessidade de
um grande número de terminais-âncora para alcançar níveis aceitáveis de erro de localização.
Em [18], é mostrada uma técnica, denominada SPA (Self-Positioning Algorithm), que localiza
terminais desconhecidos sem a ajuda de nós de referência. Em linhas gerais, cada nó coleta infor-
mações de distância aos nós vizinhos para construir um sistema de coordenadas relativo. Ao final, os
sistemas de coordenadas locais são orientados na mesma direção, construindo um sistema global de
coordenadas, e as posições dos terminais são atualizadas neste novo sistema.
3.4 Técnicas de localização selecionadas
Outras três técnicas de localização, não mencionadas na Seção 3.3 foram selecionadas para que
se pudesse fazer uma avaliação de vários aspectos que têm impactos no processo de localização em
uma rede de sensores. Nesta seção serão descritas tais técnicas. Na descrição de todas as técnicas é
suposto que a rede é composta por n terminais desconhecidos, m terminais-âncora e que o modelo do
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canal de propagação inclui a perda por percurso e desvanecimento de larga escala.
3.4.1 Ponderação Residual
Chen apresenta em [22] uma técnica de localização denominada Ponderação Residual (PR), que
se baseia nas distâncias entre o terminal desconhecido e os terminais-âncora. As seguintes variáveis
são definidas no contexto desta técnica:
• S: conjunto dos terminais-âncora, que serão utilizados na localização de um terminal desco-
nhecido,
• di: distância estimada entre o terminal desconhecido e o i-ésimo terminal-âncora, com i ∈ S,
• x = [x y]T : vetor com a posição verdadeira do terminal desconhecido,
• xˆ = [xˆ yˆ]T : vetor com a posição do terminal desconhecido estimada a partir das distâncias di,
• Xi = [Xi Yi]T : vetor com a posição do i-ésimo terminal-âncora.
Inicialmente, com base nas distâncias estimadas di entre um dado terminal desconhecido D e
terminais-âncora Ai, estima-se a posição xˆ deste terminal desconhecido. A partir da estimativa xˆ,
calcula-se o seu resíduo res(xˆ, S) com relação ao conjunto de âncoras S, definido como a soma
das diferenças quadráticas entre as distâncias estimadas di e estas mesmas distâncias, mas agora
calculadas a partir da posição estimada xˆ, ou seja
res(xˆ, S) =
∑
i∈S
[di − ||xˆ−Xi||]2 , (3.5)
em que || · || representa a distância Euclidiana.
Seja, agora, uma rede possui m ≥ 3 terminais-âncora. Com cada sub-conjunto Sk de três ou
mais terminais-âncora é possível estimar a posição de um terminal desconhecido. O número total de
possíveis combinações C de âncoras é dado por
C =
m∑
k=3
(
m
k
)
. (3.6)
Portanto, para cada sub-conjunto de terminais-âncora Sk podemos calcular uma posição estimada
intermediária xˆk e o seu resíduo res(xˆk, Sk), com k = 1, . . . , C. Como o número mk de nós-âncoras
em cada sub-conjunto Sk pode variar, os resíduos devem ser normalizados pelo tamanho de Sk, ou
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Fig. 3.4: Topologia básica utilizada na técnica da Interpolação Esférica.
seja:
r˜es(xˆk) =
res(xˆk, Sk)
|Sk| , (3.7)
em que |Sk| representa o tamanho do conjunto Sk.
Por fim, a estimativa final é dada pela combinação linear entre todas estimativas intermediárias
xˆk, cada uma ponderada por seu respectivo resíduo, ou seja
xˆfinal =
∑C
k=1 xˆk
[
r˜es(xˆk)
]−1
∑C
k=1
[
r˜es(xˆk)
]−1 . (3.8)
3.4.2 Interpolação Esférica
O método da Interpolação Esférica (IE), desenvolvido por Smith e Abel em [23], baseia-se tam-
bém nas estimativas de distância entre o terminal desconhecido e terminais-âncora, mas o processa-
mento considera as diferenças entre tais distâncias. Seja uma rede com um terminal desconhecido e
m terminais-âncora, localizados nas posições (xi yi), i = 1, . . . ,m. A Figura 3.4 mostra o terminal
desconhecido e dois dos terminais-âncora da rede. Um dentre os m terminais-âncora é escolhido
como referência da rede. A distância entre o terminal desconhecido e o i-ésimo terminal-âncora é
denotada por Di e, em particular, a distância entre o terminal desconhecido e o terminal-âncora de
referência é indicada por Rd. Por fim, a distância entre o terminal-âncora de referência e o i-ésimo
terminal-âncora é denotada por Ri.
Seja dij a diferença entre as distâncias do terminal desconhecido até os terminais-âncora i e j, ou
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seja,
dij = Di −Dj . (3.9)
De acordo com a técnica da interpolação esférica, a posição do terminal desconhecido é estimada por
xs =
1
2
(STS)−1ST (δ − 2 Rd λ) , (3.10)
em que a matriz S de dimensão (m − 1) × 2 contém as coordenadas dos terminais-âncora, com
exceção do terminal de referência
S =

x2 y2
x3 y3
...
...
xm ym
 , (3.11)
e os vetores coluna δ e χ são dados por
δ =

R22 − d221
R23 − d231
...
R2m − d2m1
 (3.12)
e
λ =

d21
d31
...
dm1
 . (3.13)
3.4.3 Localização baseada na Máxima Verossimilhança
Neste estudo, será também avaliado o desempenho de uma técnica de localização baseada na
estimação por máxima verossimilhança (MV), proposto por Patwari et al. em [9].
O i-ésimo terminal desconhecido (1 ≤ i ≤ n) mede a potência em decibéis Pˆij,dB do sinal trans-
mitido pelo j-ésimo terminal-âncora, com j ∈ H(i), em que H(i) é o conjunto de terminais com os
quais o i-ésimo terminal desconhecido mantém comunicação. Em seguida, supõe-se a posição (x˜i, y˜i)
para o i-ésimo terminal desconhecido e calcula-se as correspondentes supostas potências recebidas
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P˜ij,dB, também em decibéis, por
P˜ij,dB = P0,dB − 10η log10
(
d˜ij
d0
)
, (3.14)
com
d˜ij =
√
(x˜i − xj)2 + (y˜i − yj)2 , (3.15)
em que (xj, yj) é a posição do j-ésimo terminal-âncora.
Relembrando, é suposto que as medidas de potência recebida são corrompidas pelo desvaneci-
mento de larga escala de distribuição gaussiana com desvio-padrão σdB. Então, a função de verossi-
milhança Li correspondente ao i-ésimo terminal desconhecido é dada por
Li =
∏
j ∈ H(i)
exp
−1
2
(
P˜ij,dB − Pˆij,dB
σdB
)2∆P
 , (3.16)
e é a probabilidade de que as observações Pij,dB, j ∈ H(i), seriam recebidas (dentro de uma faixa
∆P ), dado que a suposição de posição (x˜i, y˜i) está correta. A estimativa da posição do i-ésimo
terminal segundo o critério da máxima verossimilhança é aquela que maximiza Li. Ou, equivalente-
mente, aquela que minimiza o negativo do logaritmo de Li. Substituindo (3.15) em (3.16), obtém-se
finalmente a expressão do estimador para a posição do i-ésimo terminal desconhecido
{xmvi , ymvi } = argmin
x˜i,y˜i
 b8
∑
j ∈ H(i)
[
ln
(
dˆ2ij
(x˜i − xj)2 + (y˜i − yj)2
)]2 , (3.17)
em que dˆij é a distância estimada entre os terminais i e j, a partir da observação Pˆij,dB, ou seja
dˆij = d0 10
P0,dB−Pˆij,dB
10η , (3.18)
e b = {10η/[log (10)σdB]}2.
Note-se que a posição de cada terminal desconhecido é estimada independentemente. Para a
minimização da expressão (3.17) foi empregado o método do gradiente conjugado, descrito em [24].
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3.5 Técnicas de localização propostas
Nesta seção serão descritas as duas técnicas de localização que são propostas neste trabalho.
Ambas são técnicas distribuídas, baseadas na potência do sinal recebido (RSS) para estimativa de
distâncias entre terminais, e usam o método da lateração como base.
3.5.1 Média de multilaterações
A primeira das técnicas propostas é denominada Média de Multilaterações (MM) e é uma simplifi-
cação do método da Ponderação do Resíduo. Consideremos uma rede com n terminais desconhecidos
e m ≥ 3 terminais-âncora, que podem se comunicar com qualquer dos terminais desconhecidos.
Cada terminal desconhecido estima as suas distâncias até os m terminais-âncora. Com cada com-
binação possível de três ou mais âncoras obtém-se uma estimativa parcial xˆparc da localização daquele
terminal desconhecido por meio da lateração. Portanto, o número C de estimativas parciais é
C =
m∑
k=3
(
m
k
)
. (3.19)
A estimativa final é dada pela média aritmética de todas as estimativas parciais xˆkparc, com k =
1, . . . , C, ou seja,
xˆfinal =
∑C
k=1 xˆ
k
parc
C
. (3.20)
A Figura 3.5 ilustra o processo de localização pela técnica MM. A técnica MM localiza cada ter-
minal de forma independente, e difere da técnica da Ponderação Residual pela ausência da ponderação
pelo resíduo, o que representa uma economia no esforço computacional.
3.5.2 Média de Distâncias entre Estimativas Intermediárias e Âncoras
A segunda técnica proposta, denominada Média de Distâncias entre Estimativas Intermediárias e
Âncoras (MDIA), é também baseada na lateração. O que difere a técnica MDIA das outras técnicas
descritas aqui é a presença de um procedimento intermediário que visa diminuir o erro de estimação
das distâncias entre o terminal desconhecido e os terminais-âncora. Considere novamente uma rede de
sensores composta por m ≥ 3 terminais-âncora que estão a uma distância estimada di até o terminal
desconhecido. A estimativa final da posição do terminal desconhecido é obtida por meio das quatro
fases apresentadas a seguir e ilustradas na Figura 3.6.
• Fase I: Com cada possível combinação de três ou mais âncoras obtém-se uma estimativa parcial
xˆkint da posição do terminal desconhecido. Note-se que são C estimativas parciais, em que C é
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Fig. 3.5: Técnica de localização Média de multilaterações.
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Fig. 3.6: Esquema de localização realizado pela técnica MDIA.
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dado por (3.19).
• Fase II: Supondo que o terminal desconhecido esteja na posição estimada parcial xˆkint =
[xk yk], calcula-se a distância do terminal desconhecido até o j-ésimo terminal-âncora, para
j = 1, . . . ,m e k = 1, . . . , C
dˆkj =
√
(xk − xj)2 + (yk − yj)2. (3.21)
Tais distâncias são armazenadas em uma estrutura matricial C x m:
D =

dˆ11 dˆ12 . . . dˆ1m
dˆ21 dˆ22 . . . dˆ2m
dˆ31 dˆ32 . . . dˆ3m
...
... . . .
...
dˆC1 dˆC2 . . . dˆCm

. (3.22)
Nesta estrutura, os elementos da j-ésima coluna correspondem às C distâncias estimadas do
terminal desconhecido até o j-ésimo terminal-âncora.
• Fase III: Calcula-se a média, coluna a coluna, obtendo-se[
dˆ1 dˆ2 . . . dˆm
]
(3.23)
em que dˆj é a distância média estimada do terminal desconhecido até o j-ésimo terminal-
âncora.
• Fase IV: Finalmente, usando as distâncias dˆj , é realizado um processo de lateração, para a obter
a estimativa final da posição.
3.6 Conclusões
Nesta capítulo o problema da localização em redes de sensores foi introduzido, juntamente com
as técnicas de localização, que serão analisadas por meio de simulação no próximo capítulo.
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Capítulo 4
Análise de Desempenho das Técnicas de
Localização
Neste capítulo será apresentada uma análise por simulação do desempenho das técnicas descritas
nas Seções 3.4 e 3.5. Todas estas técnicas baseiam-se, direta ou indiretamente, em distâncias obtidas
através da observação da potência do sinal recebido.
O desempenho das técnicas de localização será avaliado sob os seguintes principais aspectos:
• Efeitos do desvanecimento de larga escala e da perda de percurso no canal de propagação;
• Efeitos da quantidade e da disposição de terminais-âncora.
As técnicas analisadas neste capítulo localizam os terminais da rede de forma independente, ou
seja, são usadas apenas as distâncias entre os terminais-âncora e os terminais desconhecidos.
Antes da apresentação e discussão dos resultados, serão introduzidas as métricas de desempenho
empregadas na avaliação e os modelos da rede e do canal usados.
4.1 Métricas de Desempenho
A medida elementar de desempenho de uma técnica de localização é o erro de localização ei,
definido como a distância entre a posição verdadeira (xi, yi) e a posição estimada (xˆi, yˆi) do i-ésimo
terminal, ou seja
ei =
√
(xi − xˆi)2 + (yi − yˆi)2 . (4.1)
A medida ei informa a precisão da localização de um dado terminal para uma dada realização do
processo de desvanecimento, o que equivale a uma realização na simulação. A partir desta medida
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elementar, outras medidas de desempenho podem ser derivadas, como mostrado a seguir, e que serão
empregadas na análise apresentada neste capítulo.
Raiz do Erro Quadrático Médio
O desempenho médio da técnica de localização em toda a rede (ou seja, levando-se em conta todos
os n terminais desconhecidos) é tipicamente medido na literatura [8, 22] por meio da raiz quadrada
do erro quadrático médio (REQM ), denotado por σe, dado por
σe =
√
1
n
∑n
i=1 e
2
i
=
√
1
n
∑n
i=1 [(xi − xˆi)2 + (yi − yˆi)2].
(4.2)
Portanto, a cada aplicação da técnica de localização (o que corresponde a uma realização do processo
desvanecimento para cada distância estimada), deriva-se um valor de σe. Os resultados apresentados
neste capítulo são os valores médios de uma coleção de valores σe (tipicamente com 200 amostras).
Função de distribuição acumulada do erro quadrático médio
A partir da coleção de valores de σe citada acima e com o auxílio da função ecdf do MATLAB,
podemos determinar a função de distribuição acumulada (CDF, do inglês Cumulative Distribution
Function), correspondente àquele modelo de canal de propagação e àquela topologia da rede.
Extensão da Localização
A extensão da localização [25] é definida como a porcentagem de terminais desconhecidos que
são localizados com erro menor ou igual a um certo limiar. Portanto, a cada aplicação da técnica de
localização (o que equivale a uma realização na simulação), conta-se o número Ne de terminais que
tiveram suas posições estimadas com um erro menor que ou igual ao limiar estabelecido. Os valores
de extensão apresentados neste capítulo são a média entre uma coleção de valores Ne/n, onde n é o
número de terminais desconhecidos presentes na rede.
4.2 Modelagem do canal de propagação
As técnicas de localização investigadas neste capítulo são baseadas nas distâncias entre os termi-
nais, que são estimadas a partir de observações de potência do sinal recebido. Os erros de estimação
das posições têm como origem, portanto, os erros na estimação das distâncias entre os terminais.
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Tais erros de estimação de distância são causados por efeitos do canal de propagação no sinal rece-
bido. Portanto, uma modelagem do canal de propagação adequada é necessária. O modelo de canal
empregado neste capítulo inclui os seguintes efeitos:
• Perda de percurso, que é dependente da distância d entre o transmissor e o receptor, e também
do ambiente de propagação, na forma de um expoente η da distância d. A perda de percurso é
tipicamente modelada como
Perda de percurso =
1
dη
. (4.3)
O valor da potência recebida levando-se em conta apenas a perda de percurso é tida como o
valor médio da potência recebida.
• Desvanecimento de larga escala do sinal, que é causado principalmente por obstruções natu-
rais (relevo, vegetação) e construções, criando regiões de sombra (daí o termo sombreamento,
também utilizado). O desvanecimento de larga escala é tipicamente modelado como uma variá-
vel aleatória gaussiana χ de média nula e variância σ2dB, adicionada à potência do sinal recebido
medida em decibéis. O valor da variância σ2dB depende do ambiente de propagação.
Portanto, a potência do sinal recebido, em decibéis, é dada por
Prx,dB = P0,dB − 10η log10
(
d
d0
)
+ χ em dB . (4.4)
O termo P0 é a potência recebida à distância d0, que, por sua vez, é grande o suficiente para supor
que as ondas recebidas são planas.
Na análise apresentada neste capítulo, não é considerado o desvanecimento de pequena escala,
mas que estará presente na análise apresentada no Capítulo 6.
A partir da observação da potência recebida, a estimativa da distância d, denotada por dˆ, pode ser
obtida partindo-se de
Prx,dB = P0,dB − 10η log10
(
dˆ
d0
)
, (4.5)
o que leva à expressão do estimador da distância d
dˆ = d0 10
P0,dB−Prx,dB
10η . (4.6)
Note-se que supõem-se conhecidos P0,dB, d0 e o expoente de perda de percurso η, este último podendo
ser estimado a partir de medidas prévias.
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Substituindo (4.4) em (4.6), resulta
dˆ = d0 10
P0,dB−P0,dB+10η log10(d/d0)−χ
10η
= d0 10
log10(d/d0)− χ10η
= d 10−
χ
10η .
(4.7)
Portanto, a distância estimada dˆ é também uma variável aleatória, de distribuição lognormal, pois
χ é uma variável de distribuição normal.
Tomando o valor médio da distância estimada, pode-se mostrar que
E{dˆ} = d E{10− χ10η }
= d exp
(
1
2b
)
,
(4.8)
em que
b =
(
10
log(10)
η
σdB
)2
. (4.9)
A demonstração deste resultado é apresentada no Apêndice B.
Portanto, o valor médio do erro de estimação das distâncias entre os terminais desconhecidos e ân-
coras depende da razão entre o desvio-padrão do desvanecimento e o expoente de perda de percurso,
e não dos valores particulares destes dois parâmetros. Em vista desta observação, alguns resultados
de análise serão apresentados em função da razão σdB/η.
4.3 Modelagem da rede de sensores
A menos que seja especificado o contrário, serão consideradas redes de sensores de área de 36 m2,
onde serão distribuídos N = 30 terminais no total, dos quais m = 6 serão terminais-âncora, dispostos
circularmente ao redor dos n = 24 terminais desconhecidos, que serão dispostos em grade, conforme
a Figura 4.1. A disposição circular dos terminais-âncora é adequada quando se usa lateração para
localização, pois garante-se que estes não estarão alinhados, o que prejudicaria o desempenho do
processo de lateração.
Na análise apresentada é assumido que todos os sensores estão dentro do raio de alcance de todos
os outros terminais, ou seja, qualquer terminal pode se comunicar diretamente com qualquer outro
terminal.
Os parâmetros de análise e suas faixas de variação estão resumidos na Tabela 4.1. Tais valores
retratam os valores típicos encontrados na prática.
Para assegurar uma comparação justa, todas técnicas avaliadas foram submetidas às mesmas
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Fig. 4.1: Topologia básica simulada nesta análise.
Tab. 4.1: Parâmetros de simulação
Parâmetro Variação considerada
Desvio-padrão - σdB de 0 a 6 dB
Número de âncoras de 3 a 12
Disposição dos âncoras circular e aleatória
Expoente de perda de percurso - η de 2 a 6
condições: cada uma delas foi simulada sob a mesma topologia da rede de sensores e para as mesmas
realizações dos processos aleatórios que modelam os efeitos do canal de propagação. Além disso,
cada ponto das curvas é o valor médio de 200 amostras.
4.4 Resultados das simulações e análises
4.4.1 Influência dos efeitos do canal de propagação
De acordo com o modelo de canal adotado, o valor médio da potência recebida depende apenas
da distância d entre o transmissor e o receptor. No entanto, devido ao desvanecimento de larga es-
cala, o valor observado da potência sofre desvios em torno do seu valor médio, o que leva a erros
na estimação das posições dos terminais desconhecidos. Portanto, espera-se que o erro de estimação
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Fig. 4.2: Erro de localização versus desvio-padrão do desvanecimento de larga escala, com seis
terminais-âncora dispostos em círculo, η = 2.
da posição cresça com o aumento do desvio-padrão do desvanecimento de larga escala σdB. Este
comportamento é comprovado pelos resultados das Figuras 4.2 e 4.3, para η = 2 e η = 4, respec-
tivamente. A comparação dos resultados apresentados nestas figuras permite também a análise
do influência do expoente de perda de percurso no erro de localização. Nota-se que, para todas as
técnicas, o erro de localização diminui com o aumento do expoente de perda de percurso. Este com-
portamento tem origem na estimativa das distâncias entre os terminais, que é dada por (4.7), repetida
aqui por conveniência
dˆ = d 10−
χ
10η .
Observa-se nesta expressão que, quanto maior for η, mais próximos serão os valores de dˆ e d. Alterna-
tivamente, podemos justificar este comportamento do erro em função de η observando a distribuição
da potência recebida afetada pelo desvanecimento lognormal, quando se varia η, como mostra a
Figura 4.4. Observa-se que o aumento do expoente de perda de percurso η provoca a diminuição
na potência do sinal recebido e a redução do desvio da potência em torno do seu valor médio. Este
menor desvio leva a um menor erro de estimação da distância e, conseqüentemente, da localização.
Retornando à análise dos resultados das Figuras 4.2 e 4.3, observa-se que quando o erro de es-
timação da distância cresce (seja devido à redução de η ou aumento de σdB), os métodos MV e PR
conseguem tratar melhor as informações disponíveis, resultando em menores erros de localização.
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Fig. 4.3: Erro de localização versus desvio-padrão do desvanecimento de larga escala, com seis
terminais-âncora dispostos em círculo, η = 4.
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Fig. 4.4: Função densidade de probabilidade lognormal da potência recebida para d = 100 m, σdB =
2, P0 = 0 dBW e d0 = 1 m, e diferentes valores de η.
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Fig. 4.5: Função distribuição acumulada (CDF), para σdB = 2 dB e η = 4 (razão σdB/η = 0, 5).
Por outro lado, quando o erro é reduzido (por exemplo, para η = 4), todas as técnicas apresentam
comportamento semelhante nas condições simuladas. Este comportamento indica que as técnicas MV
e PR se destacam quando as condições do canal são piores. Quando as condições melhoram, todas as
técnicas se equivalem.
As Figuras 4.5 e 4.6 mostram a função de distribuição cumulativa, CDF (do inglês Cumulative
Distribution Function) de cada método, para σdB = 2 e η = 4 (razão σdB/η = 0, 5) e para σdB = 4 e
η = 2 (razão σdB/η = 2), respectivamente. Aqui também observa-se semelhança no desempenho das
diferentes técnicas, com uma pequena superioridade da técnica baseada na máxima verossimilhança
(MV).
A Figura 4.7 mostra a extensão de localização em função do desvio-padrão do desvanecimento
para limiar de erro de localização de 0,5 metros, o que equivale a metade da menor distância entre
dois terminais desconhecidos. Os resultados mostram que, mesmo com desvanecimento lognormal
de intensidade moderada (por exemplo, σdB = 2), a maior parte dos terminais não têm suas posições
estimadas com erro inferior a 0,5 metros. Além disso, concordando com os resultados anteriores, os
resultados mostram uma pequena superioridade da técnica MV.
A análise da influência dos efeitos do canal de propagação mostrou que as técnicas de localização
têm comportamento semelhante, com uma pequena superioridade da técnica baseada na máxima
verossimilhança. No entanto, tal técnica é conhecida pela sua alta carga computacional. Portanto,
outras técnicas, como as outras quatro estudadas, podem atingir o desempenho similar, mas com
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Fig. 4.6: Função distribuição acumulada (CDF), para σdB = 4 e η = 2 (razão σdB/η = 2).
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Fig. 4.7: Extensão de localização em função do desvio-padrão do desvanecimento lognormal para
η = 2, seis terminais-âncora e limiar de erro de 0, 5m.
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Fig. 4.8: Erro de localização em função do número de terminais-âncora, considerando âncoras dis-
postos em círculo, com σdB = 2 e η = 4.
menor esforço computacional.
4.4.2 Efeitos do número de terminais-âncora
Em todas as técnicas estudadas, a estimação da localização de um terminal desconhecido é feita
com base nas distâncias entre este terminal e os terminais-âncora. Portanto, quanto maior for o
número de terminais-âncora maior será a quantidade de informação disponível para a estimação da
posição. Nesta seção é investigado o efeito do número de terminais-âncora na estimação.
A Figura 4.8 mostra como o erro de estimação se comporta com o aumento do número de
terminais-âncora, para razão σdB/η = 0, 5. Deve ser relembrado que, na rede simulada, todos os
terminais comunicam-se com todos os outros diretamente. Portanto, um dado terminal desconhecido
comunica-se com todos os terminais-âncora. Nota-se que, como esperado, o erro de estimação cai
com o aumento do número de terminais-âncora, pois haverá uma maior quantidade de informação
para a estimação da localização. No entanto, observa-se também que após um certo número de
terminais-âncora, não há grandes ganhos na diminuição do erro de estimação caso mais terminais-
âncora sejam adicionados. Por exemplo, para as técnicas PR e IE, com seis terminais-âncoras já se
atinge o melhor desempenho. Logo, este número de terminais-âncora pode ser usado na implantação
destas técnicas. Observa-se, por fim, que, para esta condição de canal (σdB/η = 0, 5, que corres-
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Fig. 4.9: Erro de localização em função do número de terminais-âncora, considerando âncoras dis-
postos em círculo, com σdB = 4 e η = 2.
ponde a degradação moderada no sinal transmitido), a técnica MV apresenta o melhor desempenho
em quase toda a faixa de número de terminais-âncora considerada.
A Figura 4.9 mostra novamente o erro de estimação em função do número de terminais-âncora,
agora para razão σdB/η = 2. Inicialmente, observa-se um aumento do erro de estimação, devido
às condições mais severas do canal, comparadas com aquelas da Figura 4.8. Não obstante este pior
desempenho de todas as técnicas, existe ainda um certo número de terminais-âncora, acima do qual
pouco se ganha em termos de redução do erro com a adição de novos terminais-âncora. Além disso,
nota-se que quanto pior o canal de propagação, mais acentuadas são as diferenças de desempenho
entre as técnicas estudadas, como já comentado.
4.4.3 Efeitos da disposição dos terminais-âncora
Até aqui, considerou-se que os terminais-âncora encontravam-se dispostos em uma arranjo cir-
cular na periferia da rede. Essa configuração, como já foi dito, é adequada para a localização
baseada na lateração, pois evita que três ou mais terminais-âncora estejam alinhados. O arranjo
circular (ou qualquer outro pré-estabelecido) pode ser considerado um extremo para a disposição dos
terminais-âncora, enquanto que o arranjo aleatório seria o outro extremo. Dispor os terminais-âncora
em um arranjo particular representa um custo adicional, uma vez que exige intervenção humana, o
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Fig. 4.10: Arranjos de terminais-âncora (representados por losangos cheios): (a) circular e (b) exem-
plo de disposição aleatória.
que não acontece com a disposição aleatória. Nesta seção será investigada a influência do arranjo
dos terminais-âncora no desempenho das técnicas de localização, comparando o arranjo circular (re-
sultados já apresentados) com o arranjo aleatório. A Figura 4.10 ilustra a diferença entre as duas
disposições dos terminais-âncora.
A Figura 4.11 apresenta o erro de localização em função do desvio-padrão do desvanecimento
para η = 4, quando os terminais-âncora estão dispostos em um arranjo aleatório. Cada ponto nas
curvas desta figura representa a média de 200 realizações, sendo que em cada realização os terminais-
âncora eram dispostos aleatoriamente na rede de acordo com uma distribuição uniforme. Os resul-
tados da Figura 4.11 devem ser comparados àqueles da Figura 4.2, apresentados novamente aqui
na Figura 4.12 por conveniência. A comparação entre os resultados das Figuras 4.11 e 4.12 mostra
que os desempenhos de todas as técnicas estudadas degradam quando o arranjo dos terminais-âncora
passa de circular para aleatório. No entanto, o grau desta degradação depende da técnica. As técnicas
MM e MDIA sofrem uma maior degradação, enquanto que as técnicas PR, IE e MV apresentam uma
maior robustez frente à alteração do formato do arranjo dos terminais-âncora.
A influência do formato do arranjo de terminais-âncora pode ser sumarizada pela Figura 4.13, que
mostra o aumento do erro de localização quando os âncoras passam de um arranjo circular para um
arranjo aleatório, quando σdB = 4.
Conclui-se que o desempenho de algumas técnicas de localização pode ser influenciado de forma
significativa pelo formato do arranjo dos terminais-âncora, enquanto outras se mostram robustas
frente à variação desse parâmetro. Esta questão é relevante na escolha da técnica de localização,
pois afetará o custo de implantação da rede (dependendo do nível de intervenção humana).
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Fig. 4.11: Erro de localização versus desvio-padrão do desvanecimento lognormal, considerando seis
terminais-âncora dispostos aleatoriamente, η = 4.
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Fig. 4.12: Erro de localização versus desvio-padrão do desvanecimento lognormal, considerando seis
de terminais-âncora dispostos em círculo, η = 4.
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Fig. 4.13: Sensibilidade dos métodos frente à variação do posicionamento dos âncoras, quando σdB =
4.
Para outros valores de η observou-se a mesma influência do formato do arranjo dos terminais-
âncora no desempenho.
4.4.4 Comportamento espacial do erro de localização
Até este ponto analisou-se o comportamento médio das técnicas de localização em toda a rede.
Nesta seção, o desempenho das técnicas de localização será investigado em função da posição dos
terminais desconhecidos e dos terminais-âncora. Em particular, estamos interessados em avaliar como
a distribuição espacial do erro de estimação se comporta em função da posição dos terminais-âncora.
Para a análise apresentada nesta seção, a rede ocupa uma área de 36 m2, e é composta por 25 termi-
nais desconhecidos, organizados em uma grade regular de dimensões 5x5, e seis terminais-âncora dis-
postos circularmente. Duas situações são consideradas com relação à posição dos terminais-âncora:
(i) terminais-âncora localizados na região central, e (ii) terminais-âncora localizados na região peri-
férica da rede. As duas situações são ilustradas na Figura 4.14.
As Figuras 4.15 e 4.16 mostram o erro de estimação em função da posição dos terminais desco-
nhecidos para cada técnica, quando os terminais-âncora estão dispostos no centro e na periferia da
rede, respectivamente. Os parâmetros do canal foram ajustados para σdB = 2 e η = 4. Observa-se
que para todas as técnicas e para as duas situações de posição de terminais-âncora as distribuições
apresentam formatos semelhantes, isto é, o erro cresce quando a posição considerada se afasta do
centro da rede. Foram identificadas duas causas para este comportamento. Primeiramente, nota-se
que este comportamento do erro é mais acentuado quando os terminais-âncora estão localizados no
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Fig. 4.14: Topologias de rede consideradas, com âncoras (losangos) dispostos (a) na região central da
rede e (b) na região periférica da rede.
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Fig. 4.15: Distribuição espacial do erro de localização para as técnicas MM, MDIA, PR, IE e MV,
com 25 terminais desconhecidos em grade e seis âncoras no centro da rede, para σdB = 2 e η = 4.
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Fig. 4.16: Distribuição espacial do erro de localização para as técnicas MM, MDIA, PR, IE e MV,
com 25 terminais desconhecidos em grade e seis âncoras na periferia da rede, para σdB = 2 e η = 4.
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centro na rede. Nesta situação de disposição de terminais-âncora (ou seja, no centro da rede), um
terminal localizado na periferia da rede “vê” os terminais-âncora como se estes estivessem concen-
trados em uma pequena área. No limite, para uma rede de área muito grande, o terminal desconhecido
localizado na periferia perceberia todos os terminais-âncora na mesma posição, o que representa um
situação em que a técnica de localização tem pouca informação para localizar o terminal desconhe-
cido. Por outro lado, quando os terminais-âncora estão localizados na periferia da rede, as posições
dos terminais-âncoras “percebidas” pelos terminais desconhecidos são bastante diferentes, o que é
uma situação favorável para a localização.
No entanto, com os terminais-âncora na periferia, as distâncias entre um terminal na periferia e os
terminais-âncora são muito diferentes entre si. Pela expressão (4.7) nota-se que o erro de estimação
da distância entre dois terminais é proporcional à distância verdadeira. Portanto, para um terminal
localizado na periferia, a sua localização é feita com base em medidas de distância que têm amplitudes
de erros com tendência a ter grandes diferenças entre si, o que tende a provocar grandes erros de
localização do terminal desconhecido. Por outro lado, para um terminal localizado próximo ao centro
a rede, as distâncias entre ele e os terminais-âncora são mais uniformes, o que, pelo raciocínio acima,
levaria a menores erros de localização.
A Figura 4.17 mostra as interseções das superfícies mostradas nas Figuras 4.15 e 4.16 com um
plano vertical no centro da rede e paralelo a um dos lados da rede. Observa-se que as superfícies
de erro são mais uniformes quando os terminais-âncora estão localizados na periferia da rede, o que
indica que o efeito da concentração dos terminais-âncora é mais danoso às técnicas de localização do
que o efeito das diferentes amplitudes de erros na estimação das distâncias entre terminais-âncora e
terminais desconhecidos.
Observou-se também que a tendência de uniformização da superfície de erro devido à disposição
dos terminais-âncora na periferia da rede ocorre graças a uma redução do erro de localização na
periferia e a um aumento do erro no centro. No entanto, considerando a rede como um todo, a
redução do erro na periferia é mais pronunciada do que o aumento do erro no centro, o que faz com
que o erro médio de localização por toda a rede seja reduzido quando os terminais-âncora passam do
centro para a periferia. A Tabela 4.2 mostra essa redução do erro médio de localização.
4.5 Conclusões
Neste capítulo foi apresentada uma análise de desempenho de diversas técnicas de localização
baseadas na observação da potência recebida. Estas observações de potência são empregadas para
a estimação das distâncias entre terminais desconhecidos e terminais-âncora, que por sua vez, são
usadas no processo de localização dos terminais desconhecidos. Tais observações são corrompidas
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Fig. 4.17: Cortes transversais das superfícies de erro das técnicas: losangos representam os erros na
situação quando terminais-âncora estão no perímetro da rede, enquanto os círculos representam os
erros quando os terminais-âncora estão no centro da rede de sensores. Adotou-se σdB = 2 e η = 4.
pelos efeitos do desvanecimento de larga escala no canal de propagação, que leva ao erro de localiza-
ção. A análise apresentada avaliou a influência de diversos fatores no erro de localização, tais como
as características do canal de propagação e a disposição e número de terminais-âncora na rede.
Os resultados apresentados mostraram a influência da distorção provocada pelo canal, que pode
ser medida pela razão σdB/η, no erro de localização. Quanto maior for esta razão, maior será a
variação da potência observada em torno do seu valor médio, o que é traduzido em um maior erro de
localização. Estes resultados eram esperados e já haviam sido reportados na literatura [12, 13].
Foi avaliado também o impacto do número de terminais-âncora no erro de localização. Observou-
se que, de uma forma geral, o erro cai com o aumento do número de terminais-âncora. No entanto,
há um número de terminais-âncora acima do qual pouco se ganha na redução do erro de localização
com a inclusão de mais terminais-âncora.
Ainda sobre os terminais-âncora, foi investigada a robustez das técnicas de localização com re-
lação ao formato do arranjo de tais terminais. As técnicas MV, IE e PR mostraram uma pequena
variação do erro médio de localização em função do formato do arranjo dos terminais-âncora. Por
outro lado, as técnicas MM e MDIA mostraram-se sensíveis à mudança no formato desse arranjo,
apresentando uma significativa degradação nos seus desempenhos quando o arranjo passou do circu-
lar (regular) para o aleatório.
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Técnica de localização Redução do erro (%)
MDIA 9,0
MM 8,5
PR 14,3
IE 22,0
MV 6,7
Tab. 4.2: Redução do erro quando os terminais-âncora passam do centro para o perímetro da rede de
sensores
Por fim, foi avaliado o impacto da posição dos terminais-âncoras com relação aos terminais desco-
nhecidos no desempenho da localização. Observou-se que, quando os terminais-âncora são colocados
próximos do centro da rede, há uma significativa variação do erro de localização medido em diferen-
tes posições. Quando os terminais-âncora são colocados na periferia, a amplitude desta variação cai,
acompanhada por uma redução do erro médio de localização.
Excetuando o caso em que os terminais-âncora são dispostos aleatoriamente, as técnicas de lo-
calização propostas, MM e MDIA, são comparáveis às demais avaliadas. No entanto, tais técnicas
exigem um custo computacional menor que a outras avaliadas, o que é desejável em aplicações de
redes de sensores, em que os terminais têm capacidade de processamento e de armazenamento de
energia limitados.
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Capítulo 5
Limite Inferior de Cramér-Rao em Técnicas
de Localização
No capítulo anterior, algumas técnicas de localização foram avaliadas por meio de simulação,
com relação a diversos parâmetros intrínsecos às RSSF. Uma outra forma de avaliação de técnicas
de localização é por meio do limite inferior de Cramér-Rao (LICR), muito empregado na análise de
técnicas de estimação.
Uma motivação para a determinação do limite inferior de Cramér-Rao é permitir avaliar o quão
próximo está o desempenho de um dado estimador do seu desempenho máximo (dado pelo LICR).
Neste capítulo, no entanto, o limite de Cramér-Rao será usado para uma avaliação mais detalhada
do desempenho de técnicas de localização em função de diversos parâmetros de uma rede de sen-
sores, incluindo parâmetros do modelo de propagação e da topologia. Esta análise permitirá extrair
informações que podem nortear a implementação de tais técnicas.
Para o caso de estimadores não-polarizados, o LICR é independente do estimador em particular
(ou, para o caso do tema em questão, da técnica de localização avaliada), dependendo apenas do mo-
delo estatístico empregado para as observações. O LICR é o valor mínimo de erro de estimativa que
pode ser obtido por qualquer estimador não-polarizado. Por outro lado, quando o estimador é pola-
rizado, este influencia o LICR. Esta questão envolvendo estimadores polarizados ou não-polarizados
no âmbito da localização será discutida no Capítulo 6.
Este capítulo começa com uma revisão sobre o limite inferior de Cramér-Rao de uma forma geral,
seguida da aplicação para o caso da localização. Em seguida, são apresentados os resultados da
análise das técnicas de localização por meio do LICR.
As técnicas analisadas neste capítulo são do tipo cooperativas, ou seja, empregam não apenas
as observações entre terminais desconhecidos e terminais-âncora, mas também as observações entre
terminais desconhecidos.
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5.1 Breve revisão sobre estimação e cálculo do limite inferior de
Cramér-Rao (LICR)
Seja A um parâmetro determinístico que se deseja estimar, por meio da observação de uma vari-
ável aleatória X. A estimativa de A é, então, denotada por aˆ(X). A estimativa é dita não-polarizada
se o seu valor médio for igual ao valor verdadeiro A, isto é
E[aˆ(X)] = A . (5.1)
Para o caso de estimadores que fornecem estimativas não-polarizadas, o limite de Cramér-Rao in-
depende do estimador em particular. Portanto, diz-se que o limite de Cramér-Rao fornece o melhor
desempenho que qualquer estimador não-polarizado pode alcançar.
A determinação do limite de Cramér-Rao requer o conhecimento do modelo estatístico das ob-
servações X, que mostre a relação com o parâmetro a ser estimado A, isto é, a função densidade de
probabilidade f(X|A). Para o caso de estimativas não-polarizadas, o limite de Cramér-Rao é dado
por
E{[aˆ(X)− A]2]} > E
{[
∂lnf(X|A)
∂A
]2}−1
. (5.2)
A quantidade E
{[
∂lnf(X|A)/∂A
]2}
, escalar neste caso de estimação de uma variável, é chamada
informação de Fisher. A prova de (5.2) é apresentada no Apêndice C.
Por outro lado, estimadores polarizados fornecem estimativas cujos valores esperados E[aˆ(X)]
apresentam um termo aditivo B (polarização), podendo ser independente de A, denominado polari-
zação conhecida, ou dependente de A, denominado polarização desconhecida [26].
Se a polarização for conhecida, pode-se corrigir o valor do limite de Cramér-Rao, eliminando,
assim, a influência de B. Caso a polarização dependa do valor de A, tem-se
E[aˆ(X)] = A+B(A) . (5.3)
Neste caso, o limite de Cramér-Rao é dado por [27]
E{[aˆ(X)− A]2]} > [B(A)]2 + [1 + dB(A)/dA]
2
E
{[
∂lnf(X|A)
∂A
]2} . (5.4)
A polarização B(A) depende do estimador, o que torna o limite de Cramér-Rao dependente do
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estimador também.
5.2 Limite Inferior de Cramér-Rao Aplicado ao Problema da Lo-
calização
Nesta seção será apresentada a formulação do limite de Cramér-Rao para o problema da localiza-
ção, baseada naquela proposta por Patwari em [28].
Consideraremos uma rede composta por n+m terminais, sendo n deles (1, 2, . . . , n) com posição
desconhecida (terminais desconhecidos) e os outros m (n+1, n+2, . . . , n+m) com posição conhe-
cida (terminais-âncora). As posições dos n+m terminais são representadas pela matriz γ, constituída
da seguinte forma
γ = [z1 z2 . . . zn+m] , (5.5)
em que zi = [xi yi]T contém as coordenadas do terminal i em um plano.
As estimativas das posições desconhecidas são feitas por meio de observações (medidas) Xi,j
entre os terminais i e j, com função densidade de probabilidade fX|γ(Xi,j|γ). As observações podem
ser dos tipos já discutidos no item 3.2.1, ou seja,
• potência do sinal recebido no terminal j e transmitido pelo terminal i;
• tempo de propagação do sinal transmitido pelo terminal i e recebido pelo terminal j;
• ângulo de chegada do sinal transmitido pelo terminal i e recebido pelo terminal j.
Os modelos estatísticos associados a cada tipo de observação serão discutidos mais adiante.
Retornando ao caráter geral da apresentação, é suposta simetria nas observações entre os terminais
i e j, ou seja, Xi,j = Xj,i. Além disso, assume-se que um dado terminal não necessariamente
consegue fazer observações com todos os outros terminais. Assim, define-se H(i) como sendo o
conjunto de terminais com os quais o terminal i consegue realizar observações.
É assumido também que as observações Xi,j são estatisticamente independentes. Portanto, o
logaritmo da função densidade de probabilidade conjunta das observações Xi,j é [28]
l(X|γ) =
n+m∑
i=1
∑
j∈H(i),j<i
li,j ,
em que li,j = log fX|γ(Xi,j|γ) e X é matriz composta pelas observações Xi,j . A restrição j < i no
segundo somatório é devida à hipótese de simetria.
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A matriz de informação de Fisher é, portanto, dada por
F = E[−∇γ(∇γ log fX|γ(Xi,j|γ))T ] =

f1,1 . . . f1,n
... . . .
...
fn,1 . . . fn,n
 , (5.6)
em que
fk,l =

−∑j∈H(k)E[ ∂2∂γ2k lk,j
]
k = l
−IH(k)(l)E
[
∂2
∂γk∂γl
lk,l
]
k 6= l
, (5.7)
∇γ é o operador gradiente com relação à variável γ e a esperança é aplicada na variável X. O termo
IH(k)(l) é uma função que assume 1 quando l ∈ H(k), e 0 caso contrário.
5.2.1 Modelos Estatísticos das Observações
As funções densidade de probabilidade dos três tipos de observações (RSS, ToA e AoA) já foram
apresentados no item 3.2.1 e serão revistos aqui.
Potência do sinal recebido
Neste caso, a observação Xi,j é a potência Pi,j do sinal recebido no terminal j transmitido pelo
terminal i. O modelo estatístico de Pi,j depende do modelo de canal de propagação adotado, que
aqui incluirá a perda de percurso com expoente η e desvanecimento de larga escala lognormal. Por-
tanto, a potência recebida em decibéis, ou seja, Pij,dB = 10 log10 Pi,j , é uma variável aleatória com
distribuição normal de desvio-padrão σdB e média P ij,dB dada por
P ij,dB = P0,dB − 10η log10(dij/d0) , (5.8)
em que P0,dB é a potência recebida à distância de referencia d0, e dij é a distância entre os terminais
i e j a ser estimada. As medições Pij seguem, então, uma distribuição lognormal, isto é
fP |γ(Pi,j|γ) = 10/ log 10√
2piσ2dB
1
Pi,j
exp
[
− b
8
(
log
d2i,j
dˆ2i,j
)2]
, (5.9)
em que
b =
(
10η
σdB log 10
)2
, (5.10)
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e
dˆi,j = d0
(
P0
Pi,j
)(1/η)
. (5.11)
Por meio da expressão (5.9) fica explícita a relação entre as observações Xi,j = Pij e o parâmetro a
ser estimado dij .
A derivação da expressão (5.9) é apresentada no Apêndice D. Note-se que a expressão (5.11) é o
estimador de di,j a partir da medida Pi,j .
Tempo de propagação
Para este caso, observações são medidas de tempo de propagação (ou tempo de chegada) Ti,j entre
os terminais i e j. Assume-se que as variáveis Ti,j seguem uma distribuição normal fT |γ(Ti,j|γ) de
média di,j/c, em que c é a velocidade de propagação de uma onda eletromagnética, e desvio-padrão
σT . A distribuição das medições Ti,j é dada por
fT |γ(Ti,j|γ) = 1
σT
√
2pi
exp
(
− (Ti,j − di,j/c)
2
2σ2T
)
. (5.12)
Ângulo de chegada do sinal recebido
Por fim, neste caso as observações são medidas de ângulo de chegada αi,j do sinal transmitido pelo
terminal i e recebido no terminal j. As observações αi,j seguem uma distribuição normal fα|γ(αi,j|γ)
de média igual ao valor verdadeiro do ângulo de chegada e desvio-padrão σα. A função densidade de
probabilidades das observações αi,j é, então, dada por
fα|γ(αi,j|γ) = 1
σα
√
2pi
exp
(
− (αi,j − αi,j)
2
2σ2α
)
, (5.13)
onde αi,j é o valor verdadeiro do ângulo de chegada.
5.2.2 Derivação da Expressão do Limite de Cramér-Rao
Conhecidas as distribuições fX|γ(Xi,j|γ) das observações Xi,j (ou seja, fP |γ(Pi,j|γ), fT |γ(Ti,j|γ)
ou fα|γ(αi,j|γ), dependendo do tipo de observação, pode-se determinar a matriz de informação de
Fisher e, em seguida, o limite inferior de Cramér-Rao.
A matriz de informação de Fisher F, de dimensão (2n× 2n), é dada por
F = E[−∇γ(∇γ log fX|γ(Xi,j|γ))T ] .
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O inverso da matriz de informação de Fisher F é o limite inferior da matriz de covariância do erro
de estimativa, ou seja,
cov(γˆ) > F−1 , (5.14)
em que
γˆ = [zˆ1 zˆ2 . . . zˆn+m]
e zˆi são estimativas das coordenadas do terminal i.
Portanto, o limite inferior para a variância do i-ésimo terminal (i = 1, 2, . . . , n) é
σ2i = tr {cov(xˆi, yˆi)}
= var{xˆi}+ var{yˆi}
≥ (F−1)i,i + (F−1)i+n,i+n ,
(5.15)
ou seja, o limite de Cramér-Rao para a variância do erro de estimação da posição do i-ésimo terminal
é a soma dos i-ésimo e i+ n-ésimo elementos da diagonal principal da matriz inversa de F.
Considerando o modelo de rede e os modelos estatísticos das observações assumidos, pode-se
mostrar que a matriz F tem a forma:
F =
[
Fx,x Fx,y
FTx,y Fy,y
]
para RSS ou ToA, (5.16)
e
F =
[
Fy,y −Fx,y
−FTx,y Fx,x
]
para AoA, , (5.17)
em que as sub-matrizes Fx,x, Fy,y e Fx,y, todas de dimensão (n× n), tem elementos dados por
[Fx,x](k, l) =
{
νΣi∈H(k)(xk−xi)2
‖zk−zi‖s k = l
−νIH(k)(l)(xk−xl)2
‖zk−zl‖s k 6= l
(5.18)
[Fx,y](k, l) =
{
νΣi∈H(k)(xk−xi)(yk−yi)
‖zk−zi‖s k = l−νIH(k)(l)(xk−xl)(yk−yi)
‖zk−zl‖s k 6= l
(5.19)
[Fy,y](k, l) =
{
νΣi∈H(k)(yk−yi)2
‖zk−zi‖s k = l
−νIH(k)(l)(yk−yl)2
‖zk−zl‖s k 6= l
, (5.20)
para k, l = 1, 2, . . . , n [28]. No Apêndice E é mostrado o exemplo de obtenção das sub-matrizes de
Fx,x, Fy,y e Fx,y quando as observações são a potência do sinal recebido (RSS).
Os parâmetros ν e s dependem do tipo de observação empregada na estimação e, conseqüente-
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Tab. 5.1: Parâmetros do canal
Tecnologia de medição Constante do canal ν Expoente s
RSS (10η/σdB log 10)2 4
AoA 1/σ2α 4
ToA 1/(vpσT )2 2
mente, dos parâmetros dos modelos estatísticos empregados. A Tabela 5.1 mostra como os parâmetros
ν e s devem ser ajustados em cada tipo de observação.
Da formulação apresentada acima e dos modelos adotados, podemos observar que o LICR de-
pende dos seguintes fatores:
• Número de terminais-âncora (m) e terminais desconhecidos (n),
• Topologia da rede, aqui incluindo:
– Posição relativa dos terminais, tanto dos âncoras como dos desconhecidos,
– Conectividade da rede, ou seja, número de terminais vizinhos a cada terminal,
• Tipo de observação empregado na estimação da posição dos terminais desconhecidos e, con-
seqüentemente, parâmetros do modelo estatístico para as observações, conforme descrito em
5.2.1.
No restante deste capítulo será apresentada uma análise do problema da localização com base no
limite inferior de Cramér-Rao, empregando a formulação apresentada até aqui.
5.3 Análise do problema da localização empregando o LICR
Nesta seção, o problema da localização em redes de sensores será analisado com base no limite
inferior de Cramér-Rao. Como já discutido, este limite fornece o melhor desempenho, em termos de
erro quadrático médio de estimação, de qualquer técnica de localização não-polarizada. Portanto, o
valor do limite de Cramér-Rao pode ser empregado para avaliar a influência de diversos fatores no
desempenho de técnicas de localização.
A análise a ser apresentada abrangerá os três tipos de observações (ou medições) discutidos no
item anterior, ou seja, potência recebida, tempo de propagação e ângulo de chegada. Não se objetiva,
no entanto, fazer uma comparação entre técnicas de localização baseadas nestes tipos de observações,
pois o limite inferior de Cramér-Rao depende dos parâmetros dos modelos estatísticos discutidos no
item 5.2.1. Estes parâmetros dos modelos, por sua vez, dependem da técnica de medição, da cali-
bração e do ambiente de propagação, o que torna difícil estabelecer um cenário justo de comparação.
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Fig. 5.1: Topologia em grade usada na análise com LICR: 49 terminais desconhecidos (círculos) e
seis terminais-âncora (losangos) localizados no perímetro da rede.
5.3.1 Modelo da rede de sensores e utilização das expressões do limite de Cramér-
Rao
Nesta análise serão consideradas as topologias (i) grade regular e (ii) aleatória para as posições
dos terminais desconhecidos. No caso da grade regular, a menos que seja indicado o contrário, serão
dispostos 49 terminais desconhecidos numa configuração 7x7 e seis terminais-âncora localizados no
perímetro da rede, em uma área 144 m2, como mostrado na Figura 5.1.
No caso da disposição aleatória, os terminais serão distribuídos na área da rede, obedecendo uma
distribuição uniforme. Em ambas as topologias, os terminais da rede possuem o mesmo alcance de
transmissão, ajustável na análise.
Também quando não indicado o contrário, os parâmetros dos modelos estatísticos das observações
foram ajustados para os valores indicados na Tabela 5.2.
Observa-se na formulação apresentada anteriormente que o limite de Cramér-Rao depende da
posição dos terminais. Assim, no caso de topologia aleatória, para eliminar a influência da posição dos
terminais no limite de Cramér-Rao (quando este não é o parâmetro em análise), o valor apresentado
é a média entre os valores calculados para 1000 cenários com as mesmas características.
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Tab. 5.2: Valores dos parâmetros dos modelos estatísticos das observações.
Tipo de observação Parâmetros
RSS η = 2 e σdB = 4 dB
AoA σα = 0, 1396 rad
ToA σT = 6 ns
Uma outra questão a ser destacada, já discutida no item 5.2, é que, diferentemente dos algoritmos
analisados no Capítulo 4, que empregavam apenas as observações entre terminais desconhecidos e
terminais-âncora no processo de localização, na análise apresentada neste capítulo são consideradas
técnicas que empregam no processo de localização também as observações entre terminais desco-
nhecidos. Dessa forma, a análise é realizada considerando o caso mais geral possível e, portanto, a
análise realizada no Capítulo 4 pode ser considerada um caso particular desta realizada no presente
capítulo.
Na geração dos resultados apresentados nesta seção foram utilizados os arquivos MATLAB disponi-
bilizados por Neal Patwari em [29].
5.3.2 Efeitos da conectividade média
Conectividade em redes de sensores é geralmente definida como o número médio de terminais que
estão dentro do alcance de transmissão de um dado sensor. Assim, se uma rede contém n terminais
desconhecidos e m terminais-âncora, distribuídos uniformemente em uma área A, a conectividade
média é dada por
K = pir2
(m+ n)
A
, (5.21)
em que r é o alcance de transmissão dos terminais e (m+ n)/A é a densidade de terminais na rede.
Nesta seção serão avaliados os efeitos da conectividade no LICR, variando-se o alcance de trans-
missão, a densidade de terminais desconhecidos e a densidade de âncoras.
Efeito do alcance de transmissão
Começamos esta análise avaliando o efeito do alcance de transmissão r. O aumento de r corres-
ponde ao aumento no número de terminais (desconhecidos e âncoras) com os quais um dado terminal
pode se comunicar e, portanto, trocar observações (de RSS, AoA ou ToA) para então realizar o pro-
cesso de localização. Portanto, espera-se que o aumento de r leve à diminuição do limite inferior de
Cramér-Rao, o que de fato é observado. A Figura 5.2 mostra o valor médio do limite de Cramér-Rao
(média entre os valores do LICR de cada terminal desconhecido) em função do alcance de trans-
missão. Estes resultados foram gerados para uma rede com topologia em grade, com 49 terminais
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Fig. 5.2: LICR versus alcance dos terminais: topologia em grade, 49 terminais desconhecidos e 6
terminais-âncora, η = 2 e σdB = 4, σα = 0.1396 rad e σT = 6 ns.
desconhecidos e 6 âncoras, com os parâmetros do canal ajustados de acordo com a Tabela 5.2. Está
claro por esta figura que há um valor limite de alcance de transmissão (ou, em outras palavras, de
número de observações entre terminais), acima do qual pouco se ganha em termos de redução do erro
de estimativa. Deve-se notar também que o aumento do alcance de transmissão tem efeitos negativos
e positivos em outros aspectos da rede. Por exemplo, grandes valores de alcance de transmissão re-
querem alta potência de transmissão, o que reduz a vida útil das baterias que alimentam os terminais,
além de produzirem maiores níveis de interferência. Por outro lado, com grandes valores de r, a
comunicação entre um terminal fonte e o seu terminal destino exigirá um menor número de enlaces
intermediários, o que reduz o tráfego na rede. Portanto, o erro de estimação é mais um fator que é
afetado pelo alcance de transmissão, devendo, portanto, entrar na equação de equilíbrio para o ajuste
de seu valor.
Efeitos isolados do número de terminais desconhecidos e do número terminais-âncora
Neste item são isolados os efeitos da variação da densidade de terminais desconhecidos e de
terminais-âncora, mantendo constante o alcance de transmissão dos terminais. A Figura 5.3 mostra o
valor médio do limite inferior de Cramér-Rao para uma rede em grade com seis âncoras e variando-se
o número de terminais desconhecidos dispostos na grade, enquanto que na Figura 5.4 é mostrado o
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Fig. 5.3: LICR médio versus número de terminais desconhecidos: topologia em grade, seis terminais-
âncora, alcance de transmissão r = 4 m, η = 2 e σdB = 4, σα = 0.1396 rad e σT = 6 ns.
resultado para uma rede com 49 terminais desconhecidos dispostos em grade e variando-se o número
de terminais-âncora. Em ambos os casos os parâmetros dos modelos foram ajustados de acordo com a
Tabela 5.2, e o alcance de transmissão foi fixado em r = 4 m. Como esperado, o aumento do número
de terminais desconhecidos ou de terminais-âncora reduz o erro de estimação. No entanto, observa-
se que aumentar o número de terminais-âncora é uma estratégia mais eficiente (ou seja, requer um
menor número de terminais adicionados) para a redução do erro de estimação, do que aumentar o
número de terminais desconhecidos.
Para ilustrar e quantificar esta maior eficiência da adição de terminais-âncora, o seguinte experi-
mento foi realizado. Primeiramente, foi calculado o valor médio do limite de Cramér-Rao do erro
de localização de 50 terminais desconhecidos, distribuídos aleatoriamente em uma região de área de
144 m2, onde existiam 15 terminais-âncora, dispostos também de forma aleatória. Para eliminar a de-
pendência do valor de LICR com as posições dos terminais, tomou-se a média de 1000 experimentos.
Em seguida, calculou-se novamente o valor médio do LICR para dois novos cenários a partir
deste primeiro: (1) adicionando-se dez novos terminais desconhecidos, ou seja, a nova rede passou a
ser composta por 60 terminais desconhecidos e 15 terminais-âncora, e (2) adicionando-se dez novos
âncoras, ou seja, a rede passou a ser formada por 50 desconhecidos e 25 âncoras. A Figura 5.5 mostra
os valores médios de LICR nestes três cenários, para os três tipos de medições, enquanto que a Figura
5.6 mostra a redução no erro obtido nos cenários (1) e (2).
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Fig. 5.4: LICR médio versus número de terminais-âncora: topologia em grade, 49 terminais desco-
nhecidos, alcance de transmissão r = 4 m, η = 2 e σdB = 4, σα = 0.1396 rad e σT = 6 ns.
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Fig. 5.5: Efeitos causados pela adição de terminais-âncora e desconhecidos: topologia aleatória,
alcance de transmissão r = 4 m, η = 2 e σdB = 4, σα = 0.1396 rad e σT = 6 ns.
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Fig. 5.6: Redução do erro ocasionada pelo acréscimo de terminais-âncora e desconhecidos: topologia
aleatória, alcance de transmissão r = 4 m, η = 2 e σdB = 4, σα = 0.1396 rad e σT = 6 ns.
Os resultados mostram que, sob o ponto de vista de redução do erro, é mais vantajoso, no cenário
simulado, adicionar terminais-âncora do que adicionar terminais desconhecidos. No entanto, ambas
estratégias têm vantagens e desvantagens. Adicionar terminais-âncora resulta em uma maior redução
no erro de estimativa, mas em contrapartida tem um maior custo, visto que tal prática requer inter-
venção humana ou exige que os terminais sejam equipados com equipamentos como GPS (do inglês
Global Positioning System). Adicionar terminais desconhecidos, por sua vez, exige menor custo,
mas é necessário um maior número terminais adicionados para se obter a mesma redução no erro de
estimação, como sugere a Figura 5.6.
O resultado acima leva à seguinte questão: qual é a equivalência numérica entre terminais des-
conhecidos e terminais-âncora, quando se deseja reduzir o erro de estimação por meio da adição de
terminais na rede? Para ajudar a responder a essa questão, um outro experimento foi realizado. Em
uma rede com Nd = 100 terminais desconhecidos e Na terminais-âncora (que será chamada "rede
original"), foram adicionados ∆d = 20 terminais desconhecidos, e foi determinado o valor médio do
LICR da variância do erro de localização, denotado por σ20 . Retornando à rede original (ou seja, com
Nd = 100 terminais desconhecidos e Na terminais-âncora), foi determinado o número de terminais-
âncora ∆a que deveriam ser adicionados para que fosse alcançado o mesmo valor médio de LICR
da variância do erro, σ20 . Esse experimento foi realizado para diferentes números de âncoras Na pre-
sentes inicialmente na rede original. A Figura 5.7 mostra os resultados obtidos para os três tipos de
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Fig. 5.7: Razão ∆d/∆a versus o número de terminais-âncora na rede original: topologia aleatória,
alcance de transmissão r = 4 m, η = 2 e σdB = 4, σα = 0.1396 rad e σT = 6 ns.
observação, na forma ∆d/∆a em função do número de âncoras na rede original Na. Por exemplo,
considerando o caso para RSS, com Na = 5, pode-se ver que ∆d/∆a = 5. Como em todos os casos
∆d = 20, então ∆a = 4. Portanto, em uma rede com 100 terminais desconhecidos e cinco terminais-
âncora, adicionar ∆d = 20 terminais desconhecidos equivale a adicionar ∆a = 4 âncoras em termos
de redução do erro de estimativa.
Os resultados da Figura 5.7 mostram que quando o número de âncoras Na na rede cresce, a
relação ∆d/∆a decresce e tende a aproximadamente 1 para o caso ToA, e aproximadamente 1,3 para
os casos RSS e AoA, no cenário considerado. Isso significa que, para redes com muitos terminais-
âncoras, adicionar 10 âncoras equivale aproximadamente a adicionar 10 terminais desconhecidos para
o caso ToA, e a 13 terminais desconhecidos, para os casos de RSS e AoA. Portanto, conclui-se que
para a redução do erro de estimação, o benefício da adição de um terminal âncora é sempre maior
que o beneficio da adição de um terminal desconhecido, mas esta diferença diminui com o aumento
do número de âncoras na rede. Conclusão semelhante foi obtida por Patwari et al em [28].
No último experimento realizado para o estudo dos efeitos da conectividade no erro de estimação
de rede, avaliou-se o compromisso entre o número de terminais-âncora e terminais desconhecidos
para se manter o valor médio do limite de Cramér-Rao fixo. A Figura 5.8 mostra a relação entre
o número de âncoras e o número de desconhecidos. A mesma curva representa as três técnicas
consideradas (RSS, AoA, ToA), com diferença apenas no (raiz quadrada do) limite de Cramér-Rao
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Fig. 5.8: Compromisso entre o número de desconhecidos e o número de âncoras: topologia em grade,
alcance de transmissão r = 4 m, η = 4 e σdB = 2, σα = 0.05246 rad e σT = 6 ns. LICR do erro são
fixos: 0,175 m para RSS; 0,079 m para AoA e 1,193 m para ToA
alcançado e mantido constante em cada caso: 0,175 m para RSS, 0,079 m para AoA e 1,193 m para
ToA. Isso mostra que as técnicas sofrem efeitos equivalentes da variação da conectividade, neste
caso representada pela diminuição do número de terminais-âncora e aumento do número de terminais
desconhecidos. De acordo com a Figura 5.8, observa-se que, quando a rede contém um número
grande de âncoras (porção esquerda superior do gráfico) a retirada de certo número terminais âncora
pode ser compensada pela adição de aproximadamente o mesmo número de terminais desconhecidos.
Por outro lado, quando número de âncoras é pequeno (porção direita inferior), a retirada de um
terminal-âncora deve ser compensada por um número muito maior de terminais desconhecidos.
Por exemplo, em uma rede inicialmente com 30 desconhecidos e 15 âncoras, a retirada de cinco
âncoras pode ser compensada pela adição de seis desconhecidos. Por outro lado, se a rede é composta
por apenas oito âncoras e 38 desconhecidos, a redução dos mesmos cinco âncoras é compensada pela
adição de 31 desconhecidos.
Dessa forma, os custos incluídos pelo uso de terminais-âncora, já citados anteriormente, podem
ser diminuídos pela simples adição de terminais desconhecidos. Contudo, os projetistas da rede
devem ser bastante cautelosos nesse aspecto, visto que essa compensação, dependendo da densidade
de terminais inicialmente presente na rede, pode não ser vantajosa.
O aumento do número de terminais desconhecidos usado nos experimentos anteriores pode ser
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Fig. 5.9: Compromisso entre o alcance de transmissão e o número de âncoras: 64 terminais-
desconhecidos em grade, η = 4 e σdB = 2, σα = 0.05246 rad e σT = 6 ns. LICR do erro são
fixos: 0,132 m para RSS; 0,06 m para AoA e 1,177 m para ToA
implementado por meio do aumento do alcance de transmissão, mantendo-se a densidade de termi-
nais desconhecidos constante. Por exemplo, o experimento anterior pode ser refeito, variando-se o
alcance de transmissão para se atingir o aumento no número de desconhecidos desejado, cujos re-
sultados são mostrados na Figura 5.9. Novamente, a mesma curva representa as três técnicas, pelos
mesmos motivos já discutidos anteriormente. Pode-se observar que a curva apresenta comportamento
semelhante àquele mostrado na Figura 5.8. Portanto, agora o número de âncoras pode ser diminuído
com o aumento do alcance de transmissão, mas não de maneira uniforme, visto que à medida que o
número de âncoras presentes na rede diminui, o incremento no alcance, necessário para compensar a
diminuição do número de âncoras e manter constante o erro de localização, aumenta. Por exemplo,
em uma rede com 15 âncoras, diminuir o número de âncora em 3 implica em um aumento de 0,65 m
do alcance, nas condições simuladas. Por outro lado, se a rede contém 6 âncoras, a mesma diminuição
implica em um aumento de 3,7 m do alcance.
Deve-se ressaltar que, o aumento do número de terminais desconhecidos por meio do controle do
alcance de transmissão se dá às custas do tempo de vida da bateria, o que pode tornar esta estraté-
gia inadequada em algumas aplicações. Assim, uma estratégia mais eficiente seria adotar as duas
abordagens simultaneamente, ou seja, tanto aumentar o número de terminais desconhecidos quanto
incrementar o alcance de transmissão. Dessa forma, o número de desconhecidos necessários seria
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menor, assim como seria menor o aumento do alcance de transmissão dos terminais, reduzindo os
custos de implantação e prolongando a vida útil das baterias que alimentam os terminais.
5.3.3 Efeitos da disposição dos terminais-âncora
A formulação apresentada no item 5.2 indica que o limite inferior para a variância do erro de
localização depende da posição a ser estimada. A causa desta dependência pode ser separada em dois
fatores: (a) a posição do terminal desconhecido de interesse com relação aos terminais-âncora, e (b)
a posição do terminal desconhecido de interesse em relação aos outros terminais desconhecidos, uma
vez que medições entre terminais desconhecidos também são levadas em conta na localização. Esta
dependência do erro de localização com a posição do terminal já foi investigada no item 4.4.4, e será
reavaliada aqui, agora usando o limite de Cramér-Rao.
Para a avaliação dos efeitos da posição dos terminais-âncora no erro de localização, usou-se uma
rede de 169 terminais em grade regular, sendo 153 desconhecidos e 16 âncoras, dispostos em uma
área quadrada de 169 m2. Os 16 terminais-âncora são dispostos em anéis quadrados com tamanhos
pré-estabelecidos, denotados por Anel 1 (mais interno) até Anel 5 (mais externo), como mostra a
Figura 5.10.
Para cada anel de âncoras, o valor do limite de Cramér-Rao para cada posição de terminal desco-
nhecido foi calculado. Os resultados para o caso RSS estão mostrados na Figura 5.11. Os resultados
para os casos AoA e ToA são equivalentes àqueles para RSS e não são mostrados aqui. Deve-se
notar que a Figura 5.11 mostra os valores de limite de Cramér-Rao em função da posição do terminal
desconhecido, diferentemente da forma de apresentação de resultados usada até aqui, quando foram
apresentados valores médio do limite de Cramér-Rao. A forma de apresentação usada na Figura
5.11 é necessária para permitir a analise da distribuição espacial do erro de estimação em função da
posição dos âncoras.
Podemos observar pela Figura 5.11 que a posição dos terminais-âncora afeta de forma significativa
a distribuição do erro de localização. Quanto mais próximos do centro da rede estiverem os terminais-
âncora, maior será a discrepância entre os erros quadráticos de localização. De fato, como se pode
observar na Figura 5.12, à medida que os terminais-âncora se aproximam da periferia da rede (do
Anel 1 para o Anel 5), a diferença entre o maior e o menor valor do LICR do erro de estimação
diminui, ou seja, o erro de localização torna-se mais uniforme espacialmente. Esse comportamento
do erro de estimação também observado por Savarese em [20].
Considerando agora o valor médio do erro quadrático em toda a área da rede (ou seja, média entre
os valores de LICR de cada terminal desconhecido), nota-se que posição do anel de âncoras tem pouca
influencia nesse valor médio, como mostra a Figura 5.13. Portanto, conclui-se que mover o anel de
âncoras do centro para a periferia da rede uniformiza a distribuição espacial do erro de localização,
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Fig. 5.10: Topologia da rede sensores, evidenciando os 5 anéis de terminais-âncora, representados
pelas linhas cheias. Desconhecidos e âncoras são representados por círculos e losangos, respectiva-
mente.
mas não altera de forma significativa o desempenho médio.
5.3.4 Efeitos da disposição dos terminais desconhecidos
Como já discutido, as técnicas de localização consideradas neste capítulo utilizam também me-
dições entre terminais desconhecidos na localização. Assim, o erro de localização de um terminal
desconhecido depende da sua posição em relação aos outros terminais desconhecidos e em relação
aos terminais-âncora. Neste item serão investigados os efeitos do posicionamento dos terminais des-
conhecidos no erro de localização.
No que diz respeito à posição dos terminais desconhecidos, pode-se identificar dois casos ex-
tremos: (a) terminais dispostos em uma grade regular quadrada, como ilustrado pela Figura 5.1, e (b)
terminais dispostos aleatoriamente, seguindo uma distribuição uniforme. Neste estudo, as posições
dos terminais desconhecidos serão variadas desde a topologia em grade até a disposição aleatória.
A rede estudada é composta de 49 terminais desconhecidos e seis terminais-âncora, estes colo-
cadas no perímetro da área da rede. Para controlar o grau de aleatoriedade das posições dos terminais,
define-se duas variáveis aleatórias, ζx e ζy, que representam o desvio da posição de um dado terminal
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Fig. 5.11: LICR da variância do erro em função da posição de terminais desconhecidos e terminais-
âncora, para o caso RSS: 153 terminais desconhecidos, 16 terminais-âncora, σdB = 4 e η = 2.
com relação a uma posição na grade regular. Assim, a posição do i-ésimo desconhecido é dada por:
xi = xi,0 + ζx
yi = yi,0 + ζy
, (5.22)
onde xi,0 e yi,0 é posição do terminal na grade regular, e ζx e ζy são variáveis aleatórias que seguem
uma distribuição normal, com média zero e desvio-padrão δ. Logo, δ é o parâmetro que controla o
grau de aleatoriedade dos terminais desconhecidos. Deve-se notar que, quando δ = 0, as posições dos
terminais desconhecidos formam uma grade regular. Além disso, por razões práticas, a distribuição
normal utilizada para modelar a aleatoriedade na disposição dos terminais é truncada de modo a
impedir a extrapolação na posição dos terminais em relação à área da rede.
A Figura 5.14 mostra como se comporta o valor médio do LICR da variância do erro de locali-
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Fig. 5.12: Diferença entre o maior e o menor LICR da variância do erro versus a posição do anel de
âncoras. 153 terminais desconhecidos, 16 terminais-âncora, η = 4 e σdB = 2, σα = 0.1396 rad e
σT = 6 ns
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Fig. 5.13: Valor médio do LICR da variância do erro de localização versus a posição do anel de
âncoras: 153 terminais desconhecidos, 16 terminais-âncora, η = 4 e σdB = 2, σα = 0.1396 rad e
σT = 6 ns
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Fig. 5.14: Valor médio do LICR da variância do erro de localização versus parâmetro de controle
da aleatoriedade δ: 49 terminais desconhecidos em uma grade regular 7x7, seis terminais-âncora,
alcance de transmissão r = 4 m, η = 2 e σdB = 4, σα = 0.1396 rad e σT = 6 ns.
zação em função do grau de aleatoriedade δ da disposição dos terminais desconhecidos. Cada ponto
mostrado neste gráfico é o valor médio sobre todos os 49 posições, para 1000 realizações. Observa-
se, no cenário considerado, que o aumento do grau de aleatoriedade degrada o desempenho médio da
estimação da localização dos terminais, especialmente para medições do tipo RSS e ToA.
A Figura 5.14 tratou do valor médio (entre as posições) do erro quadrático. A Figura 5.15 mostra
a variação do erro individual (ou seja, em cada posição da rede) em função do grau de aleatoriedade δ.
Observa-se que, como esperado, quanto maior for o grau de aleatoriedade das posições dos terminais
desconhecidos, maior será a diferença de desempenho da estimação da localização pela área da rede.
Esta maior variação pode ser explicada pela menor uniformidade de medições entre os terminais
desconhecidos.
5.3.5 Efeitos do tamanho da área da rede
Nesta seção serão avaliados os efeitos da distância entre os terminais da rede no desempenho das
técnicas de localização. Para variar tal distância, o tamanho da área da rede será o parâmetro variante.
Essa rede será composta por 50 terminais desconhecidos dispostos aleatoriamente e seis terminais-
âncora localizados na borda da rede, em uma área igual a D×D m2, onde D varia de 10 a 40 metros,
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Fig. 5.15: Parâmetro de controle da aleatoriedade δ versus variação do LICR (m) do erro de locali-
zação. 49 terminais desconhecidos em uma grade regular 7x7, 6 terminais-âncora, para o caso RSS
com η = 2 e σdB = 4.
em passos de 5 metros. A estratégia utilizada para manter a conectividade constante mesmo com o
aumento da área da rede é variar o alcance de transmissão dos terminais. Dessa forma garante-se o
isolamento dos efeitos da distância entre os terminais, ou seja, o aumento da área terá implicações na
distância entre os terminais, mas não na conectividade média. A Figura 5.16 mostra o LICR do erro
de estimativa em função da área da rede de sensores.
Os resultados mostram que, para o caso RSS e AoA, o aumento da distância entre os terminais
promove um aumento do erro. Já para o caso em que se considera ToA, observa-se uma invariância
do erro de localização com relação à distância entre os terminais. A explicação para esse fenômeno
está na diferença entre modelos estatísticos para as observações nos casos RSS, AoA e ToA, apresen-
tados na Seção 3.2.1. Para o caso RSS, o erro de medida é modelado como um ruído multiplicativo, e
portanto, será diretamente proporcional à distância entre terminais, o que justifica o aumento do erro
de localização com o aumento do tamanho da rede. Para o caso ToA, o erro de medida é modelado
como um ruído aditivo e, portanto, é independente da distância considerada, justificando a não vari-
ação do erro com o aumento de D. Por fim, para o caso AoA, embora o erro de medida seja também
modelado como ruído aditivo, o erro de localização é proporcional ao comprimento do arco de um
setor com raio igual à distância entre os terminais e ângulo dado pelo erro de medida do ângulo de
chegada, conforme ilustra a Figura 5.17. Nesta figura compara-se os arcos dos setores para distâncias
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Fig. 5.16: Comprimento do lado D da área da rede versus LICR da variância do erro de localização.
50 terminais desconhecidos dispostos aleatoriamente, 6 terminais-âncora localizados na periferia da
rede, η = 4 e σdB = 2, σα = 0.1396 rad e σT = 6 ns.
Fig. 5.17: Proporcionalidade entre o erro de localização e a distância entre um terminal na posição x1
e outro na posição x2, quando esta última varia, considerando εα o erro de estimativa do ângulo.
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entre terminais diferentes. Daí, o crescimento do erro com a dimensão D da rede.
5.4 Conclusões
O LICR é uma ferramenta importante que permite analisar o desempenho de um sistema de loca-
lização sem considerar um algoritmo de localização específico. Neste capítulo, vários aspectos foram
analisados considerando os três principais tipos de observações (medições) geralmente realizadas:
RSS, AoA e ToA.
Primeiramente, analisando os efeitos da conectividade, observou-se que um aumento do número
de terminais na rede leva a uma diminuição do erro de localização, mas a adição de terminais-âncora
promove maiores reduções do erro do que adição de terminais desconhecidos, embora esse maior
nível de redução não seja constante, estando diretamente ligado à densidade de âncoras da rede. Além
do aumento do número de terminais, aumentar o alcance de transmissão também permite uma redução
do erro. Todas essas abordagens mostram que, quanto maior é a quantidade de informação disponível
para realizar o processo de localização, menor é o erro gerado por esse processo. Foi observado ainda
que é possível diminuir o número de âncoras, que introduzem maior custos e complexidade, através
de um aumento do número de desconhecidos ou do alcance de transmissão, sem impactos no erro de
localização. Mas vale ressaltar que todas essas estratégias têm seus efeitos negativos, entre os quais
destacam-se o aumento no custo de implantação e aumento no consumo de energia.
Também foram investigados os efeitos da disposição dos terminais-âncora no erro de localização.
Nesta linha, observou-se que os maiores níveis de erro tendem a se localizar na periferia da rede, e
assim sendo, é uma boa prática dispor os âncoras nessa região, o que, embora não promova grandes
reduções no erro de localização médio de rede como um todo, promove uma uniformização espacial
do erro pela rede.
Em um outro experimento, foram avaliados os impactos do grau de aleatoriedade na disposição
dos terminais desconhecidos no erro de localização, e observou-se que a configuração que melhor
favorece o desempenho das técnicas de localização é aquela em grade. Quanto mais desorganizada
esse configuração se torna, além de incrementar levemente o erro médio, aumenta a variação do erro
de localização pela rede.
Por fim, foi observado que o aumento da distância entre os terminais tem impactos diferentes,
dependendo do tipo de observação que é realizada. No caso ToA, observa-se uma invariância do erro
de localização com relação à distância entre terminais, devido ao fato de que o erro de medição é
modelado como sendo aditivo. No caso AoA, embora o erro de medição também assuma o modelo
aditivo, uma questão geométrica faz com que o aumento da distância entre terminais resulte em um
aumento do erro de localização. Por fim, o caso RSS mostrou ser o que mais sofre os impactos da
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distância entre os terminais. Isso se deve ao fato de que o erro de medição é modelado como um ruído
multiplicativo.
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Capítulo 6
A Polarização das Estimativas em Técnicas
de Localização
A maioria dos estudos envolvendo os limites de Cramér-Rao para técnicas de localização baseadas
em medida de potência recebida considera que a estimativa da distância (baseada na potência rece-
bida) é não-polarizada. Esta suposição é motivada pela decorrente simplificação na determinação dos
limites de Cramér-Rao. No entanto, como será visto neste capítulo, a suposição de não-polarização
das estimativas de distância pode levar a erros no limite de Cramér-Rao.
Neste capítulo será determinado o limite de Cramér-Rao sem a suposição de não-polarização das
estimativas das distâncias. O limite de Cramér-Rao quando o estimador é polarizado depende da
função que relaciona o valor médio da estimativa e a polarização. Esta função depende do estimador
empregado e é, geralmente, de difícil obtenção (o que motiva a suposição da não-polarização). Esta
dificuldade se observa no problema de localização em casos gerais. Assim, no desenvolvimento apre-
sentado neste capítulo, será considerado o caso simples de uma rede em uma dimensão, composta por
um terminal âncora, localizado na origem do sistema de coordenadas, e um terminal desconhecido, a
uma distância d = x do âncora, como ilustra a Figura 6.1. Nesta topologia, somente uma medida de
potência é necessária para a estimação da posição x do terminal desconhecido.
Fig. 6.1: Topologia considerada para a análise dos efeitos da polarização em técnicas baseadas em
RSS. Considera-se o caso 1D, com um transmissor (Tx) na origem e um receptor (Rx) a uma distância
d = x m.
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Nesta análise do limite de Cramér-Rao levando em conta a polarização da estimativa, serão con-
siderados dois casos para o modelo de canal de propagação:
1. Modelo incluindo (i) perda de percurso determinística e (ii) desvanecimento de larga escala
com distribuição lognormal;
2. Modelo incluindo (i) perda de percurso determinística, (ii) desvanecimento de larga escala com
distribuição lognormal e (iii) desvanecimento de pequena escala com distribuição Nakagami-m.
No segundo modelo, que é uma evolução do primeiro, será empregada uma aproximação para a
distribuição composta lognormal-gama, proposta por Stüber em [30].
6.1 A polarização na estimação de distância baseada na potência
recebida
Nesta seção será analisada a polarização na estimação da distância empregando a potência re-
cebida e considerando, por enquanto, o modelo de canal com perda de percurso determinística e
desvanecimento lognormal.
Segundo este modelo, a expressão para a potência, em decibéis, do sinal recebido na configuração
da Figura 6.1 é
Prx,dB = P0,dB − 10ηlog10
(
x
x0
)
+ χ , (6.1)
em que, como já estabelecido, P0,dB é a potência medida a uma distância de referência x0, η é o
expoente de perda de percurso, x é a distância (a ser estimada) entre os terminais âncora e desconhe-
cido, e χ é uma variável aleatória normal, de média nula e variância σ2dB. A estimativa da distância x
é, entao,
xˆ = x0 10
P0,dB−Prx,dB
10η
= x 10
−χ
10η .
(6.2)
A expressão (6.2) é a expressão do estimador empregado. O valor médio de xˆ é dado por (após
algumas manipulações)
E{xˆ} = E{x 10−χ10η }
= x exp
(
1
2b
)
,
(6.3)
em que
b =
[
10
log 10
η
σdB
]2
. (6.4)
Observa-se que, de fato, a estimativa da distância x empregando o estimador dado por (6.2) é
polarizada, com fator polarizador igual à exp(1/2b), que, por sua vez, depende da razão σdB/η. A
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Fig. 6.2: Polarização da estimativa x em uma rede com um terminal âncora na origem e um terminal
desconhecido distante x = 100 m do terminal-âncora, em uma ambiente de propagação com perda
de percurso e desvanecimento lognormal.
Figura 6.2 mostra como E{xˆ} varia com σdB/η, para a rede mostrada na Figura 6.1, com x = 100
m. Valores elevados de σdB/η ocorrem em ambientes com desvanecimento lognormal intenso ou
perda de percurso reduzida. Observa-se pela Figura 6.2 que para, por exemplo, um ambiente com
desvanecimento lognormal com desvio-padrão de σdB = 6 e expoente de perda de percurso η = 2, a
polarização ultrapassa a 25%. Portanto, a suposição de que a estimativa da distância é não-polarizada,
como adotado em muitos trabalhos, deve ser feita com base no ambiente considerado.
6.2 Limite Inferior de Cramér-Rao com estimativas polarizadas
para canal com desvanecimento lognormal
Verificado que a polarização na estimativa da distância feita com base na potência recebida (cor-
rompida por desvanecimento lognormal) não é desprezível em alguns casos, determinaremos nesta
seção o limite de Cramér-Rao para o caso da rede em 1D ilustrada na Figura 6.1, levando em conta a
polarização.
O problema de localização em questão é um problema de estimação de um parâmetro determinís-
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tico (a distância x), em que o estimador gera estimativas polarizadas na forma
E{xˆ} = x+ h(x) , (6.5)
com h(x) sendo a função de polarização aditiva. A formulação de Cramér-Rao para este caso estabe-
lece que o limite inferior da variância do erro de estimação, denotado por σ2P , é dado por [27]
σ2P = h(x)
2 −
[
1 + dh(x)
dx
]2
E
{
d2log[f(P )]
dx2
} , (6.6)
em que f(P ) é a função densidade de probabilidade das observações (potência do sinal recebido, no
caso aqui considerado).
A determinação do limite de Cramér-Rao será dividido em duas etapas: (i) determinação do termo
E
{
d2log[f(P )]/dx2
}
e (ii) determinação do termo h(x).
A potência recebida é corrompida por desvanecimento lognormal de desvio-padrão σdB, de forma
que a densidade f(P ) é dada por
fP (P ) =
ξ
σ
√
2pi
1
P
exp
[
− (10log10P − µ)
2
2σ2dB
]
, (6.7)
em que ξ = 10/log10 e
µ = P0,dB − 10ηlog10
(
x
x0
)
. (6.8)
A expressão (6.7) pode ser reescrita na forma de (5.9), ou seja,
fP (P ) =
ξ
σ
√
2pi
1
P
exp
{
− b
8
[
log
(
x2
xˆ2
)]2}
, (6.9)
onde b é dado por (6.4) e xˆ é escrito como
xˆ = x010
P0,dB−PdB
10η
= x0
(
P0
P
)1/η
.
(6.10)
A forma de fP (P ) apresentada em (6.9) é mais apropriada para os nossos propósitos, pois explicita o
parâmetro a ser estimado x, facilitando a derivação de fP (P ) com relação à x.
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Calculando o logaritmo de (6.9) tem-se
log[fP (P )] = log
(
k
P
)
− b
8
[
log
(
x2
xˆ2
)]2
, (6.11)
com k = ξ√
2piσ
.
Agora, tomando-se a segunda derivada de (6.11) com relação ao parâmetro a ser estimado x,
resulta em
d2log(fP (P ))
dx2
= − b
2x2
[
2− log
(
x2
xˆ2
)]
. (6.12)
Por fim, calcula-se o valor médio de (6.12) com relação às observações realizadas xˆ,
E
{
d2log(fP (P ))
dx2
}
= E
{
b
2x2
[
log
(
x2
xˆ2
)
− 2
]}
= b
x2
E
{
log
(
x
xˆ
)}
− b
x2
= − b
x2
log
(
E
{
xˆ
x
})
− b
x2
= − b
x2
log
(
E{xˆ}
x
)
− b
x2
,
(6.13)
Relembrando que E{xˆ}
x
= exp( 1
2b
), de acordo com (6.3), chega-se finalmente a
E
{
d2log(fP (P ))
dx2
}
= − b
x2
[
2b+ 1
2b
]
. (6.14)
O próximo passo é a determinação da função de polarização h(x). A expressão (6.3) fornece o
valor de E{xˆ}. Assim, através de uma rápida manipulação, pode-se reescrever (6.3) como
E{xˆ} = x exp(α)
= x− x+ x exp(α)
= x+ x[exp(α)− 1] ,
(6.15)
em que α = 1/2b.
Comparando (6.15) com (6.5), chega-se que a função do polarizador é
h(x) = x
[
exp
(
1
2b
)
− 1
]
, (6.16)
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Fig. 6.3: Limites Inferiores de Cramér-Rao quando se consideram estimadores polarizados e não-
polarizados, para a rede mostrada na Figura 6.1 com x = 100 m, e considerando apenas o desvaneci-
mento lognormal.
com sua derivada em relação a x igual a
dh(x)
dx
= exp
(
1
2b
)
− 1 . (6.17)
Assim, substituindo os resultados obtidos em (6.14), (6.16) e (6.17) na Eq. (6.6), obtém-se o
limite de Cramér-Rao para o problema de localização na rede mostrada na Figura 6.1, considerando
desvanecimento lognormal e estimador polarizado
σ2L,P = x
2
[
exp
(
1
2b
)
− 1
]2
+ 2x2
exp
(
1
b
)
2b+ 1
. (6.18)
A expressão do limite inferior de Cramér-Rao quando se supõe estimador não-polarizado pode
ser obtida eliminando-se os termos referentes à função de polarização da Eq. (6.6), ou seja,
σ2
L,N˜P
= − 1
E
{d2log(f(P ))
dx2
} = 2x2
2b+ 1
. (6.19)
A Figura 6.3 mostra resultados de análise de uma rede como aquela ilustrada na Figura 6.1, para
x = 100 metros. São apresentados os limites de Cramér-Rao supondo que o estimador é polarizado
6.3 Limite Inferior de Cramér-Rao com estimativas polarizadas para canal com
desvanecimento lognormal e Nakagami-m 77
e supondo que o estimador é não-polarizado. Além disso, esta figura mostra a raiz quadrada do erro
quadrático médio teórico e simulado. O erro quadrático médio teórico para este caso é dado por
E{(x− xˆ)2} = x2 − 2x2 exp
(
1
2b
)
+ x2exp
(
2
b
)
. (6.20)
Primeiramente, observa-se que a diferença entre os valores de limite de Cramér-Rao supondo po-
larização e não-polarização aumentam com o aumento da intensidade do desvanecimento lognormal
(maiores σdB) ou com a diminuição da perda devido o percurso (menores valores de η).
Observa-se também que a polarização, que de fato existe, na estimativa da distância a partir da
potência recebida, provoca um aumento do limite inferior de Cramér-Rao. Assim, o limite de Cramér-
Rao calculado levando-se em conta a polarização do estimador está mais próximo do valor de erro
quadrático médio obtido por simulação.
6.3 Limite Inferior de Cramér-Rao com estimativas polarizadas
para canal com desvanecimento lognormal e Nakagami-m
Na seção anterior, foi apresentada uma análise do limite inferior de Cramér-Rao considerando
estimativas polarizadas em um caso simples de localização em uma dimensão. As estimativas eram
baseadas em medições de potência do sinal recebido, sobre as quais atuavam somente os efeitos
da perda de percurso e do desvanecimento de larga escala, modelado como tendo uma distribuição
lognormal.
Nesta seção, esta análise será ampliada para o caso em que o modelo de canal de propagação
inclui também o desvanecimento de pequena escala, modelado como um processo Nakagami. Como
será visto, a inclusão do desvanecimento Nakagami enfatiza a polarização das estimativas de x.
6.3.1 O desvanecimento de pequena escala
O desvanecimento de pequena escala (ou rápido) se caracteriza por rápidas flutuações na ampli-
tude do sinal devido aos múltiplos percursos de propagação do sinal. Assim, o sinal que parte do
transmissor chega ao receptor em forma de várias réplicas, com diferentes amplitudes e fases que
somam-se, resultando em um sinal cujo envelope é oscilante.
O desvanecimento de pequena escala é geralmente modelado como um processo aleatório, e
as distribuições geralmente empregadas nesta modelagem são Rayleigh, Rice ou Nakagami-m. Na
análise apresentada nesta seção, o desvanecimento de pequena escala será modelado como um pro-
cesso Nakagami-m [30], conhecido então como desvanecimento Nakagami.
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A distribuição Nakagami é dada por
fz(w) =
2 mm w2m−1
Γ(m)Pm
exp
{
−m w
2
P
}
m ≥ 1/2 , (6.21)
em que P é a potência média do sinal (P = E{z2}), Γ(.) é a função gama e m é o parâmetro de
Nakagami que caracteriza a intensidade do desvanecimento. Quanto menor for m, mais severo é o
desvanecimento e quando m → ∞, fz(w) torna-se um impulso, o que caracteriza a situação sem
desvanecimento.
Deve-se notar que a distribuição Nakagami é observada no envelope do sinal e não na sua potência.
A potência de um sinal afetado pelo desvanecimento Nakagami tem distribuição gama, dada por
fz2(w) =
(m
P
)m wm−1
Γ(m)
exp
{
−m w
P
}
. (6.22)
Quando o desvanecimento de larga escala é também considerado, o valor médio da potência do
sinal (parâmetro P nas expressões (6.21) e (6.22)) é agora uma variável aleatória. Para o desvaneci-
mento de larga escala lognormal, P segue a distribuição lognormal dada por (6.7).
Portanto, quando o desvanecimento Nakagami-m e o desvanecimento lognormal são considera-
dos, a potência do sinal recebido segue uma distribuição composta gama - lognormal dada por
fz2(w) =
∫ ∞
0
(m
P
)m wm−1
Pm
exp
{
−m w
P
}
× ξ
σ
√
2pi
1
P
exp
[
− (10log10P − µ)
2
2σ2dB
]
dP . (6.23)
Pode-se mostrar [30] que a distribuição em (6.23) pode ser aproximada por uma distribuição log-
normal cujo valor médio µ1 e variância σ21,dB dependem do valor médio e variância do desvanecimento
lognormal (µ e σ2dB) e do parâmetro m do desvanecimento Nakagami na seguinte forma:
µ1 = µ+ A (6.24)
e
σ21,dB = σ
2
dB +B
2 , (6.25)
em que as variáveis A e B são dadas por
A =
10
log(10)
[
−0, 5772 +
m−1∑
k=1
1
k
− log(m)
]
(6.26)
B2 =
[
10
log(10)
]2 ∞∑
k=0
1
(m+ k)2
. (6.27)
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A aproximação acima é válida para σdB > 6 quando m = 1, e para todos os valores de σdB quando
m > 2.
Assim, a nova relação entre a potência recebida e a distância é dada por
P1,dB = P0,dB − 10ηlog10
(
x
x0
)
+ χ+ A , (6.28)
em que χ é uma variável aleatória com distribuição normal de média nula e variância σ21,dB.
A determinação do limite de Cramér-Rao para este caso (com desvanecimento lognormal e Naka-
gami) seguirá as mesmas duas etapas empregadas no caso em que o modelo de canal continha apenas
o desvanecimento lognormal. Começaremos, no entanto, pela determinação do valor médio estimado
E{xˆ1} e da função de polarização.
Usando um estimador do mesmo tipo empregado na Seção 6.1, ou seja,
xˆ1 = x0 10
P0,dB−P1,dB
10η , (6.29)
pode-se mostrar que a nova expressão do estimador incluindo o desvanecimento Nakagami é
xˆ1 = x 10
−(χ+A)
10 η . (6.30)
A esperança de (6.30) é dada por
E{xˆ1} = x 10
−A
10η E{10−χ10η }
= x 10
−A
10η exp
(
1
2b1
)
= x exp(β) ,
com
b1 =
(
10η
σ1,dB log 10
)2
(6.31)
e
β =
1
2b1
− A log 10
10η
. (6.32)
De imediato percebe-se, mais uma vez, a polarização existente nas estimativas de distância, agora
com a inclusão dos efeitos do desvanecimento de pequena escala. Observa-se que a polarização de-
pende não apenas da razão σ1,dB/η, mas também do valor de η, como mostra (6.32). Esta dependência
do valor particular de η fica claro nas Figuras 6.4 e 6.5 em que são mostrados os valores de E{xˆ1}
para a rede da Figura 6.1, e para m = 2, 5 e m = 5, respectivamente. Portanto, em ambientes com
baixa perda de percurso, o efeito do desvanecimento na estimativa é enfatizado. Observa-se também
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Fig. 6.4: Polarização na estimação de x com desvanecimento lognormal e Nakagami, para a rede
mostrada na Figura 6.1 com x = 100 metros e parâmetro de Nakagami m = 2, 5.
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Fig. 6.5: Polarização na estimação de x com desvanecimento lognormal e Nakagami, para a rede
mostrada na Figura 6.1 com x = 100 metros e parâmetro de Nakagami m = 5.
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que, como esperado, quando m cresce, o caso com desvanecimento lognormal e Nakagami tende para
o caso com desvanecimento lognormal apenas.
Retornando à derivação da função de polarização, seguindo mesmo procedimento adotado para
obtenção de (6.15), chega-se a
E{xˆ1} = x exp(β)
= x− x+ x exp(β)
= x+ x[exp(β)− 1] .
(6.33)
Portanto, a função de polarização é dada por
h1(x) = x [exp(β)− 1] . (6.34)
Consideremos agora a distribuição da potência do sinal recebido. Para o caso com desvanecimento
lognormal e Nakagami, a potência do sinal recebido é aproximada para uma variável com distribuição
lognormal de média µ1 e variância σ21,dB, ou seja
fP1(P1) =
ξ
σ1,dB
√
2pi
1
P1
exp
[
− (10log10P1 − µ1)
2
2σ21,dB
]
, (6.35)
onde ξ = 10/log10.
Novamente seguindo a derivação descrita no Apêndice D, podemos reescrever (6.35) da seguinte
forma
fP1(P1) =
ξ
σ1,dB
√
2pi
1
P1
exp
{
− b1
8
[
log
(
x2
xˆ21
)]2
,
}
, (6.36)
em que
b1 =
(
10η
σ1,dBlog10
)2
. (6.37)
A segunda derivada de fP1(P1) é então
d2log(fP1(P1))
dx2
= − b1
x2
+
b1
2x2
log
(
x2
xˆ21
)
. (6.38)
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Por fim, tomando-se a esperança com relação à xˆ1 obtém-se
E
{
d2log(fP1(P1))
dx2
}
=
b1
2x2
.E
{
log
(
x2
xˆ21
)}
− b1
x2
=
b1
2x2
[
− 2logE
{
xˆ1
x
}
− 2
]
= − b1
x2
[
log
(
E{xˆ1}
x
)
+ 1
]
= − b1
x2
{
log[exp(β)] + 1
}
(6.39)
e, portanto
E
{
d2log(fP1(P1))
dx2
}
= − b1
x2
[
β + 1
]
. (6.40)
Finalmente, com as expressões (6.34) e (6.40) aplicadas a (6.6), obtém-se a expressão do limite
inferior de Cramér-Rao, considerando a polarização das estimativas e desvanecimento lognormal e
Nakagami:
σ2LN,P = x
2 [exp(β)− 1]2 + x
2exp(2β)
b1(β + 1)
. (6.41)
A Figura 6.6 mostra o limite inferior de Cramér-Rao, comparando o caso com desvanecimento
lognormal e o caso com desvanecimento lognormal e Nakagami, para a topologia mostrada na Figura
6.1 com x = 100 m, e η = 3. Observa-se que, em concordância com os resultados mostrados nas
Figuras 6.4 e 6.5, a presença do desvanecimento Nakagami eleva o erro de estimação. Além disso,
observa-se que se m → ∞, o limite para o caso com desvanecimento lognormal e Nakagami tende
para o caso com desvanecimento lognormal apenas.
Por fim, a Figura 6.7 compara resultados de simulação para o estimador
xˆ = x0 10
P0−Prx
10η (6.42)
para os casos com desvanecimento lognormal apenas e com desvanecimento lognormal e Nakagami.
Para este último caso, é também exibido o resultado quando aproximação sugerida por Stüber (Eqs.
(6.24) e (6.25)) é adotada. Observa-se que para o caso com desvanecimento lognormal e Nakagami,
os resultados de simulação (com e sem aproximação) estão mais distantes do respectivo limite de
Cramér-Rao do que no caso com desvanecimento lognormal apenas. Esta diferença pode ser justifi-
cada pela aproximação empregada para a distribuição conjunta lognormal-Nakagami.
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Fig. 6.6: Comparação entre os limites inferiores de Cramér-Rao com polarização das estimativas,
com desvanecimento lognormal Nakagami, para a rede mostrada na Figura 6.1 com x = 100 metros
e η = 3.
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Fig. 6.7: Comparação entre o Limite Inferior de Cramér-Rao e resultados de simulação para canal
como desvanecimento lognormal Nakagami, para a rede mostrada na Figura 6.1 com x = 100 metros
e η = 3.
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6.4 Conclusões
Analisando com mais detalhes a técnica de estimação de distâncias baseadas em observações de
potências do sinal recebido, verificou-se que, quando estas são afetadas pelo desvanecimento lento,
modelado como um processo lognormal, tais estimativas de distâncias sofrem os efeitos da polari-
zação introduzida pelo estimador. Esse fato estimulou uma análise mais profunda do limite inferior
de Cramér-Rao, dessa vez incluindo os efeitos da polarização. Nesse contexto, comparando os dois
casos (inclusão ou não dos efeitos da polarização), pôde-se perceber a influência da polarização no
LICR dependente da razão σdB/η. Quando esta razão tem valor pequeno, a polarização tem efeitos
desprezíveis no LICR. Contudo, quando a razão cresce, o que ocorre em ambientes com altos níveis
de desvanecimento ou baixos níveis de perda de percurso, os efeitos da polarização se tornam mais
evidentes. Outro resultado obtido é que a introdução do efeitos desvanecimento de pequena escala,
modelado com uma variável Nakagami, faz com que o LICR do erro de localização seja maior do que
aquele obtido quando se considera somente o desvanecimento lento. O aumento do LICR se acentua
à medida que os efeitos do desvanecimento de pequena escala crescem, traduzidos pela diminuição
do parâmetro m da distribuição Nakagami. Em outras palavras, um aumento dos níveis dos desvane-
cimentos de larga e pequena escala é nocivo ao desempenho de técnicas de localização que utilizam
como observações a potência do sinal recebido para estimar as distâncias entre os terminais.
Capítulo 7
Conclusões e Investigações Futuras
Devido à importância das redes de sensores sem fio (RSSF) atualmente, o problema da localização
neste tipo de redes tem atraído grandes esforços de pesquisa. Tais pesquisas têm resultado em um
grande número de técnicas de localização propostas.
O Capítulo 3 mostrou como as técnicas de localização podem ser classificadas. Algumas das
principais técnicas existentes na literatura foram brevemente apresentadas. Três técnicas encontradas
na literatura foram selecionadas para análise de desempenho. Como uma das contribuições deste
trabalho, foram propostas nesse capítulo duas técnicas de localização, denominadas Média de Mul-
tilaterações e Média de Distâncias entre estimativas Intermediárias e Âncoras, ambas baseadas na
potência do sinal recebido (RSS) e que se destacam pela sua simplicidade.
O Capítulo 4 mostrou uma análise comparativa de desempenho (erro de localização) entre as téc-
nicas discutidas no Capítulo 3. Uma característica importantes destas técnicas é o fato delas empre-
garem na localização apenas as distâncias entre os terminais desconhecidos e terminais-âncora, e não
as distâncias entre terminais desconhecidos. Foram avaliados os efeitos do ambiente de propagação,
como o desvanecimento de larga escala e as perdas de percurso, e também de aspectos relacionados
à topologia da rede, como densidade e disposição dos terminais-âncora. Foi observado que, como
esperado, a adição de terminais-âncora reduz o erro de localização. No entanto, há um limite para o
número de terminais-âncora, acima do qual torna-se inútil adicionar novos terminais-âncora, já que
pouca ou nenhuma melhoria é observada. Avaliou-se também os efeitos do formato do arranjo de
terminais-âncora no desempenho, comparando-se os casos com um arranjo regular e com um arranjo
aleatório. Observou-se que algumas técnicas são mais sensíveis que outras, o que pode ser um fator
importante no custo de implementação das técnicas de localização. Quanto aos efeitos do canal de
propagação, verificou-se que o desempenho degrada quando a razão entre o desvio padrão de des-
vanecimento lognormal e o expoente de perda de percurso aumenta. Por fim, foi mostrado que erro
de localização é maior na periferia da rede e menor no centro da rede, e que esta diferença pode ser
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reduzida posicionando os terminais-âncora na periferia da rede.
O Capítulo 5 mostrou uma análise do desempenho de técnicas de localização, agora empregando
o limite de Cramér-Rao para o erro de localização como ferramenta de análise. Técnicas avaliadas
foram aquelas baseadas nas observações de potência recebida, ângulo de chegada e tempo de chegada
(ToA). Neste capítulo as técnicas empregavam também as observações entre dois terminais desconhe-
cidos, e não apenas entre terminais desconhecidos e âncoras. Foram comparados os efeitos da adição
de terminais-âncora e de terminais desconhecidos no desempenho. Observou-se que adicionar ter-
minais desconhecidos também aumenta o desempenho do processo de localização, porém em um
menor grau do que o aumento observado pela adição de terminais-âncora. Neste sentido, foi avaliada
a equivalência entre terminais-âncora e terminais desconhecidos quando se pretende reduzir o erro de
localização pela adição de terminais na rede. Na investigação dos efeitos da disposição dos terminais-
âncora na rede, foi confirmada a conclusão obtida no Capítulo 4, de que o erro de localização assume
maiores valores na periferia da rede. Assim, dispor âncoras nessa região promove uma uniformização
do erro pela rede, além de reduzir o erro médio. Em um outro experimento, observou-se que o grau
de aleatoriedade na disposição dos terminais desconhecidos também tem impactos sobre o processo
de localização: quanto mais aleatória é a disposição, além do erro tornar-se levemente maior, maior é
sua variação pela rede, indicando que existe uma dependência entre o erro de localização e a posição
relativa entre desconhecidos e âncoras. Por fim, observou-se que as dimensões da rede (ou seja, as
distâncias entre os terminais) têm um forte impacto no erro de localização para a técnica baseada
na potência recebida, enquanto que para as técnicas baseadas no tempo de chegada e no ângulo de
chegada este impacto é menor.
Finalmente, o Capítulo 6 analisou a questão da polarização das estimativas de distâncias entre
dois terminais baseadas na potência recebida, que são usadas nas técnicas de localização. Na litera-
tura, os trabalhos tratando do limite de Cramér-Rao para o problema de localização supõem que estas
estimativas não são polarizadas. No entanto, foi mostrado que em ambientes com elevados níveis de
desvanecimento ou baixa atenuação devido o percurso esta suposição não é mais válida. Neste sen-
tido, foi derivada uma nova expressão para o limite de Cramér-Rao considerando a polarização, para
um caso simples de estimador. Aproveitando esta análise da polarização, foram derivadas expressões
para o limite de Cramér-Rao para o erro de localização considerando os efeitos do desvanecimento
Nakagami. Foi observado que este tipo de desvanecimento promove um aumento do erro de localiza-
ção.
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São listadas abaixo algumas propostas para trabalhos futuros relacionados ao que trata esta dis-
sertação:
• Este trabalho analisou o desempenho de técnicas de localização que utilizam apenas as ob-
servações entre terminais desconhecidos e terminais-âncora (Capitulo 4) e o desempenho de
técnicas que utilizam também as observações entre terminais desconhecidos (Capítulo 5). Uma
evolução imediata destas análise é a comparação entre estas duas classes de técnicas de locali-
zação, tanto por meio de simulação, como por meio do limite inferior de Cramér-Rao.
• No Capítulo 6 foi derivada uma expressão para o limite de Cramér-Rao, considerando a po-
larização das estimativas de distância por meio da potência recebida, e para um caso simples
de estimador para uma rede de uma dimensão. A evolução desta linha de pesquisa é a consi-
deração do caso de redes de duas dimensões. A dificuldade deste estudo está na derivação da
expressão do estimador supondo a polarização. Esta dificuldade por ser contornada por meio
do uso de métodos semi-analíticos.
• Os experimentos realizados no Capítulo 4 deste trabalho consideraram que os níveis de des-
vanecimento no sinal entre pares de terminais eram independentes. No entanto, esta é uma
hipótese simplificadora, uma vez que existe correlação espacial no desvanecimento. Portanto,
propõe-se como trabalho futuro a investigação da correlação espacial do desvanecimento no
desempenho de técnicas de localização.
• Os resultados apresentados neste trabalho mostraram que a principal causa de degradação do
desempenho das técnicas de localização baseadas na potência do sinal é o erro de estimação
das distâncias entre dois terminais, devido ao desvanecimento. Como trabalho futuro pretende-
se investigar formas de reduzir este erro de estimação. Uma possibilidade é estabelecer uma
relação conhecida entre as distâncias do terminal desconhecido até terminais-âncora, e usar esta
relação para corrigir as estimativas destas distâncias.
• Outra proposta de continuação deste trabalho é a implementação física de técnicas de locali-
zação, para que seja possível observar o comportamento do processo de localização em um
cenário real, e comparar tais resultados com aqueles obtidos nas simulações.
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Apêndice A
O método da lateração
As técnicas PR, MM e MDIA empregam em alguma etapa do processamento o método da late-
ração. Neste apêndice a formulação do método da lateração é apresentada, já com a notação para o
problema de localização em duas dimensões.
O método da lateração parte do conhecimento (ou estimativas) das distâncias di entre o terminal
desconhecido de posição (x, y), e m ≥ 3 terminais-âncora Ai, localizados nas posições (xi, yi),
i = 1, . . . ,m.
Portanto, tem-se um sistema de m equações
d21 = (x− x1)2 + (y − y1)2
d22 = (x− x2)2 + (y − y2)2
...
d2m = (x− xm)2 + (y − ym)2
, (A.1)
cujas incógnitas são as coordenadas do terminal desconhecido (x, y). Tal sistema de equações pode
ser linearizado subtraindo a última equação de todas as outras m − 1 equações, levando a um novo
sistema que pode ser escrito na forma matricial
Ax = b , (A.2)
em que
A = −2

(x1 − xm) (y1 − ym)
...
...
(xm−1 − xm) (ym−1 − ym)
 , (A.3)
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b =

d21 − d2m − x21 + x2m − y21 + y2m
...
d2m−1 − d2m − x2m−1 + x2m − y2n−1 + y2m
 (A.4)
e
x =
[
x
y
]
. (A.5)
O sistema de (A.2) pode ser resolvido com o uso do método dos mínimos quadrados, resultando
em
xˆ = (ATA)−1ATb . (A.6)
Apêndice B
Valor médio da distância estimada
Seja dˆ a estimativa de uma distância d corrompida pelo desvanecimento de larga escala, modelado
como um processo lognormal. Então,
dˆ = d 10
−χ
10 η , (B.1)
onde χ é uma variável aleatória normal com média nula e desvio-padrão σdB, e η é o expoente de
perda de percurso. A esperança (valor médio) de dˆ é dado por
E{dˆ} = ∫∞−∞ d 10 −χ10 η . 1σdB√2pi exp{− χ22σ2dB} dχ
= d
σdB
√
2pi
∫∞
−∞ exp
{
−χ log 10
10η
}
exp
{
− χ2
2σ2dB
}
dχ
= d
σdB
√
2pi
∫∞
−∞ exp
[
−
(
1
2σ2dB
χ2 + log 10
10η
χ
)]
dχ .
(B.2)
Com auxílio da identidade∫ ∞
−∞
exp
[− (a x2 + b x)] dx =√pi
a
exp
(
b2
4a
)
,
chega-se a
E{dˆ} = d exp
[
1
2
(
σdB log 10
10η
)2]
= d exp
(
1
2b
)
, (B.3)
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com
b =
(
10η
σdb log 10
)2
. (B.4)
Apêndice C
Formulação matemática do Limite Inferior
de Cramér-Rao
Neste apêndice é apresentada a formulação geral do Limite Inferior de Cramér-Rao [26], para o
caso de um estimador não-polarizado. Seja aˆ(X) a estimação não-polarizada de um parâmetro deter-
minístico A, feita a partir das observações X. A função densidade de probabilidade das observações
X é f(X|A), também denominada função de verossimilhança.
Teorema 1 A desigualdade de Cramér-Rao estabelece que, assumindo a condição de regularidade
para f(X|A)
E
{
∂ log f(X|A)
∂A
}
= 0 para todo A , (C.1)
qualquer estimador não-polarizado obedece:
var[aˆ(X)− A] >
(
E
{[
∂ log f(X|A)
∂A
]2})−1
. (C.2)
Prova: Uma vez que se assume estimativas não-polarizadas, temos que:
E[aˆ(X)− A] ,
∫ ∞
−∞
f(X|A)[aˆ(X)− A]dX = 0 . (C.3)
Derivando com respeito a A, obtém-se:
d
dA
∫ ∞
−∞
f(X|A)[aˆ(X)− A]dX =
∫ ∞
−∞
∂
∂A
{f(X|A)[aˆ(X)− A]} dX = 0 .
97
98 Formulação matemática do Limite Inferior de Cramér-Rao
Aplicando a regra da cadeia, chega-se a∫ ∞
−∞
∂f(X|A)
∂A
[aˆ(X)− A]dX−
∫ ∞
−∞
f(X|A)dX = 0 . (C.4)
Sabendo que o segundo termo do lado esquerdo da equação (C.4) é igual a 1, e que
∂f(X|A)
∂A
=
∂ log f(X|A)
∂A
f(X|A) ,
então, resulta ∫ ∞
−∞
∂ log f(X|A)
∂A
f(X|A)[aˆ(X)− A]dX = 1 .
Reescrevendo a equação acima na forma∫ ∞
−∞
[
∂ log f(X|A)
∂A
√
f(X|A)
][√
f(X|A)[aˆ(X)− A]
]
dX = 1
e aplicando a desigualdade de Schwarz, tem-se que{∫ ∞
−∞
[
∂ log f(X|A)
∂A
]2
f(X|A)dX
} {∫ ∞
−∞
[aˆ(X)− A]2f(X|A)dX
}
> 1 ,
de onde se obtém
E{[aˆ(X)− A]2]} > E
{[
∂ log f(X|A)
∂A
]2}−1
.
Apêndice D
Função densidade de probabilidade da
potência recebida sob desvanecimento
lognormal
Seja PdB a variável aleatória normal com média µ e desvio-padrão σ, que modela a potência
recebida (em decibéis) a uma distância d do transmissor, em um ambiente de propagação com perda
de percurso e desvanecimento lognormal. O valor médio µ é dado por
µ = P0,dB − 10 η log10
(
d
d0
)
, (D.1)
em que η é o expoente de perda de percurso e P0,dB é a potência medida a uma distância de referência
d0.
A função densidade de probabilidade da potência P recebida em watts, ou seja
P = 10PdB/10 (D.2)
é dada por
fP (P ) =
ξ
σ
√
2pi
1
P
exp
[
− (10log10P − µ)
2
2σ2
]
(D.3)
em que ξ = 10/log10.
De modo a simplificar a Eq. (D.3), seja
z = 10log10P − µ = 10log10P − [P0,dB − 10ηlog10(d/d0)] .
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Logo
z = 10log10P − 10log10P0 + 10ηlog10(d/d0)]
= η
[
10
η
log10P −
10
η
log10P0 + 10log10
(
d
d0
)]
= η
[
10log10
(
P
P0
) 1
η
+ 10log10(d)− 10log10(d0)
]
,
com P0 = 10P0,dB/10 e, portanto,
z = η
{
10log10
[
1
d0
(
P
P0
) 1
η
]
+ 10log10(d)
}
. (D.4)
Contudo, partindo da Eq. (D.1) e com o auxílio da Eq. (D.2), pode-se obter uma estimativa da
distância d a partir da potência recebida
dˆ = d0
(
P0
P
) 1
η
.
Substituindo este resultado em (D.4) chega-se a
z = 10η log10
(
d
dˆ
)
= 10η
log(d/dˆ)
log(10)
. (D.5)
Substituindo a expressão acima em (D.3) chega-se a
fP (P ) =
ξ
σ
√
2pi
1
P
exp
[
−
(
10η log(d/dˆ)log(10)
)2
2σ2
]
=
ξ
σ
√
2pi
1
P
exp
{
− 1
2
(
10η
σlog10
)2[
log
(
d
dˆ
)]2}
=
ξ
σ
√
2pi
1
P
exp
{
− 1
2
(
10η
σlog10
)2[
1
2
log
(
d2
dˆ2
)]2}
.
Portanto, a função densidade de probabilidade lognormal das medidas de potência recebida em watts,
relacionada às distâncias estimada e verdadeira é
fP (P ) =
ξ
σ
√
2pi
1
P
exp
{
− b
8
[
log
(
d2
dˆ2
)]2}
, (D.6)
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com
b =
(
10η
σ log 10
)2
. (D.7)
A forma como (D.6) está expressa é útil pois explicita a relação entre as observações P e o
parâmetro que se deseja estimar d.
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Apêndice E
Derivação da matriz de informação de Fisher
do LICR para observações baseadas na
potência do sinal recebido
Neste apêndice será brevemente descrita a derivação da matriz de Fisher no problema da localiza-
ção em uma rede sem fio, quando as observações são baseadas na potência do sinal recebido. A rede
contem n terminais desconhecidos e m terminais-âncora. O processo de localização usa as distâncias
entre terminais desconhecidos e âncoras, bem como as distâncias entre terminais desconhecidos. O
objetivo da técnica de localização é estimar as n primeiras posições da matriz γ dado por (5.5).
O ponto inicial para a determinação do limite inferior de Cramér alcançado por qualquer estimador
é a função densidade de probabilidade das observações. No caso de observações de potência do sinal
recebido (que seguem uma distribuição lognormal quando expressas em watts), as observações Xi,j
entre os terminais i e j são as potências de recepção Pi,j do sinal transmitido por i e recebido por j.
Assume-se que tais observações são independentes entre si.
fX|γ(Xi,j|γ) = 10/ log 10√
2piσ2dB
1
Xi,j
exp
[
− b
8
(
log
d2i,j
dˆ2i,j
)2]
, (E.1)
em que
b =
(
10η
σdB log 10
)2
. (E.2)
O logaritmo da função densidade conjunta das observações Xi,j , é dado por
l(X|γ) =
n+m∑
i=1
∑
j∈H(i),j<i
li,j ,
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do sinal recebido
em que li,j = log fX|γ(Xi,j|γ) e X é matriz das observações Xi,j . Usando a expressão (E.1), li,j é
escrita como
li,j = log
(
10/ log 10√
2piσ2dB
1
Xi,j
)
− b
8
(
log
d2i,j
dˆ2i,j
)2
,
com di,j =
√
(xi − xj)2 + (yi − yj)2.
Com estes resultados, já é possível determinar a matriz de informação de Fisher, dada por
F = E[−∇γ(∇γ log fX|γ(Xi,j|γ))T ] =

f1,1 . . . f1,n
... . . .
...
fn,1 . . . fn,n
 , (E.3)
em que
fk,l =

−∑j∈H(k)E[ ∂2∂γ2k lk,j
]
k = l
−IH(k)(l)E
[
∂2
∂γk∂γl
lk,l
]
k 6= l
(E.4)
onde IH(k)(l) é uma função que assume o valor 1 quando l ∈ H(k), e 0 caso contrário.
A matriz de Fisher para o caso da potência de recepção, denotada por FP, pode ser também
representada em termos de sub-matrizes, na forma
FP =
[
FPx,x FPx,y
FTPx,y FPy,y
]
. (E.5)
As sub-matrizes da diagonal principal, FPx,x e FPy,y, são dadas por (E.3), fazendo γ = ρx e γ = ρy,
respectivamente com ρx = [x1 . . . xn] e ρy = [y1 . . . yn]. De maneira similar obtém-se a sub-matriz
FPx,y.
Os elementos de cada sub-matriz são obtidos a partir das segundas derivadas parciais de li,j , e
diferem-se entre si dependendo dos valores de i e j e se as derivadas são tomadas com respeito a xi
ou yi. Por exemplo,
∂2li,j
∂x2j
= −b(xj − xi)
2
d4i,j
− b
2
log
(
d2i,j
dˆ2i,j
)[
d2i,j − 2(xj − xi)2
d4i,j
]
,
∂2li,j
∂xj∂xi
= b
(xj − xi)2
d4i,j
− b
2
log
(
d2i,j
dˆ2i,j
)[
2(xj − xi)2 − d2i,j
d4i,j
]
,
∂2li,j
∂xj∂yj
= −b(xj − xi)(yj − yi)
d4i,j
[
− log
(
d2i,j
dˆ2i,j
)
+ 1
]
.
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Observa-se que em todas as expressões surge o termo log(d2i,j/dˆ
2
i,j). Relembrando, di,j é a distância
verdadeira entre os terminais i e j, e dˆi,j é a variável aleatória representando a distância estimada, a
partir da observação da potência Pi,j . O operador esperança na expressão (E.4) é aplicado na variável
dˆi,j . Supondo que a estimativa dˆi,j é não-polarizada, a esperança do termo log(d2i,j/dˆ
2
i,j) é nula.
Assim, após algumas manipulações, obtém-se as expressões das sub-matrizes para o caso da potência
recebida na seguinte forma:
FPx,x =
 b
∑
i∈H(k)
(xk−xi)2
‖zk−zi‖4 k = l
−bIH(k)(l) (xk−xi)
2
‖zk−zi‖4 k 6= l
,
FPx,y =
 b
∑
i∈H(k)
(xk−xi)(yk−yi)
‖zk−zi‖4 k = l
−bIH(k)(l) (xk−xi)(yk−yi)‖zk−zi‖4 k 6= l
,
FPy,y =
 b
∑
i∈H(k)
(yk−yi)2
‖zk−zi‖4 k = l
−bIH(k)(l) (yk−yi)
2
‖zk−zi‖4 k 6= l
.
(E.6)
Tais sub-matrizes e, posteriormente, a matriz de informação de Fisher, podem ser prontamente
determinadas a partir da topologia da rede e das características do canal de propagação.
