Abstract. This paper is devoted to the mathematical analysis of the diffraction of an electromagnetic plane wave by a biperiodic structure. The wave propagation is governed by the time-domain Maxwell equations in three dimensions. The method of a compressed coordinate transformation is proposed to reduce equivalently the diffraction problem into an initial-boundary value problem formulated in a bounded domain over a finite time interval. The reduced problem is shown to have a unique weak solution by using the constructive Galerkin method. The stability and a priori estimates with explicit time dependence are established for the weak solution.
Introduction
Consider the diffraction of an electromagnetic plane wave by a biperiodic structure, where the wave propagation is governed by the time-domain Maxwell equations in three dimensions. In optics, a biperiodic or doubly periodic structure is called a crossed grating or a two-dimensional grating. Scattering theory in periodic structures have many important applications in micro-optics, which include the design and fabrication of optical elements such as corrective lenses, antireflective interfaces, beam splitters, and sensors. The basic electromagnetic theory of gratings can be traced back to Rayleigh's time [36] . Recent advance has been greatly accelerated due to the development of new mathematical and numerical methods including analytical or approximation methods, differential, integral, or variational methods, and many others. The time-harmonic problems, where electromagnetic waves oscillate sinusoidally with respect to the time, have been well studied. A great deal of results are available. An introduction to the grating problems can be found in Petit [35] . We refer to [3, 7, 13, 17, 20, 21, 32, 34] for the mathematical studies on the well-posedness of the diffractive grating problems. Numerical methods can be found in [4] [5] [6] 8, 10, 11, 19, 41, 42] for various approaches including the integral equation method and the finite element method. A comprehensive review can be found in [9] on mathematical modeling, analysis, and computational methods for diffrative optics.
The time-domain scattering problems have received ever-increasing attention due to their capability of capturing wide-band signals and modeling more general material and nonlinearity [16, [37] [38] [39] [40] . Compared with the time-harmonic scattering problems, mathematical studies are much less done for the time-domain counterparts due to the challenge of the temporal dependence. The analysis can be found in [15, [25] [26] [27] [28] 33] for the time-domain acoustic, elastic, and electromagnetic scattering problems in different structures including bounded obstacles, open cavities, and unbounded rough surfaces. In these works, the idea was to utilize the Laplace transform as a bridge between the time-domain and the frequency domain. The exact time-domain transparent boundary conditions were developed to reduce the scattering problems into initial boundary value problems in bounded domains. Using the energy method, the authors showed the well-posedness and stability for these time-dependent problems. One of the key steps was to establish some desired properties of the timedomain transparent boundary conditions. There are even fewer results for the time-domain grating problems. The numerical solution and the mathematical analysis can be found in [24] and [25] , respectively, for the one-dimensional grating problem, where the two-dimensional scalar wave equation was considered. It is left undone for the time-domain Maxwell equations in a biperiodic structure.
Besides the time dependence, there is another challenge of the problem: an unbounded domain. The unbounded domain needs to be truncated into a bounded one when doing analysis or numerical computation. An appropriate boundary condition needs to be imposed on the boundary of the truncated domain in order to avoid artificial wave reflection. Such a boundary condition is called a transparent boundary condition (TBC) or a non-reflecting boundary condition (NRBC). It has been an important and active research subject in the area of wave propagation [1, 18, 22, 29, 30] . It still remains the subject matter of much ongoing research, especially for the time-domain problems. We point out that the method proposed in [25] cannot be adopted to handle the three-dimensional Maxwell equations. It is too complicated, if not impossible, to show that the time-domain TBC has the desired properties in three dimensions.
This paper is devoted to the time-domain analysis of the electromagnetic scattering problem in a biperiodic structure by using a different method. It is known that the electromagnetic wave has a finite speed of propagation in the time-domain, i.e., it takes a certain amount of time for the wave to propagate over a distance. This feature differs from the infinite speed of propagation for the wave in the frequency domain. We make use of this fact and propose a compressed coordinate transformation to reduce the problem equivalently into an initial-boundary value problem in a bounded domain. Given any time T , we consider the problem in the finite time interval (0, T ]. Unlike the timeharmonic problem, the solution does not have quasi-periodicity with respect to the spatial variable r = (x 1 , x 2 ) ∈ R 2 in the time-domain. The method begins with change of variables to ensure that the solution of the new equation is periodic with respect to the spatial variable r. Hence, the periodic boundary condition can be used in the x 1 and x 2 directions. In the x 3 direction, we first specify a rectangular slab which contains the biperiodic structure with a possible inhomogeneous medium. The medium is homogeneous in the region above and below the slab, respectively. Then we pick two plane surfaces, one is far away above and another one is far away below the rectangular slab, such that the diffracted wave and the transmitted wave cannot reach the top surface and the bottom surface at the time T . Therefore the homogeneous Dirichlet boundary condition can be imposed on these two surfaces. Although the problem is now restricted into a bounded domain, the whole physical domain in the x 3 direction may be too large for actual computation. To overcome this issue, we apply the second change of variables and compress those two surfaces towards to the specified rectangular slab. This is done by mapping the two far away surfaces into the two surfaces which are slightly above and below the rectangular slab. The reduced problem can be formulated into a much smaller domain. Based on the Galerkin method and energy estimates, we prove the existence and uniqueness of the weak solution for the corresponding variational problem. Furthermore, we obtain a priori estimates with explicit dependence on the time.
The paper is organized as follows. In Section 2, we introduce the model problem, and present the change of variables and the compressed coordinate transformation to reduce the problem equivalently into an initial boundary value problem formulated in a bounded domain over a finite time interval. Section 3 is devoted to the analysis of the initial boundary value problem. The well-posedness is addressed and a priori estimates are obtained. We conclude the paper with some general remarks and directions for future work in Section 4.
Problem formulation
In this section, we introduce the mathematical model and define some notations on the timedomain scattering problem for Maxwell's equations in a biperiodic structure. Figure 1 . Problem geometry of the time-domain scattering by a biperiodic structure.
2.1.
Maxwell's equations. Let us first specify the problem geometry, which is shown in Figure  1 . Since the structure is biperiodic in r = (x 1 , x 2 ) ∈ R 2 , the problem can be restricted into one periodic cell
where Λ j , j = 1, 2 is a positive constant. Let
which may be filled with an inhomogeneous medium. Here h j , j = 1, 2 is a constant.
Denote
which is assumed to be filled with a homogeneous medium, respectively. Define the boundary
Consider the time-domain Maxwell's equations
where E, H are the electric and magnetic fields, and ε, µ are the dielectric permittivity and magnetic permeability and satisfy
Since the medium is assumed to be homogeneous away from Ω h , there exists constants ε j , µ j , j = 1, 2 such that
Throughout we also assume that εµ ≥ ε 1 µ 1 and
where ε min , ε max , µ min , µ max are constants.
Let (E inc , H inc ) be the electromagnetic plane waves that are incident upon the structure from Ω + h . Explicitly we have
where f is a smooth function and its regularity will be specified later, c = 1 
It is easy to verify that
To impose the initial conditions, we assume that the incident fields and total fields vanish for t ≤ 0, i.e.,
2.2. Change of variables. The incident fields (E inc , H inc ) are not periodic functions in r, but we can verify that
where
Motivated by the uniqueness of the solution, we assume that the total fields satisfy the same translation property, i.e.,
which shows that U and V are periodic functions with a period (Λ 1 , Λ 2 ) in r. It is clear to note that 5) which shows that U inc and V inc are also periodic functions of r, since they do not depend on r. Using the change of variables, we have from straightforward calculations that
. Hence, the Maxwell equations (2.1) can be reduced to the system of coupled equations for (U , V ) in R × R + :
3), we assume that the incident fields (E inc , H inc ) vanish for t ≤ 0. Combining (2.2) and (2.5), we obtain that U inc | t=0 = V inc | t=0 = 0, which implies the initial condition 
Hence the following boundary conditions can be imposed:
where ν 1 = (0, 0, 1) and ν 2 = (0, 0, −1) is the unit normal vector on Γ H 1 and Γ H 2 , respectively. Pick another two constantsĥ 1 ,ĥ 2 satisfying
Consider the change of variables
A simple calculation yields that
Clearly, the transform ψ keeps the domain Ω h unchanged, while compresses the domain Ω H into the domain Ωĥ. Let ( U , V ) be the transformed total fields of (U , V ) under the change of variables, i.e.,
It follows from a straightforward calculation that
With the aid of the function ψ ∈ C 1 ([ĥ 2 ,ĥ 1 ]) and the definition of the operator ∇ M , we assume that
where d ε and d µ are constants.
The system (2.6) can be written into a coupled system of equations for ( U , V ) in Ωĥ × (0, T ]:
In addition, ( U , V ) satisfy the initial condition
the periodic boundary condition
and the boundary condition
Eliminating the magnetic field V from (2.7), we get the wave equation for the electric field U :
Taking the dot product of (2.10) withα and using (2.8), we obtain
Since θ 1 and θ 2 are arbitrary, we have the initial condition ∂ t U | t=0 = 0. Similarly, we may eliminate the electric field U from (2.7) and obtain the wave equation for the magnetic field V :
11) It is clear to note from (2.9) and (2.11) that these two model equations can be handled in a unified way by formally exchanging the roles of ε and µ. Hence we shall only present the results by using (2.9) in this paper.
2.4. The reduced problem. Let H( curl; Ωĥ) and H( div; Ωĥ) be the Sobolev spaces which are defined by
Define a biperiodic subspace of H( curl; Ωĥ):
Now we define a biperiodic function space
which is a Sobolev space with the norm given by
For a given U inc , there exists a smooth lifting U 0 , which has a compact support contained in Ωĥ × (0, T ] and satisfies the boundary conditions:
We may consider an equivalent initial boundary value problem for W : to find a biperiodic function W such that 12) where the operator
The following results show that the operator ∇ t M ,α satisfies the usual divergence free conditions for the electromagnetic fields in Maxwell's equations.
, then the following divergence free conditions hold
Proof. It follows from (2.7) that
It is easy to note thatα
Substituting the above equations into (2.13), we get
We deduce from (2.14) that
Combining (2.15) and U | t=0 = ∂ t U | t=0 = 0, we obtain
Similarly, we may show that
which completes the proof.
Proof. For any function u ∈ H per,0 ( curl, div; Ωĥ) with ∂ t u ∈ L 2 (Ωĥ) 3 , we have
From (2.16) and (2.17), it is easy to obtain that
On the other hand, we have
Combining (2.18) and (2.19) gives 1
Similarly, we have 1
The proof is completed by combining (2.20) and (2.21).
Proof. For any t ∈ (0, T ], we have
It follows from the Cauchy-Schwarz inequality that
.
A simple calculation yields
Well-posedness
In this section, we present the main results of this work, which include the well-posedness and stability of the scattering problem and related a priori estimates.
3.1. Existence and uniqueness. Suppose that W = W (r,x 3 , t) is a smooth solution of (2.12) and define the associated mapping W :
Multiplying a test function Q ∈ H per,0 ( curl, div; Ωĥ) on both sides of the first equation in (2.12) and using the integration by parts, we obtain
Here (·, ·) in (3.1) is the inner product in L 2 (Ωĥ) 3 . We seek a weak solution W satisfying W ∈
per,0 ( curl, div; Ωĥ) is the dual space of H per,0 ( curl, div; Ωĥ). Hence the inner product (·, ·) can also be interpreted as the pairing ·, · , which is defined between H −1 per,0 ( curl, div; Ωĥ) and H per,0 ( curl, div; Ωĥ).
per,0 ( curl, div; Ωĥ)] is a weak solution of the initial boundary value problem
We adopt the Galerkin method to construct the weak solution of the initial boundary value problem (2.12) by solving a finite dimensional approximation. We refer to [23] for the method to construct the weak solutions of the general second order differential equations. The method begins with selecting smooth functions ξ k = ξ k (x), k ∈ N by requiring that {ξ k } ∞ k=1 is an orthogonal basis of H per,0 ( curl, div; Ωĥ) and {ξ k } ∞ k=1 is an orthogonal basis of L 2 (Ωĥ) 3 . For a positive integer m, let
where the coefficients w k m (t) satisfy
and for t ∈ (0, T ], we have
Theorem 3.2. For each m ∈ N, there exists a unique function W m , which is given in the form of (3.3) and satisfies (3.4)-(3.5).
Proof. Since {ξ k } ∞ k=1 is an orthogonal basis of H per,0 ( curl, div; Ωĥ), we have from (3.3) that
Substituting (3.6)-(3.8) into (3.5), we obtain the matrix form of the linear system of ordinary differential equations
where w m (t) = (w 1
Subject to the initial conditions (3.4), it follows from the standard theory of ordinary differential equations that there exists a unique C 2 function w m (t) satisfying (3.9) and (3.4) for t ∈ (0, T ]. Theorem 3.3. There exists a positive constant C depending only on Ω, T and the coefficients of the problem (2.12) such that Observe that
Combining (3.10)-(3.12) and using the Cauchy-Schwarz inequality, we obtain min{ε min , µ
It follows from Lemma 2.1 and the Cauchy-Schwarz inequality that
Combining (3.13)-(3.14) yields 15) where C 3 = max{1, C 4 + 2ε
Then (3.15) implies
Integrating the above inequality from 0 to t gives
which gives after applying the Gronwall inequality that
It follows from Lemma 2.2 that
where C 2 = max 
On the other hand, it follows from Lemma 2.2 that
Noting that t ∈ [0, T ] is arbitrary and using (3.18)-(3.19), we have
We conclude from (3.20) and Lemma 2.3 that
It follows from (3.3) and (3.5) that
which gives
By (3.18) and (3.22), we have
The proof is completed after combining (3.21) and (3.23).
Now we pass to limits in the Galerkin approximations to obtain the existence of a weak solution.
Theorem 3.4. There exists a weak solution of the initial boundary value problem (2.12).
Proof. It follows from the energy estimate in Theorem 3.3 that
per,0 ( curl, div; Ωĥ)]. Therefore, there exists a subsequence still denoted as
(3.24)
Next we fix an integer N and choose a function u ∈ C 1 ([0, T ]; H per,0 ( curl, div; Ωĥ)) of the form
where u k , k = 1, . . . , N are smooth functions. Selecting m ≥ N , then we have
Using (3.24) and taking the limits m → ∞ in (3.26) yields 27) which holds for any function u ∈ L 2 [0, T ; H per,0 ( curl, div; Ωĥ)] since functions of the form (3.25) are dense in this space. Moreover, we have from (3.27) that
Next is to verify
Choose any function u ∈ C 2 ([0, T ]; H per,0 ( curl, div; Ωĥ)) with u(T ) = u (T ) = 0. Using the integration by parts twice with respect to t in (3.27) gives
Similarly, we have from (3.26) that
Taking the limits m → ∞ in (3.30), using (3.4) and (3.24) yields
Comparing (3.29) and (3.31), we conclude (3.28) since u(0) and u (0) are arbitrary. Hence W is a weak solution of the initial boundary value problem (2.12).
Theorem 3.5. The initial boundary value problem (2.12) has a unique weak solution.
Proof. It suffices to show that W = 0 iff 1 =f 2 =f 3 = 0. Fix 0 ≤ s ≤ T and let
Then v(t) ∈ H per,0 ( curl, div; Ωĥ) for each t ∈ [0, T ], and satisfies
Since W (0) = 0 = v(s), from the integration by parts, we obtain
It is easy to note that v (t) = −W(t), 0 ≤ t ≤ s, from (3.32), we have
, we obtain from (3.33) that W = 0, which completes the proof.
3.2. Stability. In this section we discuss the stability estimate for the unique weak solution of the initial boundary value problem (2.12) and present a priori estimates with an explicit dependence on the time. Theorem 3.6. Let W be the unique weak solution of the initial boundary value problem (2.12).
Proof. It follows from the discussion in the previous section that the initial boundary value problem (2.12) has a unique weak solution
For any t ∈ [0, T ], consider the energy function
On the other hand, it follows from (2.12) and the integration by parts that
Combining (3.34)-(3.35) and using Young's inequality, we obtain
It is clear that
It follows from (3.36)-(3.37) that
Next we derive a priori estimates for the electric field with a minimum regularity requirement for the data and an explicit dependence on the time.
The variational problem of (2.12) is to find W ∈ H per,0 ( curl, div; Ωĥ) for t ∈ [0, T ] such that
Theorem 3.7. Let W be the unique weak solution of the initial boundary value problem (2.12).
Proof. Let 0 < s < T and define an auxiliary function
It is clear to note that
, using integration by parts and (3.39), we have
Next, we take the test function Q = Φ in (3.38) and integrating from t = 0 to t = s yields that
From (3.39), we now derive that
With the aid of (3.41) and (3.42), we have
In what follows, we estimate the three terms of the right-hand side of (3.43) separately. By the property of integration, we have
We obtain from (3.39) and using integration by parts that In what follows, we estimate the two terms on the left-hand side of (3.49) separately. It follows from the Cauchy-Schwarz inequality that . Taking the L ∞ -norm with respect to s on both sides of (3.52), we get by applying the Young inequality that
Similarly, we can get
L 2 (Ωĥ) 3 , which completes the proof.
Conclusion
In this paper, we have studied the time-domain electromagnetic scattering problem in a biperiodic structure. The three-dimensional Maxwell equations are considered. By developing the method of a compressed coordinate transformation, the scattering problem is reduced equivalently into an initial boundary value problem in a bounded domain. The well-posedness of the corresponding variational problem is proved by using the constructive Galerkin method. Moreover, by directly considering the variational problem of the time-domain Maxwell equation, we obtain the a priori estimates with explicit dependence on the time. The main ingredients of the proofs are the change of variables, the Galerkin method, and the energy method.
The method does not introduce any approximation or truncation error. It avoids the complicated error or convergence analysis which is needed for the TBC method. The reduced model problem is particularly suitable for numerical simulations due to its simplicity and small computational domain. We believe that the method is applicable to many other time-domain scattering problems imposed in open domains. Another possible research direction is to study the time-domain inverse diffractive grating problem, which is to determine the periodic structures giving rise to the measured wave patterns [2, 12, 14, 31] . We hope to report the work on the numerical analysis and computation, as well as the inverse problem elsewhere in the future.
