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Abstract
To monitor electrical activity throughout the power grid and mitigate outages, sensors known
as phasor measurement units can installed. Due to implementation costs, it is desirable to min-
imize the number of sensors deployed while ensuring that the grid can be effectively monitored.
This optimization problem motivates the graph theoretic power dominating set problem. In
this paper, we propose a novel integer program for identifying minimum power dominating sets
by formulating a set cover problem. This problem’s constraints correspond to neighborhoods of
zero forcing forts; we study their structural properties and show they can be separated, allow-
ing the proposed model to be solved via row generation. The proposed and existing methods
are compared in several computational experiments in which the proposed method consistently
exhibits an order of magnitude improvement in runtime performance.
Keywords: Power Domination, Combinatorial Optimization, Integer Programming, Compu-
tational Complexity, Graph, Zero Forcing
1 Introduction
In order to mitigate power outages, electric companies must monitor the power grid for electrical
imbalances. To observe the current and voltage levels across the power grid, sensors known as
Phasor Measurement Units (PMUs) can be installed at power substations. Although outfitting
all power substations with PMUs could provide the measurements necessary to monitor the power
grid, installation costs make it desirable to minimize the number of sensors implemented, while
still ensuring that the network can be effectively monitored. By utilizing basic circuit analysis
(e.g. Kirchoff’s Voltage laws and Ohm’s Law) and a partial set of measurements directly obtained
with PMUs, it is often possible to uniquely determine the voltage levels and currents of power grid
components which are not being directly measured. The resulting optimization problem, finding
minimal arrangements of sensors that can still effectively monitor the power grid, is broadly referred
to as the PMU placement problem and was originally introduced by Baldwin et al. [6].
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Since its introduction, many strategies for the PMU placement problem have been posed, often
ensuring that the resulting solutions have added resiliencies to natural disasters or malfunctioning
equipment. Notably among these are fault tolerant placement strategies [23], strategies which can
detect incorrect measurements [15, 24, 25], and multistage problems in which PMUs are installed
over several time periods [4, 31].
The PMU placement problem has also been posed in terms of graph networks, where it is known as
the power dominating set problem. An electrical network can be represented as a graph G = (V,E),
with power substations and transmission lines corresponding to vertices and edges. The set of power
substations housing PMUs then corresponds to a vertex set S ⊆ V . A set of rules called the power
domination color changing rules can be applied to S in which additional vertices can also be colored.
Haynes et al. [22] introduced the first set of power dominating color changing rules and showed
that if V can be entirely colored by their rules, and PMUs are placed at each substation in S, then
the state of each transmission line and power substation can be uniquely determined. Benson et
al. [7] later introduced a simpler color changeing rule, and showed it to be equivalent to the color
changing rule introduced by Haynes et al.
Power Domination Color Changing Rule: [7]
1. Color all vertices in or adjacent to an initial vertex set S.
2. While there are colored vertices each adjacent to exactly one uncolored vertex, color those
vertices.
The set of vertices that are colored at the end of this process is called the power dominating
closure of S, and is denoted as clP (S). If clP (S) = V , then S is called a power dominating set in
G. Furthermore, the cardinality of the minimum power dominating set(s) in G is called the power
dominating number of G, and is denoted as γP (G). Finding minimum cardinality power dominating
sets is equivalent to devising PMU placement strategies that can fully observe the network while
utilizing of a minimum number of sensors.
During the first step of the power domination color changing rules, called the domination step, all
uncolored vertices adjacent to an initially colored vertex are colored. In the second step, called
the propagation step, additional vertices are colored if they are the unique uncolored neighbor of a
colored vertex. An uncolored vertex u that is colored by a vertex v is said to be colored or forced
by that vertex. This terminology is used due to the similarity between power domination and the
related zero forcing color changing process in graphs [3], which we briefly introduce in a later section.
The propagation step corresponds to the inferences which can be made to uniquely the unmeasured
states of power substations and transmission lines. This process introduces additional complexity in
determining which parts of the electrical network can be observed. In many computational studies
of the PMU placement problem, this step is not considered. The resulting problem more closely
resembles the dominating set problem and thus computational methods for the PMU placement
problem cannot be directly compared to those in power domination.
Several variations of power domination have also been proposed. These include versions in which
the initial colored set must induce a connected graph [11, 18] or contain certain vertices [9, 28]. The
computational complexity of power domination has also been a topic of interest. While the power
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dominating set decision problem is known to be NP-Complete even in the case of planar bipartite
graphs [22], the power domination numbers of graphs in several classes can be computed with
polynomial time complexity algorithms, including: trees [22], block graphs [34], grid graphs [16],
interval graphs [26], and circular-arc graphs [27]. Despite wide interest in power domination,
relatively little work on computational methods has been published.
Currently, several integer programs (IPs) have been proposed. Each of these models have variables
corresponding to the a candidate initial set of colored vertices, and the sequence in which forces
occur so that all vertices are colored. Additionally, their constraints ensure that the order in which
forces occur in obeys the power domination color change rules. Aazami [1] first introduced an
IP of this style which Brimkov et al. [11] improved upon by reducing the number of variables
needed for the model. A third IP has also been introduced by Fan and Watson [18] which works
on similar principles as the two methods previously mentioned. However, their model considers a
slightly different problem than the standard power dominating set problem and cannot be directly
compared.
As the main result of this paper, we propose an alternative method for computing the power domi-
nation numbers of arbitrary graphs. Our method is based on a novel integer program which exploits
the neighborhood sets of structures called forts, arising in the related zero forcing problem. To for-
mulate this IP and verify that it correctly computes the power domination numbers of arbitrary
graphs, we study the structural properties of their neighborhoods, provide necessary and sufficient
conditions for vertex sets to be the neighborhoods of forts, and give a practical procedure by which
these neighborhoods can be identified. We also show two ways in which violated constraints for
our IP can be separated, thereby allowing our model to be solved with a row generation strategy,
unlike the existing methods.
In additional, we show several ways in which the runtime performance of both our method and
existing methods can be improved by exploiting the presence of special optimal solutions as well
as graph structures which commonly in electrical networks. We conclude with computational
comparisons of the method we propose with the IP proposed by Brimkov et al. [11], and consistently
demonstrate at least an order of magnitude improvement in runtime performance.
2 Notation
The following notation will be used throughout this paper. A graph, G = (V (G), E(G)) is an
ordered pair made up of a set of vertices V (G), and a set of edges, E(G) ⊆ V (G) × V (G). Often
these sets can be simply abbreviated as V,E, and the graph parameters order, n = |V |, and size,
m = |E|, are used for convenience. Two vertices u, v in V are said to be adjacent if the edge uv = e
is in E. Additionally, e = uv is said to be incident on its end vertices, u, v ∈ V . An edge uv is called
a loop if u = v or parallel if there exist two distinct edges exist between u, v. All graphs in this paper
are assumed to contain no loops or parallel edges. The open neighborhood of a vertex v is defined as
N(v) := {u ∈ V : uv ∈ E(G)}, and the closed neighborhood of v is defined as N [v] := N(v)⋃{v}.
Additionally, we define the open neighborhood of a set S as N(s) := (∪v∈SN(v))\S and the closed
neighborhood of S as N [S] = ∪v∈SN [v]. The degree of a vertex deg(v) := |N(v)|.
A graph H = (VH , EH) is said to be a subgraph of G if VH ⊆ V and EH ⊆ E. A subgraph H can
be induced in G with a vertex set S, denoted H = G[S] := (S, {uv ∈ E : {u, v} ⊆ E}). A path in
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G is a sequence of vertices (v1, v2, . . . , vk) such that for i = 1, 2, . . . , k − 1, vi is adjacent to vi+1.
G is called connected if for any two vertices u, v, there is a path from u to v. A graph is called a
cycle if it is connected and all vertices have degree 2. A graph is called a tree if it is connected and
does not contain any cycles. A component of a graph is a maximal set of vertices that induce a
connected subgraph. Additional notation and well known graph properties are provided by Bondy
and Murty [8].
3 Zero Forcing Fort Neighborhoods
The focus of this section is the structural properties of fort neighborhoods, and in particular the
development of necessary and sufficient conditions for vertex sets to be fort neighborhoods. We
include a brief introduction of zero forcing, derive a set cover formulation for the power dominating
set problem defined with fort neighborhoods, and introduce a vertex partitioning scheme used to
analyze fort neighborhoods and power dominating sets. In later sections, we show that several of
these results can be exploited for computational purposes.
3.1 Power Domination Set Cover Formulation
Similar to power domination, zero forcing is a dynamic graph process in which an initial set of
vertices are colored and additional vertices are colored as determined by a color changing rule. The
zero forcing color changing rules arose in two separate fields, both with physicists studying control
in quantum systems and with mathematicians seeking to bound the minimum rank of combinato-
rial matrices. The zero forcing color changing rule, considered for a graph G and an initial set of
colored vertices S ⊆ V , is stated below along with the definition of zero forcing forts, introduced
by Brimkov et al [10].
Zero Forcing Color Changing Rule: [12, 3]
1. While there are colored vertices each adjacent to exactly one uncolored vertex, color those
vertices.
Definition 1. A non-empty set of vertices F ⊆ V (G) is a zero forcing fort if for each vertex
v ∈ N(F ), |N(v) ∩ F | ≥ 2.
We refer to zero forcing forts simply as forts, and denote the set of forts in G as F (G). Similarly,
we will refer to a set which is the closed neighborhood of a fort a fort neighborhood, and denote the
set of fort neighborhoods in G as M (G). The following theorem is one of the main results posed
by Brimkov et al., and characterizes the relation between forts and zero forcing sets.
Theorem 1. [10] Let S be a set of vertices in a graph G and F ∈ F (G). If S is a zero forcing set
in G, then F ∩ S 6= ∅.
Proposition 1 is the power domination analogue of this theorem, which we show holds in both
directions.
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Proposition 1. Let S be a set of vertices in a graph G. Then S is a power dominating set in G
if and only if for all M in M (G), S ∩M 6= ∅.
Proof. We first prove the backwards direction by verifying its contrapositive statement. Let G be
a graph and let S ⊂ V be a set that is not power dominating in G. Let F := V \clP (S) 6= ∅. If any
v ∈ N(F ) has exactly one u neighbor in F , then v could color u. Since this cannot be the case,
no such u can exist, thus by definition F ∈ F (G). If any vertex v in F is adjacent to a vertex in
S, v would be colored in the domination step, thus v would be in clP (S). Since F ∩ N [S] = ∅,
N [F ] ∩ S = ∅ and thus the contrapositive holds.
The other direction is shown directly. Let S be a power dominating set in G. Consider an arbitrary
M ∈ M (G) and F ∈ F (G) such that M = N [F ]. Since S is a power dominating set in G if and
only if N [S] is a zero forcing set in G, by Theorem 1, N [S]∩F 6= ∅. Thus, S∩M = S∩N [F ] 6= ∅.

Motivated by Proposition 1, we formulate Model 1 as an IP defined for an arbitrary graph G. In
this model, each vertex in V (G) is represented with a binary variable sv, indicating the vertices of a
set S. Constraint 1 requires that S intersects each fort neighborhood present in G, thus a solution
of Model 1 is feasible if and only if the corresponding S is a power dominating set of G. Since
the objective function of Model 1 is |S|, the optimum of Model 1 is γP (G) and optimal solutions
indicate minimum cardinality power dominating sets.
Model 1: Set Cover Formulation
min
∑
v∈V
sv
s.t.
∑
v∈M
sv ≥ 1 ∀M ∈ M (G) (1)
sv ∈ {0, 1} ∀v ∈ V
Corollary 1. For a graph G, S is a power dominating set if and only if the characteristic vector
of S is a feasible solution for Model 1. Futhermore, the optimum of Model 1 is γP (G).
Balas and Ng [5] provide necessary and sufficient conditions for cover constraints in the form
of Constraint 1 to be facet inducing. An immediate consequence of their work is that for any
M ∈ M (G), if there exists M ∈ M (G) such that M ′ ⊂M , then the cover constraint generated by
M is not facet inducing for the feasible region of Model 1. To evaluate Model 1 then, it suffices to
consider the subset of M (G) consisting of minimal fort neighborhoods, denoted M 0(G) := {M ∈
M (G) : M is minimal in M (G)}.
Unfortunately, the number of constraints generated by minimal fort neighborhoods may still be
large with respect to the orders of the graphs considered. We state the claim here but relegate its
proof until later in the section, as the use of additional results are needed.
Proposition 2. There exists a sequence of graphs {Gk}∞k=3 such that
|M 0(Gk)| = Ω((√nk)!) as k →∞, where nk = |V (Gk)|.
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Figure 1: In the left graph F1 = {v6, v7}, F2 = {v1, v2, v4} are both forts, and |N [F1]| > |N [F2]|. If Model 1 is
being solved with a constraint generation approach, adding the constraint corresponding to N [F2] will reduce the
number of possible solutions more sharply than adding the constraint corresponding to N [F1]. In the right graph,
the vertex set F = {vi ∈ V : i is even, 1 ≤ i ≤ 12} ∈ F (G), and M = N [F ] = {v1, . . . , v13}. However, if any subset
of {vi ∈ V : i is odd, 1 ≤ i ≤ 12} is added to F , F is still a fort with N [F ] =M .
Since Model 1 may have a superpolynomial number of constraints, we adopt a constraint generation
approach for solving Model 1. We note that Bozeman et al. [9] introduced a similar IP for power
domination, and also propose the use of a constraint generation method with an auxiliary integer
program. However in the constraint generation method they propose, fractional solutions of the
master problem can lead their auxiliary integer program to generate constraints that are already
satisfied by the fractional solution. Additionally, their constraint generation approach depends on
the discovery of fort sets rather than the fort neighborhoods. The next set of observations show
why fort neighborhoods are the focus of our study rather than simply the forts themselves.
Observation 1. There exists a graph G and M ∈ M (G) such that the bound |{F ∈ F (G) : N [F ] =
M}| = Ω(2n) holds.
Observation 2. The neighborhoods of minimum cardinality forts are not necessarily minimum car-
dinality fort neighborhoods, and minimum cardinality fort neighborhoods do not necessarily contain
minimum weight forts.
The graph on the right in Figure 1 provides an example of a graph G and fort neighborhoodM such
that many forts have the same closed neighborhood. Observation 2 is demonstrated by the graph
on the left in Figure 1; in the example, {v6, v7} is a minimum cardinality fort yet fort {v1, v2, v4}
has a smaller closed neighborhood. Additionally, the second half of the observation is seen when
vertices v1, v2, v4 have weight 1, v8 has weight 10, and all other vertices have weight 0.
Generating constraints that contain a small number of variables often greatly reduces the time
needed to solve set cover models like Model 1 in practice. Since these constraints are more difficult
to satisfy than those with large numbers of variables, the solution space is more efficiently reduced
if these stronger constraints are imposed. With Observation 2 however, we note that finding
minimum cardinality forts does not necessarily lead to the discovery of minimum cardinality fort
neighborhoods. Thus, if constraints are generated solely by finding forts, they are likely to be less
effective than constraint generation methods that directly identify fort neighborhoods. Bearing this
in mind, we turn our attention to fort neighborhoods so that such a constraint generation approach
can be devised.
6
Figure 2: IEEE 14, 30 Bus Networks with J(G) in gray. Proposition 4 notes at least one minimum cardinality
power dominating set is contained in J(G). Shown later in Figures 6, 7, often half or fewer of the vertices in electrical
network graphs are junctions.
3.2 Junction Vertex Partition
We begin by introducing two sets defined for an arbitrary graph G: J(G) := {v ∈ V : deg(v) ≥ 3},
P(G) := {V (P ) : P is a component of G[V \J(G)]}. We call vertices in J(G) junctions, vertex
sets in P(G) junction paths, and note that {J(G)} ∪ P forms a partition of V . In the case that G
is connected and J(G) is non-empty, several statements can be easily verified.
Proposition 3. For any P ∈ P(G), the following statements hold:
1. There exist w1, w2 ∈ P : N(P ) = (N(w1) ∪N(w2))\P
2. 1 ≤ |N(P )| ≤ 2
3. N(P ) ⊆ J(G)
Proof. To show this first statement, let P ∈ P(G). Let p = |P | and P be labeled v1, . . . , vp such
that vivi+1 ∈ E for i ∈ {1, . . . , p − 1}. Since deg(v) ≤ 2 for any v ∈ P and |N(vi) ∩ P | = 2 for
i ∈ {2, . . . , p− 1}, N(P ) = (N(v1)\P ) ∪ (N(vp\P )) = (N(v1) ∪N(vp))\P .
To show the second statement, suppose there exist vertices u1, u2, u3 ∈ N(P ), distinct. Then
u1, u2, u3 are each adjacent to v1 or vp. If p = 1, then deg(v1) ≥ 3. If not, then for at least one
j ∈ {1, p}, vj has two neighbors in {u1, u2, u3} and one neighbor in P . In either case a vertex in
P has degree at least 3, a contradiction. Thus |N(P )| ≤ 2. If |N(P )| = 0 then either G is not
connected or J(G) = ∅, thus 1 ≤ |N(P )| holds.
For the third statement, if there exist distinct P1, P2 ∈ P(G) and v ∈ P1, u ∈ P2 such that
vu ∈ E(G[V \J(G)]), then neither P1 nor P2 are components in G[V \J(G)], a contradiction. 
Next we note an early observation in power domination literature, originally posed by Haynes
et al. [22] as their Observation 4. Unfortunately, their statement did not include the necessary
assumption that each component in G has a degree 3 or higher vertex and is not correct as stated1
and a formal proof was not provided. We restate their observation in terms of J(G) with an
additional assumption and provide a formal proof.
1The original statement does not hold for any graph that has a component with no vertices of degree 3 or more.
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Proposition 4. If G is connected and J(G) is non-empty, then there exists a power dominating
set S ⊆ J(G) such that |S| = γP (G).
Proof. Let S be a power dominating set of G such that |S| = γP (G). Let SP = S\J(G). If
SP = ∅ then the proposition holds. Assume that SP 6= ∅. Then there exists a vertex v ∈ Sp
and a junction path P containing v. By Proposition 3, there must exist a junction u ∈ N(P ). Let
S′ = (S∪{u})\{v}. To show that S′ is a power dominating set, we will apply the power domination
color change rules. Color each vertex in N [S′], and let C denote the set of colored vertices.
Since v ∈ N(P ), C must contain some w1 ∈ P . Since deg(w1) ≤ 2 so w1 can have at most uncolored
neighbor, if so call it w2 and add w2 to C. Likewise, if w2 exists and w2 ∈ P , w2 must have at
most one uncolored neighbor w3, so if it exists add w3 to C as well. Since v ∈ P , this process can
be repeated until each vertex in N [v] has been added to C. Since S is a power dominating set in
G, there must exist a sequence S in which of V (G) can be colored if S is the initial colored set.
Let w be the first vertex in S but not in C, and w′ be the vertex that colors it. Since w′ proceeds
w and w is assumed to be the first vertex in S but not in C, w′ must be in C. Similarly, each
vertex in N(w′)\{w} must proceed w in S and thus must also be in C. Thus, w′ can also color w′
in the constructed sequence, and w can be added to C. This can be repeated for each subsequent
vertex w in S not in C, inductively, until C = V (G). S′ is thus also a minimum cardinality
power dominating set. If S′\J(G) 6= ∅, this entire process can be repeated until a minimum power
dominating set in G is obtained comprosed entirely of vertices in J(G). 
Since each component can be considered separately and each component without a degree three or
more vertex is a path or a cycle and can be easily resolved, we can assume without loss of generality
that graphs we consider going forward are connected and contain at least one vertex of degree three
or more. Proposition 4 guarantees that there exist solutions of a special form for Model 1. In later
sections we show that it is computationally advantageous to exploit this observation by directly
finding one of these solutions.
We continue by showing that for a graph G, the sets in P(G) and fort neighborhoods in M (G) do
not cross. Instead, for any P ∈ G (P ),M ∈ M (G), either M ∩ P = ∅ or P ⊂M .
Lemma 1. Let G be a graph, M ∈ M (G), P ∈ P(G). If M ∩ P 6= ∅ then N [P ] ⊆M .
Proof. Let G be a graph, M ∈ M (G), P ∈ P(G) such that M ∩ P 6= ∅. Let F ∈ M (G)
be a fort such that N [F ] = M , and let p = |P | and P be labeled v1, . . . , vp such that for all
i ∈ {1, . . . , p− 1}, vivi+1 ∈ E. By Proposition 3, |N(P )| ≥ 1 and since |N(vi)∩P | = 2 for all i such
that 2 ≤ i ≤ p− 1, there exists u ∈ N(P ) adjacent to v1 or vp. Assume without loss of generality
that u is adjacent to v1.
If u ∈ F or v1 ∈ F then clearly v1 ∈M , so assume neither u nor v1 are in F . Since deg(v1) ≤ 2, if
v1 has a neighbor u1 6= u such that u1 ∈ F , v1 would have a unique neighbor in F , which cannot
occur. Thus, {v1} ∩M = ∅. In the case p = 1, then P ∩M = ∅. In the case that p > 1, then
v2 = u2, and thus v2 6∈ F . If v2 has a neighbor u2 6= v1 such that u2 ∈ F , v2 would have a unique
neighbor in F , so {v1, v2} ∩M = ∅. This process can be applied inductively for each vertex in P ,
showing that {v1, . . . , vp} ∩M = ∅. This is a contradiction, so we conclude that it must be the
case that v1 ∈ F or u ∈ F . Moreover, since we only needed to assume that v1 was adjacent to a
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vertex u 6∈ P , if vp is adjacent to some vertex w 6∈ P then at least of w, vp must also be in F . Thus,
N(P ) ⊆M .
Let j ∈ {2, . . . , p}. We note that if there does not exist a vj , vj−1 pair such that {vj , vj−1}∩F = ∅,
then each vertex in P is either in F or has a neighbor in F . Thus, in this case, P ⊆ M . We then
consider the case that there does exist a vj , vj−1 pair such that {vj , vj−1} ∩ F = ∅. Then since
deg(vj−1) ≤ 2, vj−2 (with vj−2 = u in the case that j = 2) cannot be in F as then vj−1 would
have a unique neighbor in F . As before, this process can be repeated with induction to show that
vj−3 . . . v1, u are not in F , a contradiction. Thus each v ∈ P is either in F or has a neighbor in F ,
so P ⊆M . Finally, N [P ] = P ∪N(P ) ⊆M . 
Since {J(G)} ∪P(G) forms a partition of V (G), Lemma 1 implies that for any fort neighborhood
M ∈ M (G), M is composed of a set of junctions in J(G) and a (possibly empty) set of junction
paths in P(G). Utilizing this result, Theorem 2 provides a characterization of fort neighborhoods
in terms of these sets.
Theorem 2. Let G be a graph, M ⊆ V be non-empty. M ∈ M (G) if and only if there exist
JM ⊆ J(G),PM ⊆ P(G) such that M = JM ∪ (∪P∈PMP ) and the following statements hold:
1. For every P ∈ PM and every v ∈ N(P ), v ∈ JM .
2. For every u ∈ JN := {v ∈ Jm : N(v) 6⊆M}, |(N(u)\JN ) ∩M | ≥ 2.
Proof. Let G be a graph, M ∈ M (G). Then let JM := M ∩ J(G) and PM := {P ∈ P(G) :
P ⊂ M}. By construction, {JM} ∪ (∪P∈PMP ) ⊆ M . Consider any v ∈ M . Either v ∈ J(G),
or there exists a P ∈ P(G) such that v ∈ P . If v ∈ J(G) then clearly v ∈ JM . If instead there
exists P ∈ P(G) such that v ∈ P , then P ∩M 6= ∅. By Lemma 1, P ⊂ M so P ∈ PM . Thus,
M ⊆ (JM ∪ (∪P∈PMP )). By inclusion, M = JM ∪ (∪P∈PMP ).
We first show that Statement 1 holds. Let P ∈ PM . SinceM is assumed to be a fort neighborhood,
by Lemma 1 N(P ) ⊂ N [P ] ⊆ M . By Proposition 3, N(P ) ⊆ J(G). Thus Statement 1 is satisfied
as for all v ∈ N(P ), v ∈ JM . Next we show that Statement 2 holds. Since M ∈ M (G), there
exists some F ∈ F (G) such that N [F ] = M . For any u ∈ JN has a neighbor not in F or
N(F ), so u ∈ N(F ). By inclusion, Jn ⊆ N(F ). Furthermore, N [F ]\JN = (N(F ) ∪ F )\JN =
(N(F )\JN ) ∪ (F\JN ) = (N(F )\JN ) ∪ F ⊇ F . If we assume for that there exists u ∈ JN such that
|(N(u)\JN ) ∩M | ≤ 1, then since F ⊆ N [F ]\JN ,
|N(u) ∩ F | ≤ |N(u) ∩ (N [F ]\JN )| = |(N(u)\JN ) ∩M | ≤ 1.
This is a contradiction as since F is a fort and u ∈ N(F ), |N(u) ∩ F | ≥ 2. We conclude that
|(N(u)\JN ) ∩M | ≥ 2 must hold for all u ∈ JN , which is Statement 2.
Now we consider arbitrary JM ⊆ J(G), PM ⊆ P(G) such that Statements 1 and 2 hold. Let
M = JM ∪ (∪P∈PMP ), and consider the vertex set F = M\JN . To complete our proof we must
show that M = N [F ] and that F ∈ F (G). To see that M = N [F ], first consider an arbitrary
v ∈ N [F ] = F ∪ N(F ). Since F ⊆ M , if v ∈ F then clearly v ∈ M . If v ∈ N(F ), then v must
have a neighbor u ∈ F such that either u ∈ JM\JN or u ∈ P for some P ∈ PM . If u ∈ P for
some P ∈ PM , then by Statement 1, v ∈ M . If u ∈ JM\JN , then N(u) ⊆ M so v ∈ M . Thus all
v ∈ N [F ] are in M , so N [F ] ⊆M
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Next, consider an arbitrary v ∈ M . Either v ∈ JM , or there exists P ∈ PM such that v ∈ P . In
the latter case, P ⊂ F thus v ∈ F . In the first case, either v ∈ JM\JN or v ∈ JN . Additionally, if
v ∈ JM\JN , then v ∈ F . If instead v ∈ JN then by Statement 2, |N(v) ∩ F | = |N(v) ∩ (M\JN )| =
|(N(v)\JN ) ∩M | ≥ 2, thus v ∈ N(F ). In all cases, v ∈ N [F ] so M ⊆ N [F ], and thus by inclusion
M = N [F ].
Lastly, the only case in which v ∈M and v ∈ N(F ) was the case in which v ∈ JN . In this case we
showed that |N(v) ∩ F | ≥ 2, thus by definition F is a fort. 
Using the conditions presented in Theorem 2, some structural features of fort neighborhoods can
be shown. In particular minimal fort neighborhoods must induce connected subgraphs.
Theorem 3. For any graph G and any M ∈ M 0(G), G[M ] is connected.
Proof. This statement can be shown by its contrapositive. Let G be a graph, M ∈ M (G) such that
G[M ] has at least two components with vertex sets M1, M2, respectively. We proceed by showing
thatM1 satisfies the conditions laid out in Theorem 2, and thusM1 ∈ M (G). Let JM1 =M1∩J(G),
PM1 = {P ∈ P(G) : P ⊂M1}. It is straightforward, but tedious, to show that for any P ∈ P(G)
contained in M , either P ∩M1 = ∅ or P ⊂ M1 is true, and thus M1 = JM1 ∪ (∪P∈PMP ). Since
each P ∈ PM1 is also contained in M , by Theorem 2, any vertex v ∈ N(P ) must be in M as
well. Since v ∈ N(P ) ∩M , and P ⊂M1, v must also be in M1. Thus, M1 satisfies Statement 1 of
Theorem 2.
Now focusing on Statement 2, consider JN := {v ∈ JM : N(v) 6⊆ M}, and JN1 := {v ∈ JM1 :
N(v) 6⊆M1}. For any v ∈ JN1 , v ∈ J(G) and v ∈M . Additionally, v must be adjacent to a vertex
u 6∈M , as any vertex in M and adjacent to v must also be in M1. Thus v ∈ JN . By Statement 2 of
Theorem 2, |N(v)\JN ) ∩M | ≥ 2. Again, every neighbor of v that is in M must also be in M1, so
|(N(v)\JN1)∩M1| ≥ |(N(v)\JN )∩M1| = |(N(v)\JN )∩M | ≥ 2. Since M1 also satisfies Statement
2, by Theorem 2 M1 is a fort neighborhood in G. Thus if G[M ] has more than component, M is
not a minimal in M (G). 
As shown in the proof of Theorem 3, each component induced by a fort neighborhood is itself a
fort neighborhood. We include this as the following corollary.
Corollary 2. For any graph G, M ∈ M (G), if C is a component in G[M ] then V (C) ∈ M (G).
To complete this section, we now provide a proof for Proposition 2.
Proposition 2. There exists a sequence of graphs {Gk}∞k=3 such that
|M 0(Gk)| = Ω((√nk)!) as k →∞, where nk = |V (Gk)|.
Proof. We verify this proposition with direct construction. Let k ≥ 3, and consider the graph Gk
generated by the following procedure: let Gk be the complete graph on k vertices, for each edge
vivj ∈ E, delete the edge vivj and add vertex vij to V and edges vivij, vijvj to E. Finally, append
a leaf ui to each vertex vi that was originally contained in V (Gk). Examples of this construction
are given in Figure 3.
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Figure 3: Examples of construction used in Proposition 2, for k = 4, 5
Next, consider M ⊂ V such that M induces a cycle in Gk. By construction, for any v ∈ V,deg(v) ∈
{1, 2, k}. Since no two vertices of the same degree are adjacent in Gk, M must be made up of
alternating degree 2 and degree k vertices. Select vij ∈ M such that deg(vij) = 2 and update M
by removing vij and adding leaves ui and uj to M . JM = {v ∈ M : deg(v) ≥ 3} and PM =
{{v} : v ∈ M,deg(v) < 3} satisfy the conditions of Theorem 2, so M ∈ M (Gk). Equivalently,
F = {v ∈M : deg(v) < 3} ∈ F (Gk) and N [F ] =M .
We show that M is a minimal fort neighborhood by contradiction. Assume that M is not minimal
in M (Gk). Then there exists M
0 ∈ M (Gk) such that M0 ⊂ M and M0 is minimal in M (Gk).
Since Gk[M ] is a path and G[M
0] must be connected (by Theorem 3), G[M0] must also be a path.
Since each F ∈ F (Gk) consists of at least 2 vertices, |M0| > 1. Gk[M0] must have 2 leaves. If the
leaves in Gk[M
0] are also leaves in Gk, then Gk[M ] could not be a path since M
0 is a strict subset
of M . This cannot be the case, so there must exist a vertex v ∈ M0 which is a leaf in Gk[M0]
but not in Gk. Since M
0 ∈ M (Gk) however, there must exist JM0 ⊆ J(G), PM0 ⊆ P(Gk) that
satisfy Theorem 2 and partition M0. Since |N(v) ∩M | < |N(v)|, v cannot be contained in any
P ∈ PM0 . Then it must be that case that v ∈ JM0 . Since N(v) 6⊆ M0, |(N(v)\JN ) ∩M | ≥ 2
must hold if Statement 2 of Theorem 2 is satisfied. This leads to a contradiction however as
|(N(v)\JN ) ∩M | ≤ |N(v) ∩M | = 1. M0 cannot satisfy Theorem 2, so we conclude that M is a
minimal fort neighborhood. M ∈ M 0(Gk).
A straightforward counting argument shows that for a given k, there are
∑k
ℓ=3
(
k
ℓ
)
ℓ!
2 distinct choices
for M ; Gk contains
(
k
ℓ
) (ℓ−1)!
2 distinct cycles of length 2ℓ for ℓ ∈ {3, . . . , k} and for a cycle of length
2ℓ there are ℓ possible choices of M . Each choice of M is a distinct minimal fort neighborhood,
thus each M is contained in M 0(Gk). Therefore,
|M 0(Gk)| ≥
k∑
ℓ=3
(
k
ℓ
)
ℓ!
2
=
1
2
k∑
ℓ=0
(
k!
(k − ℓ)!
)
− 1
2
(k2 + 1).
Making use of the factorial identity limn→∞
∑n
i=0
1
i! = e,
lim
k→∞
|M 0(Gk)|
k!
≥ lim
k→∞
1
2
∑k
ℓ=0
(
k!
(k−ℓ)!
)
k!
−
1
2(k
2 + 1)
k!
=
e
2
− 0 > 0.
Thus, |M 0(Gk)| = Ω(k!) as k →∞. Since nk = Θ(k2), |M 0(Gk)| = Ω((√nk)!), as k →∞. 
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For a large graph G, |M 0(G)| may also be very large. Proposition 2 provides a lower bound on this
number, but this bound may not be tight asymptotically. Instead, there may exist a sequence of
graphs {Gk}∞k=1 such that |M 0(Gk)| = Ω(2nk) as k →∞. However, with this bound we have shown
that both |M 0(Gk)| grows asymptotically faster than polynomial and sub-exponential functions2.
Thus in general, enumerating all of the constraints considered in Model 1 can significantly hinder
the runtime performance of computational methods.
4 Detection of Fort Neighborhoods
As defined in Section 3, Model 1 can be used to find the power domination number of a general
graph G. In practicality, this model must be solved by constraint generation and depends on
efficient methods for the detection of fort neighborhoods. As is standard in constraint generation
strategies, a subset M0 ⊂ M (G) is generated and a fractional solution to the Linear Program (LP)
relaxation of Model 1 is found. Then, a violated constraint in the form of (1) is identified and the
corresponding fort neighborhood M is added to M0.
In this section, we discuss the computational complexity of detecting these violated constraints,
and provide two computational methods by which violated constraints can be practically identified.
4.1 Computational Complexity
The minimum weighted fort neighborhood decision problem, Min-M, is stated as follows:
Problem: Min-M
Instance: Graph G, Function w : V → [0, 1], Integer k
Question: Does there exist M ∈ M (G) such that ∑v∈M w(v) < k?
When solving Model 1 with a constraint generation strategy, Min-M is the subproblem that must
be solved to find violated constraints. In this context, k = 1 and the weight function w is the map
between vertices in V and their values in a fractional solution to the master problem.
Theorem 4. Min-M is in NP.
Proof. To show Min-M is in NP , consider an arbitrary Min-M instance 〈G,w, k〉 and candidate
solutionM ⊆ V . In linear time it can be determined if∑v∈M w(v) < k holds. In order to determine
if M ∈ M (G), we consider the sets JM := M ∩ J(G), PM := {P ∈ P(G) : P ⊆ M}, verify that
M = {JM}∪(∪P∈PMP ) and that Statements 1 and 2 of Theorem 2 hold. IfM 6= {JM}∪(∪P∈PMP ),
then by Lemma 1M 6∈ M . If either Statement 1 or 2 does not hold then by Theorem 2,M 6∈ M . In
either of these cases 〈G,w, k〉 is determined to be a ’no’ instance. If instead the lemma is satisfied
and both statements hold, then M satisfies the conditions of Theorem 2 and thus M ∈ M so
〈G,w, k〉 can be evaluated as a ’yes’ instance.
2By sub-exponential functions, we specifically mean the set of functions O(2
√
n).
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c1
c2
cℓ
v1
v¯1
vˆ1
v2
v¯2
vˆ2
vk
v¯k
vˆk
um¯
um uf1
uf2
Figure 4: Example of the construction used in Theorem 5.
The sets J(G),P(G), JM ,PM can all be calculated in linear time, and both Statements 1 and
2 of Theorem 2 can also be verified in linear time. Thus 〈G,w, k〉 can always be evaluated in a
polynomial number of steps. 
We next state a related problem in which a given vertex is required to be in the identified fort
neighborhood. We regard this problem as Restricted-Min-M, the restricted minimum weight
fort neighborhood problem.
Problem: Restricted-Min-M
Instance: Graph G, Vertex v, Function w : V → [0, 1], Integer k
Question: Does there exist M ∈ M (G) such that ∑v∈M w(v) < k, v ∈M?
This second problem is also interesting from a complexity standpoint as it may be possible to create
a heuristic for Min-M that finds violated constraints using a local search protocol or by iteratively
growing a vertex set. Unfortunately, the following theorem shows that such methods that solve
this alternative problem exactly may scale poorly with problem size, due to the complexity of
Restricted-Min-M.
Theorem 5. Restricted-Min-M is NP-Complete.
Proof. To show Restricted-Min-M is in NP consider an arbitrary instance, 〈G, v,w, k〉, and a
candidate solution M . Then 〈G, v,w, k〉 is a ’yes’ instance of Restricted-Min-M if and only if
〈G,w, k〉 is a ’yes’ of Min-M and v ∈ M . Since each of these can be determined in a polynomial
number of operations, Restricted-Min-M is in NP .
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To show that Restricted-Min-M is also NP-hard, we provide a polynomial reduction to the well
known 3-SAT problem. Consider an instance of 3-SAT, 〈f〉, where f is a boolean formula in con-
junctive normal form, with variables V1, . . . , Vk and clauses C1, . . . , Cℓ each consisting of 3 variable
assignments. Then let G′ = (V ′, E′), where V ′ := (∪ki=1{vi, v¯i, vˆi}) ∪ {ci}ℓi=1 ∪ {um, um¯, uf1 , uf2}
and E′ := {vicj : Vi ∈ Cj} ∪ {v¯icj : V¯i ∈ Cj} ∪ (∪ki=1{vˆivi, vˆiv¯i, vˆium¯, vˆiuf2}) ∪ (∪ℓi=1{cium¯, ciuf2})∪
{um¯um, umuf2 , umuf1}. The constructed graph G′ contains ℓ+3k+4 vertices and 5ℓ+4k+3 edges;
it can be constructed in a number of steps which is linear with respect to the size of the input f .
A visualization for this construction is provided as Figure 4. In addition, we define a weighting
function w′ : V (G′)→ [0, 1] such that
w′(v) =


k + 1 if v = um¯
1 if v = vi or v = v¯i for some i .
0 else
We complete the proof by showing that f is satisfiable if and only if 〈G′, um, w′, k + 1〉 is ’yes’
instance of Restricted-Min-M. First, assume that f is satisfiable, with some variable assignment
V˙1, . . . V˙k where V˙i is either equal to Vi or V¯i for i ∈ {1, . . . , k}. Then let F := {uf1 , uf2}∪{vi : V˙i =
Vi} ∪ {v¯i : V˙i = V¯i}. It is straight forward to show that F is a fort, and has closed neighborhood
M := N [F ] = F ∪ {um} ∪ {vˆi}ki=1 ∪ {ci}ℓi=1. Thus M ∈ M (G′), um ∈ M , and
∑
v∈M w
′(v) = k <
k + 1, so 〈G′, um, w′, k + 1〉 is indeed a ’yes’ instance of Restricted-Min-M.
Alternatively, assume that 〈G′, um, w′, k + 1〉 is a ’yes’ instance of Restr-icted-Min-M. Then
there exists M ∈ M (G), F ∈ F (G) such that M = N [F ], um ∈ M ,
∑
v∈M w
′(v) < k + 1. Since
w′(wm¯) = k + 1, wm¯ 6∈M so um ∈ N(F ). Since um ∈ N(F ), um must have at least two neighbors
in F , thus uf1 , uf2 ∈ F . For each i then, vˆi ∈ N [F ]. Like um, since each vˆi is also adjacent to
um¯, vˆi cannot be in F itself and instead must be contained in N(F ). Since each vertex in N(F )
must have two neighbors in F , for each i, at least one of vˆi’s two remaining neighbors, namely vi
and v¯i, must be in F . By the pigeonhole principle, if any pair vi, v¯i are both in F then since M
is assumed to have total weight less than or equal to k, then there exists a pair vj, v¯j such that
neither vertex is contained in F . This cannot be the case so we see that for any i ∈ {1, . . . , k},
either vi ∈ F or v¯i ∈ F . Using F then, we can construct a variable assignment V˙1, . . . , V˙k such that
for each i ∈ {1, . . . , k}, V˙i = Vi if vi ∈ F or V˙i = V¯i if v¯i ∈ F .
Next, we consider the set of clause vertices, c1, . . . , cℓ. As before, since each clause vertex is adjacent
to a vertex in F and vertex not in M , {c1, . . . , cℓ} ⊂ N(F ). Since each vertex in N(F ) must be
adjacent to at least two vertices in F , each clause vertex must have at least one adjacent variable
assignment vertex in F . Since by construction a clause vertex is adjacent to a variable assignment
vertex in G′ if and only if that variable assignment literal appears in the corresponding clause in
f , each clause C1 is satisfied by at least one variable assignment literal in V˙1, . . . , V˙k. f is satisfied
by variable assignments V˙1, . . . , V˙k, so f is satisfiable. 
4.2 Computational Methods
In this section, we provide two approaches for separating violated constraints in Model 1. The
first method we present finds fort neighborhoods of minimum weight through the use of an IP.
Unfortunately this method scales poorly in larger instances. While few constraints have been
incorporated into Model 1 many fort neighborhoods of may have weight 0. Without a tie breaking
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criterion, large vertex sets may be added to the master problem. When this occurs, a shallow
violated constraint is added and little progress is made towards optimality. The second method
we present avoids this by identifying minimum cardinality fort neighborhoods with total weight
less than 1. We compare the performance of these methods in Figure 6, noting the improved
performance of the cardinality based approach.
We also provide a technique for initializing the constraint set of Model 1. In practice, power grid
graphs are often sparse and certain special structures can be identified quickly to generate tight
constraints.
4.2.1 Minimum Weight Fort Neighborhoods
Utilizing the characterization of fort neighborhoods given by Theorem 2, an IP can be used to
identify minimum weight fort neighborhoods in general weighted graphs. To simplify notation,
given a graph G and weight function w : V → [0, 1], we define wv = w(v) for all v ∈ J(G) and
wP =
∑
v∈P w(v) for all P ∈ P(G).
Model 2: Min Weight Fort Neighborhood
min
∑
v∈J(G)
wvMv +
∑
P∈P(G)
wPFP
s.t.
∑
v∈J(G)
Mv +
∑
P∈P(G)
FP ≥ 1 (2)
Fv ≤Mu ∀v ∈ J(G), ∀u ∈ J(G) : v ∈ N [u] (3)
Fv ≤ FP ∀v ∈ J(G), ∀P ∈ P(G) : v ∈ N(P ) (4)
FP ≤Mv ∀P ∈ P(G), ∀v ∈ N(P ) (5)
2(Mv − Fv) ≤
∑
u∈J(G):
v∈N(u)
Fu +
∑
P∈P(G)
|N(v) ∩ P | FP ∀v ∈ J(G) (6)
FP , Fv,Mv ∈ {0, 1} ∀v ∈ J(G), ∀P ∈ P(G)
We formally prove the correctness of Model 2 in Theorem 6, but first we provide the intuition
behind the model’s variables and constraints. As shown by Lemma 1, fort neighborhoods can be
partitioned into a set of junctions and junction paths. Variables Mv indicate the junctions in a
candidate fort neighborhood M , and variables Fv , FP indicate the junctions and junction paths in
the interior of M , which we show is a fort. Since Theorem 2 requires junction paths contained in
fort neighborhoods to be in the interiors of those fort neighborhoods, we do not need to include
corresponding MP variables. The candidate fort neighborhood identified by the model, M , is
indicated by the Mv and FP variables. Thus, feasible solutions to Model 2 correspond to members
of M (G), while the model’s objective function ensures that optimal solutions are minimum weight
members of M (G).
Constraint (2) ensures M is non-empty. Constraint (3) ensures junctions indicated to be in the
interior of M are also indicated to be in M . Along with Constraint (4), Constraint (3) also ensures
that each junction in the interior of M is not adjacent to any junction or junction path not in M .
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Constraint (5) ensures that junctions adjacent to any junction path in M are also contained in M ,
and Constraint (6) ensures that any junction in M , but not the interior of M , is adjacent to at
least two vertices in the interior of M .
Theorem 6. For any graph G, weight function w, and optimal solution of Model 2, M = {v ∈
J(G) :Mv = 1} ∪ {v ∈ P : P ∈ P(G), FP = 1} is a minimum weight fort neighborhood in G.
Proof. To verify this theorem it suffices to show that for each feasible solution for Model 2, M =
{v ∈ J(G) : Mv = 1} ∪ {v ∈ P : P ∈ P(G), FP = 1} ∈ M (G), and that for each M ∈ M (G),
there exists a feasible solution for Model 2 such that vertices in M are indicated by the Mv and
FP variables. Since the objective function of Model 2 is simply the total weight of M , a feasible
solution is optimal if and only if it corresponds to a minimum weight fort neighborhood in G.
First, let {Mv}v∈J(G), {Fv}v∈J(G), {FP }P∈P(G) be a feasible solution for Model 2, and define JM =
{v ∈ J(G) : Mv = 1}, PM = {P ∈ P(G) : FP = 1}, and M = JM ∪ (∪P∈PMP ). We prove
that M ∈ M (G) by showing that M,JM , and PM satisfy the sufficient conditions laid out in
Theorem 2. Since Constraint (2) is satisfied JM , PM cannot both be empty, so M cannot be
empty. Additionally, for any v ∈ J(G) such that v ∈ N(P ), since Constraint (5) is satisfied:
Mv ≥ FP = 1. Thus v ∈ JM . The first condition of Theorem 2 is satisfied.
Next we verify the second condition of Theorem 2. Consider the set JN = {v ∈ JM : N(v) 6⊆M}.
JN ⊆ JM , so for any v ∈ JN , Mv = 1 must hold. Since v ∈ JN , there must also exist a vertex
u ∈ N(v) such that u 6∈ M . Either u ∈ J(G) or there exists some P ′ ∈ P(G) such that u ∈ P . If
u ∈ J(G) then since Constraint (3) is satisfied and Mu = 0, Fv ≤ Mu = 0. If instead there exists
P ′ ∈ P(G) such that u ∈ P ′ then since FP ′ = 0 and Constraint (4) is satisfied, Fv ≤ FP ′ = 0. In
all cases, if v ∈ JN then Mv = 1 and Fv = 0 must hold. Using this, we prove an identity for all
v ∈ J(G),
|(N(v)\JN ) ∩M | =
∑
u∈J(G):
v∈N(u)
Fu +
∑
P∈P(G)
|N(v) ∩ P | FP .
Since JM and each set in PM are disjoint the following holds.
|(N(v)\JN ) ∩M | =|(N(v)\JN ) ∩ (JM ∪ (∪P∈PMP ))|
=|(N(v)\JN ) ∩ JM |+ |(N(v)\JN ) ∩ (∪P∈PMP )|
=|N(v) ∩ (JM\JN )|+ |N(v) ∩ (∪P∈PMP )|.
Additionally for any u ∈ J(G) such that Fu = 1 holds, since Constraint (3) is satisfied and u 6∈ JN ,
u must be in JM\JN . Thus,
|N(v) ∩ (JM\JN )| =
∑
u∈N(v)∩J(G)
Fu =
∑
u∈J(G):
v∈N(u)
Fu.
Then since each P ∈ P(G) is disjoint,
|N(v) ∩ (∪P∈PMP )| =
∑
P∈PM
|N(v) ∩ P | =
∑
P∈P(G)
|N(v) ∩ P | FP .
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Returning to our first equation, we see that if v is also assumed to be in JN , then Constraint (6)
ensures that
|(N(v)\JN ) ∩M | =
∑
u∈J(G):
v∈N(u)
Fu +
∑
P∈P(G)
|N(v) ∩ P | FP ≥ 2(Mv − Fv) = 2.
Thus the second condition of Theorem 2 is also satisfied.
Next we show that for any fort neighborhood M ∈ M (G), there exists a corresponding feasible
solution for Model 2. Consider any M ∈ M (G) and for any v ∈ J(G), let Mv = 1 if v ∈ M and
let Fv = 1 if N [v] ⊆ M . For all P ∈ P(G), let FP = 1 if P ⊆ M . Lastly, set any unassigned
Mv, Fv , FP = 0. Since M cannot be empty, Constraint (2) is satisfied. For Constraints (3), (4),
and (5), we note that if the left hand side is equal to 0, then the constraint holds vacuously. It
suffices then to consider only the cases which the left hand side is equal to 1. By construction, for
any v ∈ J(G), Fv = 1 if and only if N [v] ⊆ M . For any u ∈ J(G) : v ∈ N [u], u must be in M
so Mu = 1. Thus, Constraint (3) must hold. Similarly, for any w ∈ N(v) such that there exists a
junction path P containing w, w must be in M . By Lemma 1, since P ∩M 6= ∅, P ⊆ M . Thus
FP = 1, so Constraint (4) must also be satisfied. Next, consider any P ∈ P(G) such that FP = 1,
and v ∈ N(P ). By construction, P ⊆ M . By the first condition of Theorem 2, v ∈ M so Mv = 1;
Constraint (5) holds.
Lastly, we consider Constraint (6). Let v ∈ J(G). In the case that (Mv − Fv) = 0, then since
the right hand side is always non-negative the constraint must hold. Thus, we need only consider
the case that Mv = 1 and Fv = 0. In this case, by the way Mv, Fv were constructed, v ∈ M and
N(v) 6⊆ M . We note that for any u ∈ J(G), u ∈ JN if and only if Mu − Fu = 1 (equivalently,
Mu = 1 and Fu = 0). By the second condition of Theorem 2, |(N(v)\JN ) ∩M | ≥ 2. Thus, by the
counting identity shown before,
2 ≤ |(N(v)\JN ) ∩M | =
∑
u∈J(G):
u∈N(v)
Fu +
∑
P ′∈P(G)
|N(v) ∩ P ′|FP ′ .
Constraint (6) holds, thus every M ∈ M (G) corresponds to a feasible solution for Model 2, with
an objective value equal to the total weight of the vertices in M . 
4.2.2 Minimum Cardinality Fort Neighborhoods
As an alternative to identifying minimum weight fort neighborhoods, we next present Model 3.
This model is a modification of Model 2 and identifies a minimum cardinality fort neighborhood
with total weight less than 1, when model parameter ǫ is chosen to be a small positive number.
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v u
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P2
Figure 5: Illustrations of fort neighborhoods of type I, II, and III (from left to right, respectively). In each example,
v, u are junction vertices and P1, P2 are junction paths. Fort neighborhoods of these special forms can be quickly
detected and included as an initial constraint set for Model 1.
Model 3: Min Cardinality Fort Neighborhood
min
∑
v∈J(G)
Mv +
∑
P∈P(G)|P | FP
s.t.
∑
v∈J(G)
Mv +
∑
P∈P(G)
FP ≥ 1
Fv ≤Mu ∀v ∈ J(G), ∀u ∈ J(G) : v ∈ N [u]
Fv ≤ FP ∀v ∈ J(G), ∀P ∈ P(G) : v ∈ N(P )
FP ≤Mv ∀P ∈ P(G), ∀v ∈ N(P )
2(Mv − Fv) ≤
∑
u∈J(G):
v∈N(u)
Fu +
∑
P∈P(G)
|N(v) ∩ P | FP ∀v ∈ J(G)
∑
v∈J(G)
wvMv +
∑
P∈P(G)
wPFP ≤ 1− ǫ (7)
FP , Fv,Mv ∈ {0, 1} ∀v ∈ J(G), ∀P ∈ P(G)
Since the constraints enforced in Model 3 include all of the constraints given in Model 2, any feasible
solution of Model 3 is also a feasible solution for Model 2 and thus by Theorem 6 corresponds to
the vertex set of a fort neighborhood. Constraint (7) ensures that this fort neighborhood has total
vertex weight less than 1. In a graph with vertex weights given by a fractional solution for our
master problem, Model 1, any feasible solution for Model 3 provides a violated constraint for Model
1.
By minimizing the cardinality of the fort neighborhood, the inequality that is introduced to the
master problem is more difficult to satisfy, thereby imposing a greater restriction on the set of
feasible solutions. In our computational experiments, we found that this approach for separating
out violated constraints outperformed the strategy using Model 2 as outlined in the previous section.
4.2.3 Detecting Fort Neighborhoods of Special Forms
In addition to adding constraints to Model 1 through the use of Model 2 and 3, fort neighborhoods
of special forms can often be efficiently identified and included in Model 1 as an initial constraint
set. While these forms of fort neighborhoods may do not appear in all graphs, they occur frequently
in graph representations of power grids and can be exploited to benefit computation practice.
We consider fort neighborhoods of three types which can be easily described for a graph G in terms
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of J(G) and P(G). A fort neighborhood is of the first type if its vertices consist of a junction v,
and two junction paths P1, P2 such that N(P1) = N(P2) = {v}. A fort neighborhood is of the
second type if its vertices consist of a junction v and a junction path P such that N(P ) = {v} and
|N(v)∩P | = 2. Lastly, a fort neighborhood is of the third type if its vertices can be partitioned into
junctions v, u and junction paths P1, P2 such that N(P1) = N(P2) = {v, u}. Fort neighborhoods
of these three special types are illustrated in Figure 5.
In the computational experiments presented in Section 5, we calculate J(G),P(G), and initialize
the constraint set of Model 1 in a process similar to graph component identification. First, J(G) is
determined by iterating through the vertices of G. After J(G) has been found, P(G) is determined
by recording the vertex sets of the components of H = G[V \J(G)]. When a junction path P is
detected, its neighborhood in G is searched and fort neighborhoods of type II can be identified. If a
fort neighborhood of type II is detected, then the corresponding constraint can be added to Model
1. If not, then since P must either be adjacent to 1 or 2 junctions, the junctions P is adjacent to can
be recorded in an upper triangular |J(G)|× |J(G)| adjacency matrix like structure. If two junction
paths are each adjacent to only one junction, then a fort neighborhood of type I is identified, and
likewise if a pair junctions are adjoined by two distinct junction paths then a fort neighborhood
of type III is identified. To prevent the accumulation of overlapping constraints, for any junction
only the first fort neighborhood of type I or II is added to the initial constraint set of Model 1 and
for any pair of junctions only the first fort neighborhood of type III is added.
We note that there are other structures that appear regularly in graph representations of electrical
networks, and that these three special types are in no way exhaustive of easily recognizable fort
neighborhoods. Possible directions of future work include the incorporation of additional commonly
occurring yet small fort neighborhood structures.
5 Computational Results
In this section, we compare the runtime performance of the proposed method with existing methods.
To the best knowledge of the authors, the IP proposed by Brimkov et al. [11] is the current state of
the art computational methods for power domination, demonstrating superior runtime performance
in comparison to the other so called infection model seen in power domination literature [1]. In
the first part of this section, we reproduce the infection model proposed by Brimkov et al. [11]
and discuss a modification, motivated by Proposition 4, which reduces the set feasible solutions
permitted by the model. In the latter portion of this section, we compare the performance of both
of these methods to the separation algorithm proposed in this paper.
5.1 Power Domination Infection Model Modification
The IP introduced by Brimkov et al. [11] identifies the power domination numbers of general
graphs. To do so, at an optimal solution of the IP, the variables of the model correspond to both a
minimum power dominating set as well as a sequence in which the initially uncolored vertices can
be colored. For an arbitrary graph G′ = (V,E′), the digraph G = (V,E = {uv : uv ∈ E(G′) or
vu ∈ E(G′)}) is constructed. The following IP is then defined using the auxiliary graph G.
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Model 4: Power Domination Infection Model [11]
min
∑
v∈V
sv
s.t. sv +
∑
uv∈E
yuv = 1 ∀v ∈ V
xu − xv + (n+ 1)yuv ≤ n ∀uv ∈ E
xw − xv + (n+ 1)yuv ≤ n+ (n+ 1)su ∀uv ∈ E, ∀w ∈ N(u)\{v}
xv ∈ {0, 1, . . . , n}, sv ∈ {0, 1} ∀v ∈ V,
yuv ∈ {0, 1} ∀uv ∈ E
In their paper, Brimkov et al. [11] show that each power dominating set S in G′ has a corresponding
Model 4 feasible solution in which S is indicated by the s variables. In the case that G′ is connected
and ∆(G′) ≥ 3, this model can be modified by including an additional constraint,
sv = 0 ∀v ∈ V : deg(v) ≤ 2. (8)
Since Proposition 4 ensures that G′ has a minimum power dominating set contained in J(G), Model
4 must have an optimal solution in which sv = 0 for all v with deg(v) ≤ 2. Thus when Constraint
(8) is added to Model 4, the modified infection model remains feasible. Additionally, any feasible
solution of the modified infection model is feasible for Model 4, so the optimum of the modified
model is bounded below by the optimum of Model 4. By incorporating this modification however,
the feasible region of both Model 4 and its linear relaxation are often significantly restricted. In the
latter half of this section, we provide computational experiments which show that this modification
consistently reduces the time needed to solve the model to optimality by 30-50% in larger problem
instances.
Additionally, this constraint can also be added to Model 1. Aside from greatly reducing the number
of variables used, the original constraints of Model 1 can be changed from fort neighborhood cover
constraints to cover constraints over merely the junctions contained by a fort neighborhood. In large
problem instances or graphs with relatively long junction paths (often seen in electrical networks),
this can reduce the amount of memory needed to hold the constraint set, further improving runtime
performance.
5.2 Computational Experiments
The graphs used in these experiments consist of networks from standard IEEE test cases3, several
large networks created by the Pan European Grid Advanced Simulation and State Estimation
(PEGASE) project [20] meant to simulate the scale and complexity of the European high voltage
transmission network, and several publically available power grid data sets including the USWestern
Interconnection network compiled by Watts and Strogatz [33]. All of the graphs considered are
available for download at the LIINES Smart Grid Test Case Repository 4.
3Publicly available at the Power Systems Test Case Achieve: https://labs.ece.uw.edu/pstca/.
4The LIINES Smart Grid Test Case Repository and all graphs used can be found at
http://amfarid.scripts.mit.edu/Datasets/SPG-Data/index.php.
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In order to ensure fair comparisons of the methods, we have implemented or reimplemented all
algorithms on the same software platforms and have run all computational experiments using the
same hardware. The experiments presented here were implemented using Python 3.5 and Gurobi
7.5.2 [21], and were run on a laptop with 16GB of RAM and an i7 2.80GHz processor. The
constraints of Model 1 were generated using the Gurobi callbacks.
In Figure 6, we compare the performance of the power domination set cover model (Model 1) when
constraints are generated with Model 2 and Model 3. In all test cases, Model 1 reached optimality
more quickly and with fewer added constraints when Model 3 was used. In all experiments the
constraint set of Model 1 was initialized via the process described in Section 4.2.3 and Constraint (8)
was included in the model.
In Figure 7, we compare the runtime performance of the infection IP model presented by Brimkov
et al. [11], the modified infection model discussed in Section 5.1 (denoted in the table as Inf.*),
and Model 1. As before, the constraint set of Model 1 was initialized via the process described
in Section 4.2.3 and Constraint (8) was included. Violated constraints of Model 1 were separated
using Model 3.
Comparison of Set Cover Constraint Generation Methods
Graph Test Instances
Set Cover Model Set Cover Model
(using Model 2) (using Model 3)
Name n m J M γP Time Sep. Time Sep.
IEEE Bus 14 14 20 7 0 2 0.042 3 0.007 2
IEEE Bus 30 30 41 12 1 3 0.019 4 0.012 2
IEEE Bus 57 57 78 24 1 3 0.034 6 0.029 5
IEEE Bus 118 118 179 55 2 8 0.19 26 0.12 10
IEEE Bus 300 300 409 155 14 30 1.09 63 0.65 30
PEGASE 1354 1354 1710 496 140 176 – 4785 1.55 49
Polish 2383 2383 2886 776 95 203 – 14083 52.73 14
Figure 6: Runtime performance comparison of the set cover model (Model 1) with constraints generated by Model
2 and Model 3. In both cases, Model 1 is initialized with the process discussed in Section 4.2.3. A timeout period of
1 hour was used.
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Comparison with Previous Power Domination Computational Methods
Graph Test Instances Inf. [11] Inf.* Set Cover Model
Name n m J M γP Time Time Time Sep.
IEEE Bus 14 14 20 7 0 2 0.10 0.06 0.007 2
IEEE Bus 30 30 41 12 1 3 0.08 0.08 0.012 2
IEEE Bus 57 57 78 24 1 3 0.34 0.34 0.029 5
IEEE Bus 118 118 179 55 2 8 3.97 2.71 0.12 10
IEEE Bus 300 300 409 155 14 30 64.64 20.74 0.65 30
PEGASE 1354 1354 1710 496 140 176 10.87 4.82 1.55 49
Polish 2383 2383 2886 776 95 203 804.31 482.52 52.73 14
US Western
Interconnection 4941 6594 2059 321 494 – – 185.00 31
PEGASE 9241 9241 14207 3800 527 811 – – 995.54 299
Figure 7: Runtime performance comparison of the infection model proposed by Brimkov et al. [11] (Model 4), the
modified infection model, and the set cover model with constraints generated using Model 3. A timeout period of 6
hours was used.
In the larger test cases, the majority of Model 1’s constraints are added during the initialization
process. When Constraint (8) is added to Model 1, the initial constraints introduce either required
vertices (fort neighborhoods of type I and II) or cover constraints over two vertices (fort neighbor-
hoods of type III). As a result, the initially added constraints can significantly reduce the dimension
of the Model 1 feasible region.
6 Conclusions
In this paper, we study the power dominating set problem from the perspective of zero forcing
forts and their closed neighborhoods. Our main contribution is a novel computational method for
computing the power domination number of general graphs and identifying minimum cardinality
power dominating sets. Our method is an IP formulation which, unlike the existing computational
methods for power domination, can be solved via a constraint generation strategy. To define this
method and verify its correctness, we provide an equivalent description of power dominating sets in
the context of fort neighborhoods, introduce a useful vertex partitioning scheme, and prove several
structure properties of fort neighborhoods. We also provide a discussion of the computational
complexity of identifying minimum weight fort neighborhoods and show that the minimum weight
fort neighborhood decision problem is NP-Complete if even one vertex is known to be in the fort
neighborhood.
Additionally, we give provide computational experiments demonstrating the significantly improved
runtime performance of the proposed method. In these experiments, the proposed algorithm was
J is used to denote |J(G)|, M is used to denote the number of constraints initially included in Model 1, and the
Sep. column provides the number of constraints which were separated in each test case. All tests are reported in
seconds, the best time for each test case is in bold.
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able to determine the power dominating number of both the 4941 node US Western Interconnection
graph and the 9241 node PEGASE 9241 test case, which were both previously unknown, to the
best knowledge of the authors, and are an order of magnitude larger than the test cases previously
seen in power domination literature. Moreover, the techniques presented in this paper can be
easily extended to many other dynamic graph processes. Similar to power domination and zero
forcing phenomena, graph coloring rules have emerged in other applications including k-thresholding
problems which model disease and opinion transfer [13, 17] and target set selection problems arising
in optimal advertising resource allocation [2, 14]. For these problems, structures similar to forts or
fort neighborhoods which impede propagation could be identified and IPs similar to Model 1 could
be formulated.
We conclude this section by discussing several possible directions of future work. First, it may
be possible to improve the overall performance of our method by generating Model 1’s constraints
with a polynomial time complexity heuristic. While the power dominating set problem is known
to be NP-Complete, violated constraints are identified through the use of an auxiliary IP. In many
constraint generation algorithms, effective violated constraints can be quickly generated through
the use of heuristic algorithms, benefiting runtime performance. Second, the initial set of fort
neighborhood constraints used in the set cover model was generated through the identification of
fort neighborhoods with special structures. These special types of fort neighborhoods chosen as
they could be quickly identified and seem to occur regularly in electrical network graphs. Other
regularly occurring structures could be similarly exploited. In addition, power domination has
also been recently studied in the context of special graphs arising in chemistry [29, 32]. In new
problem domains it is likely that other special structures will be relevant and different initialization
techniques will be needed.
Another direction of potential future work is the determination of the computational complexity
of the subproblems solved by Model 2 and 3. While we believe that these subproblems are indeed
NP-Hard to solve in general graphs, it has not yet been shown. A recent complexity result posed
by Shitov [30] implies that the minimum cardinality fort problem is NP-Hard; it may be possible
to extend these results to fort neighborhoods. Finally, Model 3 generates violated fort neighbor-
hood constraints with minimum cardinality vertex sets. This ensures that the constraints Model 3
generates satisfy half of the necessary and sufficient conditions for cover constraints to be facets,
as proposed by Balas and Ng [5]. It is likely possible that Model 3 can be extended to generate
facet inducing violated inequalities for the master problem, and a similar approach was taken by
Fast [19] for the zero forcing set problem.
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