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Autism Spectrum Disorder (ASD) is a largely prevalent neurodevelopmental condition with a big social
and economical impact affecting the entire life of families. There is an intense search for biomarkers that
can be assessed as early as possible in order to initiate treatment and preparation of the family to deal
with the challenges imposed by the condition. Brain imaging biomarkers have special interest. Specifi-
cally, functional connectivity data extracted from resting state functional magnetic resonance imaging
(rs-fMRI) should allow to detect brain connectivity alterations. Machine learning pipelines encompass the
estimation of the functional connectivity matrix from brain parcellations, feature extraction, and build-
ing classification models for ASD prediction. The works reported in the literature are very heterogeneous
from the computational and methodological point of view. In this paper, we carry out a comprehensive
computational exploration of the impact of the choices involved while building these machine learning
pipelines. Specifically, we consider six brain parcellation definitions, five methods for functional con-
nectivity matrix construction, six feature extraction/selection approaches, and nine classifier building
algorithms. We report the prediction performance sensitivity to each of these choices, as well as the best
results that are comparable with the state of the art.
Keywords: Autism; brain functional connectivity; feature extraction; brain parcellation; machine learning.
1. Introduction
Autism Spectrum Disorder (ASD)1,2 is a highly
prevalent, heritable, and heterogeneous neurodevel-
opmental disorder that has distinctive cognitive fea-
tures often cooccurring with other psychiatric or neu-
rological disorders. Across the Autism and Devel-
opmental Disabilities Monitoring (ADDM) Network
sites, estimated ASD prevalence among children aged
8 years was 23.4 per 1000 (one in 43) boys and 5.2
per 1000 (one in 193) girls.3 Thus, ASD appears
to require specific research programs contemplating
explicitly the impact of sex/gender-related issues.4,5
Some references6 state that the overall worldwide
prevalence of ASD is as high as 1% of the pop-
ulation, while others7 argue that nonspecific diag-
nostic criteria recently included in the diagnostic
protocol produce as an artifact the 20-fold increase
in its prevalence. Therefore, the heterogeneity in
ASD features that hinders the identification of
biomarkers could be a side effect of excessively wide
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diagnostic criteria. ASD is currently diagnosed on
the basis of qualitative information obtained from
parent interviews and clinical observation, which
leads to disturbing differences between sites.8 Given
its great prevalence, automated approaches to assist
diagnosis9,10 are highly desirable. Increasingly, clini-
cal neuroscience focus is shifting to find brain imag-
ing11 derived metrics that may be useful to predict
diagnostic category, disease progression, or response
to intervention, e.g. looking for endophenotype using
multivariate analysis approaches.12 These metrics
are raised from machine learning approaches to the
study of brain structure and function. Some of them
can be considered as neuroimage-based biomarkers
that would be helpful to guide early interventions.
Currently, the research community has not yet iden-
tified reliable and reproducible biomarkers for ASD.
Issues related to clinical heterogeneity, methodologi-
cal standardization, and cross-site validation must be
addressed before further progress can be achieved.13
A central role in the effort to obtain robust and
reproducible biomarkers is played by the availability
of public datasets, such as the Autism Brain Imaging
Data Exchange (ABIDE) dataset14,15 that includes
demographic, clinical information and several mag-
netic resonance imaging (MRI) modalities allowing
for a variety of studies such as brain maturity esti-
mation as a biomarker of brain abnormality.16 A
wide variety of machine learning and pattern recog-
nition studies on the computer-aided diagnostic of
ASD have been reported17 exploiting a variety of
information sources, including structural, diffusion,
and functional MRI, as well as electroencephalogra-
phy (EEG),18–20 additional demographic and clini-
cal data,21 and behavioral measurements captured
by computer vision or other body measurement
approaches.22 There are meta-analysis confirmations
of ASD imaging biomarkers from anatomical MRI,23
and diffusion MRI imaging.24,25 The latter show-
ing white matter integrity disruption. Connectivity-
based brain parcellation26 provided additional evi-
dence of altered white matter connectivity in ASD.
Brain functional connectivity analysis based on
resting state functional MRI (rs-fMRI) can be done
by seed analysis, where the specific connectivity rel-
ative to a selected brain region is compared across
subjects and populations,26 or on the basis of brain
parcellations into a set of regions of interest (ROIs)
which can be defined either by anatomical guidelines
or by data-driven unsupervised segmentation.27 In
any case, rs-fMRI connectivity analysis has been
accepted as a source of information for the discovery
of biomarkers of psychiatric disorders28 such as
schizophrenia29 and ASD.13
Neuroimage biomarker discovery may be guided
by statistically significant differences between ASD
and typically developing (TD) subjects. For instance,
t -test on the dynamical network strength of ASD
versus TD was reported to confirm identification of
aberrant connectivity in ASD subjects,30 and signifi-
cant differences between ASD and TD in the level of
activation of thalamic connectivity have been identi-
fied by independent component analysis (ICA).31 In
predictive analysis approaches to biomarker identifi-
cation, the subject’s condition (ASD versus TD) pre-
diction performance achieved is the measure of the
biomarker significance. Predictor models are built by
machine learning techniques, often consisting of two
steps: a dimensionally reduction (aka feature extrac-
tion or feature selection) followed by a classification
step for class prediction. Although discrimination
between ASD and TD is the most common paradigm,
some works32,33 compare ASD with Schizophrenia
over a small cohort, while others consider patterns
for discrimination among low-functioning and high-
functioning ASD subjects.34
The general pipeline of predictive analysis for
brain connectivity-based biomarkers is illustrated
in Fig. 1. Functional connectivity matrices are
extracted from preprocessed rs-fMRI data as fol-
lows: (1) a parcellation of the brain is defined; (2)
the time series corresponding to the voxels in each
region of the parcellation are aggregated into one
representative time series often by averaging; (3) the
connectivity matrix is built computing the similar-
ity among the representatives of each pair of regions
in the parcellation. Hence, the connectivity matrix
is always a symmetric matrix that can be inter-
preted as the adjacency matrix of a graph repre-
senting the relations among brain regions. (4) The
connectivity matrix is then used as the raw data
for machine learning processes which may involve
feature extraction/selection. (5) Predictive perfor-
mance is estimated by the training/testing of clas-
sification models often in a cross-validation scheme.
Predictive performance may be heavily influenced
by the decisions made at each step, namely by the
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Fig. 1. Functional connectome predictive analysis pipeline steps after rs-fMRI data preprocessing (not shown): (1) given
a parcellation of the brain, (2) obtain the representative time series of each region by averaging the time series of voxels
within the region, (3) build the connectivity matrix by computing a similarity measure between each pair of representa-
tive time series, (4) carry out cross-validation experiments, using Machine Learning algorithms for feature extraction and
classifier training; (5) report test results on the prediction of the ASD versus TD.
functional connectivity matrix estimation procedure,
the feature selection/extraction algorithm, and the
classification model building algorithm. After the
cross-validation assessment, the cross-validation clas-
sification performance results may be used to identify
biomarkers in the connectivity matrix.
Contributions and contents of the paper
We explore the impact of choices made in the imple-
mentation of the machine learning pipeline of Fig. 1
for the prediction of ASD versus TD. In this study,
the functional connectivity matrix computed from
rs-fMRI data is the sole source of information for
classification. We have carried out extensive cross-
validation experiments over the algorithmic choices
at each step of the classification model building
pipeline. We report the impact of all combina-
tions of five feature extraction/selection approaches,
six brain parcellations, five functional connectiv-
ity matrix computation methods, and ten classi-
fication model building techniques. The compre-
hensive comparison encompasses more than 11,000
(11,500) cross-validation experiments. We report sta-
tistically significant differences in performance found
as well as direct comparison to state-of-the-art pub-
lished results. We found that specific combinations of
pipeline choices can boost the performance of ASD
classification based on brain functional connectivity
data. The software needed to replicate the experi-
ments reported in this paper has been published in
github.a
Section 2 provides a quick revision of the state of
the art in the classification of ASD versus TD using
functional connectivity data, Sec. 3 provides the
details of the data and the computational methods
used. Section 4 provides the computational results
and a discussion on their relevance to the field.
Finally, Sec. 5 provides our conclusions and ideas for
future work.
2. Related Works
Artificial intelligence tools and problem-solving
approaches57 are contributing to the understanding
and predictive analysis of ASD. Overall, there is
increasing evidence that specific features extracted
from MRI neuroimaging can be used to discrimi-
nate ASD from TD. However, there is a wide vari-
ety of methodological and computational approaches
tested on widely different cohorts.13,58 Regarding
anatomical brain imaging, predictive models can
be built based on anatomical differences computed
by voxel-based morphometry (VBM) over gray and
white matter segmentations of T1-weighted MRI
data. Experiments over of a small cohort (N = 120)
have reported average accuracies cross-validation
experiments below 70% for a series of stratified com-
putational experiments.59 However, a similar study60
using VBM results of diverse stratifications of female
and male subjects of the ABIDE dataset reported
much higher accuracies, above 90% in several sub-
groups. On the other hand, the use of 3D convolu-
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ABIDE T1-weighted dataset reported accuracy of
70%. Hence, there is a strong selection effect that
may bias significantly the reported results. Sig-
nificance weighted principal component analysis
allows to remove the effects of site data acquisi-
tion improving discrimination based on anatomical
imaging.62
Works based on functional connectivity informa-
tion extracted from rs-fMRI data have been predom-
inant in the latter times. They have been carried out
over a wide variety of cohorts, testing many compu-
tational approaches. Relevant brain connection selec-
tion using logistic regression63 achieved an accuracy
of 85% by a linear classifier in a leave one out valida-
tion over a small cohort (74 high-functioning adult
ASDs and 107 adult TDs). Further validation on an
independent subset of the ABIDE dataset (N = 88)
achieved a remarkable accuracy of 75%. Another
work64 reports accuracies over 80% on a small cohort
of paired 20 ASD and 20 TD children using hyper-
connectivity networks as features for an SVM clas-
sifier, while other authors65 reported on the results
of multilinear regression over the functional connec-
tivity matrices after PCA dimensionality reduction
of a cohort of 85 ASD and 163 TD children find-
ing specific imbalances in brain connectivity for ASD
children.
Table 1 summarizes the state of the art regarding
the classification of subjects into ASD or TD on the
basis of functional connectivity matrices extracted
from the rs-fMRI data published in the ABIDE I
dataset.14,15 The criteria for inclusion in this table
are (1) that the references report results on the
(almost) complete ABIDE I dataset in order to
be comparable to our own results reported below,
and (2) that they report results using only features
extracted from the functional connectivity matri-
ces. We have excluded results obtained adding other
kinds of information, such as the graph convolu-
tional networks (GCN) enriched with demographic
information,35 and the features extracted from struc-
tural and MRI data.55 The heterogeneity of the data
in ABIDE as illustrated by the demographic infor-
mation shown in Table 2 is a source of frustration
for the machine learning approaches, so results con-
cerning single sites report overly optimistic results
that cannot be achieved with the entire dataset
or a large subsample.66 Another example of this
practice carries out the cross-validation experiments
intra-site reporting the average of the separate intr-
asite results.50,67
Columns of Table 1 reflect the choices made in the
steps of the process of Fig. 1, namely on brain parcel-
lation, feature extraction, and classification method.
Most works do not report on the specific functional
connectivity matrix estimation procedure. The most
popular brain parcellations are the Harvard–Oxford
(HO),68 and the Automated Anatomical Labeling
(AAL),69,70 which are guided by anatomical criteria.
However, data-driven parcellations have also been
assessed in the literature applying dictionary learn-
ing, independent component analysis (ICA), cluster-
ing approaches, stochastic parcellations according to
a random selection of sites (SP), and the selections of
sites following biomarkers reported in the literature,
such as Ref. 71. The feature extraction processes
applied are widely varying among references. Some
works report graph measures, other PCA and recur-
sive feature selection (RFE), sequential feature selec-
tion (SFS), or the use of ANOVA to select the most
relevant connections.41 Unlike conventional machine
learning classifier model building approaches, studies
using deep learning52 do not have a separate feature
extraction process. Convolutional Neural Networks
(CNN)72–78 learn from the data to carry out a hier-
archy of feature extraction processes.
The selected references of Table 1 apply the
conventional machine learning validation methodol-
ogy uniformly. Works report the average results of
repetitions of k-fold cross-validation results where
the training and any feature extraction is restricted
to the training dataset avoiding the double dip-
ping issues,79,80 with training and testing datasets
selected across original sites contributing to ABIDE
listed in Table 2. The performance reports in the
references of Table 1 are usually in terms of the
average Accuracy. Some works report the AUC as a
more robust performance measure,35,41,51 and some
report the median and 5% and 95% percentiles of the
AUC.51 Maximal accuracy and AUC results found in
the literature are 77% and .75, respectively. Regard-
ing reproducibility of the results, one key issue is
the availability of the actual data used in the exper-
iments, which is heavily dependent on rs-fMRI pre-
processing, brain parcellation, and functional con-
nectivity matrix estimation. In many instances,
obtaining the same dataset is not possible, so we
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Table 2. Demographics distribution per site of the ABIDE I dataset. Test = the subject
underwent DSM IV TR test, A = Autism, C = Control.
Male Female Test Male Female
Site N A C A C A C Y N A C A C
CALTECH 38 19 19 15 15 4 4 37 1 15 14 4 4
CMU 27 14 13 11 10 3 3 5 22 3 1 1
KKI 55 22 33 18 24 4 9 39 16 9 20 3 7
LEUVEN1 29 14 15 14 15 29 14 15
LEUVEN2 35 15 20 12 15 3 5 32 3 11 14 2 5
MAX MUN 57 24 33 21 29 3 4 42 15 15 23 3 1
NYU 184 79 105 68 79 11 26 171 13 64 72 9 26
OHSU 28 13 15 13 15 23 5 12 11
OLIN 36 20 16 17 14 3 2 25 11 11 9 3 2
PITT 57 30 27 26 23 4 4 45 12 18 20 4 3
SBL 30 15 15 15 15 26 4 14 12
SDSU 36 14 22 13 16 1 6 33 3 12 15 6
STANFORD 40 20 20 16 16 4 4 36 4 13 15 4 4
TRINITY 49 24 25 24 25 44 5 21 23
UCLA 1 82 49 33 42 29 7 4 55 27 26 23 2 4
UCLA 2 27 13 14 13 12 2 20 7 8 10 2
UM 1 110 55 55 46 38 9 17 82 28 28 31 8 15
UM 2 35 13 22 12 21 1 1 31 4 11 18 1 1
USM 101 58 43 58 43 61 40 38 23
YALE 56 28 28 20 20 8 8 48 8 15 19 7 7
1112 539 573 474 474 65 99 884 228 358 388 50 88
connectomes. We feel that results reported over this
dataset are fairly comparable.
The selection of the experimental cohort among
the ABIDE subjects varies among studies, often for
unexplained reasons. For instance, the benchmark-
ing work41 selected 871 subjects, after visual qual-
ity inspection of the data, while our own selection
includes 884 subjects. Subject selection is a source
of (often positive) bias in the results; therefore, we
have excluded from Table 1 references such as the
recursive feature selection on 532 subjects,81 the time
series clustering approach tested on 814 subjects,82
and others that report results on ABIDE subsamples
of 209,83 365,31 182,84 211,85 and 11986 subjects.
3. Materials and Methods
In this section, we will first introduce the dataset
used, then we comment on the brain parcellations
and functional connectivity measures considered.
The next sections describe the classifier building
methods employed, and the feature extraction and
feature selection methods examined. Finally, we com-
ment on the performance measures selected to report
results.
3.1. The dataset
The dataset analyzed in the study is extracted
from the Autism Brain Imaging Data Exchange
(ABIDE)14,15 providing a publicly available dataset
of rsfMRI acquisitions of subjects diagnosed with
ASD and TD, data of 1112 subjects. This dataset
collects data from 10 sites as detailed in Table 2. We
have excluded cases with diagnosis as Asperger or
PDD-NOS according to the fourth Diagnostic and
Statistical Manual of Mental Disorders (DSM IV
TR). We have selected and processed the 884 sub-
jects (ASD n = 408, TD n = 476) that underwent
the DSM IV TR test as shown in Table 2.
In order to have a fair comparison with the
published literature, we have resorted to the pre-
processed acquisitions which are available as part
of the Pre-processed Connectome Project (http://
preprocessed-connectomes-project.org/abide/).87
The raw rs-fMRI data have been processed using
the Configurable Pipeline for the Analysis of Connec-
tomes (C-PAC) (http://fcp-indi.github.io/) in order
to obtain the corrected and spatially normalized rs-
fMRI volumes. C-PAC applies skull striping, slice
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intensity normalization, nuisance signal regression,
band-pass filtering (0.01–0.1Hz) and registration of
fMRI images to standard anatomical MNI space.
3.2. Brain parcellations
The parcellations presented in Table 3 were applied
in order to obtain the region representative time
series for each of the regions of the selected par-
cellations. As discussed in Ref. 27, there are several
approaches to the definition of the brain parcellation
which may lead to significant differences in the com-
putational experiments.41,46 On one hand, we con-
sider in this paper the anatomically guided parcel-
lations such as the Tailarach and Tournoux (TT),
Eickhoff-Zilles,88 Harvard Oxford (HO),68 and the
Automated Anatomical Labeling (AAL)69,70 defined
from the brain segmentation of selected control pop-
ulations. On the other hand, we consider parcella-
tions are produced from the segmentation of the rs-
fMRI time series of the brain volume using clustering
techniques, such as the Dosenbach89 and Craddok90
parcellations.
3.3. Connectivity matrices
Recalling Fig. 1, the first step of our computa-
tional pipeline is the estimation of the connectiv-
ity matrices. We have considered five similarity met-
rics to build the connectivity matrices from the
time series representatives of the brain parcellations
which are available from the nilearn python pack-
age (https://nilearn.github.io/modules/generated/
nilearn.connectome.ConnectivityMeasure.html).
The root of these computations is the robust estima-
tion of the covariance matrix of the time series. We
use the Ledoit–Wolf shrinkage estimator91 following
methodological recommendations in Refs. 46 and 41.
We consider the following connectivity measures:
Table 3. Number of regions of the parcellations
used in this study.
Atlas #ROIs
Automated Anatomical Labeling (AAL) 116
Eickhoff-Zilles (EZ) 116
Harvard–Oxford (HO) 110
Talarach and Tournoux (TT) 110
Dosenbach 160 160
Craddock 200 (CC200) 200
• The covariance matrix computed using the Ledoit–
Wolf shrinkage estimator.91
• The Pearson Correlation Coefficient (PCC)92
among each pair of ROI time series, which is
computed as the normalization of the covariance
matrix.93
• The precision computed as the inverse of the
covariance matrix.
• The partial correlation obtained regressing out all
other connections for each pair of regions.94
• The tangent space representation of the matrices
obtained by whitening them.95
Hence, for each subject in the ABIDE dataset and
brain parcellation, we have five different connectiv-
ity matrices as input for the feature extraction and
classifier cross-validation.
3.4. Classifier model building methods
We have applied classifier building methods that
are available from the open- and free-source Python
library scikit-learn v0.22 (https://scikit-learn.
org/).96 Specifically, we have used the following:
• Random Forest (RF)97 is a popular ensemble
method that combines by majority voting the
response from a committee of decision trees98
trained upon bootstrapped versions of the train-
ing data. Moreover, the variables used to compute
each node split are randomly selected.
• K-Nearest Neighbor (KNN)99 is the basic non-
parametric classifier building approach where the
test sample class is assigned by majority voting
among the class labels of the K closest training
samples according to the Euclidean distance.
• Gaussian Naive Bayes (GNB)99 assumes the sta-
tistical independence of the features, so that the
classifier can be built as an aggregation of one
dimensional not interacting classifiers modeled by
a loose mixture of Gaussians.
• Support Vector Classifier (SVC)100,101 which
look for the maximum margin hyperplane dis-
criminating the sample into two classes solv-
ing a linear programming problem on the rel-
evance of the samples to this class boundary.
We use the linear kernel version because its
response is more stable, needs less parameter
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some instances, we carry out a variable selec-
tion procedure based on their statistical signif-
icance in an ANOVA analysis.102 We consider
both sparse (1) and nonsparse (2) regulariza-
tion terms. We test the two implementations avail-




• Logistic regression (LR)103–105 is the classical
approach that models the probability of the binary
classes by a logistic linear function, enabling linear
regression solvers to cope with classification prob-
lems. We apply both sparse (1) and nonsparse (2)
regularizations.
• Least absolute shrinkage and selection operator
(LASSO)106 is a sparse (1) regularized regres-
sion method that performs simultaneously variable
selection and regularization.
• Ridge Classifier (RC)107,108 which treats the clas-
sification problem as a straightforward regression
in the [−1, 1] interval with a penalty on the size of
the coefficients.
• Bayesian Ridge Classifier (BRC)109 performs the
ridge regression in a Bayesian framework mod-
eling the priors of the coefficients as a spheri-
cal Gaussian distribution whose parameters follow
prior Gamma distributions. Model fit and hyper-
parameter estimation is carried out concurrently
allowing for better adaptability to the data at
hand.
• Multi-Layer Perceptron (MLP)110 implements the
classical artificial neural network architecture with
sigmoid activation functions in the hidden and
output layers trained by backpropagation of the
error at the output layer. We apply both the adam
and the L-BFGS solvers. We explore MLP archi-
tectures with 5 and 10 hidden layers in order to
assess the impact of different hierarchical repre-
sentational depths.
Additionally, we report a limited series experi-
ments on the application of CNNs110,111 over the
connectivity matrices obtained with the diverse
parcellations and connectivity measures. CNNs
carry out induction of feature extraction filters
at diverse abstraction levels; hence, no feature
extraction has been included in the experiment.
We have used the MATLAB implementation of
CNNs, publishing the code and the data in zen-
odo (https://zenodo.org/record/4121200).The num-
ber of the experiments is limited by available com-
puting resources.
3.5. Feature extraction/selection
We have considered several dimensional reduction
procedures which are either feature extraction or fea-
ture selection techniques. Feature extraction usually
involves some transformation of the feature space
where the meaning of the original variables is lost
unless there is some backprojection transformation.
Feature selection preserves some of the original vari-
ables discarding others. As feature extraction tech-
niques, we have applied the following ones available
in the scikit-learn Python package:
• Probabilistic Principal Component Analysis
(PCA)112 is a probabilistic approach to the estima-
tion of the eigen decomposition of the feature vec-
tors covariance matrix instead of the conventional
singular value decomposition (SVD) approach. A
maximum likelihood approach is followed for this
estimation under the assumption of a Gaussian
multivariate model.
• Isometric Mapping (Isomap)113 looks for a low
dimensional embedding of the feature space which
preserves the geodesic distances among the data
samples. It involves the search for the nearest
neighbors, the shortest-path search between sam-
ples, and the computation of the partial eigende-
composition.
• Local Linear Embedding (LNE) is manifold learn-
ing approach that can be assimilated to a sequence
of PCA transformations, which try to benefit
from and enhance the local linear structure of the
data.114
• Multi-Dimensional Scaling (MDS)115 looks for a
dimensional reduction of the feature space such
that the relative ordering of the distances between
samples in the original space is preserved in the
reduced dimension space.
• Factor Analysis (FA)116,117 tries to explain the
observed variables as a linear model of unseen
latent variables. The conventional approach
assumes a Gaussian prior for the distribution of
the latent variables. Changing the prior distribu-
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• Connection selection by PCC: We compute the
PCC92 between each connection value in the func-
tional connectivity matrix across subjects and the
class label variable valued {−1, 1}. We compute
the empirical distribution of the absolute values
of these connection-label correlations. Finally, we
select the connections falling in the set upper per-
centile, discarding low correlated connections.
All feature extraction/selection procedures are
estimated on the training dataset; then the computed
transformations or variable selections are applied to
the test data in each cross-validation fold; hence, we
have to re-estimate the feature extraction/selection
operators for each cross-validation folds.
3.6. Classification performance report
We carry out 100 repetitions of the 10-fold
cross-validation, where feature extraction/selection
parameters are always computed only on the train-
ing dataset and applied in the test dataset to avoid
double dipping issues.79,80 Most of the papers in the
literature report the accuracy (Acc) of the classi-
fication results averaged after the repetition of 10-
fold cross-validation experiments. Accuracy is com-
puted as Acc = (TP + TN)/N where N is the
number of test samples, and TP and TN are the
number of correct positive and negative predictions
on the test set, respectively. Some papers41 report
the area under the receiver operating curve (ROC)
(AUC)118 as a more general and robust measure of
the classifier performance. The accuracy is deter-
mined by the actual decision threshold applied to
classify the test samples, while the ROC plots the
balance of false positives (FP) versus TP across the
entire range of decision threshold values. Similar to
Ref. 41, we report best results of the median, 5% and
95% percentile values of the cross-validation repeti-
tions results instead of the average value as a better
description of their distribution. We plot the densi-
ties of the median AUC results across the repetitions
of cross-validation experiments in order to visualize
their distribution for different pipeline choices. The
plots use the density() function in R that generates
smooth curves that are not always bounded in the
interval [0, 1]. To provide a quantitative ranking of
the choices, we carry out one-sided nonparametric
Wilcoxon’s rank sum tests among all pairwise combi-
nations of choices for each pipeline module. For each
test, we consider the results of all cross-validation
repetitions with all possible choice combinations for
the remaining pipeline modules. We present the p-
values of these tests in tables organized as follows:
for each table entry, the null hypothesis is that the
median AUC of the row choice is greater than that
of the column choice. We specify (row≥ column) at
each table caption as a reminder to the reader.
4. Results and Discussion
We have aggregated the results and discussion into
sections regarding the effect of the brain parcella-
tion, the functional connectivity matrix estimation,
the classifier building and the feature extraction pro-
cess. Finally, the best results are compared with the
state of the art of Table 1. Before proceeding with
the detailed discussion of the effect of each pipeline
module, we note an effect that is common to all of
them: All the presented distribution density approx-
imations of the median AUC have a big peak around
the value 0.5, which is equivalent to random choice.
This is a clear indication of the difficulty of the prob-
lem. Most pipeline combinations are poor performing
and results are quite unstable in general, with big
variations between cross-validation repetitions. We
think that this is the most salient empirical demon-
stration of the data heterogeneity and the need for
careful design of large scale data collection efforts.
Data heterogeneity is due to site differences on data
capture devices and procedures, as well as imple-
mentation of diagnostic criteria. Another source of
heterogeneity is the openness of the diagnostic crite-
ria leading to the inclusion of subjects with widely
diverse cognitive signatures. Clustering analysis119 of
data from a mentalizing task has revealed the exis-
tence of at least six well-differentiated subgroups in
a large sample of ASD and controls. Another demon-
strated source of heterogeneity is sex, which has been
proven to have a significant effect on the neurobiol-
ogy of autism.4
4.1. Effect of the brain parcellation
Figure 2 shows the density plots corresponding to the
aggregation of the median AUC results per brain par-
cellation used. As expected, these distributions are
not Gaussian shaped, and some of them are markedly
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Fig. 2. Density plots of the median AUC results
achieved from the different brain parcellations tested in
the experiments.
pretty close to a uniform distribution. Most parcella-
tion distributions have a big peak at the 0.5 value of
the median AUC with a low tail of values above 0.7.
We use one-sided Wilcoxon’s rank sum test to assess
quantitatively the improvement of results achieved
with each parcellation. Table 4 shows the p-values
of paired comparisons among the parcellations. It is
quite apparent that the AAL parcellation improves
over all others, followed by the CC200 parcellation.
However, the maximum median AUC is greater for
CC200 parcellation (0.767). The worse results are
obtained from the Dosenbach parcellation, which has
the greatest concentration of results around AUC =
0.5. These findings are quite interesting since the
AAL parcellation has a direct anatomical interpre-
tation, allowing results of feature selection to be
reported as anatomical biomarkers naturally.
4.2. Effect of the connectivity matrix
estimation
Figure 3 shows the distribution plots of the cross-
validation repetitions median AUC aggregated by
the kind of approach applied to compute the con-
nectivity matrix per individual. It can be appreci-
ated that these distributions are bimodal, with a
Fig. 3. Density plots of the median AUC results
achieved from the different measures used to build the
connectivity matrices.
high peak in 0.5. The tangent measure has the great-
est second peak, around 0.7, consequently having the
greatest maximum value of the median AUC. We use
the one-sided Wilcoxon’s rank sum test for a quanti-
tative comparison shown in Table 5. The PCC-based
connectivity and the tangent space connectivity
allow to achieve much better results than the others,
as reflected in the p-values reported in Table 5.
Tangent space connectivity has a slightly significant
improvement (p = 0.059) over the correlation-based
connectivity, which is reflected in the best median
AUC achieved (0.76).
4.3. Effect of the classifier building
method
We have selected several classifiers to carry out the
cross-validation experiments, some exploratory anal-
ysis (not reported here) of their performance results
was carried out in order to select model building
representatives for the comparison here. Figure 4
presents the plots of the densities of the selected
classifiers, where two groups of classifiers can be eas-
ily identified visually, one group of less performing
classifiers whose mass of results is centered around
Table 4. One-sided (row≥ column) Wilcoxon’s rank sum test p-values between median
AUC results achieved from the different parcellations used to extract representative time
series for the connectivity matrices.
AAL CC200 D160 EZ HO TT Max AUC
AAL 2.06e-15 2.404e-68 1.632e-30 2.127e-31 1.340e-36 0.753
CC200 1 6.098e-30 4.169e-06 1.164e-05 2.089e-10 0.767
D160 1 1 1 1 1 0.669
EZ 1 1 4.032e-14 4.721e-01 2.372e-02 0.748
HO 1 1 8.746e-15 5.278e-01 2.602e-02 0.739
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Table 5. One-sided (row≥ column) Wilcoxon’s rank sum test p-values
between median AUC results achieved from the different measures used to
build the connectivity matrices: cv = covariance, pc = partial correlation, p
= precision, t = tangent, c = correlation, max = maximum median AUC
achieved.
cv pc p t c Max AUC
cv — 0.011 2.2e-16 1 1 0.67704
pc 0.988 — 8.69e-10 1 1 0.70
p 1 1 — 1 1 0.67
t 2.2e-16 2.2e-16 2.2e-16 — 0.059 0.76
c 2.2e-16 2.2e-16 2.2e-16 0.9408 — 0.74
Fig. 4. Density plots of the median AUC results
achieved from the different classifiers tested in the exper-
iments. Neural10a =10 hidden layers MLP trained with
adam procedure, SVC L2 = nonsparse SVC, b ridge =
Bayesian ridge regression, GNB = Gaussian naive Bayes,
RF = random forest.
median AUC = 0.5, and the other that achieve bet-
ter responses. The results of the one-sided Wilcoxon’s
rank sum test in Table 6 provide confirmation of the
qualitative identification of two groups of classifiers.
Top performing are sparse SVC 2, ridge classifier
and the MLP with 10 hidden layers. Among them,
the sparse SVC has an almost significant improve-
ment over the other two. These results are in agree-
ment with state-of-the-art results.
4.4. Effect of the feature
extraction/selection
Feature extraction consists of a data space transfor-
mation where the new variables lose the meaning of
the original space, i.e. the anatomical localization of
the effects. Feature selection (such as the PCC-based
connection selection) preserves the meaning of the
original variables, because the selected variables are
not transformed. Feature selection is the preferred
approach for the medical researchers because they
can explain and compare the found biomarkers in
the framework of the medical literature.
We have explored the effect of the feature
extraction and feature selection procedures described
above. The Isometric Map has been discarded as
its results were far worse than any other feature
extraction method. For the other methods, we have
made an exploration of the performance achieved
when varying the number of features retained, find-
ing slight significant improvements leading to specific
selections for each approach that are compared in
Table 7 using the one-sided Wilcoxon’s rank sum test
as the density functions plotted in Fig. 5 are far from
Gaussian in most cases (exception made of MDS
Table 6. One-sided (row≥ column) Wilcoxon’s rank sum test p-values between median AUC
results achieved by the diverse kind of classifiers experimented with. Neural10a =10 hidden
layers MLP trained with adam procedure, SVC 2 = nonsparse SVC, b ridge = Bayesian ridge
regression, GNB = Gaussian naive Bayes, RF = random forest.
Neural10a SVC 2 b ridge kNN RF GNB Max AUC
Neural10a 0.963 0.817 2.547e-47 1.481e-06 2.143e-30 0.75
SVC 2 0.036 0.192 5.789e-62 0.841e-11 1.264e-43 0.761
b ridge 0.182 0.807 1.438e-61 1.407e-09 1.594e-42 0.761
kNN 1 1 1 1 1 0.61
RF 1 1 1 7.701e-20 2.036e-08 0.756
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Table 7. One-sided (row≥column) Wilcoxon’s rank sum test p-values between median AUC
results achieved from the different best versions of the feature extraction algorithms. PCA2 =
PCA retaining only half of the features, MDS2000, fa2000 = MDS, FA retaining 2000 features,
LNE3 = LNE retaining one-third of the transformed features.
PCA2 MDS2000 LNE3 p90 fa2000 Max AUC
PCA2 1.248e-116 8.525e-55 0.0029 0.078 0.75
MDS2000 1 1 1 1 0.55
LNE3 1 4.878e-66 1 1 0.62
fa200 0.921 1.577e-122 6.900e-59 0.0833 0.76
Fig. 5. Density plots of the median AUC
results achieved from the different feature extrac-
tion approaches. PCA2 =PCA retaining only half of
the features, MDS2000, fa2000 = MDS, FA retaining
2000 features, LNE3=LNE retaining one-third of the
features, p90=PCC selection 90% percentile.
which appears to be almost Gaussian). PCA2 has an
almost uniform distribution in the interval [0.5, 0.7]
of AUC values. Regarding Table 7, PCA2 improves
significantly over the other procedures, although the
significance of the improvement over FA is short.
4.5. Best results
One of the conclusions that can be extracted from
the previous sections is that finding good performing
pipelines requires exploration of many computational
choices where most of them will not achieve good
results. Here we have selected the best performing
pipelines found by exhaustive search over our exper-
imental results, some of them improving over most of
the results reported in the state of the art of Table 1.
Table 8 gives the best median AUC scores found,
together with the 5% and 95% percentiles of the
cross-validation results in our experiments for com-
parison with the most comprehensive exploration of
results to date,41 where the best reported results are
0.66, 0.711, and 0.756 for the 5%, 50%, and 95%
percentiles of median AUC distribution across all
repetitions of the cross-validation experiments. This
comparison shows the impact of feature extraction
approaches to enhance classification results. Because
many of the results in the literature are reported in
terms of accuracy, we include here the corresponding
accuracy tables. Table 9 gives the instances with the
best accuracy results of our experiments, comparing
favorably with the results gathered in Table 1. Some
recent results48,52 have been achieved using brain
parcellations that are not accessible; hence, direct
comparison against them is not possible for us.
Table 8. Best median AUC scores found in cross-validation repetitions, with corresponding set-
tings (parcellation, feature extraction, classifier, and connectivity measure) that achieved it.
Settings AUC percentiles
Parcel. Feat. extr. Classifier Conn. meas. 5% Median 95%
cc200 fa Logistic 1 Tangent 0.733 0.765 0.803
cc200 pca Logistic 2 Tangent 0.739 0.765 0.801
cc200 fa SVC 1 Tangent 0.739 0.764 0.803
cc200 fa1000 Logistic 1 Tangent 0.733 0.765 0.803
cc200 pca SVC 1 Tangent 0.735 0.767 0.805
cc200 fa2000 Logistic 1 Tangent 0.733 0.765 0.803
cc200 fa2000 SVC 1 Tangent 0.739 0.764 0.803
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Table 9. Best Acc scores found in cross-validation, with corresponding settings (parcellation,
feature selection, classifier, and connectivity measure) that achieved it.
Settings Acc percentiles
Parcel. Feat. ext. Classifier Conn. meas. 5% Median 95%
cc200 fa Logistic 1 Tangent 66.9 69.9 72.3
cc200 fa SVC 1 Tangent 65.7 69.9 72.8
cc200 fa1000 Logistic 1 Tangent 66.9 69.9 72.3
cc200 fa1000 SVC 1 Tangent 65.7 69.9 72.8
cc200 fa2000 Logistic 1 Tangent 66.9 69.9 72.3
cc200 fa2000 SVC 1 Tangent 65.7 69.9 72.8
cc200 pca Logistic 2 Tangent 67.3 70.5 72.1
cc200 pca SVC 1 Tangent 65.9 70.1 72.1
Best reported to date52 — — 77
4.6. Deep learning results
As suggested by a reviewer, given the deep learn-
ing techniques extreme success in computer vision
applications it seems mandatory to test the most
successful approach, namely CNNs,111 on the combi-
nations of brain parcellations and connectivity mea-
sures. Table 10 gives the best results achieved by each
CNN topology after 10 repetitions of 10-fold cross-
validation with each setting. One of the difficulties
of the application of deep learning approaches is the
finding the optimal topology of the network, which
can be very tricky. For our experiments, we have fol-
lowed the strategy of increasing the depth of the net-
work and changing the size of the filters following
a pyramid structure, broader filters at the bottom
layers and smaller ones at the top layers. We have
also tested ensembles of CNNs, though not very big
for lack of computational resources. We found that
adding layers provided some improvements, reaching
kind of overfitting situation when we applied a five
layers topology. Using an ensemble of 11 CNNs pro-
vided a small improvement, lack of computational
resources and time prevented experimentation with
larger ensembles. The use of a pyramidal strategy
in the definition of the filters did not provide sig-
nificant improvements. Comparison with results in
Table 9 shows that the examined CNN topologies do
not provide any improvement over conventional fea-
ture selection and classification methods. This obser-
vation does not preclude the existence some spe-
cific CNN topology that improves over conventional
approaches on this dataset; however, the ingenuity
and computational resources to find it is beyond our
current capabilities. Another observation from the
Table 10. Results of explored CNN topologies. We report median accuracy, brain parcellation (parcel.)
and connectivity measure (conn. meas.) with best results. n@m denotes a convolution layer with n filters of
size m. full denotes full connectivity layer. Output is always a softmax of two units. E denotes the number
of CNNs in an ensemble.
Settings Acc percentiles
CNN topology Parcel. Conn. meas. 5% Median 95%
20@5, full TT Correlation 48.30 54.55 62.50
20@5,20@5,full EZ Correlation 51,14 60.23 67,61
20@5,20@5,20@5,full HO Correlation 54.55 63.64 72.73
20@5,20@5,20@5,20@5,full AAL Correlation 55.93 64.04 72.16
20@5,20@5,20@5,20@5,20@3,full AAL Correlation 53.93 61.36 68.18
20@5,20@5,20@5,20@5,full, E = 11 AAL Correlation 57.95 66.29 74.58
20@9,20@7,20@5,full HO Correlation 55.68 64.77 72.73
20@11,20@59,20@7,20@5,full AAL Correlation 55.68 64.77 71.19
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results in Table 10 is that the 5–95% percentile inter-
val is much larger than in Table 9, likely due to the
stochastic learning characteristics.
Besides our experience reported above, the liter-
ature has several examples of attempts to apply deep
learning to ASD prediction on the ABIDE dataset.
In order to discuss comparative results, we face the
issue of the diversity of the underlying pipeline selec-
tions and deep learning design peculiarities. We have
not found in the literature an exhaustive explo-
ration of deep learning approaches over the brain
parcellations and connectivity measures comparable
to ours. However, we have shown that they have
quite significant effect on the predictive performance.
For instance, experiments involving a large ensam-
ble of 300 CNNs52 was carried out on a very spe-
cific irreproducible brain parcellation and connec-
tivity matrix constructions, with ad hoc simplified
CNN topologies found after a long trial and error
process with little success (Acc = 67). A greater
computational (irreproducible) tour de force of train-
ing an ensemble of 3D CNN applied on the nor-
malized rs-fMRI data48 provided a small improve-
ment (Acc = 72). The use of recurrent networks such
as the LSTM42 did not achieve better results than
the conventional approaches (Acc = 68%). Graph
convolutional networks (GCN)35,38 did not provide
significant improvement over conventional results in
Table 9 achieving the best result Acc = 70 adding
ancillary information to the connectivity data. Even
using ensembles of GCN39 did not add significant
benefits. Using autoencoders for feature extraction
combined with conventional MLP classifier provided
one of the best reported results.55
5. Conclusions
The predictive approach to the analysis of brain con-
nectivity from rs-fMRI data is gaining importance in
recent studies. In this approach, brain connectivity
biomarkers are confirmed by the predictive perfor-
mance in the classification between target popula-
tions. Up to this date, there is no comprehensive
study of the impact of the choices that can be made
while building the machine learning pipelines; hence,
we have carried out a comprehensive assessment
on the ABIDE I dataset, finding that some feature
extraction procedures provide a boost on the perfor-
mance of the classifiers across several connectivity
matrix building approaches, namely the classical
principal component analysis (PCA) and factor anal-
ysis (FA). A key issue is a reproducibility of the
results that depends on the availability of the data
and the precise computational resources to other
researchers in the community. For this reason, we
emphasize the public availability of the data and pro-
gramming resources used for this study via github
(https://github.com/mmscnet/Impact-feature-extra
ction-in-Autism) and zenodo (https://zenodo.org/
record/4121200) repositories.
Future work will be addressed to the extension of
the computational experiments to the full extent of
the ABIDE II dataset. Other connectomics datasets
collecting subjects and controls from connectivity
analysis regarding other diseases will also be con-
sidered. Additionally, innovative machine learning
approaches120–123 will be explored. The instability
of the validation of the predictive approaches in
many instances of neuroscience datasets is an issue
of methodological concern. In the case of the ABIDE
dataset, the sources of this instability are the het-
erogeneity of the subjects, diagnostic criteria imple-
mentation, and the data capture differences among
sites. Future work will explore the relevance of novel
validation approaches such as the works underly-
ing the statistical agnostic mapping124 to provide
more robust performance predictions leading to bet-
ter grounded biomarker identification.
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