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Resum 
Les tecnologies de reconeixement de cares (face recognition technologies o 
FRT) són una àrea d’investigació molt activa en aquests últims anys. Encara 
que el reconeixement facial és fàcilment realitzable per les persones, és difícil 
d’implementar de manera totalment automatitzada per ordinador. 
 
Un sistema de reconeixement de cares és, generalment, el següent: donada 
una imatge d’una cara “desconeguda” (o imatge de test) trobar una imatge de 
la mateixa cara en un conjunt d’imatges “conegudes”.  
 
La idea principal d’aquest TFG és implementar un sistema d’adquisició i 
processat d’imatges, mitjançant Python com a eina de codificació. Com a 
mètrica estadística per al reconeixement facial s’ha utilitzat el mètode basat en 
la correlació. És l’algoritme que defineix la quantitat de píxels semblants que 
comparteixen dos imatges al analitzar-les. El sistema conté dos mòduls 
principals. El primer mòdul es l’encarregat de extreure les cares de les imatges 
a processar. Utilitza la llibreria lliure OpenCV per retornar els punts 
característics de la cara a retallar. El segon mòdul, és l’aplicació creada 
mitjançant funcions fetes amb python. Aquest és l’encarregat de fer tot el 
processat necessari per al reconeixement facial. 
 
Un cop creada l’aplicació s’han fet  proves amb imatges de cares extretes de la 
base dades ESSEX, conté una sèrie d’individus amb un número d’imatges per 
individu. Dels resultats obtinguts s’han extret conclusions i donat alternatives en 
futures línies d’investigació i aplicacions practiques.  
 
 
 
 
 
 
 
 
 
 
 
  
 
ii 
Abstract 
Face Recognition Technologies (FRT) are a very active area of research in the 
last few years. While face recognition is easily achievable by people, it is 
difficult to implement it in a completely automated way by a computer. 
 
A face recognition system is generally as follows: once the image of an 
“unknown” face (or a test image) is given, an image of the same face is found  
amongst a set of pictures. 
 
The main idea of this project is to implement an acquisition and image 
processing system through Python as the programming tool. 
 
As a statistical metrics for the facial recognition, it has been used a method 
based on the correlation. It is the algorithm that defines the amount of similar 
pixels that two images share when they are analyzed. This system contains two 
main modules. Firstly, we have the module responsible of extracting the faces 
from the images which should still be processed. It uses the free library 
OpenCV to return the characteristic points of the face that is going to be cut. 
Finally, the second module is the application created using Phyton made 
functions. This last module is responsible for making all the required processing 
for the facial recognition.   
 
Once the application has been created, testing with pictures of faces taken from 
the database ESSEX has been done. This database contains a number of 
individuals, with an amount of images per individual. From the results, 
conclusions are drawn and alternatives in future research and practical 
applications are given.  
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1 INTRODUCCIÓ 
La cara és el principal punt d’atenció en les relacions interpersonals, jugant un 
paper molt important a l’hora de poder diferenciar individus i les seves 
emocions. Esta demostrat que els humans som capaços de reconèixer milers 
de cares que hem vist o conegut al llarg de la nostra vida i inclús identificar 
cares que ens són familiars només amb un cop d’ull, encara que hagin passat 
alguns anys des de l’últim cop que les vam veure. Aquesta habilitat és innata, 
per molt que es donin canvis en els estímuls visuals degut a les pròpies 
condicions visuals (molta/poca llum, etc.), d’expressió (emocions), amb el pas 
dels anys o altres consideracions com el fet de dur ulleres, canvis de pentinat o 
el mateix vell facial.  
 
Els models computacionals pel 
reconeixement facial, en particular, són força 
interessants perquè contribueixen, no només 
a la teoria del coneixement, sinó també a les 
aplicacions pràctiques. Sistemes capaços de 
reconèixer cares es podrien aplicar a una 
gran varietat de problemes, entre els que 
destaquen la identificació de criminals, la 
videovigilància, sistemes de seguretat amb 
control d’accés, processat d’imatge i vídeo i la 
interacció entre persones i ordinadors. 
 
 
 
Però, per exemple, perquè es fa necessari un nou sistema de control d’accés si 
ja n’hi ha que existeixen com el reconeixement d’iris o el reconeixement 
dactilar?  La resposta és que per qualsevol d’aquests mètodes és necessària la 
complicitat de l’individu (apropar la cara al sistema de reconeixement d’iris, o 
posar el dit sobre el lector de l’empremta digital); mentre que el reconeixement 
facial permet abolir la interacció de l’individu.  
Figura 1.1 Trets característics cara 
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Una càmera de vídeo pot captar les imatges facials sense la necessitat de que 
la persona hagi de actuar de cap manera.  
Això fa el sistema més còmode per la persona que l’utilitza. 
Desafortunadament, el fet de desenvolupar un model computacional per al 
reconeixement facial és molt complicat, degut a que les cares són complexes i 
multidimensionals. 
 
 
1.1 Context  
L’ estudi de reconeixement facial es va iniciar sobre els anys 60, però no va ser 
fins mitjans dels anys 90 quan es va produir un interès important en el 
desenvolupament de nous mètodes per al reconeixement facial automàtic. 
Aquest interès va ser impulsat pels avenços en les tècniques de computació 
visual, disseny computacional, disseny de sensors i la utilitat dels sistemes de 
reconeixement de cares. Aquestes tècniques volen reduir la taxa d'error en els 
sistemes de reconeixement i per a això va haver iniciatives que les van 
promoure, com FRGC i FRVT als Estats Units. 
 
Els sistemes de reconeixement facial 3D utilitzen bases de dades d'imatges 3D 
per identificar les persones capturant la seva imatge 3D. Amb els sistemes 2D  
els canvis en la il·luminació i en la posició redueixen l'efectivitat, amb 3D es 
redueix aquest efecte, ja que es disposem de més informació sobre la 
profunditat de la imatge. Com la forma de profunditat de la cara no canvia, en 
3D s'obtenen millors resultats. No obstant, per obtenir la imatge 3D d'un 
subjecte es requereix la seva col·laboració i un escenari controlat, situació 
bastant improbable en la pràctica durant la fase de reconeixement. 
 
Degut a la millora d’ efectivitat dels sistemes 2D i a la dificultat d'usar els 
sistemes 3D, va sorgir la idea de combinar imatges 2D i 3D en els sistemes de 
reconeixement. En aquests sistemes es busca flexibilitat per utilitzar dades en 
3D i poder aplicar un reconeixement en 2D. 
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1.2 Objectiu  
El propòsit del projecte es obtenir una aplicació que donada una imatge 
d’entrada amb cares, et faci un reconeixement facial automàtic. Per poder fer 
aquest processament de la imatge, caldrà haver introduït amb anterioritat a la 
base de dades unes imatges de les cares retallades i dimensionades per 
posteriorment utilitzar-les d’entrenament en un sistema de reconeixement facial 
que utilitzarà l’ algoritme de correlació.  
 
Per l’execució del sistema caldrà tindre una sèrie d’ hipòtesis que simplifiquin la 
complexitat que té realitzar un reconeixement facial. Les simplificacions 
afectaran a la imatge d’entrada i són les següents: 
• Les cares es veuran frontalment, sense deformació perspectiva. 
• Totes les cares es representaran sobre el mateix fons i pràcticament 
sense variació en la il·luminació. 
D’aquesta manera reduirem la complicitat a l’hora de fer el processat de les 
cares. 
 
1.3 Proposta 
Aquest TFG és una millora i ampliació d’un projecte de curs d’ ITIC de 
l’assignatura d’Informàtica on es feia una aplicació per al reconeixement de 
matrícules. La proposta del projecte es mitjançant el mateix mètode de 
reconeixement utilitzat per al reconeixement de matricules, aplicar-ho al 
reconeixement de cares. Amb aquesta finalitat s’ha implantat una aplicació per 
a reconèixer cares mitjançant el llenguatge pyhton i utilitzant l’editor de texts 
emacs. 
 
La idea principal es elaborar una aplicació que combina dos programes 
diferents. El primer programa tindrà la funció d’extreure qualsevol cara d’una 
imatge, que pot contenir un únic individu o diferents. Com ja hem mencionat 
abans i de manera que el processat sigui el més efectiu possible, la imatge 
d’entrada no podrà tindre deformació perspectiva, per tant, haurem d’ introduir 
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sempre imatges frontals. Aquest procés el farem mitjançant el detector de cares 
de la llibreria OpenCV[1], basat en l’algoritme de Viola-Jones[14]. Aquest 
s’encarregarà de trobar totes les cares de la imatge i extreure els seus punts 
més rellevants per posteriorment aplicar tot el processat per al reconeixement 
facial.  
 
Tot el processat serà realitzat mitjançant l’aplicació per reconèixer cares feta 
amb llenguatge Python. Aquest reconeixedor facial tindrà una sèrie de funcions 
que editaran i normalitzaran les imatges 2D que introduïm per posteriorment 
realitzar un reconeixement. 
 
Ara bé, per poder reconèixer cares, el sistema necessita un entrenament previ, 
on es creen models de cada persona candidata a la classificació (imatge patró). 
Totes les imatges patrons s'emmagatzemen per a tenir-les disponibles en 
l'etapa de classificació. 
 
Finalment hi haurà un bloc de reconeixement en el que es compararà la imatge 
d’entrada amb els models prèviament classificats (imatge patrons). Aquest bloc 
ha de ser capaç de trobar la identitat de la imatge introduïda. 
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1.4 Visió general del document 
Per facilitar la consulta del document, a continuació es descriu un breu resum 
del contingut que trobarem a cada capítol. 
El guió que segueix és el següent: 
 
En el Capítol 2 es descriu la base teòrica del sistema de reconeixement facial 
que s’ha utilitzat en aquest projecte i altres tipus de sistema més efectius 
utilitzats en l’actualitat. 
 
En el Capítol 3 disseny del sistema, es defineixen els passos seguits per crear 
el reconeixedor facial. La implantació de l’ algoritme principal, base de dades 
de cares utilitzada. Determinació  del llindar en el que dos cares pertanyen a la 
mateixa persona.  
 
En el Capítol 4 valoració dels resultats i objectius  
 
Per finalitzar, en el Capítol 5 les conclusions finals i les possibles aplicacions 
pràctiques que pot tindre el nostre reconeixedor facial.  
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2 APROXIMACIONS ESTADÍSTIQUES  
2.1 Introducció 
Els sistemes de reconeixement de cares es diferencien segons, bàsicament, 
per dos factors. El mètode en que son adquirides les imatges, que determinarà 
el tipus d’ imatge treballada, i l’algoritme que s’utilitzarà en la fase de 
reconeixement. 
 
Existeixen molts tipus de mètodes per resoldre el problema que presenta el 
reconeixement facial. Segons [2] aquests mètodes es poden agrupar en tres 
grups: els que es basen en algunes característiques facials (feature-based 
methods), els holístics que engloben tota la imatge facial (holistic template 
matching based systems) i per últim un híbrid dels dos esmentats anteriorment 
(geometrical local feature based schemes). 
 
Tot i que la a majoria dels mètodes explicats a continuació són híbrids, ja que 
tant es poden aplicar a la totalitat de la imatge, com també es poden enfocar 
sobre parts concretes de la imatge. Aquests tipus de mètodes utilitzen 
paràmetres estadístics per representar o crear un model o espai facial específic 
que es pot utilitzar durant la fase de reconeixement. Normalment, algunes 
imatges facials s’utilitzen com a informació d’entrenament per tal de crear 
l’espai facial on les imatges de test són classificades.  
 
A continuació mostrarem el mètode en que està basat aquest treball, i altres 
mètodes utilitzats en l’actualitat amb major eficiència respecte al realitzat al 
nostre reconeixedor facial. 
2.2 Mètodes basats en la correlació 
Conceptualment, l’esquema de classificació més simple és el que utilitza 
models de comparació per la tasca de reconeixement (matching template). En 
aquest mètode la imatge es representa com un vector de dues dimensions que 
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conté valors d’intensitat (It) i es compara amb un únic patró (T) que representa 
tota la cara. Existeixen moltes maneres de portar a terme aquest mètode. La 
alternativa utilitzada és la de calcular directament la distància Euclidiana entre 
la imatge i la plantilla. De manera més simple, podríem dir que es compara 
directament píxel per píxel la imatge amb la plantilla. 
Aquesta estratègia és extremadament sensible als canvis de dimensió, rotació, 
intensitat, etc. per això es fa necessari el pre-processat de les imatges.  
Generalment, les imatges es normalitzen per tal d’aconseguir que la seva 
mitjana sigui zero i la variància unitària.  
Amb el mètode de la correlació es defineix la quantitat de píxels semblants que 
comparteixen dos imatges al analitzar-les. D’ aquí s’extreu un valor resultant 
que determinarà el grau de semblança entre la imatge i la plantilla. 
 
Un dels problemes que presenta aquest mètode és que ha de comparar moltes 
característiques (cada píxel és una característica). Si a aquest fet s’afegeix que 
la BBDD amb la que es treballa és de N persones, amb M imatges per persona, 
aquest mètode no es podrà implementar en temps real. Requereix una BBDD 
en el qual les persones no pateixin variacions perspectives i de lluminositat. 
2.3 Principal component analysis (PCA) [3] [4] 
Entre les millors aproximacions per dur a terme el reconeixement facial està el 
Principal Component Analysis (PCA), que ha estat objecte d’estudi i es 
considera una de les tècniques que proporciona un millor rendiment. La idea 
principal del PCA és obtenir un conjunt de vectors ortogonals (eigenvectors) 
que, d’una forma òptima, representen la distribució de la informació en 
comparació amb la desviació del error quadràtic mig (m.s.e.). Els eigenvectors 
es representen com una imatge, aquesta recorda la forma d’una cara, tal i com 
es veurà a continuació.  
En qualsevol mètode basat en eigenfaces, el PCA es realitza a partir d’un 
conjunt de diferents imatges facials similar a les imatges desconegudes que 
han de ser reconegudes. 
La idea bàsica d’aquest algoritme és aconseguir reconèixer una imatge facial 
comparant-la amb les característiques obtingudes a partir d’algunes cares que 
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es coneixen prèviament. Es tractarà el problema de reconeixement facial com 
si fos un problema de reconeixement en dues dimensions, sense la necessitat 
de recuperar la geometria en tres dimensions de qualsevol objecte. D’aquesta 
forma s’aprofita l’avantatge de que, en principi, les cares es troben en posició 
vertical en una imatge i, així, es poden arribar a descriure com un petit conjunt 
de característiques en dues dimensions. El sistema funciona projectant les 
imatges facials sobre un espai de faccions que engloba les variacions 
significatives entre les imatges facials conegudes. Les faccions significatives 
s’anomenen eigenfaces, ja que son els eigenvectors (components principals) 
del conjunt de cares. D’altra banda no és necessari que aquestes eigenfaces 
siguin faccions com els ulls, les orelles o el nas.  
La projecció caracteritza la imatge facial d’un individu com la suma dels 
diferents pesos de totes les faccions (eigenfaces) i, de la mateixa manera, per 
reconèixer una imatge facial en particular només es necessita comparar 
aquests pesos amb aquells dels individus coneguts prèviament. Alguna de les 
particularitats d’aquest algoritme és que proporciona la habilitat “d’aprendre” 
una sèrie de cares i després reconèixer noves cares sense haver-ho de 
supervisar, i és fàcil d’implementar. 
 
En la representació de les eigenfaces, cada imatge d’entrenament es considera 
com un vector   𝑥  que conté els valors de tots els píxels en la gama de grisos. 
Utilitzant aquests vectors, es pot obtenir una bona representació de les cares. 
Si suposem que disposem de N vectors d’entrenament facials   𝑥!, 𝑥!,… , 𝑥! que 
són la realització del procés estocástic 𝑋, la cara mitjana es pot aproximar per 
[5]. 
 
 
i es pot demostrar que els vectors ortogonals que òptimament representen la 
distribució de les imatges facials d’entrenament respecte el m.s.e. vénen 
donats pels eigenvectors de la matriu de covariància [5] 
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Els eigenvectors i   𝑒! , es referencien com eigenfaces ja que semblen cares. 
Una característica clau de les eigenfaces és que formen una base ortonormal, 
així que és força simple calcular les components de qualsevol imatge en l’espai 
de les eigenfaces. 
 
La Fig. 2.1 mostra les 16 eigenfaces  d’un conjunt d’imatges. Els vectors dels 
trets característics són derivats utilitzant eigenfaces. 
 
 
 
Figura 2.1 Eigenfaces d’ un conjunt d’ imatges 
 
S’ha de remarcar que qualsevol imatge d’entrenament es pot obtenir, sense 
cap tipus d’error, com una combinació lineal de les eigenfaces: 
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Les eigenfaces també es poden utilitzar per representar les imatges de test per 
ser identificades. Això s’aconsegueix al projectar les imatges de test sobre les 
eigenfaces. La primera eigenface és la que conté la major part de la informació, 
en el que a l’error quadràtic mig es refereix, així que es pot expressar, 
aproximadament, el vector d’una imatge de test 𝑦 en l’espai d’eigenvectors en 
termes de les components principals dels vectors d’entrenament: 
 
Qualsevol imatge d’entrenament que s’ha utilitzat per generar aquestes 
eigenfaces pot ser perfectament reconstruïda. Una imatge de test, que no es 
troba inclosa a la base de dades, pot ser reconstruïda introduint un cert error 
utilitzant les eigenfaces. 
 
El reconeixement es realitza a partir del principi de màxima probabilitat 
(maximum likelihood) gràcies al càlcul de distàncies. La imatge d’entrenament 
escollida és aquella que presenta la mínima distància segons l’espai 
d’eigenvectors: 
 
on N és el nombre d’imatges d’entrenament. 
 
D’aquesta manera, la imatge de test correspon amb la imatge d’entrenament, la 
representació de la qual és la més similar. Es pot utilitzar el càlcul de distàncies 
que es cregui oportú, encara que la que s’utilitza normalment es la distància 
Euclídea [6]. El concepte d’eigenface es pot estendre a qualsevol eigenfeature 
(boca, nas, ulls, etc.). Les mitges eigenfaces, anomenades eigensides, s’han 
provat com a eina útil per al reconeixement facial quan part de la cara es troba 
distorsionada o no està disponible. 
 
Un dels principals problemes que planteja el PCA quan s’utilitza per aplicacions 
de reconeixement facial és l’enorme dimensió de la matriu covariància. Que 
assoleix una mida impracticable de processar. Degut a que les imatges de 
prova i les de la base de dades han de ser de la mateixa mida. S’han de 
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normalitzar i dimensionar reduint l’espai facial de manera que siguin més fàcils 
de processar.  
2.4 Linear discriminant analysis (LDA) 
L’esquema LDA permet utilitzar la informació entre membres de la mateixa 
classe per desenvolupar un conjunt de vectors de característiques on les 
variacions de les diferents cares s’emfatitzen mentre que els canvis deguts a 
les condicions d’il·luminació, expressió facial i orientació de la cara no ho fan. 
Explicat d’una altra manera: el PCA no té en compte la informació de quines 
imatges pertanyen a un mateix individu, mentre que el LDA si que ho fa. Per 
aquest motiu el inconvenient del PCA sobre el LDA és que maximitza la 
variància de totes les mostres sense tenir en compte la classe a la que 
pertanyen. Per la seva part, el LDA intenta maximitzar la variància de les 
mostres entre classes; i al mateix temps minimitzar la variància entre mostres 
de la mateixa classe. 
 
Formalment això s’aconsegueix construint dos matrius de dispersió (scatter 
matrix) a partir de les imatges d’entrenament; en una de les quals es 
representa la dispersió entre les diferents classes (diferents individus), i a l’altra 
es representa la dispersió entre membres de la mateixa classe (imatges del 
mateix individu). Les matrius es defineixen com [7]: 
 
on s’assumeix que les c classes es donen amb una probabilitat a priori Pi. El 
nombre de imatges per classe és Ni. Les imatges en el conjunt d’entrenament 
es representen mitjançant vectors de n dimensions on xj(i) denota la j-íssima 
imatge que pertany a la classe i. El vector mitjana d’una mateixa classe es 
calcula a partir de: 
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essent 𝜇 la mitjana total de tots els vectors d’entrenament: 
 
 
La matriu de dispersió entre classes SB recull la dispersió dels vectors mitjana 
de cada classe respecte el vector mitjana total. El factor Pi en aquesta matriu  
representa la probabilitat de cada classe, i generalment s’estima com el 
quocient entre Ni i el nombre total d’imatges en el conjunt d’entrenament. 
D’altra banda, la matriu de dispersió entre membres de la mateixa classe SW 
representa la dispersió dels elements d’una mateixa classe respecte el vector 
mitjana d’aquella mateixa classe. Aquesta matriu és la suma de les diferents 
probabilitats ponderades de la matriu de covariància entre membres de la 
mateixa classe. Per tant, SW calcula, d’alguna manera, el soroll de cada imatge 
d’entrenament respecte el vector mitjana de la seva classe. 
 
El mètode LDA proposa projectar les imatges sobre un conjunt de k vectors 
ortogonals que maximitza la següent funció: 
 
on Vopt representa una matriu amb k vectors-columna ortogonals amb n 
components cadascun. 
 
Un cop es determina la matriu Vopt, la informació es projecta sobre un 
subespai reduït de dimensió k a partir de: 
 
essent x el vector de dimensió n que representa la informació (píxels de la 
imatge en forma de vector).  
 Aplicació per al reconeixement facial 
      
13 
Clarament, el criteri d’optimització anterior implica que Vopt maximitza la 
distància projectada entre els vectors que pertanyen a les diferents classes 
però també intenta recopilar les imatges projectades que pertanyen a la 
mateixa classe de manera conjunta.  
Aquest mètode utilitza la informació de la matriu de distorsió de imatges de la 
mateixa classe per optimitzar l’agrupació de la informació després de la 
projecció. D’altra banda, quan es construeix la matriu de covariància en el 
mètode PCA, no s’introdueix cap tipus d’informació sobre l’existència de 
diferents classes. 
 
El mètode PCA troba el vector de projecció òptim en la direcció de màxima 
energia de la informació mentre que el sistema LDA optimitza el vector de 
projecció per obtenir la discriminació màxima. Es veu clarament com la 
informació es troba ben agrupada en aquesta última aproximació.  
Sempre i quan la matriu de distorsió de imatges de la mateixa classe sigui no 
singular es pot reduir el problema anterior segons la següent equació 
generalitzada:  
 
 
on vi són els eigenvectors (columnes de Vopt) associades als k eigenvalues més 
grans. 
 
No obstant, per al problema de reconeixement facial, l’equació anterior no és 
viable, ja que la matriu SW sempre és no singular. Això és degut a la seva 
construcció, el rang és com a molt N-c i, en general, el nombre de imatges en el 
conjunt d’entrenament (N) és bastant més petit que el nombre de píxels de les 
imatges (n). 
 
Per tal de solucionar aquest problema s’han proposat diferents alternatives. 
L’exemple més clar és el que proposa [7] amb el que es coneix amb el nom de 
FisherFaces, en honor a Robert Fisher [8], [9], qui va desenvolupar la tècnica 
de Discriminació Lineal per al reconeixement de patrons. El nom de Fisher 
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Linear Discriminant (FLD) s’usa també per al procediment descrit anteriorment i 
és equivalent al LDA. 
 
La tècnica de les FisherFaces es basa en reduir la dimensió dels vectors que 
contenen la informació mitjançant l’algoritme del PCA abans d’aplicar el mètode 
FLD. Després de projectar el conjunt d’imatges sobre un subespai de 
dimensions més petites la matriu resultant SW és no singular i se li pot aplicar 
el mètode de classificació Fisher. 
 
Això s’aconsegueix utilitzant l’algoritme PCA per reduir la dimensió de l’espai 
de característiques a N-c i després aplicant el standard FLD per reduir la 
dimensió a c-1. Formalment, la matriu de projecció es descompon en dues 
parts: 
 
on 
 
 
En el mètode original [7] la optimització per Vpca es calcula a partir de matrius 
amb columnes ortonormals de nx(N-c), mentre que la optimització per Vfld 
s’aconsegueix, també, mitjançant matrius amb columnes ortonormals de (Nc) 
xm. En resum, a l’hora de calcular Vpca, només es descarten les c-1 components 
principals més petites.  
Els resultats obtinguts amb el mètode de les Fisherfaces són força millors que 
els que es poden obtenir amb la PCA, especialment quan existeixen diverses 
condicions d’il·luminació en el conjunt d’imatges d’entrenament i de test. Els 
experiments que es troben a [7] utilitzen un conjunt d’entrenament que inclouen 
varies imatges de cada individu il·luminades des de diferents angles. L’anàlisi 
FLD permet retenir l’estructura de la cara sota aquestes condicions variables, 
mentre que no succeeix amb el PCA. Això es pot explicar ja que les diferents 
il·luminacions es poden modelar utilitzant les superfícies de Lambert. En aquest 
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cas, els canvis que es produeixen en les diferents imatges d’una mateixa cara 
es troben en un subespai lineal de tres dimensions i per això, la reducció de la 
dimensionalitat a partir de la projecció FLD, pot extreure l’estructura intrínseca 
de la cara independentment dels diferents canvis d’il·luminació. El PCA no pot 
retenir aquesta estructura si no es té en compte la informació de classes per a 
cada imatge d’entrenament. Per tant, el PCA és molt sensible a diferencies en 
les condicions d’il·luminació si la intensitat de les imatges d’un mateix individu 
són molt diferents. S’ha argumentat que les condicions d’il·luminació afecten 
als primers eigenvectors de la projecció de el PCA i s’han obtingut millors 
resultats si es descarten els tres o quatre primers vectors. Tot i que això s’ha 
portat a la pràctica, els resultats obtinguts d’aquesta forma disten bastant dels 
obtinguts amb el mètode FLD. 
 
Un altre experiment interessant amb el FLD es basa en entrenar l’espai de 
projeccions a partir d’un conjunt que conté variacions en l’expressió facial, els 
canvis d’il·luminació, el fet de portar o no ulleres, etc. En aquest cas, el FLD 
presenta millors resultats que el PCA que no conté la informació de classes per 
calcular el subespai de projecció òptim. L’estructura dels vectors de projecció, 
les Fisherfaces en aquest cas, reté la importància de les diferents regions 
facials per aconseguir la classificació final. Quan s’entrena el sistema amb un 
conjunt d’imatges d’individus amb diferents expressions facials, les Fisherfaces 
que s’utilitzen donen menys importància als píxels situats a prop de la boca, 
que és la zona més variable als canvis d’expressió. El sistema dóna més pes 
als ulls, al nas i a les galtes ja que son zones més invariables en les diferents 
imatges d’una persona. 
2.5 Partial Principal Component Analysis (P2CA) 
2.5.1 Introducció 
Els mètodes presentats anteriorment són alguns dels més utilitzats en 
reconeixement facial en 2D, però presenten un gran inconvenient: si el sistema 
s’entrena amb imatges frontals, en la fase de reconeixement també s’hauran 
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d’utilitzar imatges frontals, ja que aquests algoritmes són molt sensibles a petits 
canvis de posició.  
 
Existeix una nova tendència: utilitzar mètodes que treballen amb imatges en 3D 
tant al entrenament com durant el reconeixement i que presenten un millor 
resultat en situacions de variacions en la posició [10], [11]. Tot i això, aquests 
sistemes presenten un gran inconvenient; i és que és molt difícil obtenir 
imatges en 3D en la fase de reconeixement. Els elements 3D necessaris per 
obtenir tals imatges han d’estar molt ben calibrats i sincronitzats per adquirir la 
informació i això és pràcticament inviable en la fase de reconeixement.  
És per aquest motiu que s’ha pensat en utilitzar mètodes mixtes com l’algoritme 
que es presenta a continuació, que es basa en una extensió del clàssic PCA 
(punt 2.3) i rep el nom de Partial PCA o P2CA.  
 
A diferència del PCA, el P2CA és un algoritme que utilitza imatges en tres 
dimensions en la seva fase d’entrenament, però que a la vegada pot processar 
imatges en dos o tres dimensions en la seva fase de reconeixement [12]. 
Aquest algoritme té com a principal objectiu oferir millors resultats que el clàssic 
PCA en variacions de posicionament del rostre, ja que el procés d’entrenament 
en tres dimensions reté tota la informació espacial de la cara.  
 
Com s’ha descrit en els apartats anteriors, moltes de les tècniques de 
reconeixement facial no són fiables en els següents casos: canvis d’il·luminació 
i variació perspectiva. Qualsevol d’aquests problemes provoca una degradació 
considerable en l’execució del sistema de reconeixement facial. La degradació 
perspectiva canvia dràsticament l’aparença d’una mateixa cara i, en molts 
casos, aquestes diferencies són majors que les diferencies entre individus. 
Aquesta afirmació també es manté en el cas de canvis d’il·luminació.  
 
Aquesta tècnica intenta reconstruir models facials en 3D a partir de múltiples 
imatges de la mateixa persona adquirides mitjançant un sistema multi-càmera 
[8] o, directament, a partir d’aparells 3D, com poden ser làsers o escàners 3D. 
 Aplicació per al reconeixement facial 
      
17 
L’avantatge d’utilitzar dades en tres dimensions és que, a part de la textura, la 
informació sobre la profunditat també es troba disponible, fent el sistema més 
robust envers els ja citats canvis en il·luminació i posicionament.  
 
L’únic inconvenient d’aquest mètode és l’adquisició de les dades en 3D en la 
fase de reconeixement. La precisió dels algoritmes de reconstrucció en 3D té 
una relació proporcional a l’adquisició dels seus paràmetres. Tant és així, que 
es requereix un escenari on tots els seus components estiguin ben calibrats i 
sincronitzats, a més de la cooperació de la persona a reconèixer. 
Aquests dos requeriments s’aconsegueixen fàcilment en la fase d’entrenament, 
quan es vol construir la base de dades, però no tant en la fase de 
reconeixement. Aquest tipus d’escenaris no acostumen a ésser tan controlats, i 
és per això que només es disposa d’una imatge de l’individu en dues 
dimensions per realitzar el reconeixement.  
 
La recerca es focalitza en desenvolupar un algoritme flexible que permeti 
utilitzar imatges en 3D per crear la base de dades, i que a la vegada permeti 
processar les imatges en la fase de reconeixement a partir de dades en dos o 
tres dimensions. Aquest concepte de comparar imatges 2D i 3D es pot realitzar 
utilitzant informació parcial i projectant-la en tot l’espai.  
2.5.2 Fonaments del P2CA 
L’objectiu de P2CA és implementar un mètode mixt 2D – 3D, on imatges en 2D 
(imatges normals) o 3D (imatges de 180º en coordenades cilíndriques) poden 
ser utilitzades en la fase de reconeixement. En qualsevol dels dos casos, 
aquest mètode precisa d’una representació cilíndrica de la cara en 3D en la 
seva fase d’entrenament. 
 
El primer pas en el sistema de reconeixement facial és caracteritzar cada 
identitat de la base de dades amb un conjunt de característiques òptimes, que 
hauria de ser el més petit possible. P2CA redueix la dimensió de les imatges a 
través de projeccions sobre un conjunt de M vectors òptims vk (espai facial), 
que a la vegada són els eigenvectors de la matriu de Covariància del conjunt 
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d’imatges d’entrenament. Un cop l’espai facial s’ha creat durant la fase 
d’entrenament, cada individu ith es pot representar com el resultat de projectar 
la imatge sobre els vectors de l’espai facial [11]: 
 
 
on AiT és la matriu transposada de la imatge d’entrenament en 3D que 
representa l’individu i vk són els M vectors òptims de projecció que maximitzen 
l’energia dels vectors projectats rk i, calculada la mitja per tota la base de dades 
(pesos o coeficients utilitzats pel reconeixement). Cada vector rk i té W 
components on W és la dimensió de les imatges d’entrenament en 3D (Ai) en la 
direcció horitzontal (vertical quan es transposa). Aquests vectors són les 
característiques extretes (pesos a la Fig 2.2) que s’emmagatzemen al sistema 
durant la fase d’entrenament i s’utilitzen posteriorment en la fase de 
reconeixement. Resumint, cada identitat de la base de dades es representa per 
una matriu de característiques WxM. La principal diferencia envers el PCA 
convencional és que tota la imatge es representa com una matriu en 2D en lloc 
de fer-ho com un vector que representa la imatge. El procés complet s’il·lustra 
a la Fig 2.2. 
 
Figura 2.2 Diagrama de blocs general del P2CA. 
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3 DISSENY SISTEMA 
3.1 Estructura 
En aquest capítol es fa referencia a tots els passos que s’han de seguir per 
arribar a crear el sistema de reconeixement facial. 
En la Figura 3.1 es mostra la execució de tots els passos a realitzar per forma 
l’aplicació de reconeixement de cares. 
 
 
 
Figura 3.1 Diagrama de blocs d’un sistema de reconeixement facial  
 
 
A l’annex s’explicarà quins paquets de dades, aplicacions i llibreries s’han 
tingut que instal·lar per preparar el nostre entorn de treball. 
També es descriuran el fitxers, mòduls i funcions creats per la creació del 
nostre reconeixedor facial. 
 
Seguidament es detallarà més àmpliament les parts mostrades al diagrama de 
blocs Figura 3.1 . 
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3.2  Imatge d’entrada  
És la imatge de la persona o conjunt de persones a reconèixer. Normalment les 
imatges d’entrada tenen diferents dimensions i contenen variacions de colors. 
3.2.1.1 Imatge i color [17] 
Una imatge digital, pensem en una fotografia per exemple, és de del punt de 
vista informàtic una matriu de píxels. Cada píxel representa un punt en concret 
de la imatge i, com a tal, es representa generalment pel color d’aquest punt. 
Per representar un color cal anar a parar a la teoria del color. 
 
La teoria del color és una qüestió complexa i notable. Aquí no entrarem en 
detalls sobre les peculiaritats. En el nostre cas usarem l’anomenat espai RGB o 
additiu. 
 
En el sistema RGB un color es representa com un punt a l’espai tridimensional, 
 
 
en el que la primera dimensió correspon al component R(ed), el segon G(reen) 
i el tercer B(lue). Així mateix, el valor 0 per a un component indica l’absència 
d’aquest component, mentre que un valor 1 indica la màxima luminància en 
aquest mateix. Així, el color blau correspon al vector (0,0,1) i el color vermell al 
(1,0,0). Podem composar multitud de colors sumant diverses proporcions de 
cada component. Seguint això, el color magenta correspon al vector (1,0,1), el 
vector (0,0,0) el negre i el (1,1,1) el blanc.  Moltes aplicacions permeten 
treballar amb colors definits a l’espai RGB. 
Molt sovint un color RGB no es representa sobre l’espai anterior sinó sobre un 
aproximació en els naturals, 
 
Aquesta aproximació permet representar cada component sobre un byte de 
memòria i és convenient pel  procés informàtic. 
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Tornant a les imatges, doncs, convindrem que una imatge RGB és una matriu 
de píxels. És a dir, una matriu de cel·les de la qual són tuples RGB en els 
naturals. Com mostra la Figura 3.2 es pot veure una matriu de píxels a la dreta 
i, a l’esquerra, la imatge que li correspon. 
 
 
Les imatges també poden ser en escala de grisos. En aquest cas, cada píxel 
correspon a un valor de gris. Si usem bytes com a representació pels píxels el 
0 correspon al color negre, el 255 al blanc i el 128 a un gris que té 
aproximadament la mateixa quantitat de blanc que de negre. La Figura 3.3 
mostra una imatge amb escala de grisos i la corresponent matriu. 
 
Figura 3.3 Imatge grisos de 3x3 píxels (esquerra) i la seva matriu (dreta)  
 
Finalment, una imatge pot estar formada només pels colors blanc i negre. 
Aleshores els píxels es poden representar només per un bit. Això, no obstant, 
per qüestions relacionades amb la facilitat d’accés a la memòria del 
computador, és habitual representar els píxels, com en el cas de l’escala de 
grisos, amb un enter que només pot prendre valors 0 (negre) o 255 (blanc). 
En la Figura 3.4 podem veure una imatge en blanc i negre. 
Figura 3.2 Imatge RGB de 3x3 píxels (esquerra) i la seva matriu (dreta) 
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Figura 3.4 Imatge blanc i negre de 3x3 píxels (esquerra) i la seva matriu (dreta) 
 
3.3 Detecció de cares 
Com ja s’ha esmentat amb anterioritat en la introducció d’aquest document, per 
la detecció de les cares utilitzarem la llibreria OpenCV[1], basada en l’algoritme 
de Viola-Jones[14]. 
 
Abans de començar a elaborar l’aplicació hem d’assolir i entendre conceptes 
bàsics de les funcions que contempla OpenCV[1] i el seu algoritme aplicat de 
Viola-Jones[14]. 
3.3.1 Llibreria OpenCV 
Segons [15] OpenCV és una biblioteca lliure de visió artificial originalment 
desenvolupada per Intel. Des de  que va aparèixer la seva primera versió alfa 
al mes de gener de 1999, s'ha utilitzat en infinitat d'aplicacions. De sistemes de 
seguretat amb detecció de moviment, fins aplicacions de control de processos 
on es requereix reconeixement d'objectes. Això es deu al fet que la seva 
publicació es dóna sota llicència BSD, que permet que sigui usada lliurement 
per a propòsits comercials i d'investigació amb les condicions en ella 
expressades. 
 
Open CV és multiplataforma, hi ha versions per a GNU / Linux, Mac OS X i 
Windows. Conté més de 500 funcions que abasten una gran gamma d'àrees en 
el procés de visió, com a reconeixement d'objectes (reconeixement facial), 
calibratge de càmeres, visió estèreo i visió robòtica. 
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3.3.2 Algoritme Viola-Jones[14]  
Viola-Jones és un algoritme per a la detecció de cares. A partir de la seva 
publicació es va produir un canvi molt important en la detecció́ de patrons en 
imatges, ja que superava de molt en velocitat als algoritmes que es feien servir 
fins aquell moment i obtenia resultats similars. Va ser publicat al 2001. El nom 
complet dels seus autors és Paul Viola i Michael Jones i s’utilitzava per a la 
identificació de cares en imatges. Les principals innovacions eren la utilització 
de la imatge integral per la avaluació de classificadors, la utilització de una 
variant de l’algoritme de aprenentatge AdaBoost i la disposició dels diferents 
classificadors en forma de cascada per a millorar la velocitat d’execució. Com 
veurem al llarg d’aquest document l’algoritme es pot adaptar per detectar 
qualsevol objecte en una imatge. En aquest projecte l’utilitzarem per a detectar 
els la cara d’una persona en qualsevol entorn, es a dir, extraurem les 
coordenades o punts descrits per l’algoritme per posteriorment poder fer el 
normalitzat de les imatges. 
3.3.2.1 Entrenament classificadors 
Un classificador es una funció que relaciona el espai de característiques X (que 
pot ser discret o continu) amb una sèrie de classes o etiquetes discretes Y. En 
el cas del Viola-Jones l’espai de característiques és cada sub-imatge (finestra) 
de la imatge on volem identificar el patró i les etiquetes són dues, hi ha el patró 
o no hi és. Utilitzant una sèrie de exemples positius, que contenen el patró que 
volem trobar i exemples negatius, que no el contenen, l’algoritme calcula un 
classificador pel patró. El que farà aquest algoritme es seleccionar una sèrie de 
característiques i llindars que classificaran les diferents finestres de la imatge 
on volem identificar el patró. Aleshores sabrem en quines de les finestres de la 
imatge s’ha identificat el patró que estàvem buscant i quines no. Com veurem 
més endavant el classificador que utilitzarem és en realitat una sèrie de 
classificadors posats en cascada. Podem veure en més detall l’algorisme 
d’aprenentatge en l’apartat corresponent de la memòria. 
En el Viola-Jones original s’utilitza per fer l’aprenentatge una variant de 
l’AdaBoost que restringeix les possibles característiques a utilitzar per a millorar 
la velocitat de la detecció un cop el classificador ja estigui entrenat. 
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3.3.2.2 Característica Haar 
Una característica Haar de la imatge consisteix en una sèrie de àrees. Cada 
àrea pot tenir valor 0 o 1. En la figura 1 en podem veure alguns exemples. El 
resultat de una característica Haar consistirà en sumar els valors dels píxels de 
la imatge que pertanyen a una àrea amb valor 1 i restar els píxels on el valor 
sigui 0. Això ens donarà un resultat que comprovant el llindar que té la 
característica Haar que estiguem avaluant indicarà si passa o no la avaluació. 
Caldrà comprovar la imatge per a diferents mides de la característica Haar i per 
a cada mida totes les posicions possibles. Com si passéssim una finestra per la 
imatge, on avaluem només els píxels de la finestra. Això es degut a que no 
sabem la mida que té el patró que estem buscant en la imatge. Una de les 
avantatges de les característiques de haar comparades amb les operacions 
píxel a píxel és que a l’hora de entrenar classificadors el conjunt de les 
possibles característiques a utilitzar es redueix i això permet obtenir bons 
resultats mitjançant menys imatges d’exemple. 
 
3.3.2.3 Haar-like feature 
Subconjunt de les característiques de haar formades per àrees rectangulars. 
Concretament en el mètode de Viola-Jones encara restringeix més i només 
se’n utilitzen de 4 tipus, que podem veure a la figura 2.  
Figura 3.5 Exemple característiques Haar 
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Tenen la principal avantatge de que podem calcular el resultat utilitzant la 
imatge integral, en contes de accedir al valor de cada píxel. Tenint en compte 
que cal avaluar la característica per a tots les mides i posicions possibles això 
redueix dràsticament el nombre de operacions. 
Les ca-racterístiques de Haar (Haar-like features en anglès) permeten obtenir 
informació d'una zona concreta mitjançant una operació aritmètica simple: Això 
ens porta a una gran eficiència tant de càlcul com espa-cial. 
 
En concret es fan servir tres característiques de Haar: 
• Característica de dos rectangles (two-rectangle feature) 
• Característica de tres rectangles (three-rectangle feature) 
• Característica de quatre rectangles (four-rectangle feature) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
En tots els casos anteriors l'obtenció del valor de la característica consisteix en 
la resta entre el valor d'una o més subzones dins la zona analitzada. És a dir, 
restem el valor que donem 1 subzona-na, mitjançant la integral sumada 
(explicada més endavant en aquest mateix document), amb el d'una altra 
subzona-na. 
Figura 3.6 Les 4 característiques de Haar 
rectangular 
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A les figures abans mostrades es pot veure com la comparació consisteix en la 
resta entre les zones grises i les zones blanques de la imatge. 
3.3.2.4 Integral Image 
Per computar ràpidament cada un dels rectangles es fa servir una 
representació de la imatge anomenada "Integral image" . La integral d'una 
imatge respecte un punt x, i consisteix en la suma dels píxels per dalt ia 
l'esquerra d'aquest punts, x, i inclosos. 
 
La integral de la imatge representa en computació una manera elaborada 
d'obtenir valors de forma eficient. Aquest mètode permet l'ús de 
programació dinámica4, que permet l'obtenció de valors dins de la imatge a 
través d'altres valors calculats prèviament. 
Per calcular el valor del rectangle D podem 
fer-ho mitjançant els càlculs ja realitzats de 
les àrees A, B i C. Si sabem que el punt 4 
es calcula amb la suma de tots els punts 
per sobre i a l'esquerra d'aquest, podem 
deduir que el valor de D és el valor de 4 
menys dels valors de les àrees A, B i C. Per 
tant, D = 4 - (1) - (2 -1) - (3 -1) = 4 + 1-2-3  
 
D'això podem obtenir que per calcular el classificador 2-rectangle (dues 
àrees d'un rectangle-ho) necessites 6 punts per avaluar una característica, 
el de 3 àrees d'un rectangle necessita 8 a vaig buscar-des i si fem servir 
classificadors de 4 àrees diferents en una àrea determinada necessitarem 9 
punts. 
3.3.2.5 Procediment 
Per descriure com funciona l'algoritme hem de centrar en la idea que intentem 
discernir si la mostra que intentem analitzar és d'un tipus o d'un altre. 
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Per cada mostra: 
t = 1,. . . , T, 
1. Entrenar un aprenentatge partint d'una distribució d'exemple. 
2. Computem els índexs d'error. 
3. Computats els índexs de pesos de cada mostra. 
4. Actualitzem la distribució de les mostres inicial. 
 
Amb aquest procediment obtenim que després d'algunes iteracions, on hem 
provats tots els classificadors de Haar per a cadascuna de les mostres, tenim 
un classificador que separa acordar-dement entre mostres positives i mostres 
negatives. 
En un primer pas, es genera una detecció amb algun classificador. Un cop fet 
això els elements mal classificats augmenten el seu pes perquè el següent 
classificador usat doni més importància al fet que la classificació dels elements 
amb més pes sigui la correcta. 
Un cop realitzat aquest últim pas amb diferents classificadors, obtenim un únic 
classificador com a combinació dels anteriors i que classifica tots els elements 
correctament amb un valor d'error acceptable. 
3.3.2.6 Classificadors en cascada 
L'algoritme de Viola-Jones utilitza un arbre binari de classificadors per decidir si 
una regió es tracta d'una cara o no. Aquesta cascada està formada per nodes 
en els quals s'analitzen les diferents característiques de les diferents regions de 
la imatge. Cada node representa un classificador obtingut amb l'algoritme 
AdaBoost. 
 
Figura 3.7 Estructura i funcionament de classificadors en cascada 
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Una cascada de classificadors és formada per N classificadors ordenats. Per a 
cadascuna de les finestres de la imatge utilitzarem la cascada de classificadors 
per a determinar si hem trobat el patró que busquem. Donada una de les 
finestres avaluarem el primer classificador de la cascada, en cas que la finestra 
sigui descartada per aquest classificador la descartarem definitivament.  
En cas que sigui acceptada passarem al segon classificador. Un cop al segon 
classificador avaluarem la finestra per aquest classificador, si es rebutja la 
descartarem definitivament i sinó passarem al següent classificador. 
Procedirem d’aquesta manera fins que o bé la finestra sigui descartada, o bé 
no quedin més classificadors. En cas de que no quedin més classificadors la 
finestra haurà estat acceptada per la cascada de classificadors i, per tant, això 
indicarà que hem trobat el patró en la finestra. 
 
En l’apartat anterior hem vist les possibles característiques que pot utilitzar un 
classificador de l’algoritme de Viola-Jones. Podem observar que són bastant 
limitades, i el resultat és que tindrem una sèrie de classificadors dèbils, que no 
són massa precisos. Gracies a la disposició en cascada podem millorar la 
efectivitat dels classificadors en conjunt. Depenent del ordre en el qual posem 
els classificadors el resultat pot variar dràsticament. Per aconseguir una bona 
cascada de classificadors serà necessari seguir una sèrie de regles: 
 
• Els classificadors han de tenir un percentatge de falsos negatius molt 
baix, ja que si descartem per error un patró de la cascada ja queda 
descartat definitivament. Aquest punt es sobretot molt important en els 
primers classificadors de la cascada. 
• El percentatge de falsos positius dels classificadors s’ha d’anar reduint 
progressivament. Les primeres etapes de la cascada tindran un 
percentatge molt alt de falsos positius que s’anirà reduint 
progressivament. 
 
Si seguim aquestes dues regles el que obtenim és una cascada on es van 
filtrant les finestres a cada etapa i, tot i que individualment els classificadors 
tinguin un percentatge de falsos positius elevat, el conjunt de la cascada filtra 
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pas a pas aquests falsos positius fins a obtenir un conjunt de finestres 
acceptades amb un percentatge de falsos positius acceptable. Com podem 
observar si descartem una finestra que realment conté el patró que volem 
identificar en algun dels classificadors, aquesta ja mai arribarà al final de la 
cascada, d’aquí a que el percentatge de falsos negatius hagi de ser mínim. 
Per calcular el error que comet la cascada completa hem de comprovar el error 
que comet cada classificador de la cascada i combinar aquests errors. A cada 
etapa només detectarem els falsos positius que no s’hagin descartat a l’anterior 
de manera que per combinar el ràtio de falsos positius de la cascada sencera 
hem de multiplicar el de cadascuna de les etapes.  
 
La principal avantatge de la cascada de classificadors és la seva eficiència en 
la tasca de reconèixer patrons en imatges. La majoria de finestres seran 
descartades correctament en els primers classificadors de la cascada i el càlcul 
per aquestes finestres s’acabarà en aquest punt. Només les finestres que 
superin tots els classificadors caldrà calcular la cascada completa. Això redueix 
molt els càlculs en comparació a altres estructures amb diversos classificadors i 
és un altre dels encerts del mètode de Viola-Jones. 
 
El resultat del algoritme serà una sèrie de finestres on s’ha trobat el patró que 
volíem identificar en la imatge. En el nostre cas busquem les cares retallades 
dins la imatge, que pot ser una o més cares depenen del contingut de la imatge 
entrada. Això facilitarà molt la feina del pre-processat. 
 
Figura 3.8 Exemple del resultat d’aplicar la detecció de la llibreria OpenCV 
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3.4 Extracció de característiques  
En aquest apartat parlarem sobre el tractament, millora i normalització que s’ha 
de fer en les imatges per poder aplicar l’algoritme de correlació i el posterior 
reconeixement de cares amb èxit. 
 
Un cop s’ha realitzat la detecció de les cares mitjançant OpenCV[1] i donant 
com a resultat l’exemple de la Figura 3.8 passem a l’extracció de la cara 
emmarcada per l’OpenCV. 
3.4.1 Retallar les cares  
En aquest procés s'extreu un vector de coeficients com a representació d'una 
imatge d'una cara. En el cas d'aquest projecte, com es treballa en 
reconeixement de cares basat en l'aparença, les característiques són el valor 
dels píxels de la imatge. Si es té una imatge de dimensions NxM , on N són els 
píxels d'amplada de la imatge i M els d'alçada, es pot representar cada imatge 
com un vector de dimensió concatenant les files (o columnes). A partir d'aquí 
es treballa en un espai de dimensions, on cada cara pot ser representada com 
un punt en aquest espai. Si la dimensió de l'espai és molt gran els punts es 
tornen dispersos, dificultant l'organització de les dades, ja que, sembla que les 
dades difereixin en diferents aspectes i coincideixen en altres, complicant la 
discriminació necessària per a la classificació. A més s'ha demostrat que 
existeixen millors formes de tractar una imatge que amb la totalitat dels seus 
píxels. Com ja s’ha explicat en el capítol 2, nosaltres utilitzarem el mètode de la 
correlació que recorre una imatge píxel per píxel, però com s’ha pogut veure, hi 
han mètodes molt més efectius que utilitzen eigenfaces i eigenvectors per 
tractar les imatges. 
 
Com aquest projecte està basat en crear una aplicació de reconeixement facial 
mitjançant la correlació, explicarem totes les millores i normalitzacions 
d’imatges enfocades a aquest sistema de reconeixement. 
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3.4.1.1 Extracció coordenades cara 
Per mitjà de la llibreria OpenCV, i després d’haver fet un estudi per entendre el 
procés de detecció de cares de l’algoritme Viola-Jones hem aprofitat les 
coordenades que retorna el mòdul cv2 en la implantació del codi del nostre 
programa. A continuació veurem el fitxer que realitza la detecció de les cares: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Com podem veure en el quadre verd, tenim que faces son les cares detectades 
per la llibreria OpcenCV. Es pot veure com es recorren els punts característics 
de la face (cara) mitjançant (x,y,w,h).  
Els punts (x,y) marcaran les coordenades on comença el requadre blau.  
Les variables (w,h) ens determinaran l’amplada i alçada del requadre generat.  
 
 
 
 Aplicació per al reconeixement facial 
      
32 
A continuació és on nosaltres extraiem els punts característics que ens ofereix 
el detector OpenCV. 
Aprofitem aquests punts per implementar una funció de python que es troba a 
la llibreria PIL (Python Imaging Library)[16]. Aquesta funció anomenada, 
 
crop((int(x), int(y), int(x)+int(w), int(y)+int(h))) 
 
retalla qualsevol imatge entrant el següents paràmetres: (x,y) que son les 
coordenades d’inici (sempre de dalt a baix i d’esquerra a dreta de la imatge) i 
(w,h) amplada i alçada de retall. En aquest cas, el detector de cares OpenCV 
retorna quadrats perfectes, es a dir, la matriu de píxels resultant tindrà els 
mateixos píxels d’amplada com d’alçada.  
No obstant, depenen d’on estigui enfocada la cara de la persona la imatge 
resultant tindrà una resolució de píxels més gran o més petits, tot en funció de 
la profunditat d’imatge. A més profunditat, més petita la dimensió de la imatge 
resultant i a més a prop més gran. 
 
D’aquí es on explicarem el pròxim tractament d’imatge a realitzar. 
3.4.1.2 Redimensionar  
Serà la funció encarregada de retornar totes les matrius de píxels amb el 
mateix format. Aquesta funció també la podem obtenir de la llibreria PIL[16] 
Això es fa imprescindible ja que a l’hora de crear la nostra base de dades i el 
posterior reconeixement facial totes les imatges de les cares contingudes 
tindran que tenir el mateix valor de píxel. Amb, 
 
resize((50,50)) 
 
obtenim el resultat que volem. 
 
Degut a que la imatge generada pot contenir un valor molt elevat de píxels es 
decideix una dimensió especifica per totes les imatges retallades. 
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Després de fer diferents proves emmagatzemant les imatges a la BBDD i 
realitzant el propi reconeixement facial, s’ha determinat que la mida idònia  és 
la d’una imatge de 50x50 píxels.  
Fent una càlcul simple veiem que la quantitat de píxels que tindrà una cara 
d’una persona dintre la base de dades es de 2.500 píxels.  
Si per exemple utilitzéssim un format de imatge de 500x500 píxels, la seva 
matriu generada contindria un total de 250.000 píxels. De manera que seria 
pràcticament impossible treballar amb una quantitat extensa de mostres en la 
nostra BBDD. 
 
Figura 3.9 Exemple visual de les cares detectades i retallades amb dimensió 50x50 p 
 
3.4.1.3 Show 
Farem una petita petició a questa funció Show (mostra) que durant el transcurs 
del projecte ha sigut necessària per fer comprovacions visuals. 
S’ha utilitzat bàsicament per anar depurant el sistema. 
 
La veurem cridada de dos maneres diferents: 
cara.show() 
Quan la trobem en aquest format és perquè la matriu imatge retornada està en 
format numpy.ndarray. Aquest tipus de format és amb el que treballa la llibreria 
OpenCV. 
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La nostra aplicació està creada mitjançant imatges formades per una tupla 
(T,M) on T representa el tipus d’imatge i M la matriu de píxels en format llista.  
Per això s’ha creat la funció, 
show(i) 
Aquest funció esta destinada a mostrar les imatges contingudes en format 
tupla. 
3.5 Creació de models  
Abans de poder ser usat, el sistema de reconeixement necessita ser entrenat: 
Cal crear models (imatges patrons) per a cada persona candidata a ser 
classificada. Per a crear un model, s'usen diverses imatges de la mateixa 
persona. Per a cada imatge es crea i es guarda un vector de característiques. 
Aquest vector de característiques haurà patit amb anterioritat el processat de 
detecció i extracció de característiques. La imatge es trobarà retallada i 
dimensionada a 50x50 píxels.  
 
D'aquesta manera, construïm un model com a un conjunt de vectors de 
característiques corresponents a una mateixa persona. Els models s'usaran 
com a referència per a les cares a identificar, per tant el nombre total de 
candidats a la classificació és el nombre de models que crearem en aquesta 
fase. A la Figura 3.10 es mostra en negre els blocs involucrats en la fase 
d'entrenament. No hi ha classificació, l'etapa acaba amb l'emmagatzematge 
dels models o imatges patrons. 
 
Figura 3.10 Diagrama de blocs d’un sistema de reconeixement facial en etapa patrons 
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3.5.1 Transformació matriu imatge 
Abans de poder emmagatzemar les imatges patrons a la base de dades de 
l’aplicació, la imatge retallada encara té que patir dos tractaments més. 
Aquests dos tractaments són molt importants i simplifiquen molt la complexitat 
de reconèixer cares mitjançant el mètode de la correlació.  
 
Com ja s’ha esmentat  a l’apartat 3.4.1.3 Show, la nostra aplicació està creada 
mitjançant imatges formades per una tupla. Les imatges retallades que 
retornem al procés d’extracció de característiques, contenen el format 
‘numpy.ndarray’, per tant, és fa necessària la creació d’una funció que em passi 
aquest tipus d’imatge matriu a una imatge matriu tipus tupla. 
La següent funció et fa la transformació directa. 
def trans_m(i): 
    """ 
Donada una matriu en format numpy.ndarray la transforma a 
una matriu en format tupla. 
    """ 
    l = [] 
    for fila in i: 
        fila_nova = [] 
        for pixel in fila: 
            blue = int(pixel[0]) 
            green = int(pixel[1]) 
            red = int(pixel[2]) 
            pixel_nou = (red, green, blue) 
            fila_nova.append(pixel_nou) 
        l.append(fila_nova) 
    l = ('RGB', l) 
    return l 
 
Si seguim el codi d’execució veiem que únicament tenim que recorre la matriu 
numpy.ndarray i retornar els valors dels píxels en format enter.  
A l’hora de fer proves es va poder comprovar el següent: 
• Es podia recórrer la imatge retornada per l’OpenCV com si fos una 
matriu en format llista.  
• La matriu imatge retornada per l’OpenCV guardava el Blue i el Red 
girats. És a dir el píxel es mostrava com  (BGR)  
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Amb aquestes condicions anteriors ja podíem determinar la manera de recórrer 
i retorna la matriu en format tupla per poder seguir treballant amb l’aplicació del 
reconeixement.  
blue = int(pixel[0]) 
green = int(pixel[1]) 
red = int(pixel[2]) 
pixel_nou = (red, green, blue) 
Com es mostra a la sentencia anterior, s’agafen els píxels. Primer de tot es 
transformen a enter. I posteriorment es giren el blue i el red, de manera que 
retornem cada píxel en format (R,G,B). 
 
Amb aquesta funció s’aconsegueix treballar amb la resta de funcions sense 
tindre cap problema de format. 
 
3.5.2 Blanc i negre 
Un cop retornada la matriu imatge en format tupla img=(‘RGB’,m) normalitzem i 
millorem el procés de creació de models o imatges patró. 
Introduïm una funció molt important per a que el nostre reconeixement facial 
obtingui un resultat satisfactori. 
 
Aquesta funció és la de passar una matriu imatge en format RGB a una matriu 
de blancs i negres. 
Com ja s’ha citat a l’apartat 3.2.1.1 Imatge i color, i en concret a la Figura 3.2 i 
Figura 3.4, on es mostren la diferencia entre una matriu de color ‘RGB’ i una 
matriu de blancs i negres ‘1’.  
 
Podem dir que la complexitat que pot portar el reconèixer dos imatges en color 
‘RGB’ és redueix una tercera part al passar-la a blanc i negre. Ja què, la seva 
matriu es reduirà tres cops.  
Un píxel format per (255,255,255) és veurà reduït a 255. 
 
També s’ha de saber que alhora d’aplicar l’algoritme de correlació, comparem 
píxel per píxel, per tan, es fa primordial aquest pas a matriu de blanc i negre. 
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A l’annex es podrà veure el codi creat per la funció de blancs i negres. 
A continuació es mostren dos imatges.  
La Figura 3.11 és la imatge retallada abans de crear el model a 
emmagatzemar.  
 
 
Figura 3.11Cara en format RGB 
 
La Figura 3.12 és la imatge retallada passada a blanc i negre, preparada per 
ser emmagatzemada a la base de dades.  
 
 
Figura 3.12 Cara en blanc i negre 
 
Aquesta matriu imatge en format blanc i negre ja esta preparada per 
emmagatzemar-se en la base de dades creada. 
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3.6 Emmagatzematge  
Aquesta etapa és la d’emmagatzematge de patrons. Els patrons són les 
imatges d’entrenament que es guarden la base de dades creada per l’aplicació 
en la que anirem introduint imatges patrons de una sèrie d’individus que més 
tard ens serviran per determinar si x individu es troba a la BBDD o no. 
3.6.1 Base de dades aplicació  
En tot sistema de reconeixement es fa necessari una BBDD on emmagatzemar 
les imatges d’entrenament.  
En el nostre cas, quan realitzem l’emmagatzematge d’un patró el farem 
guardant en un diccionari. El nostre diccionari contindrà el nom de la persona i 
la seva matriu imatge corresponent.  
Exemple: 
{‘Alexis’:[[255,255,255],[0,0,0],[0,0,0]]} 
 
Lògicament, la matriu retornada no tindrà aquesta extensió, sinó una matriu de 
50x50 píxels com ja hem vingut mencionant durant el transcurs del document.  
 
Un cop tenim creat el nostre diccionari, podem anar afegint més models.  
Ara bé, un diccionari únicament pot arxivar una sèrie de dades mentre el 
sistema estigui actiu. En el moment que el fem deixar de funcionar el sistema, 
el diccionari perdrà les seves dades i al reiniciar-lo estarà buit. 
 
Aquí introduïm un nou mòdul. El de arxivar les dades del diccionari en un fitxer 
.txt. Quines avantatges té el desar les dades en un fitxer d’aquest tipus.  
1. La extensió que genera un fitxer .txt és mínima, per tant, com treballem 
amb matrius relativament extenses, amb 2500 valors (píxels) per matriu, 
podem dir que es fa sofisticat el fet de generar un fitxer amb nom 
base_dades.txt on cada cop que desem un model al diccionari, es vagi 
afegint a la base de dades. 
2. Les dades no es perden al tancar la nostra aplicació de reconeixement 
facial. 
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A continuació es mostra el codi d’execució per generar la BBDD del nostre 
reconeixedor facial. 
 
 
 
 
  
 
 
 
 
  
 
 
 
 
 
 
 
Com es pot veure s’obre el fitxer d’entrada, que serà base_dades.txt i que 
contindrà el diccionari amb els noms de les persones i la seva imatge en blanc i 
negre corresponent. 
Per poder treballar sobre el diccionari, com adquirim les dades en format string 
tenim que retornar-lo a format diccionari. Això o aconseguim fent, 
d= eval(text) 
 
per el contrari, quan volem desar una imatge patró a la nostra BBDD tenim que 
transformar el diccionari a string: 
fitxer_sortida.write(str(d)) 
 
Com en la BBDD només volem contenir una imatge per individu. Fixem un 
condicional a l’hora d’entrar els patrons. 
En el cas d’introduir el nom d’una persona que ja es trobi emmagatzemada, el 
programa ens retorna un missatge advertint de que quelcom persona ja es 
troba a la base de dades. 
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3.6.1.1 Lectura base de dades 
La majoria de bases de dades s’estructuren amb una carpeta per a cada 
individu i dins d’aquesta carpeta les imatges del individu corresponent, tal com 
mostra la figura. 
 
3.7 Classificació 
Després de crear els models el sistema està a punt per a identificar cares a 
priori desconegudes. Per a cada imatge d'entrada a identificar el sistema 
n'extreu les seves característiques i les compara amb els vectors de 
característiques emmagatzemats en els models, per a relacionar la identitat de 
la cara d'entrada amb alguna de les identitats enregistrades en els patrons. 
Això implica que sols es poden identificar persones que estiguin 
emmagatzemades en la BBDD de l’aplicació.  
En aquest apartat determinarem a partir del resultat obtingut de correlacionar 
dos imatges, si el rostre de la persona pertany a algun dels ja desats a la base 
de dades. 
  
Tal com es mostra en la Figura 3.13  en la fase d'identificació no hi ha creació 
de models, ja que els models han estat creats en l'etapa d'entrenament. En 
identificació s'usen els models ja creats per a classificar les imatges d'entrada. 
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Figura 3.13 Diagrama de blocs d’un sistema de reconeixement en l’etapa identitat 
A banda de la identificació, un sistema d'aquestes característiques pot realitzar 
funció de verificació (comprovar si una determinada imatge correspon o no a 
una determinada identitat emmagatzemada).  
 
3.7.1 Algoritme correlació 
Per la realització del reconeixement facial, com ja hem anat citant en el 
transcurs del document, el algoritme principal que hem aplicat a la nostra 
aplicació de reconeixement facial és el de la correlació. 
def correlacio(mp,mr): 
    """ 
Es l'algoritme que determina la quantitat de pixels iguals 
que conte una matriu imatge introduida de nou amb una imatge 
patro. 
    """ 
 
    comp_pixels=0 
    sumatori=0 
     
    fila=0 
    while fila<50: 
        columna=0 
        while columna<50: 
            if mp[fila][columna] == mr[fila][columna]: 
                sumatori+=1 
            columna+=1 
        fila+=1 
    comp_pixels+=sumatori 
    return comp_pixels  
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En la correlació determinem quin és el valor màxim de píxels que comparteixen 
dos imatges al correlacionar-les. És a dir, al passar la imatge d’entrada a 
reconèixer sobre la imatge patró. 
3.7.1.1 Correlació lateral[17] 
En el projecte de curs d’ ITIC de l’assignatura d’Informàtica on es feia una 
aplicació per al reconeixement de matricules es feia necessari implantar 
l’algoritme de correlació lateral. 
Perquè nosaltres en el reconeixement de cares no necessitem aplicar aquest 
mètode. És ben senzill, gràcies a que la llibreria OpenCV[1] genera quadrats 
exactes. Retornem imatges d’igual amplada i alçada, això fa, que en el moment 
d’aplicar l’algoritme no tinguem que marcar un vàrem de desviació entre píxels. 
A continuació s’explica aquest sistema de correlació. El objectiu final és el 
mateix per un que per l’altre, retornar el valor màxim de semblança de píxels 
entre dos imatges. 
- Per calcular la semblança entre una i altra imatge calculem les diverses 
semblances que s'obtenen d'anar desplaçant la imatge petita, blava, 
sobre la gran, grisa. A cada posició s'obté una semblança diferent. En el 
cas de la Figura  i mirant d'esquerra a dreta, les semblances valen 5, 6, 
5 i 6. De totes elles ens quedem amb la semblança més gran i per tant 
conclourem que la semblança entre la imatge blava i la gris és de 6. 
 
 
 
 
 
 
 
 
Aquest mètode és pot aplicar d’igual manera per alçades diferents.  
 
 
 
Figura 3.14 Càlcul de la semblança entre imatges d’amples diferents 
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3.8 Base de dades de cares 
Trobem una bona font de bases de dades en [18]. Aquesta pàgina inclou un 
recull força complet de les diferents bases de dades que hi ha a la xarxa. Hem 
col·locat una comparativa d’algunes de les bases de dades de la informació 
obtinguda en una taula, per poder comparar millor totes les dades. 
Ø University os Essex [19] 
Ø Color FERET 
Ø BioID Database 
Ø Gergio Tech 
Ø Labeled Faces in the Wild (LFIW) 
Aquí fem referència a un petit grup de base de dades de cares. Però, n’hi ha de 
més bases de dades. Inclús l’UPC conté una base de dades de cares. 
 
La Taula 3.1 mostra les característiques més rellevants de les bases de dades 
seleccionades.  
 
 
Tabla 3.1 Comparacions de diferents bases de dades de cares 
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Les hipòtesis marcades en els objectius d’aquest document deien el següent: 
• Les cares es veuran frontalment, sense deformació perspectiva. 
• Totes les cares es representaran sobre el mateix fons i pràcticament 
sense variació en la il·luminació. 
A partir de les dades extretes d’aquesta taula podem escollir Essex com la 
base de dades que millor s’adapta a les nostres necessitats.  
Conté un total de 395 individus amb unes 15/20 imatges per individu.  
En la realització de les proves utilitzem un mostreig de 8 cares d’home i 8 cares 
de dona extretes aleatòriament. 
Per cada individu es passaran 5 imatges a reconèixer. 
D’aquí obtindrem una aproximació de l’efectivitat del sistema de reconeixement 
facial. 
3.9 Llindar 
Es pot parlar de llindar per diferents aspectes atribuïts al reconeixement facial. 
En aquest cas parlarem sobre llindar, quan ens referim en quin punt el sistema 
de reconeixement implantat mitjançant l’algoritme de correlació es capaç de 
detectar si una imatge d’entrada nova s’identifica amb una imatge patró ja 
emmagatzemada a la base de dades. 
 
Bé, per determinar aquest llindar no s’ha aplicat ninguna teoria matemàtica, ni 
ningun mètode exhaustiu com pot ser LBP (distància chi), o DCT sobre LBP 
(distància Manhattan).  
 
El llindar s’ha basat a partir de proves experimentals, és a dir, d’entrenaments 
d’imatges del mateix individu. S’ha anat ajustant el rang en que té que estar 
contingut un valor de píxels retornat per l’algoritme.  
 
En conclusió i ajustant el millor possible, s’ha establert el llindar entre 2000 i 
2500 píxels. Això suposa que estem deixant una marge de desviació d’un 20%. 
Si dos imatges comparteixen més del 80% dels seus píxels, llavors 
considerarem, que tenen la mateixa identitat. En la funció següent veurem el 
codi elaborat per realitzar el reconeixement després d’aplicar correlació. 
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def reconeixedor(mr,d): 
    """ 
Es la funcio que determina si una imatge esta continguda a 
la base de dades o no. 
    """ 
 
    dr={} 
 
    for nom in d: 
        dr[nom]=correlacio(d[nom],mr) 
 
    v=list(dr.values()) 
    k=list(dr.keys()) 
    valor_maxim=max(v) 
    if valor_maxim>2000  and valor_maxim<=2500: 
        resultat= k[v.index(valor_maxim)] 
    print "La cara que has introduit a reconeixer es troba          
a la base de dades i te com a nom: " 
         
     print "" 
        return resultat 
         
    else: 
        return " La cara que has introduit a reconeixer no es 
troba a la base de dades" 
 
Si el valor màxim de píxels retornat per l’algoritme és inferior al 80% retornarem 
que la imatge entrada no es troba a la base de dades. 
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4 RESULTATS 
4.1 Resultats obtinguts 
Com ja s’ha citat en l’apartat base de dades de cares, hem fet proves amb la 
BBDD de Essex, fent un mostrig de 8 individus homes i 8 individus dones. Amb 
5 imatges per individu. 
 
Els resultats obtinguts els expressem en dos taules. Una taula per individus 
homes i l’altra per dones: 
 
Tabla 4.1 Mostreig base de dades homes 
MOSTREIG HOMES 
Identificació individu Correctes Incorrectes 
ajflem 5 0 
cgboyc 5 0 
dakram 5 0 
dcbowe 5 0 
djhugh 5 0 
cchris 5 0 
jabins 5 0 
namull 5 0 
   
 100,00% 0,00% 
 
 
Tabla 4.2 Mostreig base de dades dones 
MOSTREIG DONES 
Identificació individu Correctes Incorrectes 
anpage 5 0 
astefa 5 0 
ekvaz 4 1 
klclar 5 0 
lfso 5 0 
phughe 5 0 
vstros 5 0 
yfhsie 5 0 
   
 97,50% 2,50% 
 Aplicació per al reconeixement facial 
      
47 
Analitzant els resultats obtinguts, podem comprovar que el sistema de 
reconeixement facial es molt eficaç. D’un total de 80 entrades d’imatges a 
identificar, només 1 ha donat errònia.  
 
4.2 Valoració objectius 
El objectius proposats abans de començar el projecte estaven ajustats a la 
capacitat individual on creia que podria arribar. Com es menciona en la 
proposta. La intenció era millora del projecte de curs d’ ITIC de l’assignatura 
d’Informàtica on es feia una aplicació per al reconeixement de matrícules i 
adaptar-la a un reconeixement de cares. 
 
El propòsit del projecte era obtenir una aplicació que donada una imatge 
d’entrada amb cares, et fes un reconeixement facial automàtic, on per poder fer 
el processament de la imatge caldria haver introduït amb anterioritat a la base 
de dades unes imatges de les cares retallades i dimensionades per 
posteriorment utilitzar-les d’entrenament en un sistema de reconeixement facial 
utilitzant l’ algoritme de correlació.  
 
També es marcaven unes hipòtesis inicials que ajudaven a simplificar el grau 
de dificultat que comporta realitzar un sistema de reconeixement facial eficaç. 
Tenia clar des del principi que capficar-me en un sistema de reconeixement 
facial introduint imatges amb possibles deformacions perspectives, canvis de 
pose i variacions en la lluminositat  hagués obtingut uns resultats limitats. 
 
Es podria dir, que els resultats obtingut són molt satisfactoris, més dels que 
podria haver arribat a imaginar.  
 
Tornant al principi d’aquest apartat, l’objectiu principal era introduir una imatge 
amb diferents cares i que l’aplicació de reconeixement de cares fos capaç de 
extreure les cares per després analitzar-les.  
Bé, s’ha complert tot el guió establert, però s’ha condicionat una mica l’entrada 
de la imatge que un principi suposava.  
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Les raons per la qual no s’han complert del tot els objectius, són, perquè  no hi 
ha ninguna base de dades de cares on hi hagin imatges amb conjunt de 
persones.  
 
Les hipòtesis marcades eren que la imatge tenia que estar sobre un entorn 
controlat, és a dir, la situació o espai en la que es trobessin els individus no 
podien variar. 
Un dels factors pels quals l’aplicació de reconeixement facial ha sigut un èxit, 
és perquè totes les imatges que s’han introduït al programa tenien un entorn 
controlat. És a dir, el seu fons no variava en cap moment. Això ajuda bastant a 
la realització del processat del reconeixedor facial. I minimitza el error en la 
correlació.  
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5 CONCLUSIONS  
5.1 Conclusions generals 
Al llarg del temps que he emprat realitzant aquest projecte he comprès part de 
la complexitat i la problemàtica que suposen els sistemes de reconeixement 
facial. Tot i les dificultats, considero que en la societat actual hi ha una 
necessitat de l'ús del reconeixement facial amb fins d’identificació i seguretat. 
 
De fet avui en dia ja existeix un gran interès per la detecció de cares en 
empreses multinacionals i governs. 
Una gran aplicació com facebook, ha implantat un sistema de detecció de 
cares en el qual mitjançant el etiquetat de persones, es capaç de reconèixer la 
persona posteriorment en una altre imatge.  
 
No obstant això de que l'ús del reconeixement facial es pugui aplicar en temes 
de seguretat, control d'accessos edificis públics, caixers automàtics, agències 
del govern, laboratoris d'investigació, com a clau secreta d'accés per a l'ús 
d'ordinadors personals i més aplicacions encara per imaginar, propicia a una 
continua investigació en el futur. 
 
L’aplicació de reconeixement de cares creada, podria aplicar-se perfectament a 
qualsevol aplicació en la que la cara de la persona es veu frontalment, sense 
pràcticament cap deformació perspectiva i sobre tot amb un entorn controlat, és 
a dir, que el fons no canviés en el transcurs del processat d’identificació. 
Tenint en compte aquests aspectes, els resultat de reconeixement, podrien 
tenir una taxa d’efectivitat força alta. 
 
A nivell real l’aplicació podria implantar-se aplicant unes certes variacions en: 
 
- Entrada d’usuari d’un ordinador mitjançant la webcam.  
- Entrada d’usuari en un mòbil. 
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5.2 Línies futures 
En primer lloc, seria recomanable poder comptar amb una base de dades que 
presenti imatges amb un conjunt de persones. Seria la representació que 
s’aproximés més a la realitat. 
En aquest punt també es creu convenient proporcionar més informació a la 
base de dades que s’utilitza. Qualsevol de les imatges que s’han utilitzat en 
aquest projecte no deixen de ser imatges en dues dimensions. Tan sols 
presenten informació de la textura de la cara i no inclouen informació sobre la 
profunditat.  
 
Un altre tema relacionat amb el esmentat anteriorment, seria desenvolupar una 
aplicació que discriminés entre les expressions facials i l'orientació de la cara. 
Així podrien triar imatges d'entrenament a partir de la posició de la imatge 
obtinguda durant la fase de reconeixement i d'aquesta manera facilitar el 
procés. 
 
Més ambiciosament podria realitzar-se una aplicació que permetés el 
tractament de les imatges de manera que s'obtinguin paràmetres que puguin 
utilitzar-se en diversos algoritmes de reconeixement, potser combinant 
simultàniament els resultats de diversos algoritmes de reconeixement i 
extraient els valors més favorables es millorarien els resultats del sistema. 
5.3 Consideracions ètiques i morals  
Degut a la naturalesa d’aquestes sistemes, aquest apartat podria ser molt 
extens, encara que ens limitarem a mencionar aspectes que haurien de ser 
considerats en un futur quan aquests tècniques es puguin comercialitzar. En 
quan a les consideracions ètiques, i més importants, aquests sistemes limiten 
la privacitat de les persones, ja que a partir de la seva implementació qualsevol 
càmera de seguretat podria proporcionar aquests serveis de reconeixement. 
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Si actualment ja existeix controvèrsia legal sobre la filmació d’imatges en llocs 
públics, degut a la privacitat de les persones, quan aquests sistemes, a més, 
permetin el reconeixement dels individus que són gravats, el problema pot 
arribar a ser major, ja que, la privacitat es podria veure encara més limitada. És 
per això, que aquests sistemes s’haurien d’enfocar en un marc legal controlat 
que s’ha de començar a definir. 
 
En quan a les consideracions mediambientals, la única repercussió podria ser 
la instal·lació del sistema d’adquisició de les imatges. Aquest sistema està 
format, principalment, per una càmera que capta les imatges o frames, encara 
que se li pot afegir altres dispositius que ajudin a controlar l’entorn; com podria 
ser un sistema capaç de captar la intensitat de la il·luminació i en quina direcció 
actua. Així es podrien controlar les variacions d’il·luminació en l’entorn fent més 
senzilla la tasca de reconeixement. 
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ANNEX. SCRIPTS DE PYTHON UTILITZATS PER L’APLICACIÓ 
PER AL RECONEIXEMENT FACIAL 
 
PREPARACIÓ ENTORN DE TREBALL 
1) Instal·lació de màquina virtual VirtualBox. 
2) Instal·lació del sistema operatiu Ubuntu dins de VirtualBox 
 
Un cop realitzat la instal·lació del sistema operatiu passem a la descarrega de 
llibreries, paquets i scripts. 
Instal·lació imagemagick: $ sudo apt-get install imagemagick 
Instal·lació llibreria PIL: $ sudo apt-get install python-imaging 
Instal·lació de l’editor emacs: $ sudo apt-get install emacs 
Una vegada instal·lats aquests 3 punts anteriors.  
Després de fer molts intents, vam poder descarregar un script executable de 
llibreria OpenCV.  
 
 
A continuació es mostrarà el diagrama de flux  que segueixen els mòduls. 
 
 
A continuació es mostraran totes els mòduls i funcions pertinents. 
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Mòdul aplicació.py 
#-*- encoding: utf-8 -*- 
 
from detector import * 
from retalla import * 
from patrons import * 
from reconeixement import * 
 
print "" 
print "   BENVINGUTS A L'APLICACIO PER AL RECONEIXEMENT FACIAL   
" 
print "" 
 
while True: 
     
    print "" 
    print "Llista d'opcions possibles:" 
    print "" 
    print "dc : detecta cares en una imatge" 
    print "rc : retalla cares en una imatge de grup" 
    print "ip : arxivar imatges patrons a la base de dades" 
    print "rf : reconeix si es troba una cara a la base de 
dades" 
    print "" 
    print "s  : sortir de l'aplicacio" 
    print "" 
    intro = raw_input("Introdueix la paraula clau del menu: ") 
     
    if intro == 'dc': 
        detecta_cares() 
             
    elif intro == 'rc': 
        retalla_cares() 
    
    elif intro == 'ip': 
        imatges_patrons() 
 
    elif intro == 'rf': 
        reconeixement_facial() 
 
    elif intro == 's': 
        break 
     
    else: 
        print "La paraula clau introduida no es troba la llista 
d'opcions posibles, torna a introduir la clau." 
        print "" 
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Mòdul detector.py 
#-*- encoding: utf-8 -*- 
 
import numpy as np 
import cv2 
from imgio import * 
 
def detecta_cares(): 
    """ 
    Detecta les cares d'una imatge amb un grup de persones i 
retorna la imatge amb les cares recuadrades en color blau. 
    """ 
    print "" 
    print "   DETECTA CARES  " 
    print "" 
    face_cascade = 
cv2.CascadeClassifier('haarcascade_frontalface_default.xml') 
    eye_cascade = cv2.CascadeClassifier('haarcascade_eye.xml') 
 
    ruta= raw_input('Introdueix la ruta on estan les imatges de 
grup: ') 
    nomf = raw_input('Introdueix el nom de la imatge on vols 
extreure les cares: ') 
 
    imgcv = cv2.imread(ruta+nomf+'.jpg') 
 
    gray = cv2.cvtColor(imgcv, cv2.COLOR_BGR2GRAY) 
 
    faces = face_cascade.detectMultiScale(gray, 1.3, 5) 
    for (x,y,w,h) in faces: 
        cv2.rectangle(imgcv,(x,y),(x+w,y+h),(255,0,0),2) 
        roi_gray = gray[y:y+h, x:x+w] 
        roi_color = imgcv[y:y+h, x:x+w] 
     
    i= trans_m(imgcv) 
    show(i) 
     
    intro= raw_input("Introdueix g (guardar imatge) o s (sortir 
del detector): ") 
     
    if intro == 'g': 
        nomd= raw_input("Introdueix el nom del la imatge amb les 
cares detectades: ") 
        save(i,'cares_detectades/'+nomd+'.jpg') 
        print "" 
        print "La imatge ha sigut guardada a la carpeta 
cares_detectades" 
    else: 
        pass 
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Mòdul retalla.py 
#-*- encoding: utf-8 -*- 
 
import numpy as np 
import cv2 
from imgio import * 
 
 
def retalla_cares(): 
    """ 
    Retorna la cara retallada d'una imatge d'una persona o un 
grup de persones i les emmagatzema. 
    """ 
    print "" 
    print "   RETALLA CARES   " 
    print "" 
 
    face_cascade = 
cv2.CascadeClassifier('haarcascade_frontalface_default.xml') 
    eye_cascade = cv2.CascadeClassifier('haarcascade_eye.xml') 
 
    ruta= raw_input('Introdueix la ruta on estan contingudes les 
imatges: ') 
    nomf = raw_input('Introdueix el nom de la imatge que vols 
extreure la cara retallada: ') 
    print "" 
 
    imgcv = cv2.imread(ruta+nomf+'.jpg') 
    i= trans_m(imgcv) 
    gray = cv2.cvtColor(imgcv, cv2.COLOR_BGR2GRAY) 
 
    imgr = Image.new(img.format(i),(img.get_w(i),img.get_h(i))) 
    imgr.putdata([pixel for F in img.matrix(i) for pixel in F]) 
 
 
    faces = face_cascade.detectMultiScale(gray, 1.3, 5) 
    for (x,y,w,h) in faces: 
        region = imgr.crop((int(x), int(y), int(x)+int(w), 
int(y)+int(h))) 
        cara = region.resize((50,50)) 
        cara.show() 
     
        nomc = raw_input("Introdueix el nom de la cara 
retallada: ") 
     
        cara.save('cares_retallades/'+nomc+'.jpg') 
 
    print "" 
    print "La cara ha sigut guardada a la carpeta 
cares_retallades" 
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Mòdul patrons.py 
#-*- encoding: utf-8 -*- 
 
from blanc_negre import * 
 
def imatges_patrons(): 
    """ 
    Donada una imatge retallada i dimensionada en format RGB, 
retorna una imatge en blanc i negre que desa en la base de dades 
en format diccionari. 
    """ 
    print "" 
    print "  IMATGES PATRONS   " 
    print "" 
    nomi = raw_input('Introdueix el nom de la cara retallada: ') 
 
    mp= blanc_negre(nomi) 
 
    print "" 
    nom= raw_input("Introdueix el nom de la imatge patro que 
vols guardar a la base de dades: ") 
    print "" 
 
    fitxer_entrada=open("base_dades.txt","r") 
    text=fitxer_entrada.read() 
    d=eval(text) 
    fitxer_entrada.close() 
 
    if d.has_key(nom)==True: 
            print "La imatge patro ja es troba continguda a la 
base de dades!" 
            pass  
     
    else: 
        d[nom]=mp 
        print "La imatge patro ha sigut guardada a la BBDD" 
        fitxer_sortida=open("base_dades.txt","w") 
        fitxer_sortida.write(str(d)) 
        fitxer_sortida.close() 
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Mòdul reconeixement.py 
 
#-*- encoding: utf-8 -*- 
 
from blanc_negre import * 
from algoritme import * 
 
def reconeixement_facial(): 
    """ 
    Donada una imatge d'entrada de la cara d'una persona retorna 
si aquesta persona esta continguda a la base de dades o no. 
    """ 
    print "" 
    print "   RECONEIXEMENT FACIAL   " 
    print "" 
 
    nomi = raw_input('Introdueix el nom de la cara que vols 
reconeixer a la base de dades: ') 
 
    mr= blanc_negre(nomi) 
 
    fitxer_entrada=open("base_dades.txt","r") 
    text=fitxer_entrada.read() 
    d=eval(text) 
    fitxer_entrada.close() 
     
    x= reconeixedor(mr,d) 
    print "" 
    print x 
    print "" 
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Aplicació per al reconeixement facial 
      
60 
Mòdul imgio.py 
 
#-*- encoding: utf-8 -*- 
 
import img, Image 
 
def trans_m(i): 
    """ 
    Donada una matriu en format numpy.ndarray la transforma a 
una matriu en format llista. 
    """ 
    l = [] 
    for fila in i: 
        fila_nova = [] 
        for pixel in fila: 
            blue = int(pixel[0]) 
            green = int(pixel[1]) 
            red = int(pixel[2]) 
            pixel_nou = (red, green, blue) 
            fila_nova.append(pixel_nou) 
        l.append(fila_nova) 
    l = ('RGB', l) 
    return l 
 
 
def read_rgb(nomf): 
    """ 
    Donat un nom de fitxer corresponent a una imatge RGB la 
llegeix 
    i torna la imatge corresponent 
    """ 
    image = Image.open(nomf) 
    pix = image.load() 
    X = image.size[0] 
    Y = image.size[1] 
    data = [[pix[x,y] for x in range(X)] for y in range(Y)] 
    return img.img(data, 'RGB') 
 
def read_bn(nomf): 
    """ 
    Donat un nom d'arxiu corresponent a una imatge en blanc i 
negre, 
    retorna la matriu d'imatge. Cada pixel sera 0 o 255 
    """ 
    image = Image.open(nomf).convert('1') 
    pix = image.load() 
    X = image.size[0] 
    Y = image.size[1] 
    data = [[pix[x,y] for x in range(X)] for y in range(Y)] 
    return img.img(data, '1') 
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def show(i): 
    """ 
    Donada una imatge, la mostra en un visualitzador a la 
terminal. 
    Principalment serveix per a depurar el projecte. 
    """ 
    image=Image.new(img.format(i),(img.get_w(i),img.get_h(i))) 
    image.putdata([pixel for F in img.matrix(i) for pixel in F]) 
    image.show() 
 
def save(i,nomf): 
    """ 
    Donada una imatge i un nom de fitxer, crea el fitxer imatge 
a 
    partir de la matriu. 
    """ 
    image = Image.new(img.format(i),(img.get_w(i),img.get_h(i))) 
    image.putdata([pixel for F in img.matrix(i) for pixel in F]) 
    image.save(nomf) 
 
 
 
Mòdul blanc_negre.py 
#-*- encoding: utf-8 -*- 
  
from discret import * 
import imgio 
 
def blanc_negre(nomi): 
    """ 
    Donada una imatge en format RGB retorna la matriu de la 
imatge amb els pixels blancs i negres. 
    """ 
 
    nomf = ('cares_retallades/'+nomi+'.jpg') 
 
    i= read_rgb(nomf) 
    bn= rgb_to_bn(i) 
 
    save(i,'base_dades/'+nomi+'.jpg') 
 
    return bn[1] 
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Mòdul algoritme.py 
 
#-*- encoding: utf-8 -*- 
 
def correlacio(mp,mr): 
    """ 
    Es l'algoritme que determina la quantitat de pixels iguals 
que conte una matriu imatge introduida de nou amb una imatge 
patro. 
    """ 
 
    comp_pixels=0 
    sumatori=0 
     
    fila=0 
    while fila<50: 
        columna=0 
        while columna<50: 
            if mp[fila][columna] == mr[fila][columna]: 
                sumatori+=1 
            columna+=1 
        fila+=1 
    comp_pixels+=sumatori 
    return comp_pixels 
 
     
def reconeixedor(mr,d): 
    """ 
    Es la funcio que determina si una imatge esta continguda a 
la base de dades o no. 
    """ 
 
    dr={} 
 
    for nom in d: 
        dr[nom]=correlacio(d[nom],mr) 
 
    v=list(dr.values()) 
    k=list(dr.keys()) 
    valor_maxim=max(v) 
    if valor_maxim>2000  and valor_maxim<=2500: 
        resultat= k[v.index(valor_maxim)] 
        print "La cara que has introduit a reconeixer es troba a 
la base de dades i te com a nom: " 
        print "" 
        return resultat 
         
    else: 
        return " La cara que has introduit a reconeixer no es 
troba a la base de dades" 
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Mòdul img.py 
#-*- encoding: utf-8 -*- 
 
def null(): 
    """ 
    Retorna una imatge nula 
    """ 
    return ('NULL',None) 
 
def is_null(i): 
    """ 
    Retorna True si es una imatge nula 
    """ 
    if null()=='NULL': 
        return True 
 
def white_rgb(w,h): 
    """ 
    Retorna una imatge en format RGB amb tots els pixels blancs 
    """ 
    pixel=(255,255,255) 
    RGB=[[pixel]*w for i in range(h)] 
    return img(RGB) 
 
def white_grey(w,h): 
    """ 
    Retorna una imatge en format escala de grisos 
    """ 
    pixel=(255) 
    RGB=[[pixel]*w for i in range(h)] 
    return img(RGB,'L') 
 
def white_bw(w,h): 
    """ 
    Retorna una imatge en format blanc i negre 
    """ 
    pixel=(255) 
    RGB=[[pixel]*w for i in range(h)] 
    return img(RGB,'1') 
 
def format(img): 
    """ 
    Donada una imatge img retorna la matriu de pixels 
corresponent 
    """ 
    return img[0] 
 
def matrix(img): 
    """ 
    Donada una imatge img retorna la matriu de pixels 
corresponent 
    """ 
    return img[1] 
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def img(matrix,model='DISCOVER'): 
    """ 
    Si el parametre model val 'DISCOVER' la funcio mira de 
descobrir quin tipus d'imatge es tracta 
    """ 
    trobat=False 
    if type(matrix[0][0]) is tuple: 
        x='RGB' 
    else: 
 
        for i in matrix: 
            for pixel in i: 
                if pixel==255 or pixel==0: 
                    pass 
                else: 
                    trobat=True 
                     
        if trobat==True: 
            x='L' 
        else: 
            x='1' 
     
    if model=='DISCOVER': 
        return (x,matrix) 
    elif model=='RGB' and x=='RGB': 
        return (x,matrix) 
    elif model=='RGB' and x!='RGB': 
        print '' 
        return (x,matrix) 
 
def get_w(img): 
    """ 
    Retorna la dimensio w (amplada): 
    >>> 
get_w(('RGB',[[(255,255,255),(255,255,255),(255,0,255)]])) 
    9 
    """ 
    return len(matrix(img)[0]) 
 
def get_h(img): 
    """ 
    Retorna la dimensio h (alada) 
    """ 
    return len(matrix(img)) 
 
def subimg (img,ow,oh,w,h): 
    """ 
    Retorna una sub-imatge de la imatge img que te l'origen de 
coordenades (ow,oh) i te mides w i h 
    """ 
    subimg=[] 
    for i in img[1][ow:ow+w]: 
        subimg.append(i[oh:oh+h]) 
    return subimg 
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Mòdul discret.py 
#-*- encoding: utf-8 -*- 
 
import img 
from  imgio import * 
 
def rgb_to_bn(i): 
    """ 
    Donada una imatge en format RGB,  
    la converteix en blanc i negre.  
    """ 
    img_luminancia=luminancia(i)      # Imatge en escala de 
grisos 
    histograma=calc_hist(img_luminancia) # Llista histograma 
    matriu=img.matrix(img_luminancia) # Matriu en escala de 
grisos 
    llindar=calc_llindar(histograma)  # Càlcul llindar blanc i 
negre 
    matriu_bn=[] 
    for fila in matriu: 
        fila_n=[] 
        for pixel in fila: 
            if pixel<llindar: 
                fila_n+=[0] 
            else: 
                fila_n+=[255] 
        matriu_bn+=[fila_n] 
    return ('1', matriu_bn) 
 
 
def luminancia(i): 
    """ 
    Donada una imatge de color, la converteix en escala 
    de grisos. 
    """ 
    j=i[1] 
    l=[] 
    for m in j: 
        l2=[] 
        for x in m: 
            a=(x[0]+x[1]+x[2])/3 
            l2+=[a] 
        l+=[l2] 
    return ("L",l) 
 
 
 
 
 
 
 
 
 
 
 Aplicació per al reconeixement facial 
      
66 
def calc_llindar(histData): 
    """ 
    Donada una llista histograma, retorna el llindar per 
convertir 
    a blanc i negre. 
    
http://www.labbookpages.co.uk/software/imgProc/otsuThreshold.htm
l 
    """ 
    total=sum(histData) 
    suma=0 
    for t in range(256): 
        suma+=(t*histData[t]) 
    sumB=0.0 
    wB=0 
    wF=0 
    varMax=0 
    threshold=0 
    for t in range(256): 
        wB+=histData[t]                
        if (wB==0):  
            continue 
        wF=total-wB                  
        if (wF==0): 
            break 
        sumB+=t*histData[t] 
        mB=sumB/wB;             
        mF=(suma-sumB)/wF;     
        varBetween=wB*wF*(mB-mF)*(mB-mF) 
        if (varBetween>varMax): 
            varMax=varBetween 
            threshold=t 
    return threshold 
    
 
def calc_hist(i): 
    """ 
    Donada una imatge en escala de grisos, retorna una  
    llista corresponent a l'histograma. 
    """ 
    matriu=img.matrix(i) 
    llista=[0]*256 
    for f in matriu: 
        for pixel in f: 
            llista[pixel]+=1 
    return llista 
 
 
 
