ABSTRACT As an important unsupervised learning method, clustering can find the hidden structures in data effectively. With the amount of data grows larger, clustering of large data sets is a challenging task. Many clustering algorithms have been developed to deal with small data sets, but they are often inefficient when the data sets are large. Meanwhile, most clustering algorithms require some extra parameters as input, which may not be easy to obtain in practical applications. This paper proposed a new clustering algorithm called hybrid and parameter-free clustering method (HPFCM). HPFCM is able to rapidly perform clustering on large data sets without knowing the number of clusters in advance. HPFCM is based on sampling on large data sets (MMRS * sampling), assessing the clustering tendency on samples (eVAT), determining the number of clusters (EPB), forming different partitions (MST tree cutting), and extending the results to the rest of the data sets. We compare HPFCM with the other three methods, which are popular in clustering large data sets. Several numerical and real-world experiments have been conducted to verify our algorithm. The results show the great potential and effectiveness of HPFCM for clustering large data sets.
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I. INTRODUCTION
The concept of big data is becoming more and more popular in our daily life. Meanwhile, we are faced with a huge volume of data and information from many aspects. Massive quantities of data are produced by people and things and their interactions [1] . These data may come from social networks, photo streams [2] , all various sensors, bank transaction records, etc. [3] . It is a great challenge to analyze these large data, and we often need the aid of priori knowledge. However, the cluster analysis does not require priori knowledge, it is an unsupervised learning method [4] .
As an effective method for data analysis, clustering can discover the underlying pattern structure embedded in unlabeled data, mining the potential value between data [5] . Clustering provides a powerful learning tool to accurately analyze large amounts of data. In addition, clustering is widely used in many fields, such as data collection techniques [6] , data
The associate editor coordinating the review of this manuscript and approving it for publication was Yuedong Xu. mining [7] , information retrieval [8] , machine learning, image recognition, bioinformatics, etc. [9] . The purpose of clustering is to divide objects O = {o 1 , o 2 , . . . , o n } into k clusters, where 1 ≤ k ≤ n. Objects can be assigned to the same cluster when they are similar according to specific metrics.
Since the proposed of K-Means, there have been many studies on clustering. The different clustering algorithms can be broadly classified into five categories. They are Partitioning-based Clustering, Density-based Clustering, Hierarchical-based Clustering, Grid-based Clustering and Model-based Clustering [10] . Partition-based Clustering, also known as iterative relocation algorithm, is one of the most popular clustering algorithms. These algorithms minimize the given clustering criteria by iteratively relocating data points until the optimal partitioning is achieved. The partitional clustering divides objects into a number of groups, where each group represents a cluster. There are many partitioning clustering algorithms such as K-Means [11] , PAM&CLARE [12] , K-Medoids [13] , K-Modes [14] , CLARANS [15] , FCM [16] . The density-based clustering can create clusters of arbitrary shapes. In this method, the cluster is considered as the area where the object does not exceed the threshold. And data are separated based on their region of density, connectivity and boundary. Therefore, this provides a natural protection against outliers. The main density-based clustering are DBSCAN [17] , OPTICS [18] , DENCLUE [19] , DBCLASD [20] . The hierarchical-based clustering divides or merges data into a serial of nested partitions, which can be aggregated (bottom-up) or split (top-down). Data sets can be represented by tree diagrams, and individual objects are presented by leaves. BIRCH [21] , CURE [22] and ROCK [23] are well-known algorithms of this category. The grid-based clustering quantizes the objects space into a finite number of cells to form a grid structure. The position information of segmentation points in each dimension is stored in an array, and the segmentation line runs through the entire space. All clustering operations are performed on this grid structure (quantization space). WaveCluster [24] , CLIQUE [25] and STING [26] are typical algorithms of this category. The model-based clustering first assumes that there is a model for each cluster and the purpose is to find data that best fits the model. It attempts to optimize the adaptability between given data and certain data models by establishing a density function that reflects the spatial distribution of the sample. The main model-based clustering are COBWEB [27] , SOFM [28] and EM [29] .
With the increase of data volume, traditional clustering algorithms are not efficient. Therefore, cluster analysis on large data set is a great challenge. There are two main ideas for clustering large data sets. One is the idea of incremental clustering and the other is sampling-based. Incremental clustering is the process of dividing large data set into continuous data streams, then performing clustering on these data streams, and finally integrating all results into a whole to form the final results. The representative algorithms for incremental clustering are SPFCM [30] , OFCM [31] , OFCMD and HOFCMD [32] , IMMFC [5] , SGFC [33] . The idea based on sampling is to first sample the data set and select the representative objects. Then perform clustering on the samples. Finally, the remaining objects are assigned to different clusters according to the proximity principle. The representative algorithms for sampling-based clustering are CURE [22] and ClusiVAT [34] . These two ideas can perform clustering on large data set in some cases, but there are some drawbacks. Incremental clustering algorithms require high sensitivity to the input sequence of objects, and different object input sequences may lead to different results. The clustering based on sampling strategy requires an effective sampling strategy.
Based on the idea of sampling, the paper proposed a new clustering algorithm for large data set called HPFCM (Hybrid and Parameter-Free Clustering Method). The contributions of the paper are as follows:
(1) We proposed an automatic clustering algorithm. It can assess the cluster tendency (eVAT), determine the number of clusters (EPB), and forming different partitions (MST tree cutting). The automatic clustering algorithm is parameter-free, which means it does not require any parameters as input, such as the number of clusters or the density threshold.
(2) We proposed an intelligent sampling strategy for large data set called MMRS * . MMRS * sampling strategy is not only time-saving but also efficient. The objects sampled by MMRS * retain the approximate geometry of the original data set well.
(3) Combined with eVAT, EPB, and MMRS * sampling, we proposed our HPFCM algorithm. HPFCM can perform clustering on large data set without knowing the number of clusters in advance. We perform several experiments to compare HPFCM with other three algorithms which are popular in clustering large data set.
The rest of the paper is organized as following. Related work is described in Section II. Section III details the preliminaries. And the proposed algorithm HPFCM is presented in Section IV. Section V discusses the computational complexity of HPFCM. Section VI presents the experiments and results, followed by our conclusion in Section VII.
II. RELATED WORK
K-means is a common clustering algorithm. It selects k initial objects, and then constantly calculates the k objects until they achieve convergence. The K-means is easy to implement and becomes a benchmark for many clustering algorithms. Clustering on large data set is a big challenge for traditional clustering algorithms. In the following part, we will firstly introduce two ideas of clustering on large data set: the idea based on incremental clustering and sampling. And then review the identification of number of clusters.
A. ONLINE FCM (OFCM) [31] The FCM [16] algorithm is a partitioning-based clustering algorithm that is improved in the traditional K-means clustering algorithm. The traditional K-means clustering is a hard division method, that is, data can only belong to one of them. The FCM algorithm introduces the concept of ambiguity, which is a flexible division. And the result of the division is the membership that the data belong to a certain class. The objective function of the FCM algorithm is defined as follows.
where k is the number of the clusters, and n represents the number of objects. U ∈ R k×n is the membership between objects and clusters. v is the centroids of the clusters. m is a fuzzifier parameter of U .
The goal of the FCM algorithm is to minimize the objective function J FCM , where
It means the sum of the probabilities of each object in all clusters is 1. Under this constraint, the Lagrange operator can be used to optimize the objective function.
And we can get
The final clustering results can be obtained by continuously updating the values of U ci and v c .
In order to process large data set, the incremental clustering algorithm divides the data into small data chunks and processes the data chunk by chunk. For each data chunk, a set of centroids is calculated to represent the chunk with one centroid per cluster. In OFCM, the identification of centroids for every chunk is processed individually. The OFCM calculates the weight of centroid of each cluster in each data chunk as follows
And then the cluster centroids and the membership matrix are calculated as follows
For the first chunk, OFCM apply the FCM to calculate the U and v until they achieve convergence. And start with the second chunk, OFCM use the equation (6) (7) to calculate the w, U , and v. Therefore, OFCM is able to handle large data set in a short time.
B. CLUSTERING METHOD BASED ON SAMPLING
ClusiVAT [35] is an automatic clustering algorithm of cluster numbers based on sampling. Given a data set X = {x 1 , x 2 , . . . , x N } ⊂ R P . ClusiVAT firstly apply siVAT [36] to sample on X and get a VAT image. siVAT needs two parameters: c , an overestimate of the true number of clusters, and n, the desired sample size. In a word, siVAT selects a sample of size n from X , and perform VAT on samples. The sample is chosen by first pick a set of c distinguished objects, selected to provide representation of each of the clusters. And the remainder of the sample is built by choosing additional data near each of the distinguished objects. A VAT algorithm will be used on samples to get the depth image. From the VAT image, it is easy to estimate the number of clusters k. The next step of ClusiVAT is forming the aligned partition on samples using k. The last step in ClusiVAT is extending the results to the rest of the data set.
Based on sampling strategy, ClusiVAT is able to deal with large data set. Besides, VAT is used to estimate the number of clusters, ClusiVAT is an automatic algorithm without knowing the number of clusters in advance. However, the sampling strategy in ClusiVAT has a high time complexity. When the dimension and size of data set are both large, ClusiVAT may inefficient. Meanwhile, the VAT image cannot output the number of clusters automatically, which means it needs the operator to estimate the number of clusters by eyes. Therefore, a method is needed to extract the number of clusters from VAT image.
C. THE IDENTIFICATION OF NUMBER OF CLUSTERS
For many clustering algorithms, some extra parameters are needed as inputs, such as the number of clusters. These parameters may be not easy to obtain in real-world applications. Therefore, many algorithms are working to estimate the number of clusters. Correlation clustering provides a method for clustering a set of objects into the optimum number of clusters without specifying that number in advance. Its task is to find a clustering that either maximizes agreements or minimizes disagreements. Rodriguez and Laio proposed LDC (Local density clustering) [37] . It could recognize any shape and size of cluster by calculating the local density and finding the density peaks. However, LDC needs human intervention and this step will influence the accuracy of the clustering result. Inspired by LDC, An automatical LDC (ALDC) [38] was proposed. ALDC is able to automatically select the cluster center. But ALDC are suitable for data sets with small features and size. VAT [35] is a common tool on the visual assessment of cluster tendency. VAT could not only determine the number of clusters, but also forming a MST tree according to the similarity of objects. Many algorithms improved on VAT has been proposed, such as aVAT [39] , iVAT [40] , SpecVAT [41] , etc. To determine the number of clusters in complicated data sets, the paper proposed an algorithm eVAT based on VAT. We will describe the eVAT in the following section. 
III. PRELIMINARIES
The problem of determining whether clusters are present in a dataset is an important first step in cluster analysis. And the VAT (visual assessment of cluster tendency) tool [35] has been successful in determining potential cluster structure of various data sets. Assuming that there is a data set O = {o 1 , o 2 , . . . , o n }, the VAT method displays the paired dissimilar information as a rectangular digital image with n 2 pixels. By observing this image, we can know the structure information of the cluster, such as the number of clusters and the distribution of clusters.
Define R as a distance matrix of n × n for data set O = {o 1 , o 2 , . . . , o n }. R needs to meet the following conditions.
where R ij is the distance between o i and o j .The matrix R is displayed as a depth image I , and the gray value g ij of the pixel point (i, j) depends on the value of R ij . When R ij = 0, the pixel is displayed as pure black, and when R ij = R max , the pixel is displayed as pure white. As shown in Fig.1 , the left side is the distance matrix, and the right side is the corresponding digital image. The main idea of VAT algorithm is to rearrange the data
In this case, the depth image I corresponding to the reordered distance matrix R can display the information of the cluster. Meanwhile, the number of the black pixel blocks on the main diagonal represents the number of clusters.
As shown in Fig.2 (a) , 20 points are divided into four categories. Fig.2 (b) is the depth image corresponding to the 20 points, it looks a bit messy. Fig.2 (c) is the rearranged depth image using VAT. It can be clearly seen that there are four black pixel blocks on the main diagonal, which just indicates that there are four subclasses, and the size of the black pixel block reveals the size of each subclass.
IV. THE PROPOSED ALGORITHM
To deal with clustering analysis on large data set, the paper proposed an algorithm called HPFCM (hybrid and parameterfree clustering method). The architecture of HPFCM algorithm is shown in Fig.3 .
Given a data set X ⊂ R N ×P , where N is the total number of objects and P is the number of features. The first step of HPFCM is MMRS * sampling, it aims to select n samples which are at a maximum distance from each other. Therefore, the n samples sampled by MMRS * still retain the approximate geometry of the original data set even they are just a fraction of N . The second step in HPFCM is visual assessment of cluster tendency on samples. In this step, the eVAT and EPB algorithms are used to form the MST tree and determine the number of clusters k. And the third step is generating k partitions from n samples, which means cutting the k − 1 largest edges of the MST tree. The last step is the extension from samples results to the whole data set, which uses the nearest prototype rule. And the parameter-free refers to the second step, which means it does not require extra parameters as input. The MMRS * sampling, eVAT, and EPB of HPFCM will be described in detail in the following section.
A. MMRS * (THE SAMPLING STRATEGY FOR LARGE DATASETS)
In order to improve the efficiency of clustering on large data sets, a sample data set will be selected from the original data set, and cluster analyses are performed on the samples. At last, the clustering results are extended from the samples to the rest of the original data set. Therefore, the selection of samples is critical to the final results. An applicable sampling strategy should make the samples be evenly distributed throughout the data set.
Max-Min sampling is a distance-based sampling method. It selects samples that are far apart from each other to represent the whole data set. Combined with Max-Min sampling and random sampling, Hathaway et al. [36] proposed a sampling strategy MMRS (Maxim-Min Random Sampling). MMRS can sample from a large data set. However, MMRS has a high time complexity of O(Pk N + Pn 2 ), where P is the dimension, N is the total size of data set, k is an estimate value and n is the sample size. Therefore, when the P and N are both in large, the MMRS sampling seems inefficient.
To solve this problem, the paper proposed a new sampling strategy called MMRS * . It adds a step of randomly selection before MMRS to reduce the time complexity. The specific process of MMRS * is described in Algorithm 1. The time complexity of MMRS * is O(Pk θ N + Pn 2 ), where θ is a scale factor with a range of [0, 1] . When the data sets are large in size, the time complexity of MMRS and 
Algorithm 1 MMRS * Algorithm
Input: X = {x 1 , x 2 , ..., x N } ⊂ R P ; k -estimated number of clusters; n-sampled size; θ -scale factor Output: X * = {x 1 , x 2 , ..., x n } -n sampled data points 1: S l = S l ∪ {r} 12: end for 13: for r ← 1 to k do 14: n r = MMRS * requires n, k and θ as inputs. n is a predetermined sample size. k is an estimate, usually a value that is much larger than the actual number of clusters. θ is a scale factor with a range between 0 and 1. θ and n need to satisfy the following relationships: N × θ ≥ n.
MMRS * firstly randomly selects the N = θ N samples from the whole data set. Then select the k distinguished objects which are at a maximum distance from each other to form the N samples. And next divide the N samples into k partitions. The last step of MMRS * is to randomly select objects from the k partitions to get a total number of n samples.
To verify the validity of the MMRS * , the 2D15 data set 1 was used for experiments. The 2D15 data set contains 5000 two-dimensional data points, which are divided into 15 categories with an average class of about 300 data points. We use the random sampling method as a comparative experiment. Four sets of experiments were performed, and the sample sizes of the four experiments were set as 150, 200, 250, 300. For MMRS * , the θ was set 0.2 and the k was set 20. For random sampling, the unreasonable samples are marked out by red circles. The experimental results are shown in Fig.4 . The left column is the original datasets, the middle column is the random sampling results, and the right column is the MMRS * sampling results.
There are 15 clusters in the 2D15 data set, so the sample sizes for each cluster in Fig. 4(a-d) are about 10, 13, 17, and 20 respectively. As shown in Fig. 4 , the objects sampled by randomly sampling are totally random, the number of objects in each subclass is not uniform, so they are fluctuated greatly. And the position distribution of these objects cannot reflect the characteristics of the original clusters. However, the MMRS * sampling strategy is relatively stable. The number of objects in each subclass is relatively uniform, and the position distribution of objects is also reasonable. In addition, the samples can represent the characteristics of original data set more effectively. Therefore, we can draw a conclusion that MMRS * sampling performs better than randomly sampling in most cases.
B. eVAT (THE IMPROVEMENT OF VAT)
In some cases, VAT [35] is able to show the cluster tendency by the depth image. However, when the distributions of clusters are complicated, the black pixel blocks in VAT image become blurred. And it may cause the bad performance of clustering. To better indicate the cluster tendency among the complicate data set, the paper proposed an algorithm called eVAT. The specific process of eVAT algorithm is described in Algorithm 2.
The array P stores the permuted indices of the N objects. I and J represent two disjoint subsets of the N objects. The first step of eVAT is to randomly initialize the P, I , and J . And the second step in eVAT is constantly selecting objects from I and J to make them the most similar. In this step, the shortest edges in R will be stored in d in turn. The next step is rearranges the R into R * by the array P. The last step of eVAT is to use the minimum value of each row in R * to optimal the R * . And the final output is R * .
By observing the depth image of output matrix R * , we are able to judge the number of clusters by the black pixel blocks along the diagonal more clearly. Meanwhile, the eVAT organizes the objects into a minimum spanning tree according to their similarity. And d represents a clipping sequence of a minimum spanning tree. After determining the number of clusters k, the largest edge of the minimum spanning tree can be cropped in turn, and k − 1 partitions will be generated.
To compare the performance of eVAT and VAT, a set of data sets were used for verification. Fig.5(a) shows the distribution of four data sets in two-dimension space. The four data sets were generated by a machine learning tool sklearn. 2 And Fig.5(b) is the VAT images of the four data sets. We use eVAT on the four data sets to obtain rearranged distance matrixes for y ← 1 to N do 10: R * x,y = R P x ,P y 11:
end for 12: end for 13 and the results are shown in Fig.5(c) . When the data set becomes complex, the black pixel blocks along the diagonal in VAT image (Fig.5(b) ) seems unclear. But eVAT image (Fig.5(c) ) can still reveal the tendency of clusters clearly. The time complexity of eVAT is the same as VAT. Therefore, it is obviously that eVAT performs better than VAT in processing complicated data sets.
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Algorithm 3 :The EPB Algorithm Input: R ∈ n × n -The distance matrix Output: N -The number of black pixel blocks in depth image 1: Transform the matrix R into R using r ij = 1 − exp(−r ij /β 1 ), where β 1 is a parameter calculated from R using the Otsu algorithm. 2: Obtaining the depth image D 1 corresponding to R using the eVAT algorithm. 3: Using β 2 to binarize D 1 and obtain a binarized image D 2 , where β 2 is a parameter calculated from D 1 using Otsu algorithm. 4 : Perform a distance transform on D 2 and obtain a new grayscale image D 3 . 5: Projecting the pixels in the image D 3 on the main diagonal axis, and obtain the projection function S 1 . 6: Calculate the first derivative of projection function S 1 , and get S 2 . 7: Count the peak points int S 1 , that is, the from positive to negative zero-crossing points in S 2 . 8: The number of peak points is N .
C. EPB (THE EXTRACTION OF PIXEL BLOCKS)
As an effective cluster tendency assessment algorithm, the eVAT represents the inner structure of clusters by the black pixel blocks along diagonal. But eVAT cannot obtain the number of black pixel blocks from the depth image automatically. The paper proposed a novel algorithm called EPB (Extraction of Pixel Block). The EPB can automatically extract the number of black pixel blocks by changing the eVAT image into different styles. The specific process of EPB algorithm is described in Algorithm 3.
The main idea of EPB algorithm is to change the distance matrix R into different styles, so we can count the number of black pixel blocks. Fig.6 shows the process of EPB. As is shown in Fig.6 (a) , the input of EPB is a distance matrix R. After the step1 and step2 of EPB, a depth image D 1 is achieved (Fig.6 (b) ). And then perform step3 on D 1 to get a binary image D 2 (Fig.6 (c) ). Perform distance transform on D 2 to obtain a new gray scale image D 3 ( Fig.6 (d) ). Next, project the pixels of image D 3 on the main diagonal axis to get the projection function S 1 . S 1 is shown in Fig.6 (e) . Fig.6 (f) shows the first derivative function S 2 of S 1 . And the number of peak points is the number of clusters. The peak points correspond to the red points in Fig.6 (f) .
D. HPFCM (THE HYBRID AND PARAMETER-FREE CLUSTERING ALGORITHM)
To deal with clustering analysis on large data set, the paper proposed a hybrid clustering algorithm HPFCM. The specific process of HPFCM algorithm is described in Algorithm 4. HPFCM first samples from the original data set to obtain a small samples by MMRS * . And then the eVAT is employed to visualize the cluster tendency on the samples. We can 
Algorithm 4 :HPFCM Algorithm
Input: X = {x 1 , x 2 , . . . , x N } ⊂ R P -data sets with N size and P dimension; k -the estimated number of cluster; n-the sampled size; θ -scale factor Output: H : X → {1, 2, . . . , k}-the cluster results 1: Input X , k , n, θ to MMRS * , obtain sample data sets X * = {x * 1 , x * 2 , . . . , x * n } 2: for i ← 1 to n do 3: for j ← i to n do 4:
R j,i = R i,j
6:
end for 7: end for 8: Input R to eVAT, obtain R * , P, d 9: Input R * to EPB, obtain the number of clusters k 10: Form a MST according to d 11: Pruning k − 1 largest edges in MST to form k clusters 12: H = X * → {1, 2, . . . , k} 13: for i ← 1 to k do 14: CentralPoint i = Means 
end for get a depth image and a MST tree cropping sequence of the samples using eVAT. Next, the EPB is used to extract the black pixel blocks on the main diagonal line of the eVAT image. The number of black pixel blocks is the number of clusters. With the number of clusters, A MST pruning algorithm is employed to perform cluster analysis on the samples. Finally, the clustering results are extended to the rest of the data set.
After obtaining the samples X * , The MST pruning algorithm is used to perform clustering on X * . The d obtained by the eVAT algorithm represents a minimum spanning tree of samples. The nodes of the MST are the objects, and the edges of MST are the distances between objects. At the beginning, all the nodes are connected together, indicating that there is only one cluster. By obtaining the number of clusters k, the MST can be trimmed. In order to get k clusters, the number of edges to be cropped is k − 1. A straightforward principle is to pick the largest side of k − 1 and then crop it out. Then there are k trees left, representing k clusters. When we get the k partitions on the samples, we need to extend the clustering results from samples to the original data set. Calculate the central points of each cluster in the samples firstly. And then assign the objects in the rest of the original data set to the k partitions using the nearest prototype rule.
Based on a sampling strategy, HPFCM algorithm can perform rapid clustering on large data set. Meanwhile, without knowing the number of clusters in advances, HPFCM can handle complex unlabeled data set in real-world applications.
V. COMPUTATIONAL COMPLEXITY
In this section, we discuss the computational complexity of the HPFCM algorithm. Assuming a data set X with N objects and P features. The first step in HPFCM is MMRS * sampling. MMRS * sampling firstly randomly selecting N = θ N samples. And next select k distinguished objects from the N samples which are at a maximum distance from each other. Finally randomly select objects from the k partitions to get a total of n samples. These n samples, which are just a fraction of N , retain the approximate geometry of the original data set. Therefore, the computational complexity of MMRS * sampling is O(Pk θ N + Pn 2 ). The complexity in computing distance matrix of n samples is O(Pn 2 ). The second steps in HPFCM are eVAT and EPB, which are used for determining the number of clusters and forming a MST tree. This step needs a complexity of O(Pn 2 ). The last step of HPFCM is extending the clustering results from samples to the entire data set, which needs a computational complexity of O(PnN ). Therefore, the overall complexity of HPFCM is O(max{Pk θ N , Pn 2 , PnN }). n is a sample size, usually a value much less than N . In other words, HPFCM is linear in N , which is scalable with respect to the number of samples.
VI. EXPERIMENTS
In this section, we introduce the experiment part. To compare HPFCM with other clustering algorithms described in the paper (ClusiVAT, OFCM and K-means), we performed several experiments on synthetic as well as real data sets. All programs are written in Python3. 6 . The experiments were conducted on a Windows 10 (64 bit) PC with 8GB RAM and Intel I7-6700@3.4GHz processor. All the experiments were performed 25 times on each data set, the average results and standard deviations are reported.
A. EVALUATION CRITERION
For all our experiments, we use the PA (Partition Accuracy) and NMI to access the quality of partitions obtained by various clustering algorithms. And the Friedman Test [42] is used to rank the algorithms of each data set. The PA of a clustering algorithms is given as the ratio of the number of samples correctly labeled to the total number of samples in the data set. The PA is calculated as follows
When the returned labels exactly match the ground truth partition, we get a PA of 1; and when none of the label matches, PA is 0.
NMI is used to measure the similarity between algorithm results and standard results. The NMI is calculated as follows:
where n is the number of objects, n c and n p are number of the c th and p th cluster respectively, n p c is the common number of objects between cluster p and cluster c. If the algorithm results are similar to the standard results, NMI is close to 1, else 0.
The Friedman test [42] ranks the algorithms of each data set separately, so that the algorithms with the best performance rank first. Suppose we compare k algorithms on N data sets, let r j i be the jth of the k algorithms on the ith of the N data sets. The average rank of the jth algorithm for all data sets is then given by r j = (1/N ) N i=1 r j i . Therefore, the Friedman statistic is calculated as follows:
where τ χ 2 is distributed according to χ 2 F with k − 1 degrees of freedom. The Friedman's τ χ 2 is a conservative behavior and a better statistic method [43] is proposed as follows:
where τ F is distributed according to the F-distribution with k − 1 and (k − 1) × (N − 1) degrees of freedom.
B. PARAMETER SETTINGS
For Example 1 (Large-Volume Datasets Experiment) and Example 2 (High-Dimension Datasets Experiment), we set HPFCM parameters k = 10, n = 500, and θ = 0. n is set to be 10% of N , where N is the total number of objects. k randomly generated objects were used to initialize the K-means algorithm for all experiments.
C. EXPERIMENT RESULTS

1) EXAMPLE 1(LARGE-VOLUME DATASETS EXPERIMENT)
This experiment uses 9 large-volume 10-D data sets with size (N=100000, 200000, and 500000). Each data set has three options for the number of clusters (k=3, 4, and 5). The 9 data sets were generated by a machine learning tool sklearn. 3 Each group of three data sets contains clusters drawn from 10-D Gaussian mixtures with different priori probabilities. Fig.7 shows the eVAT images for the three data sets of size N=100000 and having 3-5 clusters. The number of black pixel blocks along the diagonal in Fig.7(a)-(c) shows the ability of eVAT to correctly predict the number of clusters in large-volume data sets. Combining with the EPB, HPFCM is able to obtain the number of clusters from eVAT images automatically.
PA, CPU times and NMI (25 runs averages) of all algorithms are listed in Table 1 . For each data set, we calculated the average values and standard deviations of each algorithm. The average values reflect the average performance of the clustering algorithm, and the standard deviations indicate the robustness of the clustering algorithm. The last row of Table 1 gives column averages, which can be used to get a better idea of comparative times, accuracy and NMI of all algorithms over the 9 large data sets. The maximum PA, minimum CPU time and maximum NMI for each data set are shown in bold.
As evident from Table 1 , HPFCM achieves an average PA of 98.20 ± 0.10%, followed by ClusiVAT (93.62 ± 0.10%), K-means (83.18 ± 8.58%), and then 3 https://scikit-learn.org/stable/ OFCM (79.58 ± 2.74%). The average run times over 25 trails on the largest data set (N=500000 and k=5 clusters) from Table 1 are: HPFCM (14.33 ± 0.27s); ClusiVAT (39.95 ± 0.02s); OFCM (135.95 ± 2.57s); and K-means (242.21 ± 4.07s). Therefore, HPFCM is roughly 3 times faster than ClusiVAT, about 10 times faster than OFCM, and more than 15 times faster than K-means on the largest data set (N=500000 and k=5 clusters). The average NMI of all algorithms are: HPFCM (0.97 ± 0.01); Clusi-VAT (0.83 ± 0.01); OFCM (0.70 ± 0.03); and K-means (0.71 ± 0.07).
To summarize Table 1 , HPFCM achieves high accuracy and NMI over all 9 × 25 = 225 runs, but are at opposite ends of the CPU time. HPFCM takes an average time of 6.45 ± 0.15s for all 225 runs, whereas K-means needs an average time of 88.57 ± 1.65s. From line 3(dataset1), line 4(dataset2), and line 5 (dataset3) in Table 1 , it can be seen that when the number of clusters changes from 3 to 5, the time variation of HPFCM is the smallest (from 1.91 s to 3.06 s), while the time variation of OFCM is the largest (from 14.45s to 52.89s). Over all 225 runs reported in Table 1 , HPFCM runs in the least time with the highest accuracy and NMI. 
2) EXAMPLE 2(HIGH-DIMENSION DATASETS EXPERIMENT)
This experiment compares the four algorithms on highdimension data sets having k=10 Gaussian clusters with p=100, 200, and 500 features and N=100000, 200000, and 500000 objects. Therefore, there are nine high-dimension data sets in total. The 9 high-dimension data sets were also generated by a machine learning tool sklearn 3 . Each data set contains clusters drawn from Gaussian mixtures with various priori probabilities. Fig.8 shows the eVAT images of 10 clusters with p = 100 and N = 100000 data set. The eVAT image indicates the presence of 10 clusters by 10 black pixel blocks along the diagonal. By employing EPB, the HPFCM can extract the number of black pixel blocks automatically.
The average results of 25 runs on these 9 high-dimension data sets are given in Table 2 . As shown from Table 2 , HPFCM provides the highest PA and NMI in the minimum time. HPFCM achieves an average PA (97.08 ± 1.32%), followed by ClusiVAT (88.43±5.32%), OFCM (70.79±1.60%), and then K-means (68.63 ± 7.38%). For the largest dataset (p = 500 and N = 500000), the average CPU times over 25 runs are: HPFCM (35.37 ± 4.17s), ClusiVAT (345.09 ± 8.34s), OFCM (691.03 ± 8.05s), and K-means (943.85 ± 4.10s). Therefore, HPFCM is about 10 times faster than ClusiVAT, more than 25 times faster than K-means on the largest data set (p = 500 and N = 500000). It is likely that K-means takes a long time to reach convergence when the data set is complex (high-dimension or large-volume). HPFCM takes an average NMI of 0.97±0.02 for all 225 runs, whereas ClusiVAT, OFCM and K-means take an average NMI of 0.89±0.03, 0.81±0.02, and 0.82±0.05 respectively.
From line 3(dataset1), line 6(dataset4) and line 9(dataset7) in Table 2 , it can be seen that when the number of objects increases from 100000 to 500000, the time variation of HPFCM is the smallest (from 6.36s to 26.94s), while OFCM is the largest (from 97.43s to 509.28s). And from line 9 (dataset7), line 10(dataset8), and line 11(dataset9) in Table2, it is clearly that when the number of dimension increases from 100 to 500, the time variation of HPFCM is still the smallest (from 26.94s to 35.37s), while ClusiVAT is the largest (from 124.87s to 345.09s). It is concluded that HPFCM performs well in high-dimension data set.
3) EXAMPLE 3(MFEAT DATASETS EXPERIMENT)
This experiment uses the Mfeat. 4 data sets. Mfeat data sets have 2000 objects and contain the characteristics of handwritten number (0-9). There are 10 categories in total, and each category has 200 objects. These handwritten digital pictures are extracted in different ways and are divided into 6 subdatasets: mfeat-mor (6 features), mfeat-zer (47 features), mfeat-kar (64 features), mfeat-fou (76 features), mfeat-fac (216 features), and mfeat-pix (240 features). We normalized the features to the interval [0, 1] so that they had the same scale as the binary feature. 9 shows the eVAT image for mfeat-kar data set. According to the eVAT image, the EPB can correctly predict the number of clusters, which is 10.
PA, CPU times and NMI (25 runs) of all the algorithms are listed in Table 3 . As you can see, HPFCM receives the highest average PA (70.79 ± 1.39%) and average NMI (0.72 ± 0.02) with the lowest average CPU time (0.21 ± 0.03s). ClusiVAT is a close second, with PA = 62.64 ± 4.04% and NMI = 0.60 ± 0.03, but at a time cost of more than 2 times higher than HPFCM. The clustering performances of OFCM and K-means are similar in mfeat data sets.
4) EXAMPLE 4(MNIST DATASET EXPERIMENT)
This experiment uses the MNIST 5 data set. The MNIST data set consists of 70000 instances of 784 dimensional vectors. It contains 10 categories, representing 0-9 handwritten digital images. Also, we normalized the 784 features to the interval [0, 1] so that they had the same scale. Fig.10 shows the eVAT image for MNIST data set. And the image indicates about 7-12 clusters. This may lead to the poor accuracy of HPFCM. Table 4 contains the average PA, NMI and CPU times of all algorithms on MNIST over 25 runs.
As shown from Table 4 , HPFCM reaches the highest PA (58.68 ± 2.09%), followed by ClusiVAT (50.52 ± 3.50%), 5 This data set can be downloaded from http://yann.lecun.com/exdb/ mnist/. K-means (42.36 ± 5.83%), and OFCM (19.19 ± 2.07%). HPFCM takes an average CPU time of 6.73 ± 0.30s for 25 runs, whereas ClusiVAT, OFCM, and K-means need an average time of 22.18 ± 0.81s, 122.39 ± 7.36s, and 159.52 ± 5.89s respectively. It is obviously that HPFCM is roughly 3 times faster than ClusiVAT, about 18 times faster than OFCM, and more than 22 times faster than K-means on the MNIST data set. The average NMI of all algorithms are: HPFCM (0.59 ± 0.01), ClusiVAT (0.47 ± 0.02), OFCM (0.17 ± 0.04), and K-means (0.41 ± 0.04). HPFCM still achieve the highest PA and NMI with the least time. OFCM is not suitable for data set with high-dimension and large-volume.
5) FRIEDMAN TEST
In this part, we apply Friedman test [42] to the results obtained from all the k = 4 clustering algorithms on all the N = 25 data sets (described in Examples 1-4). We used PA and NMI as measures to rank the algorithms, and then the average rank of PA and NMI will be calculated as the final rank. For example, if algorithm A gets a rank 2 of PA and 3 of NMI on data set B, then the average rank of A on B is 2.5.
The average ranks of the 4 algorithms over all 25 data sets are calculated to be 1.02, 2.22, 3.44, 3.32 for HPFCM, ClusiVAT, OFCM, and K-means respectively. According equation (10) and (11), the Friedman statistics of τ χ 2 = 57.37 and τ F = 78.11. With k = 4 algorithms and N = 25 data sets, τ χ 2 is distributed according to χ 2 F distributions with k − 1 = 3 degrees of freedom, τ F is distributed according to F distribution with k − 1 = 3 and (k − 1) × (N − 1) = 72 degree of freedom. The probability of the null hypothesis computed using both τ χ 2 (3) and τ F (3, 72) is 0, so the null hypothesis is rejected. Therefore, we can draw a conclusion that the ranking of clustering algorithm based on PA and NMI, from best to worst, HPFCM, ClusiVAT, K-means and OFCM is consistent.
VII. CONCLUSION
The paper proposed a new algorithm called HPFCM (hybrid and parameter-free clustering algorithm). HPFCM is able to rapid perform clustering on large data sets without knowing the number of clusters in advance. The first step of HPFCM is MMRS * sampling, it aims to select samples which are at a maximum distance from each. Therefore, these samples still retain the approximate geometry of the original data set. The second step in HPFCM is the automatic clustering on samples. This step includes the assessment of cluster tendency (eVAT), determining the number of clusters (EPB), and forming different partitions (MST tree cutting). The last step is extending the results to the rest of the data sets.
In the experimental section, algorithm verification is performed on the synthetic data sets and real data sets respectively. Three popular clustering algorithms for large data sets were selected as a comparison. The experimental results show that the HPFCM is superior to the other three algorithms in terms of CPU time, accuracy, and NMI. In addition, the time variation of HPFCM is the smallest on increasing number of objects, number of dimension, and number of clusters.
