Exponential Quadratic BSDEs with infinite activity Jumps by Matoussi, Anis & Salhi, Rym
Exponential Quadratic BSDEs with infinite activity Jumps
Anis Matoussi ∗
Le Mans University
Risk and Insurance Institute of Le Mans
Laboratoire Manceau de Mathe´matiques
e-mail: anis.matoussi@univ-lemans.fr.
Rym Salhi
Le Mans University
Risk and Insurance Institute of Le Mans
Laboratoire Manceau de Mathe´matiques
e-mail: rym.salhi@univ-lemans.fr
June 21, 2019
Abstract
In this paper, we study a Backward Stochastic Differential Equation with Jumps (BS-
DEJs in short) where the jumps have infinite activity. Following a forward approach based
on Exponential Quadratic semimartingale, we prove the existence of solution of Quadratic
BSDEJs with unbounded terminal condition and quadratic growth in z.
Keywords: Backward stochastic differential equation with jumps, exponential quadratic semi-
martingale, infinite activity, forward approach.
1 Introduction
In the last two decades, Backward Stochastic Differential Equations (BSDEs in short) was the
main tool to solve stochastic control problems in financial mathematics, for instance, maxi-
mization utility problem, robust maximization problem and stochastic differential games. These
equations were first introduced by Bismut in 1973 [6] in the context of stochastic optimal control
problem.
In 1990, Pardoux and Peng [20] proved the well posedness for bounded BSDEs with drivers that
satisfy a general non-linear Lipschitz condition.
In the special context of recursive utility, Duffie and Epstein [11] also introduced these equations.
Since then BSDE’s have been widely studied and a particular class of BSDE received a growing
interest is the case when the driver has quadratic growth in z. The first paper where such BSDE
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appeared is due to Schroder and Skiadas [23] and followed by Kobylanski who treats the question
of existence and uniqueness of BSDE’s solution when the terminal condition is bounded.
To show that, the author use a monotone stability approach based on an exponential change of
variable, truncature procedure and a comparison result. The major difficulty in the so-called
Kobylanski method is the strong convergence of the martingale part.
Afterward, Tevzadze [25] provides a totally different approach to solves a locally Lipschitz-
quadratic BSDE with bounded terminal condition based on a fixed point argument. The partic-
ularity of this methodology is that the strong convergence is no longer needed to get the existence
of the solution. However, the argument of this method stands only for a small bounded terminal
condition. This work has been generalized by [15] to the finite jump setting.
Recently, Barrieu and El karoui [3] proposed a different method to tackle the question of exis-
tence of the solution for unbounded quadratic BSDE. The approach is based essentially on the
stability of a special class of semimartingale.
Many works have also been regarding to the boundedness of the terminal condition. In [8],[9],
Briand and Hu extended the result of Lepeltier and San Martin [17] to the case of unbounded
terminal condition and provide an existence result for quadratic BSDE.
Literature review on BSDEs with Jumps Backward stochastic differential equation with
jumps (BSDEJs in short) was first introduced by Tang and Li [24] as follows
Yt =
∫ T
t
f(s, Ys− , Zs, Us)ds−
∫ T
t
ZsdWs −
∫ T
t
∫
E
Us(e)µ˜(dt, de) t ∈ [0, T ] (1.1)
Where µ˜ = µ(dt, de) − ν(dt, de) is the compensated random measure of µ. Under a Lipschitz
condition on the generator f , Barles, Buckdahn and Pardoux [1] investigate the well posedness
of this equation, in order to give a probabilistic interpretation of viscosity solution of semilinear
integral Partial equations. According to the authors, a solution of BSDEJ associated to (f, ξ) is
a triple of progressively measurable processes (Y,Z, U) such that it verifies the equation (1.1).
Later, Becherer studied separately in the finite and infinite activity setting [4, 5] the existence
and uniqueness of BSDEJ’s solution when the driver is Lipschitz in (y, z) and locally in u.
Many attempts have been suggested to relax the assumptions on the driver f . However, only a
few works studied the quadratic case in a general setting. In fact most of the works are arising
from utility maximization problem and hence deals wih the wellposedness of BSDEJ with a
specific form of f .
The only general result in this subject is the paper of El Karoui, Matoussi and Ngoupeyou [12].
The authors extend the approach of [3] to the jumps setting. They characterize the Quadratic
BSDEJs with a class of quadratic semimartingale called Exponential Quadratic semimartin-
gale and provide a stability result for this class of semimartingale. To get the existence of
quadratic BSDE’s solution, they use a regularization procedure and the stability result of this
semimartingale under minimal integrability assumptions. Nonetheless, we have to point out
that the extension of the forward approach to the jumps setting is not straightforward . The
presence of the jumps induce many technical difficulties and requires some specific arguments.
In [13], Fujii and Takahashi proved the existence and uniqueness of the solution under the ex-
ponential quadratic structure of [12] and bounded terminal condition. Later, Laeven and Stadje
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[16] investigate the effect of ambiguity on a portfolio choice and indifference valuation problem in
term of solutions of bounded BSDEJ whose generator grows at most quadratically with infinite
activity jumps.
The reason why quadratic BSDE has attracted much attention is the range of applications no-
tably mathematical finance. In [21], Rouge and El Karoui solved an indifference pricing problem
with exponential utility via a BSDE approach. Later, Imkeller and Muller [14] extended the
result of Rouge and EL Karoui to the cases of power and logarithmic utility in which the set of
strategies is a closed set and related it to a specific class of quadratic BSDE. In [7], Bordigoni,
Matoussi, and Schweizer studied a robust indifference pricing problem in general setting using
stochastic control technics. They have proved that the value function of the stochastic control
problem is characterized by the solution of a general quadratic BSDE using the dynamic pro-
gramming Bellman principle.
In the context of exponential utility maximization problem, Morlais [18, 19] have shown the
existence and the uniqueness of the solution of bounded BSDE with jumps for a specific form
of generator.
Main Contribution Our main interest is to study quadratic BSDE with infinite activity jumps
and unbounded terminal condition when the driver satisfies the following structure condition.
q(t, y, z, u) = −1
δ
jt(−δu)−δ
2
|z|2−lt−ct|y| ≤ f(t, y, z, u) ≤ 1
δ
jt(δu)+
δ
2
|z|2+lt+ct|y| = q¯(t, y, z, u).
with l, c a non negative processes and δ > 0 a constant where
jt(δu) :=
∫
E
(eδu − δu− 1)ν(de).
Our point of view is inspired from [12] who studied the problem in the finite activity jumps set-
ting. The forward point of view is based on characterizing the solution of the quadratic BSDEJ
as a special quadratic exponential semimartingale. Since we are dealing with a BSDEs with
infinite activity, our approach is based on a truncation technique of the measure ν combinated
with double approximation of the exponential quadratic generator using the inf and sup convo-
lution. This regularization procedure transforms the original quadratic generator with infinite
jumps into a sequence of coefficients with Lipschitz growth and finite activity jumps. Applying
a general stability result based on an old theorem of Barlow and Protter [2], we get the existence
of BSDE’s solution with infinite activity jumps.
The paper is organized as follows. In section 2 we give preliminaries including all notations
and framework. In section 3 we give the definition of the solution of Quadratic BSDEs with
jumps, the main assumptions and we provide some technical lemma and finally we prove and
existence result for unbounded solution of quadratic BSDEJs. Finally, we give some technical
results needed for the existence of the solution of the BSDEJs.
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2 Preliminaries and main results
2.1 Notations and setting
Recall that T > 0 is a fixed time horizon. We consider a filtered probability space (Ω,F ,P)
on which is defined a d-dimensional Brownian motion W = (Wt)0≤t≤T and an integer valued
random measure µ with a compensator that can be time-inhomogeneous and may allow for
infinite activity of the jumps. We assume that the filtration F = (Ft)0<t<T satisfies the usual
conditions of completeness and right continuity. Due to these usual conditions, we can take
all semimartingales having right continuous paths with left limits. Here µ is an integer valued
random measure defined as
µ(ω, dt, de) :(Ω× [0, T ]× E)→ (B([0, T ])× E)
(w, dt, de)→ µ(ω, dt, de) =
∆Xs 6=0∑
s∈[0,t]
δ(s,∆Xs)(dt, de).
We will denote by ν the compensator of µ under the probability measure P. For a σ-finite
measure λ and a bounded Radon-Nikodym derivative ζ, we will assume that the compensator
ν is absolutely continuous with respect to λ⊗ dt such that for some constant Cν ≥ 0,
ν(dt, de) = ζ(ω, t, e)λ(de)dt. 0 ≤ ζ(t, e) ≤ Cν
and satisfies the following integrability condition
∫
E(1 ∧ |e|2)λ(de) <∞.
In this work, we specially pay attention to the case when the jumps have infinite activity meaning
that λ(E) =∞. Note that in [12] the case of finite activity is already considered .
As stated in [22], the infinite activity of the jumps is related to the behavior of the compensator
ν near to 0. Since we have always a finite number of big jumps, the (in)finitness of the jumps is
controlled by the number of small jumps and thus the behavior of the ν around the origin.
Let f be a P ⊗ E-measurable function. The integral with respect to the random measure
and the compensator are defined as follow
(f.µ)t =
∫ t
0
∫
E
f(s, e)µ(ds, de) , (f.µ)t =
∫ t
0
∫
E
f(s, e)ν(ds, de).
The random measure µ˜ is defined as the compensated measure of µ such that
µ˜(w, dt, de) = µ(w, dt, de)− ν(dt, de).
In particular, the stochastic integral U.µ˜ =
∫
E Us(e)µ˜(ds, de) is a local square integrable mar-
tingale, for any predictable locally integrable process U .
We will assume the following weak representation property, for any local martingale M
M = M0 +
∫ .
0
Zs.dWs +
∫ .
0
∫
E
Us(e)µ˜(de, ds). (2.2)
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Now we introduce the following spaces of processes which will be often used in the sequel.
For any p ≥ 1, P stands for the σ-field of all predictable sets of [0, T ]× Ω.
• Gloc(µ) the set of P ⊗ E-measurable R-valued functions H such that
|H|2.νt < +∞.
• LexpT the set of all Ft-measurable random variables Y such that ∀γ > 0
E[exp(γ|Y |)] < +∞.
• H2([0, T ]) the set of all R-valued ca`dla´g and Ft-progressively measurable processes Z such that
E[
∫ T
0
|Zs|2ds] < +∞.
• S2([0, T ]) is the space of R valued ca`dla´g and Ft-progressively measurable processes Y such
that
E
[
sup
0≤t≤T
|Yt|2
]
< +∞.
• H2ν([0, T ]) the set of all predictable processes U such that
E
[(∫ T
0
∫
E
|Us(e)|2ν(de)dt
)]
< +∞.
•  L0(B(E), ν) is the set of all B(E)-measurable functions with the topology of convergence in
measure with |u− u′ |t = (
∫
E |u(e)− u
′
(e)|2ν(de)) 12 .
2.2 Quadratic Exponential BSDEs with jumps
We are given the following objects:
• The terminal condition ξ is an FT -measurable random variable.
• W = (Wt)t≤T be a d-dimensional Brownian motion.
• µ a random measure with compensator ν and µ˜(ds, de) = µ(ds, de)− ν(ds, de).
• The generator f : Ω × [0, T ] × R × Rd × L0(B(E), λ) → R¯ are always taken P ⊗ B(Rd+1) ⊗
B(L0(B(E), λ))-measurable.
We consider a class of coefficient as follows
ft(y, z, u) = fˆt(y, z) +
∫
E
gt(u(e))ν(de). (2.3)
fˆ : Ω× [0, T ]×R1+d → R¯ is a P⊗B(Rd+1)-measurable function and g : Ω× [0, T ]×L0(B(E), λ)×
E → R¯ to be P ⊗ B(L0(B(E), λ))×B(E)-measurable function.
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Remark 2.1. This family of generators was introduced by Becherer in [4] to prove the existence
and uniqueness of solution of Lipschitz BSDEJ when the terminal condition is bounded.
We shall consider the following BSDEJ with data (f, ξ)
Yt = ξ +
∫ T
t
f(s, Ys, Zs, Us)ds−
∫ T
t
ZsdWs −
∫ T
t
∫
E
U(t, e)µ˜(dt, de) ∀t ∈ [0, T ],P− a.s.
(2.4)
Let us now define a solution of Backward Stochastic differential equation with jumps.
Definition 2.1. Let ξ be a FT -measurable random variable. A solution of BSDE with jumps as-
sociated to (f, ξ) is a triple (Y, Z, U) of progressively measurable processes in the space S2([0, T ])×
H2([0, T ])×H2ν([0, T ]) that satisfy (2.4).
In order to get an existence result, we now state our main assumption.
Assumption 2.1.
• Continuity condition: ∀t ∈ [0, T ],P-a.s, (y, z, u)→ ft(y, z, u)is continuous .
• Integrability condition : ∀γ > 0 E
[
exp (γ
(
eCt,T |ξ|+ ∫ Tt eCt,sdΛs))] < +∞.
• Structure condition : ∀(y, z, u) ∈ R× Rd+1,∀t ∈ [0, T ]
−1δ jt(−δu)− δ2 |z|2 − lt − ct|y| ≤ f(t, y, z, u) ≤ 1δ jt(δu) + δ2 |z|2 + lt + ct|y|.
where lt and ct are two positive continuous increasing processes.
• Aγ-condition : there exists a P ⊗ B(Rd+3)⊗ B(E)measurable function γ with
γ ∗ µ˜ ∈ Uexp and γ > −1 such that ∀y, z, u, u¯ ∈ R× Rd+2,∀t ∈ [0, T ],P− a.s
f(t, y, z, u)− f(t, y, z, u¯) ≤ ∫E γt[u(x)− u¯(x)]ξ(t, x)λ(dx),
where
jt(δu) =
∫
E
(
eδus(e) − δus(e)− 1
)
ν(de).
We shall also make the following assumption needed throughout the proof of existence.
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Assumption 2.2.
• ∀t ∈ [0, T ],P-a.s, (y, z, u)→ ft(y, z, u)is continuous .
• The terminal condition ξ is bounded in L∞(FT ) and ft(0, 0, 0) is bounded.
• f satisfies the Lipschitz condition ∀y, y¯, z, z¯ ∈ R2 × R2d, ∃C > 0 such that ∀t ∈ [0, T ]
|ft(y, z, u)− ft(y¯, z¯, u¯) ≤ C (|y − y¯|+ |z − z¯|) .
• f is locally Lipschitz continuous in u.
• Aγ-condition : there exists a P ⊗ B(Rd+3)⊗ B(E)-measurable function γy,z,u,u¯ such that
f(t, y, z, u)− f(t, y, z, u¯) ≤ ∫E γy,z,u,u¯t (e)[u(e)− u¯(e)]ξ(t, e)λ(de), ∀t ∈ [0, T ],P− a.s.
Remark 2.2. The above assumptions are essential in our framework to get the existence of
the solution of the BSDEJ. Here we deal with a terminal condition having a finite exponential
moment of order γ and a jump measure with infinite activity. It has been shown in [12], under
assumption (H1), the existence of solution of BSDEs with finite activity jumps.
When the jumps have infinite activity, Becherer [5] proved the existence and the uniqueness of
the solution of bounded JBSDE when the generator f satisfies the assumption (2.2).
2.3 Existence of solution with infinite activity
The question is how to prove existence of solution of BSDEJ with infinite activity jumps and
unbounded terminal condition without using the seminal paper of Kobylanski.
The main tool is to consider an approximation sequence of globally Lipschitz BSDEs with
finite random measure for which the existence and uniqueness of the solution are well known.
To insure that the approximate coefficient conserves all the properties of f , we use a double
approximation which means that we consider a sequence of function bounded from below and
above by linear quadratic function. We split the coefficient of the BSDE into the sum of two
positive and negative functions and approximate respectively each function by inf-convolution
and sup-convolution. Furthermore, the BSDEJ have infinite activity jumps, we have to deal
with some specific difficulties due to the infinite number of small jumps. The idea is then to
introduce a truncated measure with λ(A) <∞ in the auxiliary BSDE for which existence of the
solution is guaranteed. Adopting the forward approach we prove that this sequence of BSDEJ
is in fact an Exponential Quadratic Semimartingales. And then by the stability theorem (A.3)
we show that the limit of those solution solves the original BSDEJ.
As explained above, our point of view is based on the forward approach which is essentially
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standing on semimartingale. Hence, let us recall from [12] the definition of exponential quadratic
semimartingale as well as the class of SQ(|ξ|,Λ, C)-semimartingale needed in the sequel.
Definition 2.2. A Quadratic Exponential Special Semimartingale Y is a ca`dla´g process such
that Y = Y0−V +M with V a local finite variation process and M := M c+Md a local martingale
part with the following structure condition Q(Λ, C, δ):
There exist an increasing predictable processes C, Λ and a positive constant δ such that
− δ
2
d〈M c〉t − dΛt − |Yt|dCt − jt(−δMdt ]) dVt 
δ
2
d〈M c〉t + dΛt + |Yt|dCt + jt(∆Mdt )δ. (2.5)
Note that the symbol ”” means that the difference is an increasing process.
We introduce now the class of SQ(|ξ|,Λ, C)-semimartingale which will play an important role
in the proof of the existence result.
Definition 2.3. SQ(|ξ|,Λ, C) is the class of all Q(Λ, C)-semimartingales Y such that
|Yt| ≤ ρ¯t
[
eCt,T |YT |+
∫ T
t
eCt,sdΛs
]
, ∀t ∈ [0, T ],P-a.s.
where ρ¯σ(Xτ ) = lnE [exp(Xτ )|Fσ] .
We are now in position to give the main result of this paper.
Theorem 2.1. Under assumption (2.1), there exists a solution (Y,Z, U) ∈ SQ(|ξ|,Λ, C)×H2×
H2ν of the BSDEJ (2.4).
Proof. For the sake of clarity we split the proof into three main steps.
• The first step consists to introduce an auxiliary generator fn,m,κ uniformly Lipschitz (y, z)
and locally Lipschitz in u as follow
fn,m,κ(y, z, u) := f¯n,κ(y, z, u)− fm,κ(y, z, u).
From this and using a well known results, we justify the existence and the uniqueness of solution
of JBSDE associated to (fn,m,κ, |ξ|). The solution will be a triple of progressively measurable
processes denoted by (Y n,m,κ, Zn,m,κ, Un,m,κ).
• The second step: Since we have the same assumptions on the generator of the JBSDE and
the quadratic exponential semimartingales, we prove that the solution Y n,m,κ of the BSDEJ
associated to (fn,m,κ, |ξ|) is a Q(Λ, C, δ)-semimartingale.
• The last step will be the convergence of the approximated sequence of BSDE (fn,m,κ, |ξ|).
Using the stability theorem (A.3) which is based on the stability theorem of Barlow-Protter [2]
we prove that the limit of (Y n,m,κ, Zn,m,κ, Un,m,κ) exists and solves the original BSDE.
Step1: Construction of the truncated sequence of BSDEJs
For κ > 1 we consider a random measure νκ as follows
νκ(w, dt, de) := 1{|e|≥ 1k} ν(dt, de).
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Notice that the truncated random measure νκ introduced above is a finite random measure i.e
for all borelian set A, νκ(A) < +∞.
Before proceeding with the proof, we will need the following proposition which provides essential
properties of (fn,m,κ) needed in the proof.
First, Let us introduce the regularization function bn also known as the approximation of Moreau
and Yosida
bn(r, v, w) = inf
r,v,w
{n|r|+ n|v|+ n|w|} . (2.6)
Lemma 2.1. Under hypothesis (2.1), let us consider the generator f¯ = f+ and f = f−. We de-
fine the sequence f¯n,κ,q¯n,κ, fm,κ, and qm,κ respectively as the in-convolution and sup-convolution
of f¯ , q¯, f and q with the regularization function bn. The regularized functions are defined as
follows
• f¯n,κ(y, z, u) := F¯n(y, z) + G¯n,κ(u) := inf
(r,w)∈Q1+d
{
fˆt(r, w) + n|r − y|+ n|w − z|
}
+inf
v∈Q
{∫
E
gt(v(e))ζ(t, e)λ
κ(de) + n|u− v|ν
}
.
• fm,κ(r, v, w) := Fm(y, z) +Gm,κ(u) := sup
(r,w)∈Qd+1
{
fˆt(r, w) +m|r − y|+m|w − z|
}
+sup
v∈Q
{∫
E
gt(v(e))ζ(t, e)λ
κ(de) +m|u− v|ν
}
.
• q¯n,κ(t, y, z, u) = q¯κ ∧ bn(y, z, u) and qm,κ(t, y, z, u) = q¯κ ∨ bm(y, z, u).
We have the following essential properties
i. (f¯n,κ), (q¯n,κ),(fn,κ), (qn,κ) are increasing (resp. decreasing) sequences in n, κ (resp. m).
ii. The sequences (f¯n,κ), (q¯n,κ),(fm,κ), (qm,κ) are globally Lipschitz continuous in (y, z) and
locally Lipschitz in u for each n,m, κ.
iii. The sequences (f¯n,κ), (q¯n,κ) converge resp. to f¯ and q¯ as n, κ goes to ∞ i.e
f¯n,κ ↗ f¯ and q¯ ↗ q¯.
The convergence is also uniform.
iv. The sequences (fm,κ), (qm,κ) converge respectively to f and q as m,κ goes to ∞ i.e
fm,κ ↗ f and qm,κ ↗ q.
v. (fn,m,κ)n,m,κ satisfy the structure condition of Assumption (2.1).
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Remark 2.3. We emphasize that the regularization technique developed in proposition (2.1)
were inspired by the ones developed in the paper [12]. Nonetheless, as explained throughout the
paper, the main difficulty in carrying out this construction is that the structure of this equations
(2.4) are defined in infinite activity setting.
Let as now introduce the BSDE associated to the truncated measure νκ
dY κt = f
κ
t (Y
κ
t , Z
κ
t , U
κ
t )dt− Zκt dWt +
∫
E
Uκt (e)µ˜(dt, de) t ∈ [0, T ],P− a.s. (2.7)
where fκt (y, z, u) = fˆt(y, z) +
∫
E gt(u(e))ν
κ(de).
The following BSDE is driven jointly by the Brownian motion W and the truncated measure
µκ. The associated filtration is denoted by Fκt ⊂ Ft.
Note that (2.7) is an exponential quadratic BSDE with finite activity jumps, the generator fκ
satisfies the same hypotheses as f .
After we construct the BSDE associated to the truncated random measure, we introduce the
intermediate BSDE (fn,m,κ, |ξ|). ∀t ∈ [0, T ], P-a.s
− dY n,m,κt = fn,m,κt (Y n,m,κt , Zn,m,κt , Un,m,κt )dt− Zn,m,κt dWt −
∫
E
Un,m,κ(e)µ˜(dt, de). (2.8)
First of all we have to justify the existence of solution to this BSDE.
In fact this is a simple consequence of the existence results of [5]. Thanks to the above lemma
our coefficient fn,m,κ satisfies the assumption (2.2). It remains to show that the Aγ-condition
hold for (fn,m,κ). Let u, u¯ ∈ L0(B(E), ν) and y, z ∈ R,Rd such that
fn,m,κ(t, y, z, u)− fn,m,κ(t, y, z, u¯) := [Gn,κ(t, u)−Gn,κ(t, u¯)] + [Gm,κ(t, u)−Gm,κ(t, u¯)]
≤ q¯n,κ(y, z, u)− q¯n,κ(y, z, u¯) + qm,κ(y, z, u)− qm,κ(y, z, u¯).
Following [12], we know that q¯n,κ and qm,κ satisfy respectively the Aγ-condition. Hence
q¯n,κ(y, z, u)− q¯n,κ(y, z, u¯) + qm,κ(y, z, u)− qm,κ(y, z, u¯) ≤
∫
E
γn[u(e)− u¯(e)]νκ(de)
+
∫
E
γm[u(e)− u¯(e)]νκ(de).
where −1 < γn < n and −1 < γm < m. Therefore
fn,m,κ(t, y, z, u)− fn,m,κ(t, y, z, u¯) ≤
∫
E
γn,m(u(e), u¯(e))(u(e)− u¯(e)νκ(de).
According to [5], which deals with the lipschitz BSDE with jumps, we know that the BSDE
(2.8) has a unique solution (Y n,m,κ, Zn,m,κ, Un,m,κ).
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Moreover since Aγ-condition holds for (f
n,m,κ)n,m,κ, we can also apply the comparison theorem,
to obtain that for all t ∈ [0, T ], P-a.s
Y n,m+1,κt ≤ Y n,m,κt ≤ Y n,m+1,κ+1t . (2.9)
Step 2: Construction of the sequence of Q(C,Λ, δ)-semimartingale
In view of proposition (2.1) and assumption (2.1) we have
q
t
≤ qκ,m
t
≤ fn,m,κt ≤ q¯κ,nt ≤ q¯t ∀t ∈ [0, T ], P-a.s.
Thus, we know that all the requirement of the definition (2.3) are full filled. It follow that
(Y n,m,κ)n,m,κ defined as the unique solution of the BSDEJ (2.8) is a Q(C,Λ, δ)-semimartingale.
Moreover from Lemma (3.3) we know that for all stopping times σ ≤ T
Y n,m,κσ ≤ ρ¯σ
[
eCσ,T |ξ|+
∫ T
σ
eCσ,sdΛs
]
P-a.s.
Step 3: The convergence of the semimartingale
The idea is now to prove that the limit in some sens of those sequence ofQ(C,Λ, δ)-semimartingale
is a solution of the BSDEJ (2.4).
• We know from the first step that the sequence (Y n,m,κ)κ is bounded and increasing in κ then
(Y n,m,κ)κ converge in H2p(R) to Y m,n such that
Y n,m,κ ↗ Y n,m κ goes to ∞.
Thanks to the Dini’s lemma [10] the convergence is uniform. Hence it follows from Proposition
(A.3) that Y n,m is a Q(Λ, C, δ)-semimartingale and satisfies
E
[ ∫ T
0
|dV n,ms |
]
≤ C, and E [(Mn,m)?] ≤ C.
lim
κ→∞E
[(
V n,m,κ − V n,m)∗] = 0 and lim
κ→∞ ‖M
n,m,κ −Mn,m‖H1 = 0.
• We proceed exactly as [12] since (Y n,m)n and (Y n,m)m are monotone bounded uniformly
sequences. Therefore they converge monotonically to some process Y i.e
lim
n,m
↘ Y n,m = Y.
Using the same arguments Y is a Q(Λ, C, δ)-semimartingale. and the following estimates holds
E
[ ∫ T
0
|dVs|
]
≤ C, and E [(M)?] ≤ C.
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lim
n,m→∞E
[(
V n,m − V )∗] = 0 and lim
n,m→∞ ‖M
n,m −M‖H1 = 0.
• It remains to show that the Q(Λ, C, δ)-semimartingale Y is the solution of the exponential
quadratic BSDEJ (2.4) such that
f(Y, Z, U) = lim
n,m,κ
fn,m,κ(Y n,m,κ, Zn,m,κ, Un,m,κ) dP⊗ dν a-s
(Zn,m,κ.W + Un,m,κ ? µ˜) = lim
n,m,κ
(Z.W + U ? µ˜).
We need to define a sequence of stopping times τl related to the class Q(Λ, C, δ) such that τl
goes to ∞ for a large l. Let us fix L ∈ N∗ such that
τl := inf
t≥0
{
E
[
exp(eCT |ξ|+
∫ T
0
eCsdΛs|Ft
]
> l
}
.
According to the first part of the proof, the monotone convergence of (Y n,m,κ).∧τl := ((M
n,m,κ)c+
V n,m,κ+Un,m,κ.µ˜).∧τl is uniform. Therefore, we can extract a subsequence of (M
n,m,κ).∧τl which
converges strongly to M.∧τl
(Mn,m,κ)t∧τl = Z
n,m,κ
t 1{t≤τl}.W + U
n,m,κ1{t≤τl}.µ˜.
Once again, we can subtract a subsequence Zn,m,κt 1{t≤τl} and U
n,m,κ1{t≤τl} converge almost
surely to Z and U in H2 ×H2ν
dV n,m,κ.∧τl := fˆ
n,m,κ
t (Y
n,m,κ
t∧τl , Z
n,m,κ
t∧τl )1{t≤τl}dt+G
n,m,κ(Un,m,κt∧τl )1{t≤τl}.
where fˆn,m,κ(y, z) = F¯n(y, z) + Fm(y, z) and Gn,m,κ(u) = G¯n,κ(u) +Gm,κ(u).
• As a last step, we will show that fn,m,κ(Y n,m,κ, Zn,m,κ, Un,m,κ) converge to f(Y, Z, U) in
L1(dP⊗ dν ⊗ dt). In fact as Zn,m,κ and Un,m,κ are unbounded, one can decompose the expres-
sion above in 2 quantities: one in the region where {|Zn,m,κ|+ |Un,m,κ| ≤ C} and the other in
the region {|Zn,m,κ|+ |Un,m,κ| > C}.
E
[∫ τl
0
|fn,m,κ(Y n,m,κs , Zn,m,κs , Un,m,κs )− fs(Ys, Zs, Us)|ds
]
=E
[∫ τl
0
|fn,m,κ(Y n,m,κs , Zn,m,κs , Un,m,κs )− fs(Ys, Zs, Us)|1{|Zn,m,κ|+|Un,m,κ|≤C}ds
]
=: A1
+E
[∫ τl
0
|fn,m,κ(Y n,m,κs , Zn,m,κs , Un,m,κs )− fs(Ys, Zs, Us)|1{|Zn,m,κ|+|Un,m,κ|>C}ds
]
=: A2
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We start by studying the first term A1. Observe that in the region {|Zn,m,κ|+ |Un,m,κ| ≤ C},
since Y n,m,κ is bounded in [0, τl]
A1 = E
[∫ τl
0
|fn,m,κ(Y n,m,κs , Zn,m,κs , Un,m,κs )− fs(Ys, Zs, Us)|1{|Zn,m,κ|+|Un,m,κ|≤C}ds
]
≤ φs + E
[∫ τl
0
|Gn,κ(u)−G(u)|1{|Zn,m,κ|+|Un,m,κ|≤C}ds
]
≤ φs + E
[∫ τl
0
jκs (δU
n,m,κ(e))− js(δU(e))1{|Un,m,κ|≤C}ds
]
.
Therefore, to prove that fn,m,κ(Y n,m,κ, Zn,m,κ, Un,m,κ) − f(Y, Z, U) is bounded in  L1, it is
sufficient to show that E
[∫ T
t j
κ
s (δU
n,m,κ(e))− js(δU(e))1{|Un,m,κ|≤C}ds
]
converge to zero as
n,m, κ→ +∞. and by Dominated convergence theorem we get the desire result.
We start by following a technique similar to the one used in the proof of Theorem (4.13) of [5].
Observe that j(δU(e)) = j(δU(e))1{|e|≤κ} + j(δU(e))1{|e|≥κ}.
Hence one can write
E
[∫ τl
t
jκs (δU
n,m,κ(e))− js(δU(e))1{|Un,m,κ|≤C}ds
]
≤ E
[∫ τl
t
jκs (δU
n,m,κ(e))− jκs (δU(e))1{|Un,m,κ|≤C}1{|e|≥ 1κ}ν(de, ds)
]
+ E
[∫ τl
t
js(δU(e))1{|Un,m,κ|≤C}1{|e|≤ 1κ}ν(de, ds)
]
.
The first term in the above inequality tend to zero since jκt (δU
n,m,κ) − jκt (δU) is uniformly
bounded in L1. For the last one, using the fact that 1{|e|≤ 1κ} tend to zero as κ→ 0, we see that
it also tend to zero.
• Finally let us study the term A2. By Tchebychev inequality we have
E
[
1{|Zn,m,κ|+|Un,m,κ|≥C}
] ≤ 2
C2
E
[|Zn,m,κ|2 + |Un,m,κ|2] .
Hence, for t ≤ τl from the dominated convergence theorem fn,m,κ(Y n,m,κ, Zn,m,κ, Un,m,κ) con-
verge to f(Y, Z, U) in L1(dP⊗ dν ⊗ dt). Thus for t ≤ θl dVt = f(t, Y, Z, U)dt.
Conclusion
The exponential quadratic semimartingale Y is such that Y = Y0 + V +M
c +U.µ˜ is solution of
the original BSDE (2.4) in S2 ×H2 ×H2ν .
A Appendix
A.1 Proof of lemma (2.1)
(i) We can start to notice that, due to the properties of the inf-convolution of the sequence ( ¯fn,κ)n
and (q¯n,κ)n are increasing. Moreover (f
m,κ)m and (q
m,κ)m are decreasing. The monotonicity of
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the coefficient arises from the regularization function b. The main point for the monotonicity of
the coefficients in κ is to notice that g(v(e))1{|e|≥ 1κ} is smaller then g(v(e)).
(ii) To prove that (f¯n,κ)n,κ is uniformly lipschitz in (y, z), we consider the function f˜
n,κ such
that ∀ > 0 , y1, y2, z1, z2 and y ∈ Q, z ∈ Qd we have
fn,κ(t, y1, z1, u) ≥ f˜n,κt (y, z, u) + n|y − y|+ |z − z| − .
where f˜n,κt (y, z, u) := infv∈Q
{∫
E gt(v(e))ν
κ(de) + n|u− v|ν + fˆ(r, w)
}
.
fn,κ(t, y1, z1, u) ≥ f˜(y, z, u) + n|y2 − y|+ n|z2 − z|+ n|y1 − y|+ n|z1 − z|+ 
≥ f˜(y, z, u)− n|y1 − y2| − n|z1 − z2|+ n|y2 − y|+ n|z2 − z|+ .
Hence,
fn,κ(t, y1, z1, u) ≥ fn,κ(t, y2, z2, u)− n|y1 − y2| − n|z1 − z2|+ .
Indeed, by arbitrariness of  and by interchanging respectively the roles of (y1, z1) and (y2, z2)
we get the desire result. The same argument remains valid for (fm,κ) and (qm,κ).
- Let u, u¯ ∈ L0(B(E), ν) such that
fn,κ(y, z, u)− fn,κ(y, z, u¯) := (F¯n(y, z)−Gn,κ(u))− (F¯n(y, z) +Gn,κ(u¯))
= inf
v∈Q
{∫
E
gt(v(e))1{|e|≥ 1κ}λ(de) + n|u− v|ν
}
− inf
v∈Q
{∫
E
gt(v(e))1{|e|≥ 1κ}λ(de) + n|u¯− v|ν
}
.
Notice that
inf
v∈Q
(f(v))− inf
v∈Q
(g(v)) ≤ sup
v∈Q
(f(v)− g(v)).
Thus we obtain
fn,κ(y, z, u)− fn,κ(y, z, u¯) ≤ sup
v∈Q
{n|u− v|ν − n|u¯− v|ν} ≤ sup
v∈Q
{∫
E
n|u− v|2 − n|u¯− v|2ζ(t, e)λ(de)
}
≤n
∫
E
sup
v∈Q
{|u+ u¯− 2v|}|u− u¯|ζ(t, e)λ(de)
≤n
∫
E
(|u|+ |u¯|)|u− u¯|ζ(t, e)λ(de).
(A.10)
Then it follows from the Cauchy-Schwartz inequality that
fn,κ(y, z, u)− fn,κ(y, z, u¯) ≤ n {‖u‖t + n‖u¯‖t} ‖u− u¯‖t.
Hence the result.
(iii), (iv) The convergence of the sequences in n,m results from to the regularization function
b. When we fix n and m, the convergence of the sequence is only obtained by the convergence
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of the second part in the expression of (f¯n,κ)κ.
Hence,
f¯n,κ(y, z, u)− f¯n(y, z, u) = inf
v∈Q
{∫
{|e|≥ 1κ}
gt(v(e))ζ(t, e)λ(de) + n|u− v|ν
}
− inf
v∈Q
{∫
E
gt(v(e))ζ(t, e)λ(de) + n|u− v|ν
}
≤ sup
v∈Q
{∫
{|e|≥ 1κ}
gt(v(e))λ(de)−
∫
E
gt(v(e))λ(de)
}
≤ sup
v∈Q
{∫
E
gt(v(e))1[− 1
κ
, 1
κ
]λ(de)
}
.
Since sup
v∈Q
gt(v(e))1[− 1
κ
, 1
κ
] converge to zero, the result follows from the standard dominated con-
vergence Theorem.
(v) Finally {
f¯n,κ ≤ f¯n ≤ ¯qn,κ ≤ q¯
fm,κ ≤ f¯m ≤ qm,κ ≤ q
⇒ q ≤ fn,m,κ := f¯n,κ − fm,κ ≤ q¯.
A.2 Exponential quadratic semimartingale and its properties
Our goal is to prove the existence of a maximal solution of the quadratic BSDEJ using the tools
introduced in [12]. Adopting this approach we summarize in this section the essential properties
of the quadratic exponential semimartingales as well as a stability result which we shall use for
the construction of the solution the BSDE.
Definition A.4. A Quadratic Exponential Special Semimartingale Y is a ca`dla´g process such
that Y = Y0− V +M with V a local finite variation process and M a local martingale part with
the following structure condition Q(Λ, C, δ):
for an increasing predictable processes C, Λ and a constant δ
− δ
2
d〈M c〉t−dΛt−|Yt|dCt− jt(−δMdt ]) dVt 
δ
2
d〈M c〉t+dΛt+ |Yt|dCt+ jt(∆Mdt )δ. (A.11)
with
jt(δu) =
∫
E
exp δu(e)− δu(e)− 1
δ
ν(de).
Note that the symbol ”” means that the difference is an increasing process.
We start by an example of this class of semimartingale.
Example .1. The structure condition (A.11) holds in the cases below:
– A semimartingale Y where the finite variation process V is given by Vt =
1
2〈M c〉t+jt(δMdt )
is a exponential quadratic semimartingale.
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– If the finite variation part of a semimartingale Y satisfies
−1
2
〈M c〉t − jt(−δMdt ) Vt 
1
2
〈M c〉t + jt(δMdt ).
then Y is a exponential quadratic semimartingale.
The following proposition gives us a characterization of a canonical class of quadratic ex-
ponential semimartingale. The canonical quadratic semimartingale is a semimartingale with
V = −12〈M¯ c〉t− j(−∆Mdt ).νt or V = 12〈M¯ c〉t + j(∆Mdt ).νt . This characterization will be useful
in the sequel.
Proposition A.1. [12]
Let M¯ = M¯ c + U¯ .µ˜ and M = M c +U.µ˜ two ca`dla`g local martingales such that M¯ c + (eU¯ − 1).µ˜
and −M c+(e−U−1).µ˜ are still ca`dla`g local martingales. Let define the canonical local quadratic
exponential semimartingale:
r(M¯) = r(M¯0) + M¯t − 1
2
〈M¯ c〉t − (eU¯ − U¯ − 1).νt.
r(M) = r(M0) +M t +
1
2
〈M c〉t + (e−U + U − 1).νt.
then the following processes:
exp[r(M¯)−r(M¯0)] = E
(
M¯ c + (eU¯ − 1).µ˜
)
and exp[−r(M)+r(M0)] = E
(−M c + (e−U − 1).µ˜)
are positive local martingales.
Proposition A.2. Let ψT ∈ FT such that exp(|ψT |) ∈  L1 and consider the two dynamic risk
measures:
ρ¯t(ψT ) = ln [E (exp(ψT )|Ft)] , and ρt(ψT ) = − ln [E (exp(−ψT )|Ft)] .
There exists local martingales M¯ = M¯ c + U¯ .µ˜ and M = M c + U.µ˜ such that:
− dρ¯t(ψT ) = −dM¯t + 1
2
d〈M¯ c〉t +
∫
E
(eU¯(s,x) − U¯(s, x)− 1).ν(dt, dx), ρ¯T (ψT ) = ψT .
− dρ
t
(ψT ) = −dM t −
1
2
d〈M c〉t −
∫
E
(e−U(s,x) + U(s, x)− 1).ν(dt, dx), ρ
T
(ψT ) = ψT .
Moreover the local martingales M¯ c + (eU¯ − 1).µ˜ and −M c + (e−U − 1).µ˜ belong to Uexp. The
dynamic risk measures ρ¯(ψT ) and ρ(ψT ) are uniformly integrable canonical quadratic exponential
semimartingales.
A.3 Integrability of the Q(Λ, C)-semimartingale
In this part we want to investigate the integrability of this classs of semimartingale. This result
will be extremely useful in the section 3.
First, we consider the following decomposition of a Q(Λ, C)-semimartingale Y
X¯Λ,Ct (|Y |) := eCt |Yt|+
∫ t
0
eCsdΛs. (A.12)
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To explore to exponential integrability of this class of semimartingale , we proceed analogously
to the proof of proposition (3.2) in [3]. Note that this decomposition appeared for the first time
in the continuous setting in this paper.
For this propose, let us start by the definition of the Q-submartingale.
Definition A.5. A semimartingale Y = Y0 − V + M is a Q-submartingale if −V + 12〈M c〉 +
1
2jt(∆M
d) is a predictable increasing process.
Theorem A.2. let X¯ be a ca`dla`g process given by (A.12) such that X¯Λ,CT (e
|Y |) ∈ L1, the process
X¯Λ,CT is an Q(Λ, C)-semimartingale which belonging to Dexp if and only if for any stopping times
σ ≤ τ ≤ T :
|Yσ| ≤ ρσ
(
eCσ,τ |Yτ |+
∫ τ
σ
eCσ,tdΛt
)
. (A.13)
Proof. First we check that X¯Λ,Ct (|Y |) is a Q-submartingale. Applying Itoˆ-Tanaka formula we
get for all t ∈ [0, T ]
d|Y |t = sign(Yt−)dMt − sign(Yt−)dVt + (|Yt− + Ut| − |Yt− |) ? µt + LYt . (A.14)
where LY is a local time of Y in zero. We denote by M s = sign(Y ).dM and V s = sign(Y ).dV
dX¯Λ,Ct = e
Ct
[|Xt|dCt − dV st + dM st + d(|Yt− + Ut| − |Yt− |) ? µ+ LYt ]
= eCt [|Xt|dCt − dV st + d(|Yt− + Ut| − |Yt− |)νt + LYt ] + eCt [dM st + d(|Yt− + Ut| − |Yt− |) ? µ˜t]
= eCt
[
dAt − 1
2
d〈M ct 〉 − jt(∆Mdt ) + d(|Yt− + Ut| − |Yt− |)νt
]
+ eCt
[
dM st + d(|Yt− + Ut| − |Yt− |) ? µ˜t
]
.
Thanks to structure condition of the semimartingale Y , the process A is increasing. Notice that
the martingale part of this last decomposition : M¯ := eCtdM st + d(|Yt− + Ut| − |Yt− |) ? µ˜t have
the following quadratic variation d〈M¯〉t = e2Ctd〈M c,s〉t + e2Ctd〈|Yt− +Ut| − |Yt− |) ? µ˜t〉. Adding
and subtracting jt(e
Ct∆M s,dt ) respectively e
2Ctd〈M s,c〉 to X¯ yields to
dX¯Λ,Ct = dA˜t −
1
2
d〈eCtM s,ct 〉 −
1
2
jt(e
Ct∆M s,dt ) + e
Ctd(|Yt− + Ut| − |Yt− |)νt
+ eCt
[
dM st + d(|Yt− + Ut| − |Yt− |) ? µ˜t
]
.
The process A˜ is increasing since eCtjt(∆M
s,d
t )− jt(eCt∆M s,dt ) ≥ 0. Furthermore eCtd〈M s,c〉t−
e2Ctd〈M s,c〉t ≥ 0. Once again we add and subtract jt(eCt∆M s,d)
dX¯Λ,Ct = dA¯t −
1
2
d〈eCtM s,ct 〉 −
1
2
jt(e
Ct∆M s,dt ) + e
Ct
[
dM st + d(|Yt− + Ut| − |Yt− |) ? µ˜t
]
.
The process dA¯ = dA˜ + d(jt(e
Ct |Yt− + Ut| − |Yt− |) is increasing process. This decomposition
shows that X¯Λ,C is a Q-submartingale.
Since X¯Λ,C is a Q-submartingale, it follows that exp(X¯Λ,C) is a submartingale. Hence, for all
stopping time σ, τ
exp(X¯Λ,Cσ ) ≤ E
[
exp(X¯Λ,Cτ )|Fσ
]
exp(eCσ |Yσ|+
∫ σ
0
eCσ,tdΛt) ≤ E
[
exp(eCτ |Yτ |+
∫ τ
0
eCτ,tdΛt)|Fσ
]
.
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Taking
∫ σ
0 e
Cσ,tdΛt in the right hand side we obtain
exp(|Yσ|) ≤ E
[
exp(eCσ,τ |Yτ |+
∫ τ
σ
eCτ,tdΛt)
]
.
Hence we can write
|Yσ| ≤ lnE
[
exp(eCσ,τ |Yτ |+
∫ τ
σ
eCτ,tdΛt)
]
. (A.15)
which ends the proof.
A.4 Quadratic variation and Stability result
Definition A.6. SQ(|ξ|,Λ, C) is the class of all Q(Λ, C)-semimartingales Y such that
|Yt| ≤ ρ¯t
[
eCt,T |ξ|+
∫ T
t
eCt,sdΛs
]
, a.s.
Proposition A.3. Let (Y n)n a sequence of SQ(|ξ|,Λ, C) special semimartingales which canoni-
cal decomposition Y n = Xn0 −V n +Mn which converge in H1 to some process Y . Therefore the
process Y which canonical decomposition Y = Y0 − V + M is an adapted ca`dla`g process which
belongs to SQ(|ξ|,Λ, C) such that:
lim
n→∞E
[(
V n − V )∗] = 0 and lim
n→∞ ‖M
n −M‖H1 = 0.
Remark A.4. The proof is built on the stability theorem of Barlow and Protter [2], based on
uniform estimates of the quadratic variation part and the total variation of the semimartingale.
In [3], the authors work in a continuous framework where they proved that the class SQ(|ξ|,Λ, C)
is stable by a.s convergence. In the proposition above we prove that this class is also stable in
the discontinuous setting.
Proof. From proposition (3.3) in [12], the following exponential transformation (Xκ)Λ,C(Y ) =
Y n + Λ + |Y n| ∗ C and (Xn)Λ,C(−Y ) are Q-local submartingale. Then by the Yoeurp-Meyer
decomposition, there exists an increasing process At such that
exp((Xn)Λ,Ct (Y )) = exp(Y0)E(M¯t + (eU¯ − 1).µ˜) exp(A¯t).
exp((Xκ)Λ,Ct (−Y )) = exp(−Y0)E((M¯t + (eU¯ − 1).µ˜)) exp(At).
Therefore , for a stopping times σ ≤ T , we obtain
〈M¯〉σ =
∫ T
σ
d〈exp((Xnt )Λ,C(Y ))〉
exp(2(Xnt )
Λ,C(Y ))
.
〈M〉σ =
∫ T
σ
d〈exp((Xnt )Λ,C(−Y ))〉
exp(2(Xκt )
Λ,C(−Y )) .
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Thank’s to Garsia Lemma (A.3) and Itoˆ formula we have for all p ≥ 1
E
[〈exp(p(Xnt )Λ,C(Y ))〉T ] ≤ C2 and E [〈exp(p(Xnt )Λ,C(−Y ))〉T ] ≤ C1. (A.16)
Then the estimates of 〈M¯〉 and 〈M¯〉 comes from Cauchy Schwartz inequality
E
[〈M¯pT 〉] ≤ C and E [〈M〉pT ] ≤ C.
In the other hand , applying Itoˆ formula and using the fact that
2[(eδU − δU − 1) + (e−δU + δU − 1)] ≤ |eδU − 1|2 + |e−δU − 1|2.
leads to
E
[∫ T
0
|dV ns |
]
≤ E
[∫ T
0
1
2
d〈(M c)κ〉s +
∫
E
[j(Uκ(s, x)) + j(−Uκ(s, x))]ν(ds, dx)
]
≤ C ′ .
Finally Applying the Barlow-Protter stability theorem [2], we obtain that the limit Y of Y n is
in fact a special semimartingale with the canonical decomposition Y := Y0 − V +M satisfying:
E
[ ∫ T
0
|dVs|
]
≤ C, and E [(M)∗] ≤ C. (A.17)
and we have
lim
n→∞E
[(
V n − V )∗] = 0 and lim
n→∞ ‖M
n −M‖H1 = 0. (A.18)
Moreover, the semimartingale X is also a SQ(|ξ|,Λ, C) since a.s
|Y nσ | ≤ ρ¯σ
[
eCσ,T |ηT |+
∫ T
σ
eCσ,sdΛs
]
. (A.19)
Passing to the limit when n goes to ∞. We finally obtain
|Xσ| ≤ ρ¯σ
[
eCσ,T |ξ|+
∫ T
σ
eCσ,sdΛs
]
. (A.20)
In order to prove the existence of the solution we need the following lemma. Here we justify
the existence of solution of the BSDE associated to (q¯n,κ, |ξ|) and (qm,κ,−|ξ|).
Lemma A.2. [12] We consider the following approximation
q¯n,κ =:= q¯ ∧ b(y, z, u) = inf
r,w,v
{q¯κ(r, w, v) + n|y − r|+ n|z − w|+ n|u− v|ν} . (A.21)
qm,κ := q¯ ∨ b(y, z, u) = sup
r,w,v
{
qκ(r, w, v) +m|y − r|+m|z − w|+m|u− v|ν
}
. (A.22)
where q¯κ(r, w, v) = |l|t + ct|r|+ 12 |w|2 + 1δ j(δu) and qκ(r, w, v) = −|l|t− ct|r| − 12 |w|2− 1δ j(−δu).
We have
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• The coefficient (q¯n,κ)n,κ (resp.qn,κ ) satisfy the structure condition in Assumptions (2.1) and
converges monotonically to q¯ in (n, κ).
Moreover, there exists respectively a unique solution (Y¯n,κ, Z¯n,κ, U¯n,κ),(Ym,κ,Zm,κ,Um,κ) for the
BSDEJ associated respectively to (q¯n,κ, ξ) and (qm,κ,−ξ) satisfying
|Y¯n,κt | ≤ ρ¯t
[
eCt,T |ξ|+
∫ T
t
eCt,sdΛs
]
∀t ∈ [0, T ],P− a.s (A.23)
Lemma A.3. (Garsia-Neveu)
Let A be a predictable ca`dla`g increasing process and Φ a random variable, positive integrable.
For any stopping times σ ≤ T , we have E [AT −Aσ|Fσ] ≤ E [U.1σ<T |Fσ].
Then for all p ≥ 1,
E[ApT ] ≤ ppE[Up].
References
[1] G. Barles, R. Buckdahn, and E. Pardoux. Backward stochastic differential equations and
integral-partial differential equations. Stochastics: An International Journal of Probability
and Stochastic Processes, 60(1-2):57–83, 1997.
[2] M.T Barlow and P. Protter. On convergence of semimartingales. In Se´minaire de Proba-
bilite´s XXIV 1988/89, pages 188–193. Springer, 1990.
[3] P. Barrieu and N. El Karoui. Monotone stability of quadratic semimartingales with appli-
cations to general quadratic bsde’s and unbounded existence. The Annals of Probability,
41, 2013.
[4] D. Becherer. Bounded solutions to backward sde’s with jump for utility optimization and
indifference hedging. The Annals of Applied Probability, 16(2027-2054), 2006.
[5] D. Becherer, M. Bu¨ttner, and K. Kentia. On the monotone stability approach to bsdes
with jumps: Extensions, concrete criteria and examples. arXiv preprint arXiv:1607.06644,
2016.
[6] J.M. Bismut. Conjugate Convex Functions in Optimal Stochastic Control. The Annals of
Probability, 44(3B):384–404, 1973.
[7] G. Bordigoni, A. Matoussi, and M. Schweizer. A stochastic control approach to a robust
utility maximization problem. pages 125–151, 2007.
[8] P. Briand and Y. Hu. Bsde with quadratic growth and unbounded terminal value. Proba-
bility Theory and Related Fields, 136(4):604–618, 2006.
[9] P. Briand and Y. Hu. Quadratic bsdes with convex generators and unbounded terminal
conditions. Probability Theory and Related Fields, 141(3-4):543–567, 2008.
20
[10] C. Dellacherie. Ine´galite´s de convexite´ pour les processus croissants et les sousmartingales.
In Se´minaire de Probabilite´s XIII, pages 371–377. Springer, 1979.
[11] D. Duffie and L.G. Epstein. Stochastic differential utility. Econometrica: Journal of the
Econometric Society, pages 353–394, 1992.
[12] N. El Karoui, A. Matoussi, and A. Ngoupeyou. Quadratic exponential semimartingales and
application to bsdes with jumps. arXiv preprint arXiv:1603.06191, 2016.
[13] M. Fujii and A. Takahashi. Quadratic–exponential growth bsdes with jumps and their
malliavins differentiability. Stochastic Processes and their Applications, 2017.
[14] Imkeller P. Hu, Y. and M. Mu¨ller. Utility maximization in incomplete markets. The Annals
of Applied Probability, 15(3):1691–1712, 2005.
[15] N. Kazi-Tani, D. Possamai, and C. Zhou. Quadratic bsdes with jumps: a fixed-point
approach. Electronic Journal of Probability, 20, 2015.
[16] Roger JA Laeven and Mitja Stadje. Robust portfolio choice and indifference valuation.
Mathematics of operations research, 39(4):1109–1141, 2014.
[17] J-P Lepeltier and J San. Mart´ın. Existence for bsde with superlinear–quadratic coefficient.
Stochastics: An International Journal of Probability and Stochastic Processes, 63(3-4):227–
240, 1998.
[18] M. Morlais. Utility maximization in a jump market model. Stochastics: An International
Journal of Probability and Stochastics Processes, 81(1):1–27, 2009.
[19] M. Morlais. A new existence result for quadratic bsdes with jumps with application to the
utility maximization problem. Stochastic processes and their applications, 120(10):1966–
1995, 2010.
[20] E. Pardoux and S. Peng. Adapted solution of a backward stochastic differential equation.
Systems & Control Letters, 14(1):55–61, 1990.
[21] R. Rouge and N. El Karoui. Pricing via utility maximization and entropy. Mathematical
Finance, 10(2):259–276, 2000.
[22] K.I Sato. Le´vy processes and infinitely divisible distributions. Cambridge university press,
1999.
[23] Mark Schroder and Costis Skiadas. Optimal consumption and portfolio selection with
stochastic differential utility. Journal of Economic Theory, 89(1):68–126, 1999.
[24] Shanjian Tang and Xunjing Li. Necessary conditions for optimal control of stochastic
systems with random jumps. SIAM Journal on Control and Optimization, 32(5):1447–
1475, 1994.
21
[25] R. Tevzadze. Solvability of backward stochastic differential equations with quadratic
growth. Stochastic processes and their Applications, 118(3):503–515, 2008.
22
