Abstract. We compute the fundamental group of each connected component of the space of formal Legendrian embeddings in R 3 . We use it to show that previous examples in the literature of non trivial loops of Legendrian embeddings are already non trivial at the formal level. Likewise, we compute the fundamental group of the different connected components of the space of formal horizontal embeddings into the standard Engel R 4 . We check that this computes the fundamental group of the space of horizontal embeddings as well.
Thus, we have an inclusion SO(4) → Emb p,q (S 1 , S 3 ). The following result holds:
Theorem 2.1.2 (Hatcher, [17] ). The inclusion SO(4) → Emb p,q (S 1 , S 3 ) is a homotopy equivalence.
As a consequence of these results we obtain that Corollary 2.1.3. Let Emb 0 (S 1 , R 3 ), Emb p,q (S 1 , R 3 ) ⊆ Emb(S 1 , R 3 ) be the connected component of the parametrized unknots or of the parametrized (p, q) torus knots, respectively. The fundamental groups of these spaces are given by
where G p,q is the knot group of the (p, q) torus knot.
Proof. The case of the connected component Emb 0 (S 1 , R 3 ) follows directly from Theorem 2.1.1.
We need to study the connected component Emb p,q (S 1 , R 3 ) to conclude the proof. Consider the following space
We have two natural fibrations associated to the projection maps where K p,q is the image of the standard (p, q) torus knot in S 3 . From the first fibration we obtain π 1 (Emb p,q (S 1 , R 3 )) ∼ = π 1 (S tereo p,q ).
Moreover, from the second one and the fact that Emb p,q (S 1 , S 3 ) has the homotopy type of SO(4) (Theorem 2.1.2), we obtain that the sequence
is exact. Now, it is a simple exercise to check that this sequence is right split.
2.2.
The space Emb(S 1 , R 4 ).
Theorem 2.2.1 (Budney, [5] ). The space Emb(S 1 , R 4 ) is 1-connected and π 2 (Emb(S 1 , R 4 )) ∼ = Z ⊕ Z.
Let us describe the generators of π 2 (Emb(S 1 , R 4 )). The first one is defined as follows: Write R 4 = R × R 3 and let {e 1 , e 2 , e 3 , e 4 } be the canonical basis of R 4 . For every point p ∈ S 2 ⊆ R 3 take the standard parametrized unknot in span{p, e 1 } centered at p and tangent to the line p γ p Figure 1 . Construction of S U (schematically).
generated by e 1 at 0. This gives us a 2-parametric family of knots, that we denote by S U , whose homotopy class is the generator (1, 0) of π 2 (Emb(S 1 , R 4 )). Explicitly, S U is defined as:
where, if p = (λ 1 , λ 2 , λ 3 ) ∈ S 2 , γ p (t) = cos(2πt)e 1 + (1 + sin(2πt))(λ 1 e 2 + λ 2 e 3 + λ 3 e 4 ).
The generator (0, 1) is constructed as follows. Since Emb(S 1 , R 4 ) is simply connected the Hurewicz map h : π 2 (Emb(S 1 , R 4 )) → H 2 (Emb(S 1 , R 4 ); Z) is an isomorphism. So, it is enough to give a homological description of the generator. Take a parametrized trefoil knot C 1 -close to R 2 ⊆ R 3 ⊆ R 4 and collapse two crosses of the embedding. This provides an immersion C 1 -close to R 2 ⊆ R 4 . There is a S 1 × S 1 family of perturbations to an actual embedding in R 4 . Hence, we have a map H T : T 2 → Emb(S 1 , R 4 ), i.e. a second homology class [H T ]. The second generator (0, 1) of π 2 (Emb(S 1 , R 4 )) is just h −1 [H T ].
(a) Trefoil
(b) Immersion after collapsing two of the crossings. 
Formal Legendrian Embeddings in R 3 .
We denote by ξ the standard contact structure in R 3 given by ξ = ker(dz −ydx). Throughout the section we fix the Legendrian framing ∂ y .
3.1. Formal Legendrian Embeddings in R 3 .
Definition 3.1.1. An immersion γ : S 1 → R 3 is said to be Legendrian if γ (t) ∈ ξ γ(t) for all t ∈ S 1 . When γ is an embedding, we say it is a Legendrian embedding. (a) A formal Legendrian immersion in R 3 is a pair (γ, F ) such that:
(i) γ : S 1 → R 3 is a smooth map.
(ii) F : S 1 → T R 3 \{0} satisfies F (t) ∈ ξ γ(t) .
(b) A formal Legendrian embedding in R 3 is a pair (γ, F s ), satisfying:
(i) γ : S 1 → R 3 is an embedding.
(ii) F s : S 1 → γ * (T R 3 \ {0}), is a 1-parametric family, s ∈ [0, 1], such that F 0 = γ and F 1 (t) ∈ ξ γ(t) .
Fix a trivialization of ξ and identify ξ ≡ R 2 . From now on, we will understand the map F : S 1 → S 1 ≡ S 2 ∩ R 2 and the family F s : S 1 → S 2 with F 1 :
Denote by LegImm(R 3 ) the space of Legendrian immersions in R 3 , by Leg(R 3 ) the space of Legendrian embeddings in R 3 , by LegImm strict (R 3 ) = LegImm(R 3 )\Leg(R 3 ) the space of strict Legendrian immersions, by FLegImm(R 3 ) the space of formal Legendrian immersions in R 3 and by FLeg(R 3 ) the space of formal Legendrian embeddings in R 3 . All these spaces are endowed with the C 1 -topology. These definitions make sense for immersions and embeddings of the interval. We define LegImm([0 Remark 3.1.3. It is well-known that h-principle holds for Legendrian immersions (see [10] ). Hence, π 0 (LegImm(R 3 )) ∼ = Z, π 1 (LegImm(R 3 )) ∼ = Z and π k (LegImm(R 3 )) = 0, for all k ≥ 2. The connected components of LegImm(R 3 ) are given by the rotation number. The rotation number of an Legendrian immersion γ is Rot(γ) = deg(γ : S 1 → S 1 ). Let us explain the group π 1 (LegImm(R 3 )) ∼ = Z. Take a loop γ θ in LegImm(R 3 ), the integer is just Rot L (γ θ ) = deg(θ → (γ θ ) (0)), we call this number rotation number of the loop. These invariants make sense in the formal case and the definitions are the obvious one.
3.2.
The space FLeg(R 3 ). Consider the space FLeg(R 3 ) = {(γ, F )|γ ∈ Emb(S 1 , R 3 ), F ∈ M aps(S 1 , S 1 )}. We have a natural fibration FLeg(R 3 ) → FLeg(R 3 ). In order to compute the homotopy of FLeg(R 3 ), take γ ∈ Leg(R 3 ) and fix (γ, γ ) as base point. The fiber over this point is F = F (γ,γ ) = Ω γ (M aps(S 1 , S 2 )). We have the following exact sequence of homotopy groups associated to the fibration:
Notice that FLeg(R 3 ) has the homotopy type of Emb(S 1 , R 3 )×S 1 ×Z. Hence, π 0 ( FLeg(R 3 )) ∼ = π 0 (Emb(S 1 , R 3 )) ⊕ Z, where the integer is the rotation number. Moreover,
) ⊕ Z and the Z factor is given by the rotation number of the loop. Finally,
The homotopy groups of F are easily computable. Just observe that there is a fibration M aps(S 1 , S 2 ) → S 2 defined via the evaluation map, with fiber over p ∈ S 2 given by Ω p (S 2 ). As
all the diagonal maps in the associated exact sequence are zero. So, we have
Proof. It is sufficient to show that every element in
Take a loop β(t) = (γ,
In coordinates, since we may assume that γ ∈ Leg(R 3 ), we write γ (z) = (cos(θ(z)), sin(θ(z)), 0) and Figure 3 ):
, we need to show that γ is homotopic to the map F 1 :
Observe that deg(F 1 ) = 0, so we just need to show that deg(γ ) = 0 to complete the proof. Indeed, the map
is well-defined, because {γ t } ⊆ Emb(S 1 , R 3 ), then γ is homotopic to −γ and deg(γ ) = 0.
Classification of formal Legendrian embeddings in
The first Z corresponds to the rotation number and we will show that the second one corresponds to the Thurston-Bennequin invariant.
Let us refine the definition of formal Legendrian embedding to extend the definition of the Thurston-Bennequin invariant to the formal case.
Definition 3.3.1. A formal extended Legendrian embedding in R 3 is a pair (γ, G s ), satisfying:
, is a smooth family in the parametrer s ∈ [0, 1], such that G 0 = Id and G 1 (γ ) ∈ ξ.
We denote FELeg(R 3 ) for the space of formal extended Legendrian embeddings in R 3 equipped with the C 1 -topology.
) defines a formal Legendrian embedding. Moreover, the fibers of the fibration FELeg(R 3 ) → FLeg(R 3 ) are contractible, so this map is a weak homotopy equivalence.
Given (γ, G s ) ∈ FELeg(R 3 ) we have a well-defined formal contact framing F FCont of ν(G 1 (γ )) given by the Legendrian condition G s (γ ) ⊆ ξ. Then, G −1 1 (F FCont ) defines a framing of the normal bundle ν of γ. On the other hand, we have a topological framing F Top of ν given by a Seifert surface of γ.
Notice that the Thurston-Bennequin invariant is defined over FELeg(R 3 ) = {(γ, G)|γ ∈ Emb(S 1 , R 3 ), G ∈ SO(3), G(γ ) ∈ ξ}. Furthermore, since the unique oriented S 1 -bundle over S 1 is the trivial one, FELeg(R 3 ) has the homotopy type of Emb(S 1 , R 3 ) × S 1 × S 1 × Z × Z. The first Z is just the rotation number and the second one corresponds to the Thurston-Bennequin invariant.
Now we can state the main result of this section, which is well-known in the literature. The proof of this result follows directly using the fibration FELeg(R 3 ) → FELeg(R 3 ) and the fact that the map FELeg(R 3 ) → FLeg(R 3 ) is a weak homotopy equivalence.
3.4.
Fundamental group of formal Legendrian Embeddings in R 3 . As a consequence of Lemma 3.2.1 we have that the following sequence is exact:
.e. the obstruction to find a homotopy between the map γ : S 2 × S 1 → S 2 , defined by γ (z, t) = (γ z ) (t), and the map F 1 : S 2 × S 1 → S 2 , defined by F 1 (z, t) = F z 1 (t). Note that by the Legendrian condition F 1 is nullhomotopic, since it is not surjective. The first obstruction to find this homotopy is just the degree of γ 0 (z) = γ (z, 0) and corresponds to the first Z factor of π 1 (F) ∼ = π 2 (S 2 )⊕π 3 (S 2 ) ∼ = Z⊕Z. In particular, since γ 0 is homotopic to −γ 0 this obstruction vanishes (see equation (1)). 
is exact, where m ≥ 0. In particular, if we fix the connected component Emb (S 1 , R 3 ) ⊆ Emb(S 1 , R 3 ) of the parametrized unknot or of the parametrized (p, q) torus knot we have m = 0 and so
Proof. We only need to check the particular cases mentioned above. For the connected component Emb 0 (S 1 , R 3 ) of the parametrized unknot the result from the Theorem 2.1.1.
On the other hand, fix the connected component Emb p,q (S 1 , R 3 ) of the parametrized (p, q) torus knot and consider the commutative diagram
defined by the natural inclusions, where Imm(N, M ) denotes the space of immersions of a manifold N into a manifold M .
Since h-principle holds for immersions (see [18] or [10] ) we have that Imm(S 1 , R 3 ) has the homotopy type of M aps(S 1 , S 2 ) and Imm(S 1 , S 3 ) has the homotopy type of M aps(S 1 , S 3 ) × M aps(S 1 , S 2 ). Moreover, the map induced by the inclusion
Consider the induced commutative diagram at π 2 -level
) is injective to conclude the proof; but this is clear.
4. An application: Kálmán's loop.
4.1.
Kálmán's loop. Kálmán has built a series of examples of loops of Legendrian torus knots non-contractible in the space Leg(R 3 ) although contractible in Emb(S 1 , R 3 ) [19] . Let us prove that it is not either contractible as a loop of formal Legendrian embeddings; that is, in the space FLeg(R 3 ). We will prove that they are not contractible for any choice of parametrization, thus they are not contractible as loops of unparametrized knots.
Consider a Legendrian (p, q) torus knot, a loop is described in Figure 4 . The loop takes the p strands of the knot to the cyclic rotation of them. This geometrically corresponds to a 2π/p rotation along the core of the defining torus. Let us consider 2p concatenations of this loop. Thus, it is generated by two full rotations along the core of the torus.
Regard S 3 √ 2 as the √ 2 radius sphere in C 2 . Consider the canonical torus
4.1.1. Simplified position. First, we will deform through formal loops the initial loop into a formal loop in a "simplified" position. Step 1. Consider the contactomorphism f (x, y, z) = (x/r, y/r, z/r 2 ) in the standard R 3 . By using it, we assume that the defining torus for the loop has arbitrarily small meridional radius. Therefore, the knot is C 1 −close to the core β of the torus. Moreover, by further shrinking, the knot and the core β, they may be assumed to be arbitrarily close to ker dz; i.e. C 1 -close to their lagrangian projections. Step 2. Denote γ θ the initial loop of Legendrian embeddings. Understood as a formal loop, it is written as (γ θ , F θ s ), where F θ s = (γ θ ) . Let us construct a 1−parametric family of formal loops (γ
This is a family of formal loops, since (γ θ ) is never a negative multiple of ∂ y . To check that, recall that β is C 1 −close to γ θ .
Step 3. We consider the family of rotations {r v ∈ SO(3)} v∈ [0, 1] taking the quadrant XY to the quadrant −ZX, see Figure 6 . Construct a family of formal loops (γ θ,u , F
Again, this is a family of formal loops because (γ θ,u ) is never a negative multiple of ∂ y . Note that we are using that γ θ is C 1 −close to β.
Step 4. Finally, we turn over half of the lobes of our loop of knots r 1 · γ t as shown in Figure  4 for the C 1 −close knot r 1 · β.
We have proven that our initial loop of Legendrian embeddings is homotopic to the loop of formal Legendrian embeddings (γ θ ,F θ s ) defined as follows:
(i)γ θ is the loop of parametrized (p, q) torus knots supported in the torus associated to the unknot contained in the plane XZ. The loop is obtained by rotating 4pπ radians in the parallel direction the standard (p, q) embedding,
Step 4. Figure 6 . Construction of the path of loops.
4.2.
Set of parametrizations of the family of loops. As an outcome of the previous discussion, we may assume that our formal Legendrian parametrized torus knot can be written as (γ p,q , F p,q s ), where
In order to write F p,q s we need to introduce some notation. R 4 , i, j, k denotes the quaternions. For z ∈ S 3 √ 2 , it is simple to check that ξ std (z) = jz, kz and the Reeb vector field R(z) = iz.
• F p,q
For this particular choice of parametrization, the loop can be written as γ p,q,θ (t), F p,q,θ s (t) , where
that is also well defined. We will show that any possible parametrization of the loop is a non-trivial loop of parametrized embeddings. A simple exercise shows Lemma 4.2.1. The set of all possible parametrizations of the formal Legendrian loop, up to homotopy, is defined as
where (m, n) = (2α, 2β) satisfying that (α, β) is not collinear with (p, q) and either (α, β) = (±1, 0), (0, ±1) or gcd(α, β) = 1.
We will prove a more general statement. 
is non trivial as a loop of formal Legendrian parametrized embeddings for any (m, n) = (2α, 2β) with (α, β) = (0, 0).
This proves that the loop is non trivial as a loop of non parametrized formal Legendrian knots. Since Proposition 4.2.2, in particular, proves that it is non trivial for any choice of parametrization.
Proof of Proposition 4.2.2.
Without loss of generality, assume that m, n ≥ 0. Recall that the smooth loop
, where A θ ∈ SO(4). Since m + n is an even integer, there is a family {Ã z } z∈D such thatÃ e 2πiθ = A θ . Since π 2 (SO(4)) = 0, the diskÃ z is unique up to homotopy fixing the boundary. And, by Theorem 2.1.2, the diskÃ z · γ 0 is also unique relative to the boundary in Emb p,q (S 1 , S 3 ).
By Theorem 3.4.1, we have the following exact sequence:
Thus, in order to prove that our (2α, 2β) loop = γ θ , F θ s ∈ π 1 FLeg(R 3 ) is non trivial. We distinguish two cases:
We will geometrically check that A = 0 and therefore, by the injectivity of m 1 , the non triviality of will follow.
The loop is written as: Figure 7 . Visualization of the (2, 0)−movement for a (5, 2) torus knot.
By the stereographic projection, the loop is written in R 3 as
where γ 0 (t) = ((cos(2πqt) + 2) cos(2πpt), (cos(2πqt) + 2) sin(2πpt), − sin(2πqt)) is the standard (p, q) torus knot. (3) such thatB e 2πiθ = B θ and is homotopic toÃ z inside SO(4).
such thatγ e 2πiθ = γ θ . We try to lift as a 2-sphere. We have a family of maps H t : S 2 → S 2 , t ∈ S 1 , and it suffices to show that there does not exist an extensioñ H t : D 3 → S 2 such thatH t | S 2 ≡ H t . We will prove that there does not exist an extensioñ H t 0 : D 3 → S 2 for t = t 0 . In order to see this, we will verify that deg(H t 0 ) is nonzero. We give an explicit description of {B z } in SO(3), for the (2, 0)-parametrization. Identify SO(3) with RP 3 as follows. Understand RP 3 as the 3-disk of radius π with its boundary points identified via the antipodal map. Then a point p = (p 1 , p 2 , p 3 ) in the described 3-disk corresponds in SO(3) to the rotation of angle α = p 2 1 + p 2 2 + p 2 3 in R 3 around the axis described by its position vector p. Finally, the loop B θ is homotopically equivalent to the following loop in {Z = 0} ∩ RP 3 ⊂ RP 3 :
defining the loop in D 3 / ∼ ≡ SO(3). Then {B z } is described in Figure 9 . Figure 9 . Explicit construction of the capping disk.
Considering the described disk as the upper hemisphere of the obstruction sphere and the linear interpolation with ∂ y as the lower hemisphere, we get a family of maps H t : S 2 → S 2 , t ∈ S 1 , it can be checked that deg(H t 0 ) = 2.
The argument for (2α, 0), α > 1, easily follows. The capping disk consists of the concatenation of α capping disks {B z }. We obtain deg(H t 0 ) = 2α. This concludes the argument. 4.3.2. Case 2. β = 0. We claim that m 2 ( ) = 0. For the parametrization (0, 2), the loop is written: Figure 10 . Visualization of the (0, 2)−movement for a (5, 2) torus knot.
This parametrized loop is not smoothly trivial. We regard S 3 as the union of two solid tori;
can . By a projective transformation P : S 3 → S 3 , we permute the positions of the two tori. The knot is placed in ∂T 1 = ∂T 2 , this transformation leaves it invariant. Figure 11 shows how this map acts in both of the cores of the tori and in the point {∞} ∈ S 3 . We will denote T 2 for the torus P (T 1 ) and T 1 for the torus P (T 2 ). Figure 11 . Schematic description of the projective transformation P : S 3 → S 3 .
After applying the transformation P to S 3 , our parametrized loop becomes a (2, 0)−parametrized loop B θ P (γ p,q ), B θ ∈ SO(3) and supported on ∂ T 2 . We already gave a description of its capping disk {B z } z∈D in SO(3) and we saw that this disk of maps applied to a vector of norm 1 has degree 2 as a map from S 2 to S 2 . Hence, take t ∈ S 1 such that γ p,q (t) = 1, there exists z 0 ∈ D with B z 0 (P (γ p,q (t))) = P (∞) ∈ S 2 (in fact, two points, since the degree of the map is 2). This implies that the capping disk of our loop as a loop of embeddings of S 1 in S 3 passes through ∞. As the disk {B z } is homotopically unique, this happens for any choice of capping disk. Therefore, the loop is non trivial as a loop in Emb(S 1 , R 3 ).
For the general case, observe that the parametrization (2α, 2β) is homotopically equivalent to the one given by the concatenation of α-times (2, 0) with β-times (0, 2). Thus, we may assume that the capping disk of the loop is given by the concatenation of the capping disks of α(2, 0) and β(0, 2). This completes the proof.
Formal Horizontal Embeddings in R 4 .
On this section, we denote by D the standard Engel structure in R 4 given by D = ker(dy − zdx) ∩ ker(dz − wdx). Throughout the section we fix the Engel framing given by the kernel of the Engel structure W = ∂ w .
Formal Horizontal Embeddings in
Definition 5.1.1. An immersion γ : S 1 → R 4 is said to be horizontal if γ (t) ∈ D γ(t) for all t ∈ S 1 . When γ is an embedding, we say it is a horizontal embedding.
is called the Geiges projection. Notice that the Geiges projection maps horizontal embeddings to Legendrian immersions in (R 3 (x, z, w), ker(dz−wdx)). Moreover, since the front projection for (R 3 (x, z, w), ker(dz − wdx)) is the lagrangian projection for (R 3 (x, y, z), ker(dy − zdx)) the Geiges projection γ G of a horizontal embedding γ ∈ Hor(R 4 ) is a Legendrian immersion which satisfies the following area condition
The composition of the Geiges projection and the front projection is called the front Geiges projection. The front Geiges projection of γ is denoted by γ F G and the front projection of a Legendrian immersion β by β F .
Definition 5.1.3. A formal horizontal embedding in R 4 is a pair (γ, F s ) satisfying:
Fix a trivialization of D and identify D ≡ R 2 . From now on, we will understand the family
Denote by HorImm(R 4 ) the space of horizontal immersions, by Hor(R 4 the space of horizontal embeddings in R 4 and by FHor(R 4 ) the space of formal horizontal embeddings in R 4 . Both spaces are endowed with the C 1 -topology. These definitions make sense for immersions and embeddings of the interval. We define
The integer measures the rotation of F with respect to the trivialization of D, i.e. the degree of F as a map from S 1 to S 1 . In the horizontal case this integer is usually called the rotation number of the horizontal embedding. Horizontal embeddings in R 4 are classified by their rotation number. This result was proven by Adachi [1] and Geiges [15] .
Definition 5.1.5. Given a formal horizontal embedding (γ, F s ), we define the rotation number of the embedding as Rot(γ, F s ) = deg(F 1 ).
5.2.
The space FHor(R 4 ). Consider the natural fibration FHor(R 4 ) → FHor(R 4 ). Take γ ∈ Hor(R 4 ) and fix (γ, γ ) ∈ FHor(R 4 ) as base point to compute the homotopy of FHor(R 4 ). In this case the fiber is
There is a fibration M aps(S 1 , S 3 ) → S 3 defined by the evaluation map. We use it to compute π 0 (F) = 0,
Let us explain the group π 1 ( FHor(R 4 )) ∼ = Z. For any loop (γ θ , F θ 1 ) in FHor(R 4 ), then the associated integer measures the degree of θ → F θ 1 (0), i.e. the rotation number of the loop. In general, given a loop (γ θ , F θ s ) in FHor(R 4 ) the rotation number of the loop is defined as
Hence, the exact sequence associated to the fibration FHor(R 4 ) → FHor(R 4 ) takes the following form:
In particular, this proves that formal horizontal embeddings are classified by their rotation number.
We can state the next result concerning the fundamental group of each connected component of FHor(R 4 ) :
Proof. It is sufficent to show that the image of the diagonal map d :
In other words, let γ : 
Observe that Z 2 is just the kernel of the homomorphism 2 We are arguing as in Lemma 3.2.1, but now the antipodal map in S(R 4 ) = S 3 has degree 1.
induced by the fibration
. Now we try to lift to a disk (γ z , F z s ) in FHor(R 4 ). This can be done for all the values of the parameter except for z = 0, where we have S 1 ways of doing it. So, we have a loop (γ 0 ,F θ s ) in the fiber of (γ 0 , F 0 1 ). We defineF asF
SinceF θ 0 =γ andF θ 1 =F 1 , we can thinkF as a map from S 2 × S 1 to S 3 . The Z 2 -invariant measures the degree modulo 2 of this map. Let us describe explicitly ker(f ), i.e. the two elements of Z 2 < Z ⊕ Z 2 . The first element of ker(f ) is just the trivial loop and the second one is given by the homotopy class of a loop γ θ of horizontal embeddings that we name area twist loop and which is described in Figure 13 . Observe that this loop is trivial as a loop of horizontal immersions, i.e. lies in ker(f ). The next lemma states that the area twist loop is actually the second element of ker(f ).
Lemma 5.3.1. Let γ θ be the area twist loop. Then, (γ θ , (γ θ ) ) ∈ ker(f ) is non trivial as a loop in FHor(R 4 ).
Proof. Consider the 1-parametric family of formal horizontal embeddings (γ θ,u , F The Z 2 -invariant of the area twist is given by the degree mod 2 of the map (γ ρ,θ ) . In order to compute the degree of this map we compute the preimages of ∂ z . The equality (γ ρ,θ ) (t) = ∂ z implies that (a) (γ ρ,θ ) (t) ∈ ker(dx), i.e. the front Geiges projection of (γ ρ,θ ) has either a cusp or a vertical tangency at time t; (b) (γ ρ,θ ) (t) ∈ ker(dy), i.e. y(B θ λ ) − y(A θ λ ) = 0, in other words, the area involved by the front Geiges projection of γ θ between A θ λ and B θ λ is zero; and (c) (γ ρ,θ ) (t) ∈ ker(dw), i.e. w(B θ λ ) − w(A θ λ ) = 0, in other words, the slopes of the tangent lines of the front Geiges projection of γ θ at A θ λ and B θ λ are the same. After these observations, it is clear that the Z 2 -invariant of the area twist loop is 1, see Figure  16 .
Notice that Lemma 5.3.1 proves that all the generators of the fundamental group of FHor(R 4 ) can be represented by loops of horizontal embeddings. Hence, the natural inclusion induces a surjection at π 1 -level.
Remark 5.3.2. More generally, given a horizontal embedding we can define an area twist of it, see Figure 17 . By the same argument it is also non trivial. 6. The Area Invariant.
We keep the same notation as in section 5.
6.1. The Area Invariant. Let γ be a horizontal embedding, we denote by γ G the Geiges projection of γ. Notice that γ G is a Legendrian immersion and Rot(γ) = Rot(γ G ). Moreover, if γ θ is a loop of horizontal embeddings then Rot
In particular, if we take a loop γ θ in Hor(R 4 ) with Rot L (γ θ ) = 0, we have that γ θ G is trivial as a loop of Legendrian immersions. Hence, there exists a disk β z , z ∈ D, in LegImm(R 3 ) such that β e 2πiθ = γ θ G . We want to define an invariant which, in some way, encodes the obstruction to lift β z to a diskγ z in Hor(R 4 ) such thatγ e 2πiθ = γ θ .
In order to study this question we need to understand the generic local models of Leg(R 3 ) in LegImm(R 3 ). In codimension 0, we have that a Legendrian immersion is generically a Legendrian embedding. We represent in the front projection the local models for codimension 1 and 2. In codimension 1, we have a unique local model ( Figure 18 ) and we have two different Let β z ∈ D be a strict Legendrian immersion. Write β z (t) = (x(t), z(t), w(t)) t and assume that p = β z (t 0 ) = β z (t 1 ) is a transverse self-intersection point (two tangent branches in front projection); t 0 , t 1 ∈ S 1 . We define
where the factor δ ∈ {±1} corresponds to the following sign convention: we always start integrating by the lower branch of the curve in the front projection and follow the orientation of the curve.
3 If β z has only one tangency point, then we write
G then ε A (β e 2πiθ ) is non zero. We define the sign of β z as the sign of ε A (β z ). Denote by P + (D) the set of positive points in ∂D. We call ε A the area function. The sign of ε A over a curve of strict Legendrian immersions is reversed when it passes through a cusp. Note that, by genericity, we may assume that ε A is non zero over the cusp points. Hence, the area function is continuous over the curves of strict Legendrian immersions except in the cusp points. The next lemma is just a simple exercise: (i) The boundary points of C have the same sign and the number of cusps in C is odd.
(ii) The boundary points of C have different signs and the number of cusps in C is even. 3 The tangent space of the two branches in R 3 at the intersection point p ∈ R 3 defines a framing of ξp. The choice just ensures that the orientation of the framing is positive. of strict Legendrian immersions that connects them has an even number of cusps, we conclude by Lemma 6.1.1(ii). In other case, there must be a closed curve with an odd number of cusps. By Lemma 6.1.1(iii) we conclude this case.
2n + 2 points in the boundary. We have two cases:
(a) Assume that the points in the boundary connected by a curve of strict Legendrian immersions have the same sign. Further assume there exists a curve with the same sign in the boundary and an odd number of cusps. We conclude by Lemma 6.1.1(i).
Otherwise, there exist a closed curve with an odd number of cusps by Lemma 6.1.1(iii) we conclude this case.
(b) Assume that we have a curve C with distinct signs in the boundary. Then, if the number of cusps is even, we apply Lemma 6.1.1(ii) to conclude. On the other hand, if the number of cusps is odd, consider as a new finite set of curves the old one minus C and apply the induction hypothesis. All posible changes of configurations taking place at every slice {t} × D can be expressed as combinations of seven elementary changes, which are represented in Figure 24 . Notice that we have only represented those configurations of signed points which are valid (except, of course, the replacement of the plus signs by minus signs, made by pairs). Now, a simple computation shows that Area({t} × D) is constant. This concludes the proof.
We have proven:
defines a homotopy Z 2 -invariant, called the Area Invariant. Alternatively, we define the Area Invariant as the number of strict horizontal immersions in D mod 2. Both definitions coincide.
Let γ θ be the area twist loop. Then, Area(γ θ ) = 1. Remark 6.1.6. Notice that the Area Invariant computes the Z 2 -invariant in π 1 (FHor(R 4 )) ∼ = Z ⊕ Z 2 . Recall that the Z 2 factor is given by the kernel of the homomorphism
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Hence, in order to prove that the Area Invariant computes the Z 2 -invariant in the formal case, we must check that the next diagram commutes:
Let γ θ be a loop of horizontal embeddings with rotation number zero. Let D = {β z } be a disk in LegImm(R 3 ) such that β e 2πiθ = γ θ G . Assume that D has exactly n strict horizontal immersions. Note that by genericity, we can assume that these points are not intersections of curves of strict Legendrian immersions. In this case, as we show in Figure 25 , γ θ is homotopic, as free loops, to a concatenation of n area twist loops. Hence, Area(γ θ ) = n mod 2. Observe that the Area Invariant and the Z 2 -invariant in π 1 (FHor(R 4 )) are independent of the base point. This concludes the argument. (ii) The Geiges projection of γ s and γ s,u are C 0 -close and
Moreover, if γ s G is an embedding then γ s,u G is also an embedding.
It is enough to define the front Geiges projection of γ s,u in [p s − ε, p s + ε]. Let N ∈ N, consider the equispaced partition Remark 7.2.2. Lemma 7.2.1 also applies to horizontal loops, provided that the zero total area condition is preserved. We do it as follows, let γ ∈ HorImm(R 4 ), p, n ∈ S 1 different regular points of the front Geiges projection of γ and A ∈ R. We write
to denote the horizontal immersions obtained from γ when, using Lemma 7.2.1, we add area A near the point γ(p) and −A near the point γ(n). Moreover, if β ∈ LegImm(R 3 ) satisfies the zero total area condition, i.e. β = γ G for γ ∈ HorImm(R 3 ), and p, n ∈ S 1 are regular points of the front projection of β we write
to denote the Geiges projection of γ#δ p (A)#δ n (−A) ∈ HorImm(R 4 ). 
R1 R1
Figure 27. Double stabilization γ u of γ.
We can define the DS of a horizontal immersion via the Geiges projection, just being careful enough not to change the total area condition. We can do it even better as the next key result shows.
Lemma 7.2.4. The double stabilization is a well-defined operation for horizontal embeddings.
Proof. The total area enclosed by the only tangency point created in a DS is nonzero.
Then, there exists a family of curves γ k,u :
there exist a finite sequence 0 < u 1 < u 2 < . . . < u N < 1 and δ > 0 small enough such that (a) γ k,u are Legendrian embeddings for every
, is a DS of γ k,u i −δ for every k ∈ C and i = 1, . . . , N .
Remark 7.2.6. The result could be possibly extended to any compact parameter space K and any closed subset C ⊆ K. A direct consequence could be a parametric version of the Fuchs-Tabachnikov's result (see [13] ) that asserts that any two Legendrian embeddings which are smoothly isotopic are, after a finite number of stabilizations, Legendrian isotopic.
We need an auxiliary result. Moreover, we assume that the height function h(t, s) = s, restricted to these curves, has a finite number of maximum and minimum points: all of them non degenerated. These points corresponds to Reidemeister I moves. Take the point with the lowest height among all the minima. Since there is not any other minimum with a lower height, we can find a curve C joining this point with {s = 0} that does not intersect any other curve of cusp points and which does not have any critical point. Now, we can remove this minimum adding a (C 0 -small) Reidemeister I move over C. Keep going to remove all the minima. To remove the maxima we do likewise.
Thus we obtain Proof of Theorem 7.2.5. Assume first that γ k , k ∈ C, does not have any cusp point. Since h-principle for immersions works relative to the domain and the parameters and is C 0 -dense (see [10] ), we can assume that the front projection of each γ k is immersed.
Take an equidistant partition u 0 = 0 The green segments represent the formal derivative. The number below each image is the angle between the curve and the formal derivative. We are assuming that the formal derivative is zero, but this does not lack generality since the formal derivative is never vertical. The black curves are the K(N ) DSs that C 0 −approximate γ k with prescribed derivative given by the green curve. In particular, for K(N ) large, they have arbitrarily small derivative.
Consider the collection of intervals
The construction is clearly continuous in the angle, therefore it can be done in a canonical way. This readily implies that it works parametrically. Moreover, the approximation coincides with the formal derivative at the beginning and the end of the interval I i , thus the constructed approximations are smooth.
We claim that the γ k,1 are embeddings. The segments γ . By increasing N enough, we assume that the angle of the two consecutive segments is almost the same. In other words, we are in the same position in the clock figure (Figure 28 ). Visual inspection clearly shows that there are no tangencies between the two different segments if the angle is away from π radians. In the neighborhood of π radians, we need to be much more careful and depict the precise movie of the two consecutive segments. In Figure 30 Consider ε > 0, which will be chosen later, and the compact neighborhood K ε = {β k } ofC in D described in Figure 31 .
We have a well-defined continuous mapΓ :
, where the ordered pair (t s 0 , t s 1 ) are the tangency times of the front projection of β s (t) = (x s (t), z s (t), w s (t)) t for all 0 ≤ s ≤ 1 and the order of the pair is determined by the following rule: (t 0 0 , t 0 1 ) are chosen with the usual rule to define ε A and the pair of points (t s 0 , t s 1 ) are extended in the unique continuous way. In order to apply Lemma 7.2.1 to cancel the zeros β 4 it is necessary to find an extension Γ :
, ofΓ. Since K ε deformation retracts tō C there exists a surjective map r : K ε →C such that r |C = IdC. Just take Γ = r * Γ =Γ • r.
Fix some ε > 0 such that β We state the main result of this section. Proposition 7.3.1. After a deformation of D supported in K, we can assume that the curves of strict Legendrian immersions are preserved by the deformation and the area function is never zero over K.
Proof. Assume that the area function over β s is positive, in s ≤ 
Observe thatε A is just the continuous version of the area function and satisfies |ε A | = |ε A |. The functionε A :C → R is depicted as Figure 32 .
1/4 C1 C2 C3 3/4 1 Figure 32 . Possible graph ofε A :C → R before (blue) and after (red) adding area using Lemma 7.2.1.
In order to add area we choose two points p k , n k ∈ S 1 in the domain of β k , k ∈ K. We require these points to be regular for the front projection of β k and, moreover, we also require that the area function over other possible tangency points of β k remains unchanged. For a given β k , we choose two regular points p k and n k very close to t k 0 , one to the left and another one to the right of t k 0 . By compactness, there exist a finite open covering {U i } of K and an election (p i , n i ) ∈ S 1 × S 1 compatible with each β k , k ∈ U i . Take a partition of unity {ϕ i } subordinated to {U i } and a continuous function η :
for all k ∈ K, the problem is solved. (R 3 ). Let p = γ(t 0 ) = γ(t 1 ) be the self-intersection of γ. We say that v is of type (0, 2), respectively (2, 0), in the front projection if pushing γ along v removes the tangency point p and produces two intersections in the front projection diagram (respectively does not produce intersections). 
Without loss of generality assume that γ is geodesic on a very small neighborhood of b. Definition 7.4.5. The finger associated the finger germ (β, v) is given by two embedded paths L, R : [0, 1] → R 3 defined as L(t) = exp β(t) (χ −1 (t)v(t)) and R(t) = exp β(t) (−χ −1 (t)v(t)).
Observe that the concatenation of L with R produces a smooth embedding. Moreover, we can deform the curve γ through the finger (L, R) by removing γ |Op(b) and concatenating γ, L and R in the obvious way, see Figure 34 . This is a well-defined operation that works for compact families of curves and finger germs, provided that ε > 0 is chosen small enough and uniform for the whole family.
Denote by γ#(β, v) ∈ Imm(S 1 , R 3 ) the immersion obtained after deforming γ through finger associated to the finger germ (β, v). Note that γ and γ#(β, v) are homotopic in Imm(S 1 , R 3 ). Definition 7.4.6. Fix γ ∈ Leg(R 3 ) and (β, v) a finger germ such that (a) β is a transverse embedding, i.e.
We say that (β, v) is a pre-Legendrian finger germ.
Let L u , R u : [0, 1] → R 3 be the embedded paths that determine the finger given by (β u , v u ). Then, as v is Legendrian, L u and R u are Legendrian in Op{0, 1}. Apply Theorem 7.2.5 to assume that the embedded paths L u and R u are Legendrian. In this case, we say that γ#(β u , v u ) ∈ LegImm(R 3 ) is obtained from γ adding the pre-Legendrian finger germ (β u , v u ).
We will just write down β in order to represent a finger germ, whenever this is clear from the context. The next lemma ensures the existence of 1-parametric families of pre-Legendrian finger germs and can be found in [14] . The proof of the last lemma is based on performing a positive push-off of the Legendrian approximation of β s . In particular, if some β s is already transverse it does not remain invariant in the process.
Remark 7.4.8. In Figure 35 we show how Lemma 7.4.7 applies to a Reeb chord to produce a pre-Legendrian finger bone. Observe how the result depends on the number of stabilizations introduced in the Legendrian approximation, that depends on the complexity of the rest of the 1-parametric family. Moreover, we draw an associated Legendrian finger.
The unknotting number of an embedding is finite (see [2] ), moreover the necessary number of fingers in order to unlink two embeddings is also finite. We summarize this information as Proposition 7.4.9. Fix γ, η ∈ Emb(S 1 , R 3 ). There exists a parametrized unknotγ ∈ Emb(S 1 , R 3 ), obtained from γ just by adding a finite number of finger germs, which is unlinked from η.
We can state the next result about 1-parametric families 
Then, there exists a 1-parametric family {β s 1 , . . . , β s k } of finger germs and a family γ s,u ∈ Imm(S 1 ,
Proof. Assume that there exists c ∈ (t 0 , t 1 ) such that γ s |Op(c) is constant. This property is preserved through all the deformation, i.e. all the fingers in the proof are constructed to not intersect γ s |Op(c) .
Step 
is a parametrized unknot and is unlinked from the other lobe γ 0,
Step II. Unknotting the lobe γ 
, is a parametrized unknot and is unlinked from the other lobe γ i, 2 3 |S 1 \(t 0 ,t 1 ) .
Step III. Creating the self-intersection in γ s,
. Let D i be any embedded 2-disk whose boundary is given by u i and does not intersect l i . Take an small open ball B i ⊇ D i such that B i ∩ l i = ∅ and take a diffeomorphism
Let G : D(p, q) → R 3 be an embedding satisfying
Use the vertical lines integrating the vector field G * (∂q) to construct a family of finger bones β u , u ∈ [0, 1], forũ 0 connectingũ 0 (t 0 ) andũ 0 (c). Moreover, use a perturbation of the Step V. Creating a self-intersection: Let i ∈ {0, 1}. Write u i = γ i,
. Take an embedded disk D i whose boundary is given by u i and does not intersect l i . Take an open ball B i containing D i such that B i ∩ l i = ∅. By Eliashberg's classification of tight structures in R 3 [8] , there exists a contactomorphism ϕ i from this ball to (R 3 , α std ). Moreover, ϕ i can be taken to be the identity in Op(u i (c 1 ) ).
Writeũ i = ϕ i (u i ). By construction, the Legendrian (stabilized) unknotsũ 0 andũ 1 are equivalent in FLeg(R 3 ). Hence, apply [9] to find an isotopy of Legendrian (stabilized) unknotsũ t , t ∈ [0, 1], joining them. Identify S 1 ≡ [t 0 , t 1 ]/ t 0 ∼t 1 . Observe that by constructioñ u 0 |Op(c 1 ) =ũ 1 |Op(c 1 ) . Hence,ũ t can be chosen such thatũ t (c 1 ) is a cusp andũ t |Op(c 1 ) is constant along the isotopy. Take an ambient contact isotopy Φ t ∈ Cont(R 3 , α std ) such thatũ t = Φ t (ũ 0 ) and Φ t |Op(ũ 0 (c 1 )) = Id |Op(ũ 0 (c 1 )) .
Start with the family of finger germs (β u ,ṽ u ), u ∈ [0, 1], produced in the smooth case. Apply Lemma 7.4.7 to promote the finger bones into transverse onesβ u , recalling thatβ δ is the finger bone given by Figure 35 . Homotope accordinglyṽ u tov u Legendrian: using that the normal bundle ofβ u is represented by ξ |β u .
Pull-backβ u to (ϕ 0 ) * (β u ) and Φ 1 (β u ) to (ϕ 1 ) * (β u ) to produce β s as . After this operation the two unknots are the same. Thus, follow Step V the rest of the proof to conclude. Observe that the curve γ 1,u has a cusp point which appears when the finger is crossing the self-intersection in Figure 39 . Figure 39 . Observe that the fingers germs are not "pre-Legendrian" since their bones are not everywhere transverse. In particular, they interpolate between −R and R. 7.5. Globalization. We use the theory developed in the last two subsections to prove the main theorem of the section.
Proof of Theorem 7.1.1. Let γ θ be a loop of horizontal embeddings. Assume that Rot L (γ θ ) = 0 and Area(γ θ ) = 0.
Let D be a generic disk in LegImm(R 3 ) whose boundary is given by {γ θ G }. Apply successively Proposition 7.3.1 to assume that each curve of strict Legendrian immersions in D has as much one zero of the area function. Since Area(γ θ ) = 0 the number of zeros is even. If D has not zeros then we are done. Hence, assume that D has a positive number of zeros and write β 1 , . . . , β 2n to denote them.
Let C k ⊆ D be the curve of strict Legendrian immersions that contains β k , k ∈ {1, . . . , 2n}. It is sufficient to show that we can do a surgery along any two curves C 1 and C 2 to produce a new curve of strict Legendrian immersions that contains the zeros β 1 and β 2 . Application of Proposition 7.3.1 provides by induction the required result. Fix an embedded curve β t which starts at β 1 and ends at β 2 ; satisfying that it is transverse to the curves of strict Legendrian immersions in D and intersects them at times t k = 1 + k N , k ∈ {0, . . . , N }. Fix a small neighborhood β r t , r ∈ [−δ, δ], of the curve β t . Apply Lemma 7.4.14 to β (−1) k δ 2 |[t k ,t k+1 ] , k ∈ {0, . . . , N − 1} (see Figure 42 ). Now β 1 and β 2 are in the same curve of strict Legendrian immersions and can be canceled out.
