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Abstract
We describe the growth of pth means, 1 < p < 2n−12(n−1) , of the in-
variant Green potential in the unit ball in Cn in terms of smoothness
properties of a measure. In particular, a criterion of boundedness
of pth means of the potential is obtained, a result of M. Stoll is
generalized.
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Firstly, we introduce some definitions and basic notation ([13]). For n ∈
N, let Cn denote the n-dimensional complex space with the inner product
〈z, w〉 =
n∑
j=1
zjwj , z, w ∈ Cn.
Let B = {z ∈ Cn : |z| < 1} be the unit ball and S = {z ∈ Cn : |z| = 1} be
the unit sphere, where |z| =√〈z, z〉.
For z, w ∈ B, define the involutive automorphism ϕw of the unit ball B
given by
ϕw(z) =
w − Pwz − (1− |w|2)1/2Qwz
1− 〈z, w〉
where P0z = 0, Pwz =
〈z,w〉
|w|2 w, w 6= 0, is the orthogonal projection of Cn
onto the subspace generated by w and Qw = I − Pw.
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The invariant Laplacian ∆˜ on B is defined by
∆˜f(a) = ∆(f ◦ ϕa)(0),
where f ∈ C2(B), ∆ is the ordinary Laplacian. It is known that ∆˜ is
invariant w.r.t. any holomorphic automorphism of B ([9, Chap.4], [13]).
The Green’s function for the invariant Laplacian is defined by G(z, w) =
g(ϕw(z)), where g(z) =
n+1
2n
∫ 1
|z|(1− t2)n−1t−2n+1dt ([13, Chap.6.2]).
If µ is a nonnegative Borel measure on B, the function Gµ defined by
Gµ(z) =
∫
B
G(z, w)dµ(w)
is called the (invariant) Green potential of µ, provided Gµ 6≡ +∞. It is
known that ([13, Chap.6.4]) the last condition is equivalent to∫
B
(1− |w|2)ndµ(w) <∞. (1)
The concept of the invariant Laplacian naturally implies the following
definition ([13], [15]). A function u on B is called M-subharmonic if it is
upper semicontinuos and ∆˜u ≥ 0 in the sense of distributions. In partic-
ular, −Gµ is M-subharmonic. A function u on B is called M-harmonic
if u ∈ C2(B) and ∆˜u = 0. Unlike the class of plurisubharmonic func-
tions a counterpart of the Riesz decomposition theorem holds for the class
of M-subharmonic functions (see [15], [13]). Due to this theorem, an M-
subharmonic function u with the norm ‖u(rξ)‖L1(S) uniformly bounded on
[0, 1) can be represented as the difference of an M-harmonic function and
the Green potential of a nonnegative measure satisfying (1). Thus investi-
gations of the Green potentials are very important in studying the whole
class of M-subharmonic functions. Note that in the case n = 1 the classes
of M-subharmonic functions and subharmonic functions coincide.
Let 0 < p <∞, u be a measurable function locally integrable on B. We
define
mp(r, u) =
(∫
S
|u(rξ)|p dσ(ξ)
) 1
p
where dσ is the Lebesgue measure on S normalized so that σ(S) = 1.
The aim of the paper is to describe the growth (decrease) of mp(r, Gµ) in
terms of properties of the measure µ. In the case n = 1, p = 2, this is closely
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connected to the question of A. Zygmund, who asked on criterion of bound-
edness of m2(r, log |B|), where B is a Blaschke product. G. MacLane and
L. Rubel in [8] answered his question. Corollary 2 below is a boundedness
criterion for mp(r, u), 1 < p <
2n−1
2(n−1) .
In the case n > 1, sharp estimates of the growth rate of mp(r, Gµ) for
the whole class of Borel measures satisfying (1) are proved by M. Stoll in
[11].
Theorem A ([11]). Let Gµ be the Green potential on B.
(1) If 1 ≤ p < 2n−1
2(n−1) , then
lim
r→1−
(1− r2)n(1−1/p)mp(r, Gµ) = 0. (2)
(2) If n ≥ 2 and 2n−1
2(n−1) ≤ p < 2n−12n−3 , then
lim inf
r→1−
(1− r2)n(1−1/p)mp(r, Gµ) = 0. (3)
The examples in [11] show that the estimates are the best possible in
some sense. We note that similar results for the Green potentials in the unit
ball in Rn are established earlier in [4] (cf. [10]). For the recent development
in the real case we address to the book [14]. The case n = 1 is studied much
more deeper, see e.g. [6], [7].
Remark 1. Under additional restrictions on the measure µ estimates of
growth rate mp(r, Gµ) can be improved.
Theorem B ([12, Theorem 3.2]). Let µ be a Borel measure on B satisfying∫
B
(1− |w|2)βdµ(w) <∞
for some real β ≤ n.
(1) If 1 ≤ p < 2n−1
2(n−1) and −n(1 − 1/p) < β ≤ n, then
lim
r→1−
(1− r2)β−n/pmp(r, Gµ) = 0.
(2) If n ≥ 2 and 2n−1
2(n−1) ≤ p < 2n−12n−3 and −n(1− 1/p) < β ≤ n, then
lim inf
r→1−
(1− r2)β−n/pmp(r, Gµ) = 0.
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Remark 2. Theorem B implies Theorem A for β = n.
Remark 3. It follows from results of [15] (see also [13]) that
m1(r, Gµ) = o(1) r → 1− .
So we omit the case p = 1.
Remark 4. It is shown in [11, Example 2] that for each n ≥ 2 there exists
a discrete measure µ satisfying (1) such that
lim sup
r→1−
(1− r2)n(1−1/p)mp(r, Gµ) =∞
for all p ≥ 2n−1
2(n−1) .
In view of Remarks 3 and 4, we confine to the case 1 < p < 2n−1
2(n−1) .
Theorem A gives the maximal growth rate of the pth mean of the Green
potentials, but does not take into account particular properties of a measure
µ. It is appeared that smoothness properties of so called complete measure
(in the sense of Grishin [5], [1], [2]) or the related measure (see [3]) of a
subharmonic function allow to describe its growth. Here we just note that
in the case when n = 1 and u = −Gµ, the complete measure λ = λu of u
is the weighted Riesz measure dλ(z) = (1− |z|)dµ(z). In particular, results
from [2] imply
Theorem C ([2]). Let γ ∈ (0, 1], p ∈ (1,∞), n = 1, and µ be a Borel
measure satisfying (1). Let λ be defined as above. Necessary and sufficient
that
mp(r, Gµ) = O
(
(1− r)γ−1) , r → 1−,
hold is that
2pi∫
0
λp({ρeiθ ∈ B : ρ ≥ 1− δ, |θ − ϕ| ≤ piδ})dϕ = O(δpγ), 0 < δ < 1.
Define for a, b ∈ B¯ the anisotropic metric on S by d(a, b) = |1−〈a, b〉|1/2
([9, Chap.5.1]).
For ξ ∈ S and δ > 0 we denote
C(ξ, δ) = {z ∈ B : d(z, ξ) < δ1/2}, D(ξ, δ) = {z ∈ B : d(z, ξ) < δ},
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and dλ(z) = (1− |z|)ndµ(z).
The following theorem is our main result. As we can see later, it gener-
alizes Theorem A(1) and Theorem B(1).
Theorem 1. Let n > 1, 1 < p < 2n−1
2(n−1) , 0 ≤ γ < 2n, µ be a Borel measure
satisfying (1). Then
mp (r, Gµ) = O
(
(1− r)γ−n) , r ↑ 1 (4)
holds if and only if
(∫
S
λp (C(ξ, δ))dσ(ξ)
) 1
p
= O (δγ) , 0 < δ < 1. (5)
As a corollary we obtain a criterion of boundedness of the invariant
Green potential.
Corollary 2. Let n > 1, 1 < p < 2n−1
2(n−1) , µ be a Borel measure satisfying
(1). Then
mp (r, Gµ) = O (1) , 0 < r < 1
if and only if
(∫
S
λp (C(ξ, δ))dσ(ξ)
) 1
p
= O (δn) , 0 < δ < 1. (6)
Remark 5. For γ ∈ (n, 2n), Theorem 1 gives necessary and sufficient con-
ditions for decrease of the Green potential.
Example 3. If µ is the Lebesgue measure on B, then
λp (C(ξ, δ)) = O(δn+1) (7)
i.e. the assumption (5) holds with γ = n+1, thus mp (r, Gµ) = O(1− r) as
r → 1− and n > 1. The latter relation is valid in the case n = 1 as well,
which can be checked directly.
The estimate (7) follows from the next remarks. Firstly, the radial pro-
jection of C(ξ, δ) on S has (2n−1)-dimensional measure σδ = cδn ([9, Prop.
5.1.4]). Secondly, by the definition, C(ξ, δ) ⊂ {z ∈ B : |z| ≥ 1− δ}.
It is sometimes suitable to have an “o”-analog of Theorem 1.
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Theorem 4. Let n > 1, 1 < p < 2n−1
2(n−1) , 0 ≤ γ < 2n, µ be a Borel measure
satisfying (1). Then
mp (r, Gµ) = o
(
(1− r)γ−n) , r → 1− (8)
holds if and only if
(∫
S
λp (C(ξ, δ))dσ(ξ)
) 1
p
= o (δγ) , δ → 0 + . (9)
The following elementary proposition is useful.
Proposition 5. Let n ∈ N, ν be a finite Borel measure on B. Then
(∫
S
νp(C(ξ, δ))dσ(ξ)
)1
p
= o(δ
n
p ), δ → 0 + . (10)
Remark 6. Theorem 4 and Proposition 5 imply Theorem A(1) as a corol-
lary for p > 1. In Section 2 we show that Theorem 4 and Proposition 5
imply Theorem B(1) as well.
In the sequel, the symbol c stands for positive constants which depend
on the parameters indicated in the parentheses, a ≍ b means that there are
positive constants c′ and c′′ such that c′a < b < c′′a holds.
1 Auxiliary results
The following lemma gives some basic properties of g which will be needed
later.
Lemma A ([13]). Let 0 < δ < 1
2
be fixed. Then g satisfies the following
relations:
g(z) ≥ n+ 1
4n2
(1− |z|2)n, z ∈ B,
g(z) ≤ c(δ)(1− |z|2)n, z ∈ B, |z| ≥ δ, (11)
where c(δ) is a positive constant. Furthermore, if n > 1 then
g(z) ≍ |z|−2n+2, |z| ≤ δ. (12)
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We need the following multidimensional generalization of Lemma 1 from [2].
Lemma 1. Let ν be a finite positive Borel measure on S, 0 < δ < 1
2
, and
p ≥ 1. Then ∫
S
νp−1(D(ξ, δ))dν(ξ) ≤ N
p
δ2n
∫
S
νp(D(ξ, δ))dσ(ξ),
where N is a positive constant independent of p and δ.
Proof of the lemma. First, we prove the statement for p = 1. Since ([9,
Prop. 5.1.4]) σ(D(ξ, δ)) ≍ δ2n, one has
∫
S
dν(ξ) ≤ c
δ2n
∫
S
dν(ξ)
∫
D(ξ,δ)
dσ(t). (13)
Let Θ: Π → S be the spherical coordinates on the unit sphere, where
Π = [0, pi]2n−2 × [0, 2pi). Since Θ is periodic in each variable, we consider
Θ on R2n−1. We set Π′ = [−pi
2
, 3pi
2
]2n−2 × [−pi, 3pi). Then, using Fubini’s
theorem and the periodicity of the Jacobian detΘ′, we deduce∫
S
dν(ξ)
∫
D(ξ,δ)
dσ(t) =
∫
Π
dν(Θ(x))
∫
d(Θ(x),Θ(y))<δ
|x−y|<pi
2
| detΘ′(y)|dy
≤
∫
Π′
dy
∫
d(Θ(x),Θ(y))<δ
|x−y|<pi
2
| detΘ′(y)|dν(Θ(x))
= 22n−1
∫
Π
dy
∫
d(Θ(x),Θ(y))<δ
|x−y|<pi
2
| detΘ′(y)|dν(Θ(x))
= 22n−1
∫
S
dσ(t)
∫
D(t,δ)
dν(ξ) = 22n−1
∫
S
ν(D(t, δ))dσ(t).
Substituting this estimate into (13), we obtain the statement of the lemma
in the case p = 1 with N = c22n−1.
Let now p > 1. We define dν1(ξ) = ν
p−1(D(ξ, δ))dν(ξ). Then applying
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the statement of the lemma for p = 1 we get∫
S
νp−1(D(ξ, δ))dν(ξ) =
∫
S
dν1(ξ) ≤ 22n−1c
∫
S
ν1(D(t, δ))
δ2n
dσ(t)
=
22n−1c
δ2n
∫
S
(∫
D(t,δ)
νp−1(D(ξ, δ))dν(ξ)
)
dσ(t)
≤ 2
2n−1c
δ2n
∫
S
νp−1(D(t, 2δ))ν(D(t, δ))dσ(t)
≤ 2
2n−1c
δ2n
∫
S
νp(D(t, 2δ))dσ(t). (14)
Let {t1, . . . , tN} ⊂ S be a finite δ-net for D(e1, 2δ) where e1 = (1, 0, . . . , 0)
and N depends on n only, i.e.
⋃N
k=1D(tk, δ) ⊃ D(e1, 2δ). Then tk can be
represented in the form tk = τk(e1), where τk ∈ U(n), k ∈ {1, . . . , N}, are
unitary transformations of Cn. Taking into account that the measure σ is
invariant w.r.t. the elements of U(n), we deduce
∫
S
νp(D(t, 2δ))dν(t) ≤
∫
S
νp
(
N⋃
k=1
D(τk(t), δ)
)
dσ(t)
≤ Np−1
N∑
k=1
∫
S
νp (D(τk(t), δ))dσ(t) = N
p−1
N∑
k=1
∫
S
νp (D(t, δ))dσ(t)
= Np
∫
S
νp(D(t, δ))dσ(t).
Taking into account (14) we finish the proof of the lemma.
2 Proofs of the main results
Proof of Theorem 1. Sufficiency. Denote
B∗
(
z,
1
4
)
=
{
w ∈ B : |ϕw(z)| < 1
4
}
.
Let us estimate the absolute values of
u1(z) :=
∫
B∗(z, 14)
G(z, w)dµ(w) and u2(z) :=
∫
B\B∗(z, 14)
G(z, w)dµ(w).
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We start with u1. By definition
0 ≤ u1(z) =
∫
B∗(z, 14)
G(z, w)dµ(w) =
∫
B∗(z, 14)
g(ϕw(z))dµ(w).
By (12) we have g(z) ≥ c|z|−2n+2 for |z| ≤ 1
4
and some positive constant c.
Thus,
|u1(z)| ≤ c
∫
B∗(z, 14)
|ϕw(z)|−2n+2 dµ(w).
Denote z = rξ, where r = |z|, 1
2
< r < 1 and w = |w|η, ξ, η ∈ S. Let
K(z, σ1, σ2) = {w ∈ B : |r − |w|| ≤ σ1, d(ξ, η) ≤ σ2} .
Now let us proof the inclusion
B∗
(
z,
1
4
)
⊂ K
(
z, c1(1− r), c2(1− r) 12
)
(15)
where c1, c2 are positive constants. Since ([13, p.11]) for w ∈ B∗(z, 14)
(
1− (1− |w|
2)(1− r2)
|1− 〈z, w〉|2
) 1
2
= |ϕw(z)| < 1
4
, (16)
A(z) :=
{
w ∈ B :
(
1− (1− |w|
2)(1− r2)
(1− r|w|)2
) 1
2
<
1
4
}
⊃ B∗
(
z,
1
4
)
.
In order to find c1 it is enough to check that
∂A(z) ⊂ K(z, c1(1− r), c2(1− r) 12 ).
For z ∈ ∂A(z) one has (1−|w|2)(1−r2)
(1−r|w|)2 =
15
16
. Solving this equation, we find
|w1| = 4r+1r+4 , |w2| = 4r−14−r . So
|r − |w1|| = |w1| − r = 1 + r
r + 4
(1− r) < 2
5
(1− r),
|r − |w2|| = r − |w2| = 1 + r
4− r (1− r) <
2
3
(1− r).
9
Thus, |r−|w|| < 2
3
(1− r) for w ∈ B∗(z, 1
4
). Then, to estimate c2 we deduce
d2(ξ, η) = |1− 〈ξ, η〉| < 1
r|w| |1− r|w|〈ξ, η〉|
<
1
r|w|
(
16
15
(1− |w|2)(1− r2)
) 1
2
<
1
r (−2/3 + 5r/3)
(
16
15
(
1−
(
−2
3
+
5
3
r
)2)
(1− r2)
) 1
2
=
4√
3r(5r − 2) ((5r + 1)(1 + r))
1
2 (1− r) < 32(1− r),
where 1
2
< r < 1. So (15) holds with c1 =
2
3
and c2 = 4
√
2. We denote
K(z) := K
(
z,
2
3
(1− r), 4
√
2(1− r) 12
)
,
K˜(z) := K
(
z,
2
3
(1− r), 8
√
2(1− r) 12
)
.
Ho¨lder’s inequality and inclusion (15) imply
I1 :=
∫
S
|u1(rξ)|pdσ(ξ)
≤ c3
∫
S
(∫
B∗(rξ, 14)
|ϕw(rξ)|−2n+2dµ(w)
)p
dσ(ξ)
≤ c3
∫
S
∫
B∗(rξ, 14)
|ϕw(rξ)|−p(2n−2)dµ(w)µp−1
(
B∗
(
rξ,
1
4
))
dσ(ξ)
≤ c3
∫
S
∫
K(rξ)
dµ(w)
|ϕw(rξ)|p(2n−2)µ
p−1 (K (rξ)) dσ(ξ)
≤ c3
∫
S
∫
K(rξ)
µp−1
(
K˜ (rη)
)
|ϕw(rξ)|p(2n−2)dµ(|w|η)dσ(ξ)
where c3 = c3(p). Then, by Fubini’s theorem (cf. the proof of Lemma 1)
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we deduce (z = rξ, w = |w|η)
I1 ≤ c4(n, p)
∫∫
η∈S
||w|−r|< 2
3
(1−r)
d(ξ,η)<4
√
2(1−r)1/2
µp−1
(
K˜ (rη)
)
|ϕw(rξ)|p(2n−2)dµ(|w|η)dσ(ξ)
≤ c4(p, n)
∫
||w|−r|< 2
3
(1−r)
µp−1
(
K˜ (rη)
)∫
S
dσ(ξ)
|ϕw(rξ)|p(2n−2)dµ(w). (17)
Applying subsequently (16), (11) and Lemma 5 ([11]), we obtain that for
1 < p < 2n−1
2(n−1)
∫
S
dσ(ξ)
|ϕw(rξ)|p(2n−2) =
∫
S
dσ(ξ)
|ϕrξ(w)|p(2n−2)
≤
∫
S
gp(ϕrξ(w))dσ(ξ) ≤ c5(1− |w|
2)np
(1− r2)n(p−1) ,
1
2
< r < 1.
Substituting the estimate of the inner integral into (17) we get
I1 ≤ c4
∫
||w|−r|< 2
3
(1−r)
c5(1− |w|2)np
(1− r2)n(p−1) µ
p−1
(
K˜ (rη)
)
dµ(|w|η)
≤ c6(1− r)n
∫
||w|−r|< 2
3
(1−r)
µp−1
(
K˜ (rη)
)
dµ(|w|η). (18)
To obtain the final estimate of I1, for a fixed r ∈ (12 , 1), we define the
measure ν1 on the balls by
ν1(D(η, t)) = λ
({
ρζ ∈ B : |ρ− r| < 2
3
(1− r), d(ζ, η) < t
})
.
It can be expanded to the family of all Borel sets on B in the standard way.
It is clear that
ν1(D(η, t)) ≍ (1− r)nµ
({
ρζ ∈ B : |ρ− r| < 2
3
(1− r), d(ζ, η) < t
})
.
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By using of (18) and Lemma 1 we get
I1 ≤ c7
(1− r)n(p−1)
∫
||w|−r|< 2
3
(1−r)
λp−1
(
K˜ (rη)
)
dλ(|w|η)
=
c7
(1− r)n(p−1)
∫
S
νp−11
(
D(η, 8
√
2(1− r) 12 )
)
dν1(η)
≤ c7N
p
(128)n(1− r)np
∫
S
νp1
(
D(η, 8
√
2(1− r) 12 )
)
dσ(η)
=
c8(n, p)
(1− r)np
∫
S
λp
(
K˜(rη)
)
dσ(η).
Note that if ρζ ∈ K˜(rη) then
|1− 〈ρζ, η〉| ≤ |1− 〈ζ, η〉|+ (1− ρ) |〈ζ, η〉| ≤ (4c22 + c1 + 1)(1− r). (19)
Hence, by the assumption of the theorem
I1 ≤ c8(1− r)−np
∫
S
λp
(
C(η, (4c22 + c1 + 1)(1− r))
)
dσ(η)
≤ c9(1− r)p(γ−n). (20)
Let us estimate
u2(z) =
∫
B
G(z, w)(1− |w|)−ndλ˜(w)
where dλ˜(w) = (1−|w|)nχB\B∗(z, 14)(w)dµ(w), χE is the characteristic func-
tion of a set E. We may assume that |z| ≥ 1
2
.
We denote
Ek = Ek(z) =
{
w ∈ B :
∣∣∣∣1−
〈
z
|z| , w
〉∣∣∣∣ < 2k+1(1− |z|)
}
, k ∈ Z+.
Then for w ∈ Ek+1(z) \ Ek(z), 12 ≤ |z| < 1
|1− 〈z, w〉| ≥ |z|
∣∣∣∣1−
〈
z
|z| , w
〉∣∣∣∣− (1− |z|) ≥ (|z|2k+1 − 1) (1− |z|).
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Combining Lemma A with the equality in (16) for z ∈ B such that |z| ≥ 1
2
we get that 0 ≤ G(z, w) ≤ c10
(
(1−|w|2)(1−|z|2)
|1−〈z,w〉|2
)n
holds. So
|u2(z)| ≤ c10
∫
B
(
(1 + |w|)(1− |z|2)
|1− 〈z, w〉|2
)n
dλ˜(w)
≤
[log2
1
1−r
]∑
k=1
c10
∫
Ek+1\Ek
(
(1 + |w|)(1− |z|2)
(|z|2k+1 − 1)2(1− |z|)2
)n
dλ˜(w)
+c10
∫
E1
(
(1 + |w|)(1− |z|2)
(1− |z|)2
)n
dλ˜(w)
≤
∞∑
k=1
∫
Ek+1\Ek
4nc10
(22(k−1)(1− |z|))ndλ˜(w) +
∫
E1
4nc10
(1− |z|)ndλ˜(w)
≤ 4
nc10
(1− |z|)n
( ∞∑
k=1
λ˜ (Ek+1)
22n(k−1)
+ λ˜ (E1)
)
≤ 4
nc10
(1− |z|)n
∞∑
k=1
λ˜ (Ek)
22n(k−2)
.
Fix any α ∈ ( γ
n
, 2). By Ho¨lder’s inequality (1
p
+ 1
q
= 1)
|u2(z)|p ≤ 4
npcp10
(1− |z|)np
∞∑
k=1
λ˜p (Ek)
2αnp(k−2)
( ∞∑
k=1
1
2(2−α)nq(k−2)
)p/q
=
4npcp10
(1− |z|)np
24np
(2(2−α)nq − 1)p/q
∞∑
k=1
λ˜p (Ek)
2αnpk
=
c11(n, p, α)
(1− |z|)np
∞∑
k=1
λ˜p (Ek)
2αnpk
. (21)
Therefore ∫
S
|u2(rξ)|pdσ(ξ) ≤ c11
(1− r)np
∞∑
k=1
∫
S
λ˜p (Ek(rξ))
2αnpk
dσ(ξ)
=
c11
(1− r)np
∞∑
k=1
1
2αnpk
∫
S
λ˜p
(
C
(
z
|z| , 2
k+1(1− r)
))
dσ(ξ)
≤ c12
(1− r)np
∞∑
k=1
2pγ(k+1)(1− r)γp
2αnpk
=
c12
(1− r)p(n−γ)
2pγ
2p(αn−γ) − 1 =
c13(n, p, γ)
(1− r)p(n−γ) .
The latter inequality together with (20) completes the proof of the suffi-
ciency.
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Necessity. By Lemma A
Gµ(rξ) =
∫
B
g(ϕw(rξ))dµ(w) ≥
∫
B
n + 1
4n2
(1− |w|2)n(1− r2)n
|1− 〈rξ, w〉|2n dµ(w)
≥
∫
C(ξ,1−r)
n+ 1
4n2
(1− |w|2)n(1− r2)n
|1− 〈rξ, w〉|2n dµ(w)
=
∫
C(ξ,1−r)
n+ 1
4n2
(1 + |w|)n(1− r2)n
|1− 〈rξ, w〉|2n dλ(w).
Since for w ∈ C(ξ, 1− r)
|1− 〈z, w〉| ≤
∣∣∣∣1−
〈
z
|z| , w
〉∣∣∣∣ +
∣∣∣∣
〈
z
|z| − z, w
〉∣∣∣∣ ≤ 2(1− |z|),
we have
|Gµ(rξ)| ≥ n+ 1
4n+1n2
λ(C(ξ, 1− r))
(1− r)n .
From the assumption of the theorem it follows that(
n+ 1
22(n+1)n2
)p ∫
S
λp(C(ξ, 1− r))
(1− r)np dσ(ξ)
≤
∫
S
|Gµ(rξ)|pdσ(ξ) ≤ cp13(1− r)p(γ−n).
Thus ∫
S
λp(C(ξ, 1− r))dσ(ξ) ≤ cp13(1− r)pγ, 0 < r < 1.
Proof of Theorem 4. The proof of the necessity literally repeats that of The-
orem 1.
In the sufficiency part the estimate of u1 is quite similar. In order to
estimate u2 we note that, by the definition of Ek(z),
1− |w| ≤
∣∣∣∣1−
〈
z
|z| , w
〉∣∣∣∣ ≤ 2k+1(1− |z|) ≤ 2√1− |z|,
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for w ∈ Ek(z), 1 ≤ k ≤ 12 log2 11−|z| . Thus (9) implies as r → 1−[
1
2
log2
1
1−r
]∑
k=1
∫
S
λ˜p (Ek(rξ)) dσ(ξ) = o
([ 12 log2 11−r]∑
k=1
2pγ(k+1)(1− r)γp
)
. (22)
Applying estimates (21) and (22) we deduce∫
S
|u2(rξ)|pdσ(ξ)
≤ c12(n, p)
(1− r)np
([ 12 log2 11−r]∑
k=1
+
∞∑
k=
[
1
2
log2
1
1−r
]
+1
)∫
S
λ˜p (Ek(rξ))
2αnpk
dσ(ξ)
=
o(1)
(1− r)np−γp
[
1
2
log2
1
1−r
]∑
k=1
2pγ(k+1)
2αnpk
+
c13
(1− r)np−γp
∞∑
k=
[
1
2
log2
1
1−r
]
+1
2pγ(k+1)
2αnpk
=
o(1)
(1− r)p(n−γ) +
c14
(1− r)p(n−γ)
1
(1− r) p2 (γ−αn)
=
o(1)
(1− r)p(n−γ) , r ↑ 1.
Since the integral of |u1|p admits the same estimate, it completes the proof
of Theorem 4.
Proof of Proposition 5. Let ν(B) = M > 0. Applying Fubini’s theorem (cf.
the proof of Lemma 1) we deduce∫
S
νp(C(ξ, δ))dσ(ξ) ≤Mp−1
∫
S
ν(C(ξ, δ))dσ(ξ)
= Mp−1
∫
S
∫
C(ξ,δ)
dν(z) dσ(ξ)
≤Mp−122n−1
∫
1−δ≤|z|<1
dν(z)
∫
C(z,δ)
dσ(ξ)
≤ cMp−122n−1δn
∫
1−δ≤|z|<1
dν(z) = o(δn), δ ↓ 0.
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An alternative proof of Theorem B(1). Suppose that the assumptions of The-
orem B holds. We set dν(w) = (1− |w|)β dµ(w). We deduce
λ(C(ξ, δ)) =
∫
C(ξ,δ)
(1− |w|)ndµ(w)
≤ Cδn−β
∫
C(ξ,δ)
(1− |w|)βdµ(w) ≤ Cδn−βν(C(ξ, δ)).
By Proposition 5,
∫
S
νp(C(ξ, δ))dσ(ξ) = o(δn), δ → 0+. Hence,
(∫
S
λp(C(ξ, δ)) dσ(ξ)
)1
p
= o(δn−β+
n
p ), δ → 0 + .
Since n− β + n
p
< 2n, by Theorem 4 we get the assertion of Theorem B(1).
3 Further results
Let Φ: [0, 1] → [0,+∞) be an increasing function such that for some γ ∈
(0, 2n) and all t, δ with 0 < δ < 1, 0 < tδ < 1 we have Φ(tδ) ≤ tγΦ(δ).
Applying the similar arguments one can show that
mp (r, Gµ) = O
(
Φ(1 − r)
(1− r)n
)
, r ↑ 1
holds if and only if
(∫
S
λp (C(ξ, δ)) dσ(ξ)
) 1
p
= O (Φ(δ)) , 0 < δ < 1.
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