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Prefaci
El projecte desenvolupat partia d’una implementacio´ d’un SAT solver feta a la UPC i que
servia com a motor DPLL(X) del solver de SAT Mo`dul Teories Barcelogic. L’objectiu era
millorar-ne l’eficie`ncia tant a nivell de rendiment d’execucio´ com d’experimentacio´ amb
noves te`cniques per arribar a una solucio´ amb un menor nu´mero de nodes explorats, aix´ı
com aplicar-li modificacions per resoldre problemes relacionats.
El SAT solver Barcelogic e´s una eina central d’un conjunt d’utilitats en desenvolu-
pament a la UPC per resoldre problemes de satisfactibilitat booleana i altres problemes
relacionats. S’ha de veure per tant com un projecte en constant desenvolupament i un dels
objectius d’aquesta memo`ria sera` servir com a refere`ncia per als futurs desenvolupadors,
per poder entendre les funcionalitats actuals del solver i ser capac¸os d’ampliar-les.
No obstant aixo`, s’ha intentat fer un text tan autocontingut com ha sigut possible,
per poder apropar lectors no tan familiaritzats amb el problema de la satisfactibilitat
booleana al funcionament dels SAT solvers moderns basats en l’algorisme de DPLL.
La memo`ria parteix de la descripcio´ del problema de la satisfactibilitat booleana, i
introdueix el funcionament dels SAT solvers actuals a partir de l’algorisme ba`sic de DPLL.
A continuacio´ exposa els canvis principals realitzats a la implementacio´ del SAT solver
Barcelogic i acaba introduint algunes extensions fetes al solver per resoldre problemes
relacionats.
En algunes seccions s’inclouen resultats experimentals que mostren resultats superiors
utilitzant les te`cniques descrites, pero` no sempre es poden mostrar resultats experimentals
clars, perque` lleugeres modificacions al solver el poden fer explorar espais de cerca allunyats
que do´nen resultats molt diferens.
Les descripcions de la memo`ria so´n en general d’alt nivell. Per me´s detalls sobre la
implementacio´ a baix nivell es pot reco´rrer al codi font, que ha sigut documentat com a
part del projecte.
iii
iv
I´ndex
1 El Problema de la Satisfactibilitat Booleana 1
1.1 Formes normals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Exemple de problema de SAT . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 L’algorisme de DPLL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2 Implementacio´ ba`sica del Barcelogic SAT Solver 7
2.1 Propagacio´ de Restriccions Booleanes . . . . . . . . . . . . . . . . . . . . . 10
2.2 Aprenentatge i backjumping . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3 Objectius del Barcelogic SAT Solver . . . . . . . . . . . . . . . . . . . . . . 11
3 Te`cniques avanc¸ades d’implementacio´ 13
3.1 Esquema de 2 literals observats . . . . . . . . . . . . . . . . . . . . . . . . 13
3.1.1 Estructures de dades . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.2 Gestio´ de memo`ria pro`pia . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.2.1 Memo`ria per cla`usules . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.2.2 Memo`ria per llistes . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4 Funcionalitats addicionals 19
4.1 Tractament de les cla`usules bina`ries . . . . . . . . . . . . . . . . . . . . . . 19
4.1.1 Estructura de dades . . . . . . . . . . . . . . . . . . . . . . . . . . 19
4.1.2 Clausura transitiva sota resolucio´ . . . . . . . . . . . . . . . . . . . 20
4.1.3 Cla`usules Unita`ries a partir de Bina`ries . . . . . . . . . . . . . . . . 20
4.1.4 Literals Equivalents . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
4.2 Simplificacio´ de lemes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
4.3 Processat de lemes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
4.3.1 Subsumpcio´ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
4.3.2 Auto-subsumpcio´ per resolucio´ . . . . . . . . . . . . . . . . . . . . . 23
4.3.3 Simplificacio´ de lemes per resolucio´ . . . . . . . . . . . . . . . . . . 23
4.3.4 Eliminacio´ de variables . . . . . . . . . . . . . . . . . . . . . . . . . 23
4.3.5 Implementacio´ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
v
vi I´NDEX
5 Extensions del solver 29
5.1 Satisfactibilitat Mo`dul Teories . . . . . . . . . . . . . . . . . . . . . . . . . 29
5.2 Trac¸a i Nuclis Insatisfactibles . . . . . . . . . . . . . . . . . . . . . . . . . 30
5.3 Deteccio´ de models parcials . . . . . . . . . . . . . . . . . . . . . . . . . . 31
5.4 MaxSAT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
6 Competicions de SAT 33
6.1 SAT Race 2006 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
6.2 SAT Competition 2007 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
7 Conclusions i Direccions Futures 35
7.1 Ana`lisi des d’un punt de vista econo`mic . . . . . . . . . . . . . . . . . . . 35
7.2 Direccions Futures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
Cap´ıtol 1
El Problema de la Satisfactibilitat
Booleana
El problema de la satisfactibilitat booleana (tambe´ conegut com SAT ) e´s un problema
de decisio´ que consisteix a determinar si les variables d’una fo´rmula booleana es poden
assignar de manera que el resultat de la fo´rmula siga cert (i direm que la fo´rmula e´s
satisfactible), o be´ que la fo´rmula e´s falsa per qualsevol assignacio´ de les seues variables
(i e´s, per tant, insatisfactible).
Una fo´rmula booleana e´s una expressio´ formada per variables booleanes (variables
que nome´s poden prendre dos valors, cert o fals), conjuncions, disjuncions, negacions i
pare`ntesis.
Una variable sola e´s una fo´rmula, i sera` certa sii l’assignem a cert
Si F e´s una fo´rmula, ¬F e´s una fo´rmula i sera` certa sii F e´s falsa
Si F i G so´n fo´rmules, (F ∧G) e´s una fo´rmula i sera` certa sii tant F com G so´n certes
Si F i G so´n fo´rmules, (F ∨G) e´s una fo´rmula i sera` certa sii o be´ F o be´ G so´n certes
Hi ha altres connectives a banda de les introdu¨ıdes, pero` no augmenten l’expressivitat
de la lo`gica.
Les fo´rmules booleanes serveixen per raonar sobre enunciats que poden ser o be´ certs
o be´ falsos i permeten modelar situacions de la vida real i resoldre problemes d’a`mbits
molt diversos.
Podem assignar el valor cert o fals a cada variable de la fo´rmula i avaluar el seu
resultat per aquesta assignacio´ de les variables, o interpretacio´. Si el resultat d’avaluar
la fo´rmula amb una determinada interpretacio´ de les variables e´s cert, direm que aquesta
interpretacio´ e´s un model de la fo´rmula. Si una fo´rmula te´ almenys un model, direm que
e´s satisfactible. Si cap de les interpretacions possibles fa la fo´rmula certa, direm que e´s
insatisfactible.
Avaluar el resultat d’una fo´rmula per una determinada interpretacio´ e´s una tasca
computacionalment ra`pida, proporcional en temps a la mida de la fo´rmula. Aixo` fa que
donat un model, poguem comprovar ra`pidament que la fo´rmula e´s satisfactible. Aquest
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fet situa el problema de la satisfactibilitat booleana en la classe NP (Nondeterministic
Polynomial time).
De fet, pel teorema de Cook-Levin sabem que el problema e´s NP-complet, i qualsevol
problema en la classe NP es pot reduir en temps polino`mic al problema de la satisfactibi-
litat booleana. Hi ha problemes NP-complets provinents de camps molt diferents i alguns
d’ells es resolen me´s eficientment traduint-los a SAT i utilitzant un SAT solver que amb
eines dedicades per al problema concret. Aixo` augmenta la importa`ncia de l’eficie`ncia
dels SAT solvers per poder atacar problemes molt diversos.
Alguns exemples de problemes que es resolen sovint amb SAT solvers so´n problemes
de planificacio´, verificacio´ de hardware i software, problemes de biologia o gene`tica,
criptana`lisi, etc.
Trobar un model per una fo´rmula no e´s una tasca tan senzilla com comprovar-lo. Si hi
ha dos valors possibles per cada variable, i la fo´rmula conte´ n variables, hi ha 2n possibles
interpretacions per la fo´rmula, un nu´mero que creix molt ra`pidament quan n creix. En
concret, un problema amb 250 variables te´ tantes interpretacions possibles com a`toms hi
ha en l’univers visible.
1.1 Formes normals
Direm que una fo´rmula esta` en forma normal conjuntiva, o CNF si e´s una conjuncio´ de
disjuncions de literals, i de cada disjuncio´ de literals en direm cla`usula. Ana`logament,
estara` en forma normal disjuntiva, o DNF si e´s una disjuncio´ de conjuncions de literals.
Exemple de fo´rmula en CNF Exemple de fo´rmula en DNF
(p ∨ q) ∧ (¬q ∨ r ∨ s) ∧ ¬p ∧ (¬r ∨ s) (p ∧ ¬q ∧ ¬r) ∨ r ∨ (¬r ∧ s)
Una fo´rmula en DNF sera` satisfactible si ho e´s alguna de les conjuncions de literals.
Una conjuncio´ de literals e´s satisfactible si no conte´ un literal l i el seu negat ¬l. Per tant,
decidir la satisfactibilitat d’una fo´rmula en DNF es pot fer en temps lineal amb la mida
de la fo´rmula.
Una fo´rmula en CNF e´s certa en una interpretacio´ si i nome´s si totes les seues cla`usules
so´n certes. Decidir la seua satisfactibilitat sera` per tant me´s costo´s perque` hi haura`
interpretacions que poden satisfer algunes de les cla`usules pero` no altres. De fet la
complexitat de resoldre un problema en CNF e´s la mateixa que la de resoldre un problema
de SAT amb una fo´rmula qualsevol.
Totes les fo´rmules es poden transformar a una fo´rmula equivalent en CNF o DNF, pero`
la mida de la fo´rmula pot cre´ixer exponencialment durant la transformacio´. Tambe´ podem
transformar qualsevol fo´rmula a CNF conservant la seua satisfactibilitat augmentant la
seua mida nome´s en un factor lineal. Per aquesta rao´ i per la major simplicitat de les
fo´rmules en CNF la majoria de SAT solvers resolen problemes de SAT en CNF.
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k-SAT
El problema de la k-Satisfactibilitat (k-SAT) e´s el problema de SAT en el cas en que` la
fo´rmula esta` en forma normal conjuntiva amb un ma`xim de k literals per cla`usula.
El problema de 2-SAT es pot resoldre en temps lineal amb la mida de la fo´rmula.
L’algorisme consisteix a trobar totes les equivale`ncies entre literals buscant les components
fortament connexes en el graf d’implicacions1. La fo´rmula sera` satisfactible si i nome´s si
cap literal l e´s equivalent al seu negat ¬l.
Per k > 2 el problema de k-SAT e´s NP-complet.
1.2 Exemple de problema de SAT
Suposem que volem modelar com un problema de SAT el problema de posar una torre en
cada fila d’un taulell d’escacs de 2x2 sense que s’amenacen.
Si interpretem la variable bij com posar una torre en la casella (i, j) del taulell tindr´ıem
les segu¨ents condicions:
(b11 ∨ b12) : hem de posar almenys una torre en la primera fila
(b21 ∨ b22) : hem de posar almenys una torre en la segona fila
(¬b11 ∨ ¬b12) : no podem posar torres en les dues caselles de la primera fila
(¬b21 ∨ ¬b22) : no podem posar torres en les dues caselles de la segona fila
(¬b11 ∨ ¬b21) : no podem posar torres en les dues caselles de la primera columna
(¬b12 ∨ ¬b22) : no podem posar torres en les dues caselles de la segona columna
Totes les condicions anteriors s’han de complir, per tant la fo´rmula seria la conjuncio´
de totes les disjuncions anteriors. Seria una fo´rmula, per tant, en forma normal conjuntiva.
Aquesta fo´rmula e´s satisfactible, i de fet te´ dos models, que corresponen a posar les torres
en les diagonals del taulell:
b11 = cert, b12 = fals, b21 = fals, b22 = cert
b11 = fals, b12 = cert, b21 = cert, b22 = fals
Un exemple de fo´rmula insatisfactible seria el mateix problema pero` amb dames en
lloc de torres.
1vegeu la seccio´ 4.1.2
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Figura 1.1: Exemple de problema tradu¨ıt a SAT
Figura 1.2: Solucions corresponents als dos models
1.3 L’algorisme de DPLL
La majoria de SAT solvers utilitzen un algorisme basat en el Davis-Putnam-Logemann-
Loveland (DPLL). E´s un algorisme presentat en dos articles de principis dels 60, un primer
de Martin Davis i Hilary Putnam l’any 60 i un altre amb una versio´ millorada de Martin
Davis, George Logemann i Donald W. Loveland l’any 62.
L’algorisme DPLL resol el problema de la satisfactibilitat de fo´rmules booleanes en
forma normal conjuntiva (CNF-SAT). E´s un algorisme complet basat en backtracking.
El funcionament ba`sic consisteix a triar una variable v, assignar-li un valor (be´ cert
o fals), simplificar la fo´rmula i aplicar el mateix algorisme a la fo´rmula simplificada.
Si aquest subproblema (la fo´rmula simplificada) e´s satisfactible, tambe´ ho e´s la fo´rmula
original, i el model tindra` la variable v amb el valor que li hem assignat. Si el subproblema
no fo´ra satisfactible, haur´ıem de provar a assignar el valor contrari a v i fer la mateixa
comprovacio´ (simplicacio´ de la fo´rmula i resolucio´ del subproblema).
Quan parlem de simplificar la fo´rmula ens referim a aplicar resolucio´ amb v o ¬v sobre
les cla`usules que contenen la variable v. Aixo` es redueix a descartar les cla`usules que es
fan certes com a consequ¨e`ncia d’haver assignat un valor a v i eliminar els literals que es
fan falsos (¬v) a les altres cla`usules.
El cas base satisfactible seria el subproblema que no conte´ cap cla`usula, i el cas
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insatisfactible tindria alguna cla`usula que s’ha quedat sense literals. Com que eliminem
els literals que es fan falsos com a consequ¨e`ncia de l’assignacio´ d’una variable, si una
cla`usula es queda sense literals vol dir que les decisions que hem pres fins el moment no
satisfan aquella cla`usula, i per tant haurem de tornar enrere (backtrack) i canviar alguna
d’aquestes decisions (canviar la polaritat d’alguna de les variable assignades).
Quan a una cla`usula ja nome´s li queda un literal l, sabem que assignar ¬l fara` que
la fo´rmula es torne insatisfactible, pel que acabem d’explicar. Per tant, en aquests casos
podrem podar l’espai de cerca assignant tots els literals que hagen quedat sols en alguna
cla`usula. Aquest procediment es coneix com propagacio´ de cla`usules unitaries (unit
propagation) i a la pra`ctica redueix molt´ıssim l’espai de cerca. E´s tambe´ el procediment
que s’emporta la major part del temps d’execucio´ d’un solver, i per tant sera` important
tindre molta cura en la seua implementacio´.
Si en algun moment de la cerca una variable nome´s apareix amb una sola polaritat
a les cla`usules del subproblema ja no estaria restringint la cerca (es diu que e´s un literal
pur), i podr´ıem assignar-la amb aquella polaritat per descartar les cla`usules on apareix
(fent-les certes). Encara que aquesta optimitzacio´ forma part de l’algorisme original de
DPLL, les implementacions modernes no solen aplicar-la perque` la deteccio´ de literals
purs suposa generalment me´s temps que el que s’estalvia amb la seua assignacio´.
El segu¨ent pseudocodi resumeix l’algorisme:
funcio DPLL(CNF): boolea
si CNF es buida, retorna CERT
si CNF conte clausula buida, retorna FALS
si CNF conte una clausula unitaria (l), retorna DPLL(simplifica(CNF, l))
si CNF conte un literal pur (l), retorna DPLL(simplifica(CNF, l))
tria una variable v de CNF
retorna DPLL(simplifica(CNF, v)) o DPLL(simplifica(CNF, !v))
Com es pot observar en el pseudocodi podr´ıem triar qualsevol variable de la fo´rmula
per dividir el problema en dos subproblemes. Aquesta tria pot tindre un impacte enorme
sobre el temps d’execucio´ del solver, i una de les millores a l’algorisme dels u´ltims anys
consisteix a buscar millors heur´ıstiques per triar la segu¨ent variable sobre la qual dividir
el problema.
Com ja apunta`vem abans la propagacio´ unita`ria e´s un procediment computacionalment
intensiu i una altra de les millores actuals a l’algorisme sera` una implementacio´ me´s
eficient. Una de les grans millores en aquest camp va ser la implementacio´ de l’esquema de
2 literals observats que introduirem me´s endavant. Tambe´ presentarem una millora sobre
l’esquema de 2 literals observats que te´ en compte l’arquitectura habitual dels ordinadors
i tindra` un millor comportament a la pra`ctica.
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Les implementacions actuals tambe´ estenen el concepte de backtracking al de back-
jumping o backtracking no cronolo`gic i tambe´ afegeixen a la fo´rmula cla`usules apreses a
partir dels conflictes que ajudaran a podar l’espai de cerca. Dins d’aquesta categoria de
millores tambe´ guanya importa`ncia la simplificacio´ d’aquestes cla`usules apreses, ja que
com menor e´s una cla`usula, me´s contribuira` a reduir l’arbre de cerca. En aquest a`mbit
tambe´ presentarem alguna novetat respecte a les simplificacions habituals.
Cap´ıtol 2
Implementacio´ ba`sica del Barcelogic
SAT Solver
Partirem de l’algorisme inicial de DPLL per descriure la implementacio´ d’un SAT Solver
modern com el nostre. Recuperem el pseudocodi del DPLL oblidant-nos dels literals purs,
que com ja hem dit no so´n rentables de calcular.
1:funcio DPLL(CNF): boolea
2: si CNF es buida, retorna CERT
3: si CNF conte clausula buida, retorna FALS
4: si CNF conte una clausula unitaria (l), retorna DPLL(simplifica(CNF, l))
5: tria una variable v de CNF
6: retorna DPLL(simplifica(CNF, v)) o DPLL(simplifica(CNF, \neg v))
Veiem que hi ha diverses crides a una funcio´ simplifica que com hem explicat sim-
plificaria la fo´rmula una vegada hem assignat un valor a una certa variable, eliminant
les cla`usules que fa certes i eliminant els literals que fa falsos a altres cla`usules. A la
implementacio´ aquesta simplificacio´ no es fara` literalment, seria molt costosa i requeriria
restaurar la fo´rmula amb cada backtracking. Analitzem que` necessitem de la simplificacio´
i com ho podr´ıem aconseguir d’una manera me´s senzilla:
A la l´ınia 2 volem saber si la fo´rmula ha quedat buida. A la pra`ctica el que farem e´s
detectar si totes les variables han sigut assignades i no hem detectat cap conflicte. Si aixo`
passara la funcio´ simplifica s’hauria aplicat sobre la fo´rmula amb totes les seues variables,
i sabem que quan s’aplica amb una certa variable s’eliminen totes les ocurre`ncies positives
i negatives de la mateixa (a banda d’alguns literals me´s), i per tant ens haura` quedat o
be´ una fo´rmula buida o una fo´rmula amb cla`usules buides.
Com hem dit, a la pra`ctica per retornar CERT comprovarem que hem assignat totes
les variables i no hem trobat cap conflicte. Anomenem conflicte a la cla`usula que ha
quedat amb tots els literals a fals, i per tant no esta` satisfeta. Seria l’equivalent a la
cla`usula buida si realment aplica`rem la simplificacio´. Cal notar que potser la fo´rmula ja
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ha quedat buida abans d’assignar totes les variables. Aixo` no suposa un gran problema
perque` en aquest cas sabem que no caldra` tornar a fer backtracking (no se satisfara` mai
la condicio´ de la l´ınia 3 si la cla`usula ja e´s buida) i podem simplement assignar un valor
qualsevol a totes les variables que queden per assignar. S´ı que pot suposar un problema
en SAT Mo`dul Teories i de fet una extensio´ que presentarem me´s endavant detectara` el
moment en que s’ha trobat un model, encara que queden variables per assignar.
La l´ınia 3 retorna FALS, provocant el backtracking, en el moment en que una cla`usula
s’ha fet buida. Com ja hem avanc¸at, d’aixo` en direm conflicte. Necessitarem un mecanisme
per detectar conflictes sense necessitat de simplificar literalment la fo´rmula. Un conflicte
no e´s me´s que una cla`usula que ha quedat amb tots els literals a falsos, per tant podr´ıem
tindre un comptador de literals a fals per cada cla`usula que incrementar´ıem en assignar
cada variable a les cla`usules on esta` amb la polaritat contraria (i restaurar´ıem sota
backtracking) i comprovar´ıem si e´s igual al nu´mero de literals de la cla`usula. No e´s
com s’implementa a la pra`ctica en solvers moderns pero` va be´ com a idea intermitja.
L’esquema de backtracking tambe´ sera` diferent al de l’algorisme original i el descriurem
breument me´s endavant.
A la l´ınia 4 necessitem detectar cla`usules unita`ries. Una cla`usula unita`ria no e´s molt
diferent d’un conflicte. E´s una cla`usula que ha quedat amb tots els literals falsos excepte
un, que esta` encara indefinit. Podr´ıem implementar un detector de cla`usules unita`ries amb
una idea semblant a la que hem descrit pels conflictes. Tampoc e´s com es fa actualment a
la pra`ctica, pero` de fet s’utilitza el mateix mecanisme per detectar tant cla`usules unita`ries
com conflictes.
Una bona observacio´ e´s que abans de ser conflicte, una cla`usula e´s unita`ria, i per tant
podria semblar que no trobar´ıem mai conflictes si assignem totes les cla`usules unita`ries
que trobem. De fet hi haura` un conflicte sempre que tinguem com a cla`usules unita`ries
un literal i el seu negat. Assignar una d’elles convertira` l’altra immediatament en un
conflicte.
La l´ınia 5 tria una variable d’entre les que queden per assignar. El que es fa actualment
e´s donar prioritat a les que me´s intervenen en conflictes, donant me´s pes als conflictes
me´s recents. Ho implementem amb una cua de prioritat extesa i conforma un mo`dul fins
a cert punt independent del solver.
A la l´ınia 5 fa les crides recursives amb les dues polaritats de la variable seleccionada.
Com hem dit, l’esquema de backtracking sera` diferent i no tindrem aquestes crides re-
cursives. Assignarem la variable amb una polaritat, i si trobem un conflicte, l’ana`lisi
del conflicte ens donara` una cla`usula que sera` consequ¨e`ncia lo`gica de les cla`usules de
l’entrada i que afegirem al conjunt de cla`usules. Aquesta cla`usula apresa tambe´ ens
donara` informacio´ del punt fins el qual hem de fer backtracking i un literal que haurem
d’assignar en aquell moment.
9Feta aquesta introduccio´, podem comprendre l’esquema ba`sic de la implementacio´ del
solver, la funcio´ solve() al codi font.
bool solve() {
Lit dec = nextDecisionLiteral();
while (dec != NO_LITERALS_LEFT_TO_ASSIGN) {
newDecisionLevel();
assignLit(dec, DECISION_LITERAL);
while ((conflict = propagate()) != NO_CONFLICT) {
// Conflict at decision level 0 => UNSATISFIABLE
if (decisionLevel == 0) return false;
// Tells us #levels to backtrack and clause to learn (lemma)
nlevels = analyzeConflict(conflict, lemma);
backtrack(nlevels);
Lit UIP = lemma[0];
Clause* node = addLemma(lemma);
assignLit(UIP, node);
}
dec = nextDecisionLiteral();
}
return true; // All literals assigned => SATISFIABLE
}
Expliquem ara les funcions principals que crida la funcio´ solve():
• nextDecisionLiteral(): demana a l’heur´ıstica el segu¨ent literal a assignar.
• newDecisionLevel(): incrementa el nivell de decisio´ actual
• assignLit(): assigna temporalment el valor cert a un literal i guarda una explicacio´
de per que` s’ha fet cert.
• propagate(): la major part del temps d’execucio´ del solver s’inverteix en la pro-
pagacio´. S’encarrega de detectar i assignar cla`usules unita`ries, i retorna el primer
conflicte que troba o NO CONFLICT si no en troba cap.
• analyzeConflict(): analitza el conflicte per saber quantes decisions hem de desfer i
trobar una nova cla`usula que afegirem a la fo´rmula i que ens ajudara` amb la cerca.
• backtrack(): desfa` tantes decisions com indica l’argument, deixant com indefinits
els literals de decisio´ i les seues consequ¨e`ncies trobades amb la propagacio´.
• addLemma(): afegeix la cla`usula apresa al conjunt de cla`usules.
10 CAPI´TOL 2. IMPLEMENTACIO´ BA`SICA DEL BARCELOGIC SAT SOLVER
2.1 Propagacio´ de Restriccions Booleanes
La propagacio´ de restriccions booleanes e´s, com ja hem dit, el proce´s en el que me´s temps
solen invertir les implementacions modernes de SAT solvers basades en DPLL.
El seu objectiu e´s detectar cla`usules que s’han fet unita`ries sota l’assignacio´ parcial
actual, aix´ı com conflictes, o cla`usules que han quedat buides.
Recuperem l’exemple de problema de la pa`gina 3
1. (b11 ∨ b12)
2. (b21 ∨ b22)
3. (¬b11 ∨ ¬b12)
4. (¬b21 ∨ ¬b22)
5. (¬b11 ∨ ¬b21)
6. (¬b12 ∨ ¬b22)
Suposem que comencem assignant la variable b11 a cert, que equival a posar una torre
en la casella (1, 1).
Veiem que la cla`usula 3 s’ha fet unita`ria, nome´s queda ¬b12 despre´s d’assignar b11 a
cert, i per tant estarem forc¸ats a assigner b12 a fals per poder satisfer la cla`usula. Ho
podem interpretar com que estem forc¸ats a deixar la casella (1, 2) buida.
Ana`logament, hem d’assignar b21 a fals per la cla`usula 5, perque` no podem posar me´s
d’una torre per columna.
Fins aquest moment, tenim b11 = cert, b12 = fals, b21 = fals, e´s a dir, una torre en
la casella (1, 1) i les caselles (1, 2) i (2, 1) buides, sense haver decidit encara si posem o no
una torre en (2, 2), pero` hem de seguir propagant els u´ltims literals assignats.
La propagacio´ de ¬b12 no troba noves cla`usules unita`ries ni cap conflicte.
Propaguem ara ¬b21. La cla`usula 2 ens diu que hem de posar almenys una torre
en la segona fila, i de moment no en portem cap i nome´s queda una casella per decidir
en aquesta fila, per tant haurem de posar la torre en (2, 2). Aixo` mateix detectaria la
propagacio´ en inferir el literal b22 a partir de la cla`usula 2 i el valor de b21.
Hem trobat un dels models per la fo´rmula despre´s de decidir el valor de la variable b11
i aplicar propagacio´.
Hi ha me´s detalls sobre la implementacio´ de la propagacio´ en el segu¨ent cap´ıtol.
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Figura 2.1: Passos de la propagacio´ en el problema de les torres
2.2 Aprenentatge i backjumping
Per cada conflicte que troba, el solver acaba inferint una nova cla`usula per resolucio´ amb el
conflicte i les cla`usules que han fet unitaris els literals de lu´ltim nivell de decisio´. Aquesta
nova cla`usula (lema) contindra` un sol literal de l’u´ltim nivell de decisio´ (anomenat Unique
Implication Point o UIP) i la resta seran de nivells inferiors. D’entre els de nivells inferiors,
el del nivell me´s alt ens dira` fins quin nivell hem de fer backtracking. A aquest esquema
de backtracking no cronolo`gic tambe´ se’l coneix com backjumping.
Per construccio´, tots els literals del lema so´n falsos sota l’assignacio´ parcial del moment
en que` es crea. Despre´s del backtracking, el UIP es torna indefinit mentre que la resta
continuen sent falsos, per tant el UIP e´s unitari i el podem assignar.
2.3 Objectius del Barcelogic SAT Solver
El Barcelogic SAT solver va comenc¸ar com a motor DPLL(X) del sistema Barcelogic for
SMT, per resoldre problemes de SAT Mo`dul Teories (SMT). Hi ha me´s detalls sobre SMT
a la seccio´ 5.1.
L’eficie`ncia d’un solver de SMT depe´n en gran mesura de la del seu motor DPLL(X).
L’objectiu d’aquest projecte era millorar l’eficie`ncia del Barcelogic SAT solver per tindre
un sistema me´s competitiu.
Un dels objectius seria arribar a tindre un solver altament eficient capac¸ d’aconseguir
un bon resultat en les competicions de SAT, de les que hi ha me´s informacio´ al cap´ıtol 6
i en les quals participen alguns dels millors SAT solvers existents.
Per millorar l’eficie`ncia necessitar´ıem per una banda tindre una implementacio´ me´s
ra`pida de la versio´ inicial i per altra afegir noves te`cniques i funcionalitats capaces de
reduir l’espai de cerca. Parlarem d’aquestos dos aspectes en els segu¨ents cap´ıtols.
Totes les millores aplicades al solver s’han centrat en la resolucio´ de problemes d’origen
industrial. Hi ha una bona quantitat de benchmarks disponibles per SAT provinents de
diversos camps: verificacio´ de hardware, problemes de planificacio´, criptana`lisi, etc. que
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permeten avaluar el rendiment del solver.
Tambe´ hi ha benchmarks amb fo´rmules aleato`ries de k-SAT o altre tipus aleatori de
problemes. Les te`cniques que millor funcionen en aquestos problemes tenen poc a veure
amb les que es comporten be´ en problemes industrials, i vam decidir no allunyar-nos de
les aplicacions pra`ctiques del solver i centrar-nos en problemes industrials.
Cap´ıtol 3
Te`cniques avanc¸ades
d’implementacio´
3.1 Esquema de 2 literals observats
Com hem avanc¸at, necessitarem un mecanisme per detectar quan tots els literals d’una
cla`usula s’han tornat falsos com a consequ¨e`ncia de les assignacions que ja hem realitzat,
o quan tots excepte un (que esta` indefinit) s’han tornat falsos. Els SAT solvers moderns
utilitzen l’esquema de 2 literals observats.
De cada cla`usula tindrem sempre 2 literals especials, amb l’invariant de que o be´ un
d’ells sera` cert o be´ els dos seran indefinits. En el moment en que` un dels literals es fa
fals, i si l’altre no e´s cert, haurem de reseleccionar el literal observat que s’ha fet fals,
buscant-ne un d’indefinit o cert.
Si no en trobem cap sera` perque` tots els altres literals no observats tambe´ s’hav´ıen fet
falsos, i en aquest cas haurem d’actuar segons quin siga l’estat de l’altre literal observat: si
e´s indefinit sabrem que s’ha convertit en unitari i l’assignarem; si en canvi els dos literals
observats s’han fet falsos en la mateixa tanda de propagacions i no podem reseleccionar,
la fo´rmula s’ha fet insatisfactible. De la cla`usula on no podem fer reseleccio´ de literals
observats en direm conflicte, i a partir d’ella podrem inferir quantes decisions fetes hem
de desfer (a trave´s de backtracking) i tambe´ podrem aprendre una cla`usula nova que ens
ajudara` a podar l’espai de cerca en el futur.
L’avantatge de treballar amb 2 literals observats en lloc de tota la cla`usula ve donat
pel fet de que en problemes industrials, la mida mitjana de les cla`usules pot arribar a ser
d’algunes desenes de literals. A me´s a me´s els literals observats tendiran a ser literals amb
poca activitat en el sentit que canviaran poc de polaritat durant la resolucio´. Un altre
avantatge e´s que l’invariant dels literals observats es mante´ sota backtracking i per tant
no requeriran treball extra durant aquesta operacio´.
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w a t c h e s [ p ]
w a t c h e s [ q ]
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L i t e r a l s  d e  l a  c l à u s u l a
Figura 3.1: Estructura de dades de literals observats original
3.1.1 Estructures de dades
Cada cop que assignem un literal necessitarem comprovar les cla`usules on el literal esta`
observat amb la polaritat contra`ria i seleccionar un nou literal observat si e´s necessari (si
l’altre literal observat no esta` a cert). Aquesta propagacio´, destinada a trobar cla`usules
unita`ries, ocupa una gran part del temps d’execucio´ dels solvers, aix´ı que e´s convenient
una implementacio´ el me´s ra`pida possible.
La implementacio´ original tenia una llista per cada literal amb punters a les cla`usules
on aquell literal estava observat. A cada cla`usula els literals observats estaven en les dues
primeres posicions. Aixo` requeria accedir a l’espai de memo`ria de cada cla`usula a mesura
que es recorria la llista de punters, tant si calia reseleccionar el literal observat com si no.
La llista era un vector amb mida variable, e´s a dir, quan afegim me´s elements dels que
hi caben, es demana me´s memo`ria al sistema operatiu i es copien els elements anteriors
juntament amb el nou element en un espai de memo`ria major, aix´ı els elements sempre
queden consecutius aconseguint localitat espacial en reco´rrer les llistes sequ¨encialment.
A la pra`ctica nome´s cal reseleccionar el literal en un 5% - 25% dels casos, aix´ı que
vam dissenyar unes estructures de dades capaces d’evitar l’acce´s a l’espai de memo`ria de
les cla`usules si no e´s necessari. D’aquesta manera gran part del proce´s de propagacio´
consistiria simplement en reco´rrer una se`rie d’elements consecutius en memo`ria.
La idea e´s guardar no nome´s el punter a la cla`usula per si cal reseleccionar, sino´ tambe´
l’altre literal observat. D’aquesta manera podrem reco´rrer la llista mirant quin e´s l’altre
literal observat a la cla`usula (sense accedir a la mateixa cla`usula), i si e´s ja cert (que passa
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Figura 3.2: Nova estructura de dades dels literals observats
en el 75% - 95% dels casos) ja no cal que fem res me´s amb aquell element i podem passar
al segu¨ent, que esta` consecutiu a memo`ria.
A banda vam eliminar una indireccio´, fent apuntar les noves estructures directament
als literals de la cla`usula, en lloc d’apuntar a una estructura de dades per la cla`usula que
al seu torn contenia un punter al primer literal.
Un problema de la nova implementacio´ e´s que si en una cla`usula C tenim dos literals
observats, p i q, en la llista de p l’entrada per la cla`usula C tindra` q com a altre literal
observat, pero` si en un moment donat reseleccionem q per un nou literal r, haurem de
canviar tambe´ l’entrada corresponent a la llista de p. Si hem reseleccionat q per r vol
dir que esta`vem visitant la llista de q (perque` l’hem assignat a fals) i necessitar´ıem poder
accedir ra`pidament a l’element de la llista de p que hem de canviar.
Aix´ı haurem d’afegir un element nou a la tupla, quedant-nos amb (altre literal observat,
punter a cla`usula, punter a element corresponent en la llista de l’altre literal), amb
l’invariant de que aquestos punters s’apunten rec´ıprocament:
3.2 Gestio´ de memo`ria pro`pia
3.2.1 Memo`ria per cla`usules
Despre´s de trobar cada conflicte, el solver afegeix una nova cla`usula al conjunt de cla`usules
que mante´. Per aixo` necessita memo`ria on guardar els literals de la cla`usula. Cada cert
temps, eliminara` algunes de les cla`usules apreses, les que menys estan contribuint a la
resolucio´ del problema. Per saber quines cla`usules eliminar, cadascuna te´ un camp on
16 CAPI´TOL 3. TE`CNIQUES AVANC¸ADES D’IMPLEMENTACIO´
Figura 3.3: Les barres de la dreta mostren els nous temps (en segons) d’execucio´ amb la
nova gestio´ de memo`ria
es guarda la seua activitat, que e´s el nu´mero de cops que contribueixen en la resolucio´
que porta d’un conflicte a una nova cla`usula apresa, i s’eliminen les cla`usules apreses amb
activitat me´s baixa. Les cla`usules de l’entrada no s’han d’eliminar mai perque` aixo` podria
afectar la satisfactibilitat de la fo´rmula.
Per afegir lemes en un principi es demanava memo`ria al sistema operatiu cada cop
que s’aprenia una nova cla`usula, i en cada eliminacio´ de lemes, s’alliberava la memo`ria
que ocupaven les cla`usules eliminades i es tornava a disposicio´ del sistema operatiu.
Despre´s d’analitzar les necessitats de memo`ria pels lemes vam decidir provar que el solver
gestionara aquesta memo`ria en lloc de delegar en el sistema operatiu.
El nou sistema de gestio´ de memo`ria reservaria un gran buffer al principi de l’execucio´,
i hi posaria les cla`usules de l’entrada de forma consecutiva al principi. L’espai de memo`ria
restant s’utilitzaria tambe´ per anar guardant els lemes consecutivament. La memo`ria ja
no s’alliberaria en eliminar lemes, sino´ que es compactarien els lemes restants despre´s
d’un cert nu´mero d’eliminacions al principi del buffer. Si en algun moment es volguera
afegir un lema i no quedara espai al buffer, es llanc¸aria una exepcio´ que acabaria eliminant
lemes i compactant els restants per deixar espai al nou lema.
Amb el nou sistema es pretenia reduir l’overhead de crides a sistema, augmentar el
control sobre la memo`ria utilitzada i la localitat, millorant el temps d’execucio´. Els
resultats experimentals van superar les expectatives, superant en molts casos speed-ups
d’1.5X amb comportaments exactament iguals del solver, simplement canviava la gestio´
de la memo`ria.
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3.2.2 Memo`ria per llistes
Amb l’objectiu d’augmentar el control de la memo`ria total utilitzada pel solver vam
decidir extendre el sistema de gestio´ de memo`ria propi. El solver te´ diferents necessitats
de memo`ria: una part e´s constant i independent del problema, algunes estructures de
dades utilitzen una quantitat de memo`ria proporcional al nu´mero de variables i una altra
part te´ unes necessitats dina`miques durant l’execucio´, com so´n la memo`ria per lemes, per
llistes de literals observats, etc.
Vol´ıem ser capac¸os de limitar la memo`ria total utilitzada pel solver, aix´ı que vam
dissenyar un sistema que despre´s de calcular les necessitats de memo`ria constants i
dependents del nu´mero de variables, reservava un buffer amb la mida restant disponible,
i l’utilitzava d’esquerra a dreta per guardar cla`usules i lemes com hem explicat abans, i
de dreta a esquerra per donar memo`ria a les llistes de mida dina`mica que la necessitaren.
Llistes de CacheLines
La majoria d’estructures de dades utilitzades pel solver so´n o be´ vectors de mida fixa o
vectors de mida variable. En un principi, per als vectors de mida variable, es reservava un
buffer amb capacitat per un parell d’elements, i a mesura que s’anaven afegint elements,
si se superava la capacitat, es multiplicava la mida per 1.5. Si me´s tard s’eliminaven
elements, no s’alliberava l’espai. A banda no era fa`cil control.lar l’espai total utilitzat.
Els vectors de mida variable han sigut substituits per llistes de CacheLines. So´n llistes
encadenades, pero` en lloc de tindre un sol element per cada buffer reservat, els buffers
tenen la mida d’una l´ınia de cache i contenen tants elements com caben, despre´s de
reservar espai per control i per punters als nodes anterior i posterior de la llista. A me´s
els nodes estan alineats en memo`ria amb aquesta mida.
Sempre es guarda un punter a l’u´ltim element de cada llista, i quan volem afegir un
element, mirem si queda espai en el node apuntat per aquest punter. Si no en queda, hem
de demanar una nova CacheLine al gestor de memo`ria i enllac¸ar-la amb el que era fins
ara l’u´ltim node.
Podem eliminar un element qualsevol de la llista, si no ens importa l’ordre final dels
elements (sera` el cas a les llistes que utilitza el solver). Simplement posem l’u´ltim element
de la llista en el lloc que ocupa l’element que volem eliminar, i despre´s eliminem l’u´ltim
element. Si l’eliminacio´ d’aquest element deixa l’u´ltim node buit, el tornem al gestor
de memo`ria per reutilitzar-lo. D’aquesta manera no malbaratem tant espai com amb el
model anterior.
El gestor de memo`ria te´ una llista encadenada amb les CacheLines buides. Comenc¸a
sent un vector que apunta a NULL, i cada cop que alliberem una CacheLine, dirigim el
punter a aquesta, i aprofitem part de l’espai de la CacheLine per apuntar on apuntava
abans el punter. Si demanem una CacheLine i aquest punter no e´s NULL, el gestor ens
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Figura 3.4: Esquema d’una llista de CacheLines
retornara` la CacheLine apuntada (l’u´ltima alliberada); si no, agafara` una CacheLine de
la part esquerra del buffer reservat al principi del programa per cla`usules i CacheLines.
Cap´ıtol 4
Funcionalitats addicionals
4.1 Tractament de les cla`usules bina`ries
Les fo´rmules d’origen industrial contenen una bona part de cla`usules bina`ries. Aquestes
cla`usules so´n especials en diversos aspectes i el SAT solver Barcelogic les tracta de manera
diferent a la resta de cla`usules.
Com hem dit abans, de cada cla`usula se seleccionen dos literals, els literals observats.
Quan un d’ells es torna fals, s’actua en consequ¨e`ncia. A les cla`usules bina`ries, els dos
literals han d’estar observats i no cal reco´rrer la cla`usula per buscar un nou literal perque`
e´s impossible reseleccionar. Quan un dels literals d’una cla`usula bina`ria es torna fals, hem
d’assignar l’altre a cert si no ho esta` ja per tal de satisfer la cla`usula. Si esta` assignat a
fals, hem trobat un conflicte.
A banda de possibilitar un comportament especial en la propagacio´, tindre les cla`usules
bina`ries en una estructura de dades a banda permet dividir l’espai de memo`ria que
necessitem per elles per un factor de 6, i com que propaguem primer les cla`usules bina`ries,
estalviem accesos a cla`usules majors i trobem primer conflictes de mida menor.
Altres SAT solvers com MiniSAT tambe´ tracten de manera especial les cla`usules
bina`ries, encara que les mantenen en les mateixes estructures de dades que els literals
observats i no les aprofiten en altres punts de la resolucio´.
4.1.1 Estructura de dades
Per cada literal p tenim una llista de CacheLines com les descrites a la seccio´ 3.2.2. Cada
element de la llista contindra` simplement un literal qi i n’hi haura` tants com cla`usules
bina`ries de la forma p ∨ qi. Aquestes llistes no estan doblement enllac¸ades perque` no
eliminem cla`usules bina`ries durant l’execucio´.
Aquesta estructura de dades ens servira` tant per la propagacio´ de restriccions booleanes,
en la que donarem prioritat a les cla`usules bina`ries com per reco´rrer el graf d’implicacions
que introdu¨ım en la seccio´ segu¨ent amb diverses finalitats que descrivim me´s endavant.
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4.1.2 Clausura transitiva sota resolucio´
Una cla`usula bina`ria (a ∨ b) es pot interpretar tambe´ com (¬a ⇒ b) i (¬b ⇒ a), ja que
si algun dels dos literals de la cla`usula es torna fals, l’altre haura` de ser cert per tal de
satisfer la cla`usula. A me´s a me´s, si tenim (a∨b) i (¬b∨c), tenim que ¬a ⇒ b i que b ⇒ c,
per tant ¬a ⇒ c, i raonant en sentit invers, ¬c ⇒ a, que so´n equivalents a la cla`usula
(a ∨ c), que de fet obtenim per resolucio´ amb les dues anteriors.
En resum, podrem interpretar que tenim me´s cla`usules bina`ries que les provinents de
l’entrada i els lemes quan aixo` ens convinga, i el solver aprofitara` aquesta caracter´ıstica
de les cla`usules bina`ries en diferents moments de la resolucio´.
El graf d’implicacions
Podem entendre les cla`usules bina`ries com arcs en un graf que tindria els literals com a
ve`rtexs. Un arc del literal a al literal b vol dir que a implica b perque` tenim una cla`usula
(¬a ∨ b). Un camı´ del literal a al literal l vol dir que a implica l a trave´s d’una se`rie de
cla`usules bina`ries que donarien la cla`usula (¬a∨l) com a resultat d’una se`rie de resolucions
(els arcs del graf atravessats). Ho denotarem a ⇒∗ l.
Si comencem en un literal l i recorrem l’estructura de cla`usules bina`ries de les que
forma part el seu negat ¬l, podem trobar tots els literals que so´n consequ¨e`ncia de l a
partir de les cla`usules bina`ries, e´s a dir, totes les cla`usules de la forma (¬l ∨ p) que
podr´ıem aconseguir entre les cla`usules bina`ries que tenim i les resolucions entre elles. Per
aixo` haurem de fer un recorregut en el graf d’implicacions, comenc¸ant en l i seguint els
arcs que representen les cla`usules bina`ries.
p
q
r s
p
q
r s
q, r i s so´n consequ¨e`ncies lo`giques de p Si afegim (¬r ∨ p), p, q i r so´n equivalents
4.1.3 Cla`usules Unita`ries a partir de Bina`ries
Suposem que durant la resolucio´ del problema inferim una nova cla`usula bina`ria p∨ q. Si
trobem un literal l tal que p ⇒∗ l i q ⇒∗ l podem inferir la cla`usula unita`ria l i per tant
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podem fer backtrack a nivell de decisio´ zero i afegir l a l’assignacio´ actual, simplificant el
problema.
Aquesta funcionalitat no nome´s e´s efectiva generalment, reduint el nu´mero de decisions
preses pel solver i el temps d’execucio´ sino´ que tambe´ e´s eficient, afegint un overhead molt
baix.
4.1.4 Literals Equivalents
Un cicle en el graf d’implicacions significa que els literals que formen part del cicle so´n
equivalents. Per cada cla`usula bina`ria que afegeix, el solver comprova si crea un cicle, i
si e´s aix´ı, asigna un dels literals del cicle com a representant de tots els altres. Aixo` es
fa amb un Merge-Find Set, una estructura de dades que permet mantindre una particio´
dels literals en una se`rie de conjunts de literals equivalents. Si dos o me´s literals resulten
ser equivalents, els seus conjunts es fusionen a aquesta estructura de dades.
A partir d’aquest moment, nome´s es considera el representant dels literals per la
majoria de tasques del solver. Els altres literals li transfereixen la seua puntuacio´ a
l’heur´ıstica, els nous lemes nome´s contenen representants, i quan s’arriba a nivell de
decisio´ zero, es substitueixen els literals pels seus representants a les cla`usules, eliminant
virtualment aquestes variables de la fo´rmula.
Il.lustrarem l’equivale`ncia de literals amb l’exemple de la pa`gina 3.
Tenim que ¬b11 ⇒ b12 per la cla`usula (b11 ∨ b12) i b12 ⇒ ¬b11 per la cla`usula (¬b11 ∨
¬b12). Per tant podem dir que b11 ⇔ ¬b12, que podem interpretar com que posar una
torre a la casella (1, 1) equival a no posar-ne a la casella (1, 2). No e´s l’u´nica equivale`ncia
d’aquest problema, que de fet te´ un cicle que conte´ totes les variables: ¬b11 ⇒ b12 ⇒
¬b22 ⇒ b21 ⇒ ¬b11.
La deteccio´ de cicles en el graf d’implicacions es fa aprofitant el recorregut que fem
del graf per buscar cla`usules unita`ries a partir de noves bina`ries i per tant no suposa un
increment del temps d’execucio´ significatiu.
4.2 Simplificacio´ de lemes
Com me´s curta e´s una cla`usula me´s restringeix la cerca. Sovint sera` convenient intentar
simplificar els lemes per augmentar la seua efectivitat. A me´s a me´s simplificar els lemes
te´ un efecte acumulatiu, fent que els nous lemes generats siguen me´s curts.
La simplificacio´ de lemes introdueix un overhead, pero` pot reduir dra`sticament l’espai
de cerca. Aix´ı, en problemes senzills pot penalitzar, pero` pot ajudar a resoldre problemes
que no es podien resoldre sense la simplificacio´.
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benchmark percentatge benchmark percentatge
een-pico-prop05-50.cnf 31.00 een-tip-sat-nusmv-tt5.B.cnf 10.99
goldb-heqc-desmul.cnf 2.26 goldb-heqc-frg2mul.cnf 16.37
grieu-vmpc-s05-27.cnf 0.00 grieu-vmpc-s05-25.cnf 0.00
ibm-2002-05r-k90.cnf 26.90 ibm-2002-27r-k95.cnf 24.23
ibm-2004-06-k90.cnf 26.52 ibm-2004-26-k25.cnf 24.08
ibm-2004-3 02 3-k95.cnf 19.67 manol-pipe-c10id s.cnf 8.89
manol-pipe-c7b.cnf 29.05 manol-pipe-c9nidw s.cnf 0.00
manol-pipe-g10b.cnf 23.42 manol-pipe-g10id.cnf 9.37
manol-pipe-g7nidw.cnf 6.73 mizh-md5-48-5.cnf 21.45
mizh-sha0-35-2.cnf 25.09 mizh-sha0-35-3.cnf 25.36
simon-s02-w08-18.cnf 69.67 simon-s03-fifo8-300.cnf 59.16
simon-s03-fifo8-400.cnf 59.84 vange-col-inithx.i.1-cn-54.cnf 53.39
velev-engi-uns-1.0-4nd.cnf 13.29 velev-live-uns-2.0-ebuf.cnf 14.16
Taula 4.1: Percentatge d’equivale`ncies trobades respecte a nu´mero total de variables
Per simplificar lemes vam implementar la te`cnica utilitzada en MiniSat, basada en
resolucio´ amb les cla`usules que han provocat units, i la vam reforc¸ar amb una nova manera
de simplificacio´ basada en l’auto-subsumpcio´ per resolucio´ amb cla`usules bina`ries que
explicarem en la seccio´ 4.3.5.
Aquest nou tipus de simplificacio´ te´ un overhead gran en certs benchmarks, pero` ens
ha ajudat a resoldre’n alguns que quedaven fora del nostre abast per l’explosio´ de la mida
dels lemes generats.
Una altra manera d’aconseguir lemes curts ha sigut implementar la generacio´ de lemes
AllUIP a banda dels comuns 1st-UIP si el solver estima que tendiran a tindre una longitud
menor.
4.3 Processat de lemes
El guanyador de la SAT Competition del 2005 incorporava un preprocessador de la fo´rmula
que la simplificava de diverses maneres per reduir el temps de resolucio´. El mateix solver
MiniSAT, sense el preprocessador, va quedar en segon lloc, pero` suficientment distanciat
com per considerar incorporar un preprocessador semblant al solver Barcelogic.
El preprocessador de MiniSAT era un executable independent del solver, que en
executar-se escrivia una nova fo´rmula, me´s curta, que es passava al SAT solver. Si trobava
un model, era necessari tornar a executar el preprocessador per ampliar el model, donat
que la nova fo´rmula generada pel preprocessador podia tindre menys variables que la
fo´rmula original.
Per al solver Barcelogic vam decidir utilitzar les mateixes te`cniques, pero` en lloc
d’aplicar-les com a preproce´s les aplicar´ıem en qualsevol moment de la resolucio´. Descriu-
rem primer les te`cniques per reduir la fo´rmula i despre´s la manera d’implementar-les.
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4.3.1 Subsumpcio´
Si tenim una cla`usula C i una altra C∨D, podrem eliminar la cla`usula C∨D de la fo´rmula.
Si satisfem la cla`usula C, almenys un dels seus literals sera` cert, i per tant almenys un
dels literals C ∨D tambe´ ho sera`. Podrem eliminar C ∨D sempre que mantinguem C en
la fo´rmula. Direm que C subsumeix C ∨D.
4.3.2 Auto-subsumpcio´ per resolucio´
Si tenim una cla`usula l∨C i una altra ¬l∨C ∨D, de manera que la segona conte´ tots els
literals de la primera excepte un que te´ el signe canviat, podem inferir la nova cla`usula
C∨D per resolucio´, que al seu torn, subsumeix ¬l∨C∨D. En definitiva, d’aquesta manera
podem eliminar un literal d’una cla`usula. Com me´s curta e´s una cla`usula, me´s contribueix
a podar l’arbre de cerca. Si apliquem aquesta te`cnica podem seguir simplificant un lema
despre´s d’haver-lo afegit, i inclu´s simplificar cla`usules originals.
4.3.3 Simplificacio´ de lemes per resolucio´
Es tracta d’aplicar la te`cnica anterior sobre un lema abans d’afegir-lo per simplificar-lo al
ma`xim. Esta` implementat pero` actualment desactivat per ser massa costo´s en temps per
al que arriba a simplificar.
4.3.4 Eliminacio´ de variables
Moltes de les fo´rmules d’origen industrial que han de resoldre els SAT solvers procedeixen
de traduccions de circuits booleans o fo´rmules generals a CNF-SAT. Si s’utilitzen transfor-
macions com la de Tseitin, moltes variables seran resultats de portes lo`giques del circuit (o
subfo´rmules), de manera que es podran expressar com conjuncions o disjuncions d’altres
literals (les entrades de la porta). En aquestos casos pot ser convenient substituir les
variables per la seua equivale`ncia, si aixo` no incrementa la mida de la fo´rmula en exce´s.
Si tenim la porta lo`gica x = a OR b, amb la traduccio´ a CNF-SAT ens quedaran les
cla`usules (a ∨ b ∨ ¬x), (¬a ∨ x), (¬b ∨ x). En general, amb una porta de n entrades ens
quedarien n cla`usules bina`ries i una cla`usula de n+1 literals. El solver haura` de detectar
aquestes definicions de portes lo`giques i substituir la variable que representa la sortida
de la porta per una conjuncio´ o disjuncio´ de les seues entrades.
4.3.5 Implementacio´
Occur Lists
Per poder aplicar aquestes te`cniques necessitem poder accedir al conjunt de cla`usules que
contenen cada literal. Per cada literal tindrem una llista semblant a les que tenim per
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als literals observats o les cla`usules bina`ries, pero` que contindran punters a cla`usules (de
fet a la implementacio´ contenen insta`ncies de la classe Clause, que simplement conte´ un
punter a la cla`usula, apuntant a algun punt de l’espai de memo`ria reservat per cla`usules).
Per poder accelerar aquestes te`cniques de processat de cla`usules i lemes necessitarem
un camp me´s en les cla`usules, la signatura, que contindra` una ma`scara de 64 bits re-
presentant els literals presents a la cla`usula (me´s exactament dels seus nu´meros d’ordre
mo`dul 64). Tot i que l’estructura de dades que conte´ les cla`usules e´s una estructura de
baix nivell, afegir-li nous camps no suposa un problema en absolut.
Un altre canvi necessari per aplicar aquestes te`cniques va ser permetre eliminar una
cla`usula de la fo´rmula, fent que fo´ra ignorada des d’aquell moment pel solver. La
implementacio´ consisteix a posar tots els literals de la cla`usula i la seua signatura a
zero, i detectar aquesta situacio´ en diferents punts del solver, com a la propagacio´, on
s’eliminen els literals observats si s’intenta reseleccionar sobre una cla`usula ja eliminada.
Subsumpcio´ per cla`usules unita`ries
Comenc¸arem descrivint la implementacio´ d’un cas senzill, la subsumpcio´ amb una cla`usula
unita`ria l. Aixo` es pot aplicar quan l es cert a nivell de decisio´ zero. Si recordem
l’algorisme DPLL, quan assignem un valor cert a un literal, elimina`vem de la fo´rmula les
cla`usules on apareixia. Podem dir que el literal les subsumeix. A la pra`ctica no s’eliminen
literalment de la fo´rmula perque` caldria restaurar-los en cas de backtracking, pero` en el
cas de literals a nivell zero sabem que el seu valor ja no sera` afectat per cap backtracking,
aix´ı que podrem eliminar literalment les cla`usules que ja so´n certes perque` contenen aquell
literal.
El codi que ho implementa e´s relativament senzill:
// Remove all clauses containing l (called when l is True at decLevel 0)
uint subsume(Lit l) {
uint numSub = 0;
for(Clause* id = OccurFirst(&lists[l]); id;/*id=OccurNext(id)*/) {
removeClause(*id);
++numSub;
id = lists[l].remove(id);
}
return numSub;
}
El bucle recorre les cla`usules que contenen el literal l. La funcio´ removeClause() posa
a zero els literals de la cla`usula i la seua signatura com hem dit abans. A partir d’aquell
moment la cla`usula sera` ignorada, i l’espai que ocupa a memo`ria sera` reaprofitat en la
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segu¨ent eliminacio´ de lemes amb compactacio´. L’u´ltima l´ınia del bucle elimina el punter a
la cla`usula de l’occur list, i retorna el segu¨ent punter, per aixo` no cal cridar a OccurNext(),
que apareix comentat.
Subsumpcio´ per cla`usules bina`ries
Podem aprofitar la caracter´ıstica de les cla`usules bina`ries explicada a la seccio´ 4.1.2 per fer
subsumpcio´ amb el conjunt de cla`usules bina`ries que contenen un cert literal l. Haurem
de marcar les consequ¨e`ncies de ¬l al graf d’implicacions, de manera que si el literal l′ esta`
marcat e´s perque` podem obtindre la cla`usula l∨ l′ a trave´s d’una se`rie de resolucions amb
cla`usules bina`ries.
Quan tenim marcades les consequ¨e`ncies de ¬l, nome´s hem de reco´rrer l’occur list de l
per visitar totes les cla`usules que contenen l. Per cadascuna d’aquestes cla`usules, si tenen
algun literal m que e´s consequ¨e`ncia de ¬l podrem eliminar-la per subsumpcio´ amb l∨m.
Subsumpcio´ per cla`usules qualssevol
Donada una cla`usula ens interessara` buscar les cla`usules que contenen els mateixos literals
que ella, a banda d’alguns literals me´s. Per aixo` buscarem l’occur list me´s curta d’entre les
dels literals de la cla`usula i la seleccionarem per reco´rrer-la. Per cada cla`usula de l’occur
list haurem de comprovar si conte´ els mateixos literals que la cla`usula amb la qual la volem
subsumir. Per poder fer-ho de manera eficient utilitzem el fet de que els literals de cada
cla`usula estan ordenats. E´s l’u´nic lloc del solver on s’utilitza aquest fet, i en problemes
on els lemes so´n llargs i l’ordenacio´ s’emporta un temps considerable es podria pensar en
no ordenar els literals a les cla`usules i no fer subsumpcio´ o implementar-la d’una altra
manera. Pot continuar tenint un cost lineal si fem una passada per la cla`usula marcant
els literals que conte´ i despre´s per cada cla`usula de la llista comptem quants literals dels
que te´ estan marcats i comprovem que els te´ tots, pero` a la pra`ctica sera` me´s lent que
amb les cla`usules ordenades.
Per evitar haver de reco´rrer totes les cla`usules podem aprofitar la informacio´ de les
signatures. Si hi ha un bit a la signatura d’una de les cla`usules que no esta` a la de l’altra,
sabem que la primera no podra` subsumir a la segona, perque` hi haura` almenys un literal
que no tindrem a la segona.
Auto-subsumpcio´ per resolucio´ amb cla`usules unita`ries
De manera semblant a com fem subsumpcio´ amb les cla`usules unita`ries, hem de reco´rrer
les occur lists dels literals que ja so´n falsos a nivell de decisio´ zero i eliminar-los de les
cla`usules, reduint aix´ı la seua mida. El que es fa e´s marcar la cla`usula com eliminada i
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benchmark percentatge benchmark percentatge
een-pico-prop05-50.cnf 35.18 een-tip-sat-nusmv-tt5.B.cnf 13.51
goldb-heqc-desmul.cnf 31.10 goldb-heqc-frg2mul.cnf 27.29
grieu-vmpc-s05-27.cnf 22.88 grieu-vmpc-s05-25.cnf 18.33
ibm-2002-05r-k90.cnf 4.07 ibm-2002-27r-k95.cnf 7.35
ibm-2004-06-k90.cnf 5.59 ibm-2004-26-k25.cnf 0.55
ibm-2004-3 02 3-k95.cnf 7.25 manol-pipe-c10id s.cnf 2.70
manol-pipe-c7b.cnf 24.51 manol-pipe-c9nidw s.cnf 4.98
manol-pipe-g10b.cnf 11.22 manol-pipe-g10id.cnf 10.32
manol-pipe-g7nidw.cnf 15.32 mizh-md5-48-5.cnf 7.75
mizh-sha0-35-2.cnf 7.25 mizh-sha0-35-3.cnf 16.92
simon-s02-w08-18.cnf 12.88 simon-s03-fifo8-300.cnf 16.47
simon-s03-fifo8-400.cnf 14.20 vange-col-inithx.i.1-cn-54.cnf 28.11
velev-engi-uns-1.0-4nd.cnf 51.30 velev-live-uns-2.0-ebuf.cnf 31.27
Taula 4.2: Percentatge de cla`usules i lemes subsumits respecte al total
afegir-ne una altra que no te´ els literals que ja so´n falsos. La cla`usula que marquem com
eliminada sera` ignorada pel solver a partir d’aquell moment i eliminada definitivament en
la segu¨ent eliminacio´ de lemes.
Auto-subsumpcio´ per resolucio´ amb cla`usules bina`ries
Tambe´ sera` semblant a la subsumpcio´ amb cla`usules bina`ries. Marquem les consequ¨e`ncies
de l i recorrem les cla`usules que contenen l. Si tambe´ contenen un literal p marcat com a
consequ¨e`ncia de l, podrem resoldre la cla`usula amb ¬l ∨ p i eliminar aix´ı el literal l de la
cla`usula, marcant com en el cas anterior la cla`usula com eliminada i afegint-ne una nova
sense l.
Eliminacio´ de variables
Per intentar aliminar la variable v busquem si o be´ v o be´ ¬v equivalen a una disjuncio´
de literals. Aixo` de fet tambe´ contempla el cas d’equivale`ncia amb una conjuncio´ de
literals, perque` si p equival a q1 ∧ q2 ∧ ... ∧ qn llavors per la llei de de Morgan ¬p equival
a ¬q1 ∨ ¬q2 ∨ ... ∨ ¬qn.
Si trobem que v equival a q1 ∨ q2 ∨ ...∨ qn i volem eliminar-la de la fo´rmula haurem de
subtituir-la per q1∨ q2 ∨ ...∨ qn a les cla`usules on apareix v i per ¬q1∧¬q2 ∧ ...∧¬qn a les
cla`usules on apareix ¬v. Per mantindre la fo´rmula en CNF en aquest u´ltim cas haurem de
replicar la cla`usula ¬v∨C per cada literal en la definicio´: (¬q1∨C), (¬q2∨C), ..., (¬qn∨C).
Aixo` pot augmentar el nu´mero de cla`usules i haurem d’evitar afegir un nu´mero molt gran
de cla`usules per eliminar una variable.
El que fem e´s buscar definicions de v i ¬v com a portes OR i veure quantes cla`usules
afegir´ıem si les substitu¨ım per cadascuna de les definicions. Si no trobem cap deficio´ per
v ni ¬v no podrem eliminar aquesta variable. Si en trobem tant per v com per ¬v mirem
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Figura 4.1: Les barres de la dreta mostren els nous temps d’execucio´, en general menors,
amb eliminacio´ de variables
quina de les dues alternatives afegeix menys cla`usules. Tambe´ pot ser que de fet eliminem
cla`usules perque` algunes de les que afegim sera`n tautologies. Si el nu´mero de cla`usules
afegides e´s menor que un cert llindar, procedim a eliminar la variable.
Un detall a considerar quan eliminem variables e´s que el model en cas de ser satisfactible
no sera` complet, i haurem de tornar a llegir la fo´rmula original per completar el model
per propagacio´.
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Cap´ıtol 5
Extensions del solver
5.1 Satisfactibilitat Mo`dul Teories
La lo`gica proposicional te´ un poder expressiu limitat i hi ha problemes que necessiten una
major flexibilitat. Els problemes de Satisfactibilitat Mo`dul Teories so´n semblants a les
fo´rmules de satisfactibilitat booleana, pero` on alguns literals so´n substitu¨ıts per predicats
sobre un conjunt de variables no booleanes.
Exemples de predicats so´n 4x + 2y = 5, f(x, f(y, x)) = k, a − b > k, i s’interpreten
segons una certa teoria, que pot ser dels enters, racionals, reals, de diferents estructures
de dades com llistes, arrays, vectors de bits, etc.
En principi s’intentava resoldre aquestos problemes transformant-los a SAT, per exem-
ple convertint cada enter a 32 variables booleanes corresponents als seus 32 bits. Aixo`
permetia utilitzar qualsevol SAT solver per resoldre el problema, pero` la transformacio´
feia perdre la sema`ntica de la teoria, fent treballar el solver en exce´s en molts casos.
En els u´ltims anys s’ha provat un nou me`tode per resoldre aquest tipus de problemes
que combina la pote`ncia dels solvers especialitzats en cada teoria amb la dels SAT solvers
per decidir la satisfactibilitat de fo´rmules booleanes de lo`gica proposicional.
La combinacio´ me´s simple dels dos tipus de solvers consisteix a transformar els a`toms
de la fo´rmula en s´ımbols proposicionals, ignorant la teoria de fons, i passar-la al SAT solver.
Si troba que la fo´rmula e´s insatisfactible, tambe´ ho seria l’original; si en canvi troba un
model, el solver de la teoria pot comprovar la consiste`ncia del model segons la sema`ntica de
la teoria. Si e´s inconsistent amb la teoria, pot generar un lema amb s´ımbols proposicionals
que expresara` la seua incompatibilitat, l’afegira` a la fo´rmula booleana original i tornara`
a llanc¸ar el solver i repetir el procediment fins trobar un model consistent amb la teoria
o veure que la fo´rmula e´s insatisfactible.
Aquesta combinacio´ entre SAT solver i T-solver es pot millorar amb diverses te`cniques,
com fer el solver de la teoria incremental, per poder provar la consiste`ncia d’un model
a mesura que es va construint i no un cop s’ha completat, adaptar el SAT solver per
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fer backtracking tan aviat com el T-solver troba una inconsiste`ncia, o estendre la idea
de propagacio´ unita`ria al T-solver, fent-lo calcular literals implicats pels assignats fins al
moment segons la teoria.
El Barcelogic SAT solver, amb algunes modificacions, conforma el motor DPLL(X)
del solver de SAT Mo`dul Teories Barcelogic for SMT.
5.2 Trac¸a i Nuclis Insatisfactibles
Quan una fo´rmula e´s satisfactible el solver pot donar un model i es pot comprovar en
temps lineal amb la mida de la fo´rmula si el model e´s va`lid, certificant la satisfactibilitat
de la fo´rmula. Si pel contrari, la fo´rmula e´s insatisfactible, no e´s tan senzill de demostrar,
pero` e´s possible fer-ho escrivint una trac¸a a un fitxer a mesura que es resol el problema.
Amb cada conflicte, es troba un lema a partir de resolucions amb la cla`usula del
conflicte i cla`usules que figuren com a antecedent d’alguns dels literals assignats. Aquestes
cla`usules, al seu torn, poden ser cla`usules originals o lemes. Escrivint a un arxiu les
cla`usules implicades en la generacio´ de cada lema, es pot reproduir el proce´s de resolucio´
portat a terme pel solver.
Si el solver troba un conflicte a nivell de decisio´ zero, diu que la fo´rmula e´s insatisfactible.
De fet, a partir d’aquest conflicte i el conjunt de cla`usules originals i lemes es pot arribar
a la cla`usula buida a trave´s de resolucions seguint la trac¸a escrita a un fitxer.
Si la fo´rmula e´s satisfactible sabem que el model tindra` una mida proporcional al
nu´mero de variables en la fo´rmula. En canvi, en una fo´rmula insatisfactible, la se`rie de
resolucions que porten a la cla`usula buida poden tindre una mida exponencial respecte al
nu´mero de variables.
Per escriure la trac¸a cal introduir un nou camp a les cla`usules amb l’identificador
de la cla`usula. Els identificadors de les cla`usules originals so´n assignats segons el seu
ordre en l’entrada i els dels lemes comencen pel segu¨ent identificador disponible i es van
incrementant d’un en un. Com que les cla`usules unita`ries i les bina`ries es guarden d’una
manera diferent a memo`ria calen estructures de dades especials per mapejar els seus
identificadors.
A cada ana`lisi de conflicte, s’escriuen a la trac¸a els identificadors de les cla`usules
implicades en la resolucio´. Quan es troba un conflicte a nivell de decisio´ zero s’escriu
l’identificador del conflicte i a banda s’escriuen els antecedents de totes les variables
assignades en aquell moment.
Per provar la insatisfactibilitat, es comenc¸a amb el conflicte i es va fent resolucio´ amb
l’antecedent de cada literal fins arribar a la cla`usula buida. Aquesta resolucio´ pot introduir
nous literals que tambe´ s’hauran d’eliminar me´s tard amb una nova resolucio´. Sempre que
necessitem un lema (possiblement comenc¸ant pel conflicte) es construira` recursivament a
partir de les cla`usules que han contribu¨ıt en la seua generacio´.
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Si quan acabem de provar la insatisfactibilitat eliminem de la fo´rmula original les
cla`usules que no han contribu¨ıt en la generacio´ de cap dels lemes que hem necessitat per
la demostracio´, la fo´rmula resultant continuara` sent insatisfactible. Si repetim aquest
proce´s fins que no podem seguir reduint la fo´rmula trobem un nucli insatisfactible de la
fo´rmula original.
Aixo` e´s u´til en moltes aplicacions on es vol trobar una alternativa satisfactible al
problema. Sabem que si deixem les cla`usules del nucli insatisfactible, la fo´rmula continuara`
sent insatisfactible sense importar les modificacions que fem a la resta de cla`usules.
5.3 Deteccio´ de models parcials
Hem dit que no ens calia el pas de comprovar si la subfo´rmula era buida en l’algorisme
original de DPLL perque` en aquell cas simplement continuar´ıem assignant literals sense
trobar cap conflicte fins tindre totes les variables assignades.
Ara be´, en el context de SAT Mo`dul Teories s´ı que ens pot interessar saber el moment
en que` la fo´rmula ja esta` satisfeta abans d’haver assignat tots els literals, o si els u´ltims
literals assignats han satisfet noves cla`usules.
Per saber en tot moment quines cla`usules estan satisfetes necessitem un cap en la
cla`usula que ens indica si ja esta` satisfeta. En tenim prou amb un bit del camp info() de
les cla`usules, que ja utilitza`vem per guardar l’activitat de la cla`usula, si e´s original i si es
pot esborrar sense causar problemes quan eliminem lemes.
Per poder actualitzar aquesta informacio´ cada cop que assignem un literal necessitarem
tindre acce´s a totes les cla`usules que contenen cada literal. Aixo` de fet ja ho tenim a les
occurLists per al processat de lemes. El que haurem de fer tambe´ e´s tractar les cla`usules
bina`ries com a cla`usules normals, per que tinguen aix´ı el camp que diu si so´n certes i
poder afegir-les a les occurLists.
En el proce´s de propagacio´, cada cop que assignem un literal recorrem la llista de
cla`usules que el contenen i les posem a cert si no estaven satisfetes encara. Per aquest
proce´s nome´s comptaran les cla`usules originals.
Quan fem backtracking necessitarem posar aquest bit a fals en les cla`usules que hav´ıem
marcat com a satisfetes en els nivells de decisio´ que estem desfent. Per aixo` tindrem una
pila amb punters a les cla`usules marcades com a certes, amb indicadors de nou nivell de
decisio´ (punters nuls), i al backtracking desempilarem els u´ltims nivells i canviarem el bit
d’aquelles cla`usules.
En tot moment tindrem un comptador de les cla`usules que queden per satisfer, que
decrementarem quan satisfem cla`usules noves i incrementarem al backtracking. Si en
algun moment el comptador arriba a zero, sabrem que el model parcial que tenim satisfa`
la fo´rmula i no cal que assignem me´s literals.
Tambe´ ens sera` u´til veure quines decisions no han contribu¨ıt a satisfer noves cla`usules,
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que podem fer comparant el valor del comptador abans d’assignar el literal de decisio´ i
despre´s d’haver fet la seua corresponent propagacio´.
5.4 MaxSAT
En el problema de MaxSAT, l’objectiu e´s maximitzar el nu´mero de cla`usules satisfetes a
la fo´rmula. Hi ha diferents variants del problema, pot ser parcial si hi ha un conjunt de
cla`usules que hem de satisfer obligato`riament i un altre conjunt del qual hem de satisfer
el ma`xim possible, i tambe´ pot ser amb pesos, on no hem de maximitzar el nu´mero de
cla`usules sino´ la suma dels seus pesos. Tambe´ pot ser parcial i amb pesos alhora.
No e´s molt complicat modificar un SAT solver per resoldre problemes de MaxSAT.
Les hard-clauses (les que hem de satisfer sempre) s’afegeixen tal qual, mentre que a les
soft-clauses se’ls afegeix un nou literal, diferent per cada cla`usula, de manera que o be´
satisfem el nou literal o satisfem la cla`usula.
Sempre que el solver satisfa` un d’aquestos nous literals (a canvi de no satisfer una de
les soft-clauses), incrementa el cost de la solucio´ actual segons el cost d’aquella cla`usula.
Quan es troba una solucio´, es fixa el seu cost com a nova fita ma`xima del cost que han
de tindre les solucions segu¨ents.
Si en algun moment, el cost de la solucio´ parcial iguala aquesta fita, s’afegeix una
cla`usula que te´ tots els literals amb cost que te´ la solucio´ actual, que tindra` el significat
de que hem de satisfer almenys una de les soft-clauses que representen per poder millorar
la solucio´ trobada fins al moment. Aquesta cla`usula sera` falsa en aquell moment, i per
tant podrem analitzar el conflicte i fer backtrack per canviar alguna de les decisions que
han portat a una solucio´ que igualava o superava la fita ma`xima.
Tambe´ afegim la mateixa cla`usula i fem l’ana`lisi del conflicte sempre que trobem una
nova solucio´, per continuar la cerca amb una nova fita. Finalment trobarem un conflicte
a nivell zero, que ens indicara` que l’u´ltima solucio´ que hem trobat e´s o`ptima.
Despre´s d’un parell d’hores aplicant aquestos canvis, el solver Barcelogic va poder
resoldre problemes de MaxSAT amb comportaments equiparables als de solvers de Max-
SAT coneguts.
Cap´ıtol 6
Competicions de SAT
Fa uns anys que s’organitzen competicions de SAT1 en les que els SAT solvers participants
han de resoldre diferents problemes de CNF-SAT donats en un format esta`ndard en un
temps l´ımit determinat.
Diferents versions del Barcelogic SAT solver han participat en la SAT Race 20062 i la
SAT Competition 20073.
6.1 SAT Race 2006
A continuacio´ es mostren els resultats dels millors solvers de la SAT Race 2006, d’entre me´s
de 35 solvers participants a les rondes preliminars. Hav´ıen de resoldre el major nu´mero
possible entre un conjunt de 100 benchmarks d’origen industrial en un temps l´ımit de 900
segons.
Solver Resolts
minisat 2.0 73
Eureka 2006 67
Rsat 72
Cadence MiniSat v1.14 63
Actin (minisat+i) 63
Barcelogic 59
PicoSAT 57
QPicoSAT 54
Eureka e´s el solver propietat de intel que utilitzen per verificacio´ de hardware. Apareix
en segon lloc encara que no resol me´s benchmarks que Rsat perque` e´s me´s ra`pid en els
1http://www.satcompetition.org
2http://fmv.jku.at/sat-race-2006/
3http://www.satcompetition.org/2007/
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que resol. Cadence MiniSat i Actin so´n versions de MiniSat, el guanyador. Cadence e´s
l’empresa l´ıder en Automatitzacio´ de Disseny Electro`nic (EDA).
Barcelogic va quedar en 6ena posicio´, darrere de 3 versions diferents de MiniSat,
Eureka i Rsat. Aquesta versio´ no tenia encara moltes de les te`cniques descrites en aquesta
memo`ria, amb les quals arribaria a 68 benchmarks resolts.
Els organitzadors van executar els 6 millors solvers amb un temps l´ımit elevat de fins
a 30000 segons. El SAT solver Barcelogic, que ja implementava les millores de memo`ria
descrites al cap´ıtol 3, mostra una gran estabilitat amb temps d’execucio´ tan alts, sent
superat nome´s per MiniSat 2.0 per 1 benchmark me´s amb aquest temps l´ımit.
6.2 SAT Competition 2007
Encara que va haver aproximadament mig any entre la SAT Race i el termini per la
SAT Competition 2007, el projecte va estar en suspens uns mesos i la versio´ enviada a
la SAT Competition no era molt diferent a la de la SAT Race. El canvi principal va ser
la utilitzacio´ del preprocessador de MiniSAT, de llice`ncia lliure, per reduir la mida de
la fo´rmula abans de llanc¸ar el nostre solver. Tambe´ es van activar i desactivar algunes
opcions del solver que semblava que podrien funcionar millor.
Aquestos van ser els resultats dels millors solvers en la demonstration division de
la SAT Competition 2007 en la categoria de benchmarks industrials (d’un total de 44
solvers):
Solver Resolts
Rsat 106
picosat 535 103
TiniSatELite 103
Barcelogic 99
Spear FHS 1.0 99
MiniSAT 2007 97
S’ha apreciat una millora general en l’eficie`ncia dels solvers, i el nostre SAT solver ha
aconseguit mantindre’s en les primeres posicions.
Cap´ıtol 7
Conclusions i Direccions Futures
Podem dir que el Barcelogic SAT solver e´s un dels solvers me´s potents i funcionals de
l’actualitat, incorporant la majoria de te`cniques utilitzades en els solvers de l’estat de
l’art i algunes altres originals.
7.1 Ana`lisi des d’un punt de vista econo`mic
Tot i que aquest era un projecte principalment de recerca en cap moment ens oblidem
de les aplicacions pra`ctiques que pot tindre el solver i que ja hem esmentat en diversos
punts.
Companyies com intel donen ajuts a la universitat per la recerca en aquestes a`rees, i
sovint utilitzen SAT solvers per verificar circuits de hardware.
Hi ha moltes aplicacions dels solvers que encara queden per explorar, i problemes com
els de planificacio´ que tenen moltes empreses es resolen sovint manualment d’una manera
poc eficient i amb solucions de poca qualitat.
7.2 Direccions Futures
Provar noves caracter´ıstiques en un SAT solver no e´s gens fa`cil. Poden anar pitjor en
algunes insta`ncies i millor en altres, fent dif´ıcil la decisio´ de si so´n realment millors.
Un exemple e´s la simplificacio´ de lemes; en problemes senzills invertir me´s temps en la
simplificacio´ normalment augmenta el temps d’execucio´, pero` en problemes me´s complexos
tindre lemes me´s curts ajuda molt a podar l’espai de cerca, podent reduir el temps
d’execucio´ en un ordre de magnitud.
Fer aquestos experiments requereix molt temps de CPU, en part pel fet que` com
acabem d’il.lustrar no ens podem limitar als benchmarks que es resolen en poc temps.
Hi ha moltes caracter´ıstiques afegides al solver que no s’han arribat a provar tant com
ens hauria agradat, be´ per decidir si conve´ tindre-les activades o be´ per ajustar certs
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para`metres que poden repercutir molt´ıssim en el rendiment del solver, i que sovint anome-
nem nu´meros ma`gics, per haver estat decidits a partir de la intuicio´ o poca experimentacio´.
Des del punt de vista de la implementacio´, queden idees per provar. Potser ens podr´ıem
estalviar la indireccio´ entre l’estructura de dades que conte´ els punters a les llistes de
literals observats i la primera CacheLine de la llista tenint un vector indexat per literals
amb la primera CacheLine de cada llista.
Tambe´ podria anar be´ deixar les cla`usules bina`ries a l’estructura de dades dels literals
observats per no accedir a dues llistes diferents per fer la propagacio´ (i possiblement
replicades a banda per les altres operacions amb les bina`ries).
Aprofitant l’estructura de dades dels literals observats actuals podr´ıem provar a afegir
un nou camp amb una cache per un literal on guardar´ıem un candidat a ser reseleccionat
de la ca`usula. Aix´ı podr´ıem estalviar encara me´s accessos a cla`usules a canvi d’augmentar
la mida de l’estructura de dades dels literals observats.
Altres aspectes amb els que es pot experimentar so´n l’heur´ıstica, la pol´ıtica de restarts,
el local conflict clause recording d’Eureka, etc.
