The lonely branching random walks on Z d is an interacting particle system where each particle moves as an independent random walk and undergoes critical binary branching when it is alone. We show that if the symmetrized walk is recurrent, lonely branching random walks die out locally. Furthermore, the same result holds if additional branching is allowed when the walk is not alone.
Model and result
We consider systems of (critical binary) lonely branching random walks: Particles move as independent continuous-time irreducible random walks on Z d with jump rate 1, jumps are taken according to a probability kernel p xy = p y−x , x, y ∈ Z d . In addition, whenever a particle is alone at its site, it undergoes critical binary branching at rate γ. We will denote the particle configuration at time t by η(t) := (η x (t)) x∈Z d , with η x (t) being the number of particles at site x at time t. (from η, η x→y arises by moving a particle from x to y, η +x arises by adding a particle at site x and η −x arises by removing a particle at x). Using monotonicity and approximations with finite initial conditions, one can start the process (η(t)) t≥0 from any initial condition η(0) ∈ N Z d 0 . It is then -analogous to systems of independent random walks -in principle possible that the system explodes in finite time in the sense that the number of particles at some site becomes infinite. However, we will only consider (possibly random) initial conditions for which the system is well-defined and locally finite for all times (this is amply guaranteed by Assumption (1.3) in Thm. 1.2). We discuss the rigorous construction of the process with pointers to the literature in Remark 1.4 below.
Note that if p has finite second moments, Assumption 1.1 is equivalent to d ≤ 2. Theorem 1.2. If p = (p x ) x∈Z d satisfies Assumption 1.1, the branching rate γ > 0, and
holds, then the lonely branching random walks die out locally in probability, i.e., shows that η is a monotone process, thanks to the binary branching. Therefore it suffices to prove Theorem 1.2 under the assumption that E[η x (0)] is constant in x ∈ Z d . We assume this from now on.
Remark 1.4 (Construction of the process and suitable state spaces). The Markov process (η(t)) t≥0 can be obtained in a fairly straightforward way as a solution to an infinite system of Poisson-process driven stochastic equations, see [B03, Ch. 2.2] for a rigorous construction.
(η(t)) t≥0 is locally finite and well defined for any initial configuration η(0) from
where (p xy (t)) x,y∈Z d is the transition kernel of the random walk at time t: Comparison with supercritical binary branching random walks (particles split in two at rate γ) shows that then E η x (t)|η(0) ≤ e γt y η y (0)p yx (t) < ∞ for any x ∈ Z d , t ≥ 0, in particular, there is no explosion. Assumption (1.3) implies η(0) ∈ S max a.s.
If (1.5) is violated for a certain initial condition η(0), i.e. y η y (0)p yx 0 (t 0 ) = ∞ for some t 0 and x 0 , then by irreducibility, the system will explode everywhere by time t 0 +. (Note that the number of particles at x 0 at time t ′ , which did not undergo any branching in the time interval [0, t ′ ], is bounded from below by the sum of independent indicators with total mean e −γt ′ y η y (0)p yx 0 (t ′ ).) For computations involving the generator (1.1), it is more convenient to restrict to a smaller set of allowed initial conditions, which is still large enough for the purposes of this note: Pick some reference weight sequence (
xy v y for some M > 1 and a summable and strictly
xy denotes entry (x, y) of the n-th power of p.] Let
(1.7)
S w is (a closed subset of) a weighted ℓ 1 -space, equipped with ||·|| w it is a complete and separable metric space; S w ⊂ S max for any such choice of (w x ). Write Lip(S w ) for the Lipschitz continuous functions on S w . It follows from the computations in [B03, Section 2.2] that for f ∈ Lip(S w ) there exists c f < ∞ such that
and that Lip(S w ) is a core for L from (1.1). In particular (see, e.g., [B03, Lemma 3]) there is a constant C = C(w) < ∞ such that E ||η(t)|| w ≤ e Ct E ||η(0)|| w for all t ≥ 0 (1.9) and E ||η(0)|| w < ∞ (1.10)
implies that η(t) ∈ S w for all t. Note that (1.3) implies (1.10).
Discussion
The system (1.1) is a special case of self-catalytic critical binary branching random walks (SCBRW b ) on Z d where each particle independently performs a random walk with kernel p and in addition while there are k − 1 other particles at its site, it splits in two or disappears with rate b(k), where b :
is the branching rate function, i.e., the second sum on the right-hand side of (1.1) is replaced by L The case b(k) = ck for some c > 0 corresponds to classical systems of independent branching random walks (IBRW). For IBRW, local extinction in "low dimensions", i.e. when the underlying symmetrised random walk is recurrent, is well known, [K77] , [D77] , [F75] . In fact, the low-dimensional IBRW exhibit "clustering" -local extinction combined with increasingly rare regions of diverging particle density. See also [L-MW94] for references and discussion concerning persistence vs. local extinction for independent branching random walks in various contexts.
These papers do make use of the independence properties inherent in IBRW (different families evolve independently), which is not the case in our system(s). In particular, our arguments do not (and can not) rely on explicit computations or estimates for Laplace transforms.
Our proof technique for Theorem 1.2 is in so far inspired by [K77] that we show clustering by analysing a suitable stochastic representation of the Palm distribution. In the context of IBRW and its relatives, related "Kallenberg tree" constructions for critical spatial systems have been used e.g. in [GRW90] , [GW91] , [GRW92] , [GW94] and similarly, "spine" constructions for supercritical branching processes have been considered in the literature, e.g. [EK04] and references there (see also [LPP95] and discussion of references there on p. 1129). Arguably, the present manuscript highlights the robustness and usefulness of this type of stochastic representation, especially when more analytic tools are unavailable because of inter-dependence of different families.
Even under Assumption 1.1, one can set up initial conditions η(0) such that (1.4) and (1.3) both fail. For example, take for p symmetric simple random walk on Z 1 and make η x (0) ≈ e c|x| grow to ∞ as |x| → ∞ so that η(0) ∈ S max but the number of particles which reach 0 at time t without having branched before does not converge to 0 in probability. Obviously, such initial conditions are not stationary in space and it seems highly doubtful whether η(t) would then converge to an equilibrium concentrated on S max . Still, while Theorem 1.2 shows in particular that under Assumption 1.1 there can be no non-trivial equilibria with finite intensity, it does not rule out the possibility of equilibria with infinite intensity. It is known that this is not the case for IBRW, see [BCG93] (there, literally proved for branching Brownian motion and super Brownian motion, using comparison arguments for the Laplace transforms). For SCBRW, this question remains open at the moment.
When p is transient, there is a family of non-trivial equilibria, parametrised by the average particle density, analogous to the case of IBRW, see [B03, Prop. 3] .
In [BS14] , we considered the following caricature of the system ξ from Section 2.3, originally proposed by Anton Wakolbinger: Replace the random walk special path by a constant path and disallow branching away from the special path but keep the immigration mechanism along it unchanged ("random walks with self-blocking immigration"). The main results from [BS14] corroborate Theorem 1.2 in a quantitative way, and in fact lead to the conjecture that in d = 1 and assuming that p has finite second moments, the typical number of particles at the origin under the Palm distribution of the lonely branching random walks should diverge like log t in d = 1. However, undoing the caricature steps to convert our findings into an actual proof of this conjecture will require new arguments.
In Section 2, we introduce the stochastic representation of the locally size-biased (or "Palm") law of η; its behaviour is analysed in Section 3, which completes the proof of Theorem 1.2.
The locally size-biased process
The key to proving Theorem 1.2 is to study the locally size-biased law of η, which we introduce below.
2.1
The locally size-biased process η (x,T ) as a main ingredient for the proof of Theorem 1.2
(2.1) (2.1) follows in particular from the assumption (1.3) in Theorem 1.2 but this is the "correct" (and somewhat milder) assumption for the following construction since the term in (2.1) equals
for any (say, bounded or non-negative) test function f . We will show that for every
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Figure 1: Representation of the locally size-biased system η (0,T ) .
(2.3) implies Theorem 1.2 by a standard argument. Indeed, by (2.2) with f (η) =
A stochastic representation of η (x,T )
Given the locally size-biased process η (x,T ) , we can select uniformly at random one of the particles at x at time T -note that η (x,T ) x (T ) ≥ 1 a.s. -and denote its ancestral path by X := (X t ) 0≤t≤T . The pair ( η (x,T ) , X) admits the following alternative representation (see Figure 1 ), which will be the starting point of our analysis.
Pick X(0) with distribution
Given X(0) = y, let (X(t)) 0≤t≤T be a random walk (with kernel p) conditioned to be at x at time T , and let ξ (x,T ) (0) have the law of η (y,0) (0). Given the path (X(t)) 0≤t≤T , the system ( ξ (x,T ) (t)) 0≤t≤T evolves according to the dynamics of the lonely branching random walks, except that one of the particles at X(0) at time 0 becomes the "selected particle" and follows the path X. Whenever a branching event occurs for the selected particle, which happens with rate γ while the selected particle is alone, it produces an offspring (i.e., it never dies).
Proposition 2.1. The pair ( ξ (x,T ) , X) has the same distribution as ( η (x,T ) , X). In particular,
holds for any non-negative measurable test function f :
Proposition 2.1 is [B03, Prop. 5], a proof via a time-discretisation approximation was sketched there (the analogous result in the discrete-time case can be achieved by a straightforward calculation, see [B03, Lemma 8] ).
Let us explain heuristically why such a representation holds. The discussion in [B03] is more detailed; we also present in Section 2.2.1 below an alternative proof of Proposition 2.1 by interpreting the local size-biasing of η(T ) as a Doob transformation.
For simplicity, assume that y η y (0) < ∞ (the general case requires an additional approximation argument). Note that the particle configurations (η(t)) 0≤t≤T can be obtained from the family trees of all the ancestral particles at time 0, where the family tree T of an ancestral particle records the times of branching/death and the jumps of all its descendants. Let
be the set of family trees generated by the size-biased lonely branching random walks η (x,T ) , and let
be the set of family trees generated by the ξ (x,T ) process. To show that ( ξ (x,T ) , X) has the same distribution as ( η (x,T ) , X), it suffices to show that ( T , X) and ( T , X) have the same distribution. We refrain from formally defining the family trees. For a formalisation of a space of marked trees that could be used here see e.g. [HR17] and the references there.
Given the family tree S of an ancestral particle at time 0, let b(S), d(S) and j(S) denote respectively the set of times in (0, T ) when the ancestral particle or any of its descendants undergoes a branching, death, or a jump. For each t ∈ j(S), let ∆(t) ∈ Z d denote the associated jump increment. Let l(S) denote the total time length of the family tree S up to time T . For a selected path X in the family tree S, let b(X) and j(X) denote the set of times in (0, T ) when X undergoes a branching or a jump.
Note that the probability density (w.r.t. product Lebesgue measure for the times of branching, death, and jumps) of T being equal to a given set of family trees S = {S z,i } z∈Z d ,1≤i≤ηz(0) , and X following a given path Y in S y,1 with Y (T ) = x, is equal to
where (η(t)) 0≤t≤T is the particle configuration generated by the family trees S, l lon (S z,i , S) is the total "lonely length" of the family tree S z,i w.r.t. the whole set
e. the length of all those parts of the branches of the tree S z,i which correspond to a particle which is currently alone at its site), 1 Adm ensures that (S, Y ) is an admissible configuration for the lonely branching random walks, the factor 1/η x (T ) accounts for the probability of selecting Y among all η x (T ) paths ending at x at time T , the factor η z (0)! accounts for the symmetry in assigning the family trees (S z,i ) 1≤i≤ηz (0) to the η z (0) individuals at z at time 0, the exponential factor accounts for the absence of branching, death and jumps in S z,i except at the specified times, the factor γ/2 is the probability density of a branching or death occurring at a specified time, and a factor 2 is assigned to each branching to account for the symmetry in assigning sub-family trees to the two descendants. Similarly, we find that the probability density of ( T , X) being equal to (S, Y ) is given by
Observe that f (S, Y ) = g(S, Y ), and hence ( ξ (x,T ) , X) has the same distribution as ( η (x,T ) , X).
2.2.1 Local size-biasing as a Doob-transform: Another proof of Proposition 2.1
Proposition 2.1 can be proved "directly" (and in a sense, "purely algebraically" using computations with the generator) without approximation arguments, i.e., not using time-discretisation nor approximation by finite systems. This can be formulated in terms of a "filtering problem" for an enriched Markov process that we briefly sketch here, with more detailed computations relegated to Appendix B.
h is space-time harmonic for (η t ) 0≤t≤T , see (B.4) in Appendix B. Thus, we can define the h-transformed process η(t) 0≤t≤T with (time-inhomogeneous) generator
for 0 ≤ t < T , η ∈ S w . With reference to Remark 1.4, we can use for example test functions f : S w × [0, T ] → R such that f (·, t) and ∂ ∂t f (·, t) are both Lipschitz continuous uniformly in t ∈ [0, T ]. Note that by definition, for any (say, non-negative or bounded) test function f
i.e., we have η = d η (x,T ) from (2.2). Straightforward computation (see Appendix B) yields
where
can be interpreted as the probability that, given η(t) = η, the selected particle is a particular particle at site x at time t.
Enriched process including a selected path Note that the formulation of η as a timeinhomogeneous Markov process with generator (2.7) does not literally contain a particle with a "privileged status", in contrast to our formulation at the beginning of Section 2.2. The statement in Proposition 2.1 includes the path X of the selected particle, and we can keep track of the "tagged position" X(t) where the selected particle currently sits in a Markovian way. Indeed, the process ( ξ, X) = ξ(t), X(t) 0≤t≤T from Proposition 2.1 is a timeinhomogeneous Markov process with values in S w × Z d (more precisely, only pairs (ξ, z) with ξ z ≥ 1 are possible) and generator
Here, we can use test functions f :
and ∂ ∂t f (·, z, t) are both Lipschitz uniformly in z ∈ Z d and t ∈ [0, T ]. Strictly speaking, since some jump rates can become ∞ at t = T − (namely, for z = x 0 ), we should restrict to subintervals [0, T ′ ] with T ′ < T first and then let finally T ′ ր T ; we will skip these details in the presentation.
Markov mapping Define the projection π Sw : S w × Z d → S w with π Sw (ξ, z) = ξ. Proposition 2.1 follows from the distributional identity
(2.12)
In fact, we have
where for 0 ≤ t ≤ T , the probability kernels α t from S w to M 1 (S w × Z d ) are defined via
with h(ξ, t) = x ξ x p x,x 0 (T − t) from (2.6). Obviously α t ξ, π
Sw ({ξ}) = 1 for each ξ. We can view this as a "filtering problem" for the process with a tagged site and (2.12) is a consequence of (a time-inhomogeneous version of) a Markov mapping theorem, see e.g. 
Consider suitable test functions
(2.14)
Note that π Sw ( ξ(0), X(0)) = ξ(0) = d η(0) by construction. To conclude (2.12) for T > 0 we need to verify that
It suffices to consider functions f of the form f (ξ, z, t) = f 1 (ξ, t)1 z=z 0 (2.16) for some suitable f 1 : S w × [0, T ] → R and z 0 ∈ Z d . The proof that (2.15) holds for such functions is a lengthy but straightforward computation with the generators and is delegated to Appendix B.
The size-biased process viewed from the immigration source
We have just shown that the locally size-biased process ( η (x,T ) ) 0≤t≤T , together with the randomly chosen path X, has the same distribution as ( ξ (x,T ) , X), where X can be interpreted as the immigration source. When η(0) is translation invariant, it is easily seen that the process ξ = (ξ z (t)) z∈Z d ,0≤t≤T with ξ z (t) := ξ (x,T ) X(t)+z (t) − δ 0 , where the immigration source is shifted to the origin and removed from the particle configuration, is a time-homogeneous Markov process
which encode respectively the random walk motions of the particles, the lonely critical binary branching of the particles, the immigration of particles at the origin, and the spatial shift (θ x ξ) y = ξ x+y to compensate the jumps of the immigration source. The process ξ is clearly a well-defined Markov process on the space of finite configurations
Let us equip S fin with the partial order such that ξ ξ ′ if and only if ξ x ≤ ξ ′ x for all x ∈ Z d . It is then easily seen that ξ is monotone in the sense that: given two initial configurations ξ(0) ξ ′ (0), there is a coupling such that almost surely, ξ(t) ξ ′ (t) for all t ≥ 0. For this, one can use, for example, a small adaptation of the construction in [B03, Section 2.2].
Using this monotonicity, we can further extend the state space of ξ to
equipped with the same partial order . More precisely, for any ξ(0) ∈ S, let ξ (n) (0) ∈ S fin be any sequence which increases monotonically to ξ(0). We then define (ξ(t)) t≥0 to be the monotone limit of (ξ (n) t ) t≥0 under the afore-mentioned coupling of (ξ (n) ) n∈N . Note that the law of (ξ t ) t≥0 does not depend on the choice of ξ (n) (0) ↑ ξ(0). It is in principle possible that ξ x (0) grows so quickly as |x| → ∞ that ξ x ′ (t ′ ) = ∞ occurs at some point t ′ ≥ 0 for some x ′ and then ξ · (t ′′ ) ≡ +∞ for all t ′′ > t ′ ; however, this will not be the case for the initial conditions we consider below.
Inspection of the construction of ξ (x,T ) and its relation with ξ shows that: if E[η y (0)] is constant in y ∈ Z d (which we can assume by the remark after Theorem 1.2), then the shifted path (X(t) − X(0)) 0≤t≤T from (2.4) is a random walk with transition kernel p, and for any T > 0, we have the stochastic domination relation
(we can think of ξ as describing a subset of the particles in ξ (0,T ) , namely only the relatives of the selected particle). To prove (2.3) and conclude the proof of Theorem 1.2, it then suffices to show that given ξ(0) ≡ 0, ξ x (t) → ∞ in probability for all x ∈ Z d .
3 Proof of Theorem 1.2
As noted after (2.20), to prove Theorem 1.2, it suffices to show that ξ, the locally size-biased process viewed from the immigration source introduced in Section 2.3 above, diverges locally with probability 1. We will accomplish this by first establishing a dichotomy between (ξ x (t)) t≥0 being tight and ξ x (t) → ∞ in probability for every x ∈ Z d , formulated in Lemma 3.1 below. We will then rule out tightness by contradiction, using first and second moment bounds for ξ and the Paley-Zygmund inequality.
Dichotomy between tightness and unbounded growth
Lemma 3.1. The process ξ := (ξ t ) t≥0 is monotone on the state space S. Furthermore, starting from ξ(0) ≡ 0, the law L(ξ(t)) is stochastically non-decreasing in t, and the following dichotomy holds:
ii) or ξ x (t) → ∞ in probability as t → ∞ for every x ∈ Z d .
In case i), we have ξ(t) ⇒ ξ (∞) ∈ N Z d 0 in the sense of finite-dimensional distributions, where L(ξ (∞) ) is a stationary law for the process, with P(ξ
Proof. The monotonicity of ξ on the state space S is inherited from its monotonicity on the space of finite configurations, S fin , defined in (2.18). Given ξ(0) ≡ 0, we have ξ (0) ξ(s) for any s ≥ 0. It then follows that the law of ξ(t) is stochastically non-decreasing in t ≥ 0, and as t → ∞, ξ(t) converges in finite-dimensional distribution to a limit ξ (∞) ∈ S.
We first assume i), that L(ξ x (t)) : t ≥ 0 is tight for every x ∈ Z d . Then ξ (∞) ∈ N Z d 0 almost surely. We claim that the law L(ξ (∞) ) is stationary for the process ξ. Indeed, let ξ ′ start with
On the other hand, ξ ′ (t) can be constructed as the monotone limit of ξ ′ (n) (t) with initial condition ξ ′ (n)
under a suitable coupling of (ξ(n)) n∈N and ξ (∞) . Note that
) for all t ≥ 0, and L(ξ (∞) ) is a stationary law for ξ.
In order to show that if i) fails, ii) must hold, we use monotonicity and a simple "re-start" argument. One can alternatively prove that claim via an explicit, though lengthy to formulate, coupling construction and the Hewitt-Savage-0-1-law, analogous to [B03, Sect. 3.2].
Let us now assume that i) fails, so that {L(ξ x (t)) : t ≥ 0} is not tight for some x ∈ Z d . Then P(ξ (∞) x = ∞) = ǫ for some ǫ ∈ (0, 1]. Since for any y ∈ Z d , there is a fixed positive probability that a particle from x will move to y in unit time without undergoing any branching or death, we conclude that we must have P(ξ (∞) y = ∞) ≥ ǫ for all y ∈ Z d . Switching x and y then shows that P(ξ (∞) x = ∞) = ǫ for all x ∈ Z d . We will prove ǫ = 1 by contradiction. First note that since ξ 0 (t) converges in law to ξ (∞) 0 , for any δ > 0 and K > 0, we have
Let ξ ′ (n) be a sequence of the ξ process with initial condition ξ ′ (n) (0) = ξ(n), coupled in such a way that almost surely, ξ ′ (n) (0) ↑ ξ (∞) . Conditioned on a sequence of initial conditions
< ∞, which occurs with probability 1 − ǫ, by monotonicity,
) for all n ∈ N and t > 0. In particular, by (3.1), we can choose t large enough such that uniformly in n ∈ N and ξ ′ (n) (0),
On the other hand, conditioned on a sequence of initial conditions ξ
= ∞, which occurs with probability ǫ, we have ξ ′ (n) 0 (t) → ∞ as n → ∞ in probability, since there is a fixed probability for a particle to start from the origin and return to the origin at time t without undergoing branching or death along the way. Combining the above two cases, we conclude that for all n large enough,
In particular, P(ξ
1) and δ is chosen sufficiently small. Since K can be chosen arbitrarily large, this implies that P(ξ (∞) 0 = ∞) > ǫ, which is a contradiction. Therefore when i) fails, we must have ǫ = 1, i.e., ξ x (t) → ∞ in probability for all x ∈ Z d .
Lastly, we show that in case i), P(ξ
Recall that p xy (t) denotes the transition probability kernel of a random walk with jump kernel p. First we claim that:
Let us consider the stationary process ξ ′ with ξ ′ (0) = ξ (∞) . If (3.2) fails, then for some t 0 > 0,
= ∞ with positive probability. Let us fix an initial configuration ξ ′ (0) with
With probability e −(1+γ) , the immigration source X in the locally size-biased system ξ ′ does not move and has no immigration during the time interval [0, 1]. Conditioned on this event, we have ξ ′ (t) = ξ ′ (t) − δ 0 for t ∈ [0, 1], and the ξ ′ system is easily seen to stochastically dominate a collection of independent random walks ξ ′′ with initial condition ξ ′′ (0) := ξ ′ (0), where each walk jumps with rate 1 and kernel p and dies with rate γ, regardless of whether it is alone or not. A Borel-Cantelli argument then shows that given z p z0 (t 0 )ξ ′′ z (0) = ∞, we must have ξ ′′ 0 (t 0 ) = ∞ a.s., and hence ξ ′ 0 (t 0 ) = ∞ a.s.. It follows that
= ∞) > 0, which is a contradiction. Therefore (3.2) must hold.
Given ξ ′ (0) with z p z0 (1)ξ ′ z (0) < ∞, we now show that P(ξ ′ 0 (1) = 0|ξ ′ (0)) > 0, which implies P(ξ (∞) 0 = 0) > 0 by the stationarity of ξ ′ . Again, let us restrict to the event that the immigration source does not move or have immigration during the time interval [0, 1]. Conditioned on this event, the ξ is system is easily seen to be stochastically dominated by a collection of independent branching random walks ξ ′′′ with initial condition ξ ′′′ (0) := ξ ′ (0), where each walk jumps with rate 1 and kernel p and branches into two with rate γ. We can choose L large enough such that the expected number of particles that originate from outside [−L, L] at time 0 and is at 0 at time 1, is less than 1, so that with positive probability, no particle originating from outside [−L, L] will be at the origin at time 1. Clearly there is also positive probability that none of the particles originating from [−L, L] will have an offspring at the origin at time 1. Therefore we have P(ξ ′′′ 0 (1) = 0|ξ ′′′ (0)) > 0, and the same holds for ξ ′ .
Moment computations for ξ
We now derive bounds on the first and second moments of ξ x (t). Note that we require the results discussed in this section only for ξ(0) ∈ S fin (in fact, only for ξ · (0) ≡ 0), so that ξ(t) ∈ S fin for all t ≥ 0 and the expressions involving the generator will always be well-defined.
To keep track of the joint positions of two particles in the ξ system, we introduce two dependent random walks ( X) t≥0 and (
where Y (0) , Y , Y ′ are three independent random walks with jump rate 1 and jump kernel (p z ) z∈Z d . The walks Y and Y ′ represent the independent motions of two particles in the ξ system, which is the stochastic representation of the locally size-biased branching random walks with a moving immigration source, while Y (0) represents the motion of the immigration source in ξ.
Note that individually, both ( X(t)) t≥0 and ( X ′ (t)) t≥0 are random walks with jump rate 2 and jump kernel (
Let p xy (t) := P x ( X(t) = y) denote its transition probability kernel, with p 0 := p 00 . Let L (1), * denote the generator of the time-reversed random walk for X, which has the same distribution as − X, with transition kernel q xy (t) := p yx (t) = p xy (t) by symmetry. Note that jointly ( X(t), X ′ (t)) t≥0 is a random walk on Z 2d with generator
(x,y),(w,z) (t) := P (x,y) ( X(t), X ′ (t)) = (w, z) (3.3) denote its transition probability kernel. Let L (2), * denote the generator for the time-reversal of ( X, X ′ ), which has the same distribution as (− X, − X ′ ), with transition kernel q (2) (x,y),(w,z) (t) := p (2) (w,z),(x,y) (t).
Lemma 3.2. The first two moments of ξ · (t) admit the following representation:
Remark 3.3. Note that ξ x (t)(ξ y (t) − δ xy ) counts the number of pairs of particles, with the first particle from position x and the second from position y at time t. The terms in the sum in (3.6) are respectively contributions from the following cases: the pair of particles sampled from x and y at time t come from distinct ancestors at time 0; the pair of particles come from the same ancestor; the pair of particles come from distinct ancestors with at least one ancestor being a particle added at the immigration source at the origin.
Applying Duhamel's principle for semilinear equations (e.g. [P83, Thm. 6.1.2]) and using the fact that the random walk with generator L (1), * has the same distribution as the time reversal of X, we obtain (3.4).
(2) Let f x,y (t) := E ξ x (t)(ξ y (t) − δ xy ) , which is easily seen to solve (cf. (A.2) below)
(3.9)
Again, applying Duhamel's principle and using the fact that the random walk with generator L (2), * has the same distribution as the time reversal of ( X, X ′ ), we obtain (3.6).
Long-time behaviour of ξ
We now conclude the proof of Theorem 1.2 by ruling out tightness in Lemma 3.1.
Lemma 3.6. If p satisfies Assumption 1.1, then starting from ξ · (0) ≡ 0, we have ξ x (t) → ∞ in probability as t → ∞ for any x ∈ Z d .
Proof. By Lemma 3.1, it suffices to show that the family (ξ 0 (t)) t≥0 is not tight. We argue by contradiction: Assume that this is not the case, then we obtain from Lemma 3.1 that (ξ x (t)) t≥0 must be tight for every x ∈ Z d , and ξ(t) converges in distribution to a non-trivial equilibrium Straightforward computation using (3.14) (and (3.4) in Lemma 3.2) then yields
Combined with (3.12) from Lemma 3.5 and applying the Paley-Zygmund inequality, we have
It follows that (ξ 0 (t)) t≥0 is not tight because our assumption implies E[ξ 0 (t)] → ∞, which contradicts the assumption that (ξ 0 (t)) t≥0 is tight. Therefore (ξ 0 (t)) t≥0 cannot be tight.
Remark 3.7. A natural generalisation of the lonely lonely branching random walks is to consider SCBRW b (as defined in Section 1.1) with branching rate function b(j) = γ1 j=j * for some j * ≥ 2 and γ > 0. It turns out that the arguments from Sections 2 and 3.2 can be adapted in a fairly straightforward way to this case. However, it seems not obvious how to then obtain the dichotomy between tightness and growth as in Section 3.1. Obviously, one could now not simply start the ξ system from the empty configuration and starting from some other initial condition it is not a priori clear how to implement a restart argument. We believe that a suitable analogue of Theorem 1.2 holds but we defer this to future research.
hence LF x (ξ) = L (1), * F · (ξ) x + δ x0 γ1 {ξ 0 =0} , (A.1) which implies that f x (t) = E[F x (ξ(t))] satisfies the equation (3.8).
To derive (3.9) for f x,y (t) := E ξ x (t)(ξ y (t) − δ xy ) , let F x,y (ξ) := ξ x (ξ y − δ xy ). We have We also have L im F x,y (ξ) = γ1 {ξ 0 =0} δ x0 ξ y + δ y0 ξ x , L br F x,y (ξ) = γ1 {ξx=1} δ xy (1 − δ x0 ) 1 2 (ξ x + 1)ξ x + (ξ x − 1)(ξ x − 2) − 2ξ x (ξ x − 1) = γ1 {ξx=1} δ xy (1 − δ x0 ).
Altogether we obtain LF x,y (ξ) = L (2), * F ·,· (ξ) x,y + γ1 {ξx=1} δ xy (1 − δ x0 ) + γ1 {ξ 0 =0} δ x0 ξ y + δ y0 ξ x . (A.
2)
It then follows that that f x,y (t) := E F x,y (ξ(t))] satisfies the equation (3.9).
B Auxiliary computations for Section 2.2.1
Proof that h from (2.6) is space-time harmonic for (η t ) 0≤t≤T : + + γ1 {ηz 0 =1} f 1 (η= Inserting (B.7) into (B.6) we obtain L t g(η, t) η z 0 s z 0 (η, t) = x,y (η x − δ xz 0 )p xy f 1 (η x→y , t) − f 1 (η, t) + x η x p xz 0 1 η z 0 f 1 (η x→z 0 , t)
and comparing this with (B.5) yields (2.15).
