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CONTRACTIVE MARKOV SYSTEMS
IVAN WERNER
Abstract
Certain discrete-time Markov processes on locally compact metric spaces which arise from graph-
directed constructions of fractal sets with place-dependent probabilities are studied. Such systems
naturally extend ﬁnite Markov chains and inherit some of their properties. It is shown that the
Markov operator deﬁned by such a system has a unique invariant probability measure in the
irreducible case and an attractive probability measure in the aperiodic case if the vertex sets form
an open partition of the state space, the restrictions of the probability functions on their vertex
sets are Dini-continuous and bounded away from zero, and the system satisﬁes a condition of
contractiveness on average.
1. Introduction and main deﬁnitions
The study of Markov processes on metric spaces associated with a random iteration
of maps has a long history which can be traced back to a paper by Onicescu and
Mihoc [15]. The reader is referred to Kaijser [10, 11], Barnsley et al. [1]a n dS t e n ﬂ o
[16]f o rh i s t o r i c a lr e v i e w s .
Our work can be seen as a continuation of work by Barnsley et al. [1] and
Elton [5], the motivation for which was computer modelling of ‘fractal’ measures.
This addresses the following heuristic question. What is the most general randomly
driven ﬁnite mechanical structure on a metric space which determines a Markov
operator with a unique invariant Borel probability measure?
If the metric space is ﬁnite, then one would immediately think about a directed
graph with probability weights which determines a stochastic matrix, the only
possible Markov operator in this case. A good candidate for such a mechanical
structure handleable by a computer in a general case is a ﬁnite family of Lipschitz
maps (we)e E on the metric space with some probability functions (pe)e E (that
is, pe(x)   0f o re v e r ye   E and
 
e E pe(x)=1f o ra l lx). The Markov operator
which arises from it has the following form.
Uf :=
 
e E
pef   we for all Borel measurable functions f.
Obviously, for any Borel subset B, U1B(x)d e ﬁ n e sat r a n s i t i o np r o b a b i l i t yf r o mt h e
point x into the set B. Such systems have already been used for modelling di erent
stochastic processes for a long time (see the literature cited above), and they were
rediscovered by Hutchinson [8] (although he considered only constant probability
functions) for constructions of so-called self-similar or fractal sets and measures
supported by them. Such systems in a general setting were studied by Barnsley et al.
[1]a n dE l t o n[ 5]. However, as we will see below (Remark 3), their setting does not
extend the case of a ﬁnite metric space, which is already very well understood.
In connection with the constructions of fractal sets, Mauldin and Williams [14]
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introduced a ﬁnite mechanical structure which generalizes that used by Hutchinson
and extends what is known on ﬁnite metric spaces. It is called a graph-directed
construction.
We introduce a theory of systems which uniﬁes those studied by Barnsley et al.
and Elton with the graph-directed constructions. It has already been developed
further in papers [19–22].
The theory does not claim to provide the most general model with respect to
its probabilistic phenomenon, since there is a general theory of ‘dependence with
complete connections’ [9] which aims at that. However, as far as the author is aware,
none of the probabilistic results presented here are covered by the existing theory.
We use the following notation in the paper.
Notation 1. (K,d)i sam e t r i cs p a c e .A l lt h ef o l l o w i n gs p a c e so ff u n c t i o n so n
K are real. Lip(K) denotes the space of all Lipschitz functions, CC(K)d e n o t e st h e
space of all continuous functions with compact support, CB(K)d e n o t e st h es p a c e
of all bounded continuous functions, C(K)d e n o t e st h es p a c eo fa l lc o n t i n u o u s
functions, and L0(K)d e n o t e st h es p a c eo fa l lb o u n d e dB o r e lm e a s u r a b l ef u n c t i o n s .
For a map u deﬁned on K and Q   K, u|Q denotes the restriction of u on Q.
For f   CB(K),  f  is the supremum norm of f, and  f Q denotes the supremum
norm of f|Q for Q   K. P(K) denotes the set of all Borel probability measures on
K,  x is a Dirac probability measure concentrated on x, and
w
 
  means ‘converges
weakly  (weakly) to’.
Let K1,K 2,...,K N be a partition of a metric space K into non-empty Borel
subsets (we do not exclude the case N = 1). Furthermore, for each i  { 1,2,...,N},
let
wi1,w i2,...,w iLi : Ki    K
be a family of Borel measurable maps such that for each j  { 1,2,...,L i},t h e r e
exists n {1,2,...,N} such that wij(Ki)   Kn (Figure 1). Finally, for each i  
{1,2,...,N}, let
pi1,p i2,...,p iLi :Ki    R+
be a family of positive Borel measurable probability functions (associated with the
maps), that is, pij > 0f o ra l lj and
 Li
j=1 pij(x)=1f o ra l lx   Ki.
Remark 1. (i) Case N = 1 covers the framework from [1] and [5].
(ii) In the following, all probability functions pij can be seen to be extended on
the whole space by zero, and all maps wij can be seen to be extended on the whole
space arbitrarily. These extensions are necessary for the deﬁnition of the Markov
operator U rather than for the deﬁnition of its adjoint U  (see Deﬁnition 4). This
is another way to see how the framework from [1] and [5] can be embedded into
ours.
In any arrangement of the maps, a structure of a directed (multi)graph is easily
recognized.238 ivan werner
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Figure 1.
Definition 1. We call V :={1,...,N} the set of vertices and the subsets
K1,...,K N are called the vertex sets. Further, we call
E := {(i,ni):i  { 1,...,N},n i  { 1,...,L i}}
the set of edges and we use the following notation.
pe := pin and we := win for e := (i,n)   E.
Each edge is provided with a direction (an arrow) by the marking of an initial
vertex through the map
i : E    V
(j,n)     j.
The terminal vertex t(j,n)   V of an edge (j,n)   E is determined by the
corresponding map through
t((j,n)) := k :    wjn(Kj)   Kk.
We call the quadruple G := (V,E,i,t)adirected (multi) graph or digraph.A
sequence (ﬁnite or inﬁnite) (...,e  1,e 0,e 1,...) of edges which corresponds to a
walk along the arrows of the digraph (that is, t(ek)=i(ek+1)f o ra l lk) is called a
path.
Definition 2. We call the family M := (Ki(e),w e,p e)e E a Markov system,
and we call the family without probabilities, (Ki(e),w e)e E,atopological Markov
system.
Definition 3. A Markov system is called irreducible if and only if its directed
graph is irreducible, that is, there is a path from any vertex to any other. An
irreducible Markov system is said to have a period d if and only if its directed
graph has a period d, that is, the set of vertices can be partitioned into d non-
empty subsets  1, 2,..., d such that
i(e)    i   t(e)    i+1 mod d
for all e   E, and d is the largest number with such a property. An irreducible
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Definition 4. We deﬁne the Markov operator on L0(K)a s s o c i a t e dw i t ht h e
Markov system by
Uf :=
 
e E
pef   we for all f  L 0(K),
and its adjoint operator on P(K)b y
U  (f): =
 
U(f)d  for all f  L 0(K) and     P(K).
Definition 5. We say that a probability measure µ is an invariant probability
measure of the Markov system if and only if it is a stationary initial distribution of
the associated Markov process, that is,
U µ = µ.
As in the case of a ﬁnite Markov chain, it is very useful to represent a Markov
chain associated with a Markov system as a sequence of random variables deﬁned
on the product space of inﬁnitely many copies of E.
Definition 6. Set
 : =EZ := {(...,   1,  0,  1,...): i   E, i   Z}
and
 + := EN := {( 1,  2,...): i   E, i   N}.
We call  + the future of  . Consider   and  + as provided with the product
topology. Further, set
m[em,...,e n]: ={     : m = em,  m+1 = em+1,...,  n = en}
for all integers m   n,
and
1[e1,...,e n]+ := {     + :  1 = e1,  2 = e2,...,  n = en} for all n   N.
We call m[em,...,e n] and 1[e1,...,e n]+ thin cylinder sets.N o w ,f o ra n yx   K and
1[e1,...,e n]+    +, deﬁne
Px(1[e1,...,e n]+): =pe1(x)pe2
 
we1x
 
...p en
 
wen 1   ...   we1x
 
.
Then Px extends uniquely to a Borel probability measure on  +.F i n a l l y ,f o ra n y
x   K and k   N, set
Zx
k( ): =w k   w k 1   ...  w 1(x)f o r a l l      +.
It is easy to check that the sequence of random variables (Zx
k)k N with respect to
the measure Px represents the Markov process associated with the Markov system
with the initial distribution  x. Moreover, obviously
Ukf(x)=
 
f   Zx
k dPx for all x   K, f   CB(K) and k   N.240 ivan werner
2. Iterations of a Markov system
In contrast to the trivial case of ﬁnite Markov chains, we consider here the
following iterations of a Markov system.
Definition 7. Let
M := (Ki,(wij)j Ji,(pij)j Ji)i I
be a Markov system. Set K0
i := Ki,w 0
ij := wij, p0
ij := pij for all i   I0 := I,
j   J0 := J and
M0 := M.
Let the nth iteration of M be deﬁned by a Markov system
Mn :=
 
Kn
i ,
 
wn
ij
 
j Jn
i
,
 
pn
ij
 
j Jn
i
 
i In
for some n   N {0}. First we deﬁne the vertex sets of the (n+1)-iterationMn+1
by forming lumps of intersecting subsets wn
ij(Kn
i ),i   In,j  Jn
i .
This can be done using the following algorithm.
(1) Order the set of edges En := {(i,j):i   In,j  Jn
i } arbitrarily, say as
En = {e1,...,e k},k   N.
(2) For each s =1 ,...,k, construct recursively a set  k(s)   K by setting
 0(s): =wes
 
Ki(es)
 
and
 m(s): =  m 1(s)
 
Am(s),
where
Am(s): =
 
wem
 
Ki(em )
 
 m 1(s)   wem
 
Ki(em )
 
 =  
  otherwise,
for all m =1 ,...,k.
(3) Set
 
K
n+1
i |i   In+1 
:= { k(1),..., k(k)}
by an arbitrary counting (without distinguishing the same elements in the right
set).
Finally, we deﬁne on each vertex set K
n+1
i ,i  In+1, the family of maps and
probability functions. For each i   In+1, there exists a unique index ˆ i   In such
that K
n+1
i   Kn
ˆ i . Deﬁne
w
n+1
ij := wn
ˆ ij
     
K
n+1
i
and
p
n+1
ij := pn
ˆ ij
     
K
n+1
i
for all j   Jn
ˆ i .
Therefore J
n+1
i := Jn
ˆ i . Thus Mn+1 is well deﬁned up to the indices.
Example 1. Figure 2 shows the ﬁrst iteration of the Markov system from
Figure 1.contractive markov systems 241
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Proposition 1. Am e a s u r ei si n v a r i a n tw i tr e s p e c tt oaM a r k o vs y s t e mi fa n d
only if it is invariant with respect to one of its iterations.
Proof. This is obvious by the deﬁnition of the iterations.
Remark 2. Trivially in the case of ﬁnite Markov chains, such iterations do
not change anything in the structure. It is known that the essential structure is
preserved by such iterations in a general case as well. The directed graph associated
with an iteration of a Markov system is exactly that obtained from the original
directed graph by a procedure which is known in symbolic dynamics as state-
splitting (see [13]). It is not di cult to see that the shifts of ﬁnite type deﬁned
by two directed graphs where one is obtained from the other by state-splitting are
conjugate. It means, in particular, that such iterations of an irreducible Markov
system produce irreducible Markov systems with the same period. If we decide to
label the edges of the directed graph of an iteration of a Markov system simply
by giving them the names of the maps of the original Markov system to which
they correspond, then each iteration produces a soﬁc system, but not a proper
one, because it deﬁnes the same subshift space as the original directed graph. The
di erence between them is only in what we consider to be separate vertex sets.
Lemma 1. Suppose that (Ki(e),w e,p e)e E is an irreducible Markov system with
an invariant probability measure µ. Then µ(Ki) > 0 for all i =1 ,...,N.
Proof. Let i0   V such that µ(Ki0) > 0. Let j   V such that there is an edge
e0 from i0 to j. Since all probability functions are positive on their vertex sets,  
Ki(e0) pe0 dµ > 0. Then, by
µ(Kj)=U µ(Kj)
=
 
e E
 
Ki(e)
pe1Kj   we dµ
 
 
Ki(e0)
pe0 dµ,242 ivan werner
it follows that µ(Kj) > 0. Now let j0   V be arbitrary. Then, by the irreducibility,
there is a path from i0 to j0 in G. Therefore, we see, through a ﬁnite repetition of
the above argument, that µ(Kj0) > 0.
3. Contractive Markov systems
If we try to represent a Bernoulli process on a ﬁnite state space, say {1,...,N},
as a Markov process arising from a Markov system, then we ﬁnd that the underlying
Markov system consists of N contractive maps, each of them mapping the whole
space {1,...,N} on a single point, and some constant probability functions
corresponding to them. Any other Markov chain on this state space can be obtained
by changing only the probability functions. It turns out that the contractiveness of
the maps has deep roots.
Definition 8 (contractive Markov system). We call a Markov system
(Ki(e),w e,p e)e E contractive if and only if it satisﬁes the following condition of
contractiveness on average. There exists 0 <a<1s u c ht h a t
 
e E
pe(x)d(we(x),w e(y))   ad(x,y)f o r a l l x,y   Ki and i  { 1,...,N} (3.1)
(it is understood here that the pe are extended on the whole space by zero and the
we arbitrarily). We call the constant a an average contracting rate of the Markov
system.
We intend to show here that contractive Markov systems, under some conditions
on the probability functions and the state space (which are a little bit stronger
than is necessary just to make the Markov chain have the Feller property), exhibit
a mixing behavior which is similar to that of the ﬁnite Markov chains.
From here we assume that (K,d)i sam e t r i cs p a c ei nw h i c hs e t so fﬁ n i t ed i a m e t e r
are relatively compact. This implies that (K,d)i sal o c a l l yc o m p a c ts e p a r a b l em e t r i c
space.
Definition 9. We call a function f :( X,d)    R Dini-continuous if and only
if there is c>0s u c ht h a t  c
0
 (t)
t
dt <  ,
where   is the modulus of uniform continuity of f, that is,
 (t) := sup{|f(x)   f(y)| : d(x,y)   t, x,y   X}.
It is easily seen that the Dini-continuity is weaker than the H¨ older and stronger
than the uniform continuity. There is a well known characterization of the Dini-
continuity, which will be useful later.
Lemma 2. Let 0 <c<1 and b>0.Ar e a lf u n c t i o nf is Dini-continuous if and
only if
   
n=0
 (bcn) <  ,
where   is the modulus of uniform continuity of f.contractive markov systems 243
Proof. Note that in any case it holds true that
b  
0
 (t)
t
dt =
   
n=0
bc
n  
bcn+1
 (t)
t
dt.
As   is a non-decreasing function,
 (bcn+1)(1   c)  
bc
n  
bcn+1
 (t)
t
dt    (bcn)
 
1
c
  1
 
for all n   N  { 0}. Hence
(1   c)
   
n=1
 (bcn)  
b  
0
 (t)
t
dt  
   
n=0
 (bcn)
 
1
c
  1
 
.
Remark 3. Elton in [5] and Barnsley et al. in [1] considered the case N =1
with Dini-continuous probability functions (pe)e E which are bounded away from
zero, and Lipschitz-continuous maps (we)e E such that the system satisﬁes the
following condition of contractiveness on average. There exists 0 <r 1 < 1 such
that  
e E
d(we(x),w e(y))pe(x)   r1d(x,y)f o r a l l x,y   K. (3.2)
There is a widely spread view in the literature that demanding condition (3.2)
rather than (3.1) (with N = 1) would give a weaker assumption. However, this is
not quite true.
The above Elton–Barnsley setup is equivalent to that with condition (3.1) (with
N =1 )in place of (3.2).
Proof of Lemma 2. First, observe that condition (3.1) and the boundedness away
from zero of the probability functions (that is, there exists  >0s u c ht h a tpe    
for all e   E)i m p l yt h a tt h em a p s( we)e E are Lipschitz. Taking the logarithm of
(3.2) and using its concavity reveals that (3.1) implies (3.2).
On the other hand, by [1 Lemma 2.6], the Elton–Barnsley setup implies that
there exist r1 <r<1 and 0 <q  1s u c ht h a t
 
e E
pe(x)d(we(x),w e(y))q   rd(x,y)q for all x,y   K. (3.3)
By performing a remetrization ˜ d(x,y): =d(x,y)q, which preserves the Dini-
continuity of the probability functions, we can reduce it, without loss of generality,
to condition (3.1).
In [1], Barnsley et al. realized that for the proof of the attractiveness of the
invariant probability measure, the condition of a uniform boundedness away from
zero for the probability functions can be weakened. They came up with the following
condition. There exists  >0s u c ht h a t
 
e E:d(we(x),we(y)) rd(x,y)
pe(x)pe(y)    2 > 0f o r a l l x,y   K. (3.4)244 ivan werner
In fact, conditions (3.4) and (3.3) now also cover some ﬁnite Markov chains where
some transition probabilities between the states can be zero, but still very few of
those which are known to possess an attractive probability measure. Moreover,
condition (3.4) would not work for Elton’s proof of the corresponding ergodic
theorem in [7]. Thus an incompleteness of their setup is obvious and there is a
need for an extension of it. Contractive Markov systems provide it in a satisfactory
way.
Remark 4. (i) A similar structure was discovered by Kaijser in the setup of
random systems with complete connections (RSCC) in [10]. However, what he calls
weakly distance diminishing random systems with complete connections cover only
aperiodic contractive markov systems with compact state space.
(ii) Of course, the contractiveness of a Markov system can be weakened, just as
is done sometimes for maps, by the demand that a contraction on average happens
eventually not after one but after a number of iterations, that is, there exist r   N
and 0 <a<1s u c ht h a t
 
d
 
w r...w  1x,w r...w  1y
 
dPx( ) ad(x,y)
for all x,y  Ki and i  { 1,...,N},
where Px is a probability measure which represents the Markov process starting in
x (Deﬁnition 6). However, such systems, again just as in the case of maps, are not
expected to exhibit a substantially new behavior, but a decrease in transparency of
the proofs for such systems can be expected.
Now we are able to prove the ﬁrst theorem which shows that contractive Markov
system, under reasonable topological assumptions, which allow the associated
Markov operator to map continuous functions on continuous functions, has some
nice properties.
Definition 10. We call the partition K1,...,K N of K open if and only if every
Ki is an open subset of K. Of course this means that K must be disconnected.
Theorem 1. Suppose that (Ki(e),w e,p e)e E is a contractive Markov system
with an average contracting rate 0 <a<1 such that the family K1,...,K N is an
open partition of K and each pe is continuous on Ki(e). Then the following hold.
(i) The sequence (U k x)k N is tight for all x   K,t h a ti s ,f o ra l l >0,t h e r e
exists a compact subset Q   K such that U k x(Q)   1     for all k   N.
(ii) The contractive Markov system has an invariant Borel probability
measure µ.
(iii) The invariant probability measure µ is unique if and only if
1
n
n  
k=1
Ukg(x)   
 
gd µ for all x   K and g   CB(K).
(iv) If the invariant probability measure is unique, then
N  
i=1
 
Ki
d(x,xi)dµ(x)<  for all xi   Ki,i =1 ,...,N.contractive markov systems 245
Proof. (i) Fix xi   Ki for each i =1 ,...,N. Deﬁne
f(x): =
N  
i=1
1Ki(x)d(x,xi)f o r a l l x   K,
and let C>0b es u c ht h a t
max
e E
d
 
wexi(e),x t(e)
 
  C.
We show inductively that
Ukf(xi)   C
1   ak
1   a
for all k   N and all i =1 ,...,N.F i r s t ,o b s e r v et h a t ,f o ra n yi  { 1,...,N},
Uf(xi)=
 
e E
pe(xi)f   we(xi)=
N  
j=1
 
e E
pe(xi)1Kj(wexi)d(wexi,x j)
=
N  
j=1
 
e E,t(e)=j
pe(xi)d
 
wexi,x t(e)
 
 
 
e E
pe(xi)C = C.
Suppose that Uk 1f(xi)   C(1 ak 1)/(1 a)f o rs o m ek.D e n o t eb y( e1,...,e k) 
a path starting in i. Then
Ukf(xi)=
 
(e1,...,ek) 
pe1(xi)...p ek
 
wek 1...w e1xi
 
 
N  
j=1
1Kj
 
wek...w e1xi
 
d
 
wek...w e1xi,x j
 
 
 
(e1,...,ek) 
pe1(xi)...p ek
 
wek 1...w e1xi
 
d
 
wek...w e1xi,w ekxi(ek)
 
+
N  
j=1
 
(e1,...,ek) ,t(ek)=j
pe1(xi)...p ek
 
wek 1...w e1xi
 
d
 
wekxi(ek),x j
 
 
 
(e1,...,ek 1) 
N  
j=1
1Kj
 
wek 1...w e1xi
   
ek,i(ek)=j
pe1(xi)...
 pek
 
wek 1...w e1xi
 
d
 
wek...w e1xi,w ekxj
 
+ C
  a
 
(e1,...,ek 1) 
N  
j=1
1Kj
 
wek 1...w e1xi
 
pe1(xi)...p ek 1
 
wek 2...w e1xi
 
 d
 
wek 1...w e1xi,x j
 
+C
= aUk 1f(xi)+C   aC
1   ak 1
1   a
+ C = C
1   ak
1   a
.
Let   := C/(1   a) and  >0. Then, by the above,
    Ukf(xi)=
 
f   Z
xi
k dPxi =
  N  
j=1
1Kj
 
Z
xi
k
 
d
 
Z
xi
k ,x j
 
dPxi
 
 
 
Pxi
 
d
 
Z
xi
k ,x j
 
>
 
 
for all j =1 ,...,N
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for all k   N and for all i =1 ,...,N. Thus
Pxi
 
d
 
Z
xi
k ,x j
 
>
 
 
for all j =1 ,...,N
 
   
for all k   N and for all i =1 ,...,N. Set
Q  :=
N  
j=1
¯ B / (xj),
where ¯ B / (y)d e n o t e st h ec l o s e db a l lo fr a d i u s /  and center y. Then Q  is
compact, by the assumption on the metric space, and
U k xi(Q )=Uk1Q (xi)=
 
1Q    Z
xi
k dPxi = Pxi
 
Z
xi
k   Q 
 
=1 Pxi
 
Z
xi
k  K\Q 
 
=1 Pxi
 
d
 
Z
xi
k ,x j
 
>
 
 
for all j =1,...,N
 
  1    
for all k   N and i =1 ,...,N, as desired.
(ii) Deﬁne an operator
Un :=
1
n
n  
k=1
Uk for every n   N,
and let Un
  be its adjoint operator on P(K). Fix x   K.B y( i ) ,t h es e q u e n c e
(Un
  x)n N is tight also. Therefore it has a subsequence Unm
  x which converges
weakly  to a Borel probability measure, say µ.B yt h eh y p o t h e s i so ft h et h e o r e m ,t h e
Markov operator U maps continuous functions to continuous functions. Therefore,
its adjoint operator U  is weakly  continuous. Hence
U  
Unm
  x
  w
 
  U µ as m    .
However, since
 
       
1
nm
nm +1  
k=2
Ukg(x)   Unm g(x)
 
       
 
1
nm
2 g  for all g   CB(K),
we conclude that
U µ = µ,
that is, µ is an invariant Borel probability measure on the contractive Markov
system.
(iii) Suppose that µ is the unique invariant probability measure. Then, by the
above,
1
n
n  
k=1
Ukg(x)  
 
gd µ for all x   K and g   CB(K). (3.5)
Conversely, if (3.5) holds true, by Lebesgue’s dominated convergence theorem, it
implies that
1
n
n  
k=1
U k 
w
 
  µ for all     P(K).contractive markov systems 247
Again, by the weak -continuity of U ,t h i si m p l i e st h a tµ is the unique invariant
Borel probability measure.
(iv) Fix xi   Ki for each i =1 ,...,N. Let   be the Borel probability measure
on K given by
 (A): =
N  
i=1
 xi(A)f o r a l l A  B (K).
Deﬁne fR := min{f,R} for R>0, where f is the function from (i). Then every fR
is a bounded continuous function on K by the assumption of the theorem and, as
in the proof of (i),
 
UkfR d   
N  
i=1
Ukf(xi)   N 
for all k   N and R>0. Therefore,
 
1
n
n  
k=1
UkfR d    N 
for all n   N and R>0. By (iii) and Lebesgue’s dominated convergence theorem,
this implies that  
fR dµ   N  for all R>0.
By Levi’s theorem, we conclude that
 
fd µ  N ,
as desired.
The next lemma is a generalization of [1,L e m m a2 . 5 ] .
Lemma 3. Suppose that (Ki(e),w e,p e)e E is a contractive Markov system with
an average contracting rate 0 <a<1 such that pe|Ki(e) is Dini-continuous for all
e   E. Then, for every f   CC(K),t h ef u n c t i o n s(Unf|Ki)n N {0} are uniformly
equicontinuous for all i =1 ,...,N.
Proof. Let  e be the modulus of uniform continuity of pe|Ki(e) for all e   E.
Note that each  e is non-decreasing and that  e(t)   1f o ra l lt. Set
 0(t): =
 
t 0   t   1
1 t>1
and   := maxe E {0}{ e}. It is clear that   is also non-decreasing and that it
satisﬁes Dini’s condition.
Let f  Lip(K) and  f    1. Then there is C   2s u c ht h a t
|f(x)   f(y)|   Cd(x,y)f o r a l l x,y   K.
Set L := max{L1,...,L N} and
 (t): =
L   C
1   a
 ta
 1
0
 (u)
u
du,248 ivan werner
where L C := max{L,C}. Then  (0) = 0, and   is continuous and increasing. By
[2,S u b l e m m a ] ,i n c r e a s i n g  if necessary, we can assume that   is concave. Further,
 (t)    (at)=
L   C
1   a
ta
 1  
t
 (u)
u
du  
L
1   a
 (t)
ta 1t(a 1   1) = L (t).
Hence
 (at)+L (t)    (t)f o r a l l t   0.
Note that, for 0   t   1,
 (t)   C
 t
0
 (u)
u
du   C
 t
0
du = Ct,
and, for t>1,  (t)    (1)   C   2. Therefore,
|f(x)   f(y)|    (d(x,y)) for all x,y   K.
As an induction hypothesis for some n   N,a s s u m et h a t
   Un 1f(x)   Un 1f(y)
     
 (d(x,y)) for all x,y   Ki, i =1 ,...,N. Let x,y   Ki for some i  { 1,...,N}.
Then, since   is increasing and concave,
|U(Un 1f)(x)   U(Un 1f)(y)|  
Li  
j=1
pij(x)|Un 1f(wij(x))   Un 1f(wij(y))|
+
Li  
j=1
|pij(x)   pij(y)||Un 1f(wij(y))|
 
Li  
j=1
pij(x) (d(wij(x),w ij(y)) + Li (d(x,y)))
   (ad(x,y)) + L (d(x,y))
   (d(x,y)).
Hence the (Unf|Ki)n N {0} are uniformly equicontinuous for each i =1 ,...,N.
Since Lip(K) CC(K) is a dense subset of (CC(K), . ), the claim follows by an
( /3)-argument.
We need to know more about properties of irreducible directed graphs. The
following lemma is a generalization of the lattice theorem (see [3,T h e o r e m4 . 3 ] ) .
Lemma 4 (lattice theorem). Let an irreducible directed graph with period d be
given. Then, for every ﬁnite path (e1,...,e n) of the digraph, there exists m0   0
such that for all integers m   m0 there exists a closed path of length md which has
(e1,...,e n) as a part of it and starts with e1.
Proof. Let A be the set of all k   N such that there exists a closed path of
length k which has (e1,...,e n)a sap a r to fi ta n ds t a r t sw i t he1. Then A is closed
under addition. Since the digraph has period d,t h eg r e a t e s tc o m m o nd i v i s o ro f
numbers from A is d. Therefore, the set A contains all but a ﬁnite number of positive
multiples of d (see [3, Appendix, Theorem 1.1]). In other words, there exists m0  N
such that for all m   m0, there exists a path of length md which has (e1,...,e n)
as a part of it and starts with e1.contractive markov systems 249
Lemma 5. Let an irreducible directed graph with the set of vertices V and
period d begiven.Fixi   V and let Vi bethesetofallpairsofvertices( , )   V  V
which are accessible from i by paths of the same length. Then there exists r   N
such that, for each ( , )  V i, i is accessible from   and   by paths of the same
length which are less than or equal to dr.
Proof. Let ( , )  V i. Then there exist paths s  and s  from i to   and from i
to  ,r e s p e c t i v e l y ,o ft h es a m el e n g t h ,s a yn  . By the lattice theorem, there exists
m    N such that, for all integers m   m , there exists a closed path of length md
which starts in i and has s  as a part of it. Analogously, there exists m    N such
that, for all integers m   m , there exists a closed path of length md which starts
in i and has s  as a part of it. Set r   := max{m ,m  } and r := max( , ) Vi r  .
Then there exist two closed paths of length dr which start in i,a n do n eo ft h e m
has s  as a part of it and the other has s  as a part of it. Hence there exist two
paths of the same length dr   n     dr,w h e r eo n eo ft h e mi sf r o m  to i and the
other is from   to i.
The next lemma is a generalization of [1,L e m m a2 . 7 ] .I tu s e saw e l lk n o w n
technique of coupling, the main idea of which is to put as much mass as possible
close to the diagonal of two processes (see [10, 11]f o rm o r eo nt h i s ) .
Lemma 6. Suppose that (Ki(e),w e,p e)e E is an irreducible contractive Markov
system with an average contracting rate 0 <a<1 such that pe|Ki(e) is Dini-
continuous and there exists  >0 such that pe|Ki(e)     for all e   E.T h e nt h e
following hold.
(i) For every f   CC(K),
lim
n  |Unf(x)   Unf(y)| =0 for all x,y   Ki and i  { 1,...,N}
and the convergence is uniform on bounded subsets.
(ii) If in addition the contractive Markov system is aperiodic, then, for every
f   CC(K),
lim
n  |Unf(x)   Unf(y)| =0 for all x,y   K,
and the convergence is again uniform on bounded subsets.
Proof. Let S  K be bounded. We can assume that S  Ki  =  for all i=
1,...,N. Since each probability function pe is bounded away from zero on Ki(e),
the average contractiveness condition implies that each map we|Ki(e) is Lipschitz.
Hence there exists C>0s u c ht h a t
max
e E
d
 
wexi(e),x t(e)
 
  C
for all xi   S   Ki, i =1 ,...,N. Let xi,y i   S   Ki for each i =1 ,...,N.F i x
i,j  { 1,...,N}. Set
   :=  +    + = {¯ e := (e1, ˜ e1,e 2, ˜ e2,...)| (e1,e 2,...)    +, (˜ e1, ˜ e2,...)    +},
and let P  := Pxi   Pyj be the product measure on   . Thus, if we deﬁne
Zxi
n (¯ e): =wen   ...   we1(xi) and ˜ Zyj
n (¯ e): =w˜ en   ...   w˜ e1(yj)o n    ,250 ivan werner
then Zxi
n and ˜ Z
yj
n are independent Markov processes with initial distributions
 xi and  yj respectively and Unf(xi)=E(f   Zxi
n )f o ra l lf  CB(K), where the
expectation means with respect to the measure P . Let  >0 and for each m   N,
let G ,m be the set of all ¯ e      such that there exists ˜ i such that
Zxi
m(¯ e), ˜ Zyj
m(¯ e)   K˜ i,d
 
Zxi
m(¯ e), ˜ Zyj
m(¯ e)
 
   , d
 
Z
xi
l (¯ e), ˜ Z
yj
l (¯ e)
 
> 
for all l<m .
Then the (G ,m)m N are disjoint. Further, for each n   N, set
B ,n :=   
  n  
m=1
G ,m.
Denote by Bm the  -algebra in    generated by Z
xi
1 ,...,Zxi
m, ˜ Z
yj
1 ,..., ˜ Z
yj
m. Then
G ,m  B m.N o w ,f o rf   CC(K),
Unf(xi)   Unf(yj)=Ef
 
Zxi
n
 
  Ef
  ˜ Zyj
n
 
=
n  
m=1
E
 
1G ,m
 
f
 
Zxi
n
 
  f
  ˜ Zyj
n
   
+E
 
1B ,n
 
f
 
Zxi
n
 
  f
  ˜ Zyj
n
   
=
n  
m=1
E
 
1G ,m
 
E
 
f
 
Zxi
n
    Bm
 
  E
 
f
  ˜ Zyj
n
    Bm
   
+E
 
1B ,n
 
f
 
Zxi
n
 
  f
  ˜ Zyj
n
   
.
Further, note that for n>m ,
E
 
f
 
Zxi
n
    Bm
 
=
 
(em +1,...,en)
pem +1
 
Zxi
m
 
...p en
 
wen 1   ...   wem +1Zxi
m
 
 f
 
wen   ...   wem +1Zxi
m
 
= Un mf
 
Zxi
m
 
.
Therefore,
Unf(xi)   Unf(yj)=
n  
m=1
E
 
1G ,m
 
Un mf
 
Zxi
m
 
  Un mf
  ˜ Zyj
m
   
+E
 
1B ,n
 
f
 
Zxi
n
 
  f
  ˜ Zyj
n
   
.
Let  >0 and choose, by Lemma 3,  >0s u c ht h a t ,f o ra l lu,v   Kl, l =1 ,...,N,
d(u,v)      | Unf(u)   Unf(v)| <  for all n   N.
Then
|Unf(xi)   Unf(yj)|  
n  
m=1
E
 
1G ,m 
 
+ E
 
1B ,n2 f 
 
    +2  f P (B ,n).
Thus the proof of (i) and (ii) will be complete when we prove the following.
Sublemma 1. Suppose that the contractive Markov system is irreducible and
one of the following hold.
(i) i = j.
(ii) The contractive Markov system is aperiodic.contractive markov systems 251
Then P (B ,n)   0 as n   for all  >0, and the convergence is uniform
on S.
Proof. First, observe that
E
 
d
 
Z
xi
n+1,x t(en+1)
    Zxi
n
 
=
 
e E
pe
 
Zxi
n
 
d
 
weZxi
n ,x t(e)
 
 
 
e E
pe
 
Zxi
n
  
d
 
weZxi
n ,w exi(e)
 
+ d
 
wexi(e),x t(e)
  
  ad
 
Zxi
n ,x t(en)
 
+ C
for all n   N. Therefore, for any natural numbers n2 >n 1,
E
 
d
 
Zxi
n2,x t(en2)
    Zxi
n1
 
= E
 
E
 
d
 
Zxi
n2,x t(en2)
    Z
xi
n2 1
    Zxi
n1
 
  aE
 
d
 
Z
xi
n2 1,x t(en2 1)
    Zxi
n1
 
+C.
Repeating this, we are led to
E
 
d
 
Zxi
n2,x t(en2)
    Zxi
n1
 
 
C
1   a
+ an2 n1d
 
Zxi
n1,x t(en1)
 
.
Now, let s   2 be the largest Lipschitz constant of the maps we|Ki(e), e   E. Then,
for all n   N,
d
 
Zxi
n ,x t(en)
 
  d
 
wenZ
xi
n 1,w enxt(en 1)
 
+ d
 
wenxt(en 1),x t(en)
 
  sd
 
Z
xi
n 1,x t(en 1)
 
+ CP  -a.e.
Repeating this, we get
d
 
Zxi
n ,x t(en)
 
 
sn   1
s   1
C   snCP  -a.e.
Hence
E
 
d
 
Zxi
n2,x t(en2)
    Zxi
n1
 
 
C
1   a
+ an2 n1sn1CP  -a.e.
Set
  :=
log
s
a
log
1
a
,
and let n2    n1. Then
E
 
d
 
Zxi
n2,x t(en2)
  
 Zxi
n1
 
 
2C
1   a
=:
 
2
P -a.e.
Therefore, by Markov inequality,
P  
d
 
Zxi
n2,x t(en2)
 
> 
   Zxi
n1
 
 
1
2
P -a.e.
Analogously,
P  
d
  ˜ Zyj
n2,y t(en2)
 
> 
   Zyj
n1
 
  1
2 P -a.e.
Since (Zxi
n )n N and ( ˜ Z
yj
n )n N are independent processes,
P  
d
 
Zxi
n2,x t(en2)
 
    and d
  ˜ Zyj
n2,y t(en2)
 
   
   Zxi
n1,Zyj
n1
 
  1
4 P -a.e.252 ivan werner
n1 Time
i
Z
xi
n2–k–dr
Z
yj
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n2– k–dr n2–k n2
Vertices
Figure 3.
Note that the average contractiveness condition
 
e E
pe(u)d(weu,wev)   ad(u,v)f o r a l l u,v   Ki,i =1 ,...,N,
implies that, for every u,v  Ki, i =1 ,...,N, there exists e0   E such that
d(we0u,we0v)   ad(u,v).
Now, in case (i), by Lemma 5, there exists r   0 such that for any pair of vertices
accessible from i by paths of the same length, there exist paths from them to i of an
equal length that is less than or equal to dr,w h e r ed is the period of the contractive
Markov system. In case (ii), that is, d = 1, there also exists r   N such that there
are paths of length equal to r between any two vertices. In both these cases, it is
implied that
P  
 ˜ i s.t. Zxi
n , ˜ Zyj
n   K˜ i
   Z
xi
n dr, ˜ Z
yj
n dr
 
>  2dr P -a.e.
for all n   dr. Therefore, by the Markov property,
P  
 ˜ i s.t. Zxi
n2, ˜ Zyj
n2   K˜ i
   Zxi
n1, ˜ Zyj
n1
 
>  2dr P -a.e.
for all n2   dr +n1. Since each we|Ki(e) is Lipschitz, there exists  dr > 0s u c ht h a t
max
(e1,˜ e1,...,edr,˜ edr)  d
 
wedr   ...   we1xi(e1),w˜ edr   ...   w˜ e1xi(˜ e1)
 
   dr
for all xi,y i   Ki   S, i =1 ,...,N,w h e r et h em a x i m u mi st a k e no v e ra l lp a t h s
(e1,...,e dr)  and (˜ e1,...,˜ edr)  of the directed graph.
Now, choose k large enough so that ak(2sdr + dr) <  . Let n2    n1 +dr +k.
Then
P  
en2 l =˜ en2 l and d
 
Z
xi
n2 l, ˜ Z
yj
n2 l
 
  ad
 
Z
xi
n2 l 1, ˜ Z
yj
n2 l 1
 
for all l =0 ,...,k  1
   Zxi
n1, ˜ Zyj
n1
 
   2(k+dr) P -a.e.
(see Figure 3).
Then, by the above and the Markov property,
P  
en2 l =˜ en2 l,d
 
Z
xi
n2 l, ˜ Z
yj
n2 l
 
  ad
 
Z
xi
n2 l 1, ˜ Z
yj
n2 l 1
 
for all
l =0 ,...,k  1,d
 
Z
xi
n2 k dr,x t(en2 k dr)
 
   and
d
  ˜ Z
yj
n2 k dr,y t(en2 k dr)
 
   
   Zxi
n1, ˜ Zyj
n1
 
  1
4 2(k+dr) P -a.e.contractive markov systems 253
Observe that
d
 
Z
xi
n2 k, ˜ Z
yj
n2 k
 
  d
 
Z
xi
n2 k,w en2 k   ...   wen2 k dr+1xt(en2 k dr)
 
+  dr
+d
 
w˜ en2 k   ...   w˜ en2 k dr+1yt(˜ en2 k dr), ˜ Z
yi
n2 k
 
  sdrd
 
Z
xi
n2 k dr,x t(en2 k dr)
 
+ dr + sdrd
 
yt(˜ en2 k dr), ˜ Z
yi
n2 k dr
 
P -a.e. Hence
P  
d
 
Zxi
n2, ˜ Zyj
n2
 
  ak(2sdr  +  dr)
   Zxi
n1, ˜ Zyj
n1
 
  1
4 2(k+dr) P -a.e.
Thus
P  
d
 
Zxi
n2, ˜ Zyj
n2
 
> 
   Zxi
n1, ˜ Zyj
n1
 
  1   1
4 2(k+dr) P -a.e.
Now choose a sequence of natural numbers n1,n 2,... such that nt+1    nt+dr+k
for all t   N. Then, by the above and the Markov property,
P  
d
 
Zxi
nt, ˜ Zyj
nt
 
>  , t=1 ,...,m
 
 
 
1   1
4 2(k+dr) m 1
for all m   N.
Hence
P (B ,n)  
 
1   1
4 2(k+dr) m 1
if n   nm.
Thus P (B ,n)   0a sn   and convergence is uniform on S,s i n c e ,r,k do
not depend on the choice of xi,y i   S, i =1 ,...,N.
Definition 11. A measure µ   P(X) is called the attractive measure of the
contractive Markov system if and only if
U n 
w
 
  µ for all     P(X).
Note that the attractive measure is the only invariant probability measure of the
contractive Markov system if U  is weakly  continuous, which is true if U maps
continuous functions on continuous functions.
Theorem 2. Suppose that (Ki(e),w e,p e)e E is an irreducible contractive
Markov system such that K1,..., KN is an open partition of K, pe|Ki(e) is Dini-
continuous and there exists  >0 such that pe|Ki(e)     for all e   E.T h e nt h e
following hold.
(i) The contractive Markov system has a unique invariant Borel probability
measure µ.
(ii) If, in addition, the contractive Markov system is aperiodic, then
Unf(x)   µ(f) for all x   K and f   CB(K),
and the convergence is uniform on bounded subsets, that is, µ is an attractive
probability measure of the contractive Markov system.
Proof. (i) Fix xi   Ki for all i =1 ,...,N. Since the sequence (U l xi)l N is
tight, (1/n
 n
l=1 U l xi)n N is also tight for all i =1 ,...,N. Hence there exists an
increasing sequence of natural numbers (nk)k N such that, for each i =1 ,...,N,
(1/nk
 nk
l=1 U l xi)k N converges weakly  to a Borel probability measure, say µi,254 ivan werner
that is,
lim
k  
1
nk
nk  
l=1
Ulf(xi)=µi(f)f o r a l l f   CB(K) and i  { 1,...,N}.
Since, by Lemma 6(i), for every f   CC(K),
lim
n  |Unf(xi)   Unf(yi)| =0 f o ra l lyi   Ki and i  { 1,...,N},
we conclude that for every f   CC(K),
lim
k  
1
nk
nk  
l=1
Ulf(x)=
N  
i=1
µi(f)1Ki(x)f o r a l l x   K.
Since, for every x, we deal here with convergence of Radon probability measures
on a locally compact metric space, it is implied that
lim
k  
1
nk
nk  
l=1
Ulf(x)=
N  
i=1
µi(f)1Ki(x)f o r a l l x   K and all f   CB(K). (3.6)
Deﬁne a linear operator Q : CB(K)    CB(K)b y
Q(f): =
N  
i=1
µi(f)1Ki for all f   CB(K). (3.7)
Then, by (3.6),
QU = Q,
and therefore
Q2 = Q. (3.8)
Now, by the deﬁnition of µi, U µi = µi for all i =1 ,...,N. Since the contractive
Markov system is irreducible, this implies, by Lemma 1, that µi (Kj) > 0f o ra l l
i,j =1 ,...,N. Now let f   CB(K)w i t hf   0. Then, by (3.8),
N  
i=1
µi(f)1Ki =
N  
i=1
µi
 
 
N  
j=1
µj(f)1Kj
 
 1Ki =
N  
i,j=1
µj(f)µi(Kj)1Ki,
that is,
µi(f)=
N  
j=1
µj(f)µi (Kj)f o r a l l i =1 ,...,N.
Suppose that there exists i0 such that µi0(f) < max1 j N µj(f). Then, by the
above,
µi(f) < max
1 j N
µj(f)f o r a l l i =1 ,...,N,
which obviously cannot be true. Hence
µi(f)=µj(f)f o r a l l i,j =1 ,...,N.
Let µ := µ1. Since f   CB(K)w i t hf   0w a sa r b i t r a r y ,w ec o n c l u d et h a ta l lµi,
i =1 ,...,N, are equal to µ. Hence
lim
k  
1
nk
nk  
l=1
Ulf(x)=µ(f)f o r a l l x   K and f   CB(K). (3.9)contractive markov systems 255
Suppose that there exists     P(K)s u c ht h a tU   =  . Then
1
nk
nk  
l=1
U l  =   for all k   N
also, but if we apply Lebesgue’s dominated convergence theorem to (3.9), it is
implied that
1
nk
nk  
l=1
U l 
w
 
  µ.
Thus   = µ, that is, µ is a unique invariant Borel probability measure of the
contractive Markov system.
(ii) Let x   K.B yT h e o r e m1 ( i ) ,t h es e q u e n c e( U n x)n N is tight. Therefore,
there is a subsequence (U nk x)k N which converges weakly  to a Borel probability
measure, say µ, that is, Unkf(x)   µ(f)( k    )f o ra l lf   CB(K). Since, by
Lemma 6(ii), |Unkf(x)   Unkf(y)| 0f o ra l ly   K and for all f   CC(K), it
follows that Unkf(y)   µ(f)f o ra l ly   K and f   CC(K).
Let  >0. By the tightness of (U n x)n N, there exists a compact Q   K such
that U n x(K \ Q) < for all n   N. Hence
|Ung(x)| =
     
 
 
g   Zx
n dPx
     
   
 
{Zx
n  K\Q}
   g   Zx
n
   dPx +
 
{Zx
n  Q}
   g   Zx
n
   dPx
   g 
 
1K\Q   Zx
n dPx +  g Q =  g U n x(K \ Q)+ g Q
   g   +  g Q
for all g  CB(K)a n da l ln N. Let f  CC(K). Since, by Lemma 3, the functions
(Unkf|Ki)k N are equicontinuous for each i=1,...,N, by the Arzel` a–Ascoli
theorem, there exists a subsequence, without loss of generality (Unkf)k N, which
converges uniformly on Q. Hence there exists n  > 0s u c ht h a t
 Unkf   µ(f) Q <  for all k   n .
Thus, by the above,
|Unf(x)   µ(f)| = |Un nk(Unkf   µ(f))(x)|
   ( f  + µ(f)) +  Unkf   µ(f) Q
   ( f  + µ(f)+1 )
for all n   nn . Hence
Unf(x)  
 
fd µ for all x   K and f   CC(K).
This also implies that
Unf(x)  
 
fd µ for all x   K and f   CB(K);
the convergence is uniform on bounded subsets by Lemma 6(ii). By Lebesgue’s
dominated convergence theorem, we conclude that
U n 
w
 
  µ for all     P(K).256 ivan werner
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Figure 4.
Example 2. Every irreducible ﬁnite Markov chain is a contractive Markov
system satisfying the hypothesis of Theorem 2.
Example 3. Consider, for simplicity, R2 to be normed by  . 1. Let K1 :=
[0,1] [0,1], K2 := [0,1] [3/2,2] and K3 := [3/2,2] [0,2]. Consider the following
maps on R2:
w1
 
x
y
 
=
 1
2x + 3
2
2y
 
,w 2
 
x
y
 
=
 
x
1
2y + 3
2
 
,w 3
 
x
y
 
=
 
y
 1
3x + 7
6
 
,
w4
 
x
y
 
=
 
x
2
3y   1
3
 
,w 5
 
x
y
 
=
 
1
2y
 2
3x + 4
3
 
,
with probability functions
p1 := 1
41K1,p 2 := 3
41K1,p 3 := 2
31K3,p 4 := 1
31K3,p 5 := 1K2.
An easy calculation shows that they deﬁne a contractive Markov system with an
average contracting rate 8/9o nK1   K2   K3,a si ss h o w no nF i g u r e4 ,w h i c h
satisﬁes the hypothesis of Theorem 2(ii) and does not satisfy the hypothesis of [1,
Theorem 2.1].
w1 contracts K1 in the x-direction, expands it in the y-direction, and maps it on
K2. w2 contracts K1 in the y-direction and maps it on K3. w3 contracts K3 in the
x-direction, rotates it 90  clockwise, and maps it on the middle dashed rectangle in
K2. w4 contracts K3 in the y-direction and maps it on the upper dashed rectangle
in K1. w5 rotates K2 90  clockwise, contracts it and maps it on the bottom dashed
rectangle in K1.N o t et h a tw5 is the only contractive map here.
Example 4. Let G := (V,E,i,t) be a ﬁnite irreducible directed (multi)graph.
Let  G be the set of all one-sided inﬁnite paths   := (...,   1,  0)o fG (one-sided
subshift of ﬁnite type associated with G) provided with the metric d( ,  ): =2 k,
where k is the smallest integer with  i =   
i for all k<i  0. Let g be a positive,contractive markov systems 257
Dini-continuous function on  G such that
 
y T  1({x})
g(y)=1 f o ra l lx    G,
where T is the right shift map on  G. Deﬁne, for every i   V ,
Ki := {     G : t( 0)=i},
and, for every e   E,
we( ): =( ...,   1,  0,e),p e( ): =g(...,   1,  0,e)f o r a l l     Ki(e).
Obviously, maps (we)e E are contractions. Therefore, (Ki(e),w e,p e)e E deﬁnes a
contractive Markov system which satisﬁes the hypothesis of Theorem 2 and does
not satisfy the hypothesis of [1, Theorem 2.1]. Hence Theorem 2(ii) covers [18,
Theorem 3.1] (there, it was assumed that
  
n=0  (1/(1 + n)) <  ,w h e r e  is the
modulus of uniform continuity of logg with respect to metric d ( ,  )=1 /(|k|+1)
(k is the same as in the deﬁnition of d), which is equivalent to the Dini-continuity
of g with respect to metric d,s i n c el o gx   x   1). The invariant measure of such
a contractive Markov system is called a g-measure. This notion was introduced by
Keane [12]. See [3, 6, 7, 17]f o rm o r eo nt h i s .
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