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Abstract
The evaluation of robustness and reliability of realistic structures in the presence of uncertainty involves costly numerical sim-
ulations with a very high number of evaluations. This motivates model order reduction techniques like the proper orthogonal
decomposition. When only a few quantities are of interest an approximative mapping from the high-dimensional parameter space
onto each quantity of interest is sufficient. Appropriate methods for this task are for instance the polynomial chaos expansion or
low-rank tensor approximations.
In this work we focus on a non-linear neo-hookean deformation problem with the maximal deformation as our quantity of
interest. POD and adaptive POD models of this problem are constructed and compared with respect to approximation quality and
construction cost. Additionally, the adapative proper orthogonal decomposition (APOD) is introduced and compared to the regular
POD. Building upon that, several hierarchical Tucker approximations (HTAs) are constructed from the reduced and unreduced
models. A simple Monte Carlo method in combination with HTA and (A)POD is used to estimate the mean and variance of our
quantity of interest. Furthermore, the HTA of the unreduced model is employed to find feasible snapshots for (A)POD.
Keywords:
MOR, POD, hierarchical tensor approximation (HTA), uncertainty
1. Introduction
An engineering task like optimization of structures, materi-
als or manufacturing processes as well as the evaluation of ro-
bustness or failure probability of a system frequently relies on
processing vast amounts of data. In many cases, these data is
generated from simulations, e.g. FEM, since real experiments
are quite expensive and time consuming. In order to obtain ac-
curate results a huge amount of degrees of freedom (dof) are
needed, which leads to time consuming simulations.
In contrast to real experiments, there are many approaches to
reduce the time needed for a simulation. A classical approach
is the parallelization of the simulation. The success of this ap-
proach strongly depends on the scalability of the problem. If
e.g a Monte Carlo (MC) simulation is performed, each sam-
ple may be computed in parallel. Therefore, the scalability is
one. On the other side of the spectrum one finds e.g. time
stepping methods, where each time step fully depends on the
preceeding time step. Without special methods this computa-
tion is not scalable. Assuming a high scalability, the next bar-
rier is the cost of operating millions of computing units. With
around 1.7MW power usage the JUQUEEN supercomputer at
the JSC provided 458.752 cores. Depending on the problem
this is not sufficient. Assume a system which is influenced
by 10 parameters, for each parameter we have 10 options and
the evaluation of the system for one parameter configuration
takes 10 hours. Then, computing all paramater configurations
would take around 24.88 years on the JUQUEEN, more than
four times of the life span of the machine itself. This example
illustrates the ubiquitous “curse of dimensionality” [6]. Thus
eventually, using parallelization on supercomputers reaches its
limits and other approaches have to be considered. One ap-
proach to tackle this curse is to reduce the computation time for
one evaluation.
Reducing the computation time for one evaluation is
achieved by model order reduction (MOR) techniques like
the proper orthogonal decomposition (POD) [41, 30, 25],
the proper generalized decomposition (PGD) [10], re-
duced basis (RB) [14] and the empirical interpolation
method (EIM) [39]. PGD introduces different parameters as
extra-coordinates [10]. More general are projection based
MOR techniques like POD [8], load-dependent Ritz meth-
ods [28] and modal basis reduction [35], which differ in the
projection matrix used. The empirical interpolation method is
an extension of POD. EIM splits the operators in a linear and
non-linear part. The linear part is treated by POD, the non-
linear part by an additional subspace projection [4].
Even if one finds a sufficiently accurate reduced model and
thereby reduces the computational time substantially, the curse
of dimensionality remains. For 10 parameters with 20 options
and an evaluation time of only 1 millisecond, the parallelized
evaluation of all parameters would still take 6912 years. The
only way to reduce this time is to reduce the number of eval-
uations. How this can be achieved, depends on the question
posed.
In many situations, a simulation can be reduced to one or
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several characteristic values. In a production chain this could
be the number of produced units per day. For the design of a
CPU this could be the power usage per operation, and for the
construction of a bridge this could be the maximal stress over
the day. Often, this characteristic value is denoted as quantity
of interest (QoI). Then, a task in practical design might be to
find a parameter configuration which results into maximization
or minimization of this QoI. Uncertainty quantification includes
the computation of statistical moments or level sets of the QoI.
When a mapping from paramater space onto the QoI is given
in a proper form, it becomes feasible to perform these tasks
without the evaluation of every paramater combination. Let
p1, . . . pd be the d parameters and imagine that the QoI ϕ is
well approximated by
ϕ˜ (p1, . . . , pd) =
d∏
k=1
fk(pk).
In this fully separated form, the computation of the absolute
maximum is reduced to finding the absolute maximum of the
d functions { fk}k∈{1,...,d}. Similarly, under the assumption that
the parameters are statistically independently distributed the
computation of the mean reduces to the multiplication of the d
means of { fk}k∈{1,...,d}. Obviously, in practice it is not always pos-
sible to find this particular form of separability. Nonetheless,
many other forms of separability are found in various tensor
formats, e.g., the Canonical Polyadic format [23], the Tucker
format [12], the Tensor Train format [36] or the Hierarchical
Tucker format [22, 19, 18]. This class is denoted as low-rank
approximations. In [27, 21] very good overviews are found.
These formats are actively researched and were already applied
successfully to mitigate the curse of dimensionality in many sit-
uations, examples are [2, 32, 15, 33, 13, 11].
In this work methods from model order reduction and low
rank approximations are investigated for a Neo Hookean model
problem, which is presented in Sec. 2. From the class of MOR
techniques, the novel adaptive proper orthogonal decomposi-
tion APOD is introduced in Sec. 4. The advantages of APOD
over POD are worked out in Sec. 4.2. Especially in the case of
additional geometric parameters the advantage is clearly shown
in the numerical results. These numerical results also motivate
the usage of low-rank approximations. From the latter class,
the Hierachical Tucker approximation (HTA) is briefly intro-
duced in Sec. 5. The HTA is applied to the model problem
and the approximation quality is investigated in Sec. 6. A first
idea to find synergies between HTA and APOD is established
in Sec. 6.2. In that section a low approximation of the POD er-
ror is constructed, in order to find paramater configurations and
thereby snapshots, which improve the POD model. The uncer-
tainty quantification tasks performed in this work are motivated
in Sec. 2.1. Finally, in Sec. 7 these tasks are performed with
POD, APOD and HTA and thereby compare our methods. The
paper is concluded with an outlook in Sec. 8.
Figure 1: Cube under compression
2. Model problem
The model problem investigated here is a cube made of Neo-
Hookean material undergoing large deformation. Geometry
and boundary conditions are shown in Fig. 1 (c.f. [40]). Us-
ing the symmetry of the problem only a quarter of the cube
is considered. In Tab. 1 the parameters of our main setup are
found.
Young’s module E = 90
[
N/mm2
]
Poisson’s ratio ν = 0.4999
geometric dimensions l1, l2, l3 = 1 [mm]
Pressure F = −320
[
N/mm2
]
Table 1: Parameter configuration for the main precalculation.
To ensure a stable computation, the pressure is applied incre-
mentally in time. 100 time steps are used until full loading is
achieved For the computations itself the finite element analyse
program FEAP[43] is used.
2.1. UQ for the Cube
Since the paper focuses on surrogate models for uncertainty
quantification, cf. [42], as main application, our problem is ex-
tended, so that the parameters of our model problem lie in a
range instead of having an assigned fixed value. Additionally,
the units are omitted and the parameter ranges are set to
E ∈ [150, 2000] and lk ∈ [0.95, 1.05] , k ∈ {1, 2, 3} . (1)
For the remainder of the paper we will keep the boundaries for
the geometric parameters constant, the Young’s modulus and
the loading will change to save some computation time. To
ease up notation in the following chapters, we also introduce
the parameter space
S = [0.95, 1.05]3 × [150, 1000] (2)
and take the liberty to enumerate our parameters
pk = lk, for k ∈ {1, 2, 3} and p4 = E. (3)
2
The problem of uncertainty quantification eases up, when
only one scalar value is of interest. For our model problem the
maximal deformation is chosen, which is measured in percent-
age of the initial height of the cube. This quantity of interest is
denoted as ϕ. This leads us to the main task of this paper, which
is to provide a mapping
ϕ : S → R, p 7→ ϕ(p). (4)
Once a mapping is found, it becomes feasible to estimate the
first statistical moments of the quantity of interest, namely the
mean and the variance, by means of a Monte Carlo method.
Each parameter has a probability distribution, e.g. a uniform
distribution over the range or a truncated normal distribution.
We generate a finite discrete set X of random parameter con-
figurations according to the respective distributions. Then, the
sums
µ =
1
|X|
∑
p∈X
ϕ(p) and σ2 =
1
|X| − 1
∑
p∈X
(ϕ(p) − µ)2 (5)
estimate the mean and the variance. Non-intrusive methods like
multilevel Monte Carlo [16] or stochastic collocation [1] meth-
ods are superior to this method regarding the number of sam-
ples needed for an accurate estimation. But since the focus of
this paper lies on the construction and investigation of reduction
methods for the mapping (4) the standard Monte Carlo method
is used throughout this paper. In the following chapters, the re-
duced models which provide this mapping are studied in detail.
Then, then the resulting methods are employed for uncertainty
quantification in Section 7.
3. Model reduction for the Neo Hooke equation
Model order reduction (MOR) in the context of FE means
that the order of the model is reduced in order to save CPU
time and memory [38]. For many applications this paves the
way for indepth investigations of the problem at hand, because
irrelevant parts of the model can be significantly reduced.
3.1. The problem
The discrete nonlinear equation system is obtained from a
displacement-based finite element formulation
MU¨(t) + R(U(t)) = P(t), (6)
where for static examples the n × 1 nodal acceleration vector
U¨(t) can be neglected. The n × n matrix M represents the mass
matrix and the n × 1 vector U(t) the vector of nodal displace-
ments. The external load is represented by the time-dependent
n× 1 vector P(t). With this assumption and Eq. (6) the residual
vector G(U(t)) is defined as
G(U(t)) B R(U(t)) − P(t) = 0. (7)
The dependence on the time t is from now on omitted in the
notation. Commonly, the Newton-Raphson method is used to
solve the nonlinear Equation (7).
3.2. Projection based MOR
One special kind of MOR is the projection based MOR,
where the high dimensional equation system is projected to an
equation system of smaller dimension m [29]. This smaller
equation system is solved and the solution is then projected
back to the high dimensional space. Especially suitable is this
procedure for problems, where the difference in displacement
between time steps is well approximated by a linear combina-
tion of the basisW1, . . . ,Wm.
The dimension m determines the accuracy and computational
effort of the POD. With smaller m the computational effort is
reduced in exchange for accuracy. Usually, m can be chosen to
be much smaller than n, without substantial loss of accuracy.
Let Φ be the n × m projection matrix which serves for the
projection from the n dimensional space onto the m dimensional
space. Furthermore, let U jred be the reduced m× 1 displacement
vector and
U j ≈ U¯ j = Φ j U jred (8)
be the unreduced n×1 displacement vector of the jth time step.
Additionally, the tangential stiffness matrix K can be projected
as
KT (U j) = Φ jKT (U
j
red)Φ
j T (9)
where KT (U
j
red) is the reduced tangential stiffness matrix. Ap-
plying Eq. (8) and Eq. (9) to the Taylor-Expansion Eq. (??) the
dimension is reduced from n to m:
Φ j TG(Φ jU jred,i)︸               ︷︷               ︸
Gred
+Φ j TKT (Φ jU
j
red,i)Φ
j︸                    ︷︷                    ︸
Kt,red
∆U jred,i+1 = 0. (10)
The success of this procedure relies on the right choice of
the m dimensional space and thus respectively on the proper
construction of the projection matrix Φ. Alternative methods
to construct the projection matrix are the modal basis reduction
method [35] and the load-dependent Rith method [34, 29]. For
the type of problems which are her of interest, the POD has
been shown to be the most efficient [37].
3.3. Proper orthogonal decomposition (POD)
The proper orthogonal decomposition method (POD) is
based on the singular value decomposition (SVD). It is mainly
used in fields like turbulent flow, stochastics, image or signal
analysis [9, 24]. In the field of mechanics [7, 26, 31] different
approaches to employ POD were presented.
The POD is built upon “snapshots” which are the result of
unreduced calculations. Thus, it is important to perform the
unreduced calculations with parameter configurations which in
the end represent the full behaviour of the system. Each time
step of our precalculation results into a displacement vector U j
with the dimension n× 1. These displacement vectors are gath-
ered in the n × l snapshot matrix D =
[
U1 U2 ... Ul
]
∈ Rn×l.
The SVD D = WΣVT =
∑l
k=1 σ
kWkVk
T
is used to generate a
suitable orthonormal basis where W = (W1 W2 ...Wl) ∈ Rn×l
and V = (V1 V2 ... Vn) ∈ Rl×n are orthonormal matrices. Σ is a
diagonal matrix which contains the singular values (σk) which
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are always positive, ordered decreasingly. The projection ma-
trix Φ can be obtained as
Φ =
(
W1 W2 ...Wm
)
∈ Rn×m. (11)
The projection matrix Φ is used to solve the nonlinear Eq. (7)
on a lower dimensional space.
4. Adaptive proper orthogonal decomposition (APOD)
When using POD, it is assumed that the solution lies in a
linear space, spanned by the basis functionsW1 . . .Wm. There-
fore, each linear combination of these basis functions is a possi-
ble solution. In general, all snapshots are used to construct the
projection matrix Φ. However, in particular in the context of
non-linear behaviour, not all snapshots might be representative
of the current deformation behaviour. This makes the POD in-
efficient, since more basis vectors than necessary are used [20].
It is imaginable that in each time step the respective solution
would be matched better by a different but smaller basis. Thus,
a simple principle to choose a proper subset of snapshots is in-
troduced which are then employed in the construction of such a
matched basis. We call this method adaptive proper orthogonal
decomposition.
4.1. Principle
For geometrically nonlinear problems we suggest to intro-
duce a projection matrix Φ¯ which depends on the maximal cur-
rent displacement u¯max. Investigating geometric nonlinear prob-
lems we propose to introduce a projection matrix Φ¯ depending
on the maximal current deformation u¯max, the bar represents the
current time step and the maximum displacement is defined as
u¯max = ‖U¯‖∞. (12)
The snapshot vectors are sorted with respect to the maximum
displacement
||U1||∞ ≤ ||U2||∞ ≤ ... ≤ ||Ul||∞. (13)
The current maximal displacement umax is compared with the
maximal displacement of each of the snapshots ||U1||∞ ... ||Ul||∞.
The index of the snapshot, which fits the maximum displace-
ment best is denoted as
b(u¯max) = argmin
i{1,...,l}
(|(||U||∞ − u¯max)|) . (14)
The snapshots close to the current maximal displacement are
chosen and it is expected that these snapshots represent the be-
haviour of the current state well. To ensure that the snapshots
around the index b are still in the range of available snapshots
the index of the first taken snapshot is defined as
a = max
[
0; min
(
l − o; b −
⌊o
2
⌋)]
(15)
which ensures that the snapshots exist. The number of consid-
ered snapshots is called o. In [25] it is shown that
o = ms (16)
is a good choice for o, where s is the number of precalculations
and m the number of modes. In the case that
l − o < b −
⌊o
2
⌋
available snapshots do not lead to good results, we recommend
to generate snapshots with larger deformations. After determin-
ing a one can construct a suitable snapshot matrix
D¯ =
(
Ua+1 Ua+2 ... Ua+o
)
∈ Rn×m (17)
for the current timestep. With a singular value decomposition
of the current snapshot matrix
D¯ = λ¯Σ¯V¯T =
l∑
k=1
σ¯kλ¯
kV¯k
T
(18)
the projection matrix Φ¯ for the current timestep is created as
Φ¯ =
(
λ¯
1
λ¯
2
... λ¯
m)
, (19)
where Σ¯ contains the singular values in decreasing order.
4.2. Numerical results
The parameters for the precalculation can be found in Tab. 1.
In a first step a change of the Young’s modulus is considered for
different number of modes. Therefore, all other parameters are
the same as the precalculation found in Tab. 1. In the following
different models will be compared. To do so a relative error
between two models X and Y is introduced as
X,Y =
ϕX − ϕY
ϕX
. (20)
The result of the FEAP simulation is denoted as ϕfull where
phi is defined in Section 2 and serves here as a placeholder
for our quantities of interest. The results of APOD and POD
are denoted as ϕPOD and ϕAPOD, respectively. The abbreviation
(A)POD is used, if both APOD and POD are referred to. The
error full,(A)POD is used to assess the accuracy of APOD and
POD.
In Fig. 2 POD and APOD are compared. APOD with m = 3
modes is denoted by “APOD3”, POD with m = 5 modes is
denoted by “POD5”. The other configurations are denoted ac-
cordingly. In this example it can be seen that the new APOD
method with the same number of modes is for all cases signifi-
cantly more accurate than the POD method, since the snapshots
are carefully selected to fit the current situation in every time
step. Figure 2 also shows that the APOD method with m = 3
modes yields approximately the same accuracy as POD with
m = 10 modes. APOD is more expensive due to the fact that
for each time step a singular value decomposition is computed.
On the other hand, each singular value decomposition is much
cheaper since dim (D¯) ≤ dim (D). The comparison of the com-
putational time tPOD for POD and the computational time tAPOD
for APOD shows that the cost are almost equal for the same
number of modes, with tAPOD/tPOD ∈ [1.03, 1.05]. Comparing
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Figure 2: Comparison of the accuracy of POD and APOD for a variation of the
Young’s modulus E. The number appending “POD” or “APOD” represents the
number of used modes.
Figure 3: Comparison of the absolute L2 error
the computation times which yield approximately the same ac-
curacy shows that with tPOD10/tAPOD3 ≈ 1.63 the POD requires
63% more computation time.
POD and APOD yields accurate results if the Young’s mod-
ulus is stiffer than the Young’s modulus of the precalculation.
For our problem the dimensions of the cube are added as param-
eters. Each dimension varies between l1, l2, l3 ∈ [0.95, 1.05].
In Fig. 3 and 4 two points are observed. First, both POD and
APOD are not able to capture the influence of change in the di-
mensions with the precomputation at hand. Second, both mea-
sures reflect this. Whereas, the measure via the QoI is easier to
compute. Thus, in the following we will focus on the error mea-
surement using the QoI. To improve POD and APOD sensibly
chosen precomputations are needed. Stiffer Young’s moduli do
not provide additional information, since these are equivalent
to the effect of weaker loading and softer material, which are
already captured in the first time steps. For the dimensions the
strongest effect on the quantity of interest is expected for the ex-
tremal values. Thus, the parameter configurations from Tab. 2
are taken for the precalculations.
In Fig. 5 the results for the new precalculations are shown.
The error full,(A)POD is plotted over the width l1 and the height
Figure 4: Comparison of the absolute QoI error
Table 2: Material parameters and different sets of the precalculations
Material Parameters Pressure
Neo-Hookean E = 200N/mm2 −0, 320N/mm2
ν = 0.4999
Sets:
1. l1 = 0.95, l2 = 0.95, l3 = 0.95
2. l1 = 1.05, l2 = 0.95, l3 = 0.95
3. l1 = 0.95, l2 = 1.05, l3 = 0.95
4. l1 = 0.95, l2 = 0.95, l3 = 1.05
l3 for l2 = 1.00 and E = 200. For all tested parameter configu-
ration APOD has a higher accuracy.
l2 = 1 is selected, since this choice is not covered by the
precalculations directly. A variation of l2 leads to similar results
with the same set of snapshots.
Figure 5: Comparison of the accuracy of POD and APOD for uncertain param-
eters: l2 = 1.00, E = 200 and 10 modes
Raising Young’s modulus to a value of E = 2000
[
N
mm2
]
leads
to worse accuracy of POD. This is observed in Fig. 6. The er-
ror full,POD rises up to 15%, while the maximal error full,APOD
stagnates at 2%. It is therefore interesting to investigate the
accuracy of POD and APOD for a variation of Young’s modu-
lus. In Fig. 8 this relation is presented. The modulus is fixed
and the dimensions are covered by 1000 samples. The ranges
and the standard deviation of the errors full,POD and full,APOD
are plotted. Both, range and standard deviation of full,APOD re-
main constantly smaller than the respective range and standard
deviation of full,POD.
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Figure 6: Comparison of the accuracy of POD and APOD for uncertain param-
eters: l2 = 1.05, E = 2000 and 10 modes
Figure 7: Comparison of full,(A)POD for 1000 random samples.
Comparing the classic POD with APOD shows that the
APOD increases the accuracy of the calculation significantly
with the same or a smaller number of modes. This becomes
particularly clear in Fig. 7, where the error is measured for
1000 random parameter configurations. It requires a singular
value decomposition for each time step. However, each SVD
is cheaper than the SVD for all snapshots at once. By using
APOD the computation cost of ϕ is reduced drastically.
Nonetheless, for accurate Monte Carlo simulations usually
millions of samples are required, thus the reduction of com-
putational cost is not sufficient. In the next chapters a more
specialized method and the synergies with (A)POD are investi-
gated.
Figure 8: Comparison of mean, deviation and range of errors for the range of
uncertain parameters between POD and APOD
5. Hierarchical tensor approximation (HTA)
One way to further reduce the complexity of the mapping
from the high-dimensional parameter space to a manageable
number of quantities of interest is the hierarchical Tucker de-
composition [18, 22]. To introduce this decomposition in a
simple way, we discretise the parameter space S on a tensorized
grid, meaning that a finite number of points are taken for each
parameter and every combination of these points are taken. For
our purposes N equidistant points in each parameter direction
are sufficient. Therefore, we denote for the parameters li and E
the variations
li,k = 0.95 + k · 0.1N − 1 and Ek = 100 + k ·
100
N − 1 ,
with k ∈ {0, . . . ,N − 1}, and the resulting grid as D. We de-
scribe the corresponding indice set I by
(i1, i2, i3, i4) ∈ I = I{1} × I{2} × I{3} × I{4} = {0, 1, . . . ,N − 1}4 .
Evaluating the mapping on this gridD yields a 4-th order tensor
array, where each entry Φ (i, j, k, l) is the maximal displacement
for the parameter combination (l1,i, l2, j, l3,k, El). Analogously,
we denote the tensor arrays ΦPOD and ΦAPOD which stem from
the prediction given by POD and APOD, respectively.
For the HT decomposition of these tensor arrays each pa-
rameter is associated with a mode. For example the parame-
ter E is associated with the mode {4} and the parameters l1, l2
and l3 with the modes {1} , {2} and {3}. We start with a set of
modes {1, . . . , d}. Then, this set of modes is split into 2 subsets.
The resulting subsets are recursively split until each subset only
contains one mode. Thus, the resulting structure is a binary tree
with sets of modes in every vertex. This structure is denoted
as dimension tree TD, the root of this tree as D = {1, 2, 3, 4}
and the set of leaves as L = {{1} , {2} , {3} , {4}}. In Figure 9 we
find the dimension tree which is used throughout this paper. A
dimension tree is a concept to describe the structure of a HT
tensor. When describing an algorithm for the HT format, the
dimension tree is used to navigate us through the different parts
of the HT tensor.
The second concept needed is the matricisation of a tensor,
which is just a reordering of the tensor entries into a matrix. The
first two indices (i1, i2) and the remaining two indices (i3, i4) are
renumbered lexicographically with a single index i and a single
index j, the matricisation of the tensor A is denoted as
M{1,2} (A)i, j B A (i1, i2, i3, i4) .
For an accessible introduction to matricisations, see [19]. In
the same way, by assigning one single index i to a set of indices
corresoponding to the respective modes in the dimension tree
and another indice j to the remaining indices of the tensor, the
matricisations is constructed for each node in the dimension
tree. Therefore, the matricisationM{1,2,3,4}(A) is assigned to the
root. This matrix consists of a single column, which contains all
tensor entries. For the first leaf, the indice i is associated with
(i1) and the indice j with (i2, i3, i4). This yields the matricisation
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M{1}(A). In a way, this sets the first parameter in proportion to
all remaining parameters. For example, if it holds
A(i1, i2, i3, i4) = ci1 , ∀(i2, i3, i4) ∈ I,
the first parameter is unrelated to the rest. This leads to a rank
1 matrix for the matricisation associated with this leaf. The
rank is an indication on how strongly one parameter relates to
the remaining parameter. With the association of the rank of a
matricisation to the respective mode set t ∈ TD, it yields the
definition of the hierarchical rank
k =
(
kt
)
t∈TD , k
t B rank
(
Mt (A)
)
, t ∈ TD.
The set of tensors with a certain hierarchical rank k is denoted
as
Hk B
{
A ∈ RI : rank (Mt (A)) ≤ kt, t ∈ TD
}
.
It is not to be expected that a tensor is included inHk. There-
fore, the goal is rather, to find an approximation A˜ ∈ Hk for
a tensor A. In [18] an quasi-optimal algorithm was developed
based on singular value decomposition (SVD). For the resulting
tensor AH−SVD ∈ Hk applies
‖A − AH−SVD‖2 ≤
√
2d − 3 min
Abest∈Hk
‖A − Abest‖2.
The use of a SVD is expensive, in the sense that all entries of a
matricisation are used. A data sparse method to find a low rank
approximation of a matrix is the skeleton or cross approxima-
tion [17]. The basic idea is to only use a subset of rows and
columns of the matrix. Let M ∈ RI1×I2 , P ⊂ I1 and Q ⊂ I2,
then the cross approximation reads
M˜ B M|I1×Q S −1 M|P×I2 ,
where S is the submatrix that arises at the intersections of the
chosen rows and columns. This method only employs the en-
tries of the rows and columns, thus the computation of most of
the entries in the matrix are spared. Finding those pivot sets P
and Q is possible in an adaptive fashion, cf. [5], meaning that
the algorithm proceeds until a cross approximation with a cer-
tain accuracy is found or until a certain rank is reached.
With help of this algorithm, a low rank approximation is
found for each matricisation in the dimension tree. This yields
column spaces for each node in TD. The important columns(
U{µ}j
)
j∈{1,...,kµ} found for the matricisations on the leafes are sim-
ply stored colum-wise in a matrix U{µ}, with µ ∈ {1, 2, 3, 4}. We
denote these as frames. One level higher, the important columns
are found by the cross approximation method for a submatrix of
Mt(A). But instead of storing these columns, we compute and
store the coefficients
(
Bt
)
i, j,k, which approximate U
t
j with linear
combinations of kronecker products of the columns U s1k ⊗ U s2l ,
with sons (t) = {s1, s2}. More precisely, these linear combina-
tions read
(
U t
)
·, j =
ks1∑
j1=1
ks2∑
j2=1
(
Bt
)
j, j1, j2
(U s1 )·, j1 ⊗ (U s2 )·, j2 , j ∈ It, (21)
Figure 9: The arrangement of the stored data in a hierarchical tucker format.
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for all t ∈ TD \ L. Each transfer tensor B is computed by a
series of projections between linear spaces. In condensed form
it reads (
Bt
)
j,·,· = S
−1
s1
(
Mt(A)
)
(·,·), j S
−1
s1 .
With these transfer tensors Bt, the frames and Eq. (21), it yields
a low rank approximation for a tensor array, given that the ranks
in each node are small. We denote this approximation in the
following as hierarchical Tucker approximation (HTA) and the
algorithm for finding the HTA as generalized cross approxima-
tion. We have some control over the construction by setting
the size of the submatrices and by setting the accuracy or the
maximal rank for each cross approximation. This method of
constructing a HT tensor is elaborated in [3].
The transfer tensors and frames are the only data that is
needed to be stored for an hierarchical tucker approximation.
Let
k = max
t∈TD
kt,
then the upper bound reads 4 · N · k + 2k3 + k2 for the number
of stored elements from Figure 9. For N = 100 and k = 5, it
yields 2275 elements compared to 108 elements in a full tensor.
With Eq. (21) we have access to each entry of UD and there-
fore to each entry of theH tensor. For (i1, i2, i3, i4) ∈ I we pick
the respective row v{k} B Uik ,· and compute
(
w{1,2}
)
j
=
k{1}∑
j1=1
k{2}∑
j2=1
(
B{1,2}
)
j, j1, j2
v{1}j1 v
{2}
j2
.
In the same fashion, we compute w{3,4}. Finally, the entry is
computed by
H(i1, i2, i3, i4) =
k{1,2}∑
j1=1
k{3,4}∑
j2=1
(
B{1,2,3,4}
)
j1, j2
w{1,2}j1 w
{3,4}
j2
.
Thus, this evaluation needs 2k+4 matrix vector multiplications.
6. HTA for the cube under compression
Next, the mapping (4) is approximated by the means of
HTA. For HTA an already available mapping is needed, e.g.
ϕfull, which is deduced from a full FEAP simulation. Other
choices are the reduced (A)POD models. The reduced map-
pings are denoted as ϕPOD and ϕAPOD and the respective approx-
imating mappings in hierarchical Tucker format are denoted as
ϕHfull , ϕHPOD and ϕHAPOD .
We employ the generalized cross approximation as briefly
described in Chapter 5 with random matrices of size 8 for all
tensor arrays, as long as the matricisation allows it. If the
number of rows or columns of the matricisation is smaller, the
smaller number is used for the size of the respective random sub
matrix. The cross approximation for each matricisation is then
executed in an adaptive manner with a tolerance of 10−6 which
means that the distance between the cross approximation and
the actual matrix is less than 10−6 in each entry of the selected
Construction time [s] Used entries
sampling mesh mesh
rate 23 43 83 23 43 83
4 44 272 5866 167 161 169
8 84 552 11135 338 341 335
16 123 798 16266 496 488 496
32 186 1230 24673 750 752 752
64 313 2066 41549 1264 1264 1264
Table 3: Construction times of a HTA and the respective number of used entries.
Figure 10: Estimated absolute HTA error δfull,Hfull from 100 random parameters
and NFEM = 83.
rows and columns. This is not a guarantee for accuracy but at
least a well established heuristic.
For each tensor array Φ which is deduced from the map-
ping ϕ, we examine different resolutions of the parameter
space and a different number of finite elements, namely N ∈
{4, 8, 16, 32, 64} and NFEM ∈
{
23, 43, 83
}
. To reduce computa-
tion time and to ensure the stability of the input for the HTA the
loading is reduced by 80%. The range of the Young’s modulus
is chosen to be in the range [100, 200].
The construction times are found for different numbers of
samplings N and 3 different resolutions of the mesh are listed
in Tab. 3. All computations were performed on a cluster with
2x Intel Xeon X5690 processors with 2x6 CPU cores with 3.47
GHz and 48GB RAM. Each column shows the same trend. The
number of finite elements determines the magnitude of the com-
putational time needed, where the sampling rate only changes
the computational time in a sub-linear fashion. This is not a
high price to pay, especially when compared to the number of
used entries. Obviously, independently of the number of fi-
nite elements, the percentage of used entries of the tensor array
drops rapidly with increasing sampling rate. This means that a
higher resolution in the parameter space leads to a higher com-
pression of the encapsulated information by the HTA. Around
103 evaluations are needed for N = 64, independently of the
number of finite elements used. This indicates that the structure
of the mapping φ is suitable for an approximation in a hierar-
chical Tucker format, stemming from simulations with different
accuracies.
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Figure 11: Distribution of all relative errors full,Hfull . Estimated from 1000
random parameters on the tensorized grid.
Figure 12: Distribution of all relative errors full,(A)POD. Estimated from 1000
random parameters on the tensorized grid.
Figure 13: Distribution of all relative errors APOD,H(A)POD . Estimated from
1000 random parameters on the tensorized grid.
Figure 14: Distribution of all relative errors full,HAPOD . Estimated from 1000
random parameters on the tensorized grid.
std
mean deviation max min
[%] [%] [%] [%]
full,POD 0.1641 0.2372 1.9854 -0.0519
full,APOD 0.1543 0.2047 1.6533 -0.0173
POD,HPOD 0.0030 0.0189 0.1586 -0.0712
APOD,HAPOD 0.0012 0.1618 2.4481 -0.8481
full,Hfull 0.0000 0.0002 0.0011 -0.0014
full,HPOD 0.1611 0.2316 2.0459 -0.0573
full,HAPOD 0.1555 0.2506 2.4506 -0.766
Table 4: Errors for different methods from 1000 random parameters on the
tensorized grid.
6.1. Approximation quality
More interesting is the approximation quality of the HTA.
To estimate the quality we examine the distributions of various
errors. For each distribution 1000 random parameter combina-
tions (l1, l2, l3, E) ∈ D are used. In Fig. 10 the range of errors
is plotted including the mean over the different sampling rates
and NFEM = 83. It is observed that the maximal error lies around
the magnitude 10−4. In relation to the displacement, which lies
between 20% and 30%, the maximal error is six magnitudes
smaller. Accordingly, it is observed in Fig. 11 that the maximal
relative error
full,Hfull (p) =
ϕfull(p) − ϕHfull (p)
ϕfull(p)
is of magnitude 10−6 in most cases.
The next error observed is the relative error
(A)POD(p) =
ϕ(A)POD(p) −HF(p)
ϕ(A)POD(p)
.
Here, Fig. 13 shows that the maximal relative error is smaller
than 0.15%, which is a satisfactory result for certain applica-
tions. It suggests that the reduced model produces a mapping,
which is less suitable for this kind of low rank approximation.
In comparison to the HTA of the unreduced model the error is
3 orders of magnitude worse.
Whenthe HTA of a reduced model to approximate the map-
ping ϕF is used, the approximation errors of the reduced model
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and of the HTA are added. Empirically, this is observed with
the relative error full,H(A)POD (p),which is found in Fig. 14. A
majority of relative errors are smaller than 1%, which is still a
sufficient approximation quality for some applications.
An overview of all relative errors is found in Table 4. APOD
yields the better results, although it scatters more. Note that
these errors were measured for a fifth of the loading. There-
fore, the errors full,POD and full,APOD do not comply with the
errors found in Sec. 4. With a fifth of the original loading the
cube shows less pronounced non-linear behaviour. Therefore,
to obtain the same error level, about the same number of modes
are used for POD and APOD.
The HTA is seemingly better suited for POD than for APOD.
If the HTA is constructed from (A)POD, the mean relative er-
ror to the unreduced model is just the sum of the means of
POD,H(A)POD and full,H(A)POD . The relative errors of HTA and the
(A)POD approximation are two magnitudes apart from each
other. Overall, it is feasible to surrogate ϕ(A)POD with ϕH(A)POD .
Of course, there is plenty of room for improvement and many
angles to approach this insufficiency. It would be easily possible
to increase the ranks of the HTA or the number of modes and
snapshots of the POD. Both ideas would lead to an increase
of computational cost, but the balance between these cost and
the approximation quality is its own task for every application,
where HTA and POD methods are used in combination.
Instead of constructing the approximation H(A)POD of the
(A)POD model we will employ the HTA to improve the used
snapshots and therefore the (A)POD model itself in the next
chapter. This is to our knowledge the first attempt in literature.
6.2. Finding snapshots with HTA
In the previous chapters, the POD and APOD model was
built upon snapshots, which were carefully chosen from an un-
derstanding of the model problem. Therefore, one question at
hand is, if it is possible to improve the POD or APOD method,
by finding better snapshots with the help of the HTA of the unre-
duced method. Since the approximation quality of HTA for the
unreduced model has a high accuracy, the CPU time effort can
be significantly reduced by using HTA instead of the full FE
model.
One way to assess the approximation quality of the (A)POD
model is the comparison to the unreduced FE model. With this
measure at hand it is possible to find parameter configurations
where the discrepancy between FE model and (A)POD model is
especially large. New snapshots are then generated for this par-
ticular parameter configurations, thus reducing the discrepancy
between FE and (A)POD model. One iteration of this procedure
may be be written down as
(1) Build a (A)POD model ϕ(A)POD,k(p) from an initial set of
snapshots Sk
(2) Provide a measure r : D → R for the discrepancy between
reduced and unreduced model
(3) Find p∗ = argmax
p∈D
|r(p)|
k POD APOD
0 34.628 34.6262
1 11.8444 1.52712e+08
2 0.145506 0.0933674
3 0.206719 0.178969
4 0.0496022 0.0337002
5 0.0352917 0.0618711
Table 5: The development of maxp∈D |rk(p)|.
(4) Generate the snapshots S(p∗) and enrich the used set of
snapshot Sk+1 = Sk ∪ S(p∗)
This step may be repeated until a fixed number of snapshots
is found or a certain tolerance is reached. Step 3 is especially
expensive, since the parameter space may be high dimensional.
Additionally, for an accurate measure of the discrepancy eval-
uations of the full model are needed. To mitigate these costs,
we propose to use HTA as a surrogate model of the residual r
in each step. Therefore, let the residual be denoted as
rk : D → R : p 7→ ϕHfull (p) − ϕ(A)POD,k(p), (22)
where ϕ(A)POD,k(p) denotes the k-th reduced model from a suc-
cessively constructed set of models. Naturally, we start this
series with ϕ(A)POD,0(p) ≡ 0 which is equivalent to an empty
set of snapshots S0 = ∅ and implies r0(p) = ϕHfull (p). The
main step is the third step which consists of the computation of
maxp∈D |rk(p)|.
The maximum is estimated by finding the maxima in alter-
nating directions iteratively. Heuristically, in our case this gives
a good estimation for the maximum. To improve the snapshot
set it is not necessary to find the global maximum.
Once a maximum (global or local) is determined, this leads
to a parameter configuration where the discrepancy between re-
duced and unreduced model is high. Exactly this parameter
configuration is then used to generate a new set of snapshots
Sk+1, leading to ϕ(A)POD,k+1. These steps are repeated iteratively
until a certain tolerance is fulfilled or a maximum number of it-
erations is reached.
We perform this procedure for POD and APOD, with un-
derlying a FE model with 43 elements and use a HTA with a
sampling rate of 64 points per parameter. In our experiments
this coarse FE model lead to very similar parameter configu-
rations as a finer model. This strategy makes the procedure of
this section feasible in practise to provide a sensible selection
of snapshots for more accurate models.
In Tab. 5, the devolopment of the absolute maximum with
each iteration is found. The decline of the residual is significant
until it stagnates after the fifth iteration. This, most probably,
leads back to the approximation error of the HTA for the resid-
ual rk.
To compare these new models with the models in Sec. 4, we
generate random parameters and compute the difference in the
quantity of interest as one measurement for the quality of the re-
duced model, as well as the L2 error as a second measurement.
We observe in Fig. 15 and Fig. 16, that the whole procedure is
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Figure 15: Development of the L2-error between the full model and the (A)POD
model with a successively enriched snapshot set.
Figure 16: Development of the QoI-error between the full model and the
(A)POD model with a successively enriched snapshot set.
working for both measurements. For APOD we find that there
is a kink for both measurements. On the other hand, a compar-
ison with the manually chosen snapshots in Fig. 18 shows, that
the HTA chosen snapshots are significantly worse for APOD.
One reason could be, that the interesting parameter configura-
tions are found at the boundary of the parameter space, but the
HTA lacks accuracy at the boundaries. The reason for this is the
manner in which the HTA is constructed. Since the generalized
cross approximation takes submatrices of the respective matri-
cizations, the parameters on the boundary space are usually not
hit upon. For this simple problem it is practicable to choose
suitable snapshots. In more challenging situations this task be-
comes more difficult. In those cases, the procedure above could
suggest parameter configurations for a set of quantities of inter-
est, so that the choice of snapshots becomes feasible.
Once a suitable reduced model is found, it may be used for a
variety of application. Since the main application in this paper
is uncertainty quantification in form of a Monte Carlo estima-
tion of the mean and variance, we will discover in the following
chapter how to perform this with the HTA.
7. Comparison - HTA and APOD
In this paper, three levels of modeling are considered. The
first level is the FEM model, the second level is the POD model
deduced from the FEM model and the third level is the low rank
approximation in the hierarchical tensor format. Each level is
Figure 17: Distribution of the errors for two different POD models from 1000
samples. With manually chosen snapshots and with systematically found snap-
shots using HTA.
Figure 18: Distribution of the errors for two different APOD models from 1000
samples. With manually chosen snapshots and with systematically found snap-
shots using HTA.
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constr. time [s] 1000 eval. [s]
FEM - 32722.4
POD 130.89 19869.7
APOD 130.89 22320.8
HTA of FEM 41497.5 0.245135
HTA of POD 25260.6 0.241672
HTA of APOD 28343.8 0.238908
Table 6: An overview of the computation times for construction and evaluation
of (A)POD and HTA. With 83 finite elements.
in some sense more specialized and carries less information.
E.g., the FEM model is able to deal with changes in the geome-
try, whereas POD is only able to deal with the changes covered
by the snapshots. This effect is shown in Section 4, more pre-
cisely, in Fig. 3. The POD model provides the displacement in
every node of the cube, thus most quantities of interest which
depend on the displacement are easily computed. In contrast,
the HTA is only suitable to approximate a single quantity of
interest. Consequently, another HTA has to be established, if
another quantity of interest has to be investigated. The advan-
tage of this highly specialized approximation is the low cost
of computation later on. Construction times, the time needed
to evaluate 100 random parameters as well as the convergence
behaviour for the estimation of the mean and variance are ana-
lyzed and compared in the following (see Tab. 6).
Naturally, the construction time of the unreduced FEM
model is zero. The construction time of APOD and POD is rela-
tively low, since only a handful of FE simulations are needed to
generate the snapshots. For the construction of the HTA, around
103 evaluations have to be carried out, therefore the construc-
tion time is very high in comparison, even if POD is used as
basis. Note, that the times given in Tab. 6 are subject to fluc-
tation, since the number of entries needed to construct a HTA
depends on the random submatrices in the computation of the
generalized cross approximation. Further, it has to be taken into
account that for theevaluation of a POD or APOD model an iter-
ative solver with an adaptive number of iteration steps is used.
Yet, the orders of magnitude are consistent for all performed
experiments.
The high construction times of HTA pay off, as it is seen for
the cost of 100 evaluations. In Fig. 19 the total CPU time is
plotted over the number of evaluations. For instance for 1000
evaluations, the use of HTA does not really pay off, because the
construction time for establishing the H−Tensor is very high
in comparison to the CPU time needed to comput the results
of 500 evaluations. Already for 2500 evaluations, the picture
has changed to the opposite. Please note that a number of 2500
evaluations is easily reached and in the context of uncertainty
quantification a very small number of evaluations.
The mean and the variance of the maximal displacement are
shown in Fig. 20 and Fig. 21, respectively For both, the mean
and the variance, it can be observed that all models converge
rapidly to a similar value. The differences of the mean values in
Tab. 7 are in the same magnitude as the errors found in Tab. 4.
Figure 19: Comparison of the computational time over the number of evalua-
tions
Figure 20: Convergence to the mean for all models up to 1000 samplings.
Figure 21: Convergence to the variance for all models up to 1000 samplings.
std
mean deviation max min
[%] [%] [%] [%]
ϕfull 31.936 8.1107 50.6728 20.6467
ϕPOD 31.8818 8.0875 50.0193 20.6248
ϕAPOD 31.8853 8.0926 50.1861 20.6199
ϕHfull 31.936 8.1107 50.6727 20.6467
ϕHPOD 31.8828 8.088 50.0455 20.6186
ϕHAPOD 31.886 8.0967 50.1872 20.6196
Table 7: QoI for different methods from 1000 random parameters on the ten-
sorized grid.
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8. Conclusion and Outlook
In this work three levels of modeling were presented. The
original FE model which is here considered as full model was
first reduced by (adaptive) proper orthogonal decomposition
and then by low rank approximation in hierarchical tucker for-
mat. It should be emphasized that the procedure is applicable
to arbitrarily geometrically and materially non-linear problems.
The present paper is, however, restricted to Neo Hookean be-
haviour, where uncertainties in geometric and material parame-
ters were investigated.
First of all, both model reduction methods were assessed
with respect to their approximation quality. It was discovered
that the accuracy of the A(POD) has to be improved by addi-
tional snapshots. An efficient procedure to find these additional
snapshots by means of a novel combination of a greedy algo-
rithm with HTA was developed. The accuracy obtained from
the automatically chosen snapshots was compared with the re-
sult of the manually chosen snapshots. Obviously, the method is
promising, in particular for complex examples where the man-
ual choice of the snapshots is very difficult.
Beside the approximation quality, the construction and eval-
uation times of (A)POD and HTA were compared. The re-
sults indicate that using a low rank approximation of a (A)POD
model is a viable combination of methods. Since the er-
ror (A)POD,H(A)POD is several magnitudes smaller than the error
full,(A)POD, the approximation ϕH(A)POD becomes a useful surro-
gate for ϕ(A)POD which in turn is a surrogate for the full model.
The relation between construction times ofH(A)POD andHfull is
proportional to the relation of evaluation times of an (A)POD
and a full simulation. Whereas the evaluation time of a low rank
tensor is negligible in relation to one evaluation of the (A)POD
model. For large scale problems both the relation of construc-
tion and evaluation times will improve significantly in favour of
this strategy.
In the development of this work, many ideas for future work
emerged. These ideas were excluded here, in order to focus
on the relation between POD and HTA. With regard to mod-
ern methods in uncertainty quantification, like multi-level and
quasi Monte Carlo methods, stochastic collocation and stochas-
tic Galerkin methods, one idea would be to incorporate our re-
duced models. In terms of polymorphic uncertainty quantifi-
cation, an attempt to incorporate fuzzy-stochastic numbers or
other non-probabilistic methods could improve the representa-
tion of epistemic uncertainties.
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