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Abstract-For the second-order delay differential equation 
y”(t) + a(t)y’(t) + 5 Pi (tmh (t)) = 0, t > 0, t#tk, 
2=1 
with impulsive conditions 
Y (L:) - Y (t;) = bkY (t;) > Y’ (t;) - Y’ (t;) = bky’ (t;) 1 
an explicit necessary and sufficient condition for all bounded solutions to be oscillatory is obtained 
by the comparison theorem on bounded oscillation of the impulsive differential equation with the 
corresponding nonimpulsive differential equation. @ 2004 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
The oscillatory behavior of delay differential equations has been studied by many mathematicians. 
For some contributions in this area, refer to [l-3]. I n recent years, theory of oscillation of 
impulsive delay differential equations has been investigated by a number of authors, see [4-121 
and references therein. However, there are only few papers on second-order impulsive delay 
differential equations. For the general theory of impulsive ordinary differential equations, the 
reader is referred to the monograph [13]. 
The purpose of this paper is to study the oscillatory behavior of solutions of a second-order 
linear impulsive delay differential equation. An explicit necessary and sufficient condition for all 
bounded solutions to be oscillatory is obtained by a comparison theorem on oscillation of the 
impulsive differential equation with the corresponding nonimpulsive differential equation. 
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Let 0 < tl < t2 < . . be fixed points where limk,, tl, = 00. Consider the impulsive delay 
differential equation 
y”(t) + WY’(t) + &Y(d)) = 0, t 2 0, t ftkr (1) 
i=l 
!/(tk) - Y (ti) = bkY (t;) > y’(tk) - Y’ (t;) = bkY’ (t;) > k = 1,2,..., (2) 
under the following hypotheses: 
(Al) a,pi E ([O,m),R), i = I,%. . . , n, are Lebesgue measurable and locally essentially bounded 
functions, R is the real axis; 
G42) si E (P,~),R), s(t) I 4 i = 1,2,. . . , n, are Lebesgue measurable functions and 
limt,, gi(t) = co; 
(As) bk > -1, k = 1,2,. . . , are constants. 
For any c 2 0, let T, = mini<i<n inftzO gi(t) and @ denote the set of functions #J E ([TV, a], R) -- 
which are bounded Lebesgue measurable functions. 
DEFINITION 1. For any o > 0 and C$ E @, a function y E ([ra, co), R) is said to be a solution 
of (1) with (2) on [a, oo) satisfying the initial value condition 
y(t) = 4(t), t E [~cT,~l, (3) 
if the following conditions are satisfied: 
(i) y E ([TV, co), R) has an absolutely continuous derivative y’ on each [tk, tk+r) n (IT, co), 
(a,$), tj = min{tk > u}, tk > u; 
(ii) for any tk > 0, Y@k+),Y@& Y’(q), Y’($) exist and y(tk+) =y(tk), y’(tt) =y’(tk), (2) holds. 
(iii) y(t) satisfies (1) almost everywhere (a.e.) in (a, oo). 
DEFINITION 2. A solution of (1) with (2) JS said to be nonoscillatory if it is either eventually 
positive or eventually negative. Otherwise, it is called oscillatory. 
Consider the following auxiliary differential equation: 
x”(t) + a(t)z’(t) + -&(t) n (1 + bk)%(g;(t)) = 0, t > 0. (4 
i=l gz(t)<tlcLt 
Here and in the sequel we assume that a product equals unity if the number of factors is equal 
to zero. 
By a solution z(t) of (4) on [T,, co) we mean a function z E ([T,, co), R) has an absolutely 
continuous derivative d(t) on [a, co) and satisfies (4) a.e. for t > a and (3) for t E [T,,, g]. 
2. MAIN RESULTS 
In this section, we establish a fundamental theorem that enables us to reduce the oscillation 
and nonoscillation of solutions of (1) with (2) to th e corresponding problems for (4). 
THEOREM 1. Assume that (AI)- hold. 
(i) If z(t) is a solution of (4) on [T,, co), then y(t) = n,,,,<,(l + bk)z(t) is a solution of (1) 
with (2) on [T,, co). 
(ii) If y(t) is a solution of (1) with (2) on [T~,oo), then z(t) = n,,,,,,(l + bk)-‘y(t) is a 
solution of (4) on [T,, co). 
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PROOF. First, we prove (i). It is easy to see that y(t) = n,,,,,,(l + &)x(t) has an absolutely 
continuous derivative y’(t) on (a, t3), [tk, tk+l), k > j and for any t # tk, t > (7, a.e. 
Y”(t) + 4t)y’(t) + &4t!Y(d!) 
i=l 
= n (l+bk) z”(t) + 4t)z’(t) + &t) (1 + h!Jlz(g,(t)) = 0, 
a<tk<t 2=1 !?t(t)<tk<r I 
which implies y(t) satisfies (1). 
On the other hand, for t > g, 
!i(tk) = n (1 + bj)x(tk) 
O<L,<Fk 
and ?/‘(tk) = n (1 + bj)z’(tk), 
u<t,<tli 
( 1 + b,)z(t) = n (1 + bj)Z(tk), 
u<t,<ti-l 
y’ b,) = Jiym n (l + bJ)Z’(t) = n (1 + bj)d(tk). - h u<t,<t a<t,<tk-l 
Thus, for every tk > c3 
!dtk) = (1 + bk)!/ &) 
Hence, (2) is satisfied. 
and ?/‘(tk) = (1 + bk)!/’ (t;) 
Next, we prove (ii). Let y(t) be a solution of (1) with (2) on [TV, m). Since y(t) is absolutely 
continuous in each interval (c, i?j), [tk, tl;+l), k > j, s(t) 1s a so 1 absolutely continuous in the above 
intervals. In view of (2), tk > 0, 
2’ (tl;) = hl; n (1 + q-$/‘(t) = n (1 + q-ly’(tJ = jJ (1 + b,)-?/‘(tk) 
o<t,<t m<t,<tk-l u<t,<ts 
and 
2’ (tt) = lim n (1 + bj)-‘y’(t) = n (1 f bJ)-‘y’(tk), 
t-t+ k u<t,<l cT<t3<t,k 
which implies that x’(t) is continuous on [a, CQ). Since d(t) is absolutely continuous in each 
interval (a, tj), [tk, tk+l), k > j, it is easy to prove that z’(t) is also absolutely COntinUOUS in 
(a, co). Now, one can check that z(t) is a solution of (4). The proof of Theorem 1 is complete. 
By applying Theorem 1, we obtain the following comparison theorem 
THEOREM 2. Assume that (Al)-(A3) hold. Then, all solutions of (1) with (2) are oscillatory if 
and only if all solutions of (4) are oscillatory. 
REMARK 1. Under the stronger condition a(t) 5 0 and pt(t) > 0, i = 1,2,. > n, Theorem 1 has 
been established by Berezansky and Braverman [lo, Theorem 81. 
From Theorem 2, we have the following result. 
COROLLARY 1. Assume that (AI)- hold and there exist constants MI and Mz such that 
o<fill< n (l+bk)<M2, for all t > u. (5) 
u<t,st 
Then, all bounded solutions of (1) with (2) are oscillatory if and on1.y if all bounded solutions 
of (4) are oscillatory. 
Let r(t) = exp(Ji a(s) ds). Then, (4) can be written in the form 
(T(t)x’(t))’ + T(t) x%(t) n (1 + h-1+/$)) = 0, t > 0. (4’) 
i=l Y7(t)<tkst 
We will employ Corollary 1 to obtain sufficient conditions for bounded oscillation and nonoscil- 
lation of the solutions of (1) with (2). 
256 J. YAN 
THEOREM 3. Let 
pi(t) 2 0, i=1,2 ,..., 71. 
Assume that (AI)- and (5) hold and 
lim -=oo, J t ds t--+oo (J r(s) 
(6) 
(7) 
(8) 
Then, all bounded solutions of (1) with (2) are oscillatory. 
PROOF. From Corollary 1, we only need to prove that all bounded solutions of (4’) are oscillatory. 
Let z(t) be a bounded positive solution of (4’). Suppose z(t) > 0, z(gi(t)) > 0, i = 1,2,. . . , n 
for all t 2 T > 0. It follows from (4’) that (r(t)z’(t))’ 5 0 for t 1 T, a.e., and hence, r(t)z’(t) 
is nonincreasing for t 2 T. We first show that for every t > Tl > T, z’(t) 2 0 a.e. Otherwise, 
suppose z’(t*) < 0 for some t* > Tl, then r(t)d(t) < r(t*)z’(t*) 5 -c, c > 0 for all t > t* 2 Tl, 
and hence, z(t) 5 z(t*)-cJ,“.(l/r(s))d s f or all t > t*, which, in view of (7), contradicts x(t) > 0. 
Thus, x(t) is nondecreasing for t 2 Tl. Let lim t+oo x(t) = L, 0 < L < 00. Then, there is Tz 2 Tl 
such that z(gi(t)) > L/2, i = 1,2,. . . , n for t 2 Tz. Multiply both sides of (4’) by si & and 
integrate from T2 to t to obtain 
J:, (1 --$) (r(s)z’(s))‘ds + ; /;: (1’ -$) r(s) &i(S) n (l + b$l ds 5 ‘. 
i=l gz(~Ntk5S 
Integrating the first integral by parts and discarding nonnegative terms, we obtain 
where Ci is a constant. This contradicts (8). The proof of the case x(t) < 0 is similar and hence 
omitted. The proof of Theorem 3 is complete. 
THEOREM 4. Assume that (AI)-(A3) and (5)-(7) hold and 
(9) 
Then, (1) with (2) has a bounded nonoscillatory solution y(t) with liminf++oo [y(t)/ > 0. 
PROOF. By Corollary 1, first we prove that (4’) h as a bounded positive solution z(t). From (9), 
there exists T > 0 such that for all t 2 T, gi(t) 1 To > 0, i = 1,2,. . . , n, and 
(10) 
Let X denote the locally convex space of all continuous functions zr E ([To, oo), R) with the 
topology of uniform convergence on compact subintervals of [To, w). Let S = {z E X : QI 5 
z(t) 5 2a, t 2 To} where a > 0 is an arbitrarily given constant. Observe that S is a closed and 
convex subset of X. Define the operator F by 
t 1 
(Fz)(t)= a+ T r(s) J-J n (1 + &)+r(g&)) drds, t 2 T, s Si(T)<hS (11) 
Q, To 5 t < T. 
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any x E S, 
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are uniformly bounded and since for 
it follows from (9) that {F z } are equicontinuous on any compact subinterval of [To, oo). Therefore: 
F maps S continuously into a compact subset of S. Consequently, by the Schauder-Tychonov 
fixed-point theorem, F has a fixed point 5 in S. Obviously, this fixed point x = z(t) is a solution, 
of (4’). By Theorem 1, y(t) = flIr,<tkLt(l+bk)x(t) is a solution of (1) with (2). Hence, from (5), 
liminft,, ]y(t)] # 0. The proof of Theorem 4 is complete. 
REMARK 2. Clearly, (8) holds if and only if (9) d oes not hold. Thus, by combining Theorem 3 
with Theorem 4, we can obtain the following result. 
COROLLARY 2. Assume that (AI)- and (5)-(7) hold. Th en, all bounded solutions of (1) 
with (2) are oscillatory if and only if (8) holds. 
REMARK 2. For nonimpulsive delay differential equation (1) (i.e., bk = 0 in (2)) Corollary 2 is 
also a new result. 
Let 
9(t) = $Zt lyz?L9d4. 02) -- -- 
THEOREM 5. Assume that (AI)-( (51, and (7) hold and 
a(t) 2 0 and IA(~) IO, i= 1,2 ,..., 71. (13) 
Moreover, assume that there exists a sequence {a,} such that hnaim CJ,,~ = 00 and 
(14) 
Then, all bounded solutions of (1) with (2) are oscil1ator.y 
PROOF. By Corollary 1, we prove that all bounded solutions of (4’) are oscillatory. Suppose 
that x(t) is a bounded positive solution of (4’) on [T,m). Then, from (4’), (r(t)z’(t))’ > 0 for 
t 2 Tl 2 T a.e. Since z(t) is bounded, it follows from (7) that r(t)z’(t) 5 0 and z’(t) < 0 for 
all t 2 T2 > Tl. Therefore, r(t)x’(t) is nondecreasing and z(t) is nonincreasing. Integrating (4’) 
from s to t, we have 
v(t)x’(t) - T(s)x’(s) + It+-) .-f&) n (1 + bk)-‘x(gi(T)) &r = 0. (15) 
s I=1 9L(T)<tk17 
Integrating (15) with respect to s on [g(t), t], we get 
Integrating the first integral of (16) by parts, in view of z’(t) < 0 and r’(t) > 0, we obtain 
(16) 
(17) 
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From (16) and (17), we have 
Dividing the above inequality by r(t)rc(g(t)) an d using the monotonicity of x, we have 
which contradicts (14). The proof of the case x(t) < 0 is similar and hence omitted. The proof 
of Theorem 5 is complete. 
EXAMPLE. Let tk = kr, k = 1,2,. . . , and 
bk = 
i 
4 k is odd, 
b -- 
l+b’ 
k is even, 
where b is a positive constant. Consider the impulsive delay differential equation 
y”(t) - py(t - T) = 0, t#tk, k=l,2,..., (18) 
Y(tk) - Y @k) = bkY (tk) 7 y’(tk) - y’ (t;) = by’ (t;) , 
where p and I- are positive constants. Suppose that r is small enough for the characteristic equa- 
tion X2 - pemxT = 0 of (18) to have a negative root X0. Then (18) has a bounded nonoscillatory 
solution y(t) = eXot But if we choose constant b such that p~~(l + b) 2 1, from Theorem 5, it 
is easy to prove that all bounded solutions of (18) with (19) are oscillatory. Here impulse effects 
oscillation of all bounded solutions of (18) with (19). 
REMARK 3. For second-order nonimpulsive delay differential equations, oscillation criteria rela- 
tive to Theorem 5 have been obtained by Gustafson in [14]. 
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