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Ein von Historikern gegründeter Verein mit dem Ziel, die neuere
Schweizer Geschichte zu erschliessen (http://www.archimob.ch)
555 Interviews mit Zeitzeugen des Zweiten Weltkriegs in der Schweiz
Zeitzeugen aus unterschiedlichen sozialen Klassen und Sprachregionen
Interviews geführt 1999-2001, auf Video aufgezeichnet
Dokumentauswahl
43 Interviews wurden für das Korpus ausgewählt:
• Genügende Tonqualität der Aufnahmen
• Schweizerdeutsch, Abdeckung verschiedener Dialekte

































































Transkription – Vier Phasen
1. 16 Dokumente (2004-2012)
• Nisus Writer
• Keine Segmentation in Äusserungen (nur Turns)
• Keine Alignierung mit der Tonquelle
• Nachträglich konvertiert, segmentiert und aligniert
2. 7 Dokumente (2012-2014)
• FOLKER (Schmidt 2012)
• Segmentiert in Äusserungen von 4-10 Sekunden
• Produziert XML-Dateien mit Ton-Alignierung
3. 11 Dokumente (2015)
• EXMARaLDA (Schmidt 2012, Weiterentwicklung von FOLKER)
• Zusammenarbeit mit Spitch
4. 9 Dokumente (2016-2017)
• EXMARaLDA
5
Transkription – Vier Phasen
1. 16 Dokumente (2004-2012)
• Nisus Writer
• Keine Segmentation in Äusserungen (nur Turns)
• Keine Alignierung mit der Tonquelle
• Nachträglich konvertiert, segmentiert und aligniert
2. 7 Dokumente (2012-2014)
• FOLKER (Schmidt 2012)
• Segmentiert in Äusserungen von 4-10 Sekunden
• Produziert XML-Dateien mit Ton-Alignierung
3. 11 Dokumente (2015)
• EXMARaLDA (Schmidt 2012, Weiterentwicklung von FOLKER)
• Zusammenarbeit mit Spitch




















Transkription – Vier Phasen
1. 16 Dokumente (2004-2012)
• Nisus Writer
• Keine Segmentation in Äusserungen (nur Turns)
• Keine Alignierung mit der Tonquelle
• Nachträglich konvertiert, segmentiert und aligniert
2. 7 Dokumente (2012-2014)
• FOLKER (Schmidt 2012)
• Segmentiert in Äusserungen von 4-10 Sekunden
• Produziert XML-Dateien mit Ton-Alignierung
3. 11 Dokumente (2015)
• EXMARaLDA (Schmidt 2012, Weiterentwicklung von FOLKER)
• Zusammenarbeit mit Spitch






















• Dieth-Schreibung, schrittweise vereinfacht
• Äusserung ist Basiseinheit der Transkription
• Sprecherwechsel werden nicht explizit annotiert
(sind aber von XML-Annotation ableitbar)
• Pausen, Wiederholungen, unverständliche Passagen
werden als solche annotiert









Transkription min maa het immer gsaait
Varianten im mi ma hät gsait
selben Text mii
miin
Varianten in mine hed ime gsäit
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Normalisierung – Ziele und Richtlinien
Ziel: Zusätzliche Annotationsebene, um Formen zu gruppieren,
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• 6 Dokumente wurden manuell normalisiert
• Aufwand: 30-60 Stunden pro Dokument
• Können wir die verbleibenden Texte automatisch
normalisieren?
Lösung: Buchstabenbasierte maschinelle Übersetzung
_ j a _ d a n n _ h a t _ m a n _ n o c h _ g e l u g t _ g e d a c h t
_ j a a _ d e _ h e t _ m e _ n o _ g l u e g t _ t ä n k t
Beste Lösung (Scherrer & Ljubešić 2016):
• Kontext erweitert auf gesamte Äusserung
• Zusätzliches Sprachmodell: deutsche Filmuntertitel
• Eindeutige Wörter werden direkt kopiert
• 90.46% korrekte Normalisierung für vergleichbare Texte
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• Trainiert mit NOAH’s Corpus
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Die ArchiMob-Daten sind auf SketchEngine und ANNIS
durchsuchbar (Links auf Projektseite).
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Anwendung 1: Dialektale Variation
Dialektale Variation
Phonologische dialektale Variation:
Ein Graphem auf Normalisierungsebene, aber verschiedene
Grapheme auf Transkriptionsebene
Beispiel:
Aus welchen Transkriptionen entsteht normalisiertes ck?
Transkr.→ Norm. Dokument 1 Dokument 2
k→ ck 37.0% 95.2%
gg→ ck 63.0% 2.4%
ch→ ck — 2.4%
• Kartierung aller Dokumente für eine Variante
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• Vergleich mit SDS-Karte
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Blau: Verbreitungsgebiet der Variante -gg- in SDS 2/095 „drücken“
Phonologische dialektale Variation: ui→ au
0.14
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Blau: Verbreitungsgebiet der Variante Muis in SDS 1/106 „Maus“






















Blau: Verbreitungsgebiet der Variante Tane in SDS 2/179 „Tanne“
Anwendung 2: Dialektidentifizierung
Dialektidentifizierung
VarDial Evaluation Campaign on Similar Languages, Varieties
and Dialects
• Satz/Absatz aus Korpus→ Sprache/Dialekt
• Ähnliche Sprachen: bosnisch/kroatisch/serbisch, …
• Arabische Dialekte: Ägypten, Nordafrika, Levante, Golf
• Schweizerdeutsche Dialekte: Basel, Bern, Luzern, Zürich
Beispiele
• u simer geng a d landi öppe zwöi drüümau
• unsere suntigschbaziirgang hètis
• da hät s dänn amel eson en linsebrei ggää
• de vatter hets natüürli glii gmèrkt ùnd dä ìsch ainisch choo ùnd
nòchhär nümme
• daa bi wind und wätter im schnee
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1. Distanzmatrix zwischen Dokumenten erstellen
Sprachmodelle
Für jedes Dokument wird ein Sprachmodell erstellt:
• Buchstaben-4-Gramme
• Basiert nur auf Transkriptionen, nicht auf Normalisierung
Ein Sprachmodell kann ein anderes Dokument bewerten:
• Perplexität ≈ Distanz
2. Herkömmliche Dialektometrie-Verfahren anwenden
(z.B. Clustering)
3. Analyse: Dialektale Unterschiede? Transkriptoren-
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Vergleich mit 10-Cluster-Lösung aus SDS- und








































Annotation: Textauswahl, Transkription, Normalisierung
und Tagging
• Computerlinguistische Methoden und
Werkzeuge für automatische Annotation
Anwendungen: Variationsmuster, Dialektidentifizierung,
Dialektklassifizierung
• Basis: Transkription (+Normalisierung)
• Trotz starker Transkriptoreneffekte gute
Grundlage für interessante dialekto-
logische Fragestellungen
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