Most of the special functions of mathematical physics are connected with the representation of Lie groups. The action of elements D of the associated Lie algebras as linear differential operators gives relations among the functions in a class, for example, their differential recurrence relations. In this paper, we define fractional generalizations D µ of these operators in the context of Lie theory, determine their formal properties, and illustrate their use in obtaining interesting relations among the functions. We restrict our attention here to the Euclidean group E(2) and the Bessel functions. We show that the two-variable fractional operator relations lead directly to integral representations for the Bessel functions, reproduce known fractional integrals for those functions when reduced to one variable, and contribute to a coherent understanding of the connection of many properties of the functions to the underlying group structure. We extend the analysis to the associated Legendre functions in a following paper.
Introduction
Most of the classical special functions are connected with the representation of Lie groups [1, 2, 3, 4] , and appear as factors in multivariable functions on which the action of an associated Lie algebra is realized by linear differential operators. Many of the properties of the special functions are easily understood in this context. For example, the differential equations for the special functions are connected with the Casimir operator of the associated groups. The actions of appropriate elements D of the Lie algebra lead, when reduced to a single variable, to the standard differential recurrence relations for the functions, while the action of group elements e −tD can be interpreted in terms of generalized generating functions when expressed using a Taylor series expansion in the group parameter t. Numerous examples are given in [1, 3] . In the present paper, we will define fractional generalizations D µ of the D's in the context of Lie theory, determine their formal properties, and illustrate their usefulness in obtaining further interesting relations among the functions, including integral representations for the functions. Most of the specific results have been derived historically in other ways, but are unified here in a group setting.
Two example of fractional operators in a single variable are provided by the fractional integrals of Riemann and Weyl [5] , Chap.13. These give a useful way of changing the indices (degree or order) of the classical orthogonal functions (Jacobi, Gegenbauer, Legendre, Laguerre, Bessel, and Hermite functions). An example is Sonine's first integral for the Bessel functions [6] , 12.11.(1),
The expression on the second line is equivalent to the Riemann fractional integral R µ x ν/2 J ν (2 √ x), where the integral operator R µ is defined in general by [5] , Chap. 13, as
Thus, with the replacement of t by 2 √ t and x by 2x, (2) becomes
A number of similar results are known for other special functions, for example, the relation
for the associated Legendre functions with Re λ < 1, Re µ > 0, [5] , 13.1(54). Askey [7] , Chap. 3, summarizes a number of results and gives some applications.
Other results are known with respect to the Weyl fractional integral W µ [5] , Chap. 13, defined by
Thus, from [5] , 13.2(59),
where K ν is the hyperbolic Bessel or MacDonald function. The simplicity of the results noted, and of many similar results [7] , is striking. The effect of the fractional integration is simply to change the indices on the special functions, while retaining the original functional form. There does not appear to be a systematic approach to the derivation of these results in the literature. Their form suggests that they must be associated with fractional generalizations of the stepping operators in the associated Lie algebra. In particular, the differential recurrence relations for the special functions are schematically of the form DF α,... = cF α±1,... , where D is a linear differential operator and the indices α label the functions in a realization of the algebra. This suggests that shifts of the indices by arbitrary amounts could be effected using fractional operators D µ defined in analogy to the single-variable fractional derivatives defined in [5] . This is the case, as we will see. The fractional integrals given above are related, and simply give the action of the inverse multivariable operators D −µ when reduced to a single variable. We will define the fractional operators D µ in the context of Lie theory and explore their general properties in the following section. We will then apply the results in a number of group settings in this and following papers to obtain generalized fractional-integral-type relations of the form F α+µ,... = N D µ F α,... for the special functions. Some are apparently new. We find that, with appropriate choices for the input functions, the fractional relations lead directly to known integral representations for the special functions, providing a group-theoretical setting for the latter.
In the present paper, we will restrict our attention to the development of our methods, and to applications to the Bessel functions. Our treatment is not exhaustive in either the theory or the applications considered.
Fractional operators
We will suppose that we have a Lie algebra which corresponds to one of the classical Lie groups, and is realized by the action of a set of linear differential operators {D(w, ∂ w )} in a collection of variables w acting on an appropriate set of functions. The exponentials e −tD defined by Taylor series expansion in the group parameter t are elements of the Lie group taken to act on an appropriate class of functions F . We will assume that the group action e −tD F can be defined for all t, and will define a Weyl-type fractional operator D µ W as an integral over group elements by
The contour C W = (∞, 0+, ∞) in the complex t plane runs in from infinity, circles t = 0 in the positive sense, and runs back to infinity. To define phases, we take the integrand as cut along the positive real axis with the phase of t taken as zero on the upper edge of the cut. The direction of the contour at infinity must be such that the integral converges. The expression above would be an identity for D a positive constant. Here, however, D(w, ∂ w ) is an operator which acts on functions F of the collection of variables w, and the existence of the integral depends on the functions as well as the contour. Alternatively, D µ W can be defined as
where Re µ < n and endpoint terms are assumed to vanish in the partial integrations which connect the two expressions. It is straightforward using this expression to show that the fractional operators have the expected algebraic properties. Thus, for Reµ < 0, Reν < 0, and Re(µ + ν) < 0,
Exponents therefore add as we would expect, and the fractional operators of different orders com-
The result extends through 9 to general µ, ν for which the fractional operators are defined. By converting the integral in 10 back to a contour integral before taking the limit ν → −µ, we find also that D The fractional operator D µ W can also be defined in terms of the action of a generalized Weyl fractional integral W −µ in the parameter x on the group operator e −xD(w,∂w) . We will define W −µ for general µ as
where C x is the contour (∞, x+, ∞). This definition is equivalent to 8 for Re µ < 0. The action of W −µ on f is just that of a fractional derivative, 
We can define a second Riemann-type fractional operator by replacing the Weyl fractional integral by a Riemann fractional integral and noting the correspondence of
. Thus, taking taking f (t) = e tD F and α = n − Reµ > 0 in 3 and following the construction above, we find
By changing the integration variable from t to x − t in 3, we then obtain the analog of 9,
where we have noted the dependence of the final result on the value x(w) of the group parameter t at the endpoint of the integration. As indicated, this will depend on the values of the variables w in F . By going to a contour integral to handle the possible singularity at the lower limit of integration, we can write D µ R F in the more general form
where C R is the contour C R = (x(w), 0+, x(w)).
As we will see explicitly in later applications, the endpoint x(w) of the contour must be chosen such that D µ F satisfies a differential equation determined by the Casimir operators of the Lie algebra. This will require that a differential expression related to e −tD F vanishes for t = x(w) for the given values of the variables w in F (see, for example, 85).
The product of two Riemann fractional operators is given in the simple case Re µ, Re ν < 0 by Which expression for D µ is appropriate in a particular setting, Weyl or Riemann, will depend on D and F . We will therefore simply denote the fractional operator as D µ for formal purposes, and only specify the expression to be used in in particular applications. The key restrictions will be the existence of a finite value of the group parameter t = x(w) such that e −xD F = 0 in the Riemann case, and convergence of the integral for t → ∞ in the Weyl case.
3 Bessel functions and E(2)
Algebraic considerations
As a first application of the fractional operators, we will consider the Bessel functions which we will denote generically as Z ν (x). Bessel functions appear naturally in representations of E(2), the Euclidean group in two dimensions, and of E(1,1), the Poincaré group in two dimensions [1, 2] . Both groups are real forms of SO(2,C), and the two are related to eachother through the Weyl unitarity trick [8] . Since we are not concerned with unitary representations of the groups, it will be sufficient for our purposes to consider only the algebra of E(2).
The Lie algebra of E (2) is generated by three operators P 1 , P 2 , J 3 with the Lie products or commutation relations
There is one invariant operator, namely P
, which commutes with all the generators. The algebra can be realized by the action of differential operators on functions f of the coordinates (x 1 , x 2 ) in the Euclidean plane. P 1 and P 2 correspond to the translation operators
and J 3 , to a rotation in the plane,
The condition that the invariant operator P 2 1 + P 2 2 be constant on the functions f gives the Helmholtz equation (P
In polar coordinates x, φ this becomes the differential equation
We can take k 2 = 1 by a scaling of the coordinates, and will do so. The rotation operator J 3 = −∂ φ commutes with the Helmholtz operator and may also be taken to have a constant value −iν on the functions. The functions f in this realization of E(2) are then of the form
and involve Bessel functions Z ν of order ν.
It is useful to change from the antihermitian operator J 3 to the hermitian operator iJ 3 , and to introduce operators
with the commutation relations
The last relations imply that if f ν is a solution of the Helmholtz equation with the index ν, then P ± f ν is a solution with index ν ± 1,
P ± therefore act as stepping operators on the index. The operators are given explicitly by
where t = e iφ . In terms of that variable, iJ 3 = t∂ t . The Helmholtz operator is simply P + P − + 1. From 26, the action of P ± on the functions f ν (x, t) = t ν Z ν (x) must give constant multiples of t ν±1 Z ν±1 (x). The constants of proportionality for the different Bessel functions are easily determined to be unity by using the behavior of the functions for x → 0, ∞. We therefore have the stepping relations
which reduce to
once the t dependence is factored out. The latter are just the differential recurrence relations for the Bessel functions [9] , 7.2.8. The relations in 29 suggest that
for P µ ± appropriately defined fractional operators such as the Weyl operators
It is easily established that these operators have the expected properties. First, P µ ± commute with the Helmholtz operator P + P − + 1, so transform solutions of the Helmholtz equation to solutions. Further, from the relation
we find that
hence, after a partial integration in 32, that
The action of P µ ± on a solution f ν therefore gives another solution with the index ν changed to ν ± µ,
This relation does note show directly that P µ ± f ν = f ν±µ , but only that P µ ± f ν is at most a linear combination of the two independent solutions of the Helmholtz equation with orders ν ± µ. If the independent solutions are taken as the Hankel functions, the observation that the operators P µ ± do not change the distinct asymptotic behaviours of those functions for |x| → ∞ shows, in fact, that P µ ± f ν = N (ν, µ)f ν±µ . The constant of proportionality will be found later by direct calculation to be unity, as in 52, establishing the validity of 31.
We can also define a fractional operator (iJ 3 ) λ , and find after a brief calculation using the analog of 32 that
(iJ 3 ) λ again satisfies the multiplication rule, (
λ+µ . The formal algebraic structure is completed by the relations
These can be derived using the Baker-Hausdorff expansion of e A Be −A as a series of n-fold commutators,
Thus, choosing e A as the exponential in the definition of (iJ 3 ) λ , e A = e −itJ3 , B as P µ ± , and using 36 to evaluate the repeated commutators, we find that
The first of the relations 39 then follows upon integration using the analog of 32. Application of this operator to a solution f ν of the Helmholtz equation gives
The second of the relations 39 can be derived similarly. The complete algebraic structure defined by (iJ 3 ) λ , P µ ± , the multiplication rules, and 39 is infinite, and has not been investigated except as applied to solutions of the Helmholtz equation.
Action of the group operators
The action of the exponential operators e −uP± = e ±uP1+iP2) is easily determined and well known. P 1 and P 2 commute, and the exponentials e aP1 and e aP2 induce translations of the coordinates x 1 , x 2 with e aP1 x 1 = x 1 +a and e aP2 x 2 = x 2 +a. Thus, acting on functions analytic in the neighborhood of (
Applying this result to the functions f ν = e iνφ Z ν (x) written in rectangular coordinates, we find that
where x = x 2 1 + x 2 2 and t = e iφ = (x 1 + ix 2 )/x. A similar calculation gives
We can also calculate directly in polar coordinates, a method which will be useful later. Thus, noting that P + t ν x ν = (t/x)(t∂ t − x∂ x )t ν x ν = 0 and using 30, we find that
The formal Taylor series expansion of e −uP+ then gives
where we have identified the exponential in the penultimate line as a translation operator. The result agrees with 44. A similar calculation for e −uP− reproduces 45. Direct evaluations of e −uP± f ν using the Taylor series for the exponentials and the relations P n ± t ν Z ν (x) = t ν±n Z ν±n (x), 29, give the generating functions
and
These equations give generalizations of Lommel's expansions for the Bessel functions [6] , §5.22. Thus, taking x = √ z, ut = h/2x = h/2 √ z in 48, and choosing Z ν as the ordinary Bessel function J ν , we obtain [6], 5.22(1),
Similarly, for x = √ z and u/t = −h/2 √ z, 49 gives [6], 5.22(2),
The remaining Lommel-type formulas in [6] , §5.22, follow from 48 and 49 for different choices of Z ν .
The present development provides a group-theoretical derivation of these results. See also Weisner [10] . Note the series 48 converges for |u| < |x/2t|, and that in 49, for |u| < |xt/2|, that is, for sufficiently small values of the group parameter u.
Weyl-type relations for Bessel functions
3.3.1 Relations using P µ +
The action of the Weyl-type operators P µ + on the Bessel functions is given by 8 and 44,
C W is a contour (∞, 0+, ∞) in the complex u plane with the direction of approach to ∞ to be taken such that the integral converges. This will depend on the function Z ν considered. Proceeding formally, we can extract the expected factor t ν+µ from the integral by the change of variable v = 2uxt. We will also replace x by √ z, with the result
This result can also be obtained directly from the differential recurrence relations 30 by replacing x by √ z, rewriting the resulting relation for P + in the form
and determining the Weyl action of (−2 d/dz)
satisfies the differential equation [11] , 9.1.53,
Applying this operator with λ = ν + µ to the integral in 53, converting the derivatives with respect to z to derivatives with respect to v, and using the differential equation for λ = ν to eliminate the derivative-free term proportional to 1/4z on the right hand side, we find that the result vanishes provided
That is, the integral in 53 gives a Bessel function or combination of functions with argument √ z and order ν + µ multiplied by z −(ν+µ)/2 provided the function in curly brackets vanishes at the endpoints of the integration.
When Z ν is the Hankel function H (1) ν , the condition in 56 is satisfied for contours that run to ∞ in the upper half plane, avoiding the possible singularity at v = −z on the right. It also holds for a contour along the positive real axis for Re(µ + 
ǫ > 0. Tracing the calculation back, we find that the original expression 52 holds for H A shift of the integration variable brings 57 to the form of a (generalized) Weyl fractional integral,
The contour can be collapsed for Re µ < 0, and 58 reduces to the known fractional integral [5] , 13.2(45). The latter can be written in the present notation as z
Similar considerations for the choice Z ν = H (2) ν in 52 show that that result holds for 0 ≥ arg(xtu) > 2π, and that
where v runs to ∞ in the lower half plane, avoiding the possible singularity at v = −z on the right. The result also holds for a contour along the positive real axis for Re(µ + give the ordinary Bessel functions and the relations
for Re(µ + If we increase the phase of z by π and simultaneously rotate the contour C W by π in the positive sense in the expression 57, the substitutions z = e iπ x, v = e iπ u restore the original contour while replacing
then gives
or, for Re µ < 0,
in agreement with 7 or [5] , 13.2(59).
Weyl-type relations from
The action of the Weyl-type operators P µ − on the Bessel functions is given by 8 and 45,
C W is again a contour (∞, 0+, ∞) in the complex u plane with the direction of approach to ∞ to be taken such that the integral converges. We will scale out the t dependence through the substitutions v = 2ux/t and x = √ z, and work with the reduced expression
We will suppose initially that arg z > 0. It is then possible for the choice Z ν = H
(1) ν to rotate the integration contour into the lower half v plane. Then with v replaced by e −iπ v and z − v by e iπ (v + z),
where C W is a contour (∞, 0+, ∞) in the new variable v and −π < arg z < π. By choosing Z ν = H (2) ν and Im z < 0 and rotating in the opposite sense, we obtain the second relation
also valid for −π < arg z < π. These results can also be obtained by considering P −µ + t ν Z ν . For Re µ < 0, the contours can be collapsed, and
where Im v → ±∞ for H (1) and H (2) . By considering the limiting behavior for Im v → 0 and combining the two functions, we obtain the relations
These are equivalent to [5] , 13.2(35) and 13.2(39) and are valid only for 
Weyl-type integral representations for Bessel functions
We can use the results above to obtain integral representations for the Bessel functions. We begin with the observations that
, and that H
1/2 (x) and H
1/2 (x) are elementary functions,
The action of P µ− 1 2 + can be reduced as above, and we will begin with the expression in 53. This gives
Replacing x by x 2 , letting v = x 2 (t 2 − 1), and removing a common factor of x −µ , we obtain
This holds for general values of µ provided Im xt → ∞ for |t| → ∞, and for xt → +∞ for Re µ > 
The result satisfies the Bessel equation for Im xt → ∞ for |t| → ∞. A similar calculation for H
µ gives
or, for Re µ < 
For x real and − 
A different set of integral representations can be obtained by considering the action of the inverse operator P
Using the relations H
and following the manipulations above, we obtain the integral representations
where, for convergence, t must approach ∞ on the contours in 82 and 83 with Im xt → +∞ and Im xt → −∞, respectively. These expressions are equivalent to the representations 6.11(4) and 6.11 (5) 
where C R = (u(x, t), 0+, u(x, t)). The endpoints u(x, t) of the integration must be chosen such that t µ−ν times the integral gives a solution Z ν−µ (x) of the Bessel equation. This requires that
at the endpoints of the integration contour. This condition can be satisfied for the Bessel functions Z ν = J ν , I ν for endpoints u(x, t) = xt/2 in C R = provided Re ν > −1. The condition cannot be satisfied for other choices of the Bessel function Z ν . We can easily show that the Riemann operator defined by 84 satisfies the product rule P
provided we choose the endpoints in the integrations properly. It is convenient in this to assume that Re λ < 0 and Re ν < 0, conditions which can be attained using 16. The contour integrals can then be converted into ordinary integrals. The action of the group operator e −vP− on the integrand in 84 changes x 2 to x 2 − 2vx/t, but does not affect x/t since P − (x/t) σ = 0. As a result, the parameters u and v appear only in the sum u + v as required by the operator relation e −uP− e −vP− = e −(u+v)P− . It is then straightforward to show that the double integral can be reduced to the product of a beta function and an integral of the form in 84, and gives a solution of the Bessel equation equal to t ν−λ−µ Z ν−λ−µ (z), provided the endpoints in the successive integrations are taken as v 0 (x, t, u) = xt/2 − u, u 0 (x, t) = xt/2. The sublety is that the endpoint of the first integration depends on the variable in the second. The result gives an example of the formal relation in 18 which generalizes the product rule for Riemann fractional integrals.
A change of the integration variable to v = 2u/xt converts 84 to the simpler form equation with a solution which involves a sum of a function J ν−µ or I ν−µ and the Lommel functions s −ν−µ+1,ν−µ (x) [6] §10.7. The fractional integral [5] , 13.1(73) is of this type. An analysis similar to that above shows that the integral in 65, taken on a Riemann-type contour with endpoints at u = −x/2t satisfies an inhomogeneous rather than homogeneous Bessel equation of order ν + µ. The general solution involves Lommel functions, and there is no Riemann definition for P The operators D λ change the indices on the special functions by fractional displacements related to λ, and provide useful connections between functions in different realizations of the Lie algebra.
We have illustrated the usefulness of the fractional operators in the case of the Euclidean group E(2) and the Bessel functions, and find that they contribute to a coherent overall picture of many relations among the Bessel functions as interpreted in the group context. For example, the formal relations P λ ± t µ Z µ (x) = t µ±λ Z µ±λ (x) give the integral relations connecting Bessel functions of different orders. When reduced to the single variable x, these generalize known fractional integral relations. Used with simple choices of µ and λ, with Z µ an elementary function, they lead immediately to the standard integral representations for the various Bessel functions, representations which are derived in [6] from quite different starting points using different methods. In addition, the action of the elements e −uP± on the functions t µ Z µ (x) gives generating functions for the Bessel functions (the Lommel expansions), while the Bessel equation itself is the statement that the Casimir operator P + P − and the rotation operator iJ 3 have fixed values −1 and µ.
The applications of the fractional group operators will be extended in following paper to the associated Legendre functions in the somewhat more complicated case of SO(2,1) and its conformal extension.
