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Abstract
An element a in a ring R is called left morphic if there exists b ∈ R such that lR(a) = Rb and
lR(b) = Ra, where lR(a) denotes the left annihilator of a in R. The ring R is called left morphic if
every element of R is left morphic. Left morphic rings have been studied by Nicholson and Sánchez
Campos. In this paper, the question of when a group ring is left morphic is discussed in great detail
and various morphic group rings are identiﬁed.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Let R be an associative ring with identity. By the fundamental homomorphism theorem of
modules, R/lR(a)Ra for all a ∈ R, where lR(a) denotes the left annihilator of a in R. In
[4], Nicholson and Sánchez Campos studied rings R satisfying the dual of the isomorphism
theorem. Those rings have the property that R/RalR(a) for all a ∈ R. Recall that an
element a in R is called left morphic if R/RalR(a). Equivalently, a ∈ R is left morphic
if and only if there exists b ∈ R such that lR(a) = Rb and lR(b) = Ra (see [4, Lemma 1]).
It follows from a well-known theorem of Erlich [2] that an element a in R is unit regular
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if and only if a is (von Neumann) regular and left morphic. A ring R is called left morphic
if every element of R is left morphic, and R is called strongly left morphic if every matrix
ring Mn(R) is left morphic. Analogously, one can deﬁne right morphic rings and strongly
right morphic rings. A (strongly) left and right morphic ring is called a (strongly) morphic
ring. All unit regular rings and Zn are strongly morphic (see [4–6] for more examples of
morphic rings). In [4], Nicholson and Sánchez Campos proved that a ring R is left perfect
and left and right morphic if and only if R is a ﬁnite direct product of matrix rings over
uniserial rings of ﬁnite composition length. They also pointed out that the group ring Z4C2
is a commutative, local quasi-Frobenius ring, but it is not a morphic ring. The question of
when a group ring RG is morphic is the primary goal of this paper. We refer to this question
as the morphic problem in group rings.
All rings in this paper are associative rings with identity. Let R be a ring and let G be a
group. We denote by RG the group ring of G over R. Let  : RG → R, rgg → rg , be the
augmentation mapping. Its kernel is called the augmentation ideal of RG, and is denoted
by (G). For any ﬁnite subgroup H of G, Hˆ is deﬁned to be Hˆ =∑h∈H h. For any group
element g ∈ G of ﬁnite order, deﬁne gˆ by gˆ = Hˆ , where H = 〈g〉. If G = 〈g〉 is a ﬁnite
cyclic group, then Gˆ is always left morphic in RG (because lRG(Gˆ) = (G) = RG(1 − g)
and lRG(1 − g) = RG(Gˆ)). For more background knowledge about group rings, we refer
readers to [8,9].
Section 2 discusses the morphic problem in arbitrary group rings. It is ﬁrst proved (The-
orem 2.1) that for any arbitrary ring R and group G, if the group ring RG is left morphic,
then R is left morphic and G is locally ﬁnite. Then we show that for a locally ﬁnite group
G, if RH is left morphic for every ﬁnite subgroup H of G, then RG is also left morphic
(Theorem 2.4).We also prove that if G=HK is a semidirect product of a ﬁnite subgroup
H by a subgroup K, then RG being (strongly) left morphic implies RK being (strongly) left
morphic. The converses of the ﬁrst and third results are not true. Among other results, a
necessary condition for ZprG (r > 1) to be left morphic is also obtained.
In Section 3, we study the morphic problem in group rings RG of ﬁnite Abelian groups
G. This question turns out to be challenging and complicated. We achieved progress on the
following two cases for the coefﬁcient rings R: (I) R is semisimple; (II) R =Zn. In case (I),
it is proved that for a ﬁnite Abelian group G and a semisimple ring R, the group ring RG is
(strongly) left morphic if and only if for each prime number p not invertible in R, the Sylow
p-subgroup of G is cyclic. In case (II), a necessary and sufﬁcient condition is obtained for
ZnG, where G is a ﬁnite Abelian group, to be (strongly) left morphic.
In the last section, we concentrate on the morphic problem in some non-Abelian group
rings. We ﬁrst deal with ZnS3. It is proved that ZnS3 is left morphic if and only if n= 2rn1,
where r = 0 or 1 and (n1, 6) = 1. Note that S3 = D3 (the dihedral group of order 6). For
a dihedral group Dn of order 2n, the morphic problem in the dihedral group rings ZmDn
is resolved in most cases. Those results are summarized in Theorem 4.12 and Corollary
4.13. The smallest non-morphic group rings of both Abelian and non-Abelian groups are
also provided. There is only one unsolved case left about the morphic problem for dihedral
group rings, namely that of ZprDn with p> 2, r > 1 and (p, n) = 1. We believe, however,
that the answer in this case is afﬁrmative. With respect to this, a conjecture is posted at the
end of the paper.
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2. General results
In this section, we establish several general results on the morphic problem in group
rings.
Theorem 2.1. Let R be a ring andGbe an arbitrary group. If RG is a (strongly) left morphic
ring, then R is a (strongly) left morphic ring and G is a locally ﬁnite group.
Proof. We ﬁrst assume that RG is left morphic. It follows from [4, Theorem 24] that RG is
right p-injective. So G is locally ﬁnite by [7, Theorem 5.68].
For any a ∈ R, since a is left morphic in RG, there exists a u ∈ RG such that lRG(a) =
(RG)u, and lRG(u)= (RG)a. Let u=∑ni=1 aigi and H =〈g1, . . . , gn〉. Since G is a locally
ﬁnite group, H is a ﬁnite group. Since au = ua = 0, we have a(u) = (au) = 0 and
(u)a= (ua)= 0. Thus Rb ⊆ lR(a), and Ra ⊆ lR(b), where b= (u). Next we show that,
in fact, lR(a) = Rb and lR(b) = Ra. So a is left morphic and thus R is left morphic.
Let x ∈ lR(a). Then x ∈ lRG(a) = (RG)u. So x = vu. Then we obtain x = (x) =
(vu) = (v)(u) = (v)b ∈ Rb. Therefore, lR(a) = Rb. Next let y ∈ lR(b). Then yb = 0.
Let Hˆ =∑h∈H h. Since u ∈ RH, we have Hˆu= (u)Hˆ = bHˆ . Thus yHˆu= ybHˆ = 0. So
yHˆ ∈ lRG(u)= (RG)a. Thus yHˆ =∑ agga. Comparing the coefﬁcients of the identity on
both sides, we obtain that y = aea ∈ Ra. This gives that lR(b) = Ra. Therefore, a is left
morphic and so is R.
If RG is strongly left morphic, then Mn(RG) is left morphic. Since Mn(RG)Mn(R)G,
we conclude that Mn(R) is left morphic, and thus R is strongly left morphic. 
Corollary 2.2. If RG is unit regular, then R is unit regular and G is locally ﬁnite.
Proof. Note that RG is unit regular if and only if RG is morphic and regular. It follows
from Theorem 2.1 and [1, Theorem 3] that G is locally ﬁnite, and R is morphic and regular.
Therefore, R is unit regular. 
Corollary 2.3. If G = H × K , and RG is left morphic, then RH and RK are both left
morphic.
Proof. Note that RG=R(H ×K)RH(K). By Theorem 2.1, RH is left morphic. Similarly
RK is left morphic. 
Theorem 2.4. Let G be a locally ﬁnite group. If RH is left morphic for every ﬁnite subgroup
H of G, then RG is left morphic.
Proof. Let u=∑ni=1 aigi .We show that u is left morphic in RG. DenoteH =〈g1, . . . , gn〉.
Since G is locally ﬁnite, H is a ﬁnite group. By the assumption, RH is left morphic. Since
u is in RH, there exists c ∈ RH such that lRH (u) = (RH)c and lRH (c) = (RH)u. Since
uc = cu = 0, we have (RG)c ⊆ lRG(u) and (RG)u ⊆ lRG(c). We next show that the other
inclusions also hold.
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Let v ∈ lRG(u) and let {1, g′1, g′2, . . .} be a left coset representative of H in G. That is
G=H ⋃ g′1H ⋃ g′2H ⋃ · · ·. Now v can be written as v =∑ g′ibi , where bi ∈ RH. Since
0=vu=∑ g′i (biu), we obtain that biu=0 for all i. So bi ∈ lRH (u)=(RH)c and thus bi=cic
for some ci ∈ RH. It follows that v =∑ g′ibi =∑(g′ici)c ∈ (RG)c. So lRG(u) ⊆ (RG)c
and thus lRG(u)= (RG)c. Similarly, we can prove that lRG(c)= (RG)u. This shows that u
is left morphic and therefore RG is left morphic. 
Corollary 2.5. If R is a semisimple ring, then the following statements are equivalent:
(1) RG is unit regular.
(2) RG is regular.
(3) G is locally ﬁnite and each n ∈ o(G) is a unit in R, where o(G) denotes the set of orders
of all ﬁnite subgroups of G.
Proof. (2)⇔ (3). This follows from [1, Theorem 3].
(1) ⇒ (2). It is clear.
(3) ⇒ (1). Since (2) ⇔ (3), we know that RG is regular. We need only show that RG is
morphic. For each ﬁnite subgroup H of G, since |H | is a unit in R and R is semisimple, it
follows from Maschke’s Theorem [9, Theorem 3.4.7] that RH is semisimple. Thus RH is
morphic. It follows from Theorem 2.4 that RG is morphic. This completes the proof. 
A natural question to ask is whether the converse of Theorem 2.4 holds.
Question 2.6. Let G be a locally ﬁnite group and H be any ﬁnite subgroup of G. Suppose
that RG is left morphic. Is RH also left morphic?
The following theorem provides a partial answer to the above question. Recall that a
group G is called a semidirect product of H by K, denoted by G = HK , if G contains
subgroups H and K such that: (1) HG; (2) HK = G; (3) H ⋂K = {1}.
Theorem 2.7. Let G = HK, |H |<∞. If RG is (strongly) left morphic, then RK is also
(strongly) left morphic.
Proof. We show that for any a ∈ RK, a is left morphic in RK. Since a is left morphic in
RG, there exists u ∈ RG such that lRG(a)=RGu and lRG(u)=RGa. Let u=∑ uiki where
ui ∈ RH, ki ∈ K (since G = HK , the expression of u is unique) and let a =∑ aj kj
where aj ∈ R. Denote b =∑ (ui)ki , so b ∈ RK. We will show that lRK(a) = RKb and
lRK(b) = RKa.
Let  : G → G/H be the natural group homomorphism. We extend  to a ring homo-
morphism (still denote it by ). That is  : RG → R(G/H) deﬁned by  (∑ aigi) =∑
ai(gi). Clearly Ker()
⋂
RK = {0} and (v) = (v) for all v ∈ RH.
Since 0 = au, we have 0 = (a)(u) = (a)(∑ uiki) = (a)∑ (ui)(ki) =
(a)
(∑
(ui)ki
)= (a∑ (ui)ki)=(ab). Since ab ∈ RK, we conclude that ab= 0.
Similarly, ba = 0. This shows that RKb ⊆ lRK(a) and RKa ⊆ lRK(b). We next show the
other inclusions also hold.
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Let x ∈ lRK(a). Then x ∈ lRG(a) = RGu. So x = vu. Let v = ∑ vj kj and c =∑
(vj )kj . Then(x)=(v)(u)=∑ (vj )(kj )∑ (ui)(ki)=(cb). Thus x−cb ∈
Ker()
⋂
RK = {0}. Therefore x = cb ∈ RKb. This shows that lRK(a) ⊆ RKb and thus
lRK(a) = RKb.
Let y ∈ lRK(b). Then yb = 0. Since HG, Hˆ is central in RG. We now have yHˆu =
yHˆ
∑
uiki = y∑ Hˆuiki = y∑ Hˆ (ui)ki = yHˆb = ybHˆ = 0. So yHˆ ∈ lRG(u)= RGa.
Thus Hˆy = yHˆ = wa, where w =∑ hjuj , hj ∈ H, uj ∈ RK. Hence∑
hjy = Hˆy = wa =
∑
hj (uja). (2.1)
Since H
⋂
K = {1}, the expression of wa is unique. Comparing the coefﬁcients of the
identity h0 = e in (2.1), we obtain y = u0a ∈ RKa. Thus lRK(b) ⊆ RKa, and therefore
lRK(b) = RKa. Similarly, if RG is strongly left morphic, then Mn(RG)Mn(R)G is left
morphic. By the above, Mn(RK)Mn(R)K is left morphic. Therefore, RK is strongly left
morphic and this completes the proof. 
Next we consider the situation whenR=Zpr , r > 1 and G is ﬁnite.A necessary condition
for RG to be a left morphic ring is given in the following theorem.
Theorem 2.8. Assume that p is a prime number and r > 1. If ZprG is left morphic, then p
does not divide |G|.
Proof. Assume that p| |G|. Then there exists g ∈ G such that o(g) = p. Let u = pr−1Gˆ,
where Gˆ =∑g∈G g. Since u is left morphic in S = ZprG, there exists v ∈ S such that
lS(u)= Sv and lS(v)= Su. Since 0 = vu= vpr−1Gˆ= (v)pr−1Gˆ, we have (v)pr−1 = 0.
So p|(v) and thus (v)= pt . Since ppr−1Gˆ= 0, we have p ∈ lS(u)= Sv. So there exists
m ∈ S such that p=mv. Thus, we obtain that p=(mv)=(m)(v)=(m)pt . This implies
that p(m). Since pv = vp = vmv, we have (p − vm)v = 0. So p − vm ∈ lS(v) = Su.
Thus p− vm= u= pr−1Gˆ= ()pr−1Gˆ. It follows that vm=p(1−pr−2()Gˆ)=pr
where r ∈ S. Note that (1 − g)u = pr−1(1 − g)Gˆ = 0. So 1 − g ∈ lS(u) = Sv. It
follows that 1 − g = qv and thus (1 − g)m = qvm = qpr = pq1, where q1 ∈ S. Let
H = 〈g〉 and write G = Hg1
⋃
Hg2
⋃ · · ·⋃Hgs , a disjoint union of right cosets of H.
Write m =∑si=1 (∑p−1j=0 ai,j gj) gi . So
(1 − g)m =
s∑
i=1
⎡
⎣(1 − g) p−1∑
j=0
ai,j g
j
⎤
⎦ gi
=
s∑
i=1
[(ai,0 − ai,p−1)+(ai,1−ai,0)g+· · ·+(ai,p−1−ai,p−2)gp−1]gi .
Since (1 − g)m = pq1, we have
ai,0 − ai,p−1 = ps0, ai,1 − ai,0 = ps1, . . . , ai,p−2 − ai,p−3 = psp−2.
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So,
ai,1 = ai,0 + ps1,
ai,2 = ai,0 + p(s1 + s2),
· · ·
ai,p−2 = ai,0 + p(s1 + · · · + sp−2),
ai,p−1 = ai,0 − ps0.
Thus
∑p−1
j=0 ai,j=pai,0+pti=pli . It follows that (m)=
∑s
i=1
∑p−1
j=0 ai,j=
∑s
i=1 pli=px.
Hence p|(m), a contradiction. This proves that p|G|. 
Recall that a ring R is called a left special if it satisﬁes one of the following equivalent
conditions [4, Theorem 9]:
Lemma 2.9. The following conditions are equivalent for a ring R:
(1) R is left morphic, local and the Jacobson radical J (R) is nilpotent.
(2) R is local and J (R) = Rc for some c ∈ R with cn = 0, n1.
(3) There exists c ∈ R and n1 such that cn−1 = 0 and R ⊃ Rc ⊃ Rc2 ⊃ · · · ⊃ Rcn =0
are the only left ideals of R.
A right special ring is deﬁned analogously.
Theorem 2.10. Assume that p is a prime number and G is a ﬁnite p-group. If ZprG is left
morphic, then G is a cyclic group and r = 1.
Proof. It follows from Theorem 2.8 that r = 1. Since R = Zp is a ﬁeld and G is a ﬁnite
p-group, it follows from Theorem of [3] that RG is a local ring. Because RG is leftArtinian,
the Jacobson radical J (RG) is nilpotent. Since RG is left morphic, RG is left special by
Lemma 2.9. If G is not cyclic, then there exist two elements a, b ∈ G such that a /∈ 〈b〉
and b /∈ 〈a〉. By Lemma 2.9(3), either (RG)aˆ ⊆ (RG)bˆ or (RG)bˆ ⊆ (RG)aˆ. If the ﬁrst
statement is true, then we have aˆ = ubˆ. So aˆ(1 − b) = ubˆ(1 − b) = 0. This gives that
aˆ = 1 + a + · · · + ao(a)−1 = (1 + a + · · · + ao(a)−1)b. This forces b = ai ∈ 〈a〉, a
contradiction. If the second statement holds, then we have bˆ = vaˆ. A similar argument
shows that a ∈ 〈b〉. Again, we have a contradiction. Therefore, G must be a cyclic group.

3. Abelian group rings
In this section, we discuss when anAbelian group ring RG is left morphic. The following
two lemmas are straightforward and will be used freely in later proofs.
Lemma 3.1. (R1
⊕
R2
⊕ · · ·⊕Rs)G⊕si=1RiG.
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Lemma 3.2 (Nicholson and Sánchez Compos [4, Example 2]). R1
⊕
R2
⊕ · · ·⊕Rn is
(strongly) left morphic if and only if each Ri is (strongly) left morphic.
Lemma 3.3. Let R be a division ring. Then RCn is a strongly morphic ring.
Proof. Case I: assume that n is a unit in R.
By Maschke’s Theorem (see [9, Theorem 3.4.7]), RCn is semisimple, and thus it is
strongly morphic.
Case II: assume that n is not a unit.
In this case, we have that char(R)=p> 0 and p|n. We ﬁrst show that RCpt is a left and
right special ring, and therefore, it is strongly morphic, where Cpt = 〈g〉 is a cyclic group
of order pt .
Since (1 − g)pt = 1 − gpt = 0, $(Cpt ) = RCpt (1 − g) is a nilpotent ideal, and thus
$(Cpt ) ⊆ J (RCpt ). Because that RCpt /$(Cpt )R is a division ring,$(Cpt )=J (RCpt )
and RCpt is a local ring. It follows from Lemma 2.9(2) that RCpt is a left and right special
ring. Therefore, it is strongly morphic by Theorem 17 in [4].
We now consider RCn. Since p divides n, we can write n = ptq with (p, q) = 1.
So RCnR(Cq × Cpt )RCq(Cpt ). Since q is a unit in R, by Case I, RCq is semi-
simple. Let RCq = ⊕si=1Mni (Di), where each Di is a division ring. Then Mm(RCn)
Mm((RCq)Cpt )Mm(RCq)(Cpt )Mm(
⊕s
i=1 Mni (Di))(Cpt )
⊕s
i=1 Mmni (Di)(Cpt )

⊕s
i=1 Mmni (DiCpt ). Since char(R)= p, char(Di)= p for each i. By the above, DiCpt
is strongly morphic. So each Mmni (DiCpt ) is morphic, and thus Mm(RCn) is morphic by
Lemma 3.2. This proves that RCn is strongly morphic as desired. 
Theorem 3.4. If R is a semisimple ring, then RCn is a strongly morphic ring.
Proof. Let R = ⊕si=1 Mni (Di), where each Di is a division ring. Then Mm(RCn)

⊕s
i=1 Mmni (Di)Cn
⊕s
i=1 Mmni (DiCn). It follows from Lemma 3.3 that each
Mmni (DiCn) is morphic, and thus by Lemma 3.2, Mm(RCn) is morphic. Therefore, RCn is
strongly morphic. 
Next we study when RG is (strongly) morphic, where G is a ﬁnite Abelian group and R
is a semisimple ring. First we assume that R is a division ring.
Lemma 3.5. Let R be a division ring, and s2. Then the following statements are equiv-
alent:
(1) R(Cm1 × · · · × Cms ) is (strongly) left morphic.
(2) R(Cmi × Cmj ) is (strongly) left morphic for any 1 i = js.
(3) At most one of m1,m2, . . . , ms is not invertible in R.
Proof. We will prove (3)⇒ (1) ⇒ (2) ⇒ (3).
(3)⇒(1).Wemay assume thatm1, . . . , ms−1 are invertible inR. So |Cm1 ×· · ·×Cms−1 |=
m1 · · ·ms−1 is invertible inR. ByMaschke’s Theorem,R(Cm1 ×· · ·×Cms−1) is semisimple.
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It follows from Theorem 3.4 that R(Cm1 × · · · × Cms )R(Cm1 × · · · × Cms−1)(Cms ) is
strongly morphic.
(1)⇒ (2). R(Cm1 × · · · × Cms )R(Ci × Cj )(
∏
k =i,j Cmk ) for any 1 i = js. It
follows from Theorem 2.1 that R(Cmi × Cmj ) is (strongly) left morphic.
(2) ⇒ (3). We prove it by the contradiction. We may assume that both m1 and m2 are
not invertible in R. Let char(R) = p> 0. By assumption, p divides both m1 and m2. So
we have mi = pri ti where (ti , p) = 1, ri1, i = 1, 2. Note that Cm1 × Cm2(Cpr1 ×
Cpr2 )× (Ct1 ×Ct2), so R(Cm1 ×Cm2)R(Cpr1 ×Cpr2 )(Ct1 ×Ct2). Since R(Cm1 ×Cm2)
is left morphic, it follows from Theorem 2.1 that R(Cpr1 × Cpr2 ) is left morphic. Because
R(Cpr1 ×Cpr2 ) is a local Artinian ring, the Jacobson radical of this group ring is nilpotent.
SoR(Cpr1 ×Cpr2 ) is left special by Lemma 2.9. However, a similar argument as used in the
proof of Theorem 2.10 shows that Cpr1 × Cpr2 must be cyclic.This gives a contradiction.
Therefore, we conclude that at most one of those mi is not invertible in R. 
Corollary 3.6. If p is a prime number and s2, then the following statements are equiv-
alent:
(1) Zp(Cm1 × · · · × Cms ) is (strongly) morphic.
(2) At most one of m1,m2, . . . , ms is not coprime with p.
(3) For any 1 i = js, (p, (mi,mj )) = 1.
As a consequence of Lemma 3.5, we establish a criterion for determiningwhen anAbelian
group ring over a semisimple ring is left morphic.
Theorem 3.7. Let G be a ﬁnite Abelian group and let R be a semisimple ring. Then the
following are equivalent:
(1) RG is (strongly) left morphic.
(2) For any prime number p, if p /∈U(R), then Gp, the Sylow p-subgroup of G, is
cyclic.
Proof. Let G=C
p
r1
1
× · · · ×Cprss and m= p1p2 · · ·ps . Assume that R =
⊕k
i=1Mni (Di).
(1)⇒ (2). SinceRG is (strongly) left morphic, for each 1 ik,Mni (DiG)Mni (Di)G
is (strongly) left morphic. By [4, Theorem 15], DiG is (strongly) left morphic. It follows
from Lemma 3.5 that at most one of p1, . . . , ps is not invertible in Di for each 1 ik
(∗). If for some i, pi is not invertible in R, then there exists j such that pi is not invertible in
Dj . Now assume that Gpi is not cyclic, and thus p2i |m= p1p2 · · ·ps . So pi = pl for some
l = i. Thus both pi and pl are not invertible in Dj , which contradicts to (∗). We conclude
that if pi is not invertible in R, then p2i m. Therefore, Gpi is cyclic.
(2) ⇒ (1). Suppose that there exists Di such that for l = j , pl and pj are not invertible
in Di . Then char(Di) = p and p = pl = pj . So p2l |m and thus Gp is not cyclic, which
leads to a contradiction. Hence for each 1 ik, at most one of p1, . . . , ps is not invertible
in Di . By Lemma 3.5, DiG is strongly left morphic, and thus Mni (DiG) is left morphic.
Therefore, RG is strongly left morphic. 
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Corollary 3.8. Let R be a semisimple ring and n> 0. Then the following statements are
equivalent:
(1) R(Cnr1 × Cnr2 ) is (strongly) morphic.
(2) R(Cnr1 × · · · × Cnrs ), where s2, is (strongly) morphic.
(3) R(⊕∞i=1 Cnti ) is (strongly) morphic, where ti > 0 for all i.
(4) n is invertible in R.
Proof. (4)⇒ (2). Since n is invertible in R, so is |Cnr1 × · · · × Cnrs | = nr1+···+rs . Thus
R(Cnr1 × · · · × Cnrs ) where s2 is semisimple and, therefore, is (strongly) morphic.
(2) ⇒ (1) is clear.
(1) ⇒ (4). Let R =⊕Mni (Di), where Di are division rings. Since R(Cnr1 × Cnr2 )⊕
Mni (Di(Cnr1 × Cnr2 )) is a left morphic ring, each Mni (Di(Cnr1 × Cnr2 )) is also left
morphic. It follows from [4, Theorem 15] that each Di(Cnr1 × Cnr2 ) is left morphic. Now
by Lemma 3.5, n is invertible in each Di . Therefore, n is invertible in R.
(4) ⇒ (3). For each ﬁnite subgroup H of G =⊕∞i=1 Cnti , H ⊆ ⊕ki=1 Cnti for some k.
So |H ||nt , t = t1 + · · · + tk . Since n is invertible in R, so is |H |. Thus RH is semisimple
and so RH is strongly morphic. It follows from Theorem 2.4 that RG is strongly morphic.
(3)⇒ (1). Since R(⊕∞i=1Cnti )R(Cnt1 × Cnt2 )(⊕∞i=3 Cnti ), it follows from Theorem
2.1 that R(Cnt1 × Cnt2 ) is (strongly) morphic, and thus (1) holds. 
It was proved in [4] that Zn is morphic. Next we discuss when an Abelian group ring
over Zn is morphic.
Lemma 3.9. If R is a commutative special ring and m is invertible in R, then RCm is a
direct sum of ﬁnitely many commutative special rings.
Proof. Since R is Artinian, RCm is Artinian and thus RCm is semiperfect. Because m is
invertible in R, the Jacobson radical J (RCm) = J (R)Cm by [10, p. 125] or [1, Proposition
9]. Since R is special, we have J (R) = Rc, and cs = 0. Thus J (RCm) = (RCm)c. Let
S = RCm. Then J (S) = Sc, cs = 0. Since S is semiperfect, 1 =∑kj=1 ej , where e1, . . . , ek
are orthogonal, local idempotents. S = Se1⊕ · · ·⊕ Sek = e1Se1⊕ · · ·⊕ ekSek . Since ej
is local, ejSej is a local ring and J (ejSej )= ejJ (S)ej = ej (Sc)ej = (ejSej )(ej cej ). Note
that (ej cej )s = ej csej = 0. Each ejSej is special. This proves that S =RCm is a direct sum
of ﬁnitely many special rings. 
Theorem 3.10. Let n> 1,m1. Then the following statements are equivalent:
(1) ZnCm is (strongly) morphic.
(2) If a prime number p divides (n,m), then p2 does not divide n.
Proof. (1) ⇒ (2). Assume that p|(n,m) and p2|n for some prime number p. Write n =
prn1 where r > 1 and (p, n1) = 1. So ZnZpr ⊕Zn1 and ZnCmZprCm⊕Zn1Cm. It
follows from Lemma 3.2 that ZprCm is morphic. By Theorem 2.8, pm. But p|(n,m), a
contradiction. Therefore, p2 does not divide n.
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(2) ⇒ (1) First we assume that (n,m) = 1. Let n = pr11 · · ·prss . Then ZnCmZpr11 Cm⊕ · · ·⊕Zprss Cm. Because (n,m)=1,we have (pi,m)=1 for each i, and thusm is invertible
in Z
p
ri
i
. Since Z
p
ri
i
is a commutative special ring, it follows from Lemma 3.9 that Z
p
ri
i
Cm
is a direct sum of some commutative special rings, and thus it is strongly morphic. Finally,
ZnCm is strongly morphic.
Next assume that (n,m) = p1 · · ·ps . Let n = p1 · · ·psn1 where (n1,m) = 1. By the
assumption in (2) that for every p|(n,m), p2n, we conclude that all p1, . . . , ps are distinct,
and (n1, p1 · · ·ps) = 1. So we can write ZnZp1
⊕ · · ·⊕Zps ⊕Zn1 . Thus
ZnCmZp1Cm
⊕ · · ·⊕ZpsCm⊕Zn1Cm. Since (n1,m) = 1, Zn1Cm is strongly mor-
phic as above. It follows from Lemma 3.3 that each ZpiCm is strongly morphic. Therefore,
ZnCm is strongly morphic. 
Corollary 3.11. If r > 1, then ZprCm is (strongly) morphic if and only if (p,m) = 1.
Theorem 3.12. Assume r > 1. Then the following statements are equivalent:
(1) Zpr (Cm1 × · · · × Cms ) is (strongly) morphic.
(2) (p,mi) = 1 for i = 1, . . . , s.
Proof. (1) ⇒ (2). It follows from Corollary 2.3 that for each i, ZprCmi is strongly morphic.
Corollary 3.11 assures that (p,mi) = 1 for each i = 1, . . . , s.
(2) ⇒ (1).We prove by induction on s that the group ring in (1) is a direct sum of special
rings. By Lemma 3.9, ZprCm1 is a direct sum of special rings.Assume that Zpr (Cm1 ×· · ·×
Cms−1)=R1 ⊕ · · · ⊕Rt , where R1, . . . , Rt are special rings. Then Zpr (Cm1 × · · · ×Cms )
Zpr (Cm1 × · · ·×Cms−1)(Cms )(R1 ⊕ · · ·⊕Rt)(Cms )R1Cms ⊕ · · ·⊕RtCms . Since
ms is invertible in Zpr , it is also invertible in Zpr (Cm1 ×· · ·×Cms−1)=R1 ⊕· · ·⊕Rt , and
thus it is invertible in each Ri . It follows from Lemma 3.9 that RiCms and thus Zpr (Cm1 ×
· · · × Cms−1)(Cms ) is a direct sum of special rings. Therefore, the group ring is strongly
morphic. 
Corollary 3.13. LetG be a ﬁniteAbelian group and r > 1.ThenZprG is (strongly)morphic
if and only if (p, |G|) = 1.
Corollary 3.14. If (mi, n) = 1 for i = 1, . . . , s, then Zn(Cm1 × · · · × Cms ) is strongly
morphic.
Proof. Writen=pr11 · · ·prtt andletG=Cm1×· · ·×Cms .ThenZnGZpr11 G
⊕ · · ·⊕Zprtt G.
For each i, (n,mi)=1 implies that (pj ,mi)=1 and thus that (pj , |G|)=1. So, by Corollary
3.13, Z
p
ri
i
G is strongly morphic for all i. Therefore, ZnG is strongly morphic. 
We conclude this section with a necessary and sufﬁcient condition for an Abelian group
ring ZnG to be a (strongly) morphic ring.
Theorem 3.15. Let G be a ﬁnite Abelian group. Then ZnG is (strongly) morphic if and
only if, for each prime number p with p|(n, |G|), p2n and the Sylow p-subgroup Gp of G
is cyclic.
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Proof. Let G = C
q
t1
1
× · · · × C
q
tm
m
, ti1 be a ﬁnite Abelian group and let  = q1 · · · qm.
Suppose that ZnG is (strongly) morphic. Let (n, |G|)=pr11 · · ·prss . If ri > 1 for some i (i.e.
p2i |n), then n = psii n1, where siri > 1 and (n1, pi) = 1. Thus ZnGZpsii G
⊕
Zn1G.
Since ZnG is (strongly) morphic, Zpsii G is also (strongly) morphic. By Corollary 3.13,
(pi, |G|)=1. However, pi |(n, |G|). This leads to a contradiction. Thus ri1 for all i. Next
we show that p2i does not divide . Otherwise, assume that p
2
i |. There exists k = l such
that qk = ql =pi . Hence GCqtkk ×Cqtll ×H . Since pi |n and p
2
i n, we have n=pin1 with
(pi, n1)= 1. So ZnG= ZpiG
⊕
Zn1G.By Lemma 3.2, ZpiG is (strongly) morphic. Since
ZpiGZpi (Cqtkk
× C
q
tl
l
)(H), we conclude that Zpi (Cqtkk
× C
q
tl
l
) = Zpi (Cptki × Cptli ) is
(strongly) morphic. This contradicts the result of Theorem 2.10. Therefore, p2i , and thus
Gpi is cyclic.
Conversely, if (n, |G|) = 1, then by Corollary 3.14 ZnG is strongly morphic. Now
we assume that (n, |G|) = p1 · · ·ps, s1 and p2i n. Since Gpi is cyclic, p2i . Write
n = p1 · · ·psn1. Since p2i n for each i, (n1, p1 · · ·ps) = 1 and p1, . . . , ps are distinct.
Hence (n1, |G|) = 1 because (n1, (n, |G|)) = 1. By what we just proved, Zn1G is strongly
morphic. Next consider each ZpiG = Zpi (Cqt11 × · · · × Cqtmm ). Since p
2
i  = q1 · · · qm, at
most one of q1, . . . , qm is equal to pi . In other words, at most one of q1, . . . , qm is not
coprime with pi . It follows from Corollary 3.6 that ZpiG is strongly morphic. Therefore,
ZnGZp1G
⊕ · · ·⊕ZpsG⊕Zn1G is strongly morphic. 
IfR is either semisimple orZn andG is ﬁniteAbelian, thenQuestion 2.6 has an afﬁrmative
answer.
Corollary 3.16. Let R be either semisimple or Zn and G be ﬁnite Abelian. If RG is left
morphic, then RH is also left morphic for every ﬁnite subgroup H of G.
Remark 3.17. According to Theorem 3.15 and Corollary 3.13, the following (small) group
rings are not (left) morphic rings:
Z4C2,Z4C4,Z4(C2 × C2),Z2(C2 × C2),Z2(C2 × C4).
Z2(C2 × C2) is a counterexample to the converses of Corollary 2.3 and Theorem 2.7.
4. Non-Abelian group rings
We consider the morphic problem in non-Abelian group rings in this section.
Recall that the dihedral group of order 2n is denoted by Dn and has the following pre-
sentation: Dn = 〈g, b|gn = b2 = 1, bgb = g−1〉. Let R be a commutative ring and G be an
arbitrary group. The classical involution ∗ on the group ring RG is deﬁned as follows. Let
u =∑ aigi ∈ RG, where ai ∈ R, gi ∈ G. Then u∗ =∑ aig−1i .
Theorem 4.1. Let p be a prime number, r1 and t1. Then ZptDpr is not left (right)
morphic.
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Proof. We only show that the group ring is not left morphic. A similar argument will show
that it is not right morphic either.
Case 1. t2. Sincep||Dpr |, it follows fromTheorem 2.8 that ZptDpr is not left morphic.
Case 2. t = 1. Now we are in the situation of S = ZpDpr . If S is left morphic, then
Gˆ= Dˆpr is a left morphic element in S. Therefore, there exists c ∈ S such that lS(Gˆ)= Sc
and lS(c) = SGˆ. If u ∈ lS(Gˆ), then 0 = uGˆ = (u)Gˆ. So (u) = 0. In particular, (c) = 0.
Let c = c1 + c2b, where c1, c2 ∈ ZpCpr = Zp〈g〉. For any u ∈ ZpCpr , it is not hard
to see that u is invertible if and only if (u) = 0. Assume that both (c1) and (c2) are
zero. Since Cˆpr c = Cˆpr c1 + Cˆpr c2b = Cˆpr (c1) + Cˆpr (c2)b = 0, Cˆpr ∈ lS(c) = SGˆ.
Thus Cˆpr = gˆ = vGˆ = (v)Gˆ = (v)(gˆ + gˆb), which is impossible. So at least one of
(c1) and (c2) is not zero. Because 0 = (c) = (c1) + (c2), we conclude that both (c1)
and (c2) are not zero. That is to say both c1 and c2 are invertible. Now we may write
c = c1 + c2b = (c1(c∗2)−1 + b)c∗2 = (u0 + b)w0, where both u0, w0 are units and ∗ is the
involution deﬁned earlier. Thus lS(u0 +b)= lS(c)=SGˆ. Since 0= (c)= ((u0)+1)(w0)
and (w0) is a unit in Zp, we have (u0) + 1 = 0 and thus (u0) = −1.
We note that if v ∈ lS(1 − u0u∗0), then v(1 − u0b)(u0 + b) = v(1 − u0u∗0)b = 0. So
v(1 − u0b) ∈ lS(u0 + b).
Recall that for any cyclic group ring ACn = A〈g〉 the augmentation ideal (Cn) = {u ∈
ACn|(u)= 0} =ACn(1 − g). Since (u0 + 1)= 0, we may write u0 + 1 = (1 − g) where
 ∈ Zp〈g〉. Thus u0 = (1 − g) − 1 and so u∗0 = (1 − g∗)∗ − 1 = ∗(1 − g−1) − 1 =
∗(1 − g)(−gn−1) − 1, where n = o(g) = pr . Now
1 − u0u∗0 = 1 − [(1 − g) − 1][∗(1 − g)(−gn−1) − 1]
= ∗gn−1(1 − g)2 + (− gn−1∗)(1 − g).
Note also that (− gn−1∗)= ()− (∗)= 0. Hence − gn−1∗ =w(1 − g) for some
w ∈ Zp〈g〉. Therefore, 1 − u0u∗0 = (1 − g)2 = (1 − g)2 for some  ∈ ZpCpr . Since
(1−g)n−2(1−u0u∗0)= (1−g)n= (1−g)p
r
= (1−gpr )=0, we have v= (1−g)n−2 ∈
lS(1− u0u∗0). As mentioned earlier, (1− g)n−2(1− u0b) ∈ lS(u0 + b)= lS(c)= SGˆ. Thus
(1 − g)n−2(1 − u0b) = kGˆ = k(gˆ + gˆb). (4.1)
(If p = 2, r = 1, then n= 2 and so 1 − u0u∗0 = (1 − g)2= 0. We may agree (1 − g)n−2 =
(1 − g)0 = 1 ∈ lS(1 − u0u∗0).) By (4.1), we obtain that (1 − g)n−2 = kgˆ. Comparing the
coefﬁcients of gn−1, we obtain that k=0. So (1−g)n−2=0, a contradiction. This completes
the proof. 
Corollary 4.2. Z3t S3 with t1 is not left (right) morphic.
Next we consider the morphic problem on RS3.
Lemma 4.3. If n> 1 is a unit in R, then RDnRC2
⊕
S (ring decomposition). In partic-
ular, if 3 is a unit in R, then RS3RC2
⊕
S.
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Proof. LetDn=〈g, b|gn=b2=1, bgb=g−1〉 and let e=gˆ/n. SinceCn is a normal subgroup
of Dn, e is a central idempotent. By Proposition 3.6.7 of [9], RDnRDne
⊕
RDn(1 − e)
and RDneR(Dn/Cn)RC2. Let S = RDn(1 − e). Then RDnRC2⊕ S. 
Lemma 4.4. If 2 · 1R = 0 in R and (2, n) = 1, then RDnRC2⊕M2(), where  ={∑(n−1)/2
i=1 ri(gi + g−i )|ri ∈ R
}
is a ring. In particular, RS3 = RD3RC2⊕M2(R).
Proof. It follows from Lemma 4.3 that RDnRC2
⊕
S, where S = RDn(1 − e). Let f =
1 − e = 1 − (1 + g + · · · + gn−1)/n = g + g2 + · · · + gn−1. Then S = (RDn)f = {u1 +
u2b|u1, u2 ∈ R〈g〉 = RCn, (u1) = (u2) = 0}. Next we show that SM2(), where
 =
{∑(n−1)/2
i=1 ri(gi + g−i )|ri ∈ R
}
. It is not hard to check that  is a subring of S with
the identity f.
We construct matrix units as follows:
e11 = u + vb, e12 = v + ub, e21 = v + u∗b, e22 = u∗ + vb,
where ∗ is the involution deﬁned earlier, and u, v are chosen according to the following two
situations.
Case I: if n= 4l + 3 = 2t + 1, where t = 2l + 1, then choose u= 1 + g + g2 + · · · + gt ,
v =∑ti=l+1(gi + g−i ). Thus (u) = (u∗) = t + 1 = 0, (v) = (v∗) = 0.
Case II: if n = 4l + 1 = 2t + 1, where t = 2l, then choose u = g + g2 + · · · + gt ,
v =∑ti=l+1 (gi + g−i ). Thus (u) = (u∗) = t = 0, (v) = (v∗) = 0.
In both cases, we have f = u + u∗ and v = v∗. Since (u) = (u∗) = (v) = (v∗) = 0,
we obtain that all eij ∈ S. We claim that
(1) uu∗ = v2; (2) (u + v)2 = u; (3) (u∗ + v)2 = u∗.
Note that uu∗ = u(f − u) = u − u2 = u + u2 (since 2 = 0). In case I, we have
uu∗ = u + u2
= (1 + g + g2 + g3 + · · · + g2l + g2l+1)
+ (1 + g2 + g4 + · · · + g2l + g2l+2 + · · · + g4l + g4l+2)
= (g + g4l+2) + (g3 + g4l ) + · · · + (g2l+1 + g2l+2)
= (g−(4l+2) + g4l+2) + (g−(4l) + g4l ) + · · · + (g−(2l+2) + g2l+2)
=
2l+1∑
i=l+1
(g2i + g−2i ) =
[
t∑
i=l+1
(gi + g−i )
]2
= v2.
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Similarly, in Case II, we have
uu∗ = u + u2
= (g + g2 + g3 + · · · + g2l−1 + g2l )
+ (g2 + g4 + · · · + g2l + g2l+2 + · · · + g4l−2 + g4l )
= (g + g4l ) + (g3 + g4l−2) + · · · + (g2l−1 + g2l+2)
= (g−4l + g4l ) + (g−(4l−2) + g4l−2) + · · · + (g−(2l+2) + g2l+2)
=
2l∑
i=l+1
(g2i + g−2i ) =
[
t∑
i=l+1
(gi + g−i )
]2
= v2.
So (1) is proved. In both cases, we have (u+v)2 =u2 +v2 =u2 +u2 +u (by (1))=u, so (2)
holds. By taking involutions on both sides of (2), we obtain that (u∗ +v∗)2 = (u∗ +v)2 =u∗
because v = v∗, which gives (3).
It is straightforward to check that e11 + e22 = f , and eij ekl = jkeil . For example,
e11e12 = (u + vb)(v + ub)
= uv + vu∗ + (u2 + vv∗)b
= v(u + u∗) + (u2 + v2)b
= v + ub (by (2))
= e12;
e11e21 = (u + vb)(v + u∗b)
= (uv + vu) + (vv∗ + uu∗)b
= 0,
because vv∗ + uu∗ = v2 + v2 = 0 by (1) and v = v∗;
e12e12 = (v + ub)(v + ub)
= (v2 + uu∗) + (vu + uv∗)b
= 0
and
e21e11 = (v + u∗b)(u + vb)
= vu + u∗v∗ + (vv + u∗u∗)b
= v(u + u∗) + (v + u∗)2b
= v + u∗b (by (3))
= e21.
Let (eij ) denote the set of all linear combinations of {eij : 1 i, j2} over , i.e.
(eij ) = {a11e11 + a12e12 + a21e21 + a22e22|∀aij ∈ }. Since eij ∈ S and  ⊂ S,
(eij ) ⊆ S. In fact, it is not hard to show that (eij ) is a subring of S with the identity f and
 ⊂ (eij ). (The latter follows from the fact that for any r ∈ , r = rf = r(e11 + e22).)
J. Chen et al. / Journal of Pure and Applied Algebra 205 (2006) 621–639 635
Next we show that each element  of S can be expressed uniquely as a linear combination
of the eij . Therefore, S = (eij )M2().
Let  ∈ S. Then =u1+u2b=∑ni=1 ligi+(∑ni=1 tigi)b, where (u1)=(u2)=0, li , ti ∈
R. Thus
= (u1 + (u1)) + (u2 + (u2))b
=
(
n∑
i=1
lig
i +
n∑
i=1
li
)
+
(
n∑
i=1
tig
i +
n∑
i=1
ti
)
b
=
n∑
i=1
li (1 + gi) +
(
n∑
i=1
ti (1 + gi)
)
b.
Note that if for each i, (1 + gi) ∈ (eij ), then li (1 + gi) = lif (1 + gi) ∈ (eij ), and
ti (1 + gi)b = ti (1 + gi)bf = ti (1 + gi)(e12 + e21) ∈ (eij ), where f is the identity of S.
To show that  ∈ (eij ), we need only show that for each i, (1 + gi) ∈ (eij ). Note that
(g+g−1)vb=(g+g−1)vbf=(g+g−1)v(e12+e21) ∈ (eij ) because (g+g−1)v ∈ . Since
(g+g−1)e11=(g+g−1)u+(g+g−1)vb, we have (g+g−1)u=(g+g−1)e11+(g+g−1)vb ∈
(eij ).
In Case I, we have
(g + g−1)u = (g + g−1)(1 + g + · · · + gt )
= (g + g2 + · · · + gt−1 + gt + gt+1) + (g−1 + 1 + g + · · · + gt−1)
= (g−1 + g) + (1 + g) + (gt + gt+1) (since 2gi = 0).
Thus 1 + g = (g + g−1) + (gt + g−t ) + (g + g−1)u ∈ (eij ) since all three terms on
the right side are in (eij ). Next we show 1 + gs ∈ (eij ) for each 1sn − 1. When
s = 1, this is the case. Assume that for all i < s, 1 + gi ∈ (eij ). Since (eij ) is a ring
and 1 + g ∈ (eij ), (1 + g)s ∈ (eij ). Now (1 + g)s = 1 + gs +∑s−1i=1 migi . Applying
the augmentation mapping to both sides, we obtain that 0 = 0 + ∑s−1i=1 mi . Therefore,
1 + gs = (1 + g)s +∑s−1i=1 migi +∑s−1i=1 mi = (1 + g)s +∑s−1i=1 mi(1 + gi) ∈ (eij ).
Similarly, in Case II, we have
(g + g−1)u = (g + g−1)(g + · · · + gt )
= (g2 + · · · + gt−1 + gt + gt+1) + (1 + g + · · · + gt−1)
= (1 + g) + (gt + g−t ).
Thus 1 + g ∈ (eij ). The same inductive argument shows that 1 + gi ∈ (eij ). Therefore,
S = (eij ).
We now show that eij are linearly independent over . Therefore, the expression of  as a
linear combination of eij is unique. Let
∑
aij eij = 0, where aij ∈ . Since eij akl = akleij ,
we have 0 = ekk∑ aij eij ell = ekk∑2i=1 aileil =∑2i=1 ailekkeil = aklekl . Thus akl = 0 for
all 1k, l2. This proves that eij are linear independent, and thus S = (eij )M2().
Finally, we obtain RDnRC2
⊕
M2().
In particular, when n = 3, we have f = g + g2 = g + g−1 and  = RfR. Therefore,
RS3 = RD3RC2⊕M2(R). 
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Corollary 4.5. If R is a division ring with char(R) = 2, then RS3 is strongly morphic.
Proof. By Lemma 4.4, RS3 = RC2⊕M2(R). The result follows from Lemma 3.3 and the
semisimplicity of M2(R). 
Lemma 4.6. If F is a ﬁeld with char(F ) = 2 and (n, 2) = 1, then FDnFC2⊕M2(),
where  is semisimple. Consequently, FDn is strongly morphic. In particular, Z2Dn is
strongly morphic.
Proof. It follows from Lemma 4.4 that FDnFC2
⊕
M2(), where
 =
{∑(n−1)/2
i=1 ri(gi + g−i )|ri ∈ F
}
. We now show that  is semisimple. Since  is a
ﬁnite dimensional algebra over a ﬁeld F, the Jacobson radical J () of  is nilpotent. If
J () = 0, then there exists a nonzero element  ∈ J () such that 2 = 0. Suppose that
=∑(n−1)/2i=1 ri(gi +g−i ). Then 2 =∑(n−1)/2i=1 r2i (g2i +g−2i )=0. This can be rewritten as
0= 2 =∑(n−1)/2i=1 r2i (g2i + gn−2i )=∑n−1j=1 sj gj , where s2j = r2j and s2j−1 = r2((n+1)/2)−j .
The latter equation implies that all sj = 0 and thus all r2j = 0. Since F is a ﬁeld, we must
have all rj = 0 and thus = 0. This contradiction shows that J () = 0, and therefore  is
semisimple. Consequently, M2() is strongly morphic. It follows from Theorem 3.4 that
FC2 is strongly morphic, and thus FDn is strongly morphic. 
Lemma 4.7. If 6 is a unit in R, then RS3R
⊕
R
⊕
M2(R).
Proof. It follows fromLemma4.3 thatRS3RC2
⊕
S. Since 2 is a unit inR,RC2R
⊕
R.
As before, S = RS3(1 − e) = RS3f where f = 1 − e = 1 − (1 + g + g2)/3 is a central
idempotent. Let
e11 = 1 + b2 f ,
e12 = 1 + b2 (2g + 1)f ,
e21 = b − 16 (2g + 1)f ,
e22 = 1 − b2 f .
A straightforward computation shows that all these eij form matrix units on RS3f . It
is not hard to check that gf , bf , g2f, g2bf are linear combination of eij . For instance,
gf = (−e11 + e12 − 3e21 − e22)/2 and bf = e11 − e22. Notice that any product of
linear combinations of eij is still a linear combination of eij . So g2f = gfgf and thus
g2bf = g2f bf are linear combinations. It turns out that each element of RS3f can be ex-
pressed uniquely as a linear combination of eij over R. Therefore, RS3fM2(R). Finally,
we have RS3R
⊕
R
⊕
M2(R). 
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Corollary 4.8. If (6, n) = 1, then ZnS3 is strongly morphic.
Remark 4.9. Assume that R is left morphic and G is a ﬁnite group. The condition that |G|
is a unit in R does not guarantee that RG is left morphic:
Let K =Q(x) (the ﬁeld of quotients of Q[x]) and L=Q(x2). Then L is a proper subﬁeld
of K and  : K → L deﬁned by (f (x)/g(x)) = f (x2)/g(x2) is an isomorphism from K
to L. Let K[y, ] be the skew polynomial ring over K, that is, the set of all formal (left)
polynomials in y with coefﬁcients from K with multiplication deﬁned by yr = (r)y for all
r ∈ K . Then R =K[y, ]/(y2) is left morphic, but M2(R) is not left morphic [4, Example
16]. Let G = S3. Then |G| = 6 is a unit in R. By Lemma 4.7, RS3R⊕R⊕M2(R).
Therefore, RS3 is not left morphic.
Theorem 4.10. ZnS3 is (strongly) morphic if and only if n = 2rn1, (n1, 6) = 1 and r = 0
or 1.
Proof. Suppose that ZnS3 is (strongly) morphic. Let n = 2r3sn1, (n1, 6) = 1. If s > 0,
then ZnS3Z3s S3
⊕
Z2r n1S3. By Corollary 4.2, Z3s S3 is not morphic. Thus ZnS3 is not
morphic, which leads to a contradiction. So s = 0. Next we show r1. If r2, then
ZnS3Z2r S3
⊕
Zn1S3. It follows from Theorem 2.8 that Z2r S3 is not morphic, and there-
fore, ZnS3 is not morphic. Again, we have a contradiction. Thus r1.
Conversely, assume that n= 2rn1, (6, n1)= 1 and r = 0 or r = 1. If r = 0, then it follows
from Corollary 4.8 that ZnS3 is strongly morphic. If r = 1, then ZnS3 = Z2S3⊕Zn1S3.
It follows from Corollaries 4.5 and 4.8 that both direct summands are strongly morphic.
Therefore, ZnS3 is strongly morphic. 
Remark 4.11. It is interesting to ﬁnd non-morphic group rings with the smallest order.
Case 1. If G is Abelian, then both Z4C2 and Z2(C2 × C2) are non-morphic group rings
with the smallest order, which is 8.
Case 2. If G is non-Abelian, then the smallest non-Abelian group is S3. As we discussed
before, Z2S3 is morphic, but Z3S3 is not. So the latter is the smallest non-morphic group
ring among RS3 and this group ring has order of 36 = 729. Next consider two non-Abelian
groups of order 8.
(1) Dihedral group, D4 = 〈g, b|g4 = b2 = 1, bgb = g−1〉.
(2) Quaternion group, Q8 = 〈g, b|g4 = b4 = 1, g2 = b2, b−1gb = g−1〉.
Since both groups are 2-groups, Theorem 2.10 assures that both group rings Z2D4 and
Z2Q8 are not morphic. They both have order of 28=256. This tells that among non-Abelian
group rings, the smallest non-morphic group rings are Z2D4 and Z2Q8, which have order
of 256.
We now summarize our results about the dihedral group rings ZprDn where p is a prime
number, in the following theorem.
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Theorem 4.12. Consider the dihedral group ring ZprDn where p is a prime number. We
have:
(1) For p> 2,
(a) if r > 1 and (p, n) = 1, then ZprDn is not left morphic;
(b) if r = 1, then ZpDn is left morphic if and only if (p, n) = 1.
(2) For p = 2,
(a) if r > 1, then Z2rDn is not left morphic;
(b) if r = 1, then Z2Dn is left morphic if and only if (2, n) = 1.
Proof. (1a) The result follows from Theorem 2.8.
(1b) Assume that ZpDn is left morphic. If (p, n) = 1, let n= ptq where (p, q)= 1 and
t1. Now Dn = CnC2(Cq × Cpt )C2Cq(CptC2)CqDpt . It follows from
Theorem 2.7 that ZpDpt is left morphic. This contradicts the result of Theorem 4.1. Thus
(p, n) = 1. Conversely, if (p, n) = 1, then (p, |Dn|) = 1. Thus ZpDn is semisimple and
therefore it is left morphic.
(2a) The result follows from Theorem 2.8.
(2b) Assume that Z2Dn is left morphic. If (n, 2) = 1, by a similar argument to that used
in the ﬁrst part of the proof of (1b), we conclude that Z2Dn is not left morphic. This gives
a contradiction. Therefore, (n, 2)= 1. Conversely, if (n, 2)= 1, it follows from Lemma 4.6
that Z2Dn is left morphic. 
As a consequence, we give a necessary condition for the dihedral group rings ZmDn to
be left morphic.
Corollary 4.13. If ZmDn is left morphic, then 22m and (m, n) = 1.
In conclusion, wemake a conjecture and ask one question. The only unsolved case left for
the morphic problem in the dihedral group rings ZprDn is whether ZprDn is left morphic
when p> 2, r > 1 and (p, n) = 1. When p = 3 and n = 2, we have the positive answer
(Corollary 3.13). So we propose the following:
Conjecture 4.14. If a prime number p> 2, r > 1, and (p, n) = 1, then ZprDn is left
morphic.
If the conjecture is true, the necessary condition mentioned in Corollary 4.13 is also
sufﬁcient. We can then ask the following question.
Question 4.15. Let p be a prime number and G be a ﬁnite group with (p, |G|)= 1 and let
r > 1. Is ZprG left morphic?
Acknowledgements
The authors are grateful to the referee for his or her suggestions in revising the paper. The
research was carried out during a visit by the ﬁrst author to Brock University and Memorial
J. Chen et al. / Journal of Pure and Applied Algebra 205 (2006) 621–639 639
University of Newfoundland. He would like to gratefully acknowledge the ﬁnancial support
and kind hospitality from the host institutions. This research was supported by Discovery
Grants from the Natural Sciences and Engineering Research Council of Canada and the
National Natural Science Foundation of China. The ﬁrst author was also supported by the
Teaching andResearchAwardProgramforOutstandingYoungTeachers inHigherEducation
Institutes and the Cultivation Fund of the Key Scientiﬁc and Technical Innovation Project
of Ministry of Education of China.
References
[1] I.G. Connell, On the group rings, Canad. J. Math. 15 (1963) 650–685.
[2] G. Erlich, Units and one-sided units in regular rings, Trans. Amer. Math. Soc. 216 (1976) 81–90.
[3] W.K. Nicholson, Local group rings, Canad. Math. Bull. 15 (1) (1972) 137–138.
[4] W.K. Nicholson, E. Sánchez Campos, Rings with the dual of the isomorphism theorem, J.Algebra 271 (2004)
391–406.
[5] W.K. Nicholson, E. Sánchez Campos, Principal rings with the dual of the isomorphism theorem, Glasgow
Math. J. 46 (2004) 181–191.
[6] W.K. Nicholson, E. Sánchez Campos, Morphic modules, 2004, preprint.
[7] W.K.Nicholson, M.F.Yousif, Quasi-Frobenius rings, Cambridge Tracts in Mathematics, vol. 158, Cambridge
University Press, Cambridge, 2003.
[8] D.S. Passman, The Algebraic Structure of Group Rings, Wiley-Interscience, NewYork, 1977.
[9] C. Polcino Milies, S.K. Sehgal, An Introduction to Group Rings, Kluwer Academic Publishers, Dordrecht,
2002.
[10] S.M. Woods, Some results on semi-perfect group rings, Canad. J. Math. 26 (1) (1974) 121–129.
