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Abstract 
Paszkowski, S., An application of Chebyshev polynomials to a problem of electrical engineering, Journal of 
Computational and Applied Mathematics 37 (1991) 5-17. 
Skopec has considered a capacitor whose plates are two eccentric spheres. He found the capacity and the 
coefficient of nonuniformity of the corresponding electrostatic field. It is shown that Chebyshev polynomials of 
the second kind permit to simplify the Skopec infinite series and to make them more explicit. In order to 
accelerate convergence of the series so obtained an additional transformation is recommended. As a by-product 
some expressions concerning the polynomials in question are obtained. 
Keywords: Capacitor, Chebyshev polynomial of the second kind, convergence acceleration, electrical engineer- 
ing, electrostatic field. 
1. Introduction 
Skopec [3] has considered an electrostatic field of a certain capacitor. Its plates are two 
eccentric spheres one of which is contained in the second one. For such a capacitor Skopec found 
the capacity C and the coefficient of nonuniformity p of the corresponding electrostatic field; p 
was defined as K,/K, where KA denotes the field current in the point A of the internal sphere 
the nearest to the external one and K, is the mean current on the axis of symmetry (connecting 
the centres of the two spheres). 
Let R and r, respectively, be the radii of external and internal spheres and a the distance of 
their centres. Hence 
R > 0, r > 0, O<a<R-r. 
Skopec proved that 
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R2 - a2 1 w,:= Rr ) W2n+l:=a---- 
W2n-1 ’ 
n=1,2 7..*, 
R2 + r2 - a2 (y := 
Rr ’ 
R2 Rr w R2 -- a2n+l:= 7 a 277+13 b 2n+2:= - 
a2n+1 
7 n=o, l,... . (4 
In Section 2 we show that Chebyshev polynomials of the second kind permit us to simplify 
expressions (l), (2) and to make them more explicit. In order to accelerate convergence of the 
series so obtained an additional transformation can be recommended (Section 3). As a by-prod- 
uct of these considerations some expressions concerning the polynomials U, were obtained 
(Section 4). 
2. Application of Chebyshev polynomials 
In the sequel the following quantities 
d:= +, s:= I 
R’ 
Hence 
d>O, s > 0, O<d+s 
will be used rather than R, r and a: 
< 1, 
R2 + s2R2 - d2R2 1 + s2 - d2 







it follows from (5) that (Y > 2. Let, in addition, 
/_l:= &y > 1. (7) 
Chebyshev polynomials of the second kind can be defined by the relations 
K,(P) = 0, u,(P) = 17 u,(~)=2E.Lu,_,(I_L)-un_2(~.), n=l,2,... . 
In particular, U,(p) = 2~. 
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Lemma 1. The formula 
W u,+,(cL) - MP.) 2n+1= 
v,(P) - 4-h) ’ 
n=o, I,... . (8) 
hoi&. 
Proof. If n = 0, then (8) simplifies to WI = 2~ - S. The same follows from the first formula of (3): 
w, = (R2 + r2 - a’) - r2 _ (y _ r 
Rr x=2/L-s. 
It suffices then to verify that the quantities (8) satisfy the recurrence relation from (3): 
Lemma 2. The formula 
1 1 
w,w, * * * w,,,, = u,+,(p) -sun(p) ’ n =O, lp***y 
holds. 
Proof. It results from (8) that 
1 uo(PL) - su-1(P) 
KW . * * WZn+l = v,+,(p) --su,(/.4 ’ 
but U,(p) - sU_,(p) = 1. •I 
Corollary 3. The formula 
00 1 
c = 4,rng0 u,(p) - SU”&) 
holdr. 
(10) 
Lemma 4. The formulae 
a,,+1 = 
RdUM 
u,(p) -d&(p) ’ b2n+2= 
R[U,b) - su,-,b)] 
dGh) ’ 
n =o, l,..., (11) 
hold. 
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Proof. The first definition (4) can be rewritten as follows: 
R2 RsR 
--- 
a2n+l = dR dR W2n+l = $(l - SW2n+l). 
Since 




the first formula of (11) is true. Bearing in mind the definition (4) of b2n+2, we obtain also the 
second part of (11). 0 
Lemma 5. The relations 
b 2n+2 
_a_r__ Rs u,+h)-(s+d)u,(P) 
d un(p) 9 n=o, I,..., 
hold. 




= R ts + 4whL) - su,-ltPL)l - du-4 
u,tl4 - su,-l(P) . 
It follows from the second part of (11) that 
b 2ni2 
_ a _ r = Jw(P) - su,-Ml 
dYI(l-4 
- dR - sR 
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we transform the numerator of the last fraction: 
(1 - d2 - &)X(P) -SK-~(P) =~[(a - 3 - d)U,(pL) - 4-i(~)] 
= 42PQA-4 - u,-,(P) - (3 + w4h)l 
= 4u,+h) - b + 4U,(P)l~ 
and (13) becomes obvious. 0 
Theorem 6. The formula 
P= 
l-s-d O” U,(P) - (s - d)UA(p) 
s 
n?o [u,(p) - (s + d)4-I(cL)]2 
holds. 
Proof. It follows from (12) and (9) that 
1 u,(P) - ~u,-k-4 
W,W, * + * W2n-l(a+r-a2n+l )' = R2S2[U,(p)-(S +d)U,_,(p)]2’ 
If n = 0, this expression is equal to l/( R2s2) = l/r 2, i.e., to the first term of the first series from 
(2). Hence this series equals 
Lf u,(P) -a-lb-4 
R’s2 n=o [u,(p) - (s + d)u,-I(p)12. 
Using (9) once more, (11) and (13) we obtain 
b 2n 
05) 






x R2s2 [U,(P) - (s + d)U,-I(i4]’ 
d QA-4 =- 
lSs2 [u,(P) - (s + d)L(P)12 ’ 
b 2n ="; VI-I(P) 
. IV,,-,( b,,, - a - r)’ R2s2 n=o [u,(p) - (s + d)U,_&)12 
(let us recall that U_1(p) = 0). Finally, taking into account (15), we express p as follows: 
l-d-s O” U,(P) - b - d)U,-,b) = 
S 
n?o [U,(p)-(s+d)U,_1(p)]2’ •I 
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3. Series transformation 
It is easy to check that the two series (10) and (14) are similar to a geometric one with a ratio 
X. Hence their convergence can be very slow. Obviously, several standard methods of conver- 
gence acceleration are applicable here. However, it is preferable first to transform these series 
analytically in such a manner that their convergence be accelerated. We use to this end a known 
formula: 
u (~) A-“-’ - A”+’ 
= n X-1-h ’ n=o, fl, f2 ,...) 
where 
h:=p-@=i. 
As p > 1, the double inequality 0 < X < 1 holds. Moreover, 
j.&=+(A-‘+h), /jzi=;(x-i-x), 
hjL=+(l+P)<l. 








Proof. Some equivalent ransformations of (19) lead us to obvious inequalities: 
PC/F/~, /~~-l-+-.s)~, 2/.~s<l+s~, 1+s2-d2<1+s2 
(cf. (6) and (7)), 
p-@?<s+d, [p-(s+d)]2<p2-l, 
(s+d)2+1<(s+d)1+s;-d2, s(s + d)2 < d+ (s + d)(s2 - d2), 
(s + d)(sd + d2) < d, (s + d)’ < 1 
(cf. (5)). 0 







Lemma 8. The parameters r, t$, $J are such that 
dX<+c(s+d)X, 
ifs > d, then C/B < A2, 
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Proof. As above, some algebra suffices to verify these relations. The left part of (21): 
dh< ws-4 
A-’ - (s-d) ’ 
s<(l+ds-d2)h, 
and, in view of (a), (7) and (lg), 
s<(ds+2/Ws2)h, l<(d-s)A+1+A2, O<(h+d-s)h, 
which is true by (19). The right part of (21): 
A-(s-d) 
h-l_(s_d) <(s+d)L (1 +s2- d2)A < 2s, ZA/.Lr < 2S, 
which is true by (18). 
If s > d, then the inequality $I < A2 can be transformed as follows: 
A- (S -d) <A- (s--)X2, (s-d)A’<s-d, 
and then it is true. 
To prove (23) we evaluate the sums 
[A-(s+d)][A-‘--(s-d)] +[A-‘-(s+d)][A-(s-d)] 
= 2(1+ s2 -d2) -2s(h+A-‘) =0 
(cf. (6), (7) and (17)) and 
(h-s)[h-1-(s-d)]2-(A-1-s)[A-(s-d)]2 
= A-’ - 2(s - d) + (s - d)2A - sX-2 + 2s(s - d)X-’ - s(s - d)’ 
-h+2(s-d)-(s-d)2h-1+sh’-2s(s-d)h+s(s-d)2 
=[l-(~-d)~+2s(s-d)](A-~-h)-s(h-~-A~) 
= (1 + s2 - d2)( A-’ - A) - s( X-2 - A2) = 2/u( A-’ - h) - s( h-2 - A’) = 0 
(cf. (17)). Cl 
Theorem 9. The series from Corollary 3 can be expressed as follows: 
C = 4f4- +2)nio 1 _y2A2n - (24) 
Proof. Using successively (16), the first definition of (20) and the second identity of (23) we 
obtain 
1 A-‘-A (A-’ - A)A” 
u,(/4)-su,&) = A-“-‘-A”+‘-s(A-“-A”) = (~-l-s)_(&-s)~2” 
h--‘-X A” A” 
= x-1 _ s 1 _ T~2” = 0 - +22) 1 _ +2~2” * q 
Theorem 10. The series from Theorem 6 can be expressed as follows: 
p= l-s-d (l+Cp)’ 
S I-@ 
E An(1 - +A2”) 
n=O (1+ $q2 * 
(25) 
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Proof. As above, one can verify that 
u,(P) - (s + GL-i(P) = x-l-” x {x-i-(S&d)-[X-(s+d)]P”} 
and, with the notations (20), that 
u,(P) - b - WAP) = 
A-” [ A-’ - (s - d)] 
A-‘-h (1 - @J2q, 
u,(P) - b + 4U,-l(P) = 
A-“[~-’ - (s + d)] 
x-‘-x 
(1 - $A’“). 
Then 
w-4 - b -o-L-,(P) = (p _ x) A-’ - (s - d) q1 -GA’“) 
w-4 - b + 4U,-l(d12 [X-1-(S+d)]2 (1-~Pq2 . 
But $= -+, so 
1++=1-#= _ 
x-’ -A h-‘-h 
x ‘-(s+d)’ l-+=h-‘+d). 
Therefore, 
W-Q [h-l_(s+6)]2 
x-l-b-4 ,(h-l_h)h-‘-X (1+G)2 = (1+d2 
1-G (h-1 _A)2 1-G * 
All these arguments together with (14) yield (25). 0 
Both of the series (24), (25) converge, asymptotically, as fast as a geometric series with the 
ratio X. They can be transformed into a similar but faster convergent form. 
Theorem 11. For every N = 0, 1, . . . the following identities hold: 
(26) 
(- 1)“(2m + 3)(&P)” 
1_~2m+3 . 
(27) 
It is worth remarking a similarity between the formulae obtained here and some classical 
expressions for elliptic functions (cf. [l, Sections 16.23 and 17.3.231). 
Proof. The transformation of the first series is almost obvious: 
E X” 5 (+2h2”)m 
n=N m=O 
m=O n=N 
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The second series can be transformed in a similar manner: 
m=O n=N 
_ ,““, I /CO (- 1’““:; ;$y~c2t+3JN 
_ E ( -l)m(m + 1)+m+‘P+3)N 
m=O 
1 _ ~2m+3 
AN 
=l_x- 
5 (-1)“(2m + 3)$lm+Vm+3)N q 
m=O 
1 _ ~2m+3 
The infinite series on the right-hand side of (26) behaves, roughly speaking, as the geometric 
one with the ratio G2A2”. Then, by virtue of (21) and (22), the transformed series converges much 
faster than the original one, especially when s > d. The transformation of the second series does 
not give so spectacular results owing to the ratio which equals here r#AZN instead of +2A2N and 
because of the additional factor 2m + 3. Nevertheless, the transformation described in Theorem 
11 accelerates the second series too. 
Let us discuss now a reasonable choice of the parameter N in (26). Retaining on the 
right-hand side of (26) only A4 first terms (where A4 is a given natural number) we fix, 
approximately, a cost of evaluation of C. The first omitted term is 
AN( @AN)““-“’ 
2: AN(~M-~N+~) 2M-2N 
1 _ A~(M--N)+~ + . 
Furthermore, let g be such that + = Xg. In view of (21) and (22) g is greater than 1 (and than 2 
provided that s > d). Hence we choose N so that the exponent 
N(2M - 2N + 1) + g(2M - 2N) (28) 
attains its maximum. In the case (27) for the same reason, we maximize the expression 
3iv+g+ (2N+g)(M-N-1). (29) 
Of course, this estimation is rougher still because the factor 2m + 3 in the last series of (27) was 
not taken into account. Not forgetting this fact we limit ourselves to a trivial remark: the sums 
(28) and (29) considered as functions of N attain their maximum if 
N=:(M-g+i) and N=:(M-:g+i), 
respectively, and their respective greatest values equal 
:M2+ (g+ :)M+ :(g- 4)’ and iM2+ :(g+ l)M+ i(g- 1)2. 
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Thus, using M first terms of the right-hand side of (26) or (27) with N defined as above, we 
obtain an accuracy comparable to that which is guaranteed by iM( M + 3) first terms of the 
left-hand side of the same formula. 
Example 12. Let us consider the series for /I (Theorem 10) which is more complicated than this 
one for C (Theorem 9). /3 was evaluated, for many values of N, with the aid of (27). In each case 
there were taken into account only these terms of the last series which exceed 5 l 10-‘” in 
N terms of the finite sum, the 
series. Results of computation 
absolute value. Let M denote the total number of terms, namely 
extra term AN/(1 - A) and M - N - 1 first terms of the infinite 
confirm that the best value of N equals approximately 4M: 
(i) s= #r, d= g, hence A= A, #= 4; 
N: 0 1 2 3 4 5 6 7 8 9 10 II 12 13 
M: 134 68 47 36 31 27 25 23 23 23 22 22 22 22 
(ii) s = &, d= 6, hence X= 4, #= $; 
N: 0 1 2 3 4 5 6 7 8 
M: 19 15 13 12 12 12 12 13 13 
14 15 16 
23 23 24 
Small values of N have, at least for 9 = 1 (as in case (i)), one more drawback. In fact, the first 
terms of the infinite series in (27) are almost identical in absolute value but have opposite signs. 
In case (i) they equal - 8.86, 7.81 when N = 0 and - 6.46, 4.61 when N = 1 (whereas -0.274, 
0.024 when N = 11). Such a behaviour of terms could diminish an accuracy of final results. 
Finally, it is worthwhile to remark that the extra term AN/(1 - h) is very essential in comparison 
the right-hand side of (27) is equal with both the finite sum and the infinite series. For example, 
to 
(0.062 + *** +0.026)+3.14+(-0.274+0.024- 
(case (i), N = 11) and 
. * . 
1 
(0.480 + * * * +0.421) + 2.048 + (-0.106 + 0.005 - e a q ) 
(case (ii), N = 4), the extra term being contained in the middle. 
4. Continued fractions connected with the polynomials U, 
A certain continued fraction connected with the polynomials U, results directly from the 
recurrence formula recalled in Section 2: 
n terms 
Other developments in continued fractions, using the variable A instead of y, seem to be 
unknown. We give them here although their practical importance is rather doubtful. 
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Lemma 13. Let 
40) I= 142 A2-A2n+2, IAl <l, n=o, I,.., . 
We use here a self-explanatory generalization of notations from [2, (2.1.4b)l. 
Since 
AZn-2 _ x2n A?“-2 
1 - A2n-2 = (1 _ x2n-2)/(1 _ A22) 
-7 +sJ =a, 
(30) 
the recurrence formula 
R,(h)=? -$ +& 
is satisfied. To prove Lemma 13 it suffices to remark that A,(h) = 0, A,(A) = X2. q 
Lemma 14. The identity 
L(P) -%-2(P) 
V,(P) -sV,-l P 
( > 
is fulfilled. 
Proof. Let us remark first that 
x-‘u,_,(p) + A” = 
A-‘(A-” - A”) + A” = A-“-’ - A”+’ = u (p) 
A-‘-X A--‘-X n ’ 
Then 
h-‘U,&) + Aqx-‘u”_,(~) + An-l] = u,(p) - su,_,(/q, 
~-‘[v,-I(P) -SK-z(P)] = u,(P) - su,-,(P) + (s - A)AY 
UP) -SC-l(P) =A-'_ (s - x)x”-1 
u,-l(P) -a-2(P) v,-h-l) -SK-2(P) * 
cl 
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Theorem 15. The following developments into finite continued fractions are fu,filled: 
u,(P) = - su,-,(I”) I 1 r’ A2 
= 1 ’ n 2, 4,. . . , 
+ 
r-v x41 +l’ x2 n = 3, 5,..., 
(31) 
n=3,5 ,***, 




u,_,(p) = A X2” + [-y’ A2 
m-4 1 + 1 r-v i=l (2 -g +q-($, ~:~~~~:;:‘. 
(34) 
Let us remark a rather unexpected fact: the continued fractions (31), (32) depend on s only 
through their first three or four terms. 
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Proof. The particular cases given separately in (31), (32) are very simple. 
can suppose that n > 1: 
K(P) -k(a) 
17 
Then proving (31) one 
= 1 ?Sh + I(1 - AZ)/(l - Sx + sA2n-i _ AZ”)’ . + 
x2 
The fraction in the last denominator equals 
1+ b-vw-~2”-2) ++ (s-X)A 
1 - sh + Sh2n-’ - A22” (1 - sx + sh2n-l - A2”)/(1 - A2n-2) 
=1_+w +Pl. 
Hence, it follows from (30) that 
1 
Then (31) results from Lemma 13, whereas (32) does so from (31) and Lemma 14. If s = 0, then 
formulae (31) and (32) simplify into (33) and (34), respectively. •I 
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