Abstract-This paper analyzes the energy consumption of direct interface circuits where the data conversion of a resistive sensor is performed by a direct connection to a set of digital ports of a microcontroller (μC). The causes of energy consumption as well as their relation to the measurement specifications in terms of uncertainty are analyzed. This analysis yields a tradeoff between energy consumption and measurement uncertainty, which sets a design procedure focused on achieving the lowest energy consumption for a given uncertainty and a measuring range. Together with this analysis, a novel experimental setup is proposed that allows one to measure the μC's timer quantization uncertainty. An application example is shown where the design procedure is applied. The experimental results fairly fit the theoretical analysis, yielding only 5 μJ to achieve nine effective number of bits (ENOB) in a measuring range from 1 to 1.38 k . With the same ENOB, the energy is reduced to 1.9 μJ when the measurement limits are changed to 100 and 138 k .
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I. INTRODUCTION
T HE reduction of power consumption is an important requirement in the design of autonomous sensors to improve their autonomy or to reduce the cost of power supply energy harvester systems. It is one of the main design bottlenecks for incoming new technologies such as powerless sensor nodes integrated in passive radio-frequency identifier systems [1] , [2] . Although the main research efforts have focused on lowering the energy spent by the communication system [3] , the measurement process can spend more energy whenever not all the measurement data are transmitted.
The analysis of the energy consumption of a sensor interface depends on the sensor nature. In the case of resistive sensors, conventional interfaces use either a voltage divider or a Wheatstone bridge together with an amplifier, a low-pass filter, and an analog-to-digital converter (ADC) as those that are currently embedded in a microcontroller (μC). The power consumption of such circuits was previously analyzed in [4] . Nevertheless, some low-cost μCs do not provide an ADC or its effective number of bits (ENOB) is not good enough for a specific application. In those cases, it is possible to use an amplitude-to-time conversion circuit [5] or, as μC manufacturers suggest, to use direct interface circuits (DICs) [6] , [7] . Such circuits do not use an ADC and need only a capacitor, a reference resistance, and a μC that provides few digital ports and a timer. Because these are in little need of additional components, DICs could be interesting to reduce both the cost and the number of components of the measurement system [8] - [11] . Unfortunately, their use could also result in a higher energy consumption compared with conventional interface circuits that would lead to a reduction in the autonomy or an increase in the cost of the energy harvester system. Hence, a thorough analysis of the energy consumption of DICs is necessary in order to determine its suitability in energyconstrained systems.
The current consumed by a DIC was reported in [12] by analyzing the supply current waveform in each step of the measurement process, but it was not related to the measurement uncertainty specifications and the μC performance parameters. Some design guidelines that help in reducing consumption can be deduced from that analysis, but no information is given about its possible side effects on the measurement performance. This paper analyzes the energy consumption of DICs of resistive sensors and identifies the energy consumption sources to determine their dependence on the design specifications and parameters. A design tradeoff is obtained between the required measurement uncertainty and the resulting energy consumption. Considering this design constraint, a design guide is proposed for the selection of the adequate μC, timer frequency, reference resistance, capacitance, or digital ports. Fig. 1 shows a basic DIC used to measure a resistive sensor (R m ). The resistance R m is estimated by the discharging time (T m ) of a capacitor (C c ) through R m . The output digital port PX.3 of a μC is held to 0 V (0 logic) and discharges C c from the supply voltage (V DD ) to the low threshold voltage limit (V TL ) of a digital Schmitt trigger input port (PX.0). The μC measures T m using an embedded timer whose frequency is f CLK and calculates R m from
II. BACKGROUND OPERATING PRINCIPLE
where R pm is the output resistance of PX.3. Unfortunately, using (1) to estimate R m results in a low accuracy due to the relatively high tolerance and temperature drift of C c , R pm , and V TL . Fig. 2 shows a more complex 0018-9456 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. circuit devised to achieve a higher accuracy [13] , [14] where two digital ports (PX.2 and PX.1), a reference resistance R r , and an offset resistance R o are added to the basic circuit. Now, the time lengths of three discharge cycles of C c from V DD to V TL are measured, yielding T m , T r , and T o as shown in Fig. 3 . There, one of the output ports is held to 0 V (0 logic), while the others are held in high impedance. Previously to each discharge cycle, the capacitor is charged to the supply voltage (V DD ). The measurement process is performed in a very short time interval; hence, the temperature drift is negligible and the values of R m , R r , R o , C c , and V TL can be considered constant during the three discharge cycles.
The relation between R m and the resulting discharging times is where R pm , R pr , and R po are the output resistances of the ports PX.3, PX.2, and PX.1, respectively. Taking into account the symmetry of the output ports, we might approximate R p ≈ R pm ≈ R pr ≈ R po and the sensor resistance can be calculated as
where N m , N r , and N o are the number of clock cycles during T m , T r , and T o , respectively. If we neglect the timer quantization error, the time lengths T j can be approximated by N j /f CLK (for j = m, r , or o). Note that (3) does not depend on C c , R p and V TL , and hence, the accuracy in measuring R m is not limited by their tolerances nor their temperature drifts. Other limiting factors and their impact on the system performances have been analyzed in [15] , where suggestions can also be found to improve the system performances.
III. DESIGN CONSTRAINTS
The existence of a tradeoff between the measurement uncertainty (u R m ) and the energy consumption (E Meas ) will be demonstrated for the circuit of Applying the law of uncertainty propagation [16] , u R m can be obtained from Assuming (2) and (3) are used to deduce
and all uncertainties u N j (for j = m, r , or o) appearing in (4) depend on the timer quantization uncertainty (u N j Q ), the comparator trigger uncertainty (u N j N ), and the uncertainties of the output port resistances (u N j R p ). Applying again the law of uncertainty propagation, the overall uncertainty for
Fig . 4 shows the quantization effect and the error probability density function (PDF) of T j . Assuming a rectangular density function [8] , the uncertainty of T j will be T CLK / √ 12 and
u N j N is caused by the noise (v ni ) superimposed onto V TL and the noise (v no ) superimposed onto v c . Fig. 5 shows that whenever v c crosses V TL , the noise v ni (and also v no ) result in an uncertainty of T j that depend on the slew rate (SR) of v c . Considering the effect of v ni and v no at once and the SR, u N j N can be approximated by [14] as
The propagation of the uncertainty, due to the digital port output resistance (u R p ), on the measured N j can be deduced from (2) 
Finally, substituting (5)- (9) in (4), the overall uncertainty can be written as
where u R m Q , u R m N , u R m R p , and u R m R r now group together the uncertainty terms due to the timer quantization, the comparator triggering, the output port resistance, and the reference resistor, respectively. Assuming that R p , R o R m , R r , those uncertainties can be approximated to
Note that u R m Q is inversely proportional to f CLK C c , but u R m N , u R m R p and u R m R r neither depends on f CLK nor C c .
B. Energy Consumption Model
The energy consumed during a measurement cycle (E Meas ) includes the charge Q (3) consumed by the control processing unit (CPU) to process the measurement algorithm based on (3), the charge consumed when charging C c from V TL to V DD , the clock (Timer) charge consumption during T m , T r , and T o , and the charge consumption caused by each Schmitt trigger input voltage transition (Q H j , j = m, n, or o) as follows:
where I f CLK stands for both the clock and the timer current consumption that depends on the clock frequency. The experimental data for I f CLK are shown in Fig. 6 where a linear relationship between I f CLK and f CLK is found for a commercial low-power μC (MSP430F1471). This current consumption will be modeled as I f CLK ≈ k f · f CLK + k 0 (the parameter values are shown in Fig. 6 ). The processing charge Q (3) depends only on the number of instructions used by the CPU to process the measurement and not on the CPU clock frequency [17] . Hence, the processing code must be optimized to minimize it. The μC supply current increases as the input voltage of the Schmitt trigger gets closer to the threshold voltage limit V TL [18] . Fig. 7 shows the experimental data for the MSP430F1471 supply current when the voltage falls from 3.3 to 0 V. It can be concluded that the charge consumed by the Schmitt trigger is smaller as shorter is the voltage transition time and that it can be dismissed for fast voltage transients, such as the charge cycle of C c . In the case of the discharge cycles, the charge consumption is given by
where the time integration was changed to a voltage integration using the known capacitor voltage (v c ) time dependence during the discharge cycles. The value of I H is calculated from the data shown in Fig. 7 using
where I co is the supply current when the Schmitt trigger input is at the rails and is also obtained from Fig. 7 . Substituting (13) and (14) in (12), E Meas can be approximated to
which increases with f CLK C C or C C . Fig. 8 shows the dependence of u R m and E Meas on f CLK C C according to their mathematical descriptions and demostrates that a tradeoff exists between the measurement uncertainty and the energy consumption: while the uncertainty can be improved by increasing the value of f CLK C C , this also implies an increase of the energy consumption. Fig. 8 also shows that the uncertainty eventually reaches a lower bound for large values of f CLK C C where the errors introduced by the trigger noise and the resistance tolerance become dominant over those associated with the timer. On the other hand, the uncertainty increases for the smaller values of f CLK C C where the quantization uncertainty is dominant. Therefore, a low-power DIC design should work on the lowest possible range for f CLK C C , because outside of this region, an increase in f CLK C C steps up the energy consumption without a noteable improvement on u R m .
IV. PROPOSED DESIGN PROCEDURE For designs comprising the following set of specifications, we look forward to finding the proper values of R r , R o , C c , and f CLK that minimizes the E Meas :
1) a maximum allowed uncertainty u R m Max ; 2) a given μC setup (fixed V DD and V TL ); 3) a measurement range R min < R m < R Max . Fig. 9 . Evaluation of R uWC in two scenarios. R uWC = R min for a measurement range (R min , R max ) and R uWC = R max for (R min , R max ).
Because both uncertainty and measurement energy also depend on R m , we might run into two adverse scenarios in the measurement range, a value of R m for which the uncertainty is maximum (R uWC ), and a value for which the energy consumption is maximum (R EWC ). The uncertainty limits must held for R m = R uWC , while the energy consumption must be minimized for R m = R EWC . Assuming that usually R p R m and a high-precision resistance will be selected for R r , we dismiss u R m R p and u R m R r in this procedure. We propose the following design steps.
Step 1: Selection of R o . Equations (6)- (11) and (15) show that the uncertainty and energy consumption decrease to R o . Therefore, we propose to select the minimum value of R o determined by the maximum output current sourced by PX.1.
Step 2: Selection of f CLK . On one hand, E Meas is proportional to C C for a given f CLK C C value. On the other hand, a minimum value of f CLK C C , f CLK C C | Min , is required to achieve an uncertainty compliant with the design specifications. Hence, f CLK should be selected as the maximum frequency f CLKMax supported by the μC. In this way, C C and also E Meas will be minimum (
Step 3: Selection of R r . The optimum value is selected to achieve minimum E Meas for R EWC , while holding u R mMax for R uWC .
E Meas (R m ) in (15) is a continuously increasing function and hence R EWC = R Max . On the other hand, u R m (R m ) is a polynomial of second degree in (10) with a minimum at R x . Taking into account the symmetry of u R m (R m ) with respect to R x (Fig. 9) , R uWC is given by
The value of R x is obtained by equating to zero the first derivative of u R m (R m ) in (10) . The resulting R x depends on the sizes of C C and R r that have not yet been selected. Using this expression in (16) and considering the value for C C that yields u R m Max in (10) and (11) when R m = R uWC = R min , we rewrite (16) as
where
R γ can be approximated by R Max + R min when the noise voltage is negligible (v 2 ni + v 2 no ≈ 0 and γ ≈ 0) and it will be higher otherwise. Whenever a negative number is in the square root of (18), the value of R γ must be considered as ∞.
Using these values for R EWC and R uWC , and neglecting R o , R p , u R m R r , and u R m R p , the energy consumption is obtained from (10), (11a), and (15)
where u R m N is that obtained for R m = R uWC and
Note that R μ and α μ depend only on the μC performance parameters. On the other hand, the value of R μ sets limits for R m and R r that yield a negligible clock current consumption. Specifically, if R Max + R r R μ , the value of E Meas will not depend on k f or k o . Fig. 10 shows a qualitative representation of E Meas versus R r . If R r is lower than R γ , E Meas is given by (20) for R uWC = R Max . Otherwise, it must be assumed that R uWC = R min . The resulting function does not have a discontinuity because they match at the intersection point.
R opt (R Max ) and R opt (R min ) are, respectively, the values of R r at the minimum points of E Meas (R uWC = R Max ) and E Meas (R uWC = R min ). R opt (R Max ) can be higher or lower than R γ , whereas R opt (R min ) is always lower. Therefore, the minimum energy consumption is achieved for where
Note that the value of R r given in (22) always implies that R uWC = R Max .
Step 4: Selection of C C . Once that R r has been chosen from the previous step 3, use (10) and (11) to find ( f CLK C C )| Min that satisfies the uncertainty requirements. The optimum capacitance is given by (
The minimum energy consumption for a specific uncertainty can thus be obtained by substituting the selected parameters in (20) . Any attempts to further reduce u R m Max will inevitably result in an increased energy consumption. That demonstrates again the tradeoff between them.
V. DESIGN AND EXPERIMENTAL RESULTS
We selected the MSP430F1471 (Texas Instruments, Inc.) to test the proposed energy consumption model and the design procedure. This low-power μC does not provide an ADC and the manufacturer recommends using a DIC to measure resistive elements [19] . It provides five low-power operating modes in which the CPU and the clocks can be dynamically disabled to reduce power consumption. It also provides a comparator (Comparator_A) that avoids the charge consumption caused by conventional Schmitt trigger digital inputs (I h = 0). Nevertheless, because most low-power μCs do not provide it, its use was discarded in order to draw conclusions as general as possible. Instead, we chose four general-purpose Schmitt trigger digital ports to implement the method in [13] and [14] as described in Fig. 3 : P1.2 is PX.0, and P2.1, P2.2, and P2.3 are PX.1, PX.2, and PX.3, respectively.
The 32-kHz low-power clock (ACLK) was used to control the length of the charge cycles and trigger the measurements, and the embedded high-frequency digitally controlled oscillator (DCO) [18] was used to measure T m , T r , and T o (Fig. 11) . ACLK is always active and is the clock source for the watchdog timer producing an interrupt service that periodically calls the measurement routine once per second. It is also the Timer B clock source, which is responsible for producing an interrupt service each time a charge cycle is finished and when a new discharge cycle must be started. The DCO is an RC-type clock with fast startup and shutdown. It is the clock source for both the CPU and the timer A. The capture module of timer A triggers an interrupt when v c reaches V TL and captures N m , N r , and N o . The CPU and DCO are shutdown when they are not used in order to save energy.
A low-power 3.3 V LDO (NCP702, ON Semiconductor) was selected to supply the μC (Fig. 12 ) due to its low noise that results in a lower comparator trigger level noise [20] . This supply voltage defines V TL = 1.2 V and f CLKMax = 7 MHz for the DCO clock [19] . Under these operating conditions, we obtained the data shown in Figs. 6 and 7, yielding K f = 38.7 μA/MHz, K 0 = 30.8 μA, and I h = 16.17 μA. These and all other measurements were performed using a 6(1/2) digital multimeter with 100 power-line cycles integration period (Agilent 34410A). Substituting these values in (21), we obtained R μ = 23 k and α μ = 0.17.
A 100 k external resistance (R OSC ) was used to reduce the temperature drift of the DCO frequency ( f CLK ). Usually, this resistance is biased by the supply voltage to achieve a constant frequency (S 1 → 1).
The proposed design procedure and energy consumption model (15) were validated for two different design scenarios. One of them uses a sensor resistance much lower than R μ and the other uses a larger one. The first scenario is the design of an interface circuit of a PT1000 sensor whose resistance ranges between R min = 1 k and R Max = 1.38 k corresponding to a temperature range from 0°C and 100°C. Prior to setting an uncertainty specification, we measured u R m to estimate (v 2 ni + v 2 no ) 1/2 and compared the experimental results with (10) . In fact, getting a complete knowledge of this noise would require getting real data from several μCs configured with different resistances, capacitances, and temperatures that would let us observe the quantization effect for the measurement of a fixed R m . Because this is not practical, we decided to introduce a controlled perturbation in the DCO clock frequency. During the measurement process, R OSC was biased by a 0.2-Hz triangular waveform voltage (V TRN ) that varies between 3.3 and 3.2 V (S 1 → 2). This slow variation in the bias causes a small perturbation on f CLK (from 6.9 to 7.1 MHz) that emulates the effects of the tolerances and temperature drifts, letting us observe the effect of the quantization uncertainty.
The measurements were repeated four hundred times for each value of C c . The use of such a low-frequency signal means that f CLK can be considered constant during a complete measuring cycle (changes below the resolution of the system). Fig. 13 shows the measured uncertainties for R m = R uWC = 1.38 k , R r = 1 k , f CLK ∼ 7 MHz, and several values of C c that ranged from 38 to 470 nF.
Fitting (10) to the experimental results allowed to deduce that (v 2 ni + v 2 no ) 1/2 was about 101 μV, and consequently, u R m N was 0.16 (11b). That delimits the maximum ENOB value at 10 bits, for the design specifications and to 12 bits if the measurement range is expanded from 0 to R Max . This limit does not depend on R r and depends only on the performance parameters of the μC and on the regulator voltage noise that provides the supply.
As a practical example, the use of a type B-PT1000 RTD sensor is presented. In the range of 0°C-100°C (1 k to 1.38 k ), the uncertainty of the sensor is 0.8°C (resistor change about 3 ). To maintain the contribution of the conditioning circuit over three times below this error, the uncertainty of the direct interface design is specified at Energy consumption versus R r for R m = 1.38 k and u R mMax = 0.38 . The value of C C is modified for each value of R r to achieve the desired u R mMax .
u R mMax = 0.38 (9 ENOB), which translates into an equivalent temperature error of the conditioning circuit of ±0.2°C for a 95% confidence interval. Following the design steps described above, a 130 resistor was selected for R o (step 1) and 7 MHz for f CLK (step 2). Equations (22) and (10) were used to determine that the optimum values for R r and C c are, respectively, 2.27 k and 144 nF (steps 3 and 4, respectively). Fig. 14 shows that the energy consumption is minimum for these values and that the experimental results fit the theoretical results predicted by (15) .
As the watch-dog timer period sets a periodical measuring cycle, the charge and energy consumption was measured from the average valued of I cc (Fig. 12) . For these measurements, the watch-dog timer period was changed to 15.625 ms to improve the measuring accuracy of I cc and the switch S1 was connected to 1. These measurements were also performed for C c = 0 μF to determine that Q (3) is 440 nC (15) .
The measurement setup was also used for a DIC with a measuring range one hundred times higher (R min = 100 k and R Max = 138 k ). This new range would correspond to the design specifications of a conditioner circuit for a highly resistive sensor, such as a light-dependent resistor. In this scenario, we measured u R m for R uW C = 138 k , R r = 100 k , and several capacitor sizes between 0.47 nF and 4.7 nF. Fig. 15 shows the experimental results and the theoretical curve obtained for the best fitting value of (v 2 ni + v 2 no ) 1/2 , which in this case is equal 92 μV. This value is similar to the value achieved in the previous scenario.
The new design used an u RmMax = 38 . In this case, the values of R r and C c obtained from the design procedure were, respectively, 140 k and 16 nF. Fig. 16 shows that the energy consumption was also minimum for these specific design parameters.
Note that the consumption is hardly increased for values of R r higher than the optimum value in Fig. 14 . Nevertheless, this variation is higher in Fig. 16 . This increment is mainly caused by the DCO clock. In the first scenario, R Max is much lower than R μ , and as a consequence, the clock consumption is insignificant. The higher value selected for R Max in the second scenario makes the consumption increase significantly.
VI. CONCLUSION
This paper has analyzed the energy consumption of resistive DICs. The energy is used to charge the capacitor, to supply the clock timer and the Schmitt trigger input port and to process the measuring algorithm by the CPU. The higher the capacitor, the clock frequency, or the reference resistance, the higher is the accuracy but, unfortunately, also is the energy consumption.
To achieve minimum energy consumption for a given uncertainty, the clock frequency must be selected as high as possible, and an optimum value for the capacitor and for the reference resistor can be found. The values of this reference resistor below the optimum value imply a larger capacitor, and consequently, an increase of the capacitor charge. Conversely, higher values would imply measuring longer discharge cycles and hence a higher energy to supply the clock timer. The clock timer consumption is more significant the higher the maximum sensor resistance in the measuring range is in relation to a defined μC parameter R μ .
The optimum energy consumption for the design specifications is in the μJth order of magnitude, and hence, it is much higher than using a conventional scheme based on an ADC. According to the energy consumption detailed in [21] with technologies available in 2008, the consumption would be around 10 nJ, which is almost three orders of magnitude lower. Thus, the energy consumption is a serious design issue when the μC does not provide a proper ADC and we have to use a direct interface circuit instead. In this case, the optimization of energy consumption might play an important role in the design process.
