We measured specific heat directly by heating a sample uniformly between two electrodes by an electric generator. We minimized heat loss by styrofoam insulation. We measured temperature from multiple thermocouples at temperatures from 25
Introduction
This paper presents a method to measure temperature-dependent specific heat of tissues. Knowledge of temperature-dependent specific heat is required when investigating thermal therapies (e.g., thermal tumor treatment) and other biological heat transfer problems. Data on specific heat of different tissue types are available (Duck 1990 , Rahman 1995 , though few studies evaluate the specific heat at temperatures above 50
• C. A number of different methods for measuring specific heat are available (Touloukian and Buyco 1970) . Differential scanning calorimetry (DSC) is the most practical tool to measure temperature-dependent specific heat of biological materials (Mohesnin 1980 , Sweat 1986 ). DSC requires small samples (millimeter thickness), since uniform sample temperature must be guaranteed. In small samples however, water bound in the tissue may evaporate markedly below the boiling temperature of water (Ramachandran et al 1996) , depending on how tight the sealing of the sample is. A previous study reports an increase of heat flow during DSC of liver tissue (which is directly correlated to specific heat) of ∼5 times at 80
• C compared to values below 70
• C due to water vaporization from the sample (Ramachandran et al 1996) . Different seal conditions produce different results when DSC is used and especially at higher temperatures errors can be introduced (Tang et al 1991) . It may therefore be difficult to choose the seal condition that corresponds to an in vivo setting where tissue is heated inside a solid organ.
We present a simple method that allows measurement of specific heat of large tissue samples up to boiling temperatures, and verify the method in phantom measurements.
Theory
The heat transfer equation when a sample with heat capacity c is heated by applying power with a mass-specific energy rate p (W kg −1 ) is
To measure temperature-dependent specific heat c, the temperature distribution inside the sample must be known so that the term describing thermal conduction (first term on righthand side) is known. Furthermore, power density at a location where temperature is measured must be known. We attempted to obtain uniform power density in a large sample with the set-up shown in figure 1. A cube-shaped sample with known dimensions and mass is placed between two plate electrodes. Under ideal conditions, this set-up produces uniform heating of the sample. The sample is thermally isolated so that no heat is lost, resulting in uniform temperature distribution in the sample, i.e., the thermal conduction term in equation (1) is zero. Under these conditions, we can obtain the specific heat of the sample by measuring the temperature at an arbitrary location:
where P is the total power applied to the sample and m is the sample mass. The following assumptions are made: • homogeneous sample, • negligible heat loss to the environment, • uniform contact between electrodes and sample surfaces, • sample mass does not change (e.g., due to vaporization).
Correction for heat loss
From preliminary experiments, we found that at high temperatures (>50
• C) the heat conduction term was not negligible in our set-up; we observed a significant decline in temperature after power was turned off. One way to reduce this error would be to increase the width of the sample so that the temperature profile near the center is more homogeneous. However, we can also correct for this error using the following method. Figure 2 shows the temperature-time course during an experiment. The temperature rise during power application is almost linear, followed by a slow exponential decay after power is shut off at t off . Since the temperature distribution is the same right before and after the power is turned off, the heat conduction term (see equation (1)) also has to be identical. The heat transfer equation right before t off (i.e., t
Right after t off , no power is applied and equation (3) becomes
In equations (3) and (4), the time derivatives of temperature ∂T/∂t right before and after t off are the slopes of the temperature-time course (see figure 2), which we can obtain from the experiments. If the temperature decline after power shut down is significant, we can use equations (3) and (4) to correct for thermal conduction-related temperature changes; from these equations, we can calculate the specific heat according to
This equation is very similar to equation (2), except we introduced a correction term-the slope of the temperature decrease after power shut down. We can only obtain this correction term at temperatures where we turn the power off, so we can measure the slope of temperature decrease, i.e., we can only obtain the correction term at a number of distinct temperatures.
To apply the correction for other temperatures within the measurement temperature range, we can interpolate the correction term between the distinct temperatures where it was measured. The experimental procedure to determine specific heat is then:
• heat to temperature T 1 , and turn off power to determine slope of temperature decline • heat to temperature T 2 , and turn off power to determine slope of temperature decline, and so on.
Thereby, we are able to directly measure specific heat of the sample, without need for calibration with a substance of known specific heat.
Methods

Numerical analysis
We used finite element method analysis to determine temperature distribution in a sample (5 × 5 × 4 cm 3 ) insulated by a 1 cm layer of expanded polystyrene (see figure 1 ). Thermal and electrical properties of 0.4% saline (i.e., the properties of the phantom used in the experiments) were used for the sample. A constant power of 60 W was applied to the sample by application of a voltage difference across the sample (top to bottom in figure 1), until the temperature at the center reached 80
• C. A temperature of 25
• C was applied to the outer boundary of the model.
All simulations were performed using ABAQUS finite element software on a Sun Blade 1000 workstation with 2 GB of memory and 80 GB of hard disk space. The 3D model had ∼10 000 elements. Haemmerich et al (2002) describe the modeling procedure in more detail. Figure 1 shows the experimental set-up. Our samples were made of 2.5% agar-water (mass fraction), and were prepared using a 0.4% saline solution (mass fraction) to provide an electrically conductive sample that can be heated by application of electric current. The specific heat of this sample is the same as that of water, and changes little with temperature; the salt only causes a slight change in specific heat compared to water; the specific heat of our sample is c = 4160 J (kg K) −1 at 25 • C, with a slight increase to 4178 J (kg K) −1 at 80 • C (Incropera and DeWitt 1996) . The sample was cut from an agar-water block with a surgical blade (5 × 5 × 4 cm 3 , measured with a standard ruler). The sample was placed between two plate electrodes (5.0 × 5.0 cm 2 ) made of sheet metal (Zn-plated Fe). A thin layer of conductive gel was applied to the electrodes to reduce errors from uneven sample surfaces that may result in uneven contact. The sample was thermally insulated by 1 cm thick expanded polystyrene (k = 0.03 W (m K) −1 ) on each side. We placed a weight of 200 g on top of this set-up to ensure electric contact between sample and electrodes. Six electrically insulated thermocouples (accuracy 0.2
Experimental set-up
• C) were placed in the center plane between the electrodes inside the sample as shown in figure 3. The temperature was recorded at 5 samples/s during the experiment.
A commercial generator was used to heat the sample (PDX-500, Advanced Energy) by applying electric current of 375 kHz with constant power to the sample. We applied 60 W (accuracy 2 W) of power to heat the sample, which resulted in a heating rate of ∼10
• C min −1 . To allow for correction as described above, we had to include cool-down cycles. Starting at room temperature (25 • C), we heated to 40, 60, 70 and 80 • C, with an intermittent 1.5 min cool-down cycle after each of the temperatures was reached. Before and after each experiment, we measured the mass of the sample with a scale (OHaus CS-200, 0.1 g accuracy). Sample masses were between 85 and 100 g, and were reduced by ∼2 g after the heating, possibly due to water loss.
Data evaluation
We calculated the initial slope of temperature decrease after power was turned off at 40, 60, 70 and 80
• C, to correct for errors caused by thermal conduction as described above. We used a linear approximation from these data points to correct for this error at all temperatures between 25
• C and 80
• C (see figure 4) . We averaged the temperature of the six thermocouples, excluding up to two thermocouple readings that were outliers (i.e., difference was >5
• C compared to other temperatures). We determined the slope of temperature rise during heating; since this derivative is very sensitive to noise in the data, we used moving averages with a window size of 2
• C to reduce noise. We further measured the initial slope of temperature 80 °C decay after power shutdown. From these data we calculated the specific heat of the sample using equation (5) within our measurement temperature range of 25-80
25°C
• C. For the sample mass, we used the average of the mass before and after the heating, since the weight loss was comparably small, and we did not know at which temperature the mass loss occurred. We performed a total of eight experiments in four samples. For each experiment, we determined error versus temperature within the measurement temperature range. We then calculated average error at each temperature for our eight experiments, by comparing the value to the known specific heat of the sample. Figure 4 shows the temperature-time course measured by the six thermocouples during one of the experiments. There is very little deviation in the temperatures measured at the different sample locations, confirming uniform heating of the sample. Figure 4 also shows that temperature decrease during the cool-down cycle is noticeable as higher temperatures are reached. Figure 5 shows the temperature distribution of the computer model. The temperature is uniform except at the edges, confirming our assumption of uniform heating. Figure 6 shows the initial slope of temperature decay after power is turned off for the different temperatures of 40, 60, 70 and 80
Results and discussion
• C; as the slope changes fairly linearly with temperature, we used a linear approximation to correct at all temperatures between 25
• C in equation (5); R 2 was between 0.96 and 0.99. Figure 7 shows the temperature-dependent specific heat c obtained in one of the experiments; results are shown both with correction for the error caused by thermal conduction using equation (5), and without correction using equation (2). The deviation between the two curves increases with higher temperatures, as sample cooling due to thermal conduction losses intensifies with temperature. The same is apparent in figure 8 , which shows the measurement error at different temperatures, averaged over eight samples, with and without error correction. Figure 9 shows the temperature dependence of specific heat (Average ± StdDev of eight experiments); the actual specific heat is represented by the dashed line. The error averaged over eight samples, and averaged over the measurement temperature range (25-80
• C) was 3.1 ± 1.6%; due to the small change of specific heat of our sample with temperature (∼0.3% change between 25
• C and 80 is justified. Table 1 shows the measured values of specific heat for each experiment, including error averaged over the measurement temperature range. The following are the sources contributing to the error:
• shape of the sample is not ideal, • sample mass changes during the experiment, • non-uniform contact between electrodes and sample due to uneven electrode and sample surfaces, • measurement errors in temperature, applied power and sample mass, • sample inhomogeneity (unlikely a factor with our agar-water sample, but may be important, e.g., in biological samples).
Temperature measurements at several locations allow reduced errors introduced by sample inhomogeneities. Larger sample dimensions reduce errors from deviations in sample shape, and non-uniform electrode-sample contact; the sample temperature can be measured farther away from electrodes where heating is more uniform than close to the electrodes. 4095 ± 91 2.3 ± 1.4 6.5 7 4140 ± 81 1.7 ± 1.1 5.7 8 3977 ± 84 4.5 ± 1.9 8.4 Ave 4121 ± 89 3.1 ± 1.6 8.1 ± 1.7
Last line shows averages of eight experiments.
Conclusion
For biological materials, DSC is commonly used to determine temperature-dependent specific heat of biological materials. For DSC small samples are required, where errors may be introduced especially at high temperatures depending on sample sealing. We present a simple instrument that allows measurement of temperature-dependent specific heat of large samples, and confirmed performance by measurements in phantoms. The average error was 3.1 ± 1.6%, which is sufficient for measurement of biological tissues where the typical variability is in the range of 5-10%. The error may be larger for measurement of tissues due to inhomogeneities.
