[1] The air-sea coupling is usually parameterized in terms of the drag coefficient C d , but the scatter of experimental data around such dependences is very significant and has not improved noticeably over some 30 years. In the paper, which is meant to be the first in a series, a complex approach to the problem is suggested. Multiple mechanisms, contributing into the sea drag, are to be singled out, studied separately, evaluated and then reunited in a joint parameterization for C d . Dependences of the drag coefficient on the wind speed and sea state, and effects of wind trends and gustiness are investigated in detail. Gustiness is found to be responsible for the most distant outliers. Our approach also combines an experimental Lake George study with theoretical investigations conducted by means of the WOWC (Wind-Over-Waves Coupling) model. Overall agreement of the model with measured wind stresses is quite good, within 20% for the bulk of the data. Lower envelopes of the drag dependences are an important result of the paper. They provide some Lake George ''ideal'' relationships for the sea drag. Almost any deviation from such conditions causes the drag to increase. It is suggested that decrease of the drag with respect to the ideal conditions, which exhibits itself in a number of known open ocean data sets, would be caused by a momentum flux back from the waves to the wind due to long waves outrunning the wind. Behavior of the Charnock parameter in terms of wave age is also considered.
Introduction
[2] Understanding of the coupling between the atmosphere and the ocean surface is important for many scientific, environmental and engineering problems. These include predictions of climate change, operational and extreme wind and wave properties, atmospheric and oceanic circulation, remote sensing techniques. Accurate predictions of these quantities are of fundamental importance to meteorologists, coastal and ocean engineers, climate researchers, shipping companies, the offshore oil and gas industry and coastal planners, among others.
[3] Coupling between the atmospheric boundary layer and the ocean surface is usually parameterized in terms of the drag coefficient C d
where t is the wind stress at the ocean surface, r a is the density of air, U 10 is the wind speed measured at a reference height of 10m and u * is the friction velocity. Equation (1) relies on the concept of constant-flux layer, i.e., on existence of a bottom part of the atmospheric boundary layer where combined viscous-turbulent friction force dominates all the other possible forces. This concept proved very consistent in general fluid mechanics when constant-speed flows over solid walls are considered. In case of ocean waves, evolving simultaneously at multiple timescales, from very long and continuous (slow growth due to wind input and non-linear interactions) through to very short (wave breaking), with their very complex physics and multiple mechanism for imparting feedback on the atmospheric flow, deviations from the assumed simple friction forcing can be expected, particularly as the winds are ever changing and gusty too. Besides, at low wind speeds, the height of this layer can be less than 10 m [e.g., Komen, 1994] , and equation (1) would not be valid. When applicable, however, knowledge of C d enables a simple determination of the wind stress or the flux of momentum from the wind to the waves, if U 10 is specified.
[4] Accurate evaluation of C d has proven to be a major challenge since it requires precise field measurements of fine turbulent fluctuations in the atmospheric boundary layer close to the wavy surface. The available field data has resulted in a number of quite different parameterizations [Young, 1999] . Routinely, C d is parameterized as a function of mean wind speed U 10 , but the scatter of experimental data around such parametric dependences is very significant and has not improved noticeably over some 30 years. This scatter imposes a serious limitation on forecasts and predictions that make use of sea surface drag parameterizations.
[5] Also, since measuring C d in extreme wind and wave conditions is logistically particularly difficult, the majority of the data has been obtained during light to moderate winds. This, in addition to the scatter, further limits applicability of the available parameterizations because their extrapolation into extreme conditions is questionable. Different physics is expected to drive air-sea interaction at very strong wind-forcing conditions as has been shown in an escalating series of recent studies [Powel et al., 2003; Donelan et al., 2004 Donelan et al., , 2006 Makin, 2005; Bye and Jenkins, 2006; Kudryavtsev, 2006; Kudryavtsev and Makin, 2007; Vakhguelt, 2007] . This limitation is particularly important for modeling extreme events, such as tropical cyclones, and also for long-term climate prognosis, which predicts increasing frequency of such events. It is felt, however, even at moderate-wind conditions as some parts of the continuous wave spectrum are always subject to strong forcing and thus further contribute to uncertainties and scatter of C d estimates [Donelan et al., 2006; Kudryavtsev and Makin, 2007] .
[6] Parameterizing C d in terms of mean wind speed U 10 bears further deficiencies. The mean wind speed U 10 do not define the wave properties, like mean or dominant wave height and length, even for ideal wave development situations. Depending on duration of the wind action and on wave fetch, the waves will evolve from short young seas into much longer old seas. Young waves are on average much steeper compared to the old ones, and most of other wave characteristics evolve too. This is known as the sea state dependence, with U/c p usually being the sea state (or inverse wave age) parameter where c p is the phase speed of waves at the wave spectrum peak. A sea state dependence in C d has long been foreshadowed [e.g., Stewart, 1974] , but only relatively recently has it been observed in field measurements. Some support has been found in a number of data sets [e.g., Smith et al., 1992; Donelan et al., 1993; Oost et al., 2001; Drennan et al., 2003, among others] , but notably not in others [e.g., Yelland et al., 1998] . A recent effort at reconciling this fundamental issue has been on the basis of the dominant wave steepness [e.g., Taylor and Yelland, 2001; Oost et al., 2001] . However, the dominant sea waves are known to play a relatively small direct role in determining the wind stress, except possibly for very young wind seas. Unless the waves are young, dominant waves are fast and their interaction with the wind is weak, but the effect of the dominant waves on sea drag may be indirectby means of modulating the shorter waves Hara and Belcher, 2002] or due to airflow separation from breaking dominant waves . This highlights the need to understand more completely the basic physics of the sea surface wind stress in order to parameterize it reliably in the form of a drag coefficient.
[7] Many other effects can contribute significantly to the wind stress. Gustiness of the wind, which is always a feature of real wind fields, is accommodated in a number of theories [Janssen, 1986; Miles and Ierley, 1998 ] and may result in either reduction of the stress or its enhancement. The winds and waves are also non-stationary, which has been shown to have a major effect on estimating the wind input. Uz et al. [2002] concluded that the wind stress tends to be higher in decreasing winds than with increasing winds at a given wind speed, mainly due to delayed response of the short waves to varying wind-forcing. Skafel and Donelan [1997] demonstrated modulation of the wind stress by the passage of wave groups. Makin [1988] and Agnon et al. [2005] found wind-input oscillations due to non-linear windwave interactions.
[8] Another uncertain source of potentially significant stress variations is the swell present on the ocean surface. Dobson et al. [1994] did not find noticeable influence of the swell on the sea drag, whereas Donelan et al. [1997] , Drennan et al. [1999] , and Guo-Larsen et al. [2003] revealed significantly enhanced drag coefficients for crosswind and, particularly, for adverse-to-the-wind swell. These features of swell were theoretically explained by Kudryavtsev and Makin [2004] . Smedman et al. [1999] , Drennan et al. [1999] and Grachev et al. [2003] observed negative stress (momentum flux from the waves to the wind) for swell following the wind. Potentially, swell can influence the dominant and short wind wave spectra through hydrodynamic interactions, and through the interaction of the changed spectra with the wind -the sea drag. However, we are not aware of any measurements of such kind in the field. The interaction of long paddle waves (erroneously referred to as swell) with the short wind-induced waves and the wind in the laboratory conditions has different physics as discussed by Makin et al. [2007] . In any case, swell does not exist in Lake George and so we will not be concerned with this issue in the present paper.
[9] This short review emphasizes the need for a complex approach to account for multiple phenomena that may simultaneously affect the sea drag. The recent Lake George field measurements elucidated many issues mentioned above and highlighted others. The Lake George data in combination with the wind-over-waves coupled (WOWC) approach outlined below enable us to address effectively, with obvious limitations, the complex processes associated with small-scale air-sea interaction, and therefore the sea drag.
[10] We believe that a complete list of physical properties and phenomena, whose effect on the sea drag should be investigated and incorporated in the final parameterization to reduce the scatter, includes, among possible others, 1) mean wind speed; 2) sea state dependence; 3) wave steepness; 4) full flow separation for strongly forced wind waves; 5) enhancement of sea drag due to wave breaking; 6) rising and falling winds; 7) gustiness of the wind; 8) temperature stratification in the atmospheric boundary layer; 9) swell; 10) non-linear wind-wave interactions; 11) wave horizontal skewness and vertical asymmetry; 12) variation of the wavy surface properties at wave group and wavelength scales; 13) wave directionality; 14) wave short-crestedness; 15) coupled effects in the air/sea boundary layers. The 16th and separate item would be that due to peculiarities of air-sea interaction at extreme wind-forcing conditions which include an entire set of new features irrelevant at moderate winds as mentioned above. In this list, we do not mention properties and processes which breach validity of the constant-flux-layer approximation, as in such circumstances the notion of the drag coefficient (1) becomes uncertain. Since a significant number of large-scale processes in the atmosphere disrupt the constant-flux physics, parameterizations for the drag coefficient are bound to have some residual scatter.
[11] Properties 13) and 14) have not so far been shown to affect the sea drag, but we believe they do. For example, for short-crested waves, the airflow has a possibility to skirt around the crests, which should reduce the surface resistance compared to the long-crest situation.
[12] The approach combines an experimental study with theoretical investigations conducted by means of the WOWC model. Experiment, although is an ultimate truth, is hardly able to separate effects of the multiple influences listed above. This can be done within the WOWC model, by switching on and off different physical mechanisms. If, for particular conditions, the experiment and the model produce identical or close results, we assume that physics included in the model is adequate for the relevant field circumstances. If, on the contrary, there are essential discrepancies between the measurement and the model, such cases will be scrutinized to find the cause.
[13] The present paper considers behavior of C d in terms of wind speed U 10 and sea state U/c p and is mainly dedicated to the effects that the rising and falling winds 6) and gustiness 7) have on the C d parameterizations. The latter effects were found to be the major source of disagreement between our experiment and our model.
The Experiment
[14] The Lake George finite-depth field experiment is well-documented in literature and we refer to Young et al. [2005] for the most complete and detailed summary. Here, we will only mention that the aim of the Lake George project was to simultaneously measure source/sink functions, as well as fetch-limited wave evolution. An integrated set of instruments was deployed in all four relevant environments: the atmospheric boundary layer, the water surface, the water column and the bottom boundary layer. All measurements were synchronized and many of them were intentionally redundant in order to provide means for crosschecks, consistency verifications and balance closures [e.g., Babanin et al., 2005] .
[15] The waves were recorded with a stationary directional eight-probe wave array and by a set of mobile oneprobe arrays which were used to record short-scale spatial variability of wave trains. Detection of breaking events was also carried out by multiple means [Babanin et al., 2001] .
[16] In this paper we are mainly interested in the air-side boundary layer observations. The wind profile was obtained by means of the anemometer mast with 6 cup anemometers logarithmically spaced from 10m height down to 22 cm above the mean sea level. The wind directions were measured at 10-m and 0.89-m heights. The wind probes were Aanderaa Instruments Wind Speed Sensors 2740 and Wind Direction Sensors 3590. The speed sensor provided 1-min average wind speeds and gusts. Accuracy of the wind speed measurements is ±2% or 0.2 m/s whichever is greater.
[17] For redundancy in the wind speed and momentum flux estimates, a Gill Instruments Ultrasonic Anemometer was also deployed on the mast and sampled the threedimensional air velocity at 21 Hz rate. During the 3-year observational period, this instrument was once shipped to the manufacturer to check its calibration characteristics and therefore the sonic measurements do not cover the entire experiment duration while the profile measurements do.
[18] Records analyzed in the present paper were mostly taken during the first year of observations and their relevant characteristics are summarized in Table 1 . The water depth during this year stayed close to 1 m.
[19] Capability of the Lake George anemometer-mast measurements is demonstrated in Figure 1 Table 1) . No significant or systematic deviations from the logarithmic profile are evident. Overall, correlation coefficients for the logarithmic profiles employed were above 99%. Therefore stratification effects will not be considered in the present paper. In any scenario they are expected to be insignificant as air-water temperature differences in the 1-m deep Lake George were usually small, within a few degrees, with water temperature of the shallow lake fast-tracking any atmospheric changes.
[20] Wind unsteadiness, particularly the gustiness, was on the contrary found to have played a major role in altering the boundary layer fluxes and contributing to the drag coefficient scatter. Therefore these features will be investigated in most detail in the paper. In the bottom panel, oneminute average wind speeds at the 10 m height for the four records are shown.
[21] The mean trend T is further defined as the slope of the linear regression between these 1-min averages and time t in minutes:
where B is intersect.
[22] The gustiness is defined as Indicates records for which parameters of gustiness and mean trend were not estimated. Friction velocity u * is that obtained from the anemometer mast measurements of mean wind profile. and has two entries in this paper: G calculated for the original 1-min wind time series and G detrended calculated after the mean trend has been removed.
[23] In Figure 1 , bottom panel, the lightest and strongest winds exhibit the largest negative trend T of À0.13 [24] Gustiness is the largest for the lightest wind and smallest for the strongest winds, as it is generally the case. For all but 10m/s winds in Figure 1 , the detrended gustiness is below the value of G detrended = 0.09 which is set as a data quality-control threshold in section 6 below. A very significant difference between gustiness G and gustiness detrended G detrended for the 5 m/s record should be pointed out: 0.17 and 0.07 respectively. It is also worth noticing that the wind trend and gustiness do not necessarily correlate: the largest wind trend of T = À0.21 at 20m/s wind is accompanied by a below-the-threshold gustiness of G = 0.09 and G detrended = 0.07 whereas the small wind trend T = 0.05 of the 10m/s record corresponds to an above-thethreshold gustiness of G = 0.11 and G detrended = 0.10.
[25] The selection of records in Figure 1 , therefore, illustrates a wide variety of small-scale wind unsteadiness. This does not appear to cause deviations from the logarithmic boundary layer wind profile, but have a potential to affect sea drag in a serious way as will be shown below.
[26] The logarithmic profile
is the solution of the horizontal momentum equations for the near-surface boundary sublayer dominated by friction forces, both viscous and turbulent [e.g., Komen, 1994] :
[27] In this sublayer, therefore, vertical momentum flux (wind stress) t does not depend on height z (the constantflux layer). Above, z 0 is the characteristic length of surface roughness and k is the von Karman constant.
[28] The friction velocity u * obtained from the wind profiles (4) can also be measured using the sonic anemometer:
where U 0 and w 0 are oscillations of the horizontal (i.e., length of vector sum of the down-wind and cross-wind components) and vertical velocities, correspondingly. Thus the constancy of t and adequacy of the wind profile measurements, can be verified.
[29] In Figure 2 , u * measurements by the sonic anemometer (u *sonic ) and by the anemometer mast (u *profile ) are compared (corresponding data are tabulated in Table 2 ). As seen in the left panel of u *sonic versus u *profile , the scatter is significant, but overall matching in terms of absolute values of u * is satisfactory, with correlation coefficient of 95% and sampling standard deviation of 0.06m/s.
[30] Right panel, however, identifies a potential problem. In this subplot, ratio of u *sonic and u *profile is plotted versus U 10 . At the low U 10 wind speeds, the ratio can be as large as 3. This considerable scatter of the relative values of u * shows that assumption of the constant-flux layer could have been violated by background processes in the atmosphere Table 1. and at U 10 < 4 m/s the concept of the constant flux may not be valid over the ocean as described by Komen [1994] . This can be due to non-stationarity and non-homogeneity of the mean wind, which is very likely for fields of light winds, or perhaps height of the constant-flux layer can be less than 10m as mentioned in Introduction. On the other hand, as was pointed out by our Reviewer, ''the expectation value of the ratio E[ u Ã þnoise sonic u Ã þnoise profile ] would usually tend to a large value as u * ! 0 for most reasonably behaved random noise distributions'' since the random noise of the sonic-anemometer measurements is obviously higher. In any case, the lightwind records were excluded from our analysis as it is routinely done by all other researchers, and in our case U 10 = 4 m/s was chosen as the cut-off speed. Reduction of the scatter toward higher wind speeds is apparent, and for U 10 > 4 m/s the constant-flux concept can certainly be applied.
The WOWC Model
[31] Wind-over-waves coupling (WOWC) is a modern theory of microscale air-sea interaction, which allows to relate the sea drag (surface stress) directly to the properties of wind waves and peculiarities of their interaction with the wind. The advanced WOWC theory/model was developed in the last decade by Makin et al. [1995] , Kudryavtsev [1999, 2002] , Kudryavtsev et al. [1999] , and Kudryavtsev and Makin [2001] . The WOWC model is based on the conservation equation for integral momentum, which relates the friction velocity to the sea surface stress (sea drag). It preassumes stationary and spatial homogeneous conditions for the wave and wind fields. Such nonstationary features of the wind field as the wind trend and gustiness, though could be in principle introduced into the model, are not accounted for in the present version. Further, it is assumed that the wind direction coincides with the mean direction of wave propagation and the wave spectrum is symmetrical relative to that direction, the situation typical for the Lake George.
[32] The surface stress is supported by viscous stress and the form drag, the latter being the correlation of the waveinduced pressure field with the wave slope. The form drag is supported by the wave-induced stress described in term of the non-separated sheltering mechanism [e.g., Belcher and Hunt, 1993] , and by stress due to separation of the airflow from breaking wind waves. The latter is further split up into the separation stress supported by short gravity waves in the equilibrium range of the wave spectrum, and the separation stress supported by dominant (waves in the spectral peak of a wind wave spectrum) waves. The theory provides a clear understanding of the physical mechanisms forming the surface stress, and an explanation on what causes the stress dependence on the wind speed, wave age, finite bottom depth, and other ocean and atmosphere parameters.
[33] The WOWC approach can be considered as an alternative to the semi-empirical approach based on the dimensional analysis, which relates aerodynamic roughness of the sea surface to the integral characteristics of the sea state (e.g., significant wave height, wave age, etc.) and the wind speed [e.g., Drennan et al., 2005] . However, the WOWC approach is superior to the semi-empirical approach as it considers the wave spectrum in the full range of wave numbers, beginning from capillaries and ending by long dominant waves and swell, and takes into account peculiarities of interaction of waves with the atmosphere.
[34] The WOWC theory was successfully applied to the open ocean (pure wind sea) [Kudryavtsev and Makin, 2001] , developing wind seas Guo-Larsen et al., 2003] , and the laboratory condition to explain the observed behavior of the sea drag. The WOWC model explains the wind speed, wave age and finite depth dependences of the sea drag (drag coefficient), and gives a reasonable qualitative agreement with measurements. Thus the WOWC model provides a powerful tool for data interpretation.
[35] In the present paper the model will be used as a reference for measurements. The concise description of the model is made by Makin and Kudryavtsev [2003] . The model computes the wind stress t and therefore C d , based on knowledge of the measured dominant wave spectrum and the mean wind speed U 10 .
The Data
[36] The only criterion which we used in pre-selecting the data was the requirement for winds to be onshore. The Lake George platform was located close to the eastern shore of the lake, and therefore records of easterly winds were not considered. The wind flow undergoes a complex and poorly understood transformation when crosses from the land into the sea which does not relate to the general problem of sea drag over the ocean studied in the present paper.
[37] For the Lake George results being possible to compare with conclusions of other known studies of sea drag, the data have to be classified, first of all, in terms of the dimensionless water depth and wind-forcing. Proximity of the bottom prohibits development of long waves, and the finite-depth waves can reach their full development and still remain short and stay strongly forced [e.g., Young and Verhagen, 1996] . We need to be able to look at those waves and regular deep-water waves separately.
[38] In Figure 3 , dimensionless depth parameter tanh(k p d) is plotted versus U 10 where k p is peak wave number, d is dimensional water depth. Diamonds (tanh(k p d) > 0.9, k p d > 1.5) will be regarded as deep-water cases, asterisks (0.9 > tanh(k p d) > 0.7, 1.5 > k p d > 0.9) as intermediate depths, and squares (tanh(k p d) < 0.7, k p d < 0.9) as shallow water records. As will be seen below, the last two groups of data are hardly distinguishable, but physical characteristics of the first group differ. As one can expect, the strongest winds forced the waves into dimensionless shallow or intermediate depths, but the range of wind speeds corresponding to waves found in deep water is still quite broad: U 10 < 14m/s. We should point out that, according to the traditional classification of waves with respect to depth [e.g., Young, 1999] , all our records correspond to intermediate depths:
[39] The classification of the data is further analyzed in Figure 4 . In the top panel, the wind-forcing parameter U 10 /c p is plotted versus U 10 . Whereas the deep-water diamonds are scattered, the finite-depth data points are all lined up. The enveloping straight line signifies the apparent limit: in the bottom-limited Lake George environments this line indicates the full-development phase speed of c p % 3 m/s. In the water of d $1 m, this speed corresponds to peak frequency of f p % 0.3 Hz. The deep-water records are therefore quite young waves which have not reached the bottom-limited full development.
[40] The bottom panel of Figure 4 shows steepness of H s k p /2 where H s is significant wave height. The steepness is plotted versus U 10 and it is noticeable that, in circumstances where the downshift of peak frequency is impossible (asterisks and squares), there is a trend and the finite-depth waves on average grow their steepness in response to increasing wind speeds. It is interesting and somewhat unexpected to also note that all the deep water waves are steeper if compared to the bottom-limited waves at the same wind speed. We see two possible explanations for this fact.
[41] The first reason can be an extensive severe breaking of dominant finite-depth waves which reduces their mean height. Indeed, the bottom proximity prevents development of long waves by making them break. In the work of Manasseh et al. [2006] , record 311823 of present Table 1 was shown to have 100% waves breaking at frequency of 0.8 f p .
[42] This reason, however, is hypothetical as the breaking rate does not necessarily characterize the breaking severity, i.e., wave energy and height loss, and we do not have information on the severity. Also, the breaking rates for the deep-water cases plotted in Figure 4 , are expected to be in fact even higher if compared to their bottom-limited counterparts. The solid line in the bottom panel shows the breaking threshold for dominant waves inferred from the study of Babanin et al. [2001] by assuming that H p % 0.9 H s where H p is the peak wave height obtained by integrating the wave spectrum in ±0.3f p frequency range. According to Babanin et al. [2001] , the dominant breaking rates are proportional to the squared difference between peak wave steepness H p k p /2 and the threshold, and therefore the rates should be greater for the diamond-denoted records. It is worth highlighting that all the Lake George records used in the current analysis have their steepnesses exceeding the breaking threshold and thus dominant waves in all those records were breaking which fact should have further contributed to the sea drag [e.g., Maat and Makin, 1992; Kudryavtsev and Makin, 2007] .
[43] The second, more definite reason is the difference between the shape of deep-water and finite-depth spectra. It may or may not be caused by an extensive breaking severity, but it has been shown that the spectral peaks are relatively flatter for the bottom-limited waves .
Comparison of the Measurements and the Model
[44] Before comparisons of the experiment and model simulations are conducted, we need to conduct a consistency check of a general behavior of the drag coefficient C d measured at Lake George in standard terms. In the left panel of Figure 5 , C d is plotted versus U 10 . Scatter of data points is very large and does not reveal any joint dependence. To some extent, it is surprising that the deep-water data on average do not exhibit the highest drag at a given wind speed as one could expect given the fact that they possess the highest steepness at each U 10 . For comparison, a selection of C d -versus-U 10 dependences by other authors are also shown: bold solid line is after Donelan [1982] , solid lines are after Smith [1980] and Smith et al. [1992] (the steeper line), dashed line is after Large and Pond [1982] , dash-dotted line is after Yelland and Taylor [1996] , dotted line is after Geernaert et al. [1986] . Detailed discussion of these comparisons will be conducted in section 6 below after the definition of the curved envelope will be derived. Overall, we should conclude that the Lake George estimates of sea drag are in quantitative agreement with some of the known field measurements while significantly overvalue the others, particularly at higher wind speeds. The fact that high-gustiness Lake George points at U 10 < 10m/s are above all curves does not contradict this statement as in Lake George low values of the sea drag are absent due to natural reasons whereas they are present in the open-ocean water bodies. This issue is discussed in detail in section 6.
[45] In the right panel, drag coefficient C d is shown as a function of sea state U 10 /c p . Again overall scatter is prohibitively large, but if the deep-water data points are segregated, they exhibit a good correlation with the windforcing parameter. As with the wind speed U 10 , this dependence will be analyzed in detail in section 6, where the meaning of the other curved lines will also be explained. At this stage, we should point out that for the depth-limited data points variation of U 10 /c p is the same as variation of U 10 as the respective phase speeds c p remain constant. [46] Figure 6 shows comparison of measured and modeled wind stresses for the 74 Lake George records in terms of a scatterplot. Agreement in the mean is good, the regression line lays on the bisector and the correlation coefficient equals 0.95. This agreement points out that the WOWC model, as it is described in section 3, is capable of reproducing the Lake George conditions very well in general, and therefore it is possible to concentrate on details of the differences in order to identify the processes responsible for such differences.
[47] In Figure 7 , the comparison is done in terms of the ratio of modeled to measured stress. Overall agreement within 20% for the bulk of the data is quite satisfactory given the variety of physical phenomena, which can alter the field drag and are absent in the model. However, there are clear outliers that the model cannot reproduce. It is interesting to notice that they are not random but represent consequent series of irregular data points: 13-19 correspond to abnormally high peak frequencies, records 24-26 were taken just before the wind suddenly doubled its speed, 61-63 are cases of week-to-moderate gradually growing wind and waves with peak frequency constantly dropping, and it is only point 71 that represents a single outlier.
[48] The outliers are most interesting to analyze. It appears that, if the wind gustiness G detrended ! 0.09, the modeled cases tend to deviate significantly from the measurements. As mentioned above, the present version of the model works was designed for steady-wind conditions and therefore the gustiness has not been included, but apparently played a role in the lake. For example, for the most distant outliers 61, 62, and 71 the gustiness is 0.15, 0.13, and 0.12. The mean wind speed trends can potentially cause a similar result, possibly in different directions. Therefore the param- eterization of sea drag needs a correction for wind trends and gustiness, and these effects need to be scrutinized.
Wind Gustiness and Instability
[49] We begin our analysis of effects that wind trend and gustiness have on sea drag by detailing the wind properties first. Dimensional and dimensionless gustiness (see equation (3) above) are plotted in Figures 8a and 8b respectively. As one would expect, dimensional gustiness tends to increase toward stronger winds whereas dimensionless gustiness has the opposite trend, but both trends are quite crude. Largest values of dimensionless gustiness G are exhibited by a set of deep-water cases (diamonds) as those also correspond to the lightest winds. Values of the mean trend T (equation (2)) in our measurements (Figure 8c) were randomly scattered within the range of T % ±0.2 m=s min .
[50] Some order in our ability to predict the gustiness is brought about by estimating G detrended rather than G. Since the gustiness can apparently affect the wind stress (sea drag), but is not always measured directly, it would be desirable to have a quantitative dependence of G or G detrended on the mean wind speed as the latter is more readily available.
[51] The detrended gustiness, dimensional and dimensionless, are shown in Figures 8d and 8e respectively. Although scatter of individual data points is still large and it is obviously not possible to unambiguously predict G detrended as a function of U 10 , it is feasible to identify an upper limit for such gustiness. In dimensional units, it appears to be std U 10detrended ð Þ¼0:06U 0:29
which translates into dependence for dimensionless gustiness:
[52] The largest reduction of G detrended compared to G occurred for the set of light-wind deep-water cases which in At the other end of the graph, our two strongest-wind cases appear to exhibit the limiting gustiness for given wind speeds. In general, G detrended G as expected (Figure 8f ).
Drag Dependence on Mean Wind Speed
[53] Figures 9 and 10 highlight the main results of current paper as far as the sea drag is concerned. Figure 9a , complete set of C d versus U 10 , is our starting point. The data points are the same as those in Figure 5 (left) and are replotted here within the same scales as the other subplots in Figures 9 and 10 for convenience of comparisons. The scatter is formidable, particularly for winds U 10 < 10 m/s. Since the modeling showed that the most distant outliers in terms of wind stress were cases of significant gustiness, we now set a limit for G detrended allowed and were gradually reducing this limit in order to see what effect it has on the C d scatter.
[54] It was found that most obvious outliers were gone by the time we reduced the limit down to G detrended < 0.09. The remaining data points are shown in Figure 9b . The scatter is still significant, but it has become of a typical magnitude for C d -versus-U 10 data sets which have been historically employed to obtain the sea drag dependences. Further reduction of the limiting value of G detrended did not improve the scatter. It is apparent that the gustiness is not the only phenomenon altering the drag, but impacts of a strong gustiness have an effect on the drag, particularly for low and moderate winds. Therefore finding the limiting value is very encouraging as it provides a ground for preliminary data selection when analyzing C d dependences.
[55] It is quite possible now to draw a joint dependence through our data points, the result would be closest to the finite-depth North Sea measurements : Geernaert et al. [1986] and the HEXOS parameterization of Smith et al. [1992] (see Figure 5 left). Dependence of Donelan [1982] is also within our data range, but other dependences shown in Figure 5 (left) deviate away from our data. For stronger winds they extend into the range of lower C d values which are non-existent at Lake George.
[56] As above, it is most informative to analyze the differences rather than agreements. Why Smith [1980] , Large and Pond [1982] , and Yelland and Taylor [1996] , among others, measured the lower magnitudes of C d which did not occur at Lake George?
[57] It is generally accepted that in finite depths the sea drag is greater than in the open ocean. Smith et al. [1992] point out that ''in open-sea conditions the drag coefficient 10-15% lower than in coastal or shallower situations''. The bottom-limited Lake George measurements certainly support this conclusion.
[58] Smith et al. [1992] mention that ''this difference is believed to be due to a difference in typical sea state''. This difference in sea state, however, can have three separate implications for the sea drag. The first one is due to possible variation of the short-wave roughness (high-frequency spectrum level) at different wave development stages. Such variation was indicated by a number of authors. Here, we rely on results of Babanin and Soloviev [1998] who showed that the high-frequency level depends on the sea state for mature waves only (U 10 /c p < 1.45) and remains constant otherwise. Therefore we do not consider this implication, particularly as the spectrum-tail level variations, if were important, would take place both in the North Sea and Lake George. In the North Sea, however, Geernaert et al. [1986] and Smith et al. [1992] had, for example, occasional values of C d < 1.5 Á 10 À3 at U 10 $ 15 m/s which clearly did not happen at Lake George. Therefore the complete lack of low values of sea drag in Lake George is due to a reason which sometimes happen in the sea, but was completely absent in our lake.
[59] This reason is not the RMS wave height which is often expected to be higher at the bottom-limited environment. Effects of the wave height on the sea drag have been suggested [e.g., Smith et al., 1992; Taylor and Yelland, 2001; Oost et al., 2001 ], but they can hardly be linked to the finite-depth drag. First of all, the Lake George deep-water diamonds exhibit dominant steepness higher than the bottom-limited points (Figure 4 bottom) , and second of all, their sea drag is not greater (Figure 5 left) .
[60] This brings us to the third sea-state dependence implication: absence of long waves at earlier wave development stages. Such stages are more common in the bottom-limited environments and were most common at Lake George where frequencies f p < 0.3 Hz were prohibited by the bottom proximity. Also, small size of the lake did not allow for any swell to take place. Lack of long waves signifies absence of possibility for the waves to overrun the wind and, therefore, to give the momentum back to the atmosphere, even if partially. We believe that this fact is responsible for not having the lower C d values at Lake George where such possibility was missing almost entirely.
[61] Mechanisms, by which the feedback is provided from the waves to the wind, as well as experimental evidences of such feedback, are available in the literature [e.g., Grachev et al., 2003; Kudryavtsev and Makin, 2004] . Lavrenov [2004] showed that this may result in return energy fluxes from the waves into the atmospheric boundary layer up to a quarter of the total wind-to-wave flux in magnitude. On average, even if the waves across the spectrum keep receiving the momentum from the wind, presence of the outrunning waves would cause a reduction of C d with respect to the ideal conditions.
[62] If this is true, in the open seas, particularly in the deep ocean in case of mature waves or in presence of swell, we should expect lower value points of the sea drag. In the bottom-limited environments open to the ocean, where long waves cannot develop locally, there will be fewer such points as they would mainly relate to light winds or swell having propagated in from deeper waters (Geernaert et al. [1986] and Smith et al. [1992] data would satisfy this condition). For the deep-water old seas such points should be abundant and will cause average magnitudes of C d and average sea drag dependences to tend toward lower values (Smith [1980] , Large and Pond [1982] , Yelland and Taylor [1996] results should relate to such circumstances).
[63] In Figure 9b , one can visualize a lower envelope passing through the five bottom points lying on a common line. The best-correlation (99.96%) power law fit to these points gives dependence of
[64] Given uncertainties of this empiric match based on 5 points, we found reasonable to replace the fit with a physically more sound cubic parameterization (correlation 99.92%) which occurs if the offset is 0.00096:
[65] Dependence (10) is plotted in Figure 9b as the solid line and is also plotted in Figures 9a and 5(left) for reference.
[66] The lower envelope of Figure 9b provides some Lake George ''ideal'' relationship for the sea drag C d as a function of wind speed U 10 and should be regarded as a reference. At this stage, we do not know what set of physical properties at sea defines the ideal conditions. Absence of gustiness and mean wind trend, for example, does not place the data points on the ideal curve. In the figure, squares denote two points with the lowest measured gustiness of G detrended = 0.04 and zero main wind trend. These squares are well within the joint cloud formed by the data after the high-gustiness points were removed.
[67] Any deviation from the ideal conditions, however, causes the drag at Lake George to increase. In the open seas, as has been mentioned above, the deviations can lead the drag to a decrease as well as to the increase.
[68] Unlike other experimental fits to the sea drag dependences (see Figure 5 left), the ideal-condition dependence (10) is a continuous, rather than segmented, curve whose offset is apparently due to the viscous stress at light winds. It is interesting to note that the offset of 0.00096 is the same as that by Donelan [1982] dependence:
obtained for 4 m/s < U 10 < 16 m/s.
Drag Dependence on Sea State
[69] Influence of the sea state on the drag, although was foreshadowed as mentioned in Introduction, has proved elusive. It may be due to the ambiguity of the wave age concept for the air-sea interaction applications. For the wave spectrum analysis, if a self-similar spectral shape is assumed, the sea state can be a single most important parameter which defines all the others. As far as the sea drag is concerned, however, the sea state can have at least three implications as mentioned in section 6.1 above, and perhaps more. Again, as outlined in Introduction, we believe that, since C d proved to be such a complex property simultaneously responding to a variety of influencing mechanisms, those implication should be gradually singled out and analyzed individually before synthesized back into a joint dependence.
[70] It is useful, therefore, to still consider the general sea state behavior of the drag in traditional terms of inverse wave age U 10 /c p to understand where our data stands with respect to other studies. C d dependence on U 10 /c p is demonstrated in the bottom panels of Figure 9 .
[71] The overall data set of C d versus U 10 /c p was plotted in Figure 5 (right) and was very scattered except the deepwater points. It is only these deep-water points which are sensible to analyze in terms of wave age in order to compare results with other studies. Variation of the sea state parameter U 10 /c p for the bottom-limited Lake George conditions is caused by the wind speed only because the phase speed of those cannot change (c p % 3 m/s, Figure 4 top).
[72] Therefore it is only the deep-water data points (diamonds in Figure 5 right) are plotted in Figure 9c . The data outline some average trend for the sea drag to increase towards younger waves. Since we are now aware that the gustiness superposes an artificial scatter on average dependences, in Figure 9d the gusty points were removed (G detrended < 0.09). The trend is now evident and we can state that dependence of C d on U 10 /c p does exist. Following the logic of section 6.1, however, we do not attempt to draw a joint parameterization of this dependence, but instead produce a lower envelope for an ''ideal'' sea-state relationship. Now that the 0.00096 offset is established, straightforward fit to the three bottom points visually lining-up gives:
[73] As before, we replaced this approximation with the closest integral-power law:
which is shown as solid line in Figure 9d , as well as in Figures 9c and 5(right).
[74] We must emphasize that a fit based on matching a higher-order polynomial term (the offset term is known) to three points only must be exercised with a great caution. We realize that analysis based on (13) has a significant degree of speculation, but we find it necessary in order to at least raise an issue which may or may not eventually lead to overcoming the decades-long stagnation in understanding the sea drag dependences.
[75] Having that in mind, we will see that equations (13) and (10), imply a different dependence of C d on U 10 . For the same wave age achieved at different wind speeds, C d is a cubic function of U 10 , whereas for the same wind speed along the wave fetch (different wave age), C d is proportional to (U 10 /c p ) 4 . For a given c p , or if c p is fixed as it is in finite-depth Lake George records (Figure 4 top), different wind speeds will formally create variation of the sea state conditions, but variation of the sea drag will be proportional to (U 10 /c p ) 3 rather than to (U 10 /c p ) Figure 9d , dependence (10), converted into a U 10 / c p -dependence by means of the limiting value of c p % 3 m/s, is plotted as dashed line. The differences in terms of C d are not large, but obvious, and their implications are best discussed with the use of Figure 5 (right) where the bulk of data is plotted in a C d -versus-U 10 /c p graph. It is seen that three points in the bulk plot are below the ideal wave-age dependence. The two strong-wind points are worth attention. They are bottom-limited and therefore variation of the sea drag for them is described by the (U 10 /c p ) 3 dependence. As a result, values of C d at U 10 /c p > 5.56 are reduced below the ideal wave-age line.
[77] Back to Figure 9b , the parameterization (13) Minimal scatter, caused by this particular reason, would be expected at wind speeds of U 10 ffi 15 Ä 18 m/s. Further experiments and modeling is needed to quantify, and in fact to verify this conclusion, but our inspection of published data indicate a possible reduction of the scatter at these wind speeds, if obvious outliers are filtered out: in Figure 6 of Smith [1980] , Figure 3 of Large and Pond [1982] , Figure 5 of Geernaert et al. [1986] , Figures 7 and 9 of Smith et al. [1992] .
[78] Following the discussion of the sections 6.1 and 6.2, some modifications to the original C d dependences may be needed. If the sea drag is affected by the fast waves in a serious way, as described above, extrapolation of the dependences obtained for slow waves into U 10 /c p < 1 conditions may not be correct. Mechanisms of the waveto-wind momentum return may be quite different to those which are responsible for the wind-to-wave input, and therefore a mere changing the sign will not necessarily work. Can the sea drag be negative? The extrapolations will not produce that and generally speaking may not be able to accommodate any of the U 10 /c p < 1-specific conditions. Therefore we found it reasonable to also offer the sea drag dependences which asymptote to U 10 ffi 0.78 c p rather than to U 10 ffi 0. U 10 /c p = 0.78 is the Pierson-Moscowitz seastate limit, which may be controlled by the balance of negative and positive wind-wave fluxes, and thus it was preferred to the U 10 /c p = 1 condition. The latter is only an approximate constraint as the choice of 10m reference height is quite artificial.
[79] In Figure 10 , data of Figure 9 are replotted in terms of U 10 À 0.78 c p and U 10 /c p À 0.78. Overall scatter in subplots a and c did not change noticeably, and perhaps slightly improved in panel b for data points with gustiness G detrended < 0.09. The solid lined ideal approximations are 
in the bottom panels. As above, the closest physically sound exponents of 5/2 and 3 were preferred to the direct statistical fits which provided exponents of 2.42 and 2.80 respectively. Intersections of the dash-lined converted dependences with the ideal solid lines occurred at U 10 À 0.78 c p = 15.85 m/s in Figure 10b and at U 10 /c p À 0.78 = 5.28 in Figure 10d .
Influence of the Mean Wind Trend
[80] Importance of the wind trends in terms of sea drag C d appears to be much less significant than that of the gustiness. The wind trend T effects are analyzed in Figure 11 where symbols and solid lines of Figure 9 are retained.
[81] In Figure 11a , complete set of C d -versus-U 10 data points are replotted within the same scales as the other subplots in this figure for convenience of comparisons. Values of the trend are broadly scattered in the range of T % ±0.2 m=s min (Figure 8c ), and we started our analysis from separating positive (Figure 11b ) and negative (Figure 11c) trends. Both trends occurred in a broad range of wind speeds which fact allowed us to qualitatively compare the two data sets. Scatter which correspond to T > 0 is much higher compared to that of T < 0. Since the most distant outliers were correlated with the gustiness, it means that gustiness of slowly increasing winds at Lake George was greater compared to the slowly decaying winds. Points of zero trend and minimal (0.04) gustiness are also indicated (squares) and do not appear to be asymptotic values of the raising or falling winds which clearly indicate a contribution of other than wind instability factors to the sea drag.
[82] To further detail effects of the wind trend, C d at most stable mean wind conditions (T < j0.05j m=s min ) are plotted in Figure 11d . It is quite obvious that most of the scatter seen earlier was not caused by the wind trends as even the zerotrend points (circles) appear as both most distant outliers and points closest to the ideal-condition curve.
[83] An analogous set of four plots, with drag coefficient C d versus U 10 /c p for deep-water records, is shown in the bottom panels of Figure 11 . Conclusions with respect to the mean-wind trend effects on the wave age dependences are quite the same as above. We should perhaps point out that for the decreasing winds all our data points line up closely along the ideal-condition dependence. Given the limited amount of Lake George deep-water data, however, we will refrain from concluding that slowly decaying winds are those associated with the ideal drag dependence on sea state until further verifications.
Discussion and Conclusions
[84] As mentioned above, the issue of the sea drag C d dependences on wind speed U 10 and sea state U 10 /c p is decades-long with little progress in terms of improvement of the scatter since almost the 70s. On the basis of accumulated knowledge, we believe that recognition of a new approach to the problem is needed. C d does increase, on average, once the wind goes up but it is not a simple function of mean wind speed and, therefore, attempts to parameterize it in terms of U 10 or sea state U/c p are bound to have a great scatter, no matter how extensive and how precise are the measurements of wind and waves.
[85] In the present paper, we suggest a complex approach to tackle the problem. In short, it is based on recognition of the complex nature of air-sea interaction at small scales, where multiple mechanisms affect and alter the sea drag simultaneously, sometimes in opposite directions. In Introduction, we list 16 features which can influence the drag, and perhaps this list is not exhaustive. We believe that this is an underlying reason for the observed large scatter of C d data. Adopting this perspective, we should be eventually able to significantly reduce the scatter of C d parameterizations. The contributing mechanisms need to be singled out, studied separately, evaluated and then reunited in a joint parameterization for C d . An analytical approach should be applied to the mechanisms, wherever it is possible. This will enhance our understanding of their physics to create a complete picture of the complex phenomenon and to produce a general parameterization.
[86] In this regard, we would call on the air-sea interaction community, who have sea drag data, to verify assumptions and conclusions of the present paper. The Lake George data set is substantial, but by far not comprehensive. In particular, it would be most interesting to check whether our limiting envelopes are applicable in water bodies other than Lake George if C d data for younger seas are separated from their mature-wave-age counterparts, and how general is our G detrended < 0.09 limiter in filtering out obvious dragdependence outliers.
[87] The key feature of our approach is the use of the airsea interaction WOWC model. The model supplements the experimental investigations with theoretical analysis and, most importantly, allows to isolate and study different effects separately. Comparisons of the experiment with the modeling, and testing the model's capabilities were another primary aim of this paper.
[88] In the process, we have learnt the strengths and weaknesses of the approach which will serve for the continuing studies. Here, we would like to summarize highlights of the present paper.
[89] 1) Overall agreement of the model to predict wind stresses for Lake George conditions is quite good, within 20% for the bulk of the data. This allows to further use the model as an analytical instrument of the study.
[90] 2) Analysis, based on comparisons of the model and experiment, revealed that the most distant outliers were field cases with high wind gustiness G (equation (3)). Setting a limit of G detrended < 0.09 as a basis for preliminary data selection allowed us to filter out evident outliers of the sea drag C d dependences on wind speed U 10 and sea state U 10 / c p (Figure 9 ).
[91] 3) Once the obvious outliers are removed, some crude dependences of C d on U 10 and U 10 /c p emerge. These dependences are in approximate agreement with some of other known field parameterizations. The remaining C d scatter, however, appears to be brought about by causes other than the wind instabilities only and does not asymptote to cases of the zero trend T (equation (2)) and minimal gustiness G (equation (3)). In the two subplots of Figure 12 , C d versus U 10 and C d versus U 10 /c p are plotted for low values of both T (abs(T) < 0.05) and G (G detrended < 0.09). Majority of points are still well above the lower envelopes. This means that there is a number of effects contributing to the sea drag, other than gustiness and mean wind trend.
[92] 4) The lower envelopes are an important result of the present paper (equations (10) and (13)). They provide some Lake George ''ideal'' relationships for the sea drag. At this stage, we do not know what physical properties constitute the ideal conditions. However, almost any deviation from such conditions, at a given wind speed U 10 , causes the drag at Lake George to increase. We suggest that decrease of the drag with respect to the ideal conditions, which exhibits itself in a number of known open ocean data sets, would be caused by a momentum flux back from the waves to the wind due to long waves outrunning the wind.
[93] 5) For the C d -versus-U 10 /c p dependence, decrease of the drag with respect to the ideal conditions also reveals itself at strong winds where variation of the sea state is achieved due to varying wind speed only (phase speeds of c p > 3 m/s were not possible in the finite-depth Lake George). We argue (section 6.2) that this is caused by the fact that, for the same wave age achieved at different wind speeds, C d is a cubic function of U 10 (10), whereas for the same wind speed along the wave fetch (different wave age), C d is proportional to (U 10 /c p ) 4 (13). [94] In this regard it is interesting to look at variation of sea drag C d due to wind speed U 10 only, for waves fully developed at the bottom-limited environment. In Figure 13 (top) our selection of data points for this purpose is shown. They are points with deviation less than 1% from the limiting full-development line of c p % 3 m/s. In the bottom panel of Figure 13 , C d for these data is plotted versus U 10 . Overall, such points are quite close to the ideal dependence of C d on U 10 , but evidently the deviations are significant. This, once again, signifies a complex nature of the sea drag. Even for such refined selection of conditions, where one could expect C d to be dependent solely on U 10 , underlying processes affect and scatter the drag.
[95] 6) The Lake George data set, in terms of wave-age conditions, occupies a niche between the typical ocean and laboratory measurements. It gives us an opportunity to bridge some other air-sea interaction properties of interest. One of the most important of them is the Charnock parameter. In Figure 14 , the measured Charnock parameter for deep water points only is plotted versus the sea state parameter in terms of friction velocity u * . Apart from the lowest point, which is point 71 and most probably is an outlier, the present measurements seem to confirm the general trend of the Charnock parameter as a function of the inverse wave age: it increases with the increase of the inverse wave age parameter, levels off at u * /c p of about 0.15 and then decreases again for the laboratory conditions.
[96] Other, perhaps less important, but useful results, should also be mentioned here among conclusions.
[97] 7) Quasi deep-water conditions in finite-depth environments, where spectral peak can still evolve as the waves propagate, associate with dimensionless water depths of (k p d > 1.5, tanh(k p d) > 0.9). At shallower depths, downshift of the spectral peak is arrested by bottom proximity (Figure 4) .
[98] 8) In the quasi-deep-water conditions, the waves are on average steeper compared to those bottom-limited (Figure 4 ), but their sea drag is not on average greater ( Figure 5 ).
[99] 9) If measurements of the wind gustiness are unavailable, their upper limits at a given wind speed can be estimated by means of equations (7) and (8).
[100] 10) Since extrapolation of the dependences obtained for slow waves into U 10 /c p < 1 conditions may not be correct, an alternative set of sea drag C d dependences, which asymptote to the Pierson-Moscowitz value of U 10 /c p = 0.78 are suggested (equations (14) and (15)).
[101] 11) Effects of slow wind trends (T < j0.2j m=s min ) on the sea drag appear to be small.
