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Abstract Mathematical optimization is at the core of many problems in systems
biology: i) as the underlying hypothesis for model development, ii) in model identi-
fication or iii) in the computation of optimal stimulation procedures to synthetically
achieve a desired biological behaviour. These problems are usually formulated as
non-linear programming problems with dynamic and algebraic constraints. How-
ever the nonlinear and highly constrained nature of systems biology models, to-
gether with the usually large number of decision variables, can make their solution
a daunting task, therefore calling for efficient and robust optimization techniques.
Here, we present novel global optimization methods and software tools such as
cooperative eSS, AMIGO or DOTcvpSB, and illustrate their possibilities in the con-
text of modelling including model identification and stimulation design in systems
biology.
1 Introduction
The use of optimization has allowed biologists not only to describe patterns or
mechanisms but to predict, from first principles, how organisms should be designed
[41, 6]. In particular, mathematical optimization i) is the underlying hypothesis for
model development in for example flux balance analysis [21] or the activation of
metabolic pathways [22, 47, 29], ii) is at the core of model identification, including
parameter estimation and optimal experimental design [7] or iii) enables the compu-
tation of optimal stimulation procedures to synthetically achieve a desired biological
behaviour [25, 35].
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Most of these problems are formulated as non-linear programming problems
(NLPs) where the objective is to find a set of decision variables (or functions) in
order to minimize or maximize a given cost function (or functional) subject to a set
of dynamic and algebraic constraints. The solution of such problems requires the use
of advanced numerical optimization methods. In this regard, hundreds of different
methods are at hand: from deterministic local methods to sophisticated metaheuris-
tics. One aspect that should be taken into account at the time of selecting the most
appropriate method is the nature of the problem under consideration.
Whereas convex problems present a unique solution which may be found with
deterministic local methods, finding the global optimum for multimodal problems,
i.e. those presenting multiple local optima, including noisy problems, typical in dy-
namic systems due to the numerical integration of complex partial and ordinary
differential equations, requires robust and efficient global optimization methods.
Some of these methods have been incorporated in software tools devoted to mod-
elling, model analysis, simulation and parameter estimation such as: COPASI [18],
SBToolbox2 [37] or PottersWheel [26].
In this work we present novel global optimization methods and software tools
developed at our group which are devoted to handle not only parameter estimation
but different optimization problems in the context of systems biology. In this regard
we will introduce:
• DOTcvpSB [17], which is the first toolbox for dynamic optimization problem
in Systems Biology, i.e. offering the possibility of handling dynamic FBA prob-
lems, optimal enzymatic activation problems or the optimal design of stimulation
profiles to achieve certain desired biological behaviours.
• AMIGO, that covers all the steps of the iterative identification procedure [2]:
local and global sensitivity analysis, parameter estimation, identifiability analysis
and optimal experimental design. The robust identifiability analysis, parameter
estimation and optimal experimental design problems are formulated and solved
as general (dynamic) optimization problems.
• A multi-thread cooperative scatter search approach based on eSS [14] is pre-
sented here as a means to handle large scale multimodal problems. We re-
mark that the cooperative eSS could be incorporated as an optimizer in both
DOTcvpSB and AMIGO.
Four illustrative examples have been selected to show their applicability.
DOTcvpSB [17] is used to solve a problem related to the enzyme activation in
a branched reaction network. The advantages of the cooperative scatter search ap-
proach are illustrated through the solution of a parameter estimation problem related
to the modelling of the central carbon metabolism in E. coli. AMIGO is used to solve
an optimal experimental design problem related to a three-step metabolic pathway
model. And the last example illustrates how hybrid optimization methods incorpo-
rated in DOTcvpSB are able to solve a highly multimodal problem related to the
computation of the optimal stimulation conditions to obtain a given multicellular
structure in bacterial chemotaxis.
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2 Optimization Problem formulation
Consider a general dynamic and possibly distributed system described by the fol-
lowing state space equations:
y˙= X(x;y;u;q ; t); xt =Y(x;xx ;xxx ;y;u;q ; t) (1)
where x 2W Â3 are the spatial variables, x(x ; t) 2 X Ân is the subset of state
variables depending on both time and spatial location, y(t)2Y Âm is the subset of
time dependent variables, xx = ¶x=¶x , xxx = ¶ 2x=¶x 2, xt = ¶x=¶ t, y˙= dy=dt, u2
U Âs are the control variables and q 2Q Âh are time independent parameters.
In addition, state variables are subject to initial and boundary conditions:
y(t0) = X0(x(t0);u(t0);q ; t0) (2)
x(t0) =Y0(y(t0);u(t0);q ; t0); B(x;xx ;u;q ;x ; t) = 0; x 2W (3)
Note that the formulation in Eqns. (1-3) can be used to model many biological sys-
tems such as biochemical pathways, e.g., cell signalling or metabolic pathways;
diffusion reaction systems, e.g. pattern formation or persistence and extinction of
species; etc.
State and control variables may be also subject to algebraic constraints which
force the satisfaction of particular biological conditions at particular time points or
throughout the process:
reqk (x(x ; tk);y(tk);u(tk);q ; tk) = 0; r
in
k (x(x ; tk);y(tk);u(tk);q ; tk) 0 (4)
ceq(x(x ; t);y(t);u(t);q ; t) = 0; cin(x(x ; t);y(t);u(t);q ; t) 0 (5)
Control variables and parameters may be also subject to bound constraints:
uL  u(t) uU ; qL  q  qU (6)
The last element in the problem definition will be the objective functional that
quantifies the quality of a solution:
J = f(x(x ; t f );y(t f );q ; t f )+
Z t f
t0
L(x(x ; t);y(t);u(t);q ;x ; t)dt (7)
where the scalar functions f (Mayer term) and L (Lagrangian term) are continuously
differentiable with respect to all of their arguments, and the final time t f can be either
fixed or free.
This objective functional may be related to, for example, the quantity of metabo-
lites produced in a metabolic pathway, to the distance among experimental data and
model predictions in the case of parameter estimation or to the information provided
by an experimental scheme in the case of optimal experimental design.
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The general dynamic optimization (DO) problem considered here can be then
formulated as: Find the controls u(t) and the time-invariant parameters q subject to
the system dynamics in Eqns. (1-3) and the algebraic constraints in Eqns. (4-6) so
as to minimize (or maximize) the objective functional in Eqn. (7).
3 Numerical methods
There are several alternatives for the solution of DO problems from which the in-
direct and the direct methods are the most widely used. The indirect methods make
use of the Pontryagin’s maximum principle so as to obtain the optimality necessary
conditions. The method relies on the formulation of the Hamiltonian by summing
the cost functional, the product of multiplier functions (co-states) with the dynamic
equations in (1) and the product of the Lagrange multipliers with algebraic con-
straints and the subsequent derivation of the corresponding first and second order
derivatives on the decision variables. The result will be a two or multi-point bound-
ary value problem which must be solved for the state and co-state variables [11].
However, the complexity of the numerical solution of such boundary value prob-
lems has motivated the use of direct methods for most realistic applications.
Direct methods such as the complete parameterization (CP, [9]), multiple shoot-
ing (MS, [10]) or control vector parameterization (CVP, [44]) transform the DO
problem into a non-linear programming (NLP) problem. These methods discretize
and approximate either the control variables or both the control and state variables
in such a way that the decision variables for the NLP are related to the given param-
eterization scheme. The three alternatives basically differ in the resulting number of
decision variables, in the presence or absence of parameterization related constraints
and in the necessity of using a boundary value problem solver. While the CP or the
MS approaches may become prohibitively expensive in computational terms, the
CVP approach allows handling large scale dynamic optimization problems without
solving very large NLPs and without dealing with extra junction constraints.
3.1 Control vector parameterization
The CVP method proceeds dividing the duration of the process into a number r of
control intervals and the control function is approximated using a low order polyno-
mial form over each interval. Each control variable approximation may be expressed
using Lagrange polynomials as follows:
u j(t) =
M j
å
i=1
ui jF
(M j)
i (t) (8)
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where, j = 1; :::;r , t 2 [t0; t f ], and t is normalized time given by,
t =
t  t0
t f   t0 (9)
and the Lagrange polynomials of order M, F (M j)i are defined in the standard form,
if M=1
F(M)i (t) 1 (10)
if M  2
F (M)i (t)
M
Õ
i0=1;i 6=1
t  ti0
ti  ti0
(11)
The parameters of these polynomials, ui j, will be used as decision variables in
the optimization process together with time independent parameters.
The generalization of the CVP approach for the case of optimal experimental
design may be found in [1].
3.2 Boundary value problem solution
The solution of the nonlinear dynamic, sometimes distributed, models describing bi-
ological systems (Eqn. 1) requires the use of suitable numerical techniques. For the
most general case involving partial differential equations (PDEs) numerical meth-
ods use some type of space parameterization approach to transform the PDEs into an
equivalent set of ordinary differential equations (ODEs) [36]. The numerical method
of lines and the finite element method are the most widely used approaches for this
transformation. The underlying idea is to discretize the domain of interest into many
smaller subdomains and use local spatial functions to approximate the distributed
variables in each subdomain. As a result a large-scale, usually stiff, set of ODEs is
obtained which may be solved with a sparse implicit initial value problem solver.
3.3 Nonlinear programming methods
Nonlinear programmingmethods may be largely classified in twomain groups: local
and global. Local methods are designed to generate a sequence of solutions, using
some type of pattern search or gradient and Hessian information, that will converge
to a local optimum, usually the closest to the provided initial guess. However the
NLPs with non-linear dynamic constraints (such as in parameter estimation or the
ones resulting from the application of the CVP approach) are frequently multimodal
(i.e. presenting multiple local optima) [6, 7]. Therefore, local methods may converge
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to local solutions, especially if they are started far away from the global optimum.
In order to surmount these difficulties, global methods must be used.
3.3.1 Global optimization methods
Global methods have emerged as the alternative to search the global optimum [30].
The successful methodologies combine effective mechanisms of exploration of the
search space and exploitation of the previous knowledge obtained by the search.
Depending on how the search is performed and the information is exploited the
alternatives may be classified in three major groups: deterministic, stochastic and
hybrid.
Global deterministic methods [31, 16] in general take advantage of the prob-
lem’s structure and guarantee global convergence for some particular problems that
verify specific smoothness and differentiability conditions. Although they are very
promising and powerful, there are still limitations to their application, particularly
for non-linear dynamic systems, since the computational cost increases rapidly with
the size of the considered dynamic system and the number of decision variables.
Global stochastic methods do not require any assumptions about the problem’s
structure. They make use of pseudo-random sequences to determine search direc-
tions toward the global optimum. This leads to an increasing probability of finding
the global optimum during the run time of the algorithm, although convergence
may not be guaranteed. The main advantage of these methods is that, in practice,
they rapidly arrive to the proximity of the solution.
The most successful approaches lie in one (or more) of the following groups: pure
random search and adaptive sequential methods, clustering methods or metaheuris-
tics. Metaheuristics are a special class of stochastic methods which have proved to
be very efficient in recent years. They include both population (e.g., genetic algo-
rithms) or trajectory-based (e.g., simulated annealing) methods. They can be defined
as guided heuristics and many of them try to imitate the behaviour of natural or so-
cial processes that seek for any kind of optimality [42]. Some of these strategies
have been successfully applied to, for example, parameter estimation [27, 28, 40] or
optimal experimental design [1] in the context of systems biology.
Despite the fact that many stochastic methods can locate the vicinity of global
solutions very rapidly, the computational cost associated to the refinement of the so-
lution is usually very large. In order to surmount this difficulty, hybrid methods and
metaheuristics have been recently presented for the solution of dynamic optimiza-
tion problems [4, 13] or parameter estimation problems [34, 33, 3]. They speed up
these methodologies while retaining their robustness and, provided a gradient based
local method is used, they guarantee convergence to a gradient zero solution.
In particular, the Scatter Search metaheuristic [15] is an evolutionary hybrid op-
timization method that has been successfully applied to the solution of parameter
estimation problems [34, 46, 32] but also dynamic optimization [13] and optimal
experimental design [2] problems. The newest version, the enhanced scatter search
method (eSS, www.iim.csic.es/˜gingproc/ssmGO.html, [14]), presents
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a simpler but more effective design which helps to overcome typical difficulties of
nonlinear dynamic systems optimization such as noise, flat areas, non-smoothness,
and/or discontinuities.
4 Illustrative examples
4.1 Optimal enzyme activation in metabolic networks
An example of the insight that optimization can provide concerns the enzyme acti-
vation in metabolic networks. Several authors have shown that the genetic regulation
of metabolic networks may follow an optimality principle such as the minimization
of the transition time or the maximization of the production of a given metabolite.
For example, the optimal ”just-in-time” activation pattern in enzyme expression for
the case of unbranched pathways has been formulated and solved as a non-linear
optimization problem with dynamic constraints [22, 47]. More recently the problem
has been considered as a general dynamic optimization one and was solved through
the use of the Pontryagin’s maximum principle for linear pathways [29, 8]. However
the difficulty (or impossibility) of analytically solving other more realistic cases,
such as those considering non-linear dynamics for the enzyme expression, or other
arbitrarily complex networks, calls for the use of robust numerical DO approaches.
Here we consider one of such examples and approach its solution using the
DOTcvpSB toolbox (http://www.iim.csic.es/˜dotcvpsb, [17]) which
combines the CVP approach with global stochastic and hybrid methods to solve
dynamic optimization problems.
The pathway considered is depicted in Fig. 1. It consists of four enzymatic reac-
tions with one branch where the products are accumulated to be consumed later.
Fig. 1 Schematic representa-
tion of the branched pathway
considered. The pathway
consists of four enzymatic re-
actions catalyzed by a specific
enzyme (Ei) where S1 is the
substrate, S2 S4 are interme-
diates and S5 is the product.
The enzyme dynamics are
considered to be linear with a
reaction rate ri.
S1
E1
Gen E1
S2
S3
S4 S5
Gen E2
Gen E3
Gen E4
E2
E3
E4
The hypothesis is that the pathway activation minimizes the time from the sub-
strate to the product. The activation profile may then be found by computing ri (t)
over t 2 t0; t f  to minimize J = t f subject to the system dynamics:
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dSi
dt
= Nu
dEi
dt
= ri lEi (12)
where:
u =
kcatSi
KM +Si
N =
2664
 1 0 0 0
1  1 0 0
0 1  1 0
0 1 1  1
0 0 0 1
3775 (13)
and the following end point and path constraints:
S5
 
t f

= Pt f
4
å
i=1
Ei  ET (14)
with KM = 1mM, kcat = 1s 1, Pt f = 0:75mM, l = 0:5.
The optimal activation profile corresponding to an optimal final time t f = 10:4s
obtained with an evolutionary approach is presented in Fig. 2.
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Fig. 2 Optimal enzyme activation profile and the corresponding metabolite dynamics. The optimal
profiles for the expression rates follow a switching pattern that matches with the pathway topology
leading to enzyme profiles that follow a sequential activation with protein degradation to synthesize
another protein. The substrate (S1) is converted into the product (S5) through the intermediates
(S2;S3;S4), the intermediate (S4) is accumulated and consumed in the last section of the pathway.
4.2 Parameter estimation in complex systems biology models
The problem of parameter estimation in biochemical pathways, formulated as a non-
linear programming problem where the objective is to compute the model parameter
values that maximize the fit to the experimental data, has received substantial atten-
tion [19, 28, 33]. Many difficulties found during parameter estimation are not only
due to the highly non-linear nature of the models and their size, but also due to the
quality and quantity of experimental data. These result in poor practical identifiabil-
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ity, i.e. in the difficulty or impossibility to compute unique values for the parameters
given a set of data, or the presence of suboptimal solutions.
The presence of suboptimal solutions may be tackled with global optimization
methods. Recent works show how hybrid stochastic-deterministic methods handle
small-to-medium size problems with reasonable computational efforts [34, 33, 3].
However, further developments are necessary to enhance, in so far is possible, the
efficiency of the optimization while keeping robustness for large scale complex bio-
logical models. Multi-thread approaches, i.e. those running several computations in
parallel in different processors, seem to be the most suitable for this purpose.
Here we present a new cooperative strategy for the parallelization of the en-
hanced Scatter Search (eSS) algorithm [14]. The central idea is to run, in parallel,
several threads of eSS, which may have different settings and/or random initial-
izations, and exchange information among them as shown in Fig. 3. Taking into
account the classification of cooperation schemes proposed in [43], the cooperative
eSS can be described as follows:
1. There are h concurrent programs.
2. The best solution found and the eSS reference set, which contains valuable in-
formation about the diversity of solutions, are available for sharing.
3. All threads share the information.
4. The threads exchange information at a fixed time interval t .
Time=0
CENTRAL PROCESSOR
CENTRAL PROCESSOR
BEST SOLUTION
Thread 
     1
Thread 
     1
Thread 
     2
Thread 
     2
Thread 
     η
Thread 
     η
τ
τ
t
exch
(<< τ)
Time
REPEAT ‘m’ TIMES
Iteration 1
   (eSS)
Iteration 2
   (eSS)
Information
 Exchange
CENTRAL PROCESSOR Fig. 3 Schematic representation of the cooper-
ative eSS.
Each of the h threads has a fixed degree of
“aggressiveness”. “Conservative” threads are
used for increasing the probabilities of find-
ing a feasible solution, even if the parameter
space is “rugged” or weakly structured. “Ag-
gressive” threads may speed up the calculations
in “smoother” areas. Communication, which
takes place at fixed time intervals, enables each
thread to benefit from the knowledge gathered
by the others. This knowledge includes not
only information about the best solution found
so far, but also about the sets of diverse param-
eter vectors that may be worth trying for im-
proving the solution.
It should be noted that cooperation produces more than just speed-up since it can
change the systemic properties of an algorithm and therefore its macroscopic behav-
ior [43]. To illustrate this point an example related to the parameter estimation of
a model describing the central carbon metabolism of E. coli that takes into account
the enzymatic and transcriptional regulation layer [23] is considered.
The model consists of 47 non-linear ODEs with 193 unknown parameters (affin-
ity constants, specific activities, Hill coefficients, growth rates, expression rates,
etc). The objective is to compute those parameters so as to predict a given system
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behaviour. Due to the stiff character of the equations and the time required for their
solution, one evaluation of the least squares function takes a few seconds.
The cooperative and non cooperative multi-thread implementations of eSS are
compared by launching ten threads in both cases. In the cooperative case, the ten
threads exchange information as explained. In the non-cooperative case, they sim-
ply run until the maximum computation time is reached. Fig. 4 presents the cor-
responding convergence curves showing how the cooperative version outperforms
the non-cooperative one, being capable of finding a better value of the objective
function while reducing computation time by 70%.
Fig. 4 Comparison of the per-
formance of the parallel and
cooperative eSS implementa-
tions in the solution of a large
scale parameter estimation
problem. Each curve repre-
sents, at every time instant,
the best value found by any of
its 10 threads.
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4.3 Optimal experimental design for parameter estimation
As mentioned above, poor practical identifiability has to do with the type of ex-
perimental scheme being used and the quality of the corresponding experimental
data in terms of experimental noise. The purpose of optimal experimental design
is to devise the necessary dynamic experiments in such a way that the parameters
are estimated from the resulting experimental data with the best possible statistical
quality, which is usually a measure of the accuracy and/or decorrelation of the es-
timated parameters. In this way, the model and a close-to-optimal solution for the
parameters are being used to design new more informative experiments which in
general will result in better practical identifiability properties. The information pro-
vided by the measurements is often quantified by means of the Fisher information
matrix [1, 5].
AMIGO (http://www.iim.csic.es/˜amigo, [2]) is a multi-platform
toolbox which apart from covering model simulation, local and global sensitivity
analysis, parameter estimation and identifiability analysis, incorporates the optimal
experimental design as a general dynamic optimization problem.
Here we illustrate its possibilities in the context of optimal experimental design
with an example related to a model describing a pathway consisting of three enzy-
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matic steps including the enzymes and the mRNAs explicitly [28]. Previous works
[28, 34, 33] considered a factorial plan consisting of 16 experiments under differ-
ent amounts of substrate and product to estimate all 36 model parameters. We will
consider here the case of estimating: na2, na3, k1, k2, k3, k4, k6, V1, V2, V3, V5, K5.
In a few seconds with eSS as implemented in AMIGO the global optimum
is achieved corresponding to the following parameter values: k1 = 1:0±4:4, k2 =
0:1±6:9, k3 = 1:0±8:8, k4 = 0:1±0:01, k6 = 0:1±0:02, V1 = 1:0±4:4, V2 = 0:1±6:9,
V3 = 1:0±8:8, V5 = 0:1±0:07, na2 = 2:0±0:7, na3 = 2:0±0:7, K5 = 1:0±1:2. Note
that even though the global solution was found, the confidence regions for some of
the parameters are rather large and in many cases (k1, k2, k3, V1, V2, V3, K5) they are
over the 100%.
In order to improve the practical identifiability we implemented in AMIGO the
design of a parallel-sequential experimental scheme. In particular two experiments
were designed under the following conditions:
• Experiment 17: pulsed stimulation of the substrate. The location and duration of
the pulses as well as the number and location of sampling times and experiment
duration were to be optimized.
• Experiment 18: a 5 step-wise stimulation of the substrate is allowed within the
maximum and minimum values.
Even allowing for limited flexibility in the design of the experiments, results
(Fig. 5) reveal a substantial reduction in the confidence regions for the param-
eters: k1 = 1:0±1:3( 70%), k2 = 0:1±3:2( 54%), k3 = 1:0±4:1( 53%), V1 =
1:0±1:3( 70%),V2 = 0:1±3:2( 54%),V3 = 1:0±4:1( 53%),K5 = 1:0±0:2( 83%).
Further improvements may be achieved by either allowing for further flexibility in
the designs or by adding new experiments.
Fig. 5 Optimally designed
experiments. For the experi-
ment 17 the number and lo-
cation of sampling times was
optimally designed, resulting
in a much reduced number
of necessary sampling times.
It is also remarkable that op-
timal step-wise experiment
18 results in a pulse-up type
stimulation.
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4.4 Stimulation design
For some particular systems, once reliable models have been developed it is possible
to design stimulation conditions so as to achieve a certain goal. In this context, it is
possible, for example, to optimally design medical treatments or immune responses
[12, 20], or to obtain particular behaviours such as in the case of pattern formation
[25, 24, 35]. However the solution of such problems often results in the presence
of suboptimal solutions [25]. Here, we illustrate with an example related to pattern
formation in bacterial chemotaxis [24] how hybrid global optimization methods may
successfully solve these problems.
Some types of cells are able to sense the presence of chemical signals (chemoat-
tractants) and guide their movement in the direction of the concentration gradient
of these signals. This process is called chemotaxis. The chemotaxis of the bacteria
E. coli is one of the best understood chemotaxis processes. These bacteria, under
given stress conditions, secrete chemoattractants. Other cells respond to these se-
creted signalling molecules by moving up their local concentration gradients and
forming different types of multicellular structures.
The system may be described by a two-component diffusion reaction model:
¶ z
¶ t
= D
¶ 2z
¶x
+m
¶
¶x

z
(1+ c)2
¶c
¶x

¶c
¶ t
=
¶ 2c
¶x
+
z2
(1+ z2)
(15)
with homogenous first order boundary conditions and initial conditions z(x ;0) = 1;
c(x ;0)= 0. Where z(x ; t) and c(x ; t) represent the cell density and the concentration
of the chemoattractant, respectively.
Lebiedz and co-workers [25, 24] considered the problem of externally manipu-
lating the process so as to achieve a particular Gaussian cell distribution. With this
aim, a non-zero chemoattractant flux is introduced in the boundary ¶c¶x (x = L; t) =
 c(x = L; t)+u(t). The problem was formulated as DO problem where the objec-
tive is to find u(t) so as to minimize the distance between the distribution of bacteria
at final time (z(x ; t f )) and the desired Gaussian distribution, subject to the system
dynamics (Eqns. 15) and bounds on the concentration of chemoattractant. These au-
thors made use of the multiple shooting approach with a local optimization method
to solve the problem reporting some difficulties due to the presence of local optima
and the large computational cost associated. Here the problem is solved by means
of the CVP approach in combination with a sequential hybrid-deterministic method
[4]. The optimal solution (Fig. 6) was found in a few seconds.
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Fig. 6 Optimal stimulation profile and
corresponding optimal behaviour for the
bacterial chemotaxis problem.
The model in Eqns. (15) with the corre-
sponding boundary and initial conditions
was numerically solved using the numeri-
cal method of lines with fourth order for-
mulae and a mesh of 41 elements.
In a first approximation to the DO prob-
lem the CVP approach with linear control
interpolation was combined with a multi-
start of a local method (i.e. the solution of
the problem with a local method from 500
different initial guesses) which revealed
the presence of several local optima.
The global solution was found with a se-
quential hybrid-deterministic method [4].
5 Conclusions
In this work we have focused on typical optimization problems in systems biology
and how their solution may be approached with novel global optimization methods
and software tools developed in our group. In particular, a novel optimization ap-
proach, the multi-thread eSS, for the solution of large scale optimization problems
was presented, together with the AMIGO toolbox devoted to model identification
and the DOTcvpSB toolbox devoted to dynamic optimization.
As illustrative examples we considered the optimal enzyme activation in a
branched metabolic pathway, the parameter estimation of a large scale dynamic
model, an optimal experimental design problem to improve identifiability and the
design of optimal stimulation conditions to achieve a given desired result in a
reaction-diffusion system.
It should be noted that these software tools can be easily extended to handle
multiobjetive optimization problems following the methods described in [38, 39,
45].
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