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REPRESENTATION HOMOLOGY OF SPACES AND
HIGHER HOCHSCHILD HOMOLOGY
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Abstract. In this paper, we study representation homology of topological spaces, that is a natural ho-
mological extension of representation varieties of fundamental groups. We give an elementary construc-
tion of representation homology in terms of classical (abelian) homological algebra. Our construction is
parallel to the Loday-Pirashvili construction of higher Hochschild homology [75]; in fact, we establish a
direct geometric relation between the two theories by proving that the representation homology of the
(reduced) suspension of a (pointed connected) space is isomorphic to its higher Hochschild homology. We
also construct some natural maps and spectral sequences relating representation homology to other stan-
dard homology theories associated with spaces (such as Pontryagin algebras, S1-equivariant homology of
the free loop space and stable homology of automorphism groups of f.g. free groups). We compute repre-
sentation homology explicitly (in terms of known invariants) in a number of interesting cases, including
spheres, suspensions, complex projective spaces, Riemann surfaces and some 3-dimensional manifolds
(such as link complements in R3 and the lens spaces L(p, q)). One of our main results, which we call the
Comparison Theorem, expresses the representation homology of a simply-connected topological space of
finite rational type in terms of its Quillen and Sullivan models.
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1. Introduction
1.1. Representation varieties and representation homology. Let G be a finite-dimensional affine
algebraic group defined over a field k of characteristic zero. For any (discrete) group Γ, the set of all
representations of Γ in G has a natural structure of an affine k-scheme called the representation scheme
RepG(Γ). The representation schemes and associated representation varieties play an important role in
many areas of mathematics, most notably in representation theory and low-dimensional topology. In
representation theory, the fundamental problem is to understand the structure of representations of Γ in
G. One can approach this problem geometrically by studying the natural (adjoint) action of the group
G on the variety RepG(Γ). When k is algebraically closed and Γ is finitely generated, the equivariant
geometry of RepG(Γ) is closely related to the representation theory of Γ: the equivalence classes of
representations of Γ in G are in bijection with the G-orbits in RepG(Γ), and the geometry of G-orbits
determines the algebraic structure of representations. This relation has been extensively studied since
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the late 70s, and the representation varieties have become a standard tool in representation theory of
groups (see, for example, [65]).
In topology, one is usually interested in global algebro-geometric invariants of spaces defined in terms of
representation varieties of fundamental groups. For example, if K is a knot in S3, many classical invariants
of K arise from its character variety χG(K) := RepG[pi1(XK)]//G , which is the (categorical) quotient
of the representation variety of the fundamental group of the knot complement XK := S3 \K. These
invariants include, in particular, the Alexander polynomial ∆K(t) (in the simplest case when G = C∗,
see, e.g., [69]), the so-called A-polynomial AK(m, l) (see [22]), the Casson invariant [61] and the famous
Chern-Simons invariant [57, 58], all of which are defined for G = SL2(C). In fact, for G = SL2(C), the
entire character variety, or rather its coordinate ring O[χG(K)] , has a purely topological interpretation
as a Kauffman bracket skein module of XK (see [78]).
Despite being useful tools, the representation varieties exhibit some intrinsic deficiencies. First of
all, these varieties are usually very singular, which makes it hard to understand their geometry. Thus,
in representaion theory, one faces the problem of resolving singularities of RepG(Γ). In topology, the
use of representation varieties is mostly limited to (compact orientable) surfaces, hyperbolic 3-manifolds
and knot complements in S3, all of which are known to be aspherical spaces. The homotopy type of
such a space is completely determined by the isomorphism type of its fundamental group, which makes
representation varieties of these groups very strong and efficient invariants. For more general spaces,
however, one needs to take into account a higher homotopy information, and looking at representation
varieties of fundamental groups (or even, higher homotopy groups) is not enough.
A natural way to remedy these problems is to replace the representation functor RepG with its (non-
abelian) derived functor DRepG much in the same way as one replaces non-exact (additive) functors in
classical homological algebra (such as ‘⊗’ and ‘Hom’) with corresponding derived functors (‘⊗L ’ and
‘RHom’). Geometrically, passing from the representation scheme RepG(Γ) to the derived representa-
tion scheme DRepG(Γ) amounts to desingularizing
1 RepG(Γ), while topologically, this brings in a new
homology theory of spaces that captures a good deal of homotopy information and refines the classical
representation varieties of fundamental groups in an interesting and non-trivial way.
To explain this idea in more precise terms, we recall that the representation scheme RepG(Γ) is defined
as the functor on the category of commutative k-algebras:
(1.1) RepG(Γ) : Comm Algk → Sets , A 7→ HomGr(Γ, G(A)) ,
assigning to a k-algebra A the set of families of representations of Γ in G parametrized by the k-scheme
Spec(A). It is well known (and easy to prove) that the functor (1.1) is representable, and we denote the
corresponding commutative algebra by ΓG
2. Varying Γ (while keeping G fixed), we can now regard ΓG
as a functor on the category of groups:
(1.2) ( – )G : Gr→ Comm Algk , Γ 7→ ΓG ,
which we call the representation functor in G. The functor (1.2) extends naturally to the category sGr
of simplicial groups, taking values in the category sComm Algk of simplicial commutative algebras. Both
categories sGr and sComm Algk carry standard (simplicial) model structures, with weak equivalences being
the weak homotopy equivalences of the underlying simplicial sets. The functor ( – )G : sGr→ sComm Algk
is not homotopy invariant: in general, it does not preserve weak equivalences and hence does not descend
to a functor between the homotopy categories Ho(sGr) and Ho(sComm Algk). However, it is easy to
check that ( – )G does map weak equivalences between cofibrant objects in sGr to weak equivalences in
sComm Algk (see Lemma 4.1). Hence, by standard homotopical algebra, it has a (total) left derived functor
(1.3) L( – )G : Ho(sGr)→ Ho(sComm Algk) .
1This approach to resolution of singularities is discussed in [19, 20], where it is applied to a number of classical moduli
problems in algebraic geometry.
2The algebra ΓG may be thought of as the coordinate ring of the affine k-scheme RepG(Γ), and we sometimes write
ΓG = O[RepG(Γ)] to emphasize this interpretation.
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We call (1.3) the derived representation functor in G. Heuristically, L( – )G may be thought of as a “best
possible” universal approximation to the representation functor (1.2) at the level of homotopy categories.
When applied to a simplicial group Γ, the functor (1.3) is represented by a simplicial commutative algebra
which (abusing notation) we denote by DRepG(Γ). The homotopy groups of DRepG(Γ) depend only on
Γ and G, with pi0[DRepG(Γ)] being canonically isomorphic to pi0(Γ)G. In particular, if Γ is a discrete
simplicial group, then pi0[DRepG(Γ)]
∼= ΓG. Extending our terminology from [6, 8], we will refer to
pi∗[DRepG(Γ)] as the representation homology of Γ in G and denote it HR∗(Γ, G). We should mention
that representation homology of associative and Lie algebras was introduced and studied in [6, 7, 8].
The idea of deriving the representation functor was motivated by noncommutative geometry, where the
representation functor plays an important role (see [40, 60] and also [10]).
Next, we recall that the model category sGr of simplicial groups is Quillen equivalent to the category
of reduced simplicial sets, sSet0, which is, in turn, Quillen equivalent to the category Top0,∗ of pointed
connected topological spaces. These classical equivalences are given by two pairs of adjoint functors
G : sSet0  sGr : W , | – | : sSet0  Top0,∗ : ES ,
the construction of which will be briefly reviewed in Section 4.1. Here, we only recall thatG is the Kan loop
group functor that assigns to a reduced simplicial set X ∈ sSet0 a semi-free simplicial group GX , which
is a simplicial model of the based loop space Ω|X| (see [52]). The functor G preserves weak equivalences
and hence descends to a functor between the homotopy categories of sSet0 and sGr. Combining G :
Ho(sSet0)→ Ho(sGr) with the derived representation functor (1.3), we define the representation homology
of X ∈ sSet0 by
(1.4) HR∗(X,G) := L∗(GX)G = pi∗[DRepG(GX)] .
The representation homology HR∗(X,G) is a graded commutative algebra that depends only on the
homotopy type of X and hence is a homotopy invariant of the corresponding space |X|. In degree zero,
we have HR0(X,G) ∼= (pi1(X))G = O[RepG(pi1(X))] , where pi1(X) is the fundamental group of X. To
avoid confusion, we emphasize that HR∗(X,G) 6∼= HR∗(pi1(X), G) in general; however, if X is a K(Γ, 1)-
space (e.g., X = BΓ for a discrete group Γ), then indeed we have HR∗(X,G) ∼= HR∗(Γ, G) , so there is
no ambiguity in our notation.
The goal of the present paper is threefold. First, we give an elementary construction of represen-
tation homology in terms of classical (abelian) homological algebra. Our construction is analogous to
Pirashvili’s construction of higher order Hochschild homology, and it provides a natural interpretation of
representation homology as functor homology. This opens the way to efficient computations and places
representation homology in one row with other classical invariants such as Hochschild and cyclic ho-
mology. Second, we construct spectral sequences and natural maps relating representation homology to
other homology theories associated with spaces (including H∗(ΩX), the higher Hochschild homology, the
S1-equivariant homology of the free loop space LX and the stable homology of the automorphism groups
of f.g. free groups Fn). Third, we compute representation homology explicitly in a number of interesting
cases, including the spheres Sn, suspensions ΣX, closed surfaces of arbitrary genus and some classical
3-dimensional spaces, such as the link complements in R3 and the lens spaces L(p, q). One of our main
results is the Comparison Theorem that expresses the representation homology of a simply-connected
topological space of finite rational type in terms of its Quillen and Sullivan models.
1.2. Main results. We now proceed with a summary of the main results of the paper. We begin
by recalling Pirashvili’s definition of higher Hochschild homology [75]. Let F ⊂ Set denote the full
subcategory of finite sets with objects n := {1, 2, . . . , n} (for n ≥ 1) and 0 := ∅. If Vectk is the
category of k-vector spaces, any functor F : F → Vectk with values in Vectk extends naturally to a
functor F˜ : Set→ Vectk on the category of all sets (by taking the left Kan extension along the inclusion
F ↪→ Set). Now, given F : F → Vectk and any simplicial set X ∈ sSet, we can define a simplicial
k-vector space FX by composition
∆op
X−→ Set F˜−→ Vectk .
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Following [75], we denote the homotopy groups of FX by HH∗(X,F ) := pi∗(FX) = H∗[N(FX)] , where
N stands for the Dold-Kan normalization functor. Any commutative k-algebra A defines a functor
A : F→ Vectk by assigning to an object n ∈ F the n-th tensor power A⊗n and to a morphism f : n→ m
the linear map f∗ : A⊗n → A⊗m, f∗(a1 ⊗ . . . ⊗ an) = b1 ⊗ . . . ⊗ bm , with bj :=
∏
i∈f−1(j) ai for
j = 1, 2, . . . ,m . The higher Hochschild homology of X with coefficients in A is then defined by the
formula HH∗(X,A) := HH∗(X,A) . As observed in [75], if X = S1 is the (simplicial) circle, then
HH∗(S1, A) coincides with the classical Hochschild homology HH∗(A) of the commutative algebra A.
The key fact behind this construction is that F is a PROP (i.e., a permutative category) with monoidal
structure n m = n+m , and the category of k-algebras over F (i.e., the category of strong monoidal
functors F→ Vectk) is equivalent (via A↔ A) to the category of commutative k-algebras.
Now, to define representation homology we replace F by the category G of finitely generated free
groups with objects 〈n〉 := F〈n〉 (for n ≥ 0) and morphisms being the arbitrary group homomorphisms.
It is known that G is also a PROP with monoidal structure 〈n〉  〈m〉 = 〈n + m〉, and the category of
k-algebras over G is equivalent to the category of commutative Hopf k-algebras. Under this equivalence,
a commutative Hopf algebra H corresponds to the (strong monoidal) functor H : G→ Vectk, n 7→ H⊗n ,
which actually takes its values in the category of commutative algebras. As in the case of sets, the functor
H : G → Comm Algk extends naturally to the category of all (based) free groups FGr, whose objects are
the free groups F〈S〉 given with a prescribed generating set S and morphisms are the arbitrary group
homomorphisms.
Mimicking the Pirashvili construction, for a reduced simplicial set X ∈ sSet0 and a commutative Hopf
algebra H, we can consider the composition of functors
∆op
GX−−−→ FGr H˜−−→ Comm Algk ,
where GX is the Kan loop group construction of X and H˜ is the (left) Kan extension of H along the
inclusion G ↪→ FGr. This defines a simplicial commutative algebra H(GX), whose homotopy groups we
denote by
(1.5) HR∗(X,H) := pi∗H(GX) = H∗[N(H(GX))] .
Our main observation is that this definition is equivalent to our original definition of representation homol-
ogy given in terms of the derived representation functor L( – )G, see (1.4). Precisely (cf. Proposition 4.2),
Proposition 1.1. Let G be an affine group scheme over k with coordinate ring H = O(G). Then, for
any X ∈ sSet0, there is a natural isomorphism of graded commutative algebras
HR∗(X,G) ∼= HR∗(X,O(G)) .
Thanks to Proposition 1.1, we may (and will) use the notation HR∗(X,G) and HR∗(X,H) interchange-
ably, without causing confusion. Although its proof is almost immediate, Proposition 1.1 has a number
of important implications. First, we state the following theorem, which is the main result of Section 4
(see Theorem 4.3).
Theorem 1.1. For any X ∈ sSet0, there is a natural first quadrant spectral sequence
(1.6) E2pq = Tor
G
p (H q(ΩX; k),H) =⇒
p
HRn(X,H)
converging to the representation homology of X.
The spectral sequence (1.6) relates the representation homology HR∗(X,H) of a space X to its Pon-
tryagin algebra H∗(ΩX; k). To describe the E2-term of (1.6) we recall that H∗(ΩX; k) has a natural
structure of a graded cocommutative Hopf algebra with coproduct induced by the Alexander-Whitney
diagonal and the product by the Eilenberg-Zilber map. For each q ∈ Z, the assignment 〈n〉 7→ [H⊗n]q ,
where [H⊗n]q is the q-th graded component of the n-th tensor power of H = H∗(ΩX; k), defines a functor
H q : G
op → Vectk , which is the first argument of the “Tor” in (1.6). The “Tor” itself is the (abelian) de-
rived functor of the tensor product ⊗G between covariant and contravariant Vectk-valued functors over
the (small) category G. The spectral sequence (1.6) is a counterpart of Pirashvili’s fundamental spectral
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sequence for higher Hochschild homology (cf. [75, Theorem 2.4]); however, in the case of representation
homology it takes a more geometric form.
Theorem 1.1 has several interesting applications. For example, if X is a K(Γ, 1)-space, the spectral
sequence (1.6) degenerates giving an isomorphism (cf. Corollary 4.3)
(1.7) HR∗(Γ, G) ∼= TorG∗ (k[Γ],O(G)) ,
where k[Γ] is the group algebra of Γ equipped with the natural (cocommutative) Hopf algebra structure.
The isomorphism (1.7) shows that the representation homology of (discrete) groups has a natural ‘Tor’
interpretation, similar to the classical (Connes) interpretation of the Hochschild and cyclic homology (see
[63, Chap. 6]). Furthermore, combined with a standard comparison theorem for spectral sequences, The-
orem 1.1 implies that the representation homology HR∗(X,H) is stable under Pontryagin equivalences3,
and hence, if X is simply-connected, then HR∗(X,H) is actually a rational homotopy invariant of X (cf.
Proposition 4.3).
Next, in Section 5, we show that representation homology is not only analogous to higher Hochschild
homology but actually related to it in a remarkably simple, geometric way. The main result of this section
reads (cf. Theorem 5.1 and Theorem 5.2):
Theorem 1.2. Let H be a commutative Hopf algebra.
(a) For any simplicial set X ∈ sSet , there is a natural isomorphism
(1.8) HR∗(Σ(X+),H) ∼= HH∗(X,H) ,
where X+ = X unionsq {∗} is a pointed simplicial set obtained from X by adjoining functorially a basepoint ∗,
and Σ is the (reduced) suspension functor on the category of pointed simplicial sets.
(b) For any pointed simplicial set X ∈ sSet∗ , there is a natural isomorphism
(1.9) HR∗(ΣX,H) ∼= HH∗(X,H; k) ,
where HH∗(X,H; k) is the Pirashvili-Hochschild homology of the commutative algebra H with coefficents
in k viewed as an H-module via the Hopf algebra counit ε : H → k.
The proof of part (a) of Theorem 1.2 is based on Milnor’s classical FK-construction [70] that gives a
simplicial group model for the space ΩΣ|X|. Part (b) follows from (a).
Theorem 1.2 has strong implications: in particular, it allows one to compute the representation homol-
ogy of suspensions in a completely explicit way. Indeed, it is known that ΣX for any pointed connected
space X is rationally homotopy equivalent to a bouquet of spheres of dimension ≥ 2 . Since representation
homology depends only on the rational homotopy type of a space, the isomorphism (1.9) together with
Pirashvili’s computations [75] of higher Hochschild homology of spheres, implies (cf. Proposition 5.3)
Proposition 1.2. For any pointed connected space X of finite type, there is an isomorphism
HR∗(ΣX,G) ∼= Symk H∗(X; g∗) ,
where g∗ is the linear dual of the Lie algebra of G, and H∗(X; g∗) is the reduced (singular) homology of
X with constant coefficients in g∗.
By induction, Proposition 1.2 implies HR∗(ΣnX,G) ∼= Symk
(
H∗(X; g∗)[n− 1]
)
for all n ≥ 1. In
particular, for Sn ∼= ΣSn−1, we have
(1.10) HR∗(Sn, G) ∼= Symk(g∗[n− 1]) , n ≥ 2 .
In Section 6, we look at representation homology of simply-connected spaces. We recall that, by a
fundamental theorem of Quillen [79], to any such space X one can associate a connected (chain) DG Lie
algebra LX called a Quillen model of X. The Lie algebra LX encodes the rational homotopy type of
X and hence determines any homotopy invariant of X over Q. It is natural to ask how to express the
representation homology of X over Q in terms of LX . The answer to this question is given by the following
result (cf. Theorem 6.1), which we refer to as the ‘Comparison Theorem’ and which is technically the
main theorem of the present paper.
3that is, maps of spaces X → Y inducing isomorphisms of Pontryagin algebras H∗(ΩX; k) ∼→ H∗(ΩY ; k) .
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Theorem 1.3 (Comparison Theorem). Let X be a 1-connected pointed topological space of finite
rational type. Then, for any affine algebraic group G defined over Q with Lie algebra g, there is an
isomorphism of graded commutative Q-algebras
(1.11) HR∗(X,G) ∼= HR∗(LX , g) .
In Theorem 1.3, HR∗(LX , g) denotes the representation homology of the DG Lie algebra LX with
coefficients in the (finite-dimensional) Lie algebra g, as defined in our earlier paper [8]4. Using the results
of [8], we can restate Theorem 1.3 in terms of a Sullivan model of X. Recall that a Sullivan model of X is
a commutative cochain DG algebra AX related to LX via a quasi-isomorphism C∗(LX ,Q) ' AX , where
C∗(LX ,Q) is the Chevaley-Eilenberg cochain complex of LX . Such a commutative DG algebra model
always exists and provides an alternative way to describe the rational homotopy type of X (see [28]).
Now, for a fixed AX , we let A¯X denote the augmentation ideal of AX corresponding to the basepoint of
X, and define g(A¯X) := g⊗ A¯X to be the current Lie algebra of g over A¯X . Then, as consequence of [8,
Theorem 6.5] and our Comparison Theorem, we get (cf. Theorem 6.2)
Theorem 1.4. (a) For any 1-connected pointed space X of finite Q-type, there is an isomorphism
(1.12) HR∗(X,G) ∼= H−∗(g(A¯X);Q) ,
where the right-hand side is the classical (Chevalley-Eilenberg) cohomology of the DG Lie algebra g(A¯X)
equipped with homological grading.
(b) If G is a reductive affine algebraic group over k, then
(1.13) HR∗(X,G)G ∼= H−∗(g(AX), g;Q) ,
where the right-hand side is the relative Lie algebra cohomology of the pair g ⊂ g(AX) .
Part (b) of Theorem 1.4 allows us to compute the G-invariant part of representation homology of some
classical simply-connected spaces. For example, we have (cf. Theorem 6.4 and Corollary 6.3)
Theorem 1.5. Let G be a complex reductive Lie group of rank l. Let m1, . . . ,ml denote the exponents
of the Lie algebra of G. Then, for any r ≥ 2, there is an isomorphism of graded commutative algebras
(1.14) HR∗(CPr, G)G ∼= Λk(ξ(i)1 , ξ(i)3 , . . . , ξ(i)2r−1 : i = 1, 2, . . . , l) ,
where the generator ξ
(i)
2s−1 has homological degree 2rmi + 2s− 1 , s = 1, 2, . . . , r.
We deduce Theorem 1.5 from the so-called Strong Macdonald Conjecture, a celebrated conjecture in
representation theory proposed by Feigin and Hanlon in the early 80s and proved by Fishel, Grojnowski
and Teleman in 2008 (see [30]). It is interesting to note that the isomorphism (1.14) has a natural topo-
logical interpretation: it is given by a canonical algebra map which we call the Drinfeld homomorphism:
(1.15) Symk
[ l⊕
i=1
H
S1, (mi)
∗ (LX; C)
] → HR∗(X,G)G .
The domain of (1.15) is the graded symmetric algebra of the direct sum of certain (topologically defined)
eigenspaces of the S1-equivariant homology of the free loop space LX (see Section 6.5). The Drinfeld
homomorphism exists for any simply-connected space X, and it happens to be an isomorphism in the
following cases: X = Sn (n ≥ 2), X = CPr (r ≥ 2) and X = Sm × CP∞ (m odd, m ≥ 3). It would be
interesting to find more examples and give an abstract (topological) characterization of all such spaces.
Despite its simple statement, the proof of Theorem 1.3 is fairly long and technical: it occupies most of
Section 6 and relies heavily on results of Quillen [79]. For reader’s convenience, we outline the main steps
of the proof in Section 6.3.1. We close Section 6 with a conjectural generalization of Theorem 1.3 to non-
simply connected spaces (see Conjecture 1). Our conjecture is inspired by a recent work of Buijs, Fe´lix,
Murillo and Tanre´ who proposed a natural generalization of Quillen models to non-simply connected
spaces (see [15, 16, 17]).
4We will review the definition of representation homology of Lie algebras in Section 6.1.
6
In Section 7, we compute representation homology of some classical non-simply connected spaces. Our
examples include closed surfaces of arbitrary genus (both orientable and non-orientable) as well as some
three-dimensional spaces (the link complements in R3 and S3, the lens spaces L(p, q) and a general closed
orientable 3-manifold). The representation homology of surfaces and link complements is expressed in
terms of classical Hochschild homology of O(G) and related commutative algebras. For example, for the
link complements in R3, we prove (cf. Theorem 7.1)
Theorem 1.6. Let L be a link in R3 obtained as the Alexander closure of a braid β ∈ Bn. Then the
representation homology of the complement of its (regular) neighborhood in R3 is given by
(1.16) HR∗(R3\L,G) ∼= HH∗(O(Gn), O(Gn)β) .
The right-hand side of (1.16) is the usual Hochschild homology of the associative algebra O(Gn) with
bimodule coefficients. The bimodule O(Gn)β is isomorphic to O(Gn) = O(G)⊗n as a left module, while
the right action of O(Gn) is twisted by an element β viewed as an automorphism of O(G)⊗n via the Artin
representation of the braid group Bn. The representation homology of the classical lens space L(p, q)
and, more generally, of an arbitrary closed orientable 3-manifold M is expressed in terms of its Heegaard
splitting by a differential ‘Tor’ functor; this gives rise to an Eilenberg-Moore spectral sequence converging
to HR∗(M,G) (see Theorem 7.3 and Theorem 7.4 for precise statements). We should mention that the
key to our calculations in Section 7 is Lemma 4.2 which says that the derived representation functor (1.3)
preserves homotopy pushouts. Since the representation functor (1.3) is not (left) Quillen (see Remark
after Lemma 4.1), this result is not immediate and requires a fairly technical proof which we defer to
Appendix B.
In Section 7, we also discuss a multiplicative version of the derived Harish-Chandra Conjecture pro-
posed in [8]. If G is a connected reductive group with a maximal torus T ⊂ G and W is the associated
Weyl group, then for any space X, there is a natural map
(1.17) HR∗(X,G)G → HR∗(X,T )W ,
which we call the derived Harish-Chandra homomorphism (cf. [8, Section 7]). In view of (1.10), by the
classical Chevalley Restriction Theorem [21], the map (1.17) is an isomorphism for any odd-dimensional
sphere X = S2p+1. We conjecture that (1.17) is also an isomorphism for the product of two odd-
dimensional spheres, X = S2p+1×S2q+1 (p, q ≥ 0) , at least when G is a classical group of type GLn , SLn
or Sp2n (n ≥ 1) . In the simply-connected case (for p, q ≥ 1), this conjecture was stated in [8] in terms
of representation homology of Lie algebras, and some of its consequences and special cases were proved.
For the two-dimensional torus T2 = S1 × S1, we can reformulate it in the following explicit form (see
Section 7.1.1, Conjecture 2):
HR∗(T2, G)G ∼= [O(T × T )⊗ Λ∗k(h∗)]W ,
where h is the Lie algebra of T (i.e., a Cartan subalgebra of g) and h∗ is its linear dual. As for the Drinfeld
homomorphism, it would be interesting to find more examples of spaces, for which the map (1.17) is an
isomorphism, and/or give an abstract characterization of all such spaces.
In the last section of the paper, we give another interpretation of representation homology as the
Hochschild-Mitchell homology of a certain bifunctor on the category of finitely generated free groups G.
Such an interpretation is useful for several reasons. First, it allows us to define representation cohomology
in a natural way (by simply replacing the Hochschild-Mitchell homology with the Hochschild-Mitchell
cohomology of the same bifunctor). Second, it suggests that it is natural to extend the definition of
representation (co)homology by taking the Hochschild-Mitchell (co)homology of G with coefficients in
an arbitrary bifunctor D : i.e., HR(D) := HH(G, D). Third and most important, it exhibits a close
analogy with topological Hochschild homology, which is known to be isomorphic to the Hochschild-Mitchell
homology of the category Gab of finitely generated free abelian groups (see [77]). Motivated by this
analogy, we construct functorial trace maps
DTrGn (D) : H∗(Aut(Fn), Dn) → HR∗(D) , ∀n ≥ 1 ,
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relating homology of the automorphism groups of f.g. free groups with appropriate coefficients to represen-
tation homology. These maps are compatible with natural inclusions Aut(Fn) ↪→ Aut(Fn+1) and hence
have an stable limit as n→∞ . The corresponding stable map DTrG∞(D) : H∗(Aut∞, D∞) → HR∗(D)
can be viewed a non-abelian analogue of the classical Dennis trace relating topological Hochschild homol-
ogy to stable homology of general linear groups. We conjecture that the map DTrG∞(D) is actually an
isomorphism, whenever D is a polynomial bifunctor (cf. Conjecture 3). This is a non-abelian analogue
of a theorem of Scorichenko [87].
1.3. Appendices. The paper contains two appendices. In Appendix A, we describe an abstract monoidal
version of the classical Dold-Kan correspondence relating the category of (non-negatively graded) DG P-
algebras and the category of simplicial P-algebras for an arbitrary k-linear operad P. This version of the
Dold-Kan correspondence is needed for our proof of Comparison Theorem in Section 6. The main result
of Appendix A is Theorem A.1, which states that when k is a field of characteristic 0, there is a Quillen
equivalence between the category of (non-negatively graded) DG P-algebras and the category of simplicial
P-algebras. Various special cases of this theorem have appeared in the literature. First of all, when P is
the Lie operad, a slightly weaker version (namely, a Quillen equivalence between the category of positively
graded DG Lie algebras and reduced simplicial Lie algebras) was proved in [79, Part I, Theorem 4.6]. In
loc. cit. Quillen also outlines a proof for the commutative operad (which controls commutative unital k-
algebras) under the same reducedness assumptions. For general (nonreduced) commutative algebras, the
proof of the Dold-Kan correspondence is given in [91, Proposition A.1]. The case of the associative operad
is treated in greater generality (for any commutative ring k) in [86], where the DG associative algebras
and simplicial associative algebras are viewed as monoids in the (symmetric) monoidal model categories
of chain complexes and simplicial k-modules, respectively. In this case, the Dold-Kan correspondence
follows from an abstract comparison theorem between monoids in different (symmetric) monoidal model
categories. The arguments that establish each of these special cases seem to apply only to the case in
hand. To the best of our knowledge, a unified proof for any linear operad is missing in the literature.
Our Theorem A.1 fills in this gap. The key argument we use to prove Theorem A.1 is sketched in [32,
Remark 6.4.5] in the special case of the commutative operad. Theorem A.1 is crucial for the proof of
our Comparison Theorem (Theorem 1.3). While Quillen’s original result for reduced DG Lie algebras is
sufficient for this proof, the full strength of Theorem A.1 is needed to prove Proposition 6.5, which is an
interesting result on its own.
In our second appendix (Appendix B), we collect some technical facts about simplicial commutative
algebras. Most of these facts should be well known to experts and go back to the classical works of Andre´
[2] and Quillen [81]. However, the main results of this appendix – Proposition B.4 and Proposition B.5
– did not seem to appear in the literature in this form and generality. These propositions are needed
to prove Lemma 4.2, which we use in the proofs of our main theorems in Section 4 and Section 5 and
also for explicit computations in Section 7. While a weaker version of Lemma 4.2 (that can be proven
directly) suffices for the results in Section 4 and Section 5, the full strength of this Lemma is required for
computations in Section 7.
1.4. Outline of the paper. The paper is organized as follows. In Section 2, we introduce notation and
recall some basic facts about simplicial sets and spaces. In Section 3, we review Pirashvilli’s construction of
higher Hochschild homology. In Section 4, we define representation homology in two equivalent ways (via
the derived representation functor and the Pirashvilli-type construction) and prove some basic properties.
In Section 4, we establish the isomorphism between the representation homology of suspensions and
higher Hochschild homology. In Section 6, we prove our main Comparison Theorem for simply-connected
spaces and discuss its implications. In Section 7, we explicitly compute representation homology for
certain non-simply connected spaces. Finally, in Section 8, we identify representation homology in terms
of Hochschild-Mitchell homology and construct a non-abelian analogue of the Dennis trace map relating
representation homology to the stable homology of automorphism groups of finitely generated free groups.
Acknowledgements. We are very grateful to Ayelet Lindenstrauss and Birgit Richter for interesting
questions and suggestions. We also thank Jim Davis, Siddhartha Gadgil, Martin Kassabov, Mike Mandell
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2. Preliminaries
In this section, we introduce notation and recall some basic facts about simplicial sets. Standard
references for this material are [68], [41] and [94, Chapter 8].
2.1. Simplicial objects. Let ∆ denote the simplicial category. Recall that the objects of ∆ are the
finite ordered sets [n] := {0, 1, . . . , n}, n ≥ 0, and the morphisms are the (weakly) order preserving maps
[n]→ [m]. A simplicial object in a category C is a contravariant functor from ∆ to C : i.e., ∆op −→ C . The
simplicial objects in C form a category, with morphisms being the natural transformations of functors.
We denote this category by sC . If X ∈ Ob(sC ), we write Xn := X([n]).
The category ∆ is generated by two distinguished classes of morphisms {δi}n≥10≤i≤n and {σj}n≥00≤j≤n,
whose images under X ∈ sC are called the face and degeneracy maps of X, respectively. The map
δi : [n− 1] −→ [n] is the (unique) injection that does not contain “ i ” in its image; the corresponding face
map is denoted by di := X(δ
i) : Xn −→ Xn−1. Similarly, for n ≥ 0, the map σi : [n + 1] −→ [n] is the
(unique) surjection in ∆ that takes value “ i ” twice. The image of σi under X is the degeneracy map
si := X(σ
i) : Xn −→ Xn+1. The face and degeneracy maps of a simplicial object satisfy the following
simplicial relations :
didj = dj−1di if i < j
disj = sj−1di if i < j
disj = sjdi−1 if i > j + 1(2.1)
sisj = sj+1si if i ≤ j
disj = Id if i = j , j + 1 .
Thus, a simplicial object in sC is determined by a family X = {Xn}n≥0 of objects in C together with
morphisms di : Xn −→ Xn−1 and sj : Xn −→ Xn+1 satisfying the relations (2.1). The object X0 is usually
called the “set” of n-simplices of X, and the 0-simplices are usually called the vertices of X.
We let sSet denote the category of simplicial sets (i.e., simplicial objects in the category Set). A
simplicial set X is called reduced if it has a single vertex, i.e. X0 = {∗} . The full subcategory of sSet
consisting of reduced simplicial sets will be denoted sSet0. A simplicial set X is called pointed if there
are distinguished simplices xn ∈ Xn, one in each degree, such that xn = s0(xn−1) for all n ≥ 1. The
sequence (x0, x1, x2, . . .) ∈
∏
n≥0Xn is called a basepoint of X. The category of pointed simplicial sets
will be denoted sSet∗. Note that sSet0 can also be viewed as a full subcategory of sSet∗ as every reduced
simplcial set has a canonical (unique) basepoint.
Given X ∈ sSet, the set of nondegenerate n-simplices of X is defined to be
Xn := Xn \
n−1⋃
i=0
si(Xn−1) .
Every element of Xn can be uniquely expressed in terms of the nondegenerate elements of X (see [36,
Lemma 11] for a precise statement). In particular, a simplicial set can be defined by specifiying its non-
degenerate simplices together with the restriction of each face map to the set of nondegenerate simplices.
We give a few basic examples of simplicial sets that will be used in this paper.
2.1.1. Discrete simplicial objects. To any object A ∈ C one can associate a simplicial object A∗ ∈ sC ,
with An = A and di, sj being the identity map of A for all n, i, j. This gives a fully faithful embedding
C ↪→ sC . The objects of sC arising this way are called discrete simplicial objects.
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2.1.2. Geometric simplices. The n-dimensional geometric simplex is the topological space
∆n := {(x0, . . . , xn) ∈ Rn+1 |
n∑
i=0
xi = 1 , xi ≥ 0 } .
Let ei denote the vertex of ∆
n with i-th coordinate 1. For any morphism f : [m] −→ [n] in ∆, there is
a (unique) linear map Rm+1 −→ Rn+1 sending ei to ef(i), that restricts to a map of topological spaces
f∗ : ∆m −→ ∆n. The collection ∆∗ := {∆n}n≥0 forms a cosimplicial space, i.e., a (covariant) functor
∆ −→ Top, where Top denotes the category of (compactly generated weakly Hausdorff) topological spaces.
This functor is faithful: it gives a topological realization of the simplicial category, which was historically
the first definition of ∆.
2.1.3. Standard simplices. Let Y : ∆ ↪→ sSet denote the Yoneda embedding. The functor Y assigns to
[n] a simplicial set ∆[n]∗ called the standard n-simplex. Explicitly, ∆[n]∗ is given by
∆[n]k := Hom∆([k], [n]) ∼= {(n0, . . . , nk) | 0 ≤ n0 ≤ . . . ≤ nk ≤ n} ,
where a function f : [k] −→ [n] is identified with the sequence of its values (f(0), . . . , f(k)). Under this
identification, the nondegenerate simplices correspond to strictly increasing functions, and the face and
degeneracy maps in ∆[n]∗ are given by
di(n0, . . . , nk) = (n0, . . . , nˆi, . . . , nk) , sj(n0, . . . , nk) = (n0, . . . , nj , nj , . . . , nk) .
By Yoneda Lemma, for any simplicial set X, there is a natural bijection
HomsSet(∆[n]∗, X) ∼= Xn ,
which shows that ∆[n]∗ (co)represents the functor: sSet −→ Set , X 7→ Xn.
2.1.4. Simplicial spheres. The Yoneda functor Y : ∆ −→ sSet can be also regarded as a cosimplicial
object in the category of simplicial sets. In particular, for any n ≥ 1, there are n + 1 coface maps
di : ∆[n − 1]∗ −→ ∆[n]∗, 0 ≤ i ≤ n. Using these maps, we define the boundary of ∆[n]∗ to be the
simplicial subset
∂∆[n]∗ :=
⋃
0≤i≤n
di(∆[n− 1]∗) ⊂ ∆[n]∗ ,
The simplicial n-sphere is then defined to be the corresponding quotient set Sn∗ := ∆[n]∗/∂∆[n]∗. It
is easy to see that the only nondegenerate simplices in Sn∗ are in degree 0 and n, with S
n
0 = {∗} and
Snn = {S}, where S is the image of the map Id ∈ ∆[n]n in Snn. Note that di(S) = sn−10 (∗) for all i. Thus,
the simplicial structure of Sn∗ reflects the standard CW decomposition of the n-sphere Sn with one cell
in dimension 0 and one cell in dimension n.
The simplicial 1-sphere S1∗ is called the simplicial circle. By Example 2.1.3, we have ∆[1]k ∼=
{(0, . . . , 0︸ ︷︷ ︸
i
, 1, . . . , 1︸ ︷︷ ︸
k + 1− i
) | i = 0, 1, . . . , k+ 1} and ∂∆[0]k = {(0, . . . 0), (1, . . . , 1)}. Hence, S1∗ is given explicitly
by
S1k ∼= {(0, . . . , 0︸ ︷︷ ︸
i
, 1, . . . , 1︸ ︷︷ ︸
k + 1− i
) | i = 1, . . . , k + 1} ,
with (0, . . . , 0) corresponding to the basepoint ∗.
2.2. Geometric realization. There is an important functor | – | : sSet −→ Top assigning to each sim-
plicial set X a topological space |X| called the geometric realization of X. Explicitly, the space |X| is
defined by
|X| :=
⊔
n≥0
(Xn ×∆n)/ ∼ ,
where each set Xn is equipped with discrete topology and the equivalence relation is given by
(dix, p) ∼ (x, dip) for (x, p) ∈ Xn ×∆n−1
(sjx, p) ∼ (x, sjp) for (x, p) ∈ Xn−1 ×∆n .
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More formally (see, e.g., [82, Section 1.3]), the functor | – | : sSet −→ Top can be defined as the (left) Kan
extension | – | = LanY (∆∗) of the geometric simplex ∆∗ along the Yoneda embedding Y : ∆→ sSet. It
follows from this definition that |∆[n]∗| ∼= ∆n for all n ≥ 0, and in general, |X| ∼= colim ∆n, where the
colimit is taken over all morphisms of ∆[n]∗ −→ X , n ≥ 0.
2.3. Simplicial sets and spaces. The category sSet has a standard model structure, where the weak
equivalences are the morphisms inducing weak homotopy equivalences of the corresponding geometric
realizations. The cofibrations are levelwise injective maps and the fibrations are the Kan fibrations
(see [68, §7]). This structure gives a model structure on sSet0.
Let (X, ∗) be a pointed topological space. The (total) singular complex of X is a simplicial set S∗(X)
defined by Sn(X) := HomTop(∆
n, X). The Eilenberg subcomplex ES∗(X) of S∗(X) is
ESn(X) := {f : ∆n −→ X : f(vi) = ∗ for all vertices vi ∈ ∆n } .
If X is connected, the natural inclusion ES∗(X) ↪→ S∗(X) is a weak equivalence of simplicial sets.
Further, if we restrict ES to the category Top0,∗ of connected pointed spaces, we get the pair of adjoint
functors
| – | : sSet0  Top0,∗ : ES ,
which induce mutually inverse equivalences of the homotopy categoriess: Ho(sSet0) ' Ho(Top0,∗). This
equivalence justifies the following standard convention which we will follow throughout the paper.
Convention. We shall not notationally distinguish between a reduced simplicial set X and its geomet-
ric realization |X|. Nor shall we distinguish notationally between a topological space and a (reduced)
simplicial model of that space.
3. Higher Hochschild homology
Recall that for an arbitrary associative k-algebra A and an A-bimodule M , the classical Hochschild
chain complex C∗(A,M) is defined by Cn(A,M) := M ⊗A⊗n, n ≥ 0, with differential d : Cn(A,M) −→
Cn−1(A,M) given by the formula
d(a0 ⊗ . . .⊗ an) =
n−1∑
i=0
(−1)ia0 ⊗ . . .⊗ aiai+1 ⊗ ai+2 ⊗ . . .⊗ an + (−1)nana0 ⊗ a1 ⊗ . . .⊗ an−1 ,
where a0 ∈M and a1, a2, . . . , an ∈ A. The homology of C∗(A,M) is denoted HH∗(A,M) and called the
Hochschild homology of A with coefficients in M .
For commutative algebras, there is a remarkable generalization of the Hochschild complex, due to
Pirashvili [75], that depends on an arbitrary simplicial set X and specializes for X = S1∗ to the original
classical construction. In this section, we review the definition of Pirashvili’s complex and give two natural
interpretations of its homology groups in terms of Loday construction and functor tensor products. All
results in this section can be found in (or easily derived from) Pirashvili’s papers [75, 76].
3.1. The Pirashvili-Hochschild complex. Let F∗ denote the category of finite pointed sets with
objects [n] = {0, 1, . . . , n}, n ≥ 0, and morphisms f : [n] → [m] being arbitrary set maps such that
f(0) = 0. Let F : F∗ −→ Vectk be a covariant functor. We extend F to the category Set∗ of all pointed
sets in a natural way, using the left Kan extension along the inclusion F∗ ↪→ Set∗. We keep the notation
F for the extended functor: explicitly, F : Set∗ → Vectk is given by F (X) = colimF ([n]) , where the
colimit is taken over all pointed inclusions [n] ↪→ X.
Given a pointed simplicial setX ∈ sSet∗, we define a simplicial k-vector space F (X) as the composition
of functors
(3.1) F (X) : ∆op
X−→ Set∗ F−→ Vectk .
We denote the homotopy groups of F (X) by pi∗F (X) and recall that pi∗F (X) := H∗[N(F (X))], where N
is the Dold-Kan normalization functor (see Appendix A.1).
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Now, any commutative k-algebra A and an A-module M (viewed as a symmetric bimodule) give rise
to a functor F∗ −→ Vectk that assigns to the set [n] the vector space M ⊗ A⊗n and to a pointed map
f : [n]→ [m], the action of f on M ⊗A⊗n given by
f∗(a0 ⊗ a1 ⊗ . . .⊗ an) := b0 ⊗ b1 ⊗ . . . bm ,
where bj :=
∏
i∈f−1(j) ai for j = 0, 1, . . .m . Following [75], we denote this functor by L(A,M), and for
a pointed simplicial set X ∈ sSet∗, define
HH∗(X,A,M) := pi∗L(A,M)(X) .
Thus, HH∗(X,A,M) is the homology of the complex C∗(X,A,M) := N [L(A,M)(X)], which we call the
Pirashvili-Hochschild complex of A with coefficients in M associated to X.
Example 3.1. Let X = S1∗ be the simplicial circle. Recall that the set of n-simplices S1n can be
identified with the set of monotone sequences of 0’s and 1’s of length n + 1 modulo the identification
(0, 0, . . . , 0) ∼ (1, 1, . . . , 1) (see Section 2.1.4). For a nonzero sequence x ∈ S1n, let n(x) denote the position
of the first 1. The map x 7→ n(x) − 1 identifies S1n with [n]. Under this identification, the degeneracy
map si : [n] −→ [n+ 1] corresponds to the unique monotone injection skiping i+ 1 in its image and the
face map di : [n] −→ [n−1] is given by di(j) = j for j < i, di(i) = i for i < n, dn(n) = 0 and di(j) = j−1
for j > i. From this description of S1∗, it is easy to see that the Pirashvili complex C∗(S1, A,M) for
S1 is precisely the classical Hochschild complex C∗(A,M). Thus, HH∗(S1, A,M) = HH∗(A,M) for any
commutative algebra A and A-module M . In a similar way, one can exlicitly describe the Pirashvili
complex C∗(Sn, A,M) for the n-dimensional simplicial sphere Sn∗ . The corresponding homology groups
HH∗(Sn, A,M) are denoted HH[n]∗ (A,M) and called in [75] the Hochschild homology of (A,M) of order
n.
In the present paper, we will mostly deal with two cases: M = A and M = k, where in the last
case the module structure on k comes from an augmentation A → k. To simplify the notation we will
write HH∗(X,A) for HH∗(X,A,A) and regard X 7→ HH∗(X,A) as a functor on the category of (pointed)
simplicial sets assuming A to be fixed. We will refer to this functor as a higher Hochschild homology of
spaces.
3.2. Loday construction. We now give a useful interpretation of higher Hochschild homology that
exhibits the functor L as a special case of the Loday construction [62, 63]. The starting point is the simple
observation that the category Comm Algk of commutative algebras is a cocartesian monoidal category
tensored over the category Set. This means that Set acts on Comm Algk in the natural way, i.e., there is
a bifunctor
(3.2) Set× Comm Algk −→ Comm Algk , (S,A) 7→ S ⊗A ,
where S⊗A := ⊗s∈S A is defined to be the S-indexed coproduct of copies of A in the category Comm Algk.
Now, given a simplicial set X, we may consider the composition of functors
X ⊗A : ∆op X−→ Set –⊗A−−−→ Comm Algk → Vectk ,
which, abusing notation, we keep denoting X ⊗A .
Lemma 3.1. There is a natural isomorphism of functors X ⊗A ∼= L(A,A)(X) .
Proof. This is immediate from the following commuative diagram
∆op
X - Set
( –⊗A)- Vectk
Set∗
6
L(A,A)
-
X -
where the vertical arrow is the forgetful functor from sSet∗ to sSet. 
It follows from Lemma 3.1 that HH∗(X,A) ∼= pi∗(X ⊗A). As a consequence, we have
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Proposition 3.1. For any X ∈ sSet∗ and A ∈ Comm Algk, HH∗(X,A) has the structure of a graded
commutative k-algebra which is independent of the choice of a basepoint in X.
Proof. Indeed, by definition, X⊗A has the structure of a simplicial commutative k-algebra that depends
only on the underlying simplicial set of X. 
3.3. Hochschild homology as a derived functor. There is another, more conceptual way to define
higher Hochschild homology, using homological algebra of functor categories over PROPs. Recall that a
PROP is a permutative category (P,) whose set of objects is indexed by (or identified with) the natural
numbers N and whose monoidal structure  is given by addition in N (see [66]). A k-algebra over a
PROP P is a strict symmetric monoidal functor from P to the tensor category Vectk.
To define Hochschild homology we take P to be a category F of finite sets with monoidal structure
given by disjoint union. More precisely, we let F denote the full subcategory of Set whose objects are
the sets n := {1, 2, . . . , n} for n ≥ 0 (where, by convention, 0 = ∅) and morphisms are arbitrary set
maps. The monoidal structure on F is given by nm = n+m. It is well known and easy to prove (see,
e.g., [76, Section 2]) that the category of k-algebras over F is equivalent to the category Comm Algk, the
equivalence being given by the functor A 7→ [( – ⊗ A) : n 7→ A⊗n]. We will write A for the algebra over
F corresponding to the commutative algebra A ∈ Comm Algk.
Now, let F-Mod (resp., Mod-F) denote the category of all covariant (resp., contravariant) functors from F
to the category of vector spaces. The notation suggests that one should think of the objects of F-Mod and
Mod-F as left and right F-modules, respectively. These categories are both abelian with enough projective
and injective objects. Furthermore, they are related by a bifunctor
– ⊗F – : Mod-F× F-Mod −→ Vectk
that is right exact with respect to each argument, preserves sums and is left balanced (see, e.g., [75,
Sect. 1.5]). Explicitly, for a right F-module N and a left F-module M,
(3.3) N ⊗FM =
[⊕
n≥0
N (n)⊗kM(n)
]
/R ,
where R is the subspace spanned by the vectors of the form N (f)x⊗ y−x⊗M(f)y with x ∈ N (n) and
y ∈M(m) and f running over all maps in HomSet(m,n).
Next, we consider the functor
(3.4) h : F −→ Mod-F , n 7→ k[HomF(–, n)] ,
where k[S] denotes the vector space generated by a set S, and extend (3.4) to the category simplicial sets
in two steps. First, we define a functor Set→ Mod-F by taking the left Kan extension of (3.4) along the
natural inclusion F ↪→ Set, and then we extend this degreewise to simplicial sets. Abusing notation, we
will continue to denote the resulting functor by h : sSet −→ sMod-F. Composing h with the normalization
functor N : sMod-F→ Ch≥0(Mod-F) assigns to every simplicial set X a chain complex and hence an object
in the derived category D(Mod-F) that we denote by N(h(X)).
Now, recall that any commutative algebra A defines an algebra A over the PROP F that can be viewed
as an object in F-Mod. With this interpretation of A, we have the following result.
Theorem 3.1. For any X ∈ sSet and A ∈ Comm Algk, there is a natural isomorphism
HH∗(X,A) ∼= H∗[N(h(X))⊗LF A ]
Although Theorem 3.1 is not explicitly stated in [75], it can be deduced from results of this paper.
We do not give a proof of Theorem 3.1 here as in the next section, we prove the analogous theorem for
representation homology (see Theorem 4.2).
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4. Representation homology
In this section, we define representation homology of a (reduced) simplicial set in a way parallel to
Pirashvili’s construction of Hochschild homology. A new key ingredient is Kan’s construction [52] of
a simplicial group model of the loop space ΩX of a topological space X. We begin by reviewing this
classical construction (for details and proofs we refer to [68, Chapter VI] and [41, Chapter V]).
4.1. Kan’s loop group construction. Let sGr denote the category of simplicial groups. It has a
standard model structure, where the weak equivalences and fibrations of simplicial groups are the weak
equivalences and fibrations of the underlying simplicial sets. We note that, unlike sSet, the model
category sGr is fibrant: by a classical theorem of Moore, every simplicial group is a Kan complex (see
[68, Theorem 17.1]).
Definition 4.1. A simplicial group Γ = {Γn}n≥0 is called semi-free if there is a sequence of subsets
Bn ⊂ Γn , one in each degree, such that Γn is freely generated by Bn, and the set B =
⋃
n≥0 Bn is
closed under degeneracies of Γ, i.e., sj(Bn−1) ⊆ Bn for all 0 ≤ j ≤ n − 1 and n ≥ 1. The subset
Bn := Bn\
⋃n−1
i=0 si(Bn−1) is called the set of nondegenerate generators of Γ of degree n.
One can show that every element in Bn is nondegenerate (when considered as an element of the under-
lying simplicial set), and a semi-free simplicial group is determined by specifying the sets of nondegenerate
generators Bn and the face elements of these generators.
Semi-free simplicial groups are cofibrant objects in the model category sGr. The Kan loop group
construction provides an important class of semi-free simplicial groups that arise naturally from reduced
simplicial sets. To be precise, the Kan construction defines a pair of adjoint functors:
(4.1) G : sSet0  sGr : W
where G is called the Kan loop group functor (or cobar construction) and W is the classifying simplicial
complex (or bar construction). The functor G preserves weak equivalences and cofibrations, while W
preserves weak equivalences and fibrations (see [41, Proposition V.6.3]). Hence, (4.1) is a Quillen pair,
which is actually a Quillen equivalence: i.e., the functors G and W induce mutually inverse equivalences
between the homotopy categories of sSet0 and sGr (see [41, Corollary V.6.4]). Combining this with the
classical Quillen equivalence between topological spaces and simplicial sets (see Section 2.3):
Top0,∗
ES−−−→ sSet0 G−−→ sGr
we get an equivalence of the homotopy categories Ho(Top0,∗) ∼= Ho(sSet0) ∼= Ho(sGr) .
For further use, we recall the explicit construction of the functor G. Given a reduced simplicial set
X = {Xn}n≥0, the set of n-simplices of GX is defined by
GXn = 〈Xn+1〉/〈s0(x) = 1 , ∀x ∈ Xn〉 ∼= 〈Bn〉 ,
whereBn := Xn+1\s0(Xn) and the isomorphism is induced by the inclusionBn ↪→ Xn+1. The degeneracy
maps sGXj : GXn → GXn+1 are induced by the degeneracy maps sj+1 : Xn+1 → Xn+2 of the simplicial
set X, and the face maps dGXi : GXn → GXn−1 are given by
dGX0 (x) := (d1x) · (d0x)−1 and dGXi (x) := di+1(x) , ∀ i > 0 .
Conversely, given a simplicial group Γ = {Γn}n≥0, the simplicial set WΓ is defined by WΓ0 := {∗} and
WΓn := Γn−1 × Γn−2 × . . . × Γ0 for n ≥ 0. The degeneracy and face maps of WΓ are given explicitly
in [68, §21]. We note that when restricted to discrete simplicial groups, the functor W coincides with the
usual nerve construction, i.e., WΓ = BΓ for any discrete group Γ.
Proposition 4.1. The Kan loop group GX of any reduced simplicial set X is semi-free. More precisely,
for each n > 0, the composite map τ : Xn → 〈Xn〉  GXn−1 is injective when restricted to the subset
Xn ⊂ Xn, and the image τ(Xn) ⊂ GXn−1 forms the set of nondegenerate generators Bn−1 = τ(Xn) in
degree (n− 1) of the semi-free basis {Bn}n≥0 of GX.
14
The following fundamental theorem clarifies the meaning of the Kan loop group construction.
Theorem 4.1 (Kan). For any reduced simplicial set X, there is a weak homotopy equivalence
|GX| ' Ω|X| ,
where Ω|X| is the (Moore) based loop space of |X|.
A detailed proof of Theorem 4.1 can be found in [68] (see loc. cit., Theorem 26.6). Its significance
becomes clear from the following considerations. Given any path-connected CW complex Y one can
choose a pointed connected simplicial set X ′ such that |X ′| ' Y . If X is the path-connected component
of X ′ containing the basepoint, then X is a reduced simplicial set such that |X| ' |X ′| ' Y because Y
is connected. Hence, applying the Kan loop group construction to X, we get |GX| ' ΩY . Thus, GX is
a semi-free simplicial group model of the based loop space of Y . In this way, the based loop space of any
path-connected CW complex admits a simplicial group model.
4.2. Definition of representation homology. We now introduce several (equivalent) definitions of
the representation homology of a reduced simplicial set with coefficients in an algebraic group G. We
begin with the construction of derived representation schemes of simplicial groups, following the approach
of [6, 7] (see [93] for details).
4.2.1. Derived representation schemes of simplicial groups. Let G be an affine algebraic group scheme
over k. By definition, G is given by the representable functor from the category of commutative k-algebras
to the category of groups:
(4.2) G( – ) : Comm Algk −→ Gr , A 7→ G(A) .
The algebra O(G) that represents (4.2) is called the coordinate ring of G: it is a commutative Hopf
algebra with coproduct ∆ : O(G)→ O(G)⊗O(G), f 7→ f(1) ⊗ f(2) , corresponding to the multiplication
in G. The functor (4.2) has a left adjoint functor which we denote by
(4.3) ( – )G : Gr→ Comm Algk , Γ 7→ ΓG .
We call (4.3) the representation functor in G, and think of the commutative algebra ΓG assigned to
a discrete group Γ as the coordinate ring O[RepG(Γ)] of the affine scheme RepG(Γ) parametrizing the
representations of Γ in G.
It is easy to see that the algebra ΓG has the following explicit presentation
ΓG = Symk[ k[Γ]⊗k O(G) ]/〈〈R〉〉 ,
where the relations R are given by
γ ⊗ f1f2 − (γ ⊗ f1) · (γ ⊗ f2) , ∀ γ ∈ Γ , ∀ f1 , f2 ∈ O(G) ,
γ1γ2 ⊗ f − (γ1 ⊗ f(1)) · (γ2 ⊗ f(2)) , ∀ γ1 , γ2 ∈ Γ , ∀ f ∈ O(G) ,
γ ⊗ eG − 1 , eΓ ⊗ f − f(eG) · 1 , ∀ γ ∈ Γ , ∀ f ∈ O(G) .
Now, to construct the derived representation functor we embed the category of groups into the category
sGr of simplicial groups and extend the functor (4.3) to sGr in the natural way, assigning to a simplicial
group Γ∗ : ∆op → Gr the simplicial commutative algebra (Γ∗)G : ∆op → Gr→ Comm Algk . We will keep
the notation ( – )G for this extended representation functor:
(4.4) ( – )G : sGr→ sComm Algk .
Lemma 4.1. The functor (4.4) maps weak equivalences between cofibrant objects in sGr to weak equiv-
alences in sComm Algk, and hence has a total left derived functor
(4.5) L( – )G : Ho(sGr) −→ Ho(sComm Algk) .
15
Proof. Suppose that f : Γ → Γ′ is a weak equivalence between cofibrant simplicial groups. Since sGr
is a fibrant model category, Γ and Γ′ are both fibrant-cofibrant objects. By Whitehead’s Theorem,
the map f has then a homotopy inverse g : Γ′ → Γ, such that fg ∼ Id and gf ∼ Id . Now, any
homotopy between fibrant-cofibrant objects can be realized using a good cylinder object in sGr. Since
sGr is a simplicial model category, there is a natural choice of good cylinder objects for Γ and Γ′: namely,
ΓunionsqΓ→ Γ×∆[1]→ Γ , and similarly for Γ′ . For such cylinder objects, the simplicial homotopies (see [68,
Def. 5.1]) can be defined by explicit combinatorial relations which are obviously preserved by the functor
( – )G. Thus, we conclude that the morphism gG : Γ
′
G → ΓG is a homotopy inverse of fG : ΓG → Γ′G in
sComm Algk and hence fG and gG are mutually inverse isomorphisms in Ho(sComm Algk). The existence
of the derived functor (4.5) follows now from [26, Prop. 9.3]. 
Remark. Despite the fact that the representation functor (4.4) is a left adjoint functor, it is not left
Quillen. Indeed, by definition, any left Quillen functor preserves cofibrations; in particular, maps cofibrant
objects to cofibrant. To see that this is not the case for (4.4) take G = Gm, the multiplicative group, and
apply (4.4) to the free group on one generator Γ = F1, viewed as a discrete simplicial group in sGr. The
result is ΓG ∼= k[x, x−1], which is not a cofibrant simplicial algebra in sComm Algk. Thus, the simplicial
adjunction ( – )G : sGr  sComm Algk : G( – ) is not a Quillen pair, so the result of Lemma 4.1 is not
automatic.
For a fixed simplicial group Γ ∈ sGr, we define DRepG(Γ) := L(Γ)G and call DRepG(Γ) the derived
representation scheme of Γ in the algebraic group G. By definition, DRepG(Γ) is a simplicial commutative
algebra viewed as an object of Ho(sComm Algk). Following [6, 7], we refer to the corresponding homotopy
groups as the representation homology of Γ in G :
pi∗[DRepG(Γ)] := H∗(N [DRepG(Γ)])
It is easy to check that the functor (4.4) commutes with pi0, so that for any Γ ∈ sGr, there is a natural
isomorphism in Comm Algk:
(4.6) pi0[DRepG(Γ)]
∼= [pi0(Γ)]G
Hence, for an ordinary group Γ ∈ Gr (viewed as a discrete simplicial group), we have
pi0[DRepG(Γ)]
∼= ΓG = O[RepG(Γ)] .
This justifies our notation and terminology for DRepG(Γ). We record one useful property of the derived
representation functor that will play a role in computations in Section 7.
Lemma 4.2. The functor DRepG : Ho(sGr) −→ Ho(sComm Algk) preserves homotopy pushouts.
The proof of Lemma 4.2 requires some technical results about simplicial commutative algebras; we
therefore defer it to Appendix B (see Proposition B.5 and Corollary B.1).
4.2.2. Representation homology of spaces. We now define the representation homology of a (reduced)
simplicial set by mimicking Pirashvili’s definition of higher Hochshild homology. Our starting point is
the known fact (see, e.g., [76, Sect. 5]) that the category of commutative Hopf algebras over a field k is
equivalent to the category of k-algebras of the PROP of finitely generated free groups. To be precise, let
G denote the full subcategory of Gr whose objects the free groups based on the sets n = {1, 2, . . . , n} for
n ≥ 0. We denote such groups by 〈n〉 := F〈n〉 (where, by convention, 〈0〉 is the identity group) and write
k〈n〉 for the corresponding group algebras over k. The category G is a PROP, with monoidal product 
being the free product of groups, so that 〈n〉  〈m〉 = 〈n + m〉. A commutative Hopf algebra H over k
defines the (strong monoidal) covariant functor G → Vectk , 〈n〉 7→ H⊗n , which we denote by H. The
assignment H 7→ H gives an equivalence between the category of commutative Hopf algebras over k and
the category of k-algebras over the PROP G. Dually, the category of cocommutative Hopf algebras is
equivalent to the category k-algebras over the opposite PROP Gop.
Now, observe that for any commutative Hopf algebra H, the functor H : G → Vectk takes values
in the category of commutative algebras, i.e., it can be viewed as a functor H : G → Comm Algk . We
extend this last functor to the category FGr of all free groups by taking the left Kan extension along
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the inclusion G ↪→ FGr. To be precise, let FGr denote the category of based free groups whose objects
are pairs (Γ, S), where Γ = 〈S〉 is a free group with a specified generating set S, and morphisms are
arbitrary group homomorphisms Γ → Γ′ (not necessarily, preserving the generating sets). We have the
natural inclusion functor i : G ↪→ FGr that takes 〈n〉 to (〈n〉, n). The Kan extension of H along i then
defines a functor FGr→ Comm Algk that assigns to the free group 〈S〉 on a set S the commutative algebra
S ⊗H = ⊗s∈S Hs (cf. (3.2)). We continue to denote this functor by H.
Let X be a reduced simplicial set (or equivalently, a connected pointed CGWH topological space).
Recall that the Kan loop group construction gives a functor GX : ∆op → FGr that takes [n] ∈ ∆op to the
free group GXn = 〈Bn〉 based on the set Bn = Xn+1\ s0(Xn). Now, given a commutative Hopf algebra
H, we consider the composition of functors
∆op
GX−−−→ FGr H−−→ Comm Algk ,
which defines a simplicial commutative algebra H(GX).
Definition 4.2. The representation homology of X in H is defined by
(4.7) HR∗(X,H) := pi∗[H(GX)] = H∗[N(H(GX))] .
If G is an affine group scheme with coordinate ringH = O(G), we also write HR∗(X,G) for HR∗(X,H).
Clearly, a morphism f : X −→ Y of reduced simplicial sets induces a map of graded commutative algebras
HR∗(f,H) : HR∗(X,H) −→ HR∗(Y,H). Thus, representation homology defines a covariant functor
HR( – ,H) : sSet0 → GrComm Algk .
The following proposition justifies the above definition of representation homology.
Proposition 4.2. For any X ∈ sSet0, there is a natural isomorphism of graded commutative algebras
(4.8) HR∗(X,G) ∼= pi∗[DRepG(GX)] .
In particular, HR0(X,G) ∼= pi1(X)G , where pi1(X) is the fundamental group of X.
Proof. If H = O(G), we have natural isomorphisms H(〈S〉) ∼= ⊗s∈S O(G)s ∼= (〈S〉)G for any set S.
This implies that H(GX) ∼= (GX)G in sComm Algk. On the other hand, by Proposition 4.1, the simplicial
group GX is semi-free, and hence a cofibrant object in sGr. This implies that L(GX)G ∼= (GX)G in
Ho(sComm Algk). Thus, DRepG(GX) is represented by the simplical commutative algebra H(GX) , so
pi∗[DRepG(GX)] ∼= pi∗[H(GX)] . The isomorphism for HR0(X,G) is obtained by composing (4.8) with
(4.6) and the natural isomorphism of groups pi0(GX) ∼= pi1(X). 
Let Γ be a discrete group, and let X = BΓ be the classifying space (i.e., the simplicial nerve) of Γ. As
a simple application of Proposition 4.2, we get
Corollary 4.1. HR∗(BΓ, G) ∼= pi∗[DRepG(Γ)] . In particular, HR0(BΓ, G) ∼= ΓG .
Proof. The Kan adjunction (4.1) gives the canonical cofibrant resolution GWΓ ∼−→ Γ in sGr. Since Γ is
discrete, we have WΓ = BΓ, and the result follows from Proposition 4.2. 
Corollary 4.2. For any X,Y ∈ sSet0, there is a natural isomorphism
HR∗(X ∨ Y,G) ∼= HR∗(X,G)⊗HR∗(Y,G) .
Proof. Recall that the wedge sum is a (categorical) coproduct in sSet0. Since G is a left adjoint functor,
we have G(X ∨ Y ) ∼= GX ∗ GY . By Lemma 4.2, it follows that DRepG(GX ∗ GY ) ∼= DRepG(GX) ⊗
DRepG(GY ). The desired result is now immediate from Ku¨nneth’s Theorem and Proposition 4.2. 
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4.2.3. The fundamental spectral sequence. Now, we introduce the functor categories G-Mod and Mod-G,
whose objects are all covariant (resp., contravariant) functors from G to the category of vector spaces.
We regard these objects as left and right modules over G, respectively. Both categories are abelian with
sufficiently many projective and injective objects. There is a natural bifunctor
– ⊗G – : Mod-G×G-Mod −→ Vectk
which is right exact with respect to each argument, preserves sums and is left balanced in the sense of
[18]. Explicitly, this bifunctor can be defined by formula (3.3) with F replaced by G.
Since – ⊗G – is left balanced, the derived functors with respect to each argument are naturally
isomorphic, and we denote their common value by TorG∗ (–, –). Note that for any left G-module M, the
functor – ⊗GM : Mod-G −→ Vectk is left adjoint to the functor Hom(M, –) : Vectk −→ Mod-G, where
Hom(M, V ) is the right G-module 〈n〉 7→ Homk(M(〈n〉), V ) for any vector space V . Similarly, for any
right G-module N , the functor N ⊗G – is left adjoint to the functor Hom(N , –) : Vectk −→ G-Mod.
Hence, both functors –⊗GM and N ⊗G – commute with colimits.
To state our first theorem we need some notation. First, we recall that if Γ is any group, k[Γ] is a
cocommutative Hopf algebra: thus, k[Γ] defines a right G-module in Mod-G. Now, if X is a reduced
simplicial set, k[GX] defines a simplicial right G-module in sMod-G. Applying the normalization functor
N : sMod-G → Ch≥0(Mod-G) to this simplicial module, we get a chain complex of G-modules and hence
an object in the derived category D(Mod-G). Abusing notation, we will denote this object by N(k[GX]).
Theorem 4.2. For any X ∈ sSet0 and any commutative Hopf algebra H, there is a natural isomorphism
of graded commutative algebras
HR∗(X,H) ∼= H∗[N(k[GX])⊗LG H] .
To prove Theorem 4.2 we need a simple lemma. Recall that for n ≥ 0, we denote by k〈n〉 the group
algebra of the free group based on the set n = {1, 2, . . . , n}. Regarding it as a cocommutative Hopf
algebra, we get a right G-module which (to simplify the notation) we also denote by k〈n〉.
Lemma 4.3. For each n ≥ 0, the G-module k〈n〉 is a projective object in Mod-G.
Proof. For a fixed n ≥ 0, let hn := k[HomG( – , 〈n〉)] denote the standard right G-module associated
to the object 〈n〉 ∈ G. This is a projective object in Mod-G. Indeed, by Yoneda Lemma, there is a
natural isomorphism HomMod-G(h
n,N ) ∼= N (〈n〉) for any N ∈ Mod-G. The sequence of G-modules
0→ N ′ → N → N ′′ → 0 is exact in Mod-G if and only if the sequence of k-vector spaces 0→ N ′(〈n〉)→
N (〈n〉) → N ′′(〈n〉) → 0 is exact for all n ≥ 0. It follows that HomMod-G(hn, – ) : Mod-F → Vectk is an
exact functor, and hence hn is a projective object in Mod-G. On the other hand, for any m ≥ 0, we have
hn(〈m〉) = k[HomG(〈m〉, 〈n〉)] ∼= k[〈n〉×m] ∼= [k〈n〉]⊗m = k〈n〉(〈m〉) ,
which shows that k〈n〉 ∼= hn as right G-modules. This finishes the proof of the lemma. 
Proof of Theorem 4.2. By Lemma 4.3, for any n ≥ 0, k〈n〉 is a projective right G-module such that
k〈n〉⊗GH ∼= H(〈n〉). Since colimits of projective modules are flat and commute with left Kan extensions,
this implies that k〈S〉 is a flat right G-module and k〈S〉 ⊗G H ∼= H(〈S〉) for any set S. Extending
the last isomorphism levelwise to simplicial sets, we get an isomorphism of simplicial vector spaces
k[GX] ⊗G H ∼= H(GX). Further, since each k[GXn] is a flat right G-module, the normalized chain
complex N(k[GX]) is a complex of flat G-modules, hence we have a natural isomorphism in the derived
category D(Mod-G):
N(k[GX])⊗LG H ∼= N(k[GX])⊗G H ∼= N(H(GX)) .
At the homology level, this induces the desired isomorphism of Theorem 4.2. 
For our next theorem we recall that the singular chain complex C∗(ΩX; k) of the (Moore) loop space
ΩX of a pointed topological space X has a natural structure of a cocommutative DG Hopf algebra. The
coproduct on C∗(ΩX; k) is induced by the Alexander-Whitney diagonal, while the product comes from
the structure of a topological monoid on ΩX via the Eilenberg-Zilber map (see, e.g., [28, Section 26]).
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Thus, the homology H∗(ΩX; k) of ΩX is a graded cocommutative Hopf algebra called the Pontryagin
algebra of X.
Now, any graded cocommutative Hopf algebra H defines a graded right G-module H (i.e., a contravari-
ant functor from G to the category of graded vector spaces). For q ∈ Z, we let H q denote the graded
component of H of degree q; thus, H q : G
op → Vectk is a right G-module that assigns 〈n〉 7→ [H⊗n]q,
the q-th graded component of the graded vector space H⊗n. Note that the G-module H q depends on all
graded components of the Hopf algebra H, and not solely on Hq. With this notation, we can now state
our second theorem, which is an analogue of [75, Theorem 2.4] for representation homology.
Theorem 4.3. There is a natural first quadrant spectral sequence
(4.9) E2pq = Tor
G
p (H q(ΩX; k),H) =⇒
p
HRn(X,H)
converging to the representation homology of X.
Proof. Recall from the proof of Theorem 4.2 that N(k[〈X〉]) is a non-negatively graded chain complex of
flat right G-modules. Hence, for any left G-module H, there is a standard ‘Hypertor’ spectral sequence
(see, e.g., [94, Application 5.7.8]):
E2pq = Tor
G
p (Hq[N(k[GX])], H) =⇒
p
Hp+q [N(k[GX])⊗G H] .
By Theorem 4.2, the limit of this spectral sequence is isomorphic to HR∗(X,H). To prove the theorem
we need only to show that H∗[N(k[GX])] ∼= H ∗(ΩX; k) as graded right G-modules.
By Kan’s Theorem 4.1, |GX| is a topological group, which is weakly equivalent, as an H-space, to
the based loop space ΩX. This implies, in particular, that H∗[N(k[GX])] ∼= H∗(ΩX; k) as graded Hopf
algebras, and hence H ∗[N(k[GX])] ∼= H ∗(ΩX; k) as graded G-modules. Note that N(k[GX]) stands
here for the normalized chain complex of the simplicial Hopf algebra k[GX], while N(k[GX]) in the
above spectral sequence denotes the normalized chain complex of the simplicial G-module k[GX]. We
need to check that H∗[N(k[GX])] ∼= H ∗[N(k[GX])] as graded G-modules. Now, the simplicial G-module
k[GX] assigns to 〈m〉 ∈ G the simplicial vector space k[GX∗]⊗m = {k[GXn]⊗m}n≥0. By the Eilenberg-
Zilber Theorem, the normalized chain complex of this simplicial vector space is homotopy equivalent to
N(k[GX])⊗m, while, by Kunneth’s formula, the homology of N(k[GX])⊗m is naturally isomorphic to
H∗[N(k[GX])]⊗m. This shows that H∗(N(k[GX]))(〈m〉) ∼= H∗[N(k[GX])]⊗m for any m ≥ 0, completing
the proof of the theorem. 
Theorem 4.3 has several interesting implications. First, we consider one important special case when
the spectral sequence (4.9) collapses at E2-term.
Corollary 4.3. Let Γ be a discrete group. Then, for any affine algebraic group G, there is a natural
isomorphism
HR∗(BΓ, G) ∼= TorG∗ (k[Γ],O(G)) .
In particular, HR0(BΓ, G) ∼= k[Γ]⊗G O(G) .
Proof. The classifying space X = BΓ is an Eilenberg-MacLane space of type K(Γ, 1). Its loop space ΩX
is homotopy equivalent to Γ, where Γ is considered as a discrete topological space. Hence, Hq(ΩX; k) = 0
for all q > 0, while H0(ΩX; k) ∼= k[Γ] as a Hopf algebra. Thus, for X = BΓ, the spectral sequence (4.9)
collapses on the p-axis, giving the required isomorphism. 
Combining the isomorphisms of Corollary 4.1 and Corollary 4.3, we can express the representation ho-
mology of Γ (originally defined as a non-abelian derived functor) in terms of classical abelian homological
algebra:
pi∗[DRepG(Γ)] ∼= TorG∗ (k[Γ],O(G)) .
In degree 0, we have a natural isomorphism expressing the coordinate ring of the representation variety
RepG(Γ) as a functor tensor product:
O[RepG(Γ)] ∼= k[Γ]⊗G O(G) .
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This last isomorphism was found in [55], and it was one of the starting points for the present paper.
The result of Theorem 4.3 holds for any (not necessarily, monoidal) left G-module. In particular, if
we take a reductive affine algebraic group G and define a left G-module O(G)G ∈ G-Mod by the formula
〈n〉 7→ [O(G)⊗n]G = O(G× n. . . ×G)G , then, for any X ∈ sSet0, we obtain a homology spectral sequence
(4.10) E2pq = Tor
G
p (H q(ΩX; k), O(G)G) =⇒ HRn(X, G)G
converging to the G-invariant part of representation homology of X. The proof of Corollary 4.3 shows
that, for X = BΓ, the spectral sequence (4.10) collapses on the p-axis, giving an isomorphism
HR∗(BΓ, G)G ∼= TorG∗ (k[Γ],O(G)G) .
In degree 0, we therefore have O[RepG(Γ)]G ∼= k[Γ]⊗G O(G)G.
To state futher consequences of Theorem 4.3 we introduce some terminology. We will say that a map
f : X → Y of pointed topological spaces is a Pontryagin equivalence (over k) if it induces an isomorphism
H∗(ΩX; k) ∼= H∗(ΩY ; k) of Pontryagin algebras (or equivalently, a quasi-isomorphism C∗(ΩX; k) ∼→
C∗(ΩY ; k) of DG Hopf algebras). The next result is obtained by applying to (4.9) a standard comparison
theorem for homology spectral sequences (see [94, Theorem 5.1.12]).
Corollary 4.4. If f : X → Y is a Pontryagin equivalence, the induced map on representation homology
f∗ : HR∗(X,H) ∼→ HR∗(Y,H) is an isomorphism for any Hopf algebra H.
We remark that Corollary 4.4 does not say that an arbitrary isomorphism of Hopf algebras H∗(ΩX; k) ∼=
H∗(ΩY ; k) gives an isomorphism HR∗(X,H) ∼= HR∗(Y,H). (Indeed, an abstract isomorphism of Pon-
tryagin algebras need not even induce a map on representation homology.) Still, Corollary 4.3 shows
that if both X and Y are aspherical spaces, then any isomorphism of Pontryagin algebras induces an
isomorphism on representation homology.
Next, we recall that the singular chain complex C∗(X; k) of any space X is naturally a DG coalgebra
with comultiplication defined by the Alexander-Whitney diagonal. Moreover, if X is path-connected,
there is a quasi-isomorphism of DG coalgebras (see [29, Theorem 6.3])
C∗(X; k) ' B[C∗(ΩX; k)] ,
where B is the classical bar construction. Since B preserves quasi-isomorphisms, any Pontryagin equiv-
alence f : X −→ Y of path-connected spaces is necessarily a homology equivalence, i.e., it induces an
isomorphism on singular homology H∗(X; k)
∼→ H∗(Y ; k). The converse is not always true unless X and
Y are simply-connected. In the latter case, we have the following well-known result (cf. [79, Part I,
Prop. 1.1]).
Lemma 4.4. Let f : X → Y be a map of simply-connected pointed topological spaces. The following
conditions are equivalent:
(1) f is a rational homology equivalence: i.e. f∗ : H∗(X;Q)
∼→ H∗(Y ;Q);
(2) f is a rational Pontryagin equivalence: i.e. f∗ : H∗(ΩX;Q)
∼→ H∗(ΩY ;Q);
(3) f is a rational homotopy equivalence: i.e. f∗ : pi∗(X)⊗Z Q ∼→ pi∗(Y )⊗Z Q .
Proof. The equivalence (1) ⇔ (2) follows a classical theorem of Adams [1] that asserts that, for any
simply-connected space X, there is a quasi-isomorphism of DG algebras: C∗(ΩX; k) ' Ω[C∗(X; k)] ,
where Ω is the cobar construction.
To prove that (2) ⇔ (3) we first recall that, for any simply-connected X, the Q-vector space LX :=
pi∗(ΩX)Q ∼= pi∗+1(X)⊗Z Q carries a natural bracket (called the Whitehead product) making it a graded
Lie algebra5. Thus, a map f : X → Y is a rational homotopy equivalence if and only if it induces an
isomorphism of Lie algebras f∗ : LX → LY . Then, a classical theorem of Milnor and Moore (see [28, The-
orem 21.5]) implies that the Hurewicz homomorphism pi∗(ΩX) → H∗(ΩX;Q) induces an isomorphism
of graded Hopf algebras ULX
∼→ H∗(ΩX;Q) , where U(LX) is the universal enveloping algebra of LX .
This yields the equivalence (2)⇔ (3). 
5The Lie algebra LX is called the homotopy Lie algebra of X.
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We say that a map f : X → Y of simply-connected spaces is a rational homotopy equivalence if the
equivalent conditions of Lemma 4.4 hold.
Proposition 4.3. A rational homotopy equivalence induces an isomorphism on representation homology.
Thus, HR∗(X,H) depends only on the rational homotopy type of X.
Proof. By Lemma 4.4(2), a rational homotopy equivalence X → Y induces an isomorphism H∗(ΩX;Q) ∼→
H∗(ΩY ;Q). Since char(k) = 0, we have Q ⊆ k, and the Universal Coefficient Theorem implies that
H∗(ΩX; k) ∼= H∗(ΩY ; k). The claim then follows from Corollary 4.4. 
Next, we look at higher connected spaces. Recall that a space X is said to be n-connected if X is
path-connected and its first n homotopy groups vanish, i.e. pii(X) = 0 for 1 ≤ i ≤ n.
Proposition 4.4. Let X be an n-connected space for some n ≥ 1, and let H = O(G). Then
(4.11) HRq(X,H) =

k for q = 0
0 for 1 ≤ q < n
Hq+1(X; g
∗) for n ≤ q < 2n
where g := Lie(G) is the Lie algebra of G and g∗ is its k-linear dual.
Proof. If a space X is n-connected, its homotopy Lie algebra LX = pi∗(ΩX)Q ∼= pi∗+1(X)Q is n-reduced,
i.e. (LX)q = 0 for 0 ≤ q ≤ n − 1. Since H∗(ΩX;Q) ∼= ULX and Q ⊆ k, we have H0(ΩX; k) ∼= k ,
Hq(ΩX; k) = 0 for 1 ≤ q ≤ n− 1, and
Hq(ΩX; k) ∼= (LX)q ⊗Q k ∼= piq+1(X)k ∼= Hq+1(X; k) for n ≤ q ≤ 2n− 1 ,
where the last isomorphism is a consequence of the Rational Hurewicz Theorem (see, e.g., [59]).
Now, recall that for a fixed q ≥ 0, the right G-module H q(ΩX; k) is defined as the functor Gop →
Vectk, 〈m〉 7→ [H∗(ΩX; k)⊗m]q. It follows from this definition that
H q(ΩX; k) =

k for q = 0
0 for 1 ≤ q ≤ n− 1
lin∗k ⊗Hq+1(X; k) for n ≤ q ≤ 2n− 1
where link is the linearization functor:
(4.12) link : G→ Vectk , 〈m〉 7→ 〈m〉ab ⊗Z k = k⊕m ,
and lin∗k : G
op → Vectk denotes its composition with linear duality. Thus, for X n-connected, the
E2-terms of the spectral sequence (4.9) can be identified as
E200
∼= k , E2p,0 ∼= TorGp (k, H) for p > 0 ,
E2pq = 0 for 1 ≤ q ≤ n− 1 , p ≥ 0 ,(4.13)
E2pq
∼= TorGp (lin∗k, H)⊗Hq+1(X; k) for n ≤ q ≤ n− 1 , p ≥ 0 .
By Lemma 4.3, the right G-module k = k〈0〉 is projective. Hence, E2p,0 = 0 for p > 0. On the other
hand, by Proposition 6.4 (see Section 6.3 below), lin∗k ⊗GH ∼= g∗, while TorGp (lin∗k, H) = 0 for p > 0 .
Hence, for n ≤ q ≤ 2n− 1, we have
(4.14) E20,q = g
∗ ⊗Hq+1(X; k) ∼= Hq+1(X; g∗) , E2pq = 0 for p > 0 .
The vanishing of E2pq for all p > 0 in the range 0 ≤ q ≤ 2n − 1 shows that the spectral sequence (4.9)
collapses on the q-axis for these values of q. Thus, we have HRq(X,H) ∼= E20,q for 0 ≤ q ≤ 2n− 1 . By
(4.13) and (4.14), these are the desired isomorphisms (4.11). 
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Remark. For an arbitrary (pointed connected) topological space X, the 5-term exact sequence associated
to the spectral sequence (4.9) reads
HR2(X,H)→ TorG2 (k[pi1(X)], H)→ H 1(ΩX; k)⊗G H → HR1(X,H)→ TorG1 (k[pi1(X)], H)→ 0
If the fundamental group pi1(X) is free, then by Lemma 4.3, the corresponding right G-module is flat,
and hence in that case, we have an isomorphism
HR1(X,H) ∼= H 1(ΩX; k)⊗G H .
It would be interesting to give an explicit interpretation of HR1(X,H) for an arbitrary X similar to (4.11)
in the case of simply-connected spaces.
4.3. Realization of representation homology. In this section, we give another construction of rep-
resentation homology that does not use the Kan equivalence (4.1). Our starting point is a general
categorical principle which asserts that any left adjoint functor on the category of simplicial sets with
values in a (cocomplete) category C arises from a cosimplicial object in C . Specifically, a cosimplicial
object F : ∆→ C gives rise to the simplicial adjunction
– ⊗∆ F : sSet  C : HomC (F, – ) ,
where ( – ⊗∆ F ) denotes the left Kan extension of F along the Yoneda embedding Y : ∆ −→ sSet,
and HomC (F, – ) is the functor assigning to A ∈ Ob(C ) the simplicial set {HomC (F ([n]), A)}n≥0. This
gives an equivalence between the category C∆ of cosimplicial objects in C and the category of simplicial
adjunctions with values in C (see, e.g., [48, Prop. 3.1.5]).
The fundamental example is the cosimplicial space ∆∗ ∈ Top∆ defined by the geometric simplices
{∆n}n≥0. Under the above equivalence, it corresponds to the classical adjunction between simplicial sets
and topological spaces:
| – | : sSet  Top : HomTop(∆∗, – ) ,
where | – | = –⊗∆∆∗ is the geometric realization functor defined in Section 2.2. In general, it is therefore
natural to think of functors of the form ( – ⊗∆ F ) : sSet −→ C as realization functors of simplicial sets
in C .
Now, let us take an affine algebraic group G and consider its classifying space BG. This is naturally a
simplicial affine k-scheme, and its coordinate ring O(BG) : ∆ −→ Comm Algk is a cosimplicial commutative
k-algebra. The next proposition shows that the ‘realization’ functor corresponding to O(BG) is just the
classical representation functor ( – )G (see Section 4.2.1).
Proposition 4.5. For any X ∈ sSet0, there is a natural isomorphism of commutative algebras
X ⊗∆ O(BG) ∼= pi1(X)G = O[RepG(pi1(X))]
In particular, if Γ is a discrete group, then BΓ⊗∆ O(BG) ∼= ΓG .
Proof. For any A ∈ Comm Algk, we have canonical isomorphisms
HomComm Algk(X ⊗∆ O(BG), A) ∼= HomsSet(X,HomComm Algk(O(BG), A))
∼= HomsSet0(X,BG(A))
∼= HomsGr(GX,G(A))
∼= HomGr(pi1(X), G(A))
∼= HomComm Algk(pi1(X)G, A) .
Here, the third and fourth isomorphisms follow from the fact that G(A) is a discrete simplicial group,
so that BG(A) = WG(A) and HomsGr(GX,G(A)) = HomGr(pi0(GX), G(A)). The desired proposition
follows now from Yoneda Lemma. 
Proposition 4.5 suggests the possibility of defining representation homology of spaces in terms of the
(non-abelian) derived tensor product ⊗L∆ . We briefly outline this construction and refer the reader to
[93] for more details and proofs. We will need some technical results from abstract homotopy theory for
which we will refer to [46] and [82].
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From now on, we let C = sComm Algk denote the category of simplicial commutative k-algebras. This
is a simplicial model category, tensored and cotensored over sSet. Given two functors X : ∆op → sSet
and F : ∆→ C , we recall that the functor tensor product X ⊗∆ F is defined by the coequilizer (cf. [82,
(4.1.1)])
X ⊗∆ F := coeq
 ∐
f :[n]→[m]
X([m])⊗ F ([n])
f∗
⇒
f∗
∐
[n]∈∆
X([n])⊗ F ([n])
 .
The assignment (X,F ) 7→ X⊗∆ F defines a bifunctor ( – ⊗∆ – ) : sSet∆op ×C∆ → C , which we would
like to replace by a homotopy invariant derived functor. To this end, we equip the categories sSet∆
op
and C∆ with Reedy model structures, where the weak equivalences are given by the pointwise weak
equivalences of diagrams in the underlying model categories sSet and C . Relative to the Reedy product
model structure on sSet∆
op ×C∆ and the natural (simplicial) model structure on C , the functor tensor
product ( – ⊗∆ – ) then becomes a Quillen bifunctor (see [46, Theorem 19.7.2 and Corollary 19.7.4]).
This means, in particular, that ( – ⊗∆ – ) is a left Quillen functor with respect to each of its arguments,
provided the other argument is chosen to be a Reedy cofibrant object. Moreover, there is a well-defined
total left derived functor
–
L⊗
∆
– : Ho
(
sSet∆
op
)
× Ho(C∆)→ Ho(C ) .
Now, it is known (see [46, Corollary 15.8.8]) that the category sSet∆
op
is Reedy cofibrant, i.e. every
simplicial object in sSet is cofibrant with respect to the Reedy model structure on sSet∆
op
. Hence,
to compute the derived tensor product X ⊗L∆ F it suffices only to replace the diagram F by its Reedy
cofibrant model in C∆. If F : ∆→ C is a pointwise cofibrant diagram (with respect to the natural model
structure) in C , then F has a canonical Reedy cofibrant model in C∆ given by its bar construction (see
[82, Sec. 4.2]).
Theorem 4.4. For any X ∈ sSet0, there is a natural isomorphism in Ho(C ) :
(4.15) DRepG(GX) ∼= X
L⊗
∆
O(BG) .
Sketch of proof. The cosimplicial commutative algebra O(BG) ∈ C∆ is given (in cosimplicial degree m)
by the commutative algebra
O(BG)m = O(G)⊗(m+1)
This cosimplicial commutative algebra has a canonical resolution by a cosimplicial simplicial commutative
algebra, denoted O(WRG) ∈ C∆, which is given (in cosimplicial degree m) by the simplicial commutative
algebra
O(WRG)m = (O(G)⊗∆[m]) ⊗ (O(G)⊗∆[m− 1]) ⊗ . . . ⊗ (O(G)⊗∆[0])
We refer the reader to [93] for a precise definition of O(WRG). One can show that there is an isomorphism
of simplicial commutative algebras
(4.16) (G(X))G ∼= X ⊗∆ O(WRG) .
Although the cosimplicial simplicial commutative algebra O(WRG) ∈ C∆ is not Reedy cofibrant,
using (4.16), one can show that it is Reedy smooth in the sense of Appendix B, Definition B.3. Theorem
4.4 is therefore a consequence of Proposition B.4. 
Remark 1. Formula (4.15) may be thought of as an analogue of the Loday construction for higher
Hochschild homology (see Section 3.2). Indeed, the Loday construction can be interpreted as follows.
Given a commutative algebra A ∈ Ob(C ), consider the functor A : ∆ Y−→ sSet –⊗A−−−−→ C , defining a
cosimplicial object in C . Then, it follows from Lemma 3.1 that HH∗(X,A) ∼= pi∗[X
L⊗
∆
A] for any smooth
commutative algebra A. The results of the next section suggest that, for any space X, there is a homotopy
equivalence
Σ(X+)
L⊗
∆
O(BG) ' X L⊗
∆
O(G) .
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Remark 2. Instead of resolving O(BG) by a cosimplicial simplicial commutative algebra, one could
resolve it by a cosimplicial commutative DG algebra O(RBG) ∈ (DGCA+k )∆. The resulting tensor product
X ⊗∆ O(RBG) ∈ DGCA+k will then correspond to the derived representation scheme under the Quillen
equivalence Ho(sComm Algk) ' Ho(DGCA+k ) (see Theorem A.1).
As in the case of simplicial commutative algebras, it suffices to require the resolution O(RBG) to be
Reedy smooth in (DGCA+k )
∆, meaning that all the latching maps are required to be smooth extensions
of commutative DG algebras in an appropriate sense (see Definition B.3). The simplicial DG scheme
X corresponding to a Reedy smooth cosimplicial commutative DG algebra O(X) is called injective in
[54]. Thus, the proof of Theorem 4.4 shows that the homotopy type of the derived representation scheme
coincides with the homotopy type of the derived space RLoc(X) of local systems defined in [54].
5. Relation between representation homology and Hochschild homology
In Section 4.2.2, we defined representation homology by analogy with Hochschild homology, using
Kan’s simplicial loop group construction. In this section, we establish a direct relation between these two
homology theories using another classical construction in simplicial homotopy theory due to J. Milnor
[70].
5.1. Main theorems. We begin by recalling a standard simplicial model for a (reduced) suspension ΣX
of a space X. The suspension functor on pointed simplicial sets is defined by
Σ : sSet∗ −→ sSet0 , X 7→ C(X)/X ,
where C(X) ∈ sSet∗ is the reduced cone over X. For a pointed simplicial set X = {Xn}n≥0, the set of
n-simplices in C(X) is given by
C(X)n := {(x,m) : x ∈ Xn−m , 0 ≤ m ≤ n} ,
with all (∗,m) being identified to ∗. The face and degeneracy maps in C(X) are defined by
di : C(X)n −→ C(X)n−1 , (x,m) 7→
{
(x,m− 1) if 0 ≤ i < m
(dXi−m(x),m) if m ≤ i ≤ n
sj : C(X)n −→ C(X)n+1 , (x,m) 7→
{
(x,m+ 1) if 0 ≤ j < m
(sXj−m(x),m) if m ≤ j ≤ n
where d1(x, 1) = ∗ for all x ∈ X0.
The embedding X ↪→ C(X) is given by x 7→ (x, 0) , and ΣX is defined to be the corresponding
quotient set. Note that, unlike C(X), the simplicial set ΣX is reduced, since (x, 0) = ∗ in ΣX for all
x ∈ X (in particular, we have C(X)0 = {(x, 0) : x ∈ X0} ∼ {∗}). Now, for any pointed simplicial set
X, there is a homotopy equivalence |ΣX| ' Σ|X|, where Σ|X| is reduced suspension of the geometric
realization of X in the usual topological sense.
The next two theorems constitute the main result of this section.
Theorem 5.1. For any commutative Hopf algebra H and any pointed simplicial set X, there is a natural
isomorphism of graded commutative algebras
HR∗(ΣX,H) ∼= HH∗(X,H; k) .
To state the next theorem, we recall that there is a natural way to make an arbitrary simplicial set
pointed by adding to it a disjoint basepoint. To be precise, the forgetful functor sSet∗ −→ sSet has a left
adjoint ( – )+ : sSet→ sSet∗ obtained by extending to simplicial sets the obvious functor X 7→ X unionsq {∗}
on the category of sets. Explicitly, if {Xn}n≥0 is a simplicial set, then (X+)n = Xnunionsq{∗} for all n, and the
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face and degeneracy maps of X+ are the (unique) basepoint-preserving extensions of the corresponding
maps of X. Being a left adjoint, the functor ( – )+ commutes with colimits; in particular, we have
|X+| ∼= |X|+ ,
where |X|+ is the space obtained from |X| by adjoining a basepoint.
Theorem 5.2. For any commutative Hopf algebra H and any simplicial set X, there is an isomorphism
of graded commutative algebras
HR∗(Σ(X+),H) ∼= HH∗(X,H) .
The proofs of Theorem 5.1 and Theorem 5.2 are based on a classical simplicial group model of the
spaces ΩΣX, which we now briefly review.
5.2. Milnor’s FK-construction. For a pointed simplicial set K ∈ sSet∗, we define FK := GΣK.
Then, by Kan’s Theorem 4.1, there is a homotopy equivalence of spaces
|FK| ' ΩΣ|K| .
The following observation is due to J. Milnor [70] (see also [41, Theorem V.6.15]).
Lemma 5.1 (Milnor). For any K ∈ sSet∗, FK is a semi-free simplicial group generated by the simplicial
set K with basepoint identified with 1 , i.e.
FKn = (GΣK)n ∼= 〈Kn〉/〈sn0 (∗) = 1〉 ∼= 〈Kn\sn0 (∗)〉 .
The face and degeneracy maps are induced by the face and degeneracy maps of K.
Proof. By definition of the reduced suspension, we have (x, 0) = ∗ for all x ∈ K and s0(x,m) =
(x,m+ 1) for all m > 0. Hence, (ΣK)n+1/s0(ΣKn) = {(x, 1) |x ∈ Kn}, with (∗, 1) being the basepoint.
It follows that
(GΣK)n = 〈(ΣK)n+1/s0(ΣKn)〉 ∼= 〈Kn〉/(∗ = 1) .
To calculate the face and degeneracy maps, we recall from Section 4.1 that
dGΣK0 (x, 1) = d1(x, 1) d0(x, 1)
−1 = (d0x, 1) (x, 0)−1 = (d0x, 1) ,
and dGΣKi (x, 1) = di+1(x, 1) = (dix, 1) for i > 0. Similarly, s
GΣK
j (x, 1) = sj+1(x, 1) = (sjx, 1) for all
j ≥ 0. This proves the desired lemma. 
5.2.1. Proofs of Theorems 5.1 and Theorem 5.2. Recall that, for a commutative Hopf algebra H, we
denote by H the functor FGr −→ Comm Algk on the category of based free groups obtained from the
G-module 〈n〉 7→ H⊗n by taking its left Kan extension along the inclusion G ↪→ FGr (see Section 4.2.2).
Proposition 5.1. There is an isomorphism of functors from sSet to sComm Algk :
H ◦G ◦ Σ ◦ ( – )+ ∼= ( – ⊗H) ,
where H in the right-hand side is regarded as a commutative k-algebra.
Proof. By Lemma 5.1, for any simplicial set X = {Xn}n≥0, there are natural isomorphisms of groups
[GΣ(X+)]n ∼= 〈Xn〉 , n ≥ 0 , with structure maps on GΣ(X+) being compatible with those of X. By
applying the functor H, we thus get isomorphisms of simplicial commutative algebras
H([GΣ(X+)]∗) ∼= H[〈X∗〉] ∼= X∗ ⊗H ,
which are obviously functorial in X. This proves the proposition. 
Theorem 5.2 is an immediate consequence of the above proposition. To prove Theorem 5.1, we first
note that, although the unreduced cone on a space X coincides with the reduced cone on X+, the
corresponding suspensions differ. Instead, for any pointed space X, there is a homotopy equivalence
(see [68, p. 106])
(5.1) Σ(X+) ' ΣX ∨ S1 .
From this we can deduce the following
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Lemma 5.2. For a pointed topological space X, there is a natural isomorphism
HR∗(Σ(X+),H) ∼= HR∗(ΣX,H)⊗H.
Proof. Applying Corollary 4.2 to (5.1), we have HR∗(Σ(X+),H) ∼= HR∗(ΣX,H) ⊗ HR∗(S1,H). Now,
since S1 ∼= Σ(pt+), Theorem 5.2 implies HR∗(S1,H) ∼= HH∗(pt,H) ∼= H, where H is concentrated in
degree 0. It follows that HR∗(Σ(X+),H) ∼= HR∗(ΣX,H)⊗H as desired. 
Lemma 5.2 shows that HR∗(ΣX,H) ∼= HR∗(Σ(X+),H)⊗H k . Combining this last isomorphism with
that of Theorem 5.2, we now conclude
HR∗(ΣX,H) ∼= HR∗(Σ(X+),H)⊗H k ∼= HH∗(X,H)⊗H k ∼= HH∗(X,H; k) .
This proves Theorem 5.1.
5.3. Examples. We conclude this section with a few simple examples illustrating the use of Theorems 5.1
and 5.2. More examples will be given in the next two sections. In what follows, G denotes an arbitrary
affine algebraic group and g = Lie(G) stands for its Lie algebra.
5.3.1. Spheres. The representation homology of the circle S1 is given by HR0(S1, G) ∼= O(G) and HRi(S1, G) =
0 for i > 0. This follows, for example, from Lemma 4.3 and Corollary 4.3 (since S1 ∼= BZ ). Now, for
higher dimensional spheres, we have
Proposition 5.2. HR∗(Sn, G) ∼= Symk(g∗[n− 1]) for all n ≥ 2.
Proof. Note that Sn ' ΣSn−1 for all n ≥ 2. By Theorem 5.1, we conclude
HR∗(Sn, G) ∼= HH∗(Sn−1,O(G); k) ∼= SymO(G)(Ω1(G)[n− 1])⊗O(G) k ∼= Symk(g∗[n− 1]) ,
where the second isomorphism follows from [75, Section 5.5]. 
5.3.2. Suspensions. We now generalize the previous example to arbitrary suspensions.
Proposition 5.3. Let ΣX be the suspension of a pointed connected space X of finite type. Then
HR∗(ΣX,G) ∼= Symk H∗(X; g∗) ,
where H∗(X; g∗) stands for the reduced (singular) homology of X with constant coefficients in g∗.
Consequently, by induction,
HR∗(ΣnX,G) ∼= Symk
(
H∗(X; g∗)[n− 1]
)
, ∀n ≥ 1 .
Proof. It is known (see [28, Theorem 24.5]) that ΣX is rationally homotopy equivalent to a bouquet of
spheres: ΣX 'Q
∨
i∈I Sni , where each Sni have dimension ni ≥ 2. By Proposition 4.3, it thus suffices to
compute HR∗(S,G) for S :=
∨
i∈I Sni . Note that the reduced homology H∗(S; k) of S is isomorphic to
⊕i∈I k · vi with trivial coproduct, where vi is a basis element of homological degree deg(vi) = ni. Now,
by Corollary 4.2 and Proposition 5.2, we have
HR∗(ΣX,G) ∼= HR∗(S,G) ∼=
⊗
i∈I
HR∗(Sni , G) ∼=
⊗
i∈I
Symk(g
∗[ni − 1])
∼= Symk
(⊕
i∈I
g∗[ni − 1]
)
∼= Symk
(⊕
n≥2
g∗ ⊗Hn(ΣX; k)[n− 1]
)
∼= Symk
(⊕
n≥1
g∗ ⊗Hn(X; k)[n]
)
∼= Symk
[
g∗ ⊗H∗(X; k)
] ∼= Symk H∗(X; g∗) ,
where the last isomorphism is a consequence of the Universal Coefficient Theorem. 
Remark. Proposition 5.3 actually holds at the chain level: namely, the derived representation schemes
of the suspensions ΣX of connected spaces are formal, i.e. DG algebra models representing these derived
schemes are quasi-isomorphic to their homology.
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As a consequence of Theorem 5.2, Lemma 5.2 and Proposition 5.3, we have the following general
formula for the higher Hochschild homology with coefficients in commutative Hopf algebras.
Proposition 5.4. For any pointed connected topological space X of finite type,
(5.2) HH∗(X,O(G)) ∼= SymO(G)
[
H∗(X; k)⊗ Ω1(G)
]
.
We remark that the isomorphism (5.2) is a refinement of Pirashvili’s generalization of the classical HKR
Theorem which (in our notation) asserts that HH∗(X,A) ∼= H∗(X; k)⊗FA for any smooth commutative
algebra A (cf. [75, Theorem 4.6]). Since both sides of (5.2) make sense with O(G) replaced by any
smooth commutative algebra A, it is natural ask when
(5.3) HH∗(X,A) ∼= SymA
[
H∗(X; k)⊗ Ω1(A)
]
for any connected space X ?
Note that, by Proposition 5.4, (5.3) holds for any polynomial algebra A = k[x1, . . . , xn], n ≥ 1.
Remark. In recent years, there have been a number of interesting topological generalizations of higher
Hochschild homology, such as factorization homology (see, e.g., [3, 38, 39]) and higher topological
Hochschild homology (see [14]). It seems natural to expect that representation homology admits sim-
ilar topological refinements, and the relation between higher Hochschild homology and representation
homology established in this section extends to this more general framework.
6. Representation homology of simply-connected spaces
If X is a simply-connected topoloical space of finite type, the rational homotopy type can be described
by a differential graded Lie algebra LX called a Lie model of X. In this section, we address the natural
question: What is the relation between the representation homology of X and that of the Lie model
LX? Our main theorem, which we call Comparison Theorem, asserts that the two homology theories are
isomorphic.
6.1. Representation homology of Lie algebras. We begin by reviewing the definition of derived
representation schemes of Lie algebras and associated character maps, which we call the Drinfeld traces.
For details and proofs, we refer the reader to [8].
6.1.1. Representation functor. Let g be a fixed finite-dimensional Lie algebra over k. Given an (arbitrary)
Lie algebra a ∈ Lie Algk, we are interested in classifying the representations of a in g. The corresponding
moduli scheme Repg(a) is defined by its functor of points:
Repg(a) : Comm Algk → Sets , A 7→ HomLie(a, g(A))
assigning to a commutative k-algebra A the set of families of representations of a in g parametrized by
the k-scheme Spec(A). The functor Repg(a) is represented by a commutative algebra ag, which has the
following canonical presentation (cf. [8, Prop. 6.1]):
(6.1) ag =
Symk(a⊗ g∗)
〈〈 (x⊗ ξ∗1) · (y ⊗ ξ∗2)− (y ⊗ ξ∗1) · (x⊗ ξ∗2)− [x, y]⊗ ξ∗ 〉〉
,
where g∗ is the vector space dual to g and ξ∗ 7→ ξ∗1 ∧ ξ∗2 is the linear map g∗ → ∧2g∗ dual to the Lie
bracket on g. The universal representation %g : a→ g(ag) is given by the natural map
(6.2) a→ a⊗ g∗ ⊗ g ↪→ Symk(a⊗ g∗)⊗ g  ag ⊗ g = g(ag) , x 7→
∑
i
[x⊗ ξ∗i ]⊗ ξi ,
where {ξi} and {ξ∗i } are dual bases in g and g∗. The algebra ag has a canonical augmentation ε : ag → k
induced by the zero map a⊗ g∗ → 0 . Thus the assignment a 7→ ag defines a functor with values in the
category of augmented commutative algebras:
(6.3) ( – )g : Lie Algk → Comm Algk/k .
We call (6.3) the representation functor in g. Geometrically, one can think of (ag, ε) as a coordinate
ring k[Repg(a)] of the based affine scheme Repg(a), with the basepoint corresponding to the trivial
representation.
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Next, let G be an affine algebraic group over k associated with the Lie algebra g. Observe that for
any a ∈ Lie Algk, G acts naturally on ag by automorphisms: this action is functorial in a. We write
( – )Gg : Lie Algk → Comm Algk/k for the subfunctor of ( – )g defined by taking the G-invariants:
aGg := {x ∈ ag : g(x) = x , ∀ g ∈ G} .
The algebra aGg represents the affine quotient scheme Repg(a)//G parametrizing the closed orbits of G
in Repg(a) .
6.1.2. Derived functors. The functor (6.3) can be extended to the category of DG Lie algebras
(6.4) ( – )g : DGLAk → DGCAk/k , a 7→ ag .
It is shown in [8] that, for a fixed a ∈ DGLAk, the corresponding commutative DG algebra ag represents
an affine DG scheme parametrizing the DG Lie representations of a in g. Now, although the functor
(6.4) is not homotopy invariant (it does not preserve quasi-isomorphisms and hence does not descend
to Ho(DGLAk)), it is a left Quillen functor and hence has a well-behaved left derived functor (see [8,
Theorem 6.4])
L( – )g : Ho(DGLAk) −→ Ho(DGCAk/k) .
For a fixed DG Lie algebra a ∈ DGLAk, we then define DRepg(a) := L(a)g .
In a similar fashion, we construct the derived functor of the invariant functor ( – )Gg :
L( – )Gg : Ho(DGLAk) −→ Ho(DGCAk/k) ,
and define DRepg(a)
G := L(a)Gg . Note that, abusing notation, we write DRepg(a) and DRepg(a)
G for
the commutative DG algebras in Ho(DGCAk/k) instead of the eponymous derived schemes. To compute
L( – )g and L( – )
G
g we use the cofibrant resolutions in DGLAk, which, in practice, are given by semi-free
DG Lie algebras. Thus, we have isomorphisms
DRepg(a)
∼= (Qa)g , DRepg(a)G ∼= (Qa)G ,
where Qa is a(ny) cofibrant resolution of a in DGLAk.
Finally, for any DG Lie algebra a, we define the representation homology of a in g by
HR∗(a, g) := H∗[DRepg(a)] .
This is a graded commutative k-algebra, which depends on a and g (but not on the choice of resolution
of a). If a ∈ Lie Algk is an ordinary Lie algebra, then there is an isomorphism of commutative algebras
H0(a, g) ∼= ag which justifies the name ‘derived representation scheme’ for DRepg(a). In addition, if G is
reductive, we have
HR∗[DRepg(a)
G] ∼= HR∗(a, g)G.
Thus, the homology of DRepg(a)
G can be viewed as the invariant part of the representation homology of
a.
6.1.3. Drinfeld traces. Our next goal is to describe certain natural maps with values in representation
homology. These maps can be viewed as (derived) characters of finite-dimensional Lie representations.
From now on, we assume that g is a reductive Lie algebra over k. We let I(g) := Sym(g∗)G denote
the space of invariant polynomials on g, and for each d ≥ 0, we write Id(g) ⊂ I(g) for the subspace of
homogeneous polynomials of degree d.
Consider the symmetric ad-invariant k-multilinear forms on a of degree d ≥ 1. Every such form is
induced from the universal one: a × a × . . . × a → λ(d)(a) , which takes its values in the space λ(d)(a)
of coinvariants of the adjoint representation of a in Symd(a) . The assignment a 7→ λ(d)(a) defines a
(non-additive) functor on the category of Lie algebras that extends in a natural way to the category of
DG Lie algebras:
(6.5) λ(d) : DGLAk −→ Comk , a 7→ Symd(a)/[a,Symd(a)] .
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It can be shown (see [8, Thm. 7.1]) that the functor λ(d) has a (left) derived functor
(6.6) Lλ(d) : Ho(DGLAk)→ D(k) ,
which takes its values in the derived category D(k) of k-complexes. We write HC(d)∗ (a) for the homology
of Lλ(d)(a) and call it the Lie-Hodge homology of a. This terminology is justified by the fact that there
is a natural direct sum decomposition (see [8, Sec. 7.2] and [12, Sec. 1])
(6.7) HC∗(Ua) ∼=
∞⊕
d=1
HC(d)∗ (a) ,
that is a Koszul dual of the classical Hodge decomposition of cyclic homology of commutative algebras.
Now, observe that, for any commutative algebra B, there is a natural symmetric invariant d-linear
form a(B)× a(B)× . . .× a(B)→ λ(d)(a)⊗B on the current Lie algebra a(B). Hence, by the universal
property of λ(d), we have a canonical map
(6.8) λ(d)[a(B)] −→ λ(d)(a)⊗B .
Applying λ(d) to the universal representation (6.2) and composing with (6.8), we define
(6.9) λ(d)(a) - λ(d)[g(ag)] - λ(d)(g)⊗ ag .
On the other hand, for the Lie algebra g, we have a canonical (nondegenerate) pairing
(6.10) Id(g)× λ(d)(g)→ k
induced by the linear pairing between g∗ and g. Replacing the Lie algebra a in (6.9) by its cofibrant
resolution L ∼ a and using (6.10), we define the morphism of complexes
(6.11) Id(g)⊗ λ(d)(L) (6.9)- Id(g)⊗ λ(d)(g)⊗ Lg (6.10)- Lg .
For a fixed polynomial P ∈ Id(g), this morphism induces a map on homology Trg(a) : HC(d)∗ (a) −→
HR∗(a, g) , which we call the Drinfeld trace associated6 to P . It is easy to check that the image of (6.11)
is contained in the invariant subalgebra LGg of Lg, hence the Drinfeld trace is actually a map
(6.12) Trg(a) : HC
(d)
∗ (a) −→ HR∗(a, g)G .
6.2. Comparison Theorem. In this section for simplicity, we assume that k = Q to use directly results
from Quillen’s rational homotopy paper [79]. However, as explained in Remark 6.3.6, the results of this
section extend to an arbitrary field of characteristic 0 by a universal coefficient argument.
6.2.1. Let X be a 1-connected topological space of finite rational type. Recall (cf. [28]) that one can
associate to X a commutative cochain DG algebra AX , called a Sullivan model of X, and a connected
(chain) DG Lie algebra LX , called a Quillen model of X. Each of these algebras is uniquely determined
up to homotopy and each encodes the rational homotopy type of X. The relation between them is given
by a DG algebra quasi-isomorphism
(6.13) C∗(LX ;Q) ∼→ AX ,
where C∗(LX ;Q) is the Chevalley-Eilenberg cochain complex of LX . The homology of LX is the ho-
motopy Lie algebra LX = pi∗(ΩX)Q, while the cohomology of AX is the rational cohomology algebra
H∗(X;Q) of X. Among Quillen models of X, there is a minimal one given by a semi-free DG Lie algebra
(LX(V ), d) generated by a graded Q-vector space V with differential d satisfying d(V ) ⊂ [L(V ), L(V )] .
Such a minimal model is determined uniquely up to (noncanonical) isomorphism. In particular, V ∼=
H∗(X;Q)[−1] (see [28], p. 326).
Now, given an algebraic group G, one can associate to a 1-connected space X two representation
homologies: the representation homology HR∗(X,G) of X with coefficients in G (in sense of Section 4.2)
and the representation homology HR∗(LX , g) of a Lie model LX of X with coefficients in the Lie algebra
6The map Trg(a) does depend on the choice of P but we suppress this in our notation.
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of G (in sense of Section 6.1). The following theorem, which is one of the main results of the paper, shows
that the two constructions agree.
Theorem 6.1. For any affine algebraic group G with Lie algebra g, there is an isomorphism of graded
commutative Q-algebras
HR∗(X,G) ∼= HR∗(LX , g).
Theorem 6.1 can be restated in terms of the Sullivan model of X. Recall that for any commutative
(DG) algebra A, the tensor product g(A) := g ⊗ A has a natural DG Lie algebra structure with Lie
bracket defined by [ξ ⊗ a , η ⊗ b] = [ξ , η] ⊗ ab. In particular, if X is a pointed 1-connected topological
space of finite rational type, its Sullivan model AX is an augmented commutative DG algebra, and we
can consider the DG Lie algebras g(AX) and g(A¯X) both of which are cohomologically graded. We
write H−∗(g(A¯X);Q) and H−∗(g(AX), g;Q) for the classical (absolute and relative) Chevalley-Eilenberg
cohomologies of the Lie algebras g(A¯X) and g(AX) equipped with homological grading. The following is
a consequence of Theorem 6.1 and one of the main results of [8] (see loc. cit., Theorem 6.5).
Theorem 6.2. For any affine algebraic group G with Lie algebra g, there is an isomorphism of graded
commutative algebras,
(6.14) HR∗(X,G) ∼= H−∗(g(A¯X);Q) .
Moreover, if G is reductive, there is an isomorphism of graded commutative algebras
HR∗(X,G)G ∼= H−∗(g(AX), g;Q) .
Proof. Since the Sullivan model of X is uniquely determined up-to homotopy, it suffices to prove the
desired theorem for a particular choice of Sullivan model of X. Let LX := (LX(V ), d) be the minimal
Quillen model of X. Then, LX is connected, i.e, concentrated in positive homological degree and finite
dimensional in each homological degree. Hence, C := C∗(LX ;Q) is 2-connected (i.e, its coaugmentation
coideal is concentrated in degrees ≥ 2) and finite dimensional in each homological degree. The graded
Q-linear dual of C is AX := C∗(LX ;Q), which is a Sullivan model of X. Moreover, C is Koszul dual
to LX7. It follows from Theorem 6.1 and [8, Theorem 6.5 (b)] (also see loc. cit., Theorem 6.3 and the
subsequent remark) that
HR∗(X,G) ∼= HR∗(LX , g) ∼= H−∗(g(A¯X);Q) .
If, moreover, G is reductive, we have
HR∗(X,G)G ∼= H−∗(g(A¯X);Q)G ∼= H−∗(g(A¯X);Q)ad g = H−∗(g(AX), g;Q) .
The first isomorphism above follows from the fact that all (quasi-)isomorphisms in the proof of The-
orem 6.1 are G-equivariant. Indeed, every G-action involved is induced by the G-action on the left
G-module O(G) coming from the conjugation action of G on itself. This finishes the proof of the theo-
rem. 
Before proving Theorem 6.1, we record one useful consequence that gives an explicit DG algebra model
for the representation homology of X in terms of the minimal Quillen model of X.
Corollary 6.1. Let (LX(V ), d) be the minimal Quillen model of X. Then, (LX)g is a canonical DG
Q-algebra whose homology is isomorphic to HR∗(X,G). Thus, as graded algebras,
HR∗(X,G) ∼= H∗[Symk(g∗ ⊗ V ), ∂] ,
where the differential ∂ is given on generators by
∂(ξ∗ ⊗ v) = 〈ξ∗, %(dv)〉 , ∀ ξ ∈ g∗, v ∈ V ,
where % : LX(V ) −→ Sym(g∗ ⊗ V )⊗ g is the universal representation (6.2).
7It is well known that if char(k) = 0, there is a Quillen equivalence Ωcomm : DGCCQ/Q  DGLAQ : C∗( – ;Q) between the
category of DGCCk/k of (coaugmented, conilpotent) DG Lie coalgebras and the category DGLAk of DG Lie algebras (see [45,
Theorem 3.1 and 3.2]). Thus, there is a quasi-isomorphism of DG Lie algebras Ωcomm(C)
∼−→ LX , which shows that C is
Koszul dual to LX .
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Proof. Since LX is a semi-free (hence, cofibrant) DG Lie algebra, HR∗(LX , g) ∼= H∗[(LX)g]. The first
assertion is then immediate from Theorem 6.1. The algebra isomorphism (LX)g ∼= Symk(g∗⊗V ) follows
easily from formula (6.1). The formula for the differential ∂ can follows easily from the fact that the
universal representation ρ : LX −→ (LX)g ⊗ g is a differential graded Lie algebra homomorphism. 
Example 1. Recall (see Example 5, [28, Ch. 24]) that the minimal Lie model for the complex projective
space CPr, r ≥ 2 is given by the free Lie algebra Lr := L(v1, v2, . . . , vr) generated by v1, . . . , vr, where
the degree of vi is 2i− 1, and the differential is defined on generators by dv1 = 0, dvi = 12
∑
j+k=i[vj , vk]
for all i ≥ 2. By Corollary 6.1, we have
HR∗(CPr, G) ∼= H∗[(Lr)g] ∼= H∗
[
Sym
( r⊕
i=1
g∗ · vi
)
, ∂
]
,
where g∗ · vi denotes a copy of g∗ in degree 2i− 1 indexed by vi and where the differential d is given on
generators by
∂(ξ∗ · vi) =
∑
j+k=i
(ξ∗1 · vj)(ξ∗2 · vk) .
Here, the cobracket on g∗ is given by ξ∗ 7→ ξ∗1 ∧ ξ∗2 in Sweedler notation.
Example 2. As another application of Corollary 6.1, we can easily recover the result of Proposition 4.4.
Indeed, let X be an n-connected space for some n ≥ 1. Consider the minimal Quillen model LX(V )
of X. Then Vi ∼= Hi+1(X;Q) for all i ≥ 0. By the Rational Hurewicz Theorem, Hi(X,Q) ∼= pii(X)Q
for all 1 ≤ i ≤ 2n. Hence, Vi = 0 for i ≤ n − 1. Then the (nonzero) elements of [V, V ] must have
homological degree ≥ 2n, and therefore, by minimality of LX , d(Vi) = 0 for n ≤ i ≤ 2n. The differential
∂ on (LX)g = Sym(g∗ ⊗ V ) then vanishes on chains of degree ≤ 2n, and the isomorphisms (4.11) are
immediate from Corollary 6.1.
6.3. Proof of Comparison Theorem.
6.3.1. Outline of the proof. The proof of Theorem 6.1 is based on several technical results. As observed
in Section 6.3.4, HR∗(LX , g) ∼= H∗[N(Lg)] for any semi-free simplicial Lie model L of X. Now, Lg =
R⊗GO(G), where R is the simplicial right G-module associated with the simplicial cocommutative Hopf
algebra R := UL.
Our first step is to prove Theorem 6.3, which states that HR∗(X,G) is isomorphic to the homology
of the derived tensor product N(R) ⊗LG O(G). Recall that Quillen’s rational homotopy theory gives a
zig-zag of maps
QGX - Q̂GX g- R̂ ff R ,
where (̂ – ) stands for completion with respect to the canonical augmentation. Here, the map g (which is
by no means unique) is a weak equivalence in the model category of simplicial complete cocommutative
Hopf algebras (sCHA’s). The first and third arrows in the above zig-zag induce isomorphisms on all
homotopy groups (see [79, Sec.3, Part I]). In Section 6.3.2, we use a relatively straightforward extension
of the arguments of loc. cit. to verify (in a series of propositions) that the above zig-zag gives a zig-zag
of the associated simplicial right G-modules where every arrow induces isomorphisms on all homotopy
groups. The only subtlety here is that the notion of weak-equivalence in sCHA is a priori different from
that of a map inducing an isomorphism on all homotopy groups (see [79, Sec.4, Part II]). This makes it
necessary to argue that the map on simplicial right G-modules induced by g indeed induces isomorphisms
on all homotopy groups. The proof of Theorem 6.3 follows easily from the verifications in Section 6.3.2
as well as Theorem 4.2.
Starting from Theorem 6.3, we proceed to argue in Section 6.3.4 that HR∗(X,G) ∼= HR∗(LX , g) as
graded vector spaces. The crucial ingredient is Proposition 6.4 (stated and proven in Section 6.3.3),
which may well be of independent interest. This proposition states that if V is a vector space, then
TorGp (TV ,O(G)) = 0 for p > 0, where TV is the right G-module corresponding to the cocommutative
Hopf algebra TV = ULV , the universal enveloping algebra of the free Lie algebra generated by V .
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Surprisingly, the proof of Proposition 6.4 relies on topological arguments: it uses Theorem 6.3 as well
as earlier computations of the representation homology of wedges of spheres (Proposition 5.3). We
do not currently know a completely algebraic proof of this result. Proposition 6.4 also implies (see
Proposition 6.5) another result that could be of independent interest: for any Lie algebra a, there is a
natural isomorphism
HR∗(a, g) ∼= TorG∗ (Ua,O(G)) .
Finally, in Section 6.3.5, we show that the isomorphism HR∗(X,G) ∼= HR∗(LX , g) of graded vector
spaces constructed in Section 6.3.4 is indeed an isomorphism of graded commutative algebras. We do this
by exhibiting for any q ∈ N a morphism of simplicial commutative algebras inducing the isomorphism
HRi(X,G) ∼= Hi[N(Lg)] for i ≤ q. To show this, we first note that the canonical filtration (by powers
of the augmentation ideal) on R induces a filtration on the right G-module R. Then we use a generic
connectivity argument due to Curtis [23, Sec. 4] to show that piq(F
rR) = 0 for r > q (Proposition 6.6).
This allows us to replace R with R/F rR , r  0 when computing homologies in degree ≤ q of N(R)⊗LG
O(G) (i.e, HRi(X,G) for i ≤ q). Again as a consequence of Proposition 6.4, the n-simplices of R/F rR
are right G-modules whose higher Tor’s with O(G) vanish. It follows from these facts that the composite
map
QGX ⊗G O(G) - Q̂GX ⊗G O(G) - R̂⊗G O(G) - R/F rR⊗G O(G)
induces the isomorphism HRi(X,G) ∼= Hi[Lg] for i ≤ q (on pii’s). It is not difficult to check that the
maps above are morphisms of simplicial commutative algebras. This concludes our argument.
6.3.2. By Theorem A.1 there are Quillen equivalences refining the Dold-Kan correspondence
N∗ : DGLA+Q  sLieQ : N , N∗ : DGA+Q  sAlgQ : N N∗ : DGCA+Q  scAlgQ : N ,
where sC denotes the category of simplicial objects in a category C . By Proposition A.2, applying the
functor N∗ to a semi-free Quillen model of X gives a reduced semi-free simplicial Lie model of X. Let
L := LX be a reduced semi-free simplicial Lie model of X. Consider the simplicial cocommutative Hopf
algebra R := U(L) as well as the simplicial complete cocommutative Hopf algebra R̂ ∼= Û(L) (where
the completion is with respect to the canonical augmentation). These correspond to the right G-modules
R and R̂, which assign to 〈m〉 the the tensor product R⊗m and the completed tensor product R̂⊗̂m
respectively.
Theorem 6.3. HR∗(X,G) ∼= H∗[N(R)⊗LG O(G)].
The proof of Theorem 6.3 relies on several propositions from rational homotopy theory. These propo-
sitions, in turn, are based on the following lemma. Let V be a filtered reduced simplicial vector space.
Let V̂ denote the completion of V with respect to the given filtration. More generally, for any m ∈ N,
one has the simplicial vector spaces V ⊗m, V̂ ⊗m and V ⊗̂m = V̂ ⊗̂m, where V ⊗̂m denotes the completed
tensor product lim←−r(V/F
rV )⊗m. Let Ŝym
m
(V ) denote the image in V ⊗̂m of the symmetrization idem-
potent em :=
1
n!
∑
σ∈Sm σ. Let Ŝym(V ) :=
∏∞
m=0 Ŝym
m
(V ). Recall that a pi∗-equivalence (see [67]) is a
morphism inducing isomorphisms on all homotopy groups.
Lemma 6.1. Suppose that for each q > 0, piq(F
rV ) = 0 for r sufficiently large. Then,
(i) For each q > 0, piq(F
rV̂ ) = 0 for r sufficiently large.
(ii) The map V ⊗m −→ V̂ ⊗̂m is a pi∗-equivalences for all m.
(iii) The map Sym(V ) −→ Ŝym(V ) is a pi∗-equivalence.
Proof. By a long exact sequence of homotopy groups (LESH) argument, the natural map piq(V ) −→
piq(V/F
rV ) is an isomorphism for r sufficiently large. Thus, the inverse system {piq(V/F rV )} is eventually
constant. Thus, lim1{piq(V/F rV )} = 0. It follows from [79, Part I, Prop. 3.8] that piq(V̂ ) ∼= piq(V/F rV )
for r sufficiently large. Since V/F rV ∼= V̂ /F kV̂ , we see that piq(V̂ ) ∼= piq(V̂ /F rV̂ ) for r sufficiently
large. Again by a LESH argument, piq(F
rV̂ ) = 0 for r sufficiently large. This proves (i).
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Moreover, by the Eilenberg-Zilber and Ku¨nneth Theorems, piq(V
⊗m) ∼= piq[(V/F rV )⊗m] for r suffi-
ciently large (since the same is true for m = 1). It follows that the inverse system {piq[(V/F rV )⊗m]} is
eventually constant. Arguing as for the case when m = 1, we see that piq(V̂
⊗̂m) ∼= piq[(V/F rV )⊗m] for r
sufficiently large. This proves that the natural map V ⊗m −→ V̂ ⊗̂m induces an isomorphism on piq for any
fixed q. This proves (ii).
Since the map V ⊗m −→ V ⊗̂m is Sm-equivariant and since Symm(V ) and Ŝym
m
(V ) are the images of
the symmetrization idempotent em acting on V
⊗m and V ⊗̂m respectively, the natural map Symm(V ) −→
Ŝym
m
(V ) is a pi∗-equivalence. Thus, the map Sym(V ) −→ ⊕mŜym
m
(V ) is a pi∗-equivalence. Since V is
reduced and by (ii), piq(V
⊗̂r) = 0 for r > q (by the Eilenberg-Zilber and Ku¨nneth Theorems). It follows
that piq(⊕m≥rŜym
m
(V ) = 0 for r > q. Applying (ii) to W := ⊕mŜym
m
(V ) with filtration given by
F rW := ⊕m≥rŜym
m
(V ), we see that the map ⊕mŜym
m
(V ) −→ Ŝym(V ) is a pi∗-equivalence. This proves
(iii). 
Proposition 6.1. The canonical map of G-modules R −→ R̂ is a pi∗-equivalence.
Proof. It needs to be shown that the map R⊗m −→ R̂⊗̂m is a pi∗-equivalence. By [79, Part I, Thm. 3.7],
for any fixed q, piq(F
rR) vanishes for r sufficiently large. Lemma 6.1 (ii) then implies that the map
R⊗m −→ R̂⊗̂m is a pi∗-equivalence, as desired. 
Recall that GX denotes the Kan loop group functor applied to a reduced simplicial/cellular model of
X. Then, QGX is a simplicial cocommutative Hopf algebra equipped with a canonical augmentation.
The completion Q̂GX of QGX with respect to its canonical augmentation is a simplicial complete co-
commutative Hopf algebra (sCHA). QGX as well as Q̂GX correspond to simplicial right G-modules,
which we denote by QGX and Q̂GX respectively.
Proposition 6.2. The map QGX −→ Q̂GX is a pi∗-equivalence.
Proof. We need to show that for eachm, the mapQGX⊗m −→ Q̂GX⊗̂m is a pi∗-equivalence. By Lemma 6.1
(ii), this follows one we verify that for any fixed q, piq(F
rQGX) = 0 for r sufficiently large. This is
immediate from [67, Thm. 4.72]. 
We recall that the category sCHA of reduced sCHA’s is a model category, whose cofibrant objects are
retracts of semi-free sCHA’s. The definition of semi-free sCHA is the obvious extension to the simplicial
setting of the definition of a free complete cocommutative Hopf algebra: the free comple cocommutative
Hopf algebra generated by a vector space V is T̂ V , where V is primitive. We now apply Quillen’s rational
homotopy theory: in [79], Quillen proves several equivalences of homotopy categories (see loc. cit, pg.
211, Fig. 2) from which it follows that there is an isomorphism in Ho(sCHA) Q̂GX ∼= R̂. By Theorem
4.7 of loc. cit, there is a morphism g : Q̂GX −→ R̂ that is a simplicial homotopy equivalence. Denote the
corresponding map of right G-modules by g : Q̂GX −→ R̂.
Proposition 6.3. g is a pi∗-equivalence.
Proof. By [79, Part I, Theorem 3.7] and Lemma 6.1, the completion map R̂⊗m −→ R̂⊗̂m is a pi∗-equivalence.
Similarly, it can be shown that the map Q̂GX⊗m −→ Q̂GX⊗̂m is a pi∗ equivalence. To prove the desired
lemma, we need to show that g⊗̂m : Q̂GX⊗̂m −→ R̂⊗m is a pi∗ equivalence for each m. Since the diagram
Q̂GX⊗m - Q̂GX⊗̂m
R̂⊗m
g⊗m
?
- R̂⊗̂m
g⊗̂m
?
commutes, it suffices (by the Eilenberg-Zilber and Ku¨nneth Theorems) to show that g is a pi∗-equivalence.
Let P denote the functor of primitive elements. By [79, Appendix A, Cor. 2.16], there is an isomorphism
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of simplicial vector spaces Ŝym(PR̂) ∼−→ R̂. For the same reason, Q̂GX is isomorphic to Ŝym(PQ̂GX) as
simplicial vector spaces. Since PR̂ is a canonical retract of R̂, piq(F rPR̂) = 0 for r large enough (since
the same holds for R̂) and for the same reason, piq(F
rPQ̂GX) = 0 for r sufficiently large. By Lemma 6.1
(iii), the horizontal arrows in the commutative diagram below are pi∗-equivalences.
Sym(PQ̂GX) - Ŝym(PQ̂GX) ∼= Q̂GX
Sym(PR̂)
Sym(Pg)
?
- Ŝym(PR̂) ∼= R̂
g
?
By [79, Part II, Theorem 4.7], Pg is a pi∗-equivalence. Thus, the left vertical arrow in the above diagram
is a pi∗-equivalence. It follows that g is a pi∗-equivalence, as desired. 
Proof. (Proof of Theorem 6.3) By Proposition 6.1, Proposition 6.2 and Proposition 6.3, there is a diagram
of complexes of right G-modules in which each arrow is a quasi-isomorphism
N(QGX) - N(Q̂GX)
N(g)- N(R̂) ff N(R) .
Hence, there is an isomorphism in the derived category D(Q) of complexes of Q-vector spaces
N(QGX)⊗LG O(G) ∼= N(R)⊗LG O(G) .
The desired result now follows from Theorem 4.2. 
6.3.3. Let V be a Q-vector space and let TV denote the right G-module corresponding to the cocom-
mutative Hopf algebra TV ∼= U(LV ). The module TV has a weight grading induced by the weight
grading on TV in which V has weight 1. Let (TV )q denote the component of TV of weight q. For
example, V := TV 1 is the G-module defined by lin
∗
Q ⊗ V , see (4.12). The following proposition may be
of independent interest.
Proposition 6.4. Let G be an affine algebraic group over Q, with Lie algebra g. Then
TorGi (TV , O(G)) ∼=
{
Sym(g∗ ⊗ V ) if i = 0
0 if i > 0
In particular, TorGi [(TV )q,O(G)] = 0 for all i > 0 and q ≥ 0.
The following lemma (see [55, Prop. 4.3]) is essential for the proof of Proposition 6.4. For the benefit
of the reader, we outline a proof of this lemma that is different from that given in loc. cit..
Lemma 6.2. For any a ∈ Lie Algk, there is a natural isomorphism of commutative algebras
Ua⊗G O(G) ∼= ag ,
where ag is the representation algebra defined in (6.1).
Proof. LetB ∈ Comm Algk. From the left G-moduleO(G), one can form the right G-module Homk(O(G), B),
which assigns Homk(O(G)⊗m, B) to 〈m〉. Since B is a commutative k-algebra and since O(G) is a strictly
monoidal left G-module, Homk(O(G), B) acquires the structure of a lax monoidal right G-module. This
structure is given by the maps
Homk(O(G)⊗m, B)⊗Homk(O(G)⊗n, B) µB◦(–⊗–)- Homk(O(G)⊗(m+n), B) ,
where µB is the product on B. By the standard Hom−⊗ adjunction, there is a natural isomorphism of
k-vector spaces
Homk(Ua⊗G O(G), B) ∼= HomMod-G(Ua,Homk(O(G), B)) .
It is a routine verification to check that under this isomorphism, the commutative k-algebra homo-
morphisms from U(LV ) ⊗G O(G) to B correspond to the right G-module homomorphisms from Ua to
Homk(O(G), B) that respect the (lax) monoidal structure. Since O(G) is a coalgebra and B is an algebra,
34
Homk(O(G), B) has an algebra structure (with product given by convolution). Another routine verifica-
tion shows that the set of right G-module homomorphisms from Ua to Homk(O(G), B) that respect the
(lax) monoidal structure is in (natural) bijection with the set of k-algebra homomorphisms ϕ from Ua to
Homk(O(G), B) that satisfy the following additional conditions:
ϕ(x)(fg) = ϕ(x(1))(f)ϕ(x(2))(g) , ϕ(x)(1O(G)) = ε(x)1B , ϕ(Sx)(f) = ϕ(x)(Sf)
for all x ∈ Ua and f, g ∈ O(G). Here, ε and S stand for the counit and antipode of Ua respectively the
coproduct in Ua is given by x 7→ x(1)⊗x(2) in Sweedler notation. It is not difficult to verify that the third
condition above follows from the first two. As shown in [71, Example 3.4], the algebra homomorphisms
from Ua to Homk(O(G), B) satisfying the above conditions are in natural bijection with Lie algebra
homomorphisms from a to g(B). Indeed, ϕ satisfies these conditions for all x in Ua iff it satisfies these
conditions for x ∈ a. For x ∈ a, these conditions are equivalent to the assertion that ϕ(x) is a k-linear
derivation on O(G) with respect to the homomorphism 1B ◦ εO(G), where εO(G) denotes the canonical
augmentation on O(G). Such derivations are indeed in bijection with elements of Homk(g∗, B) ∼= g(B).
We thus, have a natural bijection
HomComm Algk(Ua⊗G O(G), B) ∼= HomLie Algk(a, g(B)) .
The desired lemma now follows from the Yoneda lemma. 
Proof of Proposition 6.4. Since TV ⊗G O(G) ∼= U(LV ) ⊗G O(G), the required isomorphism for i = 0
follows from Lemma 6.2. To prove the vanishing of TorGi (TV , O(G)) for i > 0, we assign V (homological)
degree 2. Then TV is a graded right G-module, whose component in degree 2q is (TV )q. Thus,
Hn[TV ⊗LG O(G)] ∼=
⊕
2q+i=n
ToriG[(TV )q,O(G)] .
The desired proposition will follow once we show that
(6.15) H∗[TV ⊗LG O(G)] ∼= Sym(g∗ ⊗ V ) .
Equip N∗TV ∼= T (N−1V ) (see formula A.4 in Appendix A) with the simplicial cocommutative Hopf
algebra structure given by its identification with UL(N−1V ). This gives N∗TV the structure of a
simplicial right G-module (which we denote by N∗TV ). This module assigns to the free group 〈m〉 the
simplicial vector space N∗TV ⊗m. Note that since V has degree 2, N∗LV ∼= L(N−1V ) is a semi-free
simplicial Lie model for the space X given by a wedge of (dimk V ) 3-spheres. By Theorem 6.3 and
Proposition 5.3,
H∗[N(N∗TV )⊗LG O(G)] ∼= HR∗(X,G) ∼= Sym(g∗ ⊗ V ) .
The desired proposition is therefore, a consequence of Lemma 6.3 below.

Lemma 6.3. The unit of the adjunction ε : TV −→ N(N∗TV ) induces a quasi-isomorphism of right
G-modules ε : TV −→ N(N∗TV ).
Proof. The morphism ε : TV −→ N(N∗TV ) is defined by the family of maps
ε(〈m〉) : TV ⊗m 
⊗m
−−−→ N(N∗TV )⊗m → N(N∗TV ⊗m) ,
where the last arrow is the Eilenberg-Zilber map (which is well-defined for m > 2 because of the as-
sociativity of the Eilenberg-Zilber map for m = 2). That this is a quasi-isomorphism follows from the
Ku¨nneth Theorem and the fact that ε : TV −→ N(N∗TV ) is a quasi-isomorphism. It follows from the
associativity of the Eilenberg-Zilber map that the maps ε(〈m〉) indeed assemble into a morphism of right
G-modules. 
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6.3.4. We now show that HR∗(X,G) ∼= HR∗(LX , g) as graded vector spaces. Without loss of generality,
we may assume that LX is a semi-free DG Lie model of X. Since the representation functor ( – )g is left
adjoint, it commutes with N∗, i.e, there is a commutative diagram of functors
DGLAQ
N∗- sLieQ
DGCAQ
( – )g
?
N∗- scAlgQ
( – )g
?
Thus, HR∗(LX , g) ∼= H∗[N(Lg)], where L := N∗LX . By Lemma 6.2, Lg ∼= R⊗GO(G), where R := UL.
Thus, HR∗(LX , g) ∼= H∗[C(R ⊗G O(G))] ∼= H∗[C(R) ⊗G O(G)], where C stands for associated chain
complex. Since, L is a semi-free simplicial Lie model of X, the right G-module of n-simplices in the
simplicial right G-module R is of the form TV for some vector space V . It follows from Proposition 6.4
that C(R) is a complex of right G-modules whose higher Tor’s with O(G) vanish. Thus, the map
C(R) ⊗LG O(G) −→ C(R) ⊗G O(G) is a quasi-isomorphism. Note that there is a quasi-isomorphism of
complexes of right G-modules N(R) −→ C(R). That HR∗(X,G) ∼= HR∗(LX , g) as graded vector spaces
follows from Theorem 6.3, by which HR∗(X,G) ∼= H∗[N(R)⊗LG O(G)].
As yet another consequence of Proposition 6.4, we have the following result which may be of indepen-
dent interest.
Proposition 6.5. For any Lie algebra a ∈ LieAlgQ, there is a natural isomorphism
HR∗(a, g) ∼= TorG∗ (Ua, O(G)) .
Proof. As argued above, it suffices to show that HR∗(a, g) ∼= pi∗[Lg] for any semi-free simplicial resolution
L of a. By Lemma 6.2, Lg ∼= UL⊗GO(G). Since L is semi-free, the right G-module of n-simplices in the
simplicial right G-module UL is of the form TV for some vector space V . It follows from Proposition 6.4
that the map C(UL)⊗LGO(G) −→ C(UL)⊗GO(G) is a quasi-isomorphism. The desired proposition then
follows once we establish that UL is a simplicial resolution of Ua. For this, we need to check that for any
m, UL⊗m resolves Ua⊗m. This follows from the Eilenberg-Zilber and Ku¨nneth Theorems. 
6.3.5. To complete the proof of Theorem 6.1, it remains to show that HR∗(X,G) ∼= HR∗(LX , g) as
graded Q-algebras. For this, given any r ∈ N, we shall produce a morphism of simplicial commutative
algebras that induces the isomorphism HRq(X,G) ∼= Hq[N(Lg)] for q < r.
Recall that R := UL is a semi-free simplicial associative algebra filtered by powers of its augmentation
ideal. This filtration induces a filtration on the simplicial right G-module R: if the algebra of n-simplices
of R is TV for some vector space V , then the right G-module of n-simplices of F rR is ⊕q≥r(TV )q. The
following connectivity result holds for the filtered right G-module R.
Proposition 6.6. For r > q, we have piq(F
rR) = 0.
Proof. It needs to be shown that for all 〈m〉, piq(F rR(〈m〉)) = 0 for r > q. For m = 0, this is obvious. For
m = 1, this is [79, Part I, Thm. 3.7]. For arbitrary m, we generalize the argument in loc. cit.. The functor
LieQ −→ VectQ , L 7→ F rUL(〈m〉) takes 0 to 0 and commutes with direct limits. By [23, Remark 4.10], the
arguments in Section 4 of loc. cit. proving Lemma (2.5) therein apply to this functor as well. It therefore,
suffices to verify the desired proposition for R = U l, where l is the free simplicial Lie algebra generated
by V := QK, where K is a finite wedge sum of simplicial circles. Note that in this case, R = TV , and V
is a connected simplicial vector space. In this case, F rR(〈m〉) = ⊕r1+...+rm≥rV ⊗r1 ⊗ . . . ⊗ V ⊗rm . That
piq of each summand vanishes for q < r follows from the Eilenberg-Zilber and Ku¨nneth Theorems. This
proves the desired proposition. 
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Proposition 6.7. For r sufficiently large, all arrows in the following commutative diagram induce iso-
morphisms on the homology groups Hi[ – ] , i ≤ q.
C(R)⊗LG O(G) - C(R/F rR)⊗LG O(G)
C(R)⊗G O(G)
?
- C(R/F rR)⊗G O(G)
?
Proof. Both C(R) and C(R/F rR) are complexes of right G-modules whose higher Tors with O(G) vanish
by Proposition 6.4. It follows that the vertical arrows induce isomorphisms on all homology groups. It
therefore, suffices to show that the horizontal arrow on top of the above diagram induces isomorphisms
on Hi[ – ] , i ≤ q for r sufficiently large.
Consider the good truncation τ≥q+1C (see [94, Sec. 1.2.7]) of a chain complex C of right G-modules.
The exact sequence 0 −→ τ≥q+1C −→ C −→ τ<q+1C −→ 0 of complexes of right G-modules gives a distin-
guished triangle in D(Q) for any right G-module N .
τ≥q+1C⊗LG N −→ C⊗LG N −→ τ<q+1C⊗LG N −→ τ≥q+1C⊗LG N [1]
It is easy to see that Hi(τ≥q+1C ⊗LG N) = 0 for i < q + 1. The long exact sequence of homologies
associated with the above distinguished triangle then implies that
(6.16) Hi(C⊗LG N) ∼= Hi(τ<q+1C⊗LG N) for i ≤ q .
By Proposition 6.6, the map τ<q+1C(R) −→ τ<q+1C(R/F rR) is a quasi-isomorphism for r > q. Thus,
the map H∗[τ<q+1C(R)⊗LGO(G)] −→ H∗[τ<q+1C(R/F rR)⊗LGO(G)] is an isomorphism of graded Q-vector
spaces. The desired proposition now follows from (6.16). 
Note that the filtration on R̂ induces a filtration on the right G-module R̂. Clearly, R/F rR ∼= R̂/F rR̂.
The following corollary is immediate from Proposition 6.1 and Proposition 6.7.
Corollary 6.2. For r sufficiently large, all arrows in the following commutative diagram induce isomor-
phisms on the homology groups Hi[ – ] , i ≤ q.
C(R)⊗LG O(G) - C(R̂)⊗LG O(G)
C(R/F rR)⊗LG O(G)
? ff
Recall that there is a weak equivalence between cofibrant objects in sCHA g : Q̂GX −→ R̂ inducing a
map of simplicial right G-modules g (see Proposition 6.3). Consider the following commutative diagram,
where the second arrow on the top and bottom rows is induced by g.
(6.17)
C(QGX)⊗LG O(G) - C(Q̂GX)⊗LG O(G) - C(R̂)⊗LG O(G)
C[QGX ⊗G O(G)]
?
- C[Q̂GX ⊗G O(G)]
?
- C[R̂⊗G O(G)]
?
- C[R/F rR⊗G O(G)]
-
By Proposition 4.2 the left vertical arrow in (6.17) induces isomorphisms on all homologies. The two
arrows on the top row of (6.17) induce isomorphisms on all homologies by Propositions 6.2 and 6.3 respec-
tively. The diagonal arrow induces isomorphisms on Hi[ – ] , i ≤ q for r sufficiently large by Proposition 6.7
and Corollary 6.2. An isomorphism HRi(X,G) ∼= Hi[N(Lg)] , i ≤ q is thus induced on homologies (for
sufficiently large r) by the composition of the maps on the bottom row of (6.17). That the composition
of maps in the bottom row is a map of DG commutative algebras follows from the fact that each of the
maps
QGX ⊗G O(G) −→ Q̂GX ⊗G O(G) −→ R̂⊗G O(G) −→ R/F rR⊗G O(G)
37
is a morphism of simplicial commutative algebras. Indeed, this last fact follows from [55, Prop. 3.4] and
the facts thatO(G) is a lax-monoidal leftG-module, the n-simplices of the rightG-modulesQGX, Q̂GX, R̂
and R/F rR are lax-monoidal for each n, and the morphisms
QGX −→ Q̂GX −→ R̂ −→ R/F rR
are natural transformations of lax-monoidal functors on n-simplices for each n. This completes the proof
of Theorem 6.1.
6.3.6. Remark. The results of this section go through with Q replaced by any field k of characteristic 0.
Indeed, the proofs of Propositions 6.1 and 6.2 work for any such field k. For Proposition 6.3, we work
with a semi-free simplicial Lie model L of X over Q. The corresponding Lie model over k is L⊗Q k. The
corresponding sCHA over k is R̂⊗Q k. The pi∗-equivalence of sCHA’s (over Q) f : R̂ −→ Q̂GX extends to
a pi∗-equivalence of sCHA’s over k f : R̂⊗Q k −→ k̂GX. This proves Proposition 6.3 over k. Theorem 6.3,
Proposition 6.4, Theorem 6.1 and Proposition 6.5 can then be proven over k as done above (over Q).
6.4. Complex projective spaces. In this section, we assume that k = C, and G is a complex reductive
group of finite rank l. We denote by g the Lie algebra of G. Recall that for any homogeneous invariant
polynomial P ∈ Id(g), one has the associated Drinfeld trace map (see formula (6.12))
Trg(L) : HC(d)∗ (L) −→ HR∗(L, g)G .
The Drinfeld trace maps associated with a set {P1, . . . , Pl} of homogeneous generators of I(g) assemble
to a homomorphism of graded commutative algebras
(6.18) Sym Trg(L) : Symk
( l⊕
i=1
HC(di)∗ (L)
) −→ HR∗(L, g)G ,
where di = deg(Pi) are the fundamental degrees of the Lie algebra g.
If L = LX is a Quillen Lie model of a simply connected space X, we refer to the map (6.18) as a
Drinfeld homomorphism for X. With this terminology, we can now state the main result of this section.
Theorem 6.4. For X = CPr (r ≥ 2), the Drinfeld homomorphism (6.18) is an isomorphism.
Proof. As shown in Example 1, there is an isomorphism of graded commutative algebras
HR∗(CPr, G) ∼= H∗[(Lr)g], where Lr is the minimal Lie model of CPr. Further, all (quasi)-isomorphisms
in the proof of Theorem 6.1 are G-equivariant. Indeed, the G-action on all complexes involved in the
proof of Theorem 6.1 is induced by the G-action on the left G-module O(G) coming from the conjugation
action of G on itself. Since G is reductive, it follows that HR∗(CPr, G)G ∼= H∗[(Lr)Gg ] (as graded
vector spaces). On the other hand, Lr is Koszul dual to the graded linear dual of the cohomologically
graded commutative algebra C[u]/(ur+1), where u has cohomological degree 2. By [8, Thm. 6.5 (b)],
H∗[(Lr)Gg ] ∼= H−∗[g[u]/(ur+1), g;C].
A related cohomology is computed in [30, Thm. A.], which states that if z has cohomological degree 0,
then H−∗[g[z]/(zr+1), g;C] is the free exterior algebra on r · l generators of cohomological degree 2m+ 1
and z-weights −m(r + 1) − 1, −m(r + 1) − 2, . . . , −m(r + 1) − r, where m runs over the exponents
m = 1, . . . ,ml of g. Here. the (relative) Lie algebra cohomology being considered in ‘continuous’ Lie
algebra cohomology. In fact, setting a to be the semi-free DG Lie algebra Koszul dual to C[z]/(zr+1),
the results of loc. cit. imply that the Drinfeld trace Sym(Trg) is an isomorphism for a. In fact, for
d = d1, d2, . . . , dl, HC
(d)
∗ (a) is a vector space in homological degree −2m− 1 (where m = d− 1) having a
basis of r elements with z-weights −m(r + 1)− 1, −m(r + 1)− 2, . . . , −m(r + 1)− r.
The claim then follows from the observation that the Drinfeld trace for Lr and the Drinfeld trace
for a are identical as morphisms of Z2-graded commutative algebras, though they differ as morphisms
of Z-graded commutative algebras. This argument is identical to that deducing [8, Thm 9.1] from the
corresponding result in [30]. 
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Remark. It follows from [9, Thm. 3.2 and Prop. A.3] that under the identification H∗[(Lr)Gg ] ∼=
H−∗[g[u]/(ur+1), g;C] mentioned in the above proof, the Drinfeld trace map is identified with the map
[89, Equation (3.1)] given by Teleman with an explicit formula (see loc. cit., Equation (2.2)). The latter
map is implicitly described in the work of Feigin [27].
As a consequence of Theorem 6.4, we get the following explicit description of (the invariant part of)
representation homology of complex projective spaces.
Corollary 6.3. Let G be a complex reductive Lie group of rank l. Let m1, . . . ,ml denote the exponents
of the Lie algebra of G. Then, for r ≥ 2, there is an isomorphism of graded commutative algebras
HR∗(CPr, G)G ∼= Λk(ξ(i)1 , ξ(i)3 , . . . , ξ(i)2r−1 : i = 1, 2, . . . , l) ,
where the generator ξ
(i)
2s−1 has homological degree 2rmi + 2s− 1 . In the limit, we have
HR∗(CP∞, G)G ∼= C .
Proof. Note that, under the isomorphism of Z2-graded vector spaces HC(d)∗ (a) ∼= HC(d)∗ (Lr), a basis
element of homological degree −2m − 1 and z-weight −m(r + 1) − i corresponds to a basis element of
homological degree 2[m(r+1)+i]−2m−1 and u-weight −m(r+1)−i (since u has homological degree −2.
This shows that HC(d)∗ (Lr) has r basis elements of homological degree 2mr+1, 2mr+3, . . . , 2mr+2r−1
for each exponent m of g. Hence, the first statement follows from Theorem 6.4. The second statement
follows from the first, if we notice that the map HR∗(CPr, G)G −→ HR∗(CPs, G)G induced by any map
of spaces CPr −→ CPs vanishes for s r for degree reasons. 
6.5. Relation to S1-equivariant homology. If L = LX is a Lie model of a simply-connected space
X of finite rational type, the Lie-Hodge decomposition (6.7) has a natural topological interpretation
described in [12]. This interpretation is based on a well-known theorem of Jones [51] that identifies
the (reduced) cyclic homology HC∗(ULX) of the universal enveloping algebra of LX with the (reduced)
S1-equivariant homology of the free loop space LX of X
(6.19) HC∗(ULX) ∼= H S
1
∗ (LX;C) .
Recall that LX is the space of all continuous maps S1 → X equipped with compact open topology,
and as such, it carries a natural circle action (induced by the action of S1 on itself). Using the finite
self-covering maps S1 −→ S1 , eiθ 7→ einθ, we may define, for all n ≥ 0, the graded linear endomorphisms
on the S1-equivariant homology of LX :
ΨnX : H
S1
∗ (LX;C) −→ H
S1
∗ (LX;C) ,
which are called the Frobenius operations. Under the Jones isomorphism (6.19), the d-th Hodge summand
HC(d)∗ (LX) of HC∗(ULX) corresponds to the common eigenspace H
S1, (d−1)
∗ (LX;C) of Frobenius op-
erations ΨnX with the eigenvalues n
d−1 for all n ≥ 0 (see [12, Theorem 1.2]). On the other hand, by our
Theorem 6.1, the representation homology of the Lie model LX can be identified with the representa-
tion homology of X. Thus, for any simply-connected space, the Drinfeld homomorphism (6.18) can be
rewritten in purely topological terms
(6.20) Sym
[ l⊕
i=1
H
S1, (mi)
∗ (LX; C)
] → HR∗(X,G)G ,
which exhibits an interesting relation between representation homology and S1-equivariant homology of
simply-connected spaces. Note that the domain and the target of the map (6.20) make sense for an
arbitrary connected space X. It would be interesting to see if there is a direct construction of (6.20)
that does not pass through the above identifications and works for all (not necessarily simply-connected)
spaces.
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Now, for X = CPr , the result of Theorem 6.4 reads
(6.21) HR∗(CPr, G)G ∼= Sym
[ l⊕
i=1
H
S1, (mi)
∗ (L (CPr);C)
]
.
Modulo Theorem 6.1, the isomorphism (6.21) is equivalent to the Strong Macdonald Conjecture. As we
mentioned in the Introduction, this famous conjecture proposed by Feigin and Hanlon in the early 80s
was recently proved in [30] by an algebraic tour de force. The above reformulation suggests that there
might exist a more conceptual argument using topological means.
6.6. Lie models of non-simply connected spaces. In a series of recent papers [15, 16, 17], Buijs,
Fe´lix, Murillo and Tanre´ associated a free DG Lie algebra model (LX , d) to any finite simplicial complex
X. Unlike Quillen models, the DG Lie algebras LX are assumed, in general, to be not connected but
complete with respect to the canonical decreasing filtrarion L1 ⊇ L2 ⊇ . . . defined by L1 := L and
Ln := [L,Ln−1]. The 0-simplices of X correspond to the degree −1 generators of LX that satisfy the
Maurer-Cartan equation, while the n-simplices of X correspond to generators in degree n − 1. For any
connected, finite simplicial complex X, the DG Lie algebra LX itself is acyclic (i.e., H∗(LX , d) = 0). The
topological information about X is contained in a DG Lie algebra (LX , dv) obtained from LX by twisting
its differential by Maurer-Cartan elements corresponding to the vertices of X, i.e. dv := d + [v , – ] ,
where v denotes (the Maurer-Cartan element corresponding to) a vertex of X. Now, the main result of
[15] (see loc. cit., Theorem A) says that, if X is simply-connected, then (LX , dv) is quasi-isomorphic to
a Quillen model of X. This motivates the following conjectural generalization of our Theorem 6.1.
Let (LX , d) be a complete free DG Lie algebra model associated to a reduced simplicial set X. Let
dv := d + [v , –] be the twisted differential on LX corresponding to the (unique) basepoint of X. Note
that HR0[(LX , dv), g] has a canonical augmentation ε corresponding to the trivial (zero) representation.
Let ĤR∗[(LX , dv), g] denote the adic completion of HR∗[(LX , dv), g] with respect to the augmentation
ideal of ε. Similarly, HR0(X,G) has a canonical augmentation corresponding to the trivial (identity)
representation of pi1(X, v). Let ĤR∗(X,G) denote the corresponding completion of HR∗(X,G).
Conjecture 1. There is an isomorphism of completed graded Q-algebras
ĤR∗(X,G) ∼= ĤR∗[(LX , dv), g] .
Note that Conjecture 1 holds for X simply-connected: indeed, in this case, (LX , dv) is quasi-isomorphic
to a Quillen model LX of X and HR0[(LX , dv), g] ∼= Q. Thus, the right-hand side of the conjectured
isomorphism is HR∗(LX , g). Similarly, HR0(X,G) = Q, which implies that ĤR∗(X,G) ∼= HR∗(X,G).
Thus, Conjecture 1 is equivalent to Theorem 6.1 for simply-connected spaces.
7. Examples of non-simply connected spaces
In this section, using standard topological decompositions, we compute representation homology of
some classical non-simply connected spaces. Our examples include closed surfaces (both orientable and
non-orientable) as well as some three-dimensional spaces (link complements in R3, lens spaces and general
closed orientable 3-manifolds). The representation homology of surfaces and link complements is given
in terms of classical Hochschild homology of O(G) (or O(Gn) for some n ≥ 2) with twisted coefficients.
The representation homology of a closed 3-manifold M is expressed in terms of a differential ‘Tor’, which
gives rise to an (Eilenberg-Moore) spectral sequence converging to HR∗(M,G).
7.1. Surfaces.
7.1.1. The torus. As a cell complex, the 2-torus T2 = S1×S1 can be constructed as the homotopy cofibre
(the mapping cone) of the map α : S1c → S1a ∨ S1b , where the subscripts on the circles indicate the
generators of the respective fundamental groups, and the map itself is specified, up to homotopy, by its
effect on these generators:
(7.1) α(c) = [a, b] := aba−1b−1 .
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Thus T2 ' hocolim[ ∗ ← S1c α−→ S1a ∨ S1b ] , where the homotopy colimit is taken in the category Top0,∗ of
connected pointed spaces. Applying to this the Kan loop group functor G (more precisely, the composi-
tion8 of G with the Eilenberg subcomplex functor, see Section 2.3), we get a simplicial group model for
T2:
(7.2) G(T2) ∼= hocolim[ 1← F1 α−→ F2 ] .
Here F1 and F2 are the free groups on the generators c and {a, b} respectively; the map α is given by
(7.1), and the homotopy colimit is taken in the category sGr of of simplicial groups.
Now, by Lemma 4.2, the derived representation functor DRepG preserves homotopy pushouts for any
algebraic group G. Hence, it follows from (7.2) that
(7.3) DRepG[G(T2)] ∼= hocolim[ k ← O(G) α∗−−→ O(G×G) ] ,
where the homotopy colimit is taken in sComm Algk, and the map α∗ : O(G) → O(G×G) is induced by
(7.1) (explicitly, α∗(f)(x, y) = f([x, y]) for f ∈ O(G)). Since
hocolim [ k ← O(G) α∗−−→ O(G×G) ] ∼= O(G×G)⊗LO(G) k ,
by Proposition 4.2, we conclude that
(7.4) HR∗(T2, G) ∼= TorO(G)∗ (O(G×G), k) ,
where O(G×G) is viewed as a (right) O(G)-module via the algebra map α∗.
By standard homological algebra (see [18, Theorem 2.1, p. 185]), we can identify the Tor-groups in
(7.4) as the classical Hochschild homology of O(G) with coefficients in the bimodule O(G×G), where the
right O(G)-module structure is given via the map α∗ and the left module structure via the augmentation
map ε : O(G)→ k :
(7.5) HR∗(T2, G) ∼= HH∗(O(G), εO(G×G)α) .
Alternatively, for classical (matrix) groups G, we can give an explicit ‘small’ DG algebra model for the
representation homology HR∗(T2, G). Specifically, let m := Ker(ε) denote the maximal (augmentation)
ideal of O(G) corresponding to the identity element e ∈ G. Assume that m is generated by a regular
sequence of elements (r1, r2, . . . , rd) in O(G), so that d = dimG. Consider the free module E := O(G)⊕d
and define the O-module map pi : E → O(G) by pi(f1, f2, . . . , fd) :=
∑d
i=1 rifi . Then, associated to
(E, pi) is the (global) Koszul complex K∗(G) := (Λ∗O(G)(E), δK) with differential
δK(e0 ∧ e1 ∧ . . . ∧ en) =
n∑
i=0
(−1)i pi(ei) e0 ∧ . . . ∧ eˆi ∧ . . . ∧ en .
Since m is generated by a regular sequence, the canonical projection K∗(G)  O(G)/m ∼= k is a quasi-
isomorphism of complexes, and therefore K∗(G) is a free resolution of k over O(G). It follows from (7.4)
that
(7.6) TorO(G)∗ (O(G×G), k) ∼= H∗[A(T2, G)] ,
where A(T2, G) := O(G ×G) ⊗O(G) K∗(G) is a commutative DG algebra with differential d = Id ⊗ δK .
In particular, HRi(T2, G) = 0 for all i > dimG .
We conclude this example with a conjectural description of the G-invariant part of representation
homology HR∗(T2, G)G. Our conjecture can be viewed as a multiplicative analogue of the derived Harish-
Chandra conjecture proposed in [8].
Assume that G is a connected reductive algebraic group of rank l ≥ 1 defined over an algebraically
closed field k of characteristic zero. Let T ⊂ G be a Cartan subgroup (i.e., a maximal torus) in G, and let
W be the corresponding Weyl group. Note that, since T is commutative, the map α∗ : O(T )→ O(T ×T )
8Note that, being Quillen equivalences, both functors G and ES preserve homotopy colimits, and hence so does their
composition.
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associated to T factors through the augmentation ε : O(T ) → k. Hence, by (7.4), we have canonical
isomorphisms
HR∗(T2, T ) ∼= TorO(T )∗ (O(T × T ), k)(7.7)
∼= O(T × T )⊗ TorO(T )∗ (k, k)
∼= O(T × T )⊗ Λ∗k(mT /m2T )
∼= O(T × T )⊗ Λ∗k(h∗) ,
where mT is the augmentation ideal for T and h = (mT /m
2
T )
∗ is the Lie algebra of T (i.e., a Cartan
subalgebra of g).
Now, by functoriality, the natural inclusion T ↪→ G induces a map of simplicial commutative algebras
(7.8) ΦG(T2) : DRepG[G(T2)]G → DRepT [G(T2)]W ,
which is (a multiplicative analogue of) the derived Harish-Chandra homomorphism constructed in [8].
Then, the multiplicative version of the derived Harish-Chandra conjecture states
Conjecture 2. Assume that G is one of the classical groups GLn(k), SLn(k), Sp2n(k) , n ≥ 1 , or any
simply-connected, semi-simple9 affine algebraic group. Then the derived Harish-Chandra homomorphism
(7.8) is a weak equivalence in sComm Algk. Hence, by (7.7), there is an isomorphism of graded commutative
algebras
(7.9) HR∗(T2, G)G ∼= [O(T × T )⊗ Λ∗k(h∗)]W .
We illustrate Conjecture 2 for G = GLn. Since O(GLn) ∼= k[xij ,det(xij)−1]1≤i,j≤n , the elements
{xij − δij}1≤i,j≤n form a regular sequence in O(GLn) generating the maximal ideal m, so we have a
canonical commutative DG algebra representing HR∗(T2,GLn) :
A(T2,GLn) ∼= k[xij , yij , θij ; det(X)−1, det(Y )−1]1≤i,j≤n .
Here the variables xij and yij have homological degree 0, θij have homological degree 1, and det(X) and
det(Y ) denote the determinants of the generic matrices X := ‖xij‖ and Y := ‖yij‖. The differential on
A(T2,GLn) can be written in matrix terms as
dΘ = XYX−1Y −1 − In ,
where Θ := ‖θij‖ and In is the identity n× n-matrix. The Harish-Chandra homomorphism
ΦGLn(T2) : A(T2,GLn)GLn → k
[
x±11 , . . . , x
±1
n , y
±1
1 , . . . , y
±1
n , θ1, . . . , θn
]Sn
is given explicitly (on generators) by the following map
xij 7→ δijxi , yij 7→ δijyi , θij 7→ δijθi ,
and the derived Harish-Chandra conjecture asserts that ΦGLn(T2) induces an isomorphism (cf. (7.9))
(7.10) HR∗(T2,GLn)GLn
∼→ k [x±11 , . . . , x±1n , y±11 , . . . , y±1n , θ1, . . . , θn]Sn ,
where θ1, . . . , θn have homological degree 1 and the symmetric group Sn acts diagonally by permuting
the variables. Note that, in the case of GLn(k), unlike for other algebraic groups, Conjecture 2 follows
from the derived Harish-Chandra conjecture for the corresponding Lie algebra gln(k) stated in [8]. This
is because the Harish-Chandra map ΦGLn(T2) can be obtained by formally localizing the derived Harish-
Chandra map for the Lie algebra gln(k) (cf. [8, Sect. 4]). In particular, the evidence collected in [8] for
gln(k) also supports Conjecture 2 for GLn(k). we list some of this evidence here.
1) Conjecture 2 holds for GL2(k) and GL∞(k). This follows from Theorem 4.1 and Theorem 4.2(ii)
of [8].
2) For all n ≥ 1, the map (7.10) is degreewise surjective. This follows from [8, Theorem 4.2(i)].
9It is known that every simply-connected reductive affine algebraic group is automatically semi-simple. This follows
from two classical facts: (1) every reductive Lie algebra is a product of a semi-simple one and an abelian one; (2) there are
no nontrivial simply-connected abelian reductive algebraic groups.
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3) For all n ≥ 1, HRi(T2,GLn)GLn = 0 for i > n . This follows from [10, Theorem 27].
4) For any G as in Conjecture 2, the map (7.10) is an isomorphism in homological degree zero, i.e.
HR0(T2, G)G ∼= O(T × T )W . This follows from a theorem of Thaddeus [90] (see also [88]).
Finally, we remark that, for G = GLn(k) , SLn(k) and Sp2n(k), the Harish-Chandra map is known
to be an isomorphism in homological degree 0: HR0(TN , G)G ∼= O(TN )W for all tori TN , N ≥ 2 (see
[88]). However, by results of [8, Sect. 5.2], the above isomorphism does not extend to higher homological
degrees when N ≥ 3. In other words, the derived Harish-Chandra homomorphism ΦGLn(TN ) is not a
week equivalence for higher dimensional tori TN , N ≥ 3.
7.1.2. Riemann surfaces. The above computation of representation homology of the 2-torus naturally
generalizes to Riemann surfaces of an arbitrary genus. To be precise, let Σg denote a closed connected
orientable surface of genus g ≥ 1. As a 2-dimensional cell complex, Σg can be described as the homotopy
cofibre of the map αg : S1c → ∨gi=1
(
S1ai ∨ S1bi
)
defined by
(7.11) αg(c) = [a1, b1] [a2, b2] . . . [ag, bg] ,
where a1, b1, . . . , ag, bg denote the a- and b-cycles on Σg generating the fundamental group pi1(Σg, ∗).
This gives the simplicial group model G(Σg) ∼= hocolim[ 1← F1 α
g
−−→ F2g ] of Σg, which, in turn, implies
DRepG[G(Σg)] ∼= hocolim [ k ← O(G)
αg∗−−→ O(G2g) ] ∼= O(G2g)⊗LO(G) k ,
where the map αg∗ : O(G)→ O(G2g) is defined by
αg∗(f)(x1, y1, . . . , xg, yg) := f([x1, y1] [x2, y2] . . . [xg, yg]) , f ∈ O(G) .
By Proposition 4.2, we conclude
(7.12) HR∗(Σg, G) ∼= TorO(G)∗ (O(G2g), k) ∼= HH∗(O(G), εO(G2g)α)
where εO(G2g)α is the bimodule with left and and right O(G)-module structure given by the maps ε and
αg∗, respectively.
In case when m ⊂ O(G) is generated by a regular sequence, we can also express the representation
homology of Σg as the homology of the commutative DG algebra A(Σg, G) := O(G2g) ⊗O(G) K∗(G),
where K∗(G) is the global Koszul complex constructed in Section 7.1.1:
HR∗(Σg, G) ∼= H∗[A(Σg, G) ] .
As in the torus case, for a reductive group G with a Cartan subgroup T , there is an algebra map
induced by the derived Harish-Chandra homomorpism ΦG(ΣG) :
HR∗(Σg, G)G → [O(T 2g)⊗ Λ∗k(h∗)]W
where W operates diagonally on the target. However, for g ≥ 2, this map seems far from being an
isomorphism even for classical groups G as in Conjecture 2.
7.1.3. Non-orientable surfaces. Let Ng denote a closed connected non-orientable surface of genus g. For
example, N1 ∼= RP2 and N2 is the Klein bottle. It is known that Ng is homotopy equivalent to the
homotopy cofibre of the map βg : S1c → ∨gi=1S1ai :
(7.13) βg(c) = a21 a
2
2 . . . a
2
g ,
where c, a1, . . . , ag denote generators of the corresponding fundamental groups. This gives the following
simplicial group model for Ng :
G(Ng) ∼= hocolim[ 1← F1 β
g
−→ Fg ] ,
which, in turn, gives the presentation
DRepG[G(Ng)] ∼= hocolim [ k ← O(G)
βg∗−→ O(Gg) ] ∼= O(Gg)⊗LO(G) k ,
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where βg∗ : O(G)→ O(Gg) is defined by βg∗(f)(x1, . . . , xg) = f(x21 x22 . . . x2g) for f ∈ O(G). Thus,
HR∗(Ng, G) ∼= TorO(G)∗ (O(Gg), k) ∼= HH∗(O(G), εO(Gg)β) .
7.2. 3-Manifolds.
7.2.1. Link complements in R3. By a link L in R3 we mean a smooth (oriented) embedding of the disjoint
union S1 unionsq . . .unionsq S1 of (a finite number of) copies of S1 into R3. The link complement X := R3\L is then
defined to be the complement of an (open) tubular neighborhood of the image of L in R3. To describe
a simplicial group model for X we recall two classical facts from geometric topology (cf. [13]). First,
by a well-known theorem of J. W. Alexander, every link L in R3 can be obtained geometrically as the
closure of a braid β in R3 (we write L = βˆ to indicate this relation). Second, for each n ≥ 1, the braids
on n strands in R3 form a group Bn (the Artin braid group), which admits a faithful representation by
automorphisms of the free group Fn (the Artin representation). Specifically, the group Bn is generated
by n− 1 elements (“flips”) σ1, σ2, . . . , σn−1 subject to the relations
σi σj = σj σi (if |i− j| > 1) , σi σj σi = σj σi σj (if |i− j| = 1) ,
and in terms of these generators, the Artin representation Bn → Aut(Fn) is given by
(7.14) σi :
 xi 7→ xi xi+1 x
−1
i
xi+1 7→ xi
xj 7→ xj (j 6= i, i+ 1)
To simplify the notation we will identify Bn with its image in Aut(Fn) under (7.14).
The next proposition can be viewed as a refinement of a classical theorem of Artin and Birman [13,
Theorem 2.2] describing the fundamental group of the link complement R3 \L in terms of the Artin
representation (see Remark below).
Proposition 7.1. Let L = βˆ be a link in R3 given by the closure of a braid β ∈ Bn. Then
(7.15) G(R3\L) ∼= hocolim [Fn (β, Id)←−−−− Fn q Fn (Id, Id)−−−−−→ Fn ] ,
where β acts on Fn via the Artin representation (7.14).
Remark. Note that the homotopy pushout in (7.15) coincides with the homotopy coequalizer Lcoeq[Fn
Id //
β
// Fn ]
of the two endomorphisms Id and β of Fn. Hence, (7.15) implies
pi1(R3\L, ∗) ∼= pi0[G(R3\L)] ∼= coeq[Fn
Id //
β
// Fn ] ∼= 〈x1, . . . , xn | β(x1) = x1, . . . , β(xn) = xn〉 ,
which is the Artin-Birman presentation of the link group pi(L) := pi1(R3\L, ∗).
Proof. The proof is based on a simple van Kampen type argument (cf. [13]). Let’s place the n-braid β
in a regular position in the region x < 0 in R3, so that its starting points {p1, p2, . . . , pn} and end points
{q1, q2, . . . , qn} are located on the z-axis with coordinates q1 < q2 < . . . < qn < pn < pn−1 < . . . < p1.
The link L is the closure of β obtained by joining the points pi to qi (i = 1, 2, . . . , n) by simple arcs in
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the region x > 0, as shown in the picture
Now, let X := R3\L denote the complement of L. Define
X≥0 := {(x, y, z) ∈ X : x ≥ 0} , X≤0 := {(x, y, z) ∈ X : x ≤ 0} , X0 := X≥0 ∩ X≤0 .
with a (common) basepoint ∗ in X0. It is easy to see that X≥0 is homeomorphic to the cylinder over
R2\{p1, . . . , pn} , which is, in turn, homotopic to D2\{p1, . . . , pn}, where D2 is a two-dimensional disk in (the
yz-plane) R2 encompassing the points {p1, . . . , pn}. Similarly, we have X≤0 ∼= (R2\{q1, . . . , qn})× [0, 1] '
D2\{q1, . . . , qn} , and
X0 ' D2\{p1, . . . , pn, q1, . . . , qn} ' D2\{p1, . . . , pn} ∨ D2\{q1, . . . , qn} .
Under these identifications, the natural inclusions X≤0 ←↩ X0 ↪→ X≥0 can be identified with
(7.16) D2\{q1, . . . , qn} (fβ , Id)←−−−−− D2\{p1, . . . , pn} ∨ D2\{q1, . . . , qn} (Id, fe)−−−−→ D2\{p1, . . . , pn} ,
where the map fβ is determined (uniquely up to homotopy) by the braid β and the map fe is determined
by the trivial braid connecting the points pi and qi. Thus, we can represent X in Ho(Top0,∗) as the
homotopy pushout of the diagram (7.16).
Next, recall that Bn can be identified with the mapping class group of D2\{p1, . . . , pn} comprising
(the isotopy classes of) orientation-preserving homeomorphisms that fix pointwise the boundary of D2.
As a mapping class group, Bn acts naturally on the fundamental group pi1(D2\{p1, . . . , pn}, ∗) and the
latter can be identified with the free group Fn on generators x1, . . . , xn represented by small loops in
D2 \{p1, . . . , pn} around the points pi. It is well-known (see [13]) that the action of Bn on Fn arising
from this construction is precisely the Artin representation (7.14). Now, using the map fe we identify
D2\{q1, . . . , qn} with D2\{p1, . . . , pn} in (7.16) and apply the loop group functor to this diagram of spaces.
As a result, we get the equivalence (7.15), which completes the proof of the proposition. 
To state our main theorem we introduce some notation. First, observe that, for any algebraic group
G, the Artin representation Bn ↪→ Aut(Fn) induces naturally a braid group action Bn → Aut[O(Gn)],
which we denote by β 7→ β∗. On the standard generators, this action is defined by
(σi)∗ : O(Gn)→ O(Gn) , f(g1, . . . , gi, gi+1, . . . , gn) 7→ f(g1, . . . , gigi+1g−1i , gi, . . . , gn) .
Now, for a braid β ∈ Bn, we let O(Gn)β denote the O(Gn)-bimodule whose underlying vector space is
O(Gn) = O(G)⊗n, the left action of O(Gn) is given by multiplication, while the right action is twisted
by the automorphism β∗.
Theorem 7.1. Let L = βˆ be a link in R3 given by the closure of a braid β ∈ Bn. Then
DRepG[G(R3\L)] ∼= O(Gn)⊗LO(G2n) O(Gn)β .
Consequently,
(7.17) HR∗(R3\L,G) ∼= HH∗(O(Gn), O(Gn)β) .
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Proof. By Proposition 7.1 and Lemma 4.2, we have
DRepG[G(R3\L)] ∼= hocolim [O(Gn)
(β∗, Id)←−−−−− O(Gn)⊗k O(Gn) (Id, Id)−−−−−→ O(Gn) ]
∼= hocolim [O(Gn) (β∗, Id)←−−−−− O(G2n) (Id, Id)−−−−−→ O(Gn) ]
∼= O(Gn)⊗LO(G2n) O(Gn)β .
This completes the proof of the theorem. 
Remark. Theorem 7.1 exhibits an interesting analogy between the representation homology of link
complements in R3 and their Legendrian contact homology in the sense of L. Ng (see [73, 74]). This
analogy is explained in the recent paper [11], where a new algebraic construction of link contact homology
is given. Roughly speaking, in terminology of [11], DRepG[G(R3\L)] represents the algebraic ‘homotopy
closure’ of the braid β ∈ Bn in the category of simplicial commutative algebras, while the Legendrian
contact homology of R3\L can be computed from a certain DG category AL that represents the homotopy
braid closure of β ∈ Bn in the category of (small pointed) DG k-categories.
7.2.2. Link complements in S3. Note that Theorem 7.1 computes the representation homology of the
topological space R3\L , not of the link group pi(L), which is the fundamental group of R3\L. Even when
L is a knot in R3 (i.e., a link with one component), the representation homologies HR∗(R3\L,G) and
HR∗(pi(L), G) differ, because R3\L is not a K(pi, 1)-space10. In knot theory, one is usually interested in
representation varieties of the knot group pi(L), so it is important to understand the relation between
HR∗(R3\L,G) and HR∗(pi(L), G). A natural way to approach this problem is to consider L as a link in S3
by adding to R3 one point at infinity. If L ⊂ R3 ⊂ S3 is a knot, by Papakyriakopoulos’ Sphere Theorem,
the complement S3\L is an aspherical space, and pi1(S3\L, ∗) ∼= pi1(R3\L, ∗) = pi(L) . Hence, for any
knot L, HR∗(pi(L), G) ∼= HR∗(S3\L,G) , so it suffices to clarify the relation between HR∗(R3\L,G) and
HR∗(S3\L,G).
To this end, we observe that the natural inclusion R3\L ↪→ S3\L fits into the cofibration sequence
S2 i↪→ R3\L ↪→ S3\L , so that
(7.18) S3\L ∼= hocolim [ ∗ ← S2 i−→ R3\L ] ,
where S2 ⊂ R3 is chosen in such a way that it encloses L in R3. Applying the Kan functor to (7.18), we
get
(7.19) G(S3\L) ∼= hocolim [ 1 ← G(S2) i∗−→ G(R3\L) ] .
To describe the induced map i∗, we note that S2 ∼= Σ S1 ∼= hocolim [ ∗ ← S1 → ∗ ] , hence
(7.20) G(S2) ∼= hocolim [ 1 ← F1 → 1 ] .
Now, if we identify G(R3\L) as in Proposition 7.1, then i∗ is determined by the morphism of diagrams
(7.21)
1 ff F1 - 1
Fn
?
ff(β,Id) Fn q Fn
?
(Id,Id)- Fn
?
where the map in the middle is given (on free generators) by x 7→ (x1 x2 . . . xn) (y1 y2 . . . yn)−1. Note
that the left square in (7.21) commutes because the product x1x2 . . . xn ∈ Fn stays fixed under the Artin
representation for any β ∈ Bn.
The map i∗ : G(S2)→ G(R3\L) induces a map of simplicial commutative algebras
(7.22) i∗ : DRepG[G(S2)]→ DRepG[G(R3\L)] ,
which (to simplify the notation) we denote by the same symbol. By Theorem 7.1,
DRepG[G(R3\L)] ∼= O(Gn)⊗LO(G2n) O(Gn)β .
10In fact, pi2(R3\L, ∗) 6= 0 .
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On the other hand, by (7.20),
DRepG[G(S2)] ∼= k ⊗LO(G) k ∼= Λk(m/m2) ∼= Λk(g∗) ,
where the exterior algebra Λk(g
∗) := Symk(g
∗[1]) is regarded as a DG algebra with trivial differential.
With these identifications, the map (7.22) is induced by the algebra homomorphism
(7.23) O(G)→ O(G2n) , f(x) 7→ f((x1 x2 . . . xn) (y1 y2 . . . yn)−1) .
Now, we can regard O(Gn) ⊗LO(G2n) O(Gn)β as a DG module over the DG algebra k ⊗LO(G) k ∼= Λ(g∗).
As a consequence of (7.19) and Theorem 7.1, we have then the following
Theorem 7.2. Let L = βˆ be a link in S3 given by the closure of a braid β ∈ Bn. Then
DRepG[G(S3\L)] ∼= k ⊗LΛ(g∗) [O(Gn)⊗LO(G2n) O(Gn)β ] .
Consequenlty, there is a natural spectral sequence
E2∗,∗ = Tor
Λ(g∗)
∗ (k, HH∗(O(Gn), O(Gn)β) =⇒ HR∗(S3\L, G) ,
converging to the representation homology of S3\L .
7.2.3. Lens spaces. Recall that, for coprime integers p and q, the lens space L(p, q) of type (p, q) is defined
as the quotient S3/Zp of the 3-sphere S3 viewed as the unit sphere in C2 modulo the (free) action of the
cyclic group Zp given by (z, w) 7→ (e2pii/p z, e2piiq/p w) . This definition shows that L(p, q) is a compact
connected 3-manifold, whose universal cover is S3 and the fundamental group is Zp. Special cases include
L(1, 0) ∼= S3, L(0, 1) ∼= S1 × S2 and L(2, 1) ∼= RP3.
To compute the representation homology of L(p, q) we will use a well-known topological construction
of these spaces in terms of Dehn surgery in S3 (see, e.g., [83, Chap. 3B]). Recall that if K ⊂ S3 is a knot
in S3 and p, q are two integer numbers, the p/q Dehn surgery on K is a 3-dimensional space obtained by
removing from S3 the interior N˚(K) of a regular tubular neighborhood N(K), which is a 3-dimensional
solid torus S1×D2, and then gluing S1×D2 back to S3\N˚(K) in such a way that the meridional curve of
S1 ×D2 is identified with a (p, q)-curve on the boundary of S3\N˚(K). For the trivial knot K ⊂ S3, it is
easy to see that the p/q Dehn surgery on K gives precisely the lens space L(p, q). In this case, the knot
complement S3\N˚(K) is homeomorphic to the solid torus S1 × D2, so the space L(p, q) can be obtained
by gluing together two solid tori along their boundary.
To describe this in more precise terms, we consider the solid torus S1 × D2 as a subset in C2 :
S1 × D2 = {(z, w) ∈ C2 : |z| = 1 , |w| ≤ 1} .
We identify T2 = S1× S1 as the boundary of S1×D2 in C2 and denote by i : T2 ↪→ S1×D2 the natural
inclusion.
Now, for the given pair (p, q) of coprime numbers, we choose m,n ∈ Z , so that mq − np = 1 , and
define the ‘gluing’ map γ : T2 → S1 × D2 by11
(7.24) γ(z, w) := (zmwp, znwq) .
Then the p/q Dehn surgery construction of L(p, q) can be described as the pushout in Top0,∗:
(7.25) L(p, q) ∼= colim [S1 × D2 i←↩ T2 γ↪→ S1 × D2 ] .
Since i is a cofibration in Top0,∗, we can replace the colimit in (7.25) by a homotopy colimit and then
replace the diagram of solid tori by a homotopy equivalent diagram of circles:
(7.26) L(p, q) ∼= hocolim [ S1 pi T2 γ¯→ S1 ] .
11Note that the map γ factors as γ = i ◦ γA , where γA : T2 → T2 is a homeomorphism of the torus defined by
formula (7.24) that depends on the matrix A =
(
m p
n q
)
∈ SL2(Z). The assignment A 7→ γA induces an isomorphism
from SL2(Z) to the mapping class group of T2. Formula (7.26) shows that L(p.q) can be obtained as a join of two circles,
S1 ?γ S1 , twisted by γA.
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In this diagram, the map pi is given by the canonical projection (z, w) 7→ z and γ¯ is the composition pi ◦γ
defined by (z, w) 7→ zmwp. Now, applying the Kan loop group functor, we get a simplicial group model
for L(p, q):
(7.27) G[L(p, q)] ∼= hocolim [F1 pi←− G(T2) γ−→ F1 ] .
Recall (see (7.2)) that G(T2) is given in sGr by the homotopy cofibre of the commutator map α : F1 → F2,
c 7→ [a, b] , where a and b are the generators of F2 corresponding to the meridian and longitude in T2. In
terms of these generators, the maps pi and γ in (7.27) are induced by
(7.28) pi : F2 → F1 , (a, b) 7→ (z, 1) , γ : F2 → F1 , (a, b) 7→ (zm, zp) ,
where z is a generator of F1.
Now, assume that G admits a global Koszul resolution K∗(G) described in Section 7.1. Then, we have
am explicit DG algebra model for HR∗(T2, G) given by A∗(T2, G) = O(G×G)⊗O(G) K∗(G). Applying
to (7.27) the derived representation functor, we get
(7.29) DRepG[G(L(p, q))] ∼= hocolim [O(G) pi∗←− A∗(T2, G) γ∗−→ O(G) ] ,
The maps pi∗ and γ∗ in (7.29) are determined by (7.28); on the degree 0 component of the DG algebra
A∗(T2, G), they are given by
(7.30) pi∗ : O(G×G)→ O(G) , f(x, y) 7→ f(z, e) ,
(7.31) γ∗ : O(G×G)→ O(G) , f(x, y) 7→ f(zm, zp) .
Using pi∗ and γ∗, we can make O(G) into (left and right) DG modules over the DG algebra A∗(T2, G),
which we denote by O(G)pi and O(G)γ respectively. With this notation, we have the following result that
completes our calculation.
Theorem 7.3. The representation homology of a 3-dimensional lens space L(p, q) is given by
HR∗(L(p, q), G) ∼= TorA∗∗ (O(G)pi, O(G)γ) ,
where TorA∗∗ denotes the differential Tor taken over the DG algebra A∗ = A∗(T2, G). In particular, there
is an Eilenberg-Moore homology spectral sequence
E2∗,∗ = Tor
HR∗(T2,G)∗ (O(G)pi, O(G)γ) =⇒ HR∗(L(p, q), G)
converging to the representation homology of L(p, q).
7.2.4. Closed 3-manifolds. The above construction of lens spaces generalizes to arbitrary closed 3-manifolds.
Specifically, it is well known (see, e.g., [85]) that every closed connected orientable 3-manifold M admits
a Heegaard decomposition Hg ∪γ Hg which can be written as
(7.32) M ∼= colim [Hg i←↩ Σg γ↪→ Hg ] ,
where Hg is a handlebody of genus g ≥ 0 , i is the natural inclusion identifying Σg = ∂Hg and γ is
a gluing map defined as the composition Σg
γA−−→ Σg i↪→ Hg , where γA is an (orientation-preserving)
diffeomorphism of Σg representing an element in the mapping class group M(Σg) := pi0(Diff+ Σg). In
particular, for g = 1, the Heegaard diagram (7.32) becomes (7.25); in fact, the lens spaces can be
characterized as (closed) 3-manifolds that admit Heegaard decompositions of genus 1.
Since Hg is homotopy equivalent as a cell complex to the bouquet of g circles ∨gi=1S1, we can represent
the homotopy type of M by
M ∼= hocolim
[
g∨
i=1
S1 ← Σg →
g∨
i=1
S1
]
.
This gives the simplicial group model G(M) ∼= hocolim [Fg pi←− G(Σg) γ−→ Fg ] , and hence
DRepG[G(M)] ∼= hocolim [O(Gg) pi∗←− A∗(Σg, G) γ∗−→ O(Gg) ] ∼= O(Gg) ⊗LA∗ O(Gg) ,
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where A∗ = A∗(Σg, G) is an explicit DG algebra model for the representation homology HR∗(Σg, G) (see
Section 7.1.2). As a result, we have the following generalization of Theorem 7.3 to 3-manifolds of higher
genus.
Theorem 7.4. Let M a closed connected orientable 3-manifold. Assume that M has a Heegaard de-
composition (7.32) determined by an element γ ∈ M(Σg) in the mapping class group of Σg. Then the
representation homology of M is given by
HR∗(M,G) ∼= TorA∗∗ (O(Gg)pi, O(Gg)γ) ,
where TorA∗∗ is the differential Tor taken over the DG algebra A∗ = A∗(Σg, G). In particular, there is
an Eilenberg-Moore homology spectral sequence
E2∗,∗ = Tor
HR∗(Σg,G)∗ (O(Gg)pi, O(Gg)γ) =⇒ HR∗(M,G)
converging to the representation homology of M .
8. Representation cohomology and a non-abelian Dennis trace map
In this section, we identify representation homology as the Hochschild-Mitchell (hyper)homology of a
certain bifunctor on the category of finitely generated free groups G with values in chain complexes of
k-vector spaces.
8.1. Representation cohomology.
8.1.1. (Co)homology of small categories. Let C be a small category. By a C -bimodule, we mean a
bifunctor D : C op × C −→ Vectk, which is contravariant in the first argument and covariant in the
second. We write Bimod(C ) for the category of C -bimodules. For any D ∈ Bimod(C ), one can define the
(Hochschild-Mitchell) homology HH∗(C , D) and cohomology HH∗(C , D) of C with coefficients in D. For
a precise definition and basic properties of these classical (co)homology theories we refer to [72, 4, 34, 35]
(a good summary can also be found in [63, Appendix C]). Here, we only recall that HH∗(C , – ) and
HH∗(C , – ) are functors (covariant and contravariant, respectively) on the category of C -bimodules, such
that {HHn(C , – )}n≥0 and {HHn(C , – )}n≥0 are universal δ-sequences, with HH0(C , D) and HH0(C , D)
being canonically isomorphic to the coend
∫ c∈C
D(c, c) and the end
∫
c∈C D(c, c) of the bifunctor D.
Moreover, the (co)homology theories HH∗(C , D) and HH∗(C , D) have good functorial properties with
respect to the first argument: in particular, any functor F : C ′ −→ C between small categories induces a
natural map on homology F∗ : HH∗(C ′, F ∗D) −→ HH∗(C , D) , where F ∗ : Bimod(C )→ Bimod(C ′) is the
restriction functor on bimodules defined by F ∗D := D ◦ (F op × F ).
8.1.2. Representation cohomology. To express representation homology in terms of Hochschild-Mitchell
homology, we need to slightly extend the above classical setting. Specifically, we will consider chain com-
plexes of C -bimodules, which are simply bifunctors D : C op ×C −→ Ch≥0(k) with values in the category
of chain complexes of k-vector spaces, and define HH∗(C , D) and HH∗(C , D) to be the Hochschild-
Mitchell hyperhomology and the Hochschild-Mitchell hypercohomology of D, respectively. Now, given two
chain complexes of right and left C -modules, say M : C op → Ch≥0(k) and N : C → Ch≥0(k) , we define
the chain complex of C -bimodules M k N : C op × C → Ch≥0(k) by assigning to (c, c′) ∈ Ob(C op × C )
the tensor product M(c)⊗k N(c′) of the corresponding chain complexes. With this notation, we have
Lemma 8.1. For any X ∈ sSet0 and any commutative Hopf algebra H, there is a natural isomorphism
(8.1) HR∗(X,H) ∼= HH∗(G, N(k[GX])k H ) .
Proof. For any small category C and any C -modules M and N with values in Ch≥0(k), where k is a
commutative ring, there is a natural (Grothendieck) spectral sequence (see, e.g., [63, (C.10.1)]):
E2pq = HHp(C , Hq[M Lk N ]) =⇒ Hp+q[M ⊗LC N ] .
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When k is a field, this spectral sequence degenerates giving an isomorphism HH∗(C , MkN) ∼= H∗[M⊗LC
N ] . In our situation, we have
HH∗(G, N(k[GX])k H ) ∼= H∗[N(k[GX])⊗LG H] ,
which in composition with the isomorphism of Theorem 3.1 gives (8.1). 
Lemma 8.1 motivates the following definition.
Definition 8.1. The representation cohomology of X in H is defined by
HR∗(X,H) := HH∗(G, N(k[GX])k H )
More generally, for any G-bimodule D : C op×C −→ Ch≥0(k) , we define the representation homology and
the representation cohomology of D by
HR∗(D) := HH∗(G, D) , HR∗(D) := HH∗(G, D) .
In the case when D is an ordinary G-bimodule (with values in Vectk), this definition says that the
representation (co)homology of D is just the classical Hochschild-Mitchell (co)homology of D.
8.1.3. Relation to topological Hochschild homology. For an arbtirary (associative unital) ring R, denote by
F (R) the full subcategory of R-Mod whose objects are the free modules Rn, n ≥ 0. For any R-bimodule
N , consider the bifunctor Hom(I,N) : F (R)op × F (R)→ Mod(Z) defined by (X,Y ) 7→ HomR(X,N ⊗R
Y )). Then, a theorem of Pirashvili and Waldhausen [77] asserts that the Hochschild-Mitchell homology
HH∗(F (R), Hom(I,N)) is naturally isomorphic to the topological Hochschild homology THH∗(R,N) of
the ring R with coefficients in the bimodule N . It is therefore natural to define the topological Hochschild
homology of R with coefficients in an arbitrary bifunctor B : F (R)op × F (R) → Mod(Z) by (cf. [63,
Chap. 13])
THH∗(R,B) := HH∗(F (R), B) .
For R = Z, the category F (Z) is equivalent to the category Gab of finitely generated free abelian groups,
which (as our notation suggests) is the abelianization of the category G. The abelianization functor
α : G→ Gab induces a natural map HR∗(α∗B) −→ THH∗(Z, B) for any Gab-bimodule B ∈ Bimod(Gab),
and conversely, for any G-bimodule D ∈ Bimod(G), associated to the functor α, there is an Andre´-type
spectral sequence (see [34, Theorem 1.20]):
E2pq = THHp(Z, Lq(αop × α)∗D) =⇒ HRp+q(D) ,
converging to the representation homology of D.
Thus, representation homology may be viewed as a non-abelian analogue of topological Hochschild
homology, and it is natural to ask for ‘non-abelian’ analogues of various constructions known for topolog-
ical Hochschild homology. In the next section, we outline one such construction which may be thought
of as a non-abelian version of the Dennis trace map.
8.2. Non-abelian Dennis trace map. Recall12 that the classical Dennis trace maps the stable homol-
ogy of the general linear groups of a ring R to topological Hochschild homology of R :
(8.2) DTr∞(R,B) : H∗(GL∞(R), B∞) −→ THH∗(R,B) ,
where B is an arbitrary bimodule over F (R). We generalize this map to the non-abelian setting.
Let Autn := Aut(Fn) denote the automorphism group of the free group on generators x1, . . . , xn. We
will regard Autn as the automorphism group AutG(〈n〉) of the object 〈n〉 in the category G. There are
obvious inclusions Autn ↪→ Autn+1 defined by g 7→ g˜ , where g˜(xi) := g(xi) for i ≤ n and g˜(xn+1) =
xn+1. We set Aut∞ := lim−→ Autn .
Now, consider an arbitrary bimodule D on the category G, i.e. a bifunctor D : Gop × G → Vectk .
For each n ≥ 1, let Dn := D(〈n〉, 〈n〉) and define the linear maps
(8.3) p∗n ◦ (in)∗ : Dn → D(〈n〉, 〈n+ 1〉)→ Dn+1 ,
12See [63, Sect. 13.1.8] for the case B = Hom(I,N) and [31] for an extension to arbitrary F (R)-bimodules.
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where (in)∗ := D(Id, in) and p∗n := D(pn, Id) are induced by the natural inclusion in : 〈n〉 ↪→ 〈n+ 1〉
and the natural projection pn : 〈n+ 1〉  〈n〉 , respectively. Put
D∞ := lim−→ Dn ,
where the inductive limit is taken with respect to (8.3).
Next, observe that each Dn carries a natural Autn-module structure: namely, Autn −→ Aut(Dn), g 7→
g∗ ◦ g∗, where g∗ := D(g, Id) and g∗ := D(Id, g). Moreover, for all g ∈ Autn , there is a commutative
diagram
Dn
g∗ g∗- Dn
Dn+1
p∗n (in)∗
?
g˜∗ g˜∗- Dn+1
p∗n (in)∗
?
.
As a consequence, the k-vector space D∞ carries a natural (inductive) Aut∞-module structure. Thus,
we can consider the homology groups H∗(Autn, Dn) for all n ≥ 1 and H∗(Aut∞, D∞). Since homology
commutes with direct limits, we can identify
(8.4) H∗(Aut∞, D∞) ∼= lim−→ H∗(Autn, Dn) .
Next, we construct natural maps relating H∗(Autn, Dn) and H∗(Aut∞, D∞) to representation homol-
ogy HR∗(D) . We proceed as in [63, 13.1.8], but with one important modification. Instead of using the
Mac Lane Isomorphism, which identifies group homology with classical Hochschild homology in the case
of GLn and which is not available in our non-abelian setting, we will use the Baues-Wirsching Isomor-
phism, which identifies group homology with Baues-Wirsching homology [34]. Specifically, regarding each
group Autn as a category with a single object, we consider the natural functors
γn : Autn → G ,
mapping the single object of Autn to 〈n〉 ∈ G. Then, by [34, Remark 1.10], we have natural isomorphisms
H∗(Autn, Dn) ∼= HBW∗ (Autn, γ∗nD) ∼= TorFAut
op
n∗ (Z, γ∗nD) ,
where F C denotes the Baues-Wirsching factorization category of a small category C (see [4]). Similarly,
by [34, Proposition 1.13], there are natural isomorphisms
HR∗(D) := HH∗(G, D) ∼= HBW∗ (G, D) ∼= TorFG
op
∗ (Z, D) .
Now, observe that, for each n ≥ 0 and any G-bimodule D, there is a canonical map H0(Autn, Dn) →
HR0(D) ∼=
∫ n≥0
Dn induced by embedding each Dn into the coend diagram of the bifunctor D. Since
γ∗n is an exact functor from the category of left F Gop-modules to the category of left Autn-modules,
the sequence {TorFAutopni (Z, γ∗n( – ))}i≥0 forms a covariant left δ-functor. Since {TorFAut
op
n
i (Z, – )}i≥0 is
a universal δ-functor, the map H0(Autn, Dn)→ HR0(D) extends to canonical linear maps
(8.5) DTrGn (D) : Hi(Autn, Dn) −→ HRi(D) , ∀ i ≥ 0 .
As in [63, 13.1.8], it is easy to check that the maps (8.5) are compatible when passing from n to n + 1.
Hence, we can stabilize (8.5) by passing to the inductive limit as n→∞ . With identification (8.4), the
resulting stable map reads
(8.6) DTrG∞(D) : H∗(Aut∞, D∞) −→ HR∗(D) .
This is a non-abelian analogue of the classical Dennis trace map (8.2). As in the classical case, it is
natural to ask: When is (8.6) an isomorphism? Motivated by a theorem of Scorichenko [87] (see also
[31]), we propose a conjectural answer:
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Conjecture 3. The map (8.6) is an isomorphism if D is a polynomial13 bifunctor.
We conclude this section a few remarks related to Conjecture 3.
1. A famous theorem of Galatius [33] asserts that natural maps from the symmetric group Sn to Autn
(defined by permuting the generators) induce isomorphisms
Hi(Autn, Z) ∼= Hi(Sn, Z) , ∀n > 2i+ 1 .
This implies that Hi(Aut∞, A) = 0 for all i > 0, where A is any constant k-module provided k has
characteristic 0 (which we always assume in this paper). Conjecture 3 implies [24, Theorem 1], which
says that Hi(Aut∞, D∞) = 0 for all i > 0, when D is a polynomial bifunctor, constant with respect to
its contravariant argument. Indeed, for such bifunctors, we have HRi(D) = HHi(G, D) = 0 for i > 0
because G has a terminal object.
2. The direct analogue of Conjecture 3 is false in the abelian case. Indeed, if B is a constant bi-
functor on F (R), then THH∗(R,B) vanishes in positive degrees (since F (R) has terminal object), but
H∗(GL∞(R), B) may be highly nontrivial (see [31]). The correct version of Conjecture 3 proved in [87]
replaces the stable group homology with Waldhausen’s stable K-theory. In the non-abelian case, one
case also state a version of Conjecture 3 for the stable K-theory of automorphism groups Autn instead
of group homology; however, we expect that in this case, the two theories are actually isomorphic. We
briefly outline an argument behind this expectation.
Let E∞ denote the commutator subgroup of Aut∞. It is known that E∞ is a perfect normal subgroup,
hence we can form the ‘plus construction’
Ψ : BAut∞ −→ BAut+∞ .
Let FΨ denote the homotopy fiber of the map Ψ. We have a canonical group homomorphism pi1(FΨ) −→
pi1(BAut∞) ∼= Aut∞ that equips any Aut∞-module with a pi1(FΨ)-action. In particular, the Aut∞-
module D∞ arising from a G-bimodule D may be viewed as a pi1(FΨ)-module, and hence defines a local
system on FΨ. The stable K-theory Ks∗(Aut∞, D∞) is then defined to be H∗(FΨ, D∞) , the homology
of FΨ with coefficients in the local system D∞. Now, consider the Serre spectral sequence associated to
the homotopy fibration FΨ −→ BAut∞ −→ BAut+∞ :
E2pq = Hp(BAut
+
∞, Hq(FΨ, D∞)) =⇒ Hn(BAut∞, D∞) .
If Aut∞ acts trivially on Ksq (Aut∞, D∞) = Hq(FΨ, D∞) (as it happens in the classical case, see [63,
13.3.2]), then, since BAut∞ −→ BAut+∞ is a homology equivalence for trivial coefficients, the above
spectral sequence becomes
E2pq = Hp(BAut∞, K
s
q (Aut∞, D∞)) =⇒ Hn(BAut∞, D∞) .
However, by Galatius’ Theorem [33], we know that Hp(Aut∞, A) = 0 for p > 0 for any constant coefficients
over k. Hence, the above spectral sequence must collapse on the p-axis, giving a desired isomorphism
Ks∗(Aut∞, D∞) ∼= H∗(Aut∞, D∞).
Appendix A. Monoidal Dold-Kan correspondence
The Dold-Kan correspondence is a classical result that establishes an equivalence between the category
Ch≥0(A ) of non-negatively graded chain complexes in an abelian category A and the category sA of
simplicial objects in A . In this Appendix, we will describe a monoidal enrichment of this correspondence
relating the category of (nonnegatively graded) DG P-algebras to the category of simplicial P-algebras for
an arbitrary k-linear operad P. For simplicity, we will fix a commutative ring k with unit, and consider
only the abelian category A = Modk.
13Strictly speaking, the notion of a polynomial functor is usually defined in the literature for functors T : C → A
between two additive categories (see, e.g., [63, E.13.1.3]). However, the definition of the n-th cross-effect, in terms of which
one defines polynomial degrees, makes sense for functors T whose domain C is any pointed cocartesian monoidal category;
in particular, it applies to the category G (see [42]).
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A.1. The Dold-Kan correspondence. To any simplicial k-module X∗ ∈ sModk we can associate the
chain complex
N(X) = [ . . .→ N(X)n ∂−→ N(X)n−1 → . . . ]
with N(X)n :=
⋂n
i=1 Ker(di : Xn −→ Xn−1) for n ≥ 0 and the differential ∂ given by d0. The assignment
X 7→ N(X) defines a functor N : sModk → Ch≥0(k) from the category of simplicial k-modules to the
category of connective chain complexes of k-modules. The functor N is called the normalization functor.
A classical theorem due to Dold and Kan (see [94, Theorem 8.4.1]) asserts that N is an equivalence of
categories.
For any simplicial k-module X ∈ sModk, the homology groups of the chain complex N(X) are naturally
isomorphic to the homotopy groups pi∗(|X|) of the geometric realization of X (see [68, Theorem 22.1]).
This justifies the notation pi∗(X) := H∗[N(X)], which we use throughout the paper.
The inverse N−1 : Ch≥0(k) −→ sModk of the normalization functor is defined as follows. For any chain
complex V ∈ Ch≥0(k), the degree n part of the simplicial k-module N−1(V ) is given by
(A.1) N−1(V )n =
⊕
r≥0
⊕
σ:[n][r]
Vr
We think of N−1(V ) as adjoining to V the degeneracies of all elements in V . We write an element
x ∈ Vr in the summand corresponding to σ as σ∗(x). When σ = Id, we simply write this as x, or η(x) if
we want to emphasize that we consider x to be an element in N−1(V ) rather than V . As suggested by
the notation, this determines the degeneracy maps in N−1(V ): namely, sj(σ∗(x)) := (σ ◦ σj)∗(x) (recall
from Section 2.1 that sj := [σ
j ]∗). The face maps in N−1(V ) are determined by the requirement that
di(η(x)) = 0 for all i > 0, and the canonical map
η : V −→ N [N−1(V )], x 7→ η(x) = x
commutes with differentials, i.e. d0(η(x)) = η(d(x)). Since all elements of N
−1(V ) other than η(x) are
sums of degenerations of η(x), specifying the face maps on these elements determines all the face maps
in N−1(V ). This defines a simplicial k-module N−1(V ) and hence the functor N−1 : Ch≥0(k) −→ sModk
(see [41] for more details). It is easy to check that this functor is indeed the inverse of the normalization
functor N .
There is an alternative way to define the normalization functor. For each simplicial k-module X ∈
sModk, we can take the chain complex N(X) defined by
(A.2) N(X)n :=
Xn∑n−1
j=0 sj(Xn−1)
d =
n∑
i=0
(−1)idi : N(X)n −→ N(X)n−1
Then one can show (see [41]) that the canonical map N(X) −→ N(X) of chain complexes given by the
composition N(X)n ↪→ Xn  N(X)n is an isomorphism.
Notice that the inverse (A.1) of the normalization functor has an important feature: the collection of
k-modules N−1(V )n, as well as the degeneracy maps between them, depends only on the graded module
V and not on its differential. In other words, (A.1) defines a functor N−1 : grModk −→ Mod
∆opsurj
k from the
category grModk of graded k-modules to the category Mod
∆opsurj
k of ∆
op
surj-systems of k-modules. Similarly,
(A.2) gives a functor N : Mod
∆opsurj
k −→ grModk. This will play a role in our construction of the monoidal
Dold-Kan correspondence in the next section.
A.2. Monoidal Dold-Kan correspondence. It is a classical fact that the Dold-Kan normalization
functor N : sModk −→ Ch≥0(k) can be endowed with a symmetric lax monoidal structure. To describe it, we
first introduce some notations. Given two simplicial modules X,Y ∈ sModk over a commutative ring k, we
denote by X ⊗¯Y ∈ sModk the result of applying the tensor product levelwise, i.e., (X ⊗¯Y )n := Xn⊗kYn.
Then, there is a quasi-isomorphism of chain complexes
sh : N(X ⊗¯Y ) ∼−→ N(X)⊗N(Y )
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called the Eilenberg-Zilber shuffle map, which is natural (in X and Y ), symmetric, associative and unital
in the obvious sense (see, e.g., [68, 86] for details).
This shuffle map allows one to transfer algebraic structures from a simplicial module A to its normal-
ization N(A). For instance, if A is a simplicial associative algebra, then N(A) is a DG algebra; if A
is a simplicial commutative algebra, then N(A) is a commutative DG algebra, etc. In general, for any
k-linear operad P, one can consider the category sAlg(P) of simplicial P-algebras as well as the category
DGA(P) of non-negatively graded DG P-algebras. If A ∈ sAlg(P) is a simplicial P-algebra, then each
n-ary operation µ ∈ P(n) gives a map
αA(µ) : A ⊗¯ n. . . ⊗¯ A −→ A
One can then use the Eilenberg-Zilber shuffle maps to construct the maps
αN(A)(µ) : N(A)⊗ n. . . ⊗N(A) sh−→ N(A ⊗¯ n. . . ⊗¯ A ) N(αA(µ))−−−−−−→ N(A)
which form the structure maps for a DG P-algebra on N(A). This defines a functor
(A.3) N : sAlg(P) −→ DGA(P) .
In the special case when P is the Lie operad, this last functor has already appeared in [79]. Quillen
showed that it has a left adjoint in that case. His proof generalizes directly to an arbitrary operad.
Proposition A.1. The functor (A.3) has a left adjoint N∗ : DGA(P) −→ sAlg(P).
Proof. As in [79], for any A ∈ DGA(P), we define N∗(A) as the following (degreewise) coequalizer of
simplicial P-algebras
N∗(A) = coeq
[
TP(N−1(TP(A)))
α∗ //
sh∗
// TP(N−1(A))
]
where α∗ and sh∗ are induced by N−1(α) : N−1(TP(A)) −→ N−1(A) and the Eilenberg-Zilber maps
sh : N−1(TP(A)) −→ TP(N−1(A)) respectively. 
Notice that the proof shows that the underlying ∆opsurj-system of P-algebra of N∗(A) depends only
on the graded algebra structure of A (see the discussion at the end of the previous subsection). This
observation will allow us to describe the simplicial P-algebra N∗(A) in the case when A is semi-free.
We first consider the commutative diagrams of functors
sAlg(P) forget //
N

(1)
sModk
N

DGA(P) forget // Ch≥0(k)
sAlg(P)
(2)
sModk
TPoo
DGA(P)
N∗
OO
Ch≥0(k)
N−1
OO
TPoo
where we denote by TP the free algebra functors in both simplicial and DG contexts. The square (1)
obviously commutes up to isomorphism of functors. The square (2) is obtained by replacing every functor
on the square (1) by its left adjoint. Therefore, it also commutes up to isomorphism of functors. The
commutativity (up to isomorphism) of the square (2) can be written as
(A.4) N∗(TP(V )) ∼= TP(N−1(V )) .
In other words, N∗ of a free DG P-algebra is free. The same is true for semi-free algebras. Recall that a
DG P-algebra is said to be semi-free if its underlying graded algebra is free over a degreewise free graded
k-module V . Similarly, a simplicial P-algebra A is said to be semi-free14 if its underlying ∆opsurj-system
of P-algebras is of the form A = TP(N−1(V )) for a degreewise free graded k-module V .
14By standard definition (cf. [41]), a simplicial P-algebra is called semi-free if there is a collection of subsets Bn ⊂ An,
called a basis, that is closed under degeneracies and that An = TP (Bn) for each n. It is clear that our definition implies
this. To see the converse, notice that any basis element that is not the degeneracy of any other basis element is in fact non-
degenerate in the underlying simplicial set of A. Let V be the graded k-module with a basis given by these non-degenerate
basis elements. Then an application of [36, Lemma I.2.11] shows that A = TP (N−1(V )) as a ∆
op
surj-system of P-algebras.
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The above discussion leads to the following
Proposition A.2. The functor N∗ : DGA(P) −→ sAlg(P) sends semi-free DG P-algebras to semi-free
simplicial P-algebras.
Proof. We have seen that N∗ sends free algebras to free algebras. Since the underlying ∆opsurj-system of
N∗(A) depends only on the graded algebra structure of A, the result follows. 
Next, we consider the adjunction map A −→ N(N∗(A)) in the case when A = TP(V ) is semi-free over
a graded complex V . To describe this map, we first give a different interpretation of the Eilenberg-
Zilber shuffle map. Namely, we view it a collection of maps that connect two symmetric monoidal
structures on the category Ch≥0(k) of chain complexes on k. We will use the “quotient” form (A.2) of the
normalization functor. Thus, we consider the equivalence of categories N : sModk −→ Ch≥0(k). One can use
this equivalence to transport the symmetric monoidal structure ⊗¯ on sModk to a symmetric monoidal
structure ⊗ on Ch≥0(k). Precisely, we define V ⊗W := N(N−1(V ) ⊗¯N−1(W )) for V,W ∈ Ch≥0(k).
Then the Eilenberg-Zilber shuffle maps can be written as
(A.5) sh : V ⊗W −→ V ⊗W, x⊗ y 7→ x× y := sh(x, y)
Now, suppose that a DG P-algebra A ∈ DGA(P) is semi-free over a graded k-module V , i.e.,
A = TP(V ) :=
⊕
n≥0
P(n)⊗Sn V ⊗n
then by (A.4) as well as the discussion that follows, the DG P-algebra N(N∗(A)) ∈ DGA(P) has a similar
description
N(N∗(A)) =
⊕
n≥0
P(n)⊗ SnV ⊗n
Moreover, the adjunction map A −→ N(N∗(A)) is given by
(A.6)
⊕
n≥0
P(n)⊗Sn V ⊗n −→
⊕
n≥0
P(n)⊗ SnV ⊗n, (µ , x1 ⊗ . . .⊗ xn) 7→ (µ , x1 × . . .× xn)
This description of the adjunction map will be useful in the next subsection when we compare the
model structures on simplicial P-algebras and DG P-algebras.
A.3. Quillen equivalence. By [80, Section II.4, Theorem 4], there is a model structure on the category
sAlg(P) of simplicial P-algebras where a map f : A −→ B is a weak equivalence (resp., fibration) if and
only if the map of the underlying simplicial sets is a weak equivalence (resp., fibration). Moreover, it is
shown in [44] that if k is a field of characteristic 0, then the category DGA(P) of DG P-algebras also has
a model structure in which a map f : A −→ B is a weak equivalence (resp., fibration) if and only if the
map of the underlying (connective) chain complexes is a weak equivalence (resp., fibration).
From now on, we assume that k is a field of characteristic 0, and the categories sAlg(P) and DGA(P)
are equipped with the model structures described above. Then the normalization functor N : sAlg(P) −→
DGA(P) preserves fibrations and weak equivalences. Therefore, the adjunction
(A.7) N∗ : DGA(P) // sAlg(P) : Noo
is a Quillen pair. In fact, we have the following theorem, which is the main result of this appendix.
Theorem A.1. The Quillen pair (A.7) is a Quillen equivalence.
Proof. It suffices to show that, for any semi-free DG P-algebra A = TP(V ), unit of the adjunction (A.7)
is a weak equivalence. Composing this adjunction map with the isomorphism N(N∗(A)) −→ N(N∗(A)),
we can consider the map
(A.8) A −→ N(N∗(A)) ,
which depends only on the underlying graded P-algebra structure of A.
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If A is free, i.e., when the differential on A = TP(V ) is induced by the differential on a chain complex
V , then for each n ≥ 0, the map
sh : P(n)⊗ V ⊗n −→ P(n)⊗V ⊗n
is a quasi-isomorphism because it is induced by the Eilenberg-Zilber shuffle map (which is always a quasi-
isomorphism). Since k is a field of characteristic 0, the same is true when we pass to Sn-coinvariants
sh : P(n)⊗Sn V ⊗n −→ P(n)⊗ SnV ⊗n
This shows that the map (A.8) is a quasi-isomorphism in the case when A is free.
In the general case, when A = TP(V ) is semi-free over a graded k-module V , choose a homogeneous
basis of V , and assign a weight grading wt(x) ∈ N for each such basis element x. This induces a grading
on A, where an element (µ , x1 ⊗ . . .⊗ xn) ∈ P(n)⊗Sn V ⊗n has weight grading wt(x1) + · · ·+ wt(xn).
The underlying ∆opsurj-system of N
∗(A) is given by N∗(A) = TP(N−1(V )). Therefore, its elements
in degree m are sums of elements of the form (µ , σ∗1(x1) ⊗ . . . ⊗ σ∗n(xn)) where φi : [m]  [ri] and
xi ∈ Vri . Assign the weight grading wt(x1) + · · · + wt(xn) to this element. Then it is clear that all
the degeneracy maps preserve this weight grading. This induces a weight grading in the normalization
N(N∗(A)). Moreover, the map (A.8) preserves this grading.
In general, the differentials on both sides of (A.8) do not preserve the grading. However, if we let
Fn(A) be the filtration on A induced by the weight grading, then we can always choose the weight
grading on the homogeneous basis of V inductively so that d(Fn(A)) ⊂ Fn−1(A). Moreover, if we let
Gn = Gn(N(N
∗(A))) be the filtration on N(N∗(A)) induced by the weight grading on N(N∗(A)), then
we have d(Gn) ⊂ Gn for all n. This can be shown, for example, by considering the filtration G˜n on N∗(A)
induced by the weight grading and showing that the face maps preserve the filtration, i.e., di(G˜n) ⊂ G˜n
for all face maps di.
Therefore, both the domain and target of the map (A.8) of chain complexes admit filtrations by
subcomplexes, such that the map (A.8) preserves these subcomplexes. Since these filtrations are induced
by gradings, the graded k-modules associated to these filtrations can be canonically identified with the
original graded k-modules, i.e., we have
grF (A)
∼= TP(V ) , grG(N(N∗(A))) ∼= N(TP(N−1(V )))
as graded k-modules. In fact, a direct inspection of both sides shows that these isomorphisms are actually
isomorphisms of chain complexes, where V has zero differentials.
Hence, the induced map grF (A) −→ grG(N(N−1(A))) on the associated graded chain complexes coin-
cides with the adjunction map A′ −→ N(N∗(A′)) for the free algebra A′ = TP(V ) with zero differential.
This map is a quasi-isomorphism by our argument in the free case. Since the filtrations F• and G• are
bounded below and exhaustive, the map (A.8) induces an isomorphism on homology by the Eilenberg-
Moore comparison theorem [94, Thm. 5.5.11]. 
Remark. As mentioned above, in the case when P is the Lie operad, Theorem A.1 goes back to Quillen.
If P is the associative operad (and k is any field), Theorem A.1 is proved (by a different method) in [86].
Appendix B. Simplicial commutative algebras of finite type
Fix a field k of characteristic 0. By Theorem A.1, there is a Quillen equivalence between the model
category sComm Algk of simplicial commutative algebras and the model category DGCA
+
k of connective
commutative differential graded algebras:
N∗ : DGCA+k
//
sComm Algk : Noo .
Using this equivalence, one can prove the following
Proposition B.1. For an object [A] ∈ Ho(sComm Algk), the following conditions are equivalent:
(1) pi0(A) is a finitely generated k-algebra, and each pin(A) is finitely generated as a module over pi0(A).
(2) The homotopy type N([A]) ∈ Ho(DGCA+k ) has a representative B ∈ DGCA+k such that B is semi-free DG
algebra over k with finitely many generators in each homological degree.
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(3) The homotopy type [A] has a representative A = {An}n≥0 in sComm Algk such that each An is finitely
generated over k.
A detailed proof of this proposition is given in [93].
Definition B.1. An object [A] ∈ Ho(sComm Algk) that satisfies the equivalent conditions of Proposition
B.1 is called an algebra of quasi-finite type.
For any [A] ∈ Ho(sComm Algk), we can define an augmentation of [A] to be either a map [A] −→ [k] in
Ho(sComm Algk), or a map A −→ k in sComm Algk, or a map pi0(A) −→ k in Comm Algk (which are clearly
equivalent). We will denote an augmentation as εx, thinking of it as a k-point on the affine scheme
Spec(pi0(A)).
Any augmentation εx allows one to linearize A. Namely, let mx be the kernel of the map εx : A −→ k,
then we define Qx(A) := mx /m2x. This gives the linearization functor from the category of augmented
simplicial commutative algebra to the category of simplicial k-modules
Q : sComm Algk/k −→ sModk .
The functor Q has a right adjoint, given by assigning the simplicial commutative algebra k ⊕M to a
simplicial k-module M . This forms a Quillen adjunction, and allows one to define the derived functor
LQ : Ho(sComm Algk/k) −→ Ho(sModk) ,
which is the classical cotangent complex LA/k (see [2, 81]). Given a map f : [A] −→ [B] in Ho(sComm Algk),
any augmentation εx : [B] −→ [k] of [B] determines an augmentation εf∗(x) : [A] f−→ [B] εx−→ [k] of [A].
The map f is said to be e´tale at x if the induced map
f : LQf∗(x)(A) −→ LQx(B)
is an isomorphism in Ho(sModk).
Let k¯ be the algebraic closure of k. Then a map f : [A] −→ [B] in Ho(sComm Algk) is called e´tale if its
base change f˜ : [Ak¯] −→ [Bk¯] to the algebraic closure k¯ is e´tale for every augmentation εx : [Bk¯] −→ [k¯]. The
proposition below roughly says that a simplicial commutative algebra of quasi-finite type is determined
by its underlying scheme as well as its derived cotangent spaces. When stated in terms of differential
graded commutative algebras, this result follows either from [54, Proposition 1.3] or [5, Corollary 2.7].
The following version for simplicial commutative algebras then follows from Theorem A.1.
Proposition B.2. Let f : [A] −→ [B] be a morphism in Ho(sComm Algk) between two objects of quasi-
finite type. Suppose f is e´tale and induces an isomorphism in pi0(f) : pi0(A)
∼=−→ pi0(B). Then f is an
isomorphism in Ho(sComm Algk).
Homotopical arguments often require imposing the cofibrancy condition on objects and morphisms
between simplicial commutative algebras. As observed in [54], the above proposition allows one to
replace the cofibrancy condition by certain smoothness conditions. To this end, we introduce the following
replacement of cofibrations.
Definition B.2. We say that a map f : A −→ B of simplicial commutative algebras is a smooth extension
if it can be written as an (infinite) composition
A = sk−1(A) −→ sk0(A) −→ sk1(A) −→ . . . −→ lim−→ sk∗(A) = B
such that each map skn−1(A) −→ skn(A) is a pushout of the form
∂∆[n]⊗ Cn //

∆[n]⊗ Cn

skn−1(A) // skn(A)
where Cn is some (formally) smooth commutative algebra in Comm Algk. Then, we say that a simplicial
commutative algebra A is smooth if the structure map k −→ A is a smooth extension.
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Notice that smooth extensions are preserved under compositions and pushouts. Moreover, if we focus
on cotangent complexes, then smooth objects and smooth extensions between objects share the same
crucial properties as cofibrant objects and cofibrations between objects. This is the content of the
following proposition, for a detailed proof of which we refer to [93].
Proposition B.3. (1) Suppose that A is a smooth simplicial commutative algebra, then for any augmen-
tation εx : Ak¯ −→ k¯, the canonical map LQx(Ak¯) −→ Qx(Ak¯) is an isomorphism in Ho(sModk¯).
(2) Suppose that f : A −→ B is a smooth extension of simplicial commutative algebras, then for any
augmentation εx : Bk¯ −→ k¯, the induced map Qxf : Qf∗(x)(Ak¯) −→ Qx(Bk¯) on the linearizations is a
cofibration in sModk¯.
Now, we introduce the notion of a Reedy smooth diagram. For the definition of a Reedy category, we
refer to [46, Definition 15.1.2].
Definition B.3. Given a Reedy category I, a diagram A : I −→ sComm Algk is called Reedy smooth if for
each α ∈ I, the latching map fα : Lα(A) −→ A(α) is a smooth extension.
Recall that, if F : I −→ M is a Reedy cofibrant diagram in any model category, then F is objectwise
cofibrant. A similar statement is true for Reedy smooth diagrams A : I −→ sComm Algk. Namely, one can
write each A(α) as a (possibly transfinite15) composition of smooth extensions, and therefore it is itself a
(direct limit of) smooth simplicial commutative algebras. Thus, one can apply Proposition B.3 to deduce
the following
Lemma B.1. Suppose that A : I −→ sComm Algk is a Reedy smooth diagram, then for each α ∈ I and
each k¯-valued augmentation εx : A(α)k¯ −→ k¯, we have
(1) The canonical map LQx(A(α)k¯) −→ Qx(A(α)k¯) is an isomorphism in Ho(sModk¯).
(2) The latching map fα : Lα(A) −→ A(α) induces a cofibration on the linearization Qxfα : Qf∗(x)(Lα(A)k¯) −→
QxA(α)k¯ in sModk¯.
We will be primarily concerned with the case when the Reedy category I is the simplicial category ∆.
In this case, one can tensor any diagram A : ∆ −→ sComm Algk with a simplicial set X : ∆op −→ Set to
obtain X⊗∆A ∈ sComm Algk. The latching maps for A can be written in terms of these tensor products.
In fact, by [46, Proposition 16.3.8], the latching map for A at [n] ∈ ∆ can be identified with
(B.1) Lα(A) ∼= ∂∆[n]⊗∆ A −→ ∆[n]⊗∆ A ∼= A(α)
For each fixed X, the functor X ⊗∆− : (sComm Algk)∆ −→ sComm Algk has a total left derived functor.
The corresponding derived tensor product X⊗L∆A ∈ Ho(sComm Algk) is represented by the tensor prodcut
X ⊗∆ Q for any Reedy cofibrant replacement Q of A.
Recall that a simplicial set X is finite if it has finitely many nondegenerate elements. The following
lemma asserts that tensoring over a finite simplicial set preserves quasi-finiteness. It can be proved by
induction on the filtration of X by its skeletons skn(X) (see [93] for details).
Lemma B.2. Let X be a finite simplicial set. Suppose that A : ∆ −→ sComm Algk , [n] 7→ {Anm}m≥0 is
a cosimplicial simplicial commutative algebra such that each Anm ∈ Comm Algk is finitely generated, then
both the tensor product X ⊗∆ A and the derived tensor product X ⊗L∆ A are of quasi-finite type.
Lemma B.2 implies the following proposition which is the main result of this appendix.
Proposition B.4. Let X be a finite simplicial set. Suppose that A : ∆ −→ sComm Algk is a Reedy smooth
cosimplicial simplicial commutative algebras, then the canonical map
p : X ⊗L∆ A −→ X ⊗∆ A
is an isomorphism in Ho(sComm Algk).
15 This composition is finite if there are only finitely many objects in I in each degree, and all the morphism sets in I
are finite. This condition is satisfied in all the examples of Reedy categories that we consider in this paper.
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Proof. The pi0 part of both X ⊗L∆ A and X ⊗∆ A are given by X ⊗∆ pi0(A). Therefore, by Proposition
B.2 and Lemma B.2, it suffices to show that p is e´tale. To this end, consider the category of simplicies
∆ ↓ X. Being a left Kan extension, the tensor product X ⊗∆ A can be written as the colimit of the
diagram (∆ ↓ X) −→ ∆ A−→ sComm Algk:
X ⊗∆ A ∼= colim
([n],c)∈∆↓X
An .
Now, choose any Reedy cofibrant resolution p : Q
∼ A, where Q : ∆ −→ sComm Algk, and consider the
induced map
X ⊗∆ Q ∼= colim
([n],c)∈∆↓X
Qn
p−→ colim
([n],c)∈∆↓X
An ∼= X ⊗∆ A .
For each ([n], c) ∈ ∆ ↓ X, any k¯-valued augmentation εx : X ⊗∆ Ak¯ −→ k¯ induces an augmentation
(still denoted as εx) of the simplicial commutative algebra A
(n)
k¯
. This determines a map p• : Q•¯
k
−→ A•¯
k
of (∆ ↓ X)-diagrams of augmented simplicial commutative algebras. By (the proof of) [46, Proposition
16.3.12], both of Q•¯
k
and A•¯
k
are still Reedy smooth when considered as (∆ ↓ X)-diagrams of simplicial
commutative algebras. Therefore, by Lemma B.1(2), both of Qp∗x(Q•¯k) and Qx(A•¯k) are Reedy cofibrant
as (∆ ↓ X)-diagrams of simplicial k-modules. Moreover, by Lemma B.1(1), the linearization map
Qp∗x(Q•¯k) −→ Qx(A•¯k)
is a degreewise quasi-isomorphism. Therefore, p• induces a quasi-isomorphism on colimits. In other
words, for any augmentation εx : X ⊗∆ Ak¯ −→ k¯, we have a quasi-isomorphism
Qx(p) : Qp∗x(X ⊗∆ Qk¯) −→ Qx(X ⊗∆ Ak¯) .
Since X is finite, X⊗∆A is a smooth simplicial commutative algebra. Therefore, by Lemma B.1(1), the
linearization Qx(X ⊗∆Ak¯) appearing as the target of the map Qx(p) represents its derived linearization.
By cofibrancy of Q and hence X ⊗∆ Q, the same is true for the domain of this map. This shows that
p : X ⊗L∆ A −→ X ⊗∆ A is e´tale, which completes the proof. 
The above argument can be modified to show that, in some cases, to compute homotopy colimit, it
suffices to resolve a diagram by a Reedy smooth diagram. To this end, we adopt the terminology of [26],
and say that a category I is very small if
(1) I has a finite set of objects and a finite set of morphisms, and
(2) there exists an integer N such that, if A0
f1−→ A1 f2−→ . . . fn−→ An is a string of composable
morphisms of I with n > N , then some fi is the identity morphism in I.
For any object α ∈ I in such a category, define its degree as the largest integer n such that there
exists a string A0
f1−→ A1 f2−→ . . . fn−→ An = α of composable morphisms, with none of the morphisms
fi being the identity. Then, every non-identity morphism raises degree. Therefore, the category I is a
Reedy category, with I+ = I, and I− consisting only of the identity morphisms.
Proposition B.5. Let I be a very small category, and let P be an I-shaped diagram of simplicial com-
mutative algebras. Suppose that P is Reedy smooth, then the canonical map hocolim(P ) −→ colim(P ) is
an isomorphism in Ho(sComm Algk).
Proof. First, we show that both hocolim(P ) and the ordinary colimit colim(P ) are of quasi-finite type.
The fact that colim(P ) is of quasi-finite type follows from condition (3) of Proposition B.1. To see
that hocolim(P ) is of quasi-finite type, we first construct inductively a cofibrant resolution Q of P such
that each Q(α) ∈ sComm Algk is degreewise finitely generated. Then, hocolim(P ) ' colim(Q) is again
of quasi-finite type by condition (3) of Proposition B.1. This allows one to apply Proposition B.2 to
the map f : colim(Q) −→ colim(P ). Any augmentation x : colim(P )k¯ −→ k¯ determine a compatible
system of augmentations xα : P (α)k¯ −→ k¯, which can be further pulled back to a compatible system of
augmentations f∗(xα) : Q(α)k¯ −→ k¯. Taking linearizations gives a map
f : (Qx(Q(α)k¯))α∈I −→ (Qx(P (α)k¯))α∈I
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The assumption that P ∈ sComm AlgIk is Reedy smooth implies (see Lemma B.1) that this map is a
termwise quasi-equivalence map of Reedy cofibrant I-shaped diagram in sModk¯. Therefore, f induces
a quasi-isomorphism on colimits: i.e., the map Qx(f) : Qf∗x(colim(Q)) −→ Qx(colim(P )) is a quasi-
isomorphism. By smoothness of colim(P ) and cofibrancy of colim(Q), this map represents a map on
derived linearizations as well. This shows that colim(Q) −→ colim(P ) is e´tale, finishing the proof. 
As an application, we can now give a proof of Lemma 4.2 stated in Section 4.2.
Corollary B.1. The functor DRepG : Ho(sGr) −→ Ho(sComm Algk) preserves homotopy pushouts.
Proof. Suppose we are given a diagram [ Γ′ ←↩ Γ ↪→ Γ′′] of simplicial groups, where Γ is semi-free, and the
two arrows are semi-free extensions. Let P be the diagram P = [ (Γ′)G ← (Γ)G → (Γ′′)G ] obtained from
[ Γ′ ←↩ Γ ↪→ Γ′′] by applying the representation functor (4.4). Then we have to show that the canonical
map hocolim(P ) −→ colim(P ) is an isomorphism in Ho(sComm Algk). Since the weak equivalences in
sComm Algk are preserved under filtered colimits, it suffices to assume that the simplicial groups Γ,Γ
′
and Γ′′ are of finite type (i.e., they are semi-free with finitely many nondegenerate generators). While P
is not, in general, Reedy cofibrant, it is Reedy smooth for any algebraic group G. The result therefore
follows from Proposition B.5. 
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