How the brain generates accurate movement is a long-standing problem in neuroscience. In this issue of Neuron, Russo et al. (2018) argue that population activity in motor cortex does not represent muscle patterns but rather untangled neural trajectories that are robust to noise.
For more than half a century, neuroscientists have endeavored to understand how neurons in motor areas of the cortex generate and control the movements that we make with our limbs. This program of research has been greatly influenced by comparable studies in sensory areas, for example, the famous experiments of Hubel and Wiesel (1959) . In early visual cortex, neurons are ''tuned'' to particular features of stimuli, so an individual neuron may discharge action potentials when, for example, an edge with specific orientation moves across the field of view. Presumably, the distributed activity of large numbers of such neurons provides a high-dimensional representation of the entire visual scene, which is relayed to downstream brain areas. By analogy, we might expect the firing rates of single neurons in the motor cortex similarly to represent specific features of movement, for example, the direction of motion of a limb, the forces generated around a joint, or the activity of a particular muscle. Indeed, since the motor cortex comprises the major descending output from the brain and, in primates, projects directly to the final common pathway of the motoneurons, it seems that the distributed activity of motor cortex neurons should convey all the information needed by the spinal cord to execute voluntary movements. In recent years, impressive support for this view has been provided by the development of brain-machine interfaces, which decode motor intentions in real time from hundreds of motor cortical neurons, in order to restore movement after paralysis (Collinger et al., 2013) .
Nevertheless, while a wealth of information can undoubtedly be decoded from motor cortical populations, there remains controversy about what specific features are represented at the level of single neurons. Experimental paradigms developed initially to distinguish encoding of ''muscles versus movements'' have identified an ever more diverse range of parameters that co-vary with firing rates. This has led some to question whether the representational view of motor cortex is justified (Fetz, 1992; Scott, 2008) . Indeed, there is no compelling reason to expect single cells to encode recognizable movement features, since many millions of cortical neurons converge to form the low-dimensional muscle command. In this issue of Neuron, Russo et al. (2018) argue for an alternative interpretation of the motor cortex. In their view, the dominant dimensions contained within cortical activity do not directly represent parameters of movement at all, but instead afford the network a high-dimensional space within which neural trajectories associated with different behaviors can be ''untangled. '' To support this hypothesis, Russo et al. (2018) recorded neural activity while monkeys performed an upper-limb cycling task that engaged muscles in sequence during each full rotation of the arms. As expected, the firing rates of neurons also fluctuated with each cycle, and the activity of different muscles could be accurately decoded from the neural population. The monkeys then cycled in the opposite direction, engaging the muscles in approximately the reverse order. Again, muscle activity was represented within the neural population, and one might therefore expect the sequential activation of individual neurons through the cycle to similarly be reversed. Surprisingly, however, this turned out not to be the case. To visualize the dynamic patterns of both muscles and neurons, Russo et al.
(2018) plotted two-dimensional principal component (PC) projections that captured the dominant modulation of these signals through the cycle. For muscles, the direction through which these trajectories evolved in time was reversed with different directions of arm cycling. The trajectories of neural activity were also cyclical, but crucially, the direction of rotation was conserved across both forward and backward arm cycling. These results appear incompatible with the view that individual neurons encode musclelike signals or indeed the time-varying profile of any other behavioral parameter (e.g., arm velocity) that is reversed with the direction of movement. Instead, the majority of the population activity evolved in a space that was unrelated to specific features of behavior. An appealingly oldfashioned metaphor is provided by the operation of a record player; while the music is ''encoded'' by small vertical displacements of the needle, the dominant dynamical behavior is a consistent rotation of the vinyl irrespective of the specific tune. Note that these results build on previous work revealing a consistent rotational structure in motor cortical activity during arm movements in different linear directions (Churchland et al., 2012) . Moreover, Hall et al. (2014) found that twodimensional PC projections of local field potentials exhibited a consistent rotation during different wrist movements but that the specific direction of movement could be decoded from subtle variations of the axis of rotation in the third PC. This conserved pattern of rotational dynamics was also observed during unrestrained arm movements (retrieval of pieces of food from a Kl€ uver board) and even in the absence of behavior during sleep, suggesting that it arises from the intrinsic connectivity of motor cortex.
If the dominant dimensions of neural activity do not represent specific parameters of movement, what then is their function? The intriguing suggestion made by Russo et al. (2018) derives from the study of recurrent neural networks trained to generate multiple time-varying patterns of outputs (behaviors). While these outputs may have low dimensionality, it is beneficial for different behaviors to be associated with trajectories that are well separated (untangled) to reduce the likelihood of aberrant noise redirecting the network along an alternative trained path. This can be achieved if the neural activity evolves through a high-dimensional space, allowing trajectories to be untangled in dimensions that are orthogonal to the output space and therefore do not explicitly encode instantaneous features of the behavior. In support of this, recurrent networks trained to generate the muscle patterns involved in forward and backward cycling could reproduce features of the experimentally observed neural activity (e.g., a consistent direction of rotation) but only if a requirement for low tangling was imposed.
While intriguing, there are caveats to this line of argument. Russo et al. (2018) themselves acknowledge the difficulty in ruling out all possible representational hypotheses; while the dominant patterns of neural activity may not be ''muscle like,'' alternative encoding schemes may nevertheless be consistent with the experimental data. To provide a trivial example, a neural code that represented both vertical arm position and vertical arm speed would, during cycling, comprise a sinusoidal component and its time derivative, a cosine. Projected onto a plane, these components would exhibit a consistent direction of rotation irrespective of the direction of arm cycling. More complex representational schemes could doubtless be envisaged to explain the subtle features of any given single unit. Nevertheless, such explanations made a posteriori seem unsatisfactory, and the appeal of the approach taken by Russo et al. (2018) is to provide a more general computational principle with which to make sense of the population structure. Robustness to noise is undoubtedly an important requirement for the motor system since signals conveyed by individual neurons are inherently unreliable. Thus, the idea that motor cortical circuits are intrinsically wired so as to generate accurate movements in the presence of noise is compelling. However, it is unlikely that even fast movements of the arm are executed in a feedforward manner by recurrent cortical networks acting in isolation. One alternative computational description of the motor system is provided by Optimal Feedback Control Theory (Todorov and Jordan, 2002) , which postulates neural circuits that estimate the current state of the limb based on noisy feedback and issue fast corrective responses. The variety of possible feedback policies underlying different behaviors that would be instantiated by this circuitry has previously been used as a justification for the diversity of encoding schemes seen in single motor cortex neurons (Scott, 2008) . Since optimal control theories are also concerned with the general problem of making movements in the presence of noise, it will be interesting to see if in future there will be convergence between these ideas and the purely feedforward approach of Russo et al. (2018) . In this regard, experiments that examine the robustness of neural trajectories to either external perturbations of the limbs or electrical/optogenetic manipulation of motor cortex activity may provide further insight into how the underlying circuits are configured in order to be robust to extrinsic and intrinsic sources of noise.
Advances in technologies for interfacing with the brain have allowed us to come a long way from the single neuron studies of the 1950s. Understanding how distributed populations of neurons interact to generate complex behaviors is undoubtedly one of the major intellectual challenges facing neuroscience in the 21 st century. Conceptual advances in this area further promise to improve our ability to treat neurological disorders, for example, by inspiring new, robust decoding approaches for brain-machine interfaces (Kao et al., 2015; Jackson and Hall, 2017) . While the present study by Russo et al. (2018) is unlikely to be the last word on motor cortical representations, the untangling of neural trajectories offers an intriguing new perspective from which to interpret the dynamical behavior of motor networks.
