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GRAHAM THEOREM ON BOUNDED SYMMETRIC DOMAINS
REN-YU CHEN AND SONG-YING LI
Abstract. Graham Theorem on the unit ball Bn in Cn states that every
invariant harmonic function u ∈ Cn(Bn) must be pluriharmonic in Bn [4].
This rigidity phenomenon of Graham have been studied by many authors (
see, for examples, [6], [10], [11], etc.) In this paper, we prove that Graham
theorem holds on classical bounded symmetric domains. Which include Type
I domains, Type II domains, Type III domains III(n) with even n and some
special Type IV domains.
1. Introduction
Let (Mn, g) be a compact Riemannian with boundary ∂M with Riemannian metric
g. Let ∆g be the Laplace-Beltrami operator associated to g. We consider the
boundary value problem
(1.1)
{
∆gu = 0, in M,
u = φ, on ∂M.
When ∆g is uniformly elliptic on M, the boundary value problem (1.1) is well
understood (see, for examples, the books of Evans [2] and Gilbarg and Trudinger
[3]). When ∆g is not uniformly elliptic, the regularity of the solution u of (1.1)
becomes much more complicated. Typical examples we consider here are manifolds
(Mn, g) with bounded pseudoconvex domains M in Cn and the Bergman metric g
of M . In particular, when M is the unit ball Bn in C
n, it is well known from the
books of Hua [7] that
(1.2) ∆g =
(
1− |z|2
) n∑
α,β=1
(δαβ − zαz¯β) ∂
2
∂zα∂z¯β
.
For any φ ∈ C (∂Bn), the Dirichlet boundary value problem (1.1) has a unique
solution
(1.3) u (z) =
∫
∂Bn
P (z, w)φ (w) dσ (w) =
∫
∂Bn
(
1− |z|2
)n
|1− 〈z, w〉|2n
φ (w) dσ (w) .
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When φ ∈ C∞ (∂Bn), it was proved by Graham [4] that the solution u given by
(1.3) can be expressed as
(1.4) u (z) = G (z) +H (z)
(
1− |z|2
)n
log
(
1− |z|2
)
, z ∈ Bn,
where G,H ∈ C∞ (Bn). When n = 1, H ∈ C∞0 (Bn). However, when n > 1, in
general, H 6≡ 0 on ∂Bn. In particular, when H = 0 on ∂Bn, the following striking
theorem was proved by Graham [4]:
Theorem 1.1. If u ∈ Cn (Bn) is invariant harmonic (∆gu = 0) in Bn, then u is
pluriharmonic in Bn.
Problem about whether Graham’s Phenomenon holds for more general domains
M and more general metric g has been studied by several authors. For examples,
Graham and Lee [6] studied the problem forM being strictly pseudoconvex domains
in Cn with smooth boundaries and Ka¨hler metrics g satisfying special symmetric
property. In particular, they gave a characterization of CR-pluriharmonic functions
on ∂M, which is a fundamental paper in the theory of the pseudo-Hermitian CR
geometry. Li and Simon [10] proved a Graham type theorem for the polydisc in
Cn with Bergman type metrics. In general, Graham’s phenomenon fails in Bn with
rotationally symmetric metrics when n > 2, counterexample was constructed by
Graham and Lee [6]. Further information along this direction can be found in Li
and Wei [11]. For more results on invariant harmonic functions and backgrounds we
refer the reader to [1], [5], [8], [9], [12], [15]. However, the problem about whether
Graham Theorem holds when M is a classical bounded symmetric domain with
Bergman metric g is widely open. The main purpose of the paper is to investigate
this problem.
For positive integers m ≤ n, denoted by Mm,n (C) the set of all m× n matrices
with entries in C. The classical bounded symmetric domains [7] are the following
four types:
(1.5) I (m,n) = {z ∈Mm,n (C) : Im − zz∗ > 0} ,
(1.6) II (n) =
{
z ∈ I (n, n) : zt = z} ,
(1.7) III (n) =
{
z ∈ I (n, n) : zt = −z}
and
(1.8) IV (n) =
{
z ∈ Cn : 2 |z|2 − ∣∣zzt∣∣2 − 1 < 0 and ∣∣zzt∣∣2 < 1} .
Denoted by D1 ∼= D2 if D1 and D2 are biholomorphic equivalent. It is known from
Lu [14] and Loos [13] that
(1.9) IV (2) ∼= IV (1)× IV (1) , B3 = I (1, 3) ∼= III (3) ,
and
(1.10) II (2) ∼= IV (3) , I (2, 2) ∼= IV (4) and III (4) ∼= IV (6) .
Let D be a bounded domain with the Bergman metric gD of D. Let ∆gD de-
note the Laplace-Beltrami operator associated to gD. Since the Bergman metric is
biholomorphic invariant, we say that a function u is invariant harmonic in D if
(1.11) ∆gDu (z) = 0, z ∈ D.
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When D is a bounded symmetric domain, ∆gD is called Hua operator. We use the
following notations for Hua operators:
(1.12) ∆1 = ∆gI(m,n) ,∆2 = ∆gII(n) ,∆3 = ∆gIII(n) and ∆4 = ∆gIV(n) .
Denoted by U (D) the Sˇilov boundary or the characteristic boundary of D. For any
φ ∈ C (U (D)), it was proved by Hua [7], the boundary value problem (1.1) has the
unique solution
(1.13) u (z) =
∫
U(D)
PD (z,w)φ (w) dσ (w) ,
where PD (z,w) is the Poisson-Szego¨ kernel given by
(1.14) PD (z,w) =
(det (Im − zz∗))κ(D)
|det (Im − zw∗)|2κ(D)
and
(1.15) κ (D) =


n, if D = I (m,n) ;
n+1
2 , if D = II (n) ;
n−1
2 , if D = III (n) , n is even;
n
2 if D = III (n) , n is odd.
The main results of the paper are the following theorem.
Theorem 1.2. Let m,n ∈ N and m ≤ n.
(i) If u ∈ Cn
(
I (m,n)
)
is invariant harmonic then u is pluriharmonic;
(ii) If n is odd and if u ∈ C n+12
(
II (n)
)
is invariant harmonic then u is pluri-
harmonic;
(iii) If n = 2k is even and if there is a α > 1/2 such that u ∈ Ck,α
(
II (n)
)
is
invariant harmonic then u is pluriharmonic;
(iv) If n is even and if u ∈ Cn−1
(
III (n)
)
is invariant harmonic then u is
pluriharmonic.
RemarkWe note that the above smoothness assumptions are sharp. The condition
Ck,α with α > 1/2 in Part (iii) is the same as n+12 + ǫ with ǫ > 0. We need to add ǫ
in Part (iii) rather that n+12 in Part (ii) because
n+1
2 is not integer when n is even.
In order to prove Parts (ii) and (iii) of Theorem 1.2, one of our key steps is to
prove the following theorem in the unit ball.
Theorem 1.3. Let
(1.16) ∆˜ :=
n∑
j,k=1
(
δjk − |z|2 zj z¯k
) ∂2
∂zj∂z¯k
.
Then the following two statements hold.
(i) If n is odd and u ∈ C n+12 (Bn) satisfying ∆˜u = 0 in Bn, then u is pluri-
harmonic in Bn;
(ii) If n = 2k is even and if u ∈ Ck,α (∂Bn) for some α > 1/2, then u is
pluriharmonic in Bn.
Remark 1.4. We point out here that the operator ∆˜ is not included in ∆g with g
is rotation symmetric metrics in Graham and Lee [6] or Li and Wei [11].
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The paper is organized as follows. In section 2, we study the fundamental prop-
erties of the Poisson-Szego¨ kernels, we will prove that they satisfy a system of
differential equations. We will prove Theorem 1.3 in Section 3. As applications of
results in Section 2, Grahams’s theorem and Theorem 1.3, we will prove Theorem
1.2 in Section 4. Finally, in Section 5, we will prove Graham’s phenomenon fails on
IV (2) and will give some remarks on the problem over III (3) and IV (4).
2. System of Differential Equations
Let ∆1,∆2,∆3 and ∆4 denote Hua operators, the Laplace-Beltrami operators asso-
ciated to the Bergmanmetrics on the classical bounded symmetric domains I (m,n),
II (n), III (n) and IV (n), respectively. According to the books of Hua [7] and Lu
[14], the following proposition holds.
Proposition 2.1. For z ∈Mm,n (C) and V (z) = Im − zz∗, we let
(2.1) Vjk = [V (z)]jk = δjk −
n∑
ℓ=1
zjℓz¯kℓ.
Then the Hua operators are given by
(2.2) ∆1 =
m∑
j,k=1
Vjk∆
jk
1 , ∆
jk
1 :=
n∑
α,β=1
(
δαβ −
m∑
ℓ=1
zℓαz¯ℓβ
)
∂2
∂zjα∂z¯kβ
;
(2.3) ∆2 =
1
4
n∑
j,k=1
Vjk∆
jk
2 , ∆
jk
2 :=
n∑
α,β=1
Vαβ
(1− δjα/2) (1− δkβ/2)
∂2
∂zjα∂z¯kβ
;
(2.4) ∆3 =
1
4
n∑
j,k=1
Vjk∆
jk
3 , ∆
jk
3 :=
n∑
α,β=1
Vαβ (1− δjα) (1− δkβ) ∂
2
∂zjα∂z¯kβ
and
(2.5) ∆4 =
n∑
j,k=1
[r (z) (δjk − 2zj z¯k) + 2 (z¯j − s (z¯) zj) (zk − s (z) z¯k)] ∂
2
∂zj∂z¯k
,
where z ∈ Cn and
(2.6) s (z) =
n∑
j=1
z2j and r (z) = 1− 2 |z|2 + 2s (z) .
The main purpose of this section is to prove the following theorem.
Theorem 2.2. Let D be a bounded symmetric domain and let u ∈ C2 (D)∩C (D).
Then
(i) ∆1u = 0 on I (m,n) if and only if
∆jk1 u (z) = 0, for all 1 ≤ j, k ≤ m.
(ii) ∆2u = 0 on II (n) if and only if
∆jk2 u (z) = 0, 1 ≤ j, k ≤ n.
(iii) When n is even, ∆3u (z) = 0 on III (n) if and only if
∆jk3 u (z) = 0, 1 ≤ j, k ≤ n.
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Part (i) of Theorem 2.2 was proved by Hua [7] using the technique of Lie group.
We will divide the proof of the rest of the above theorem into several lemmas.
Define
(2.7) W (z,w) = Im − zw∗ and V (z) =W (z, z) .
By (1.14), the Poisson-Szego¨ kernel on D can be written as
(2.8) PD (z,w) =
(det V (z))
κ(D)
|detW (z,w)|2κ(D)
.
Proposition 2.3. With the notations above, P = PD (z,w) and κ = κ (D), one
has
(2.9)
1
κ2P
∂2P
∂zjα∂z¯kβ
=
1
κ
∂2 log detV (z)
∂zjα∂z¯kβ
+
(
bjαbkβ + cjαckβ − bjαckβ − cjαbkβ
)
,
where
(2.10) bjα :=
∂ log detV (z)
∂zjα
and cjα = cjα (z,w) :=
∂ log detW (z,w)
∂zjα
.
Proof. Notice that detW (z,w) = detW (w, z) and (2.8), one has
(2.11) logPD (z,w) = κ (log detV (z)− log detW (z,w) − log detW (w, z))
and then
κ
∂2 log detV (z)
∂zjα∂z¯kβ
=
∂2 logPD (z,w)
∂zjα∂z¯kβ
=
1
P
∂2P
∂zjα∂z¯kβ
− ∂ logP
∂zjα
∂ logP
∂z¯kβ
.
Therefore
1
P
∂2P
∂zjα∂z¯kβ
= κ
∂2 log detV (z)
∂zjα∂z¯kβ
+
∂ logP
∂zjα
∂ logP
∂z¯kβ
.
A simple computation gives the proof of the proposition. 
Let M (·) = [Mjk (·)] be an n × n matrix and M−1 (·) =
[
M jk (·)]. Here j
represents row index while k represents column index. Then
(2.12)
∂M (z)
∂zjα
=
[
∂Mpq (z)
∂zjα
]
.
Denoted by Ejk the n× n matrix with (j, k)-entry 1, other entries 0.
Lemma 2.4. (i) For z ∈ II (n) and w ∈ II (n), one has
(2.13) cjα (z,w) =
∂ log detW (z,w)
∂zjα
= − (2− δjα)
[
w∗W−1 (z,w)
]
jα
and
(2.14) ckβ (z,w) = − (2− δkβ)
[
W−1 (w, z)w
]
kβ
.
(ii) For z ∈ III (n) and w ∈ III (n), one has
(2.15) cjα (z,w) =
∂ log detW (z,w)
∂zjα
= 2
[
w∗W−1 (z,w)
]
jα
and
(2.16) ckβ (z,w) = −2
[
W−1 (w, z)w
]
kβ
.
6 REN-YU CHEN AND SONG-YING LI
Proof. On II (n), zt = z and wt = w, one can easily check that
(2.17)
(
w∗W−1 (z,w)
)t
= w∗W−1 (z,w) .
Thus
cjα (z,w) = tr
(
W−1 (z,w)
∂W (z,w)
∂zjα
)
= − tr
(
W−1 (z,w)
(
1− δjα
2
)
(Ejα + Eαj)w
∗
)
= −
(
1− δjα
2
)
tr
(
Ejαw
∗W−1 (z,w) +w∗W−1 (z,w)Eαj
)
= −
(
1− δjα
2
)
tr
(
Ejαw
∗W−1 (z,w) +Etαj
(
w∗W−1 (z,w)
)t)
= − (2− δjα) tr
(
Ejαw
∗W−1 (z,w)
)
= − (2− δjα)
[
w∗W−1 (z,w)
]
jα
.
By (2.17), one has (2.14) holds and Part (i) is proved.
On III (n), it is easily to see that
(
w∗W−1 (z,w)
)t
and
(
W−1 (w, z)w
)t
are
anti-symmetric and
cjα (z,w) = tr
(
W−1 (z,w)
∂W (z,w)
∂zjα
)
= − tr (W−1 (z,w) (Ejα −Eαj)w∗)
= −2 tr (Ejαw∗W−1 (z,w))
= −2 [w∗W−1 (z,w)]
αj
= 2
[
w∗W−1 (z,w)
]
jα
and ckβ (z,w) = −2
[
W−1 (w, z)w
]
kβ
. Therefore, Part (ii) is proved and so is the
lemma. 
Lemma 2.5. (i) For z ∈ II (n), one has
(2.18) Ajk2 (z) :=
2
n+ 1
∆jk2 log detV = −4V kj
and
(2.19) Bjk2 (z) :=
∑
α,β
Vαβ
(1− δjα/2) (1− δkβ/2)bjαbkβ = 4
[
V −1 (z∗)− In
]
jk
.
(ii) For z ∈ III (n), one has
(2.20) Ajk3 (z) :=
1
κ
∆jk3 log detV (z) = −
2
κ
(n− 1)V kj ,
where κ = κ (III (n)) and
(2.21) Bjk3 (z) :=
∑
α,β
Vαβ (1− δjα) (1− δkβ) bjαbkβ = 4
[
V −1 (z∗)− In
]
jk
.
Proof. On II (n), it is known from Lu [14]
∂2 log detV (z)
∂zjα∂z¯kβ
= −2
(
1− δjα
2
)(
1− δβk
2
)(
V βjV kα + V βαV kj
)
.
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This implies that
Ajk2 (z) =
2
n+ 1
∆jk2 log detV (z)
=
2
n+ 1
n∑
α,β=1
Vαβ
(1− δjα/2) (1− δkβ/2)
∂2 log detV (z)
∂zjα∂z¯kβ
= − 4
n+ 1
n∑
α,β=1
Vαβ
(
V βjV kα + V βαV kj
)
= − 4
n+ 1
(
V kj + nV kj
)
= −4V kj .
With the notations bjα (z) = cjα (z, z), V (z) = W (z, z) and the fact that
V −1 (z) z is symmetric, Part (i) of Lemma 2.4 implies
Bjk2 (z) =
∑
α,β
Vαβ
(1− δjα/2) (1− δkβ/2)cjα (z, z) ckβ (z, z)
= 4
∑
α,β
Vαβ(
1− δjα2
)(
1− δkβ2
) (1− δjα
2
)[
z∗V −1 (z)
]
jα
(
1− δkβ
2
)[
V −1 (z) z
]
kβ
= 4
∑
α,β
Vαβ
[
z∗V −1 (z)
]
jα
[
V −1 (z) z
]
βk
= 4
[
z∗V −1 (z)V (z) V −1 (z) z
]
jk
= 4
[
z∗V −1 (z) z
]
jk
= 4
[
V −1 (z∗)− In
]
jk
.
On III (n), according to Lu [14], one has
∂2 log detV (z)
∂zjα∂z¯kβ
= 2
(
V βjV kα − V βαV kj) .
This implies
Ajk3 (z) =
1
κ
∆jk3 log detV (z)
=
1
κ
n∑
α,β=1
(1− δjα) (1− δkβ) Vαβ2
(
V βjV kα − V βαV kj)
=
2
κ
n∑
α=1
(1− δjα)
[
V kαδjα − V kj − VαkV kjV kα + VαkV kαV kj
]
= − 2
κ
(n− 1)V kj .
Notice that z∗V −1 (z) is anti-symmetric, one has
(1− δjα)
[
z∗V −1 (z)
]
jα
=
[
z∗V −1 (z)
]
jα
.
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Part (ii) of Lemma 2.4 implies
Bjk3 (z) =
∑
α,β
Vαβ (1− δjα) (1− δkβ) cjα (z, z) ckβ (z, z)
= −4
∑
α,β
Vαβ (1− δjα) (1− δkβ)
[
z∗V −1 (z)
]
jα
[
V −1 (z) z
]
kβ
= 4
[
z∗V −1 (z) V (z) V −1 (z) z
]
jk
= 4
[
z∗V −1 (z) z
]
jk
= 4
[
V −1 (z∗)− In
]
jk
.
Therefore, the proof of the lemma is complete. 
Lemma 2.6. Let
(2.22) Cjk2 (z,w) :=
∑
α,β
Vαβcjα (z,w) ckβ (z,w)
(1− δjα/2) (1− δkβ/2)
and
(2.23) Cjk3 (z,w) :=
∑
α,β
Vαβ (1− δjα) (1− δkβ) cjα (z,w) ckβ (z,w) .
Then
(i) For w ∈ U (II (n)) and z ∈ II (n), one has
(2.24) Cjk2 (z,w) = 4
[
W−1 (z∗,w∗) +W−1 (w∗, z∗)− In
]
jk
.
(ii) For w ∈ U (III (n)) and z ∈ III (n), one has
(2.25) Cjk3 (z,w) = 4
[
W−1 (z∗,w∗) +W−1 (w∗, z∗)− In − F (z,w)
]
jk
,
where
(2.26) F (z,w) :=W−1 (w∗, z∗) (In −w∗w)W−1 (z∗,w∗) .
In particular, when n is even and w ∈ U (III (n)), one has In −w∗w = 0
and F (z,w) = 0.
Proof. On II (n), notice that ww∗ = In,
(2.27) w∗W−1 (z,w) = W−1 (z,w)tw∗ and W−1 (w, z)w = wW−1 (w, z)t ,
one has
w∗W−1 (z,w)V (z)W−1 (w, z)w
= W−1 (z,w)tw∗ (In − zz∗)wW−1 (w, z)t
= W−1 (w∗, z∗) (In −w∗zz∗w)W−1 (z∗,w∗)
= W−1 (w∗, z∗) (W (w∗, z∗) + (In −W (w∗, z∗))W (z∗,w∗))W−1 (z∗,w∗)
=
(
In +
(
W−1 (w∗, z∗)− In
)
W (z∗,w∗)
)
W−1 (z∗,w∗)
= W−1 (z∗,w∗) +W−1 (w∗, z∗)− In.
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By Part (i) of Lemma 2.4 and the identity above, one has
Cjk2 (z,w) =
n∑
α,β=1
Vαβ
(1− δjα/2) (1− δkβ/2)cjα (z,w) ckβ (z,w)
= 4
∑
α,β
Vαβ
[
w∗W−1 (z,w)
]
jα
[
W−1 (w, z)w
]
kβ
= 4
[
w∗W−1 (z,w) V (z)W−1 (w, z)w
]
jk
= 4
[
W−1 (z∗,w∗) +W−1 (w∗, z∗)− In
]
jk
.
Therefore, Part (i) is proved.
On III (n), w∗W−1 (z,w) and W−1 (w, z)w are anti-symmetric, by Part (ii) of
Lemma 2.4, one has
Cjk3 (z,w) =
n∑
α,β=1
(1− δjα) (1− δkβ)Vαβcjα (z,w) ckβ (z,w)
= −4
n∑
α,β=1
(1− δjα) (1− δkβ)Vαβ
[
w∗W−1 (z,w)
]
jα
[
W−1 (w, z)w
]
kβ
= 4
[
w∗W−1 (z,w) V (z)W−1 (w, z)w
]
jk
= 4
[
W−1 (z,w)tw∗V (z)wW−1 (w, z)t
]
jk
and
W−1 (z,w)tw∗V (z)wW−1 (w, z)t
= W−1 (w∗, z∗) (w∗w −w∗zz∗w)W−1 (z∗,w∗)
= W−1 (w∗, z∗) (w∗w − In + In −w∗z +w∗z −w∗zz∗w)W−1 (z∗,w∗)
= W−1 (z∗,w∗) +W−1 (w∗, z∗)w∗z −W−1 (w∗, z∗) (In −w∗w)W−1 (z∗,w∗)
= W−1 (z∗,w∗) +W−1 (w∗, z∗)− In −W−1 (w∗, z∗) (In −w∗w)W−1 (z∗,w∗) .
This gives (2.25) and (2.26) . Therefore, the proof of the lemma is complete. 
Lemma 2.7. The following statements hold.
(i) For z ∈ II (n) and w ∈ II (n), one has
(2.28) Djk2 :=
∑
α,β
Vαβbjαckβ
(1− δjα/2) (1− δkβ/2) = 4
[
W−1 (z∗,w∗)− In
]
jk
and
(2.29) Ejk2 :=
∑
α,β
Vαβcjαbkβ
(1− δjα/2) (1− δkβ/2) = 4
[
W−1 (w∗, z∗)− In
]
jk
.
(ii) For z ∈ III (n) and w ∈ III (n), one has
(2.30) Djk3 :=
∑
α,β
Vαβ (1− δjα) (1− δkβ) bjαckβ = 4
[
W−1 (z∗,w∗)− In
]
jk
and
(2.31) Ejk3 :=
∑
α,β
Vαβ (1− δjα) (1− δkβ) cjαbkβ = 4
[
W−1 (w∗, z∗)− In
]
jk
.
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Proof. On II (n), by Part (i) of Lemma 2.4, one has
Djk2 = 4
n∑
α,β=1
Vαβ
[
z∗V −1 (z)
]
jα
[
W−1 (w, z)w
]
kβ
= 4
[
z∗
(
W−1 (w, z)w
)t]
jk
= 4
[
z∗wW−1 (z∗,w∗)
]
jk
= 4
[
W−1 (z∗,w∗)− In
]
jk
and
Ejk2 = 4
n∑
α,β=1
Vαβ
[
w∗W−1 (z,w)
]
jα
[
V −1 (z) z
]
kβ
= 4
[
w∗W−1 (z,w) V (z) V −1 (z) z
]
jk
= 4
[
w∗W−1 (z,w) z
]
jk
= 4
[
W−1 (w∗, z∗)− In
]
jk
,
Part (i) is proved.
On III (n), z∗V −1 (z) and W−1 (w, z)w are anti-symmetric, one has
Djk3 = −4
n∑
α,β=1
(1− δjα) (1− δkβ)Vαβ
[
z∗V −1 (z)
]
jα
[
W−1 (w, z)w
]
kβ
= 4
[
z∗V −1 (z) V (z)wW−1 (z∗,w∗)
]
jk
= 4
[
z∗wW−1 (z∗,w∗)
]
jk
= 4
[
W−1 (z∗,w∗)− In
]
jk
and
Ejk3 = −4
n∑
α,β=1
(1− δjα) (1− δkβ)Vαβ
[
w∗W−1 (z,w)
]
jα
[
V −1 (z) z
]
kβ
= 4
[
w∗W−1 (z,w) V (z)V −1 (z) z
]
jk
= 4
[
w∗W−1 (z,w) z
]
jk
= 4
[
w∗zW−1 (w∗, z∗)
]
jk
= 4
[
W−1 (w∗, z∗)− In
]
jk
.
Therefore, the proof of the lemma is complete. 
The proof of Theorem 2.2.
Proof. Part (i) of Theorem 2.2 was proved by Hua [7]. We start to prove Part (ii).
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On II (n), by Propositions 2.1 and 2.3, Lemmas 2.5, 2.6 and 2.7, for z ∈ II (n)
and w ∈ U (II (n)), one has
∆jk2 P
II(n) (z,w)
= Ajk2 +B
jk
2 + C
jk
2 +D
jk
2 + E
jk
2
= −4V kj + 4 [V −1 (z∗)− In]jk + 4 [W−1 (z∗,w∗) +W−1 (w∗, z∗)− In]jk
− 4 [W−1 (z∗,w∗)− In]jk − 4 [W−1 (w∗, z∗)− In]jk
= 0.
On III (n) and n is even, by Proposition 2.1 and 2.3, Lemmas 2.5, 2.6 and 2.7,
for z ∈ III (n) and w ∈ U (III (n)), one has
∆jk3 P
III(n) (z,w)
= Ajk3 +B
jk
3 + C
jk
3 +D
jk
3 + E
jk
3
= −4V kj + 4 [V −1 (z∗)− In]jk + 4 [W−1 (z∗,w∗) +W−1 (w∗, z∗)− In]jk
− 4 [W−1 (z∗,w∗)− In]jk − 4 [W−1 (w∗, z∗)− In]jk
= 0.
Therefore, the proof of the theorem is complete by the Poisson integral formula
(1.13) for u. 
3. Proof of Theorem 1.3
In this section, we will prove Theorem 1.3 by using the idea based on the argu-
ment in Graham [4].
Denoted by ∆˜ the modified Laplace-Beltrami operator in the unit ball Bn ⊂ Cn :
(3.1) ∆˜ :=
n∑
j,k=1
(
δjk − |z|2 zj z¯k
) ∂2
∂zj∂z¯k
.
This is a new operator which is not included in the cases of the Laplace-Beltrami
operators studied in Graham and Lee [6].
Theorem 3.1. Let n > 1, p, q ∈ N∪{0} . Let fp,q (z) =
∑
|α|=p,|β|=q aαβ¯z
αz¯β be
harmonic in Bn and u ∈ C2 (Bn) such that{
∆˜u = 0, in Bn;
u = fp,q, on ∂Bn.
Then
(i) If n is odd and u ∈ C n+12 (Bn) then pq = 0;
(ii) If n is even and u ∈ C n2 ,α (Bn) for some α > 1/2 then pq = 0.
Proof. Following the argument of Graham [4], we consider h (t) on [0, 1] such that
h (1) = 1 and
∆˜
(
h
(
|z|4
)
fp,q (z)
)
= 0, z ∈ Bn.
Notice that
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∂2
(
fp,q (z)h
(
|z|4
))
∂zj∂z¯k
= fp,q (z)
[
2h′
(
|z|4
)(
zkz¯j + |z|2 δjk
)
+ 4 |z|4 z¯jzkh′′
(
|z|4
)]
+ h
(
|z|4
) ∂2fp,q
∂zj∂z¯k
+ 2 |z|2 h′
(
|z|4
)(
zk
∂fp,q
∂zj
+ z¯j
∂fp,q
∂zk
)
,
n∑
j,k=1
(
δjk − |z|2 zj z¯k
) [
2h′
(
|z|4
)(
zkz¯j + |z|2 δjk
)
+ 4 |z|4 z¯jzkh′′
(
|z|4
)]
= 4h′′
(
|z|4
)
|z|6
(
1− |z|4
)
+ 2h′
(
|z|4
)(
|z|2 − |z|6 + |z|2
(
n− |z|4
))
and
n∑
j,k=1
(
δjk − |z|2 zj z¯k
)(
2 |z|2 h′
(
|z|4
)(
zk
∂fp,q
∂zj
+ z¯j
∂fp,q
∂zk
)
+ h
(
|z|4
) ∂2fp,q
∂zj∂z¯k
)
= 2 |z|2 h′
(
|z|4
)
(p+ q)
(
1− |z|4
)
fp,q (z)− |z|2 h
(
|z|4
)
pqfp,q(z).
Therefore,
0 = ∆˜
(
h
(
|z|4
))
fp,q (z)
= 4h′′
(
|z|4
)
|z|6
(
1− |z|4
)
fp,q (z) + 2h
′
(
|z|4
)(
|z|2 − |z|6 + |z|2
(
n− |z|4
))
fp,q (z)
+ 2 |z|2 h′
(
|z|4
)
(p+ q)
(
1− |z|4
)
fp,q − |z|2 h
(
|z|4
)
pqfp,q
= 4h′′
(
|z|4
)
|z|6
(
1− |z|4
)
fp,q (z)
+ 2h′
(
|z|4
)(
|z|2 (n+ 1 + (p+ q))− |z|6 (p+ q + 2)
)
fp,q (z)
− |z|2 h
(
|z|4
)
pqfp,q(z).
With t = |z|4, h (t) satisfies the equation:
t (1− t) h′′ (t) + h′ (t)
[
p
2
+
q
2
+
n+ 1
2
−
(p
2
+
q
2
+ 1
)
t
]
− p
2
q
2
h (t) = 0.
By the standard hypergeometric function theory [4] and [16], the smooth solution
at t = 0 must be
(3.2) h (t) =
F
(
p
2 ,
q
2 ,
p+q+n+1
2 ; t
)
F
(
p
2 ,
q
2 ,
p+q+n+1
2 ; 1
)
where
(3.3) F (a, b, c; t) =
+∞∑
n=0
(a)n (b)n
(c)n
tn
and
(3.4) (α)n = α (α+ 1) · · · (α+ n− 1) .
Assuming that p, q > 0, we will study the behavior of h (t) near t = 1 according
to the value of n.
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By the definition of F (a, b, c; t) given by (3.3), it is easy to verify that
(3.5)
d
dt
F (a, b, c; t) =
ab
c
F (a+ 1, b+ 1, c+ 1; t) if abc 6= 0.
(3.5) and the following lemma about hypergeometric function can be found in
[16].
Lemma 3.2. For a, b, s > 0 with a > s and b > s, one has
(3.6) lim
t→1−
F (a, b, a+ b; t)
log 11−t
=
Γ (a+ b)
Γ (a) Γ (b)
;
Euler’s identity:
(3.7) F (a, b, a+ b− s; t) = (1− t)−s F (b− s, a− s, a+ b− s; t)
and
lim
t→1−
(1− t)s F (a, b, a+ b− s; t) = Γ (a+ b− s) Γ (s)
Γ (a) Γ (b)
.
To complete the proof of Theorem 3.1, we need the following lemma.
Lemma 3.3. For k ∈ N and p, q > 0, one has
(i) There exist H ∈ Ck ([0, 1]) and G ∈ Ck ([0, 1]) with G (1) 6= 0 such that
(3.8) F
(
p
2
,
q
2
,
2k + p+ q
2
; t
)
= H (t) +G (t) (1− t)k log (1− t) .
(ii) There exist H ∈ Ck+1 ([0, 1]), a constant c 6= 0 such that
(3.9) F
(
p
2
,
q
2
,
2k + p+ q + 1
2
; t
)
= H (t) + c (1− t)k+ 12 G1 (t) ,
where
(3.10) G1 (t) := F
(
k +
q + 1
2
, k +
p+ 1
2
,
4k + p+ q + 3
2
; t
)
.
Moreover,
(3.11) (1− t)k+ 12 G1 (t) /∈ Ck+1 ([0, 1]) .
Proof. Part (i) can be found in Graham [4]. The proof of Part (ii) may be found
through reading materials in [16]. For convenience for readers, we sketch a proof
here. By (3.5), one has
Fℓ (t) :=
dℓ
dtℓ
F
(
p
2
,
q
2
,
2k + p+ q + 1
2
; t
)
= cℓF
(
ℓ+
p
2
, ℓ+
q
2
, ℓ+
2k + p+ q + 1
2
; t
)
,
where
c0 = 1 and cℓ =
(
p
2
)
ℓ
(
q
2
)
ℓ(
2k+p+q+1
2
)
ℓ
.
Notice that G1 (t) ∈ C ([0, 1]). By (3.5) and (3.7), there exists c˜ 6= 0 such that
(1− t) 12 d
dt
G1 (t) = c˜F
(
k + 1 +
p
2
, k + 1 +
q
2
, 2k +
p+ q + 5
2
)
∈ C ([0, 1]) .
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Let
H1 (t) = ck +
ck+1
2
∫ t
0
(1− s) 12 dG1 (s)
ds
ds.
Then H1 (t) ∈ C1 ([0, 1]) . By (3.7) again,
Fk+1 (t) = ck+1 (1− t)−
1
2 G1 (t) .
The definition of Fℓ implies
Fk (t) = ck +
∫ t
0
Fk+1 (s) ds = ck + ck+1
∫ t
0
(1− s)− 12 G1 (s) ds
= H1 (t)− ck+1
2
(1− t) 12 G1 (t) .
Let
H2 (t) = ck−1 +
∫ t
0
[
H1 (s)− 1
3
(1− s) 32 d
ds
G1 (s)
]
ds.
Then H2 (t) ∈ C2 ([0, 1]) and
Fk−1 = H2 (t) +
ck+1
3
(1− t) 32 G1 (t) .
By induction, there exist H ∈ Ck+1 ([0, 1]) and a constant c 6= 0 such that
F
(
p
2
,
q
2
,
2k + p+ q + 1
2
; t
)
= H (t) + c (1− t)k+ 12 G1 (t) .
And
d
dt
(
(1− t) 12 G1 (t)
)
=
1
2
(1− t)− 12 G1 (t) + (1− t)
1
2
dG1
dt
(t)
/∈ C ([0, 1]) .
This implies that (1− t)k+ 12 G1 (t) /∈ Ck+1 ([0, 1]) and the lemma is proved. 
Now we continue the proof of Theorem 3.1. By (3.2) ,
u (z) = h
(
|z|4
)
fp,q (z) =
F
(
p
2 ,
q
2 ,
p+q+n+1
2 ; |z|t
)
F
(
p
2 ,
q
2 ,
p+q+n+1
2 ; 1
) fp,q (z) .
We have the following two cases:
(i) When n is odd and pq 6= 0, by Part (i) of Lemma 3.2 with k = n+12 ,
h (t) = H (t) +G (t) (1− t)n+12 log (1− t)
with H,G ∈ C∞([0, 1]) and G(1) 6= 0. Since u ∈ C n+22 (Bn) implies h (t) ∈
C
n+1
2 ([0, 1]). This is a contradiction, which implies that pq = 0. This
proves the Part (i) of Theorem 3.1.
(ii) When n = 2k is even and pq 6= 0, by Part (ii) of Lemma 3.2, for any
α > 1/2, we know that h ∈ C∞ ([0, 1))⋂Ck ([0, 1]) and
(1− t)1−α d
k+1
dtk+1
h (t)
is unbounded on [0, 1]. The assumption of Part (ii) of Theorem 3.1 implies
h ∈ Ck,α ([0, 1])⋂C∞ ([0, 1)) for some α > 12 . This is a contradiction,
which implies that pq = 0. This proves Part (ii) of Theorem 3.1.
Therefore, the proof of Theorem 3.1 is complete. 
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Proof of Theorem 1.3
Proof. By the spherical harmonic expansions for u on ∂Bn,
u (z) =
+∞∑
p,q=0
fp,q (z) , z ∈ ∂Bn
where fp,q is a spherical harmonic function in Bn of homogenous degrees (p, q).
Then
u (z) =
+∞∑
p,q=0
hp,q
(
|z|4
)
fp,q (z) .
By Theorem 3.1 and the assumption of Theorem 1.3, one has that fp,q = 0 if
pq 6= 0. This implies u is pluriharmonic in Bn, and the proof of Theorem 1.3 is
complete. 
4. Proof of Theorem 1.2
For a bounded domain D ⊂ CN , we use Aut (D) to denote the automorphism group
on D. We say that D is transitive or homogeneous if any two points z, w ∈ D there
is a φ ∈ Aut(D) such that φ(z) = w. D is symmetric if for any z ∈ D, there is
Sz ∈ Aut(D) such that z is an isolated fixed point for (Sz)2.
Proposition 4.1. Let D be a transitive domain in CN . Let A(D) be a subset of
C2(D) such that for any φ ∈ Aut(D) and u ∈ A(D) one has u ◦φ ∈ A(D). If there
is a point z0 ∈ D such that
∂2u(z0)
∂zj∂zk
= 0, 1 ≤ j, k ≤ N, u ∈ A(D),
then A(D) is a subset of pluriharmonic functions on D.
Proof. Let u ∈ A(D) be an arbitrary element. Then for any w ∈ D, since D is
transitive, there is a φ ∈ Aut(D) such that
φ(z0) = w.
Since A(D) is invariant under automorphism, one has that u ◦ φ ∈ A(D) and
∂2u ◦ φ
∂zj∂zk
(z0) = 0, 1 ≤ j, k ≤ N.
Let Hu be the complex Hessian matrix of u and let φ
′(z) =
[
∂φk
∂zj
]
be the Jacobian
matrix with index j represents the row and k represents the column. Then
(4.1) Hu◦φ(z0) = φ′(z0)Hu(φ(z0))φ′(z0)∗.
Therefore
Hu(w) = φ
′(z0)−1Hu◦φ(z0)(φ′(z0)∗)−1 = 0.
This proves that u is pluriharmonic in D. 
Lemma 4.2. If A is an n× n matrix over C such that
(4.2) 〈ξ, ξA〉 = 0, for all ξ ∈ ∂Bn,
then A = 0.
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Proof. Applying (4.2) to ξ = ek, one has [A]kk = 0 for all 1 ≤ k ≤ n. Then applying
the identity (4.2) to ξ = 1√
2
(ek+ ej) and to ξ =
1√
2
(ek+
√−1ej), respectively, one
has
[A]jk + [A]kj = 0 and [A]jk − [A]kj = 0 for k 6= j.
This implies A = 0. 
Theorem 4.3. Let m ≤ n and u ∈ Cn
(
I (m,n)
)
be invariant harmonic in I(m,n).
Then
(4.3)
∂2u
∂zjα∂zkβ
(0) = 0, 1 ≤ j, k ≤ m, 1 ≤ α, β ≤ n.
Proof. For any λ = (λ1, · · · , λn) ∈ Bn and ξ = (ξ1, · · · , ξm) ∈ ∂Bm is fixed, we let
(4.4) z = z(λ) := ξtλ.
Then
(4.5)
m∑
p=1
z (λ)pi z (λ)pj = λiλj .
Let g(λ) = u(z(λ)). Then g ∈ Cn(Bn) and
(4.6)
∂2g(λ)
∂λi∂λj
=
m∑
k,ℓ=1
n∑
α,β=1
∂2u(z)
∂zkα∂zℓβ
∂ (ξkλα)
∂λi
∂
(
ξℓλβ
)
∂λj
=
m∑
k,ℓ=1
∂2u(z)
∂zki∂zℓj
ξkξℓ.
Therefore,
n∑
i,j=1
(
δij − λiλj
) ∂2g (λ)
∂λi∂λ¯j
=
m∑
k,ℓ=1
ξkξℓ
n∑
i,j=1
(δij − λiλj) ∂
2u
∂zki∂zℓj
=
m∑
k,ℓ=1
ξkξℓ
n∑
i,j=1
(δij −
m∑
p=1
z (λ)pi z (λ)pj)
∂2u
∂zki∂zℓj
=
m∑
k,ℓ=1
ξkξℓ (∆
kℓ
1 u) ◦ (z(λ))
= 0.
Graham Theorem for invariant harmonic function on Bn implies that g is plurihar-
monic in Bn. In particular, by (4.6), one has
0 =
∂2g
∂λi∂λj
(0) =
m∑
k,ℓ=1
∂2u(0)
∂zki∂zℓj
ξkξℓ, 1 ≤ k, ℓ ≤ m, 1 ≤ i, j ≤ n
for all ξ ∈ Bn. Combining this and Lemma 4.2, one has
∂2u
∂zki∂zℓj
(0) = 0, 1 ≤ k, ℓ ≤ m, 1 ≤ i, j ≤ n.
The proof of Theorem 4.3 is complete. 
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Theorem 4.4. If n > 1 is either odd and u ∈ C n+12 (II(n)) or n = 2k is even and
u ∈ Ck,α(II(n)) for some α > 1/2 and if u is invariant harmonic in II(n), then
(4.7)
∂2u
∂zjα∂zkβ
(0) = 0, 1 ≤ j, α, k, β ≤ n.
Proof. Let λ = (λ1, · · · , λn) ∈ Bn and U = [Ujk] is a unitary matrix. Let
(4.8) z(λ) = (λU)t(λU) ∈ II(n)
and
(4.9) v(λ) = u(z(λ)).
Since z(λ) is holomorphic in λ and z(λ) is symmetric, we have
∂2v (λ)
∂λα∂λ¯β
=
n∑
k,ℓ=1
1
2− δkℓ
∂
∂λα
(
∂u
∂zkℓ
(z(λ))
[
∂
∂λβ
(U tλtλU)
]
kℓ
)
=
n∑
k,ℓ=1
1
2− δkℓ
∂
∂λα
(
∂u
∂zkℓ
(z(λ))
∑
q
(λqUqℓUβk + UqkλqUβℓ)
)
=
n∑
i,j=1
n∑
k,ℓ=1
∂2u
∂zij∂zkℓ
(z(λ))
(2 − δkℓ)(2 − δij)
(∑
p
λp(UpjUαi + UpiUαj)
)(∑
q
λq(UqℓUβk + UqkUβℓ)
)
=
n∑
i,j=1
n∑
k,ℓ=1
1
(1 − 12δkℓ)(1 − 12δij)
∂2u
∂zij∂zkℓ
(z(λ))(
∑
p
λpUpiUαj)
∑
q
λqUqkUβℓ
=
∑
p,q
λpλq
n∑
i,k=1
UpiUqk
n∑
j,ℓ=1
1
(1− 12δkℓ)(1 − 12δij)
∂2u
∂zij∂zkℓ
(z(λ))UαjUβℓ
and
n∑
α,β=1
(δαβ − |λ|2λαλβ)UαjUβℓ = δjℓ − |λ|2
n∑
α=1
λαUαj
n∑
β=1
λβUβℓ
= δjℓ − [λU ]1j |λU |2
[
λU
]
1ℓ
= δjℓ −
[
(λU)
t
]
j1
λU · (λU)∗ [λU]
1ℓ
= δjℓ −
n∑
α=1
z(λ)pjz(λ)pℓ
= Vjℓ(z(λ)).
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Therefore,
n∑
α,β=1
(
δαβ − |λ|2 λαλ¯β
) ∂2v (λ)
∂λα∂λ¯β
=
∑
p,q
λpλq
n∑
i,k=1
UpiUqk
n∑
j,ℓ=1
Vjℓ(z(λ))
(1− 12δkℓ)(1− 12δij)
∂2u
∂zij∂zkℓ
(z(λ))
=
∑
p,q
λpλq
n∑
i,k=1
UpiUqk ·∆ik2 u(z(λ))
= 0.
Applying Theorem 1.3 to v on Bn, one has v is pluriharmonic in Bn. Thus,
0 =
∂v(λ)
∂λα∂λβ
=
∑
p,q
λpλq
n∑
i,k=1
UpiUqk
n∑
j,ℓ=1
1
(1− 12δkℓ)(1− 12δij)
∂2u
∂zij∂zkℓ
(z(λ))UαjUβℓ.
For any ξ ∈ ∂Bn and ω ∈ (0, 1), by letting λ = ωξU∗ one has
ω2
n∑
i,k=1
ξiξ¯k
n∑
j,ℓ=1
1
(1− 12δkℓ)(1 − 12δij)
∂2u
∂zij∂zkℓ
(ω2ξtξ)UαjUβℓ = 0.
Let ω → 0, one obtain
n∑
i,k=1
ξiξ¯k
n∑
j,ℓ=1
1
(1 − 12δkℓ)(1 − 12δij)
∂2u
∂zij∂zkℓ
(0)UαjUβℓ = 0.
Let
A = [Aki] :=

 n∑
j,ℓ=1
1
(1− 12δkℓ)(1− 12δij)
∂2u
∂zij∂zkℓ
(0)UαjUβℓ

 .
Then
〈ξA, ξ〉 = 0.
By Lemma 4.2, this implies A = 0. Therefore,
n∑
j,ℓ=1
1
(1− 12δkℓ)(1− 12δij)
∂2u
∂zij∂zkℓ
(0))UαjUβℓ = 0.
Take α = β, Lemma 4.2 implies that
1
(1 − 12δkℓ)(1 − 12δij)
∂2u
∂zij∂zkℓ
(0) = 0, 1 ≤ i, j, k, ℓ ≤ n.
Therefore,
∂2u
∂zij∂zkℓ
(0) = 0, 1 ≤ i, j, k, ℓ ≤ n,
and the proof of the theorem is complete. 
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Theorem 4.5. Let n > 1 be even and u ∈ Cn−1
(
III (n)
)
is invariant harmonic
in III(n). Then
(4.10)
∂2u(0)
∂zjα∂zkβ
= 0, 1 ≤ j, k, α, β ≤ n.
Proof. Let z(λ) : Bn−1 → III(n) be defined by
(4.11) z(λ) =
[
0 λ
−λt On−1
]
,
where On−1 is an (n− 1)× (n− 1) zero matrix. Let
g(λ) = u(z(λ)), λ = (λ2, · · · , λn) ∈ Bn−1.
Then
∂g(λ)
∂λp
=
n∑
j<α
∂u(z(λ))
∂zjα
∂(zjα(λ)− zαj(λ))
∂λp
=
n∑
j,α=1
∂u(z(λ))
∂zjα
∂zjα(λ)
∂λp
= 2
∂u(z(λ)
∂z1p
and
∂2g(λ)
∂λp∂λq
= 4
∂2u(z(λ)
∂z1p∂z1q
.
Since V (z(λ)) = In − z(λ)z(λ)∗ , one has
Vp1 = (1− |λ|2)δp1, V1p = (1− |λ|2)δ1p
and
Vαβ = δαβ − λαλβ for α, β ≥ 2.
Therefore,
n∑
p,q=2
(
δpq − λpλ¯q
) ∂2g (λ)
∂λp∂λ¯q
= 4
n∑
p,q=2
(δpq − λpλq) ∂
2u(λ)
∂z1p∂z1q
= 4∆113 u(z(λ)) = 0.
By the Graham’s theorem on Bn−1, one have g is pluriharmonic in λ ∈ Bn−1. For
any unitary matrix U since
uU (z) = u(U
tzU)
is also invariant harmonic in III(n). By the argument, if we let
g(λ) = u(U tz(λ)U)
then
∂2g(0)
∂λp∂λ¯q
= 0.
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Notice that
∂g(λ)
∂λp
=
n∑
j<α
∂u(z(λ)
∂zjα
∂(zjα(λ) − zαj(λ))
∂λp
=
n∑
j,α=1
∂u(z(λ)
∂zjα
∂zjα(λ)
∂λp
=
n∑
j,α=1
∂u(z(λ)
∂zjα
(U1jUpα − UpjU1α),
∂2g(λ)
∂λp∂λq
=
n∑
j,α=1
n∑
k,β=1
∂2u(z(λ)
∂zjα∂zkβ
∂zjα(λ)
∂λp
∂zkβ
∂λq
=
n∑
j,α=1
n∑
k,β=1
∂2u(z(λ)
∂zjα∂zkβ
(U1jUpα − UpjU1α)(U 1kUqβ − U qkU1β)
and since z is anti-symmetric, one has
0 =
n∑
p,q=1
UqℓUpm
∂2g(0)
∂λp∂λq
=
n∑
j,α=1
n∑
k,β=1
∂2u(0)
∂zjα∂zkβ
(U1jδmα − δmjU1α)(U1kδℓβ − δℓkU1β)
=
n∑
j,k=1
∂2u(0)
∂zjm∂zkℓ
U1jU1k −
n∑
j,β=1
∂2u(0)
∂zjm∂zℓβ
U1jU1β
−
n∑
α,k=1
∂2u(0)
∂zmα∂zkℓ
U1αU1k +
∑
α,β
∂2u(0)
∂zmα∂zℓβ
U1αU1β
= 4
n∑
j,k=1
∂2u(0)
∂zjm∂zkℓ
U1jU1k.
Lemma 4.2 implies
∂2u(0)
∂zjm∂zkℓ
= 0.
The proof of the theorem is complete. 
Proof of Theorem 1.2
Proof. 1) If u ∈ Cn(I(m,n)) is invariant harmonic in I(m,n). By Theorem
4.3 and Proposition 4.1, one has
∂2u
∂zjα∂z¯kβ
(z) = 0, z ∈ I (m,n) , 1 ≤ j, k ≤ m, 1 ≤ α, β ≤ n.
This means that u is pluriharmonic in I(m,n).
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2) If n > 1 is odd and if u ∈ C n+12 (II(n)) or n = 2k > 1 is even and if
u ∈ Ck,α(II(n)) for some α > 1/2 and if u is invariant harmonic in II(n).
By Theorem 4.4 and Proposition 4.1, one has
∂2u
∂zjα∂z¯kβ
(z) = 0, z ∈ II (n) , 1 ≤ j, k, α, β ≤ n.
This means that u is pluriharmonic in II(n).
3) If n is even and if u ∈ Cn−1(III(n)) is invariant harmonic in III(n). By
Theorem 4.5 and Proposition 4.1, one has
∂2u
∂zjα∂z¯kβ
(z) = 0, z ∈ III (n) , 1 ≤ j, k, α, β ≤ n.
This means that u is pluriharmonic in III(n).
Therefore, the proof of Theorem 1.2 is complete. 
5. Remarks on III(3), IV(4) and IV(2)
First, let us make a remark on III(2k + 1) when k = 1. It is known from Lu [14]
that III(3) is biholomorphical to B3. In fact, if let
ϕ(z) =

 0 z1 z2−z1 0 z3
−z2 −z3 0


then it is easy to verify that φ : B3 → III(3) is a biholomorphic map.
By Theorem 1.2 or the Graham’s theorem on B3, one has
Corollary 5.1. If u ∈ C3(III(3)) is invariant harmonic then u is pluriharmonic
in III(3).
Second, it is known from Lu [14] that IV(4) is biholomorphic to I(2, 2). By The-
orem 1.2, one has the following corollary.
Corollary 5.2. If u ∈ C2(IV(4)) is invariant harmonic in IV(4) then u is pluri-
harmonic in IV(4).
Finally, it is known from Lu [14] that IV(2) is biholomorphic to the polydisc
D(0, 1)2 in C2. Moreover, one can verify that the following map
(5.1) (w1, w2) = ϕ (z) = (z1 + iz2, z1 − iz2) : D(0, 1)2 → IV(2)
is a biholomorphic map. Applying the result in Li-Simon [10], one has the following
result.
Corollary 5.3. If u ∈ C
(
IV (2)
)
is invariant harmonic in IV(2) then
(i) u is harmonic (in the regular sense) in IV(2);
(ii) 2 Re ∂
2u
∂w1∂w¯2
= 0 in IV(2);
(iii) u is not pluriharmonic in general.
Proof. Since
(5.2) z1 =
w1 + w2
2
, z2 =
w1 − w2
2i
and let
(5.3) v(z) = u(w).
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Then v is invariant harmonic in D(0, 1)2 and continuous up to the boundary. By
the result in [10], we have
(5.4)
∂2v
∂z1∂z¯1
=
∂2v
∂z2∂z¯2
= 0, z ∈ D(0, 1)2.
Notice that
(5.5) 4
∂2v
∂z1∂z¯1
=
∂2u
∂w1∂w¯1
+
∂2u
∂w1∂w¯2
+
∂2u
∂w2∂w¯1
+
∂2u
∂w2∂w¯2
and
(5.6) − 4 ∂
2v
∂z2∂z¯2
=
∂2u
∂w1∂w¯1
− ∂
2u
∂w1∂w¯2
− ∂
2u
∂w2∂w¯1
+
∂2u
∂w2∂w¯2
.
By (5.3)− (5.6), one can easily see Parts (i) and (ii) of the above corollary holds.
In order to prove Part (iii), we let
(5.7) u(z1, z2) = |z1|2 − |z2|2.
One can verify that u is invariant harmonic in IV(2), but it is clearly that u is not
pluriharmonic in IV(2). Therefore, the proof of the corollary is complete. 
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