Abstract -The Perona-Malik equation for nonlinear diffusion is the well-known equation widely used in image processing. This equation can be applied with great success for selective smoothing of images, where the noise is represented by small gradients and the spurious edges are represented by the large ones. For a numerical solution of this equation we use the finite volume method. We analyze convergence of a corresponding explicit finite volume scheme to its weak solution and show some numerical experiments. We suggest also some modifications of this scheme to obtain better CPU time performance of the algorithm.
Formulation and assumptions of the studied problem
In this section, we in detail formulate the problem, we are going to deal with
where Ω ⊂ R 
) is the smoothing kernel with
and G σ (x) → δ x for σ → 0, δ x is the Dirac function at the point x, u
(Ω).
Introduction to the regularized Perona-Malik equation
Equation (1) is based on the Gaussian smoothing. Witkin and Koenderink [24] noticed that the convolution of the image with Gaussians of a certain variance was equivalent to the solving of the heat equation with the image as the initial datum for a corresponding time. is the Gaussian function.
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The smoothing can be done selectively with the help of the so-called Perona-Malik function g with the properties given by (4) . This function, which takes a norm of an image gradient in a given position as an input parameter, returns small values for large input values and large values for small input values. In this way g steers the diffusion: it makes it slower in areas with large gradients usually typical of edges and makes it faster in areas with small gradients usually typical of noise. We come to the Perona-Malik equation:
.(g(|∇u|)∇u),
which, as we have already mentioned, works well for images with edges characterized by large norms of gradients and noise by small ones. For the function g we take the function g(s) = 1 1 + Ks 2 .
In this case, we get the "nonlinear scale space". Though the original Perona-Malik equation [16] is regarded to be ill posed, it has triggered a lot of research. One of its earliest regularizarions is due to Catté, Lions, Morel, and Coll [4] , who proposed a regularized model, using |∇G σ * u| instead of |∇u| for the argument of the Perona-Malik function g. The model is less sensitive to noise and keeps the practical advantages of the original formulation. It can be proved to have a unique smooth solution. The solutions of this equation based on the well-established variational formulations such as the finite element method and complementary volume method can be found in [9] and [8] . Weickert et al. solved the equation by AOS schemes ( [22] ). Applying a structure tensor instead of a gradient as an input for the function g led to many applications described, e.g., in [5, [18] [19] [20] [21] 23 ].
Deriving the explicit finite volume scheme
We have a problem given by (1)- (3) . Let us discretize the scaling interval [0, T ] . Choosing N as the number of scale steps, we obtain the length of the uniform discrete scale step k = T N . We replace the scale derivative in (1) by a backward difference, i.e., we replace ∂ t u by u n −u n−1 k usually simple operations are performed at every iteration. However, it requires only small scale steps in order to be stable. For discretization in space we use the finite volume method (FVM). Recently, this method has been widely used in computational sciences and engineering, since it is based on the physical principles as conservation laws, it is local and easy to implement [7] .
Using FVM, we may subdivide the continous image domain into rectangular regions (corresponding to the pixel structure) and look for a solution, which will be constant over each such region -control volume.
If we intergrate the diffusion equation over the region p, we obtain
In 2D we express the divergence term and get
Now we use Green's theorem: in the identity
where ν i is the ith component of an outer normal, we set h = g(|∇G σ * u|)
and f ≡ 1 and get the equation
Equation (11) is called the integral form of the diffusion equation (1). Now let us introduce some notation to be able to give the fully discrete finite volume scheme. Though the notation can be easily extended to higher dimensions and more general family of meshes, in this place we restrict ourselves to 2D and to a uniform rectangular mesh.
Let τ h be a uniform rectangular 2D mesh of Ω with cells (control volumes) p of measure m(p), where h is the maximal diameter of a cell in the mesh. For every cell p we consider a set of neighbors N (p) consisting of all cells q ∈ τ h for which common interface of p and q is a line segment, denoted by e pq , of nonzero measure m(e pq ) (see Fig.1 ). In the numerical scheme, we will provide computations in the series of discrete scale steps starting with u 0 p , p ∈ τ h , corresponding to the given intensities on the pixel structure of the initial discrete data. The initial discrete data intensity represents the average cell value of the continuous intensity function u 0 (x). In the FVM, in every subsequent discrete scale step we get again a piecewise constant approximation u n p , p ∈ τ h , n = 1, 2, . . . of the continuous solution (with the same interpretation as cell averages). We assume that for every p, there exists a representative point x p ∈ p such that for every pair p, q, q ∈ N (p) the vector
is equal to a unit vector ν pq , which is normal to the common interface e pq and oriented from p to q. In the simple case of a uniform grid, we can take x p just as a center of the pixel. Let x pq be the intersection of the line segment e pq and the segment x p x q . Then we define the transmitivity coefficients
and the diffusion coefficients
whereũ n is a periodic extension of the data computed in the nth scale step, defined more properly in (24) . Now we are ready to write the fully discrete explicit finite volume scheme for solving the regularized Perona-Malik problem (1)-(3):
or rewritten
in both cases starting with Realization of the convolution. We use the fact that, since we consider piecewise constant approximations, we can replace the convolution (integral) by a sum over pixels. For computing the vector
we use the following property of the convolution:
Then we get
The previous sum is evaluated over the control volumes r which surround the point x pq . If we choose a compactly supported smoothing kernel with the support in a ball B σ * (0) with radius σ * , then the sum is restricted only to the control volumes contained in B σ * (x pq ), the ball centered at x pq . In our experiments with FVM we used the function
where σ * = σ and the constant Z is chosen so that G σ has a unit mass. The coefficients of the sum (17) , namely, r ∇G σ (x pq − s) ds, can be computed in advance using a computer algebra system, e.g., Mathematica. The diffusion coefficient is computed locally and the CPU time needed to obtain it depends on the choice of σ, i.e., the width of the support of the mollifier. In our experiments, we used σ = and σ = 1. The explicit scheme imposes the restriction on the size of the scale step k related to the following L ∞ -stability property:
The property (4) of the function g, i.e., 0 < g 1, and the fact that every pixel can have maximally four neighbors give the stability condition for the explicit scheme
for all p. In the case of a regular square grid we have
or, generally
where D is the dimesionality of the data. (It depends on a maximal number of the neighbors of the cells in a grid.) In the section dealing with numerical experiments we compare the explicit and semiimplicit schemes. The semi-implicit scheme, which is unconditionally stable for any size of the scale step, leads to a solution of a sparse linear system in each discrete scale step of the algorithm. This system is given by a positive definite M-matrix with diagonal dominance, so standard or preconditioned linear solvers can be used. The classical iterative algorithms like the Gauss-Seidel method give good results, which can be even improved by using the SOR method. However, these algorithms become slower for large k, since it decreases the condition number of the system matrix.
The semi-implicit finite volume scheme was introduced by Mikula and Ramarosy in [15] , where the authors also show the convergence of the scheme to the weak solution of the continuous equation. In this section we will discuss convergence of the explicit finite volume scheme given by identities (14) and (16):
and
where g σ,n pq and T pq are defined by (12) and (13), respectively. To start with, we define a weak solution to the problem (1)-(3). Equation (1) is multiplied by a test function ϕ ∈ Ψ, where Ψ is the space of smooth test functions:
After integrating over [0, T ] and Ω and applying integration by parts and properties of the test function, we come to a definition of the weak solution.
Definition 4.1. A weak solution of the regularized Perona-Malik problem
In [4] Catté, Lions, Morel, and Coll proved that there exists the unique weak solution to the problem (1)- (3), which is at the same time the classical solution of (1)- (3). In [15] , Mikula and Ramarosy have proved the convergence to the weak solution for the semi-implicit finite volume scheme. The main ideas of the proof were the following:
1. In the first step they have proved the relative compactness of the piecewise constant discrete approximations u h,k and thus determined that there exists a limit function
2. In the second step, it has been shown that this candidate is really the weak solution, i.e., that u fulfills the weak identity (23).
In the proof of the convergence of the explicit finite volume scheme to the weak solution of (1)- (3) we must perform several modifications. First of all, using the explicit scheme, we cannot choose the size of the scale step arbitrarily, and the convergence can be proved only under some stability conditions placing the restriction on the size of the scale step. For that reason, the proof of the a priori estimates has been changed as well as all the parts of the proof, where the scheme (21) is employed. We also must modify the definition of the piecewise constant solution u h,k in particular scale steps.
Definition 4.2. We define the piecewise constant function u h,k in Q T as follows:
with the function
The extension of this function outside Ω is given by its periodic mirror reflexion in Ω σ , where σ is the width of the smoothing kernel,
with a center x and a radius σ. This periodic mirror reflection is completed by zeroes outside Ω σ . We will denote this discrete extension byũ h,k . By the same strategy, we will extend u intoũ outside Ω.
For the sake of completness and readability, we write the whole proof.
Proving the relative compactness criterion in
In the sequel we will use the following well-known criterion (see, e.g., [14] ):
is relatively compact if and only if 1. K is bounded, i.e., there exists
2. K is mean equicontinuous, i.e., for every ε > 0 there exists δ > 0 such that
for each f ∈ K and vector γ with its length |γ| < δ. The quantity f is assumed to be extended by zeroes outside Q σ T . For the function u h,k , the property of the mean equicontinuity can be reformulated as an estimate of the integral:
With the help of
it is sufficient to study the space and time translate estimates, i.e., the estimates of the two terms on the right hand side of the previous inequality.
Before we start proving the a priori estimates, we introduce a useful property which will be repeatedly employed in the sequel.
where
Proof. We use the fact that
and then the left side of the identity (27) is equal to
It holds that
We make the following stability assumption:
and the constants C 1 , C 2 do not depend on h, k.
Proof. To start with, we multiply the basic explicit scheme (21) by u n p . We use (27) to get
After summing over all p ∈ τ h and after using Lemma 4.1, we obtain that
and after summing over n = 0, . . . , m − 1 < N max , we get
After having been squared, (21) can be rewritten as
The right-hand side of this identity will be substituted for the middle term of the right-hand side of (32). We find that
After using the Cauchy-Schwarz inequality
Using (29), we find that
After substituting (34) into (32), we get that the left-hand side of (32) is greater or equal to
and finally
We have result (i) of the lemma, i.e., there exists a positive constant C 1 such that
and C 1 does not depend on h, k. Due to the property of G σ andũ h,k , we have
Then
which in turn implies that there exists a positive constant α such that
and using (39) and (35) , we can deduce the assertions (ii) of the lemma.
Now we are prepared to prove the space and time translate estimates.
, where P is a constant dependent on σ, namely, in the number of reflections contained in Ω σ .
In the sequel we are going to prove the space translate estimate. We will do it in three steps. First, we prove it for Ω ξ , where Ω ξ = x ∈ Ω, x, x + ξ ∈ Ω , then for Ω 
provided that k satisfies the stability condition (29).
Proof. First we prove that
where For any t ∈ (0, T ) there exists n ∈ N such that (n − 1)k t < nk. Then for almost all x ∈ Ω ξ we can see that
where p (x) is the volume p ∈ τ h , where x ∈ p . We expand (42) by the term ξ pq d pq to get
and using the Cauchy-Schwartz inequality, we obtain
Using the fact that
and the Cauchy-Schwartz inequality,
we have that
Now, we integrate the relation (44) on Ω ξ × (0, T ) and use (45) to obtain
since u h,k is a piecewise constant for each interval (nk, (n + 1) k). The integral
is equal to the area of a parallelogram in 2D and to the volume of a parallelepiped in 3D determined by e pq and ξ. The area of a parallelogram and the volume of a parallelepiped equal to m(e pq )| ξ| sin(α) = m(e pq )| ξ|ξ pq . Now, we have that
and applying this result in (46), we obtain
Finally, using the discrete a priori estimate (ii) of Lemma 4.2. Now, in the second step, we want to extend Lemma 4.3 from Ω ξ to Ω σ ξ . Let us recall that u h,k is obtained by a mirror extension of u h,k on Ω σ and by completing zeroes elsewhere. Let Similarly as in (46) we get
Theoretically, σ could be larger than the size of the diameter of Ω. Then the right-hand side is multiplied by the integer P dependent on σ. Now in the third step we let ξ intersect the boundary of Ω σ . Let us define the set of boundary segments B Λ = {κ, such that there exists p in discretization of Λ, that κ ⊂ ∂p ∩ ∂Λ} , and letũ κ be assigned the value ofũ p from the previous definition. The following lemma represents the so-called trace inequality given in [7] . 
Using this inequality for the Ω σ , we have
where P 2 is some constant dependent on σ.
From the estimate (i) of Lemma 4.1 we have that u h,k L 2 (Q T ) C, and, to complete the proof of the space translate estimate, we must estimate
Using the technique similar to that used in (42), we havẽ
and thus, using the Young and Cauchy-Schwarz inequality, we obtain
Using the same technique as in the proof of (41), one obtains that
which in turn gives
Now, using Lemma 3.4, we have
and K ξ C 4 .
Lemma 4.4 (Time translate estimate). There exists a positive constant C such that
for all s ∈ (0, T ), provided that stability condition (29) is satisfied.
Proof. Let s ∈ (0, T ) be a given number. Let us define the following functions of time t:
where · means the lower integer part of a positive real number. Since u h,k is the piecewise constant function, we have that
which can be written as
We use the approximation scheme (21) in (49) to have
and using the fact that T pq and g pq are symmetric, we have that 
which gives
Applying Young's inequality ab and using the relation
Hence we get
We rewrite the previous relation as
Let us estimate all terms on the right-hand side. First, let us integrate (51) according to the time variable to obtain
and subsequently
We change the limits for t in χ. By subtracting s, we get that (n + 1)k − s t < (n + 1)k and that
Then we split the integration over (0, T − s) into a sum of time step intervals. Since u nt p is constant on the time step interval, we can write
But we have that
After subtracting (n + 1)k − s in (54) and making the substitution ω = t − (n + 1)k + s, we get that
Then it yields that
Applying the estimate (ii) of Lemma 4.2 in (56) gives
Similarly, only changing n t into n t+s , we can show that
To estimate A 2 (t)
After summing over n = 0, . . . , N max and applying (53) we have
However, we can show that for all 0 n N max it holds
Applying the estimate (ii) of Lemma 4.2 and (60) in (59) yields
. We need to show boundedness of the integral
Let ε > 0 and ϕ(x, t) = 0 if |x − ∂Ω| < ε. Let 0 < | ξ| < ε. Then by (41) and by the Cauchy-Schwarz inequality
For the limit function u we have
Let us write the left-hand side of (62) as
and use y = x + ξ for the term on the left. The limits of the integral are unchanged because of the assumption ϕ(x, t) = 0 for |x − ∂Ω| < ε. In the right term we just change y for x. We get
Let ξ = ωe i , where e i is the ith coordinate vector, and let ω → 0. Then
(I, V ) and it is a good candidate for the weak solution (23).
Convergence of the discrete solution to the weak solution
In this section we consider the subsequence u h m ,k m of u h,k that converges to u when h m , k m → 0. Next we are to prove that u is the weak solution of (1)-(3). For the sake of simplicity, we still call this subsequence u h,k . First, let us take the same set of test functions as when defining the weak solution
Let ϕ ∈ Ψ be given. In order to have a discrete analogy of the weak solution identity (23), we multiply the scheme (21)
by ϕ (x p , t n ) k. Then we sum the resulting identity over all p ∈ τ h and n = 0, . . . , N max − 1.
It yields
To make an approach to the weak solution form, we perform the discrete integration by parts on the left-hand side to put the time difference in ϕ instead of in u. On the right-hand side we introduce the space difference in ϕ. Let us start with the left-hand side. After performing a discrete integration by parts
and taking into account the fact that ϕ (x p , T ) = 0 for all p ∈ τ h , we obtain
For the right-hand side of (63), we apply the same principle as in Lemma 4.4:
We get
Then we can write the scheme in its discrete weak form analogous to the identity (23), i.e.,
In the following, we prove the convergence of each term of (66) to its continuous analogy in (23) for all test functions ϕ ∈ Ψ.
Proof. We have that
and we can deduce the assertion of the lemma.
The last step is to show that 1 2
We apply the Green formula and use the definition of Ψ to obtain the following identity:
which will be used in proof of Lemma 4.8.
Lemma 4.8. We have that
Proof. We consider that 1 2
First, we have
where R n pq represents the difference between the discrete and continuous normal derivative evaluated on (x pq , t n ), i.e.,
Since ϕ ∈ C 
Then, using that 0 < g(x) 1, we have that
We multiply and divide the right-hand side of (74) by d pq and apply the Cauchy-Schwartz inequality to obtain
It holds that there exists a positive constant
The estimate (ii) of Lemma 4.2 combined with (76) implies that
and we can conclude that
Next, we have
Thanks to the regularity of ϕ, we can show that for any x ∈ e pq it holds that
with the positive constant M 5 depending only on ϕ. We apply this result to replace R n pq in (78), and by the same argument as in estimating the term R 1 we derive that
Now, we denote
and then
To prove the convergence of R 3 to 0, first, we bound G n pq . For that purpose, we use the fact that g is Lipschitz continuous. Let L g be the Lipschitz constant of g, i.e., for any positive real numbers ζ 1 and ζ 2 the following inequality holds
Then we have
and we can use the triangular inequality for the Euclidean norm |a| − |b| |a − b| to obtain
Using the form of the convolution as given in (17) and as t ∈ (t n , t n+1 ), we can show that for any x ∈ e pq the following inequality holds
The sum is evaluated on control volumes r ⊂ Ω σ . Thanks to the hypotheses for G σ , which
, the Cauchy-Schwarz inequality, and estimate (i) of Lemma 4.2, we obtain
with a positive constant M 6 . Since ∇ϕ is a continuous function, S = sup
have that
which together with the Cauchy-Schwarz inequality, (76), and estimate (ii) of Lemma 4.2 leads to the desired result
For the fourth term let us denote
The Lipschitz continuity of g and the triangular inequality for the Euclidean norm give that
Using the Cauchy-Schwartz inequality in the convolution term and the definition of extension lead to the following result:
Since G σ is C ∞ and G σ has a compact support, we can show that there exists a constant
Then we use the same technique as for the estimate of R 1 to see that there exists a positive constant M 8 such that
and since u h,k converges to u strongly in L 2 (Q T ), we conclude that
The last term is defined by 
This ends the proof of Lemma 4.8.
Theorem 4.1. By previous lemmas we have proved that
as h, k → 0, where u is a weak solution of the regularized Perona-Malik model.
Numerical experiments
Example 1. The original image is disturbed by the additive noise (Fig. 3a) . Most of the edges can be characterized by large gradients. Figure 3b shows the results after the smoothing by the explicit scheme. We can see that most of the edges are well preserved, though some of them are slightly blurred. Figures 3c and 3d show the result after applying a simple sharpening.
Example 2. The following example is an example of 3D diffusion. An initial isosurface (Fig. 5a ) is noisified by additive noise. Afterwards, the isosurface cannot be extracted (Fig. 5b) . The result obtained by the 3D algorithm given by (14) is visually very close to Fig. 5d . Here, let us speak about comparison of the explicit and semi-implicit schemes-based algorithms. If we use σ = 1 2 , the computing of the norm of the gradient consists of evaluation of w (u p − u q ), where w is the precomputed weight depending on the particular mollifier G σ and u p , u q are the intensities of two adjacent cells.
For σ = 1 we need to compute more coefficients in (17) , in other words, we approximate partial derivates in all directions. For each sum we have 18 mutually rotated precomputed weights. Some of these weights are zeroes and some can be neglected, so it is enough to use 9 multiplication operations for a gradient and 3 multiplications to compute its magnitute.
If the computation of a presmoothed gradient is simpler, like in the case of σ = 1 2 , then performing several simple scale steps of the explicit scheme can be faster than solving a linear system of the semi-implicit scheme. Moreover, the explicit scheme has significantly smaller memory requirements, because we need not remember the diffusion coefficients. The explored image was of the size 128 × 128 × 128, and its solution needs 11 scale steps of the semi-implicit algorithm with 11-14 iterations during solving the linear system. On our computer it takes about 90 seconds. On the other hand, the explicit scheme needs 11x6 updates performed for about 60 seconds. Moreover, due to the fact, that the explicit schemes update the diffusion coefficients more often, in terms of scale steps the desirable diffusion effect is achieved sooner than using the semi-implicit scheme. In the case where σ = 1,when the computing of diffusion coefficients is more complex, the time for the explicit scheme was about 200 seconds, while the semi-implicit scheme needed about 150 seconds (for the same number of scale steps).
Modifications of the finite volume scheme
Adaptivity. As the solution tends to be flatter with an increasing scale in large regions of the image, we can improve the efficiency of the method considerably by using adaptivity, i.e., choosing nonuniform grids with a less number of finite volumes. This idea was first used in [2, 3] for triangular finite elements, later in [17] for bilinear finite elements. First, we must state a coarsening criterion. Here, for finite volume grids, the coarsening criterion is the following: 
