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Aerosol characteristics over the Southern Ocean are surprisingly 
heterogeneous because of the distinct regional dynamics and marine 
microbial regimes, but satellite observations and model simulations 
underestimate the abundance of cloud condensation nuclei.
T he World Climate Research Programme highlights the fact that “limited understanding of clouds is the major source of uncertainty in climate sensitivity, but it also contributes substantially to persistent biases in modeled circulation systems” (Bony and Stevens 2012). 
Investigating aerosol–cloud interactions over the Southern Ocean is a crucial step toward im-
proving these shortcomings for two reasons. The first reason is that the Southern Ocean is the 
largest continuous region on Earth in which climate models exhibit a strong positive bias of 
surface solar radiation of between 10 and 20 W m–2 (Flato et al. 2013). The bias has implications 
for the representation of sea surface temperature, sea ice, storm tracks, and atmospheric energy 
transport in climate models (Ceppi et al. 2012; Hwang and Frierson 2013; Kay et al. 2016).
A major reason for this bias is the poor representation of the persistent layer of shallow clouds in 
climate models, which do not reflect enough solar radiation (Bodas-Salcedo et al. 2014; Trenberth 
and Fasullo 2010). Stratocumulus clouds over the Southern Ocean are often mixed-phased and 
contain supercooled droplets (Huang et al. 2015). In mixed-phased clouds liquid droplets and 
ice crystals coexist. Ice crystals form on ice nucleating particles (INP) at temperatures higher 
than the homogeneous freezing point of water (at <–36°C), while liquid droplets form on cloud 
condensation nuclei (CCN). Models often produce too many ice crystals in mixed-phased clouds 
that consume the liquid droplets and precipitate the cloud (Kay et al. 2016). Models are hence 
very sensitive to INPs as demonstrated by Vergara-Temprado et al. (2018), who show that  
the short lifetime of clouds in the cold sectors of 
extratropical cyclones in the model is caused by 
inadequate representation of natural INP and cloud 
microphysical processes.
The second reason why the study of Southern Ocean 
clouds is important is because the region still ex-
hibits preindustrial-like aerosol 
properties in austral summer 
due to its remoteness (Hamil-
ton et al. 2014). Currently, the 
lack of a well-defined baseline 
for preindustrial aerosol–cloud 
interactions introduces large un-
certainty in estimates of anthro-
pogenic radiative forcing caused 
by cloud albedo adjustments due 
to human activity (Carslaw et al. 
2013). Hence, studying aerosol 
and cloud properties and be-
havior under preindustrial-like 
aerosol conditions is essential to 
reduce this uncertainty.
Fundamental questions re-
lated to the sources and pro-
cesses of particles that influence 
cloud albedo remain open despite 
the number of field studies tar-
geted at understanding gaseous 
chemistry, aerosol processes, 
and clouds in the region since 
the 1970s (Fig. 1, Table 1). The re-
moteness of the Southern Ocean 
and the large and heterogeneous 
area it covers pose a challenge to 
performing in situ measurements. In situ measure-
ments are needed to study processes that cannot 
be observed by satellite, such as condensation of 
semi-volatile species on aerosol particles or het-
erogeneous chemistry (cloud processing), but need 
to be included in models to properly represent the 
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Fig. 1. Tracks of Southern Ocean campaigns with aerosol measurement 
components between the 1970s and 2018. Harbor departure dates and 
island (Is.) stops of the ACE 2016/17 cruise (red line) are indicated. Ship 
tracks are represented by full lines, and flight tracks by dashed lines. 
See Table 1 for campaign information.
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Table 1. List of studies related to aerosol–cloud interactions in the Southern Ocean.
Name Year Location Objective Reference
Platform 
type
Cape Grim Since 1976
40°38'S,  
144°43'E
Long-term monitoring of atmospheric 
constituents
Ayers et al. (1997) Station
BSO
Oct 1992– 
Jan 1993
51°–76°S
British Southern Ocean cruise influence 
of biogenic emissions on CCN
O’Dowd et al. (1997) Vessel
RITS 93 Mar 1993 53°–70°S
Radiatively Important Trace Species, 
atmospheric chemistry
Bates and Quinn (1997) Vessel
RITS 94 Dec 1994 53°–70°S
Radiatively Important Trace Species, 
atmospheric chemistry
Bates and Quinn (1997) Vessel
SOCEX I 
and II
Jul 1993,  
Jan–Feb 1995
40°–43°S
Southern Ocean Cloud Experiments 
seasonality, cloud microphysics
Boers et al. (1996),  
Boers et al. (1998)
Vessel
ACE 1 Nov–Dec 1995 40°–55°S
Aerosol Characterization Experiment, 
atmospheric chemical processes, cloud 
microphysics
Bates et al. (1998) Vessel
FINNARP Nov–Dec 2004 34°–70°S
Finnish Antarctic Research Program, 
ultrafine aerosol characterization
Vana et al. (2007) Vessel
HIPPO
Five flights between 
2009 and 2011
43°–67°S
HIAPER Pole to Pole Observations, 
atmospheric chemical processes, cloud 
microphysics
Wofsy (2011) Aircraft
SOAP Feb–Mar 2012 41°–47°S Surface Ocean Aerosol Production Law et al. (2017) Vessel
SIPEX II Sep–Nov 2012 42°–66°S
Sea Ice Physics and Ecosystem 
Experiment, aerosol microphysics and 
chemistry, waves
Humphries et al. (2016),
Kohout et al. (2014)
Vessel
PEGASO Jan–Feb 2015 53°–60°S
Plankton-derived Emissions of trace 
Gases and Aerosols in the Southern 
Ocean, air–sea interactions of trace 
gases and aerosols
Dall’Osto et al. (2017),
Fossum et al. (2018)
Vessel
MAC Nov–Dec 2015 72°–78°S Microphysics of Antarctic Clouds O’Shea et al. (2017)
Aircraft/ 
station
ORCAS Jan–Mar 2016 35°–75°S
O2/N2 Ratio and CO2 Airborne 
Southern Ocean Study, air–sea gas 
exchange, cloud microphysics
Stephens et al. (2018)
Aircraft 
(vessel)
CAPRICORN 
I and II
Mar 2015,
Mar–Apr 2016
43°–48°S,
43°–53°S
Clouds, Aerosols, Precipitation,  
Radiation and Atmospheric Composition
Protat et al. (2017),  
Mace and Protat (2018)
Vessel
ACE 2016/17 Dec 2016–Mar 2017 34°–78°S
Antarctic Circumnavigation Expedition, 
preindustrial-like aerosol cloud 
interaction
This study Vessel
ATom
Feb 2017 flight from 
New Zealand to Chile
45°–66°S
Atmospheric Tomography Mission, 
atmospheric chemistry
https://espo.nasa.gov/atom 
/content/ATom
Aircraft
Ice to 
Equator
Apr–Jun 2016 0°–65°S
Monitoring ocean change and variability 
along 170°W
www.mnf.csiro.au/Voyages 
/Investigator-schedules/Plans 
-and-summaries/2016.aspx
Vessel
PCAN Jan–Mar 2017 Polar Cell Aerosol Nucleation
www.mnf.csiro.au/Voyages 
/Investigator-schedules/Plans 
-and-summaries/2017.aspx
Vessel
SOCRATES Jan–Feb 2018 43°–67°S
Southern Ocean Clouds, Radiation, 
Aerosol Transport Experimental Study
www.eol.ucar.edu/field 
_projects/socrates
Aircraft, 
vessel
MARCUS Oct 2017–April 2018 43°–67°S
Measurements of Aerosols, Radiation, 
and Clouds over the Southern Ocean
www.arm.gov/research 
/campaigns/amf2017marcus
Vessel
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surface energy budget. Among these processes is also 
sea spray formation, the Southern Ocean being the 
stormiest ocean in the world (Hanley et al. 2010). The 
formation of secondary aerosol from biogenic gaseous 
emissions is another important process because the 
Southern Ocean is one of the most biologically active 
in the world (McCoy et al. 2015). Entrainment of free 
tropospheric air into the marine boundary layer can 
also influence the aerosol budget and cloud properties 
(Quinn et al. 2017). Understanding these processes 
will allow us to better simulate the CCN and INP 
budget over the Southern Ocean. CCN and INP 
are fundamental ingredients to cloud formation in 
addition to atmospheric dynamic processes (Reutter 
et al. 2009).
This paper presents an overview and first results 
from the Antarctic Circumnavigation Expedition: 
Study of Preindustrial-like Aerosol Climate Effects 
(ACE-SPACE) project. In this project we combined in 
situ measurements of aerosols and trace gases, satel-
lite observations of cloud droplet number concen-
trations, and global model simulations to constrain 
anthropogenic radiative forcing from aerosol cloud 
interactions.
ACE-SPACE STUDY DESIGN. Measurements 
were conducted from December 2016 to March 2017 
aboard the R/V Akademik Tryoshnikov between 34° 
and 78°S for 90 days while the ship moved from Cape 
Town, South Africa, through the Indian Ocean to 
Hobart, Australia (leg 1), via the Pacific Ocean to 
Punta Arenas, Chile (leg 2), and through the Atlantic 
Ocean back to Cape Town (leg 3, Fig. 1). Given the 
constant movement of the ship except for short stays 
(12–60 h) at islands and the Antarctic coast, the focus 
of ACE-SPACE was the continuous measurements 
of a range of aerosol and trace gas characteristics 
(Table 2) relevant for aerosol–cloud interactions. The 
in situ measurements are also used to validate satellite 
observations of cloud droplet number concentra-
tions Nd and to constrain the uncertainty of aerosol 
parameters in the Global Model of Aerosol Processes 
(Mann et al. 2010) and hence the uncertainty in aero-
sol radiative forcing in the United Kingdom Chem-
istry and Aerosol (UKCA) model. Other projects 
on board measured complementary variables such 
as wave properties, marine microbial activity and 
precipitation (variables used for this work are listed 
in Table 2, an overview of all projects is provided at 
http://spi-ace-expedition.ch/).
Specific objectives. Measurements were designed for 
three principal objectives:
(i) to capture the summertime spatial variability of 
the aerosol characteristics around Antarctica and 
the Southern Ocean;
(ii) to provide an in situ reference, meaning spectra 
of CCN number concentrations, for remotely 
sensed cloud droplet number concentration Nd; 
and
(iii) to facilitate improved representations of prein-
dustrial-like aerosol properties in global climate 
models to reevaluate the radiative forcing from 
aerosol–cloud interactions.
Regarding (i), the Southern Ocean is one of the regions 
where we know very little about aerosol properties 
(Hamilton et al. 2014). Geographically, most efforts 
have focused on specific sectors of the Southern 
Ocean, for example, south of Tasmania or around 
the Drake Passage, in the last three decades (Table 1). 
ACE-SPACE offered the first opportunity to study 
aerosol properties in the Indian, Pacific, and Atlantic 
Oceans in the same season. This allows comparison 
of aerosol properties over the open ocean in the west-
erly wind belt, close to the coast of Antarctica in the 
microbially active polynya region, and in the vicinity 
of sub-Antarctic islands. Polynya are large open water 
areas in otherwise sea-ice-covered regions. Expected 
differences include the relative importance of sea spray 
aerosol (SSA; including sea salt and organic com-
pounds) and marine biogenic emissions for the CCN 
number concentration (Ayers et al. 1997; Fossum et al. 
2018), the potential contribution of locally confined 
emissions from land-based animal colonies (Schmale 
et al. 2013), and occasional influence from outgassing 
volcanoes (Schmidt et al. 2012). Figure 2 schematically 
illustrates the various elements and processes that can 
contribute to the particle population. Based on previ-
ous cruises in the Southern Ocean, the contribution 
of SSA to CCN can be highly variable between 10% 
and 100% (Quinn et al. 2017; Fossum et al. 2018). This 
implies that in the absence of anthropogenic influ-
ence the oxidation products from marine emissions 
of dimethylsulfide (DMS), that is, non-sea-salt sulfate 
(nss-SO4) and methanesulfonic acid (MSA, Fig. 2) can 
be responsible for very large fractions of the CCN 
population. DMS can contribute to CCN through 
two different pathways (e.g., Korhonen et al. 2008): 
1) DMS oxidation to sulfuric acid and formation of 
new particles, which can either happen in the marine 
boundary layer (MBL) or in the free troposphere, and 
2) condensation of DMS oxidation products (i.e., MSA 
and H2SO4) onto preexisting smaller particles, which 
subsequently grow into the CCN size range (Chen 
et al. 2018; Hodshire et al. 2019).
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Table 2. Instrumentation and measured variables on board R/V Akademik Tryoshnikov. All data will be 
available on the ACE database (https://zenodo.org/communities/spi-ace/). Datasets will be available within 
2019. Some have restricted access until the end of 2019; thereafter, they are fully accessible. Particle sizes 
are given as diameters. Abbreviations are condensation particle counter (CPC), neutral cluster and air ion 
spectrometer (NAIS), scanning mobility particle sizer (SMPS), aerodynamic particle sizer (APS), wide-
band integrated bioaerosol sensor (WIBS), chemical ionization atmospheric pressure interface time of 
flight mass spectrometer (CI-APi-TOF), aerosol chemical speciation monitor (ACSM), cloud condensation 
nuclei counter (CCNC), cloud condensation nuclei (CCN), high-volume filter sampler (HVS), low-volume 
filter sampler (LVS), ice nucleating particles (INP), custom-built online gas chromotograph (iDIRAC), 
Automated Weather Station (AWS), and wave monitoring system II (WaMoSII).
Observation type Instrument name Measured variables
Time  
resolution  
(acquisition)
Particle microphysics CPC (TSI models 3022, 3772, 
3010D)
Particle number concentration with  
different lower cutoff (7, 10, 20 nm)
10 s
NAIS Particle number size distribution (2–40 nm), ion 
size distribution (0.8–40 nm)
3.5 min
SMPS Particle number size distribution  
(11–400 nm)
5 min
APS Particle number size distribution  
(0.5–19 µm)
5 min
WIBS-4 Particle number size distribution  
(0.5–12.5 µm), fluorescent particle  
number concentration and size
1 s
Real-time chemical  
composition of ions,  
clusters, particles
CI-APi-TOF Chemical composition of ions or neutral 
clusters
1 min
ACSM Submicron particulate organics,  
ammonium, nitrate, sulfate, chloride
30 min
Aethalometer Equivalent black carbon (eBC) mass 
concentration of total PM
1 s
Hygroscopicity CCNC CCN number concentrations (at 0.15%, 0.2%, 
0.3%, 0.5%, 0.7% supersaturation)
1 s
Filter-based chemical 
composition of  
particles
HVS PM10 organic carbon (OC), elemental carbon 
(EC), water soluble organic carbon (WSOC), 
major ions (e.g., Na+, Cl–), methanesulfonic 
acid
24 h
LVS PM10 INP number concentrations 8 h
Optical particle  
properties
Microtops Aerosol optical depth (AOD) Event based
Trace gases Ozone monitor  
(model 2BT)
O3 mixing ratio 10 s
Picarro 2401 CO2, CO, CH4, H2O mixing ratios 1 s
iDIRAC isoprene mixing ratio 10 min
Meteorology Ship-based Vaisala AWS420 
including ceilometer
Wind speed, wind direction, relative humidity, 
temperature, pressure,  
cloud-base height, radiation
30 s
Waves WaMoSII Wave height, velocity, phase, period 20 min
With regard to the second objective, satellite obser-
vations of Nd are most relevant for globally assessing the 
response of clouds to CCN. The relationship between 
surface-measured CCN and Nd determines the climatic 
effects of the CCN from the ocean surface. Increasing 
Nd for the same cloud liquid water path increases cloud 
albedo (the Twomey effect; Twomey 1977). Increasing 
Nd for a given cloud geometrical thickness decreases 
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precipitation (Freud and Rosenfeld 2012). Since pre-
cipitation tends to break cloud cover of marine strato-
cumulus (Albrecht 1989; Rosenfeld et al. 2006; Goren 
and Rosenfeld 2012), added CCN increase cloud cover. 
Rosenfeld et al. (2019) have shown that increasing Nd 
for a given cloud geometrical thickness also increases 
the liquid water path. The combination of the effects 
(increased cloud albedo, cloud cover, and liquid water 
path) means a dramatic increase of the cloud radiative 
effect (Rosenfeld et al. 2019). Since Nd has such a major 
impact on the energy budget, it is necessary to accu-
rately determine its driving factors. The CCN number 
concentration as a function of supersaturation and 
the base updraft determine the peak supersaturation 
at cloud base (Twomey 1959). However, documenting 
the cause and effect relationships between surface-
measured CCN and Nd is very challenging due to the 
uncertainty in base updraft and the variable strength 
of the connection between the CCN near the surface 
and at cloud base. Therefore, addressing this question 
by the combined satellite and ship measurements is of 
major importance. For methodological reasons (see 
appendix B), we focus on liquid clouds. However, it is 
important to note that understanding mixed-phased 
clouds over the Southern Ocean is highly important 
for the regional energy balance (Mace and Protat 2018).
With respect to the third objective, much progress 
has been made in understanding the causes of uncer-
tainty in state variables related to aerosol radiative 
forcing, such as cloud-active aerosol concentrations, 
precipitation, and top-of-atmosphere radiative fluxes. 
However, a well-constrained representation of the 
present-day atmosphere (influenced by anthropogenic 
aerosols) is insufficient to reduce uncertainty in aerosol 
forcing over the industrial period (Regayre et al. 2018). 
Processes known to cause much of the uncertainty in 
the preindustrial time need further investigation. These 
include sea spray and DMS emission fluxes, particle 
formation rates, and particle size distributions (Carslaw 
et al. 2013; Regayre et al. 2014). A modeling study by 
Hamilton et al. (2014) showed that in austral summer 
the Southern Ocean is among the most pristine loca-
tions on Earth, with more than 29 days month−1 in 
which the aerosol population is not directly influenced 
by human activity. Hence, measurements taken in this 
region are ideally suited to constraining preindustrial-
like aerosol concentrations. Furthermore, key measure-
ments taken during the ACE-SPACE (sea spray particle 
concentrations, nss-SO4 concentrations, newly formed 
particle concentrations, and particle size distributions) 
can be used to constrain the most uncertain model pro-
cesses that cause aerosol radiative forcing uncertainty 
in climate models.
In situ measurements and remote sensing. Table 2 gives 
details of the in situ instrument suite that we installed 
on the research vessel in a laboratory container with 
inlets sampling approximately 16 m above mean 
sea level (MSL). The link to the database is given in 
the table caption. More details regarding sampling 
line loss assessment, identification of ship exhaust 
periods, and instruments are provided in appendix A. 
Cloud droplet number concentrations were retrieved 
from MODIS cloud products (see appendix B).
Modeling tools. With the back trajectories calculated 
using the Lagrangian analysis tool LAGRANTO 
(Wernli and Davies 1997; Sprenger and Wernli 2015) 
based on wind fields from the operational analysis data 
of the European Centre for Medium-Range Weather 
Forecasts (ECMWF), we determined the airmass 
history for interpretation of the in situ results. In the 
supplementary material we provide an animation of 
airmass trajectories for every hour of the expedition. 
Measurements are compared to output from 
version 8.4 of the UKCA model, which is a whole-
atmosphere chemistry and aerosol model embedded 
within the HadGEM3 host model (O’Connor et al. 
2014). Within the UKCA model the evolution of 
particle size distribution and size-resolved chemical 
composition of aerosols in seven size and composi-
tion modes are calculated using the Global Model of 
Aerosol Processes model (GLOMAP-model; Mann 
et al. 2010). Here we compare measurements to the 
mean output from perturbed parameter ensembles 
of the UKCA model (Yoshioka et al. 2019, manuscript 
submitted to J. Adv. Model. Earth Syst.). In these 
ensembles multiple uncertain aerosol and physical 
atmosphere parameters were perturbed simultane-
ously to produce a set of model variants that spans the 
model behavior and can be used to quantify the value 
of measurements as constraints on model uncertainty. 
More details on both models are given in appendix C.
ENVIRONMENTAL CONDITIONS DURING 
THE CRUISE. Figure 3a shows the climatological 
wind speed from the ERA-Interim dataset (Dee et al. 
2011) at 10-m altitude for December–March from 
January 1979 to February 2017. The actual wind condi-
tions encountered during ACE-SPACE are overlain. To 
check the comparability of the ECMWF product and 
the measured wind, we correlated the hourly values for 
the expedition at 30 m height and found a correlation 
coefficient of R2 = 0.83 and a slope of 1.12 (with higher 
measured values). For details, see appendix C.
The temporal and spatial variability of wind 
speeds encountered during the expedition is much 
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larger than ref lected by the 38-yr climatology. 
Individual sections, especially in the westerly wind 
belt between 70° and 130°E (leg 1) and 30°W and 
10°E (leg 3), as well as most of leg 2, were calmer than 
expected from climatology. One contributing factor 
might be the avoidance of storms by the expedition. 
However, the median wind speeds of legs 1 and 3 are 
similar to the climatological mean.
Especially within the high wind belt, frontal 
systems are frequently expected (Papritz et al. 2014), 
which can impact the aerosol population, for example, 
through precipitation. During leg 1, warm-air advec-
tion dominated (60% of all instances), whereas cold-
air advection was more frequent during legs 2 and 3 
with 80% and 85% of the time, respectively.
Sea ice conditions were mostly relevant during leg 
2, because the other legs passed well north of the main 
sea ice regions (Fig. 3b). Compared to climatology 
(Turner et al. 2017; Schlosser et al. 2018), there was 
significantly less ice in the Amundsen Sea (around 
120°W near the Siple region), but more near the 
Mertz area (approximately 150°E). In fact, the spring–
summer season 2016/17 showed unusual warming 
of the Southern Ocean by up to 1°C compared to the 
2010–15 average (https://data.giss.nasa.gov/gistemp 
/maps/), which might have had some impact on sea 
spray production and biological activity.
The Southern Ocean is known for its high waves, 
caused by strong surface winds and large fetch (Hanley 
et al. 2010). Figure 3b compares the measured significant 
wave height Hs with the corrected December–March 
climatological significant Hs from 2001 to 2018 from 
the joint CNES/NASA satellite oceanography mission 
series Jason-1 and Jason-2 (Young 1998). The former 
was launched in December 2001 and decommissioned 
in July 2013, while the latter is an ongoing follow-on 
mission launched in June 2008. Averages are computed 
in grid points of 0.5° resolution. The open-ocean legs 1 
and 3 are characterized by similar Hs with a measured 
median of 5.5 m and an interquartile range (IQR) 
between 4 and 7 m. The climatological mean suggests 
Hs around 4.5 m and is hence slightly lower than that 
encountered during ACE-SPACE. Leg 2, south of the 
westerly wind belt, saw a median Hs of 2.5 m. The 
breaking of waves is the main driver behind sea spray 
production. During breaking, which is induced when 
Hs is larger than one-seventh of the wavelength, air 
bubbles are entrained into the water that subsequently 
rise to the surface and either eject jet droplets or spray 
from collapsing cavities (Monahan et al. 1986).
In addition to the physical conditions described 
above, we present in Figs. 3c and 3d the MODIS-
retrieved concentration of chlorophyll-a during 
February 2017 and the climatological mean between 
2002 and 2016 based on MODIS Aqua observations 
(Johnson et al. 2013). Generally, we encountered the 
expected pattern of blooms, meaning lower activity 
in the leg 1 region and more intense blooms during 
leg 2. A direct comparison for leg 2 is difficult due 
to the cloud coverage (white areas in Fig. 3d). Leg 3 
Fig. 2. Schematic of summertime aerosol processes over the Southern Ocean. Individual processes 
are described in the text. Latitudes, heights, and temperatures are only indicative.
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Fig. 3. Climatological mean values for December–March of (a) 10-m wind speed, (b) wave height and sea ice 
extent, and (c) chlorophyll-a (Chl-a). Wind speeds are based on the 1979–2017 ERA-Interim climatology. The 
measured wind speed during the cruise is plotted along the track, and box-and-whisker plots at the bottom of 
the panel summarize each leg. They denote the mean, interquartile range, 10th and 90th percentiles, and data 
points in the outer 2.5th percentiles. The significant wave height is based on radar altimeter data from the 
CNES/NASA oceanography mission series Jason-1 and Jason-2 for the years 2001–18. Measurements from the 
cruise are overlain and box plots are provided. Additionally, sea ice extent from MODIS is shown for 31 January 
2017 (color scale on the right). In (c) the MODIS chlorophyll-a climatology covers DJFM between 2002 and 2016. 
(d) The chlorophyll-a concentrations for February 2017 [MODIS, same color scale as in (c)] and MSA in situ 
concentrations including boxplot.
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saw less activity than the climato-
logical mean, likely because it was 
relatively late in the season (March). 
Chlorophyll-a is a direct indication 
for the presence of phytoplankton 
but cannot be used to directly infer 
the amount of DMS released into 
the atmosphere, which can subse-
quently be oxidized to H2SO4 or 
MSA (Fig. 2). We show the concen-
tration of gaseous MSA in Fig. 3d. 
The highest localized concentrations 
were found during leg 2 in the po-
lynya near the Siple region and leg 3 
southwest of the Sandwich Islands. 
Note that high atmospheric MSA 
concentrations are not necessarily 
expected in the same location of high 
marine chlorophyll-a or DMS con-
centrations because of atmospheric 
transport and transformation pro-
cesses. The atmospheric lifetime of 
DMS (MSA) in the Southern Ocean is estimated to 
vary between 2 and 5 days (2–6 days), calculated as 
the ratio of the mean atmospheric burden by the sum 
of loss processes (Chen et al. 2018). We find enhanced 
MSA concentrations in the immediate vicinity of re-
gions with elevated chlorophyll-a concentrations and 
along trajectories that traveled above such regions.
Transport of anthropogenic emissions to the 
Southern Ocean is another environmental condition 
that we need to consider to understand in how far our 
observations during ACE-SPACE are preindustrial-
like. Figure 4 shows the concentrations of equivalent 
black carbon (eBC) and CO as a function of latitude 
and indicates the location of the visited ports. Elevated 
concentrations of these two tracers can represent an-
thropogenic emission influence. Concentrations for 
both tracers reach their background levels south of 
55°S: 19.2 ng m–3 eBC and 23.2 ppb CO. For compari-
son, eBC concentrations at the high alpine observatory 
Jungfraujoch 3,500 m MSL in the Swiss Alps, which 
represent the remote European atmosphere, are 
generally >50 ng m–3 during not specifically polluted 
conditions (Cozic et al. 2007).
PARTICLE NUMBER, CLOUD CONDEN-
SATION NUCLEI, AND ICE NUCLEATING 
PARTICLE CONCENTRATIONS. Aerosol 
properties varied substantially over the Southern 
Ocean, and each leg exhibited distinct characteristics 
(Table 3). Total particle number concentrations with 
a lower cutoff diameter of 7 nm N7 ranged between 
10 and >1,000 cm–3 (Fig. 5). For reference, over the 
summer Arctic Ocean concentrations vary in a 
broader range between 1 and <4,000 cm–3, however 
with a smaller median concentration (measured 
with the same instrument during the Arctic Ocean 
2018 expedition). Concentrations in urban areas 
are usually between 104 and 105 cm–3 [e.g., Wang 
et al. (2013) for Beijing and Pikridas et al. (2015) for 
Paris]. Leg 1 saw the highest median concentration 
with 470 cm–3, followed by leg 3 with 350 cm–3 and 
leg 2 with 280 cm–3. Importantly, CCN activating at 
a supersaturation of 0.2% (CCN0.2) do not follow the 
same pattern. Median concentrations are nearly the 
same for legs 1 and 2 (114 and 111 cm–3) and slightly 
lower for leg 3 (90 cm–3). These values are significantly 
higher than in the Arctic and slightly lower than at 
Mace Head (Schmale et al. 2018). Figure 6 provides 
the CCN0.2 concentration (Fig. 6b) and the activation 
ratio (Fig. 6c), defined as the CCN concentration 
divided by the total particle number concentration N7 
along the track. The activation is higher in leg 2 and 
can be explained with larger particles (see Fig. 6a) and 
possibly also differences in chemical composition.
Concentrations of INP at –15°C (INP–15; Fig. 5) 
ranged between the detection limit (0.1 m–3) and 54 m–3 
accounting for all measured values. The detection limit 
is 0.1–0.2 m–3 depending on the sampled volume of 
air. The median values per leg are <1 m–3, with leg 3 
having the smallest INP concentrations. For reference, 
INP concentrations at Mace Head in Ireland are also 
around 1 m–3 during clean conditions (McCluskey 
Fig. 4. Concentrations of the anthropogenic tracers eBC and CO as 
functions of latitude. Solid lines indicate the median values, and the 
shaded area the interquartile range. The dotted vertical lines indicate 
the latitudinal locations of the ports visited.
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et al. 2018b). Legs 1 and 2 show very similar distribu-
tions of INP number concentrations even though they 
represent two very different environments. Comparing 
our results to the survey from Bigg (1973) of INP–15 
concentrations between 80°E and 140°W, we find con-
centrations lower by two orders of magnitude. Newer 
data from McCluskey et al. (2018a) between Tasmania 
and 53°S from the CAPRICORN campaign (Table 1) 
compare well with ours. Their measurements had an 
approximate limit of detection of 1 m–3 for INP–15. The 
discrepancies between the recent measurements and in 
the 1970s are currently under investigation.
PARTICLE SIZE, HYGROSCOPICITY, AND 
AIRMASS ORIGIN. To interpret the CCN con-
centrations, particle size and hygroscopicity (water 
affinity), airmass history, and cloud processing infor-
mation are needed. We show aggregated data of leg 
2 (Fig. 7) as an example for the type of information 
that can be extracted from the ACE-SPACE dataset 
that includes the particle size distribution, an estimate 
of the cloud supersaturation and the particle hygro-
scopicity. Figure 7a shows k-means-based clusters of 
particle size distributions (run with 1,000 iterations). 
The figure also shows the airmass history associated 
with each cluster (Figs. 7b–d). For each hour of leg 
2 in which a certain cluster occurred, we released 21 
trajectories at different levels below 850 hPa. This 
pressure level roughly represents the MBL height. 
We counted the number of trajectories per cluster 
that passed through bins of 0.5° latitude and 10-hPa 
altitude. Figures 7b–d hence provide a longitudinally 
integrated information about the statistical distribu-
tion of the airmass origin during the previous 5 days. 
They allow for interpretation of particle processing 
rather than emission sources.
Fig. 5. Number concentrations of different particle types: (a) total particle number concentrations >7 nm (N7), 
(b) CCN0.2, and (c) INP at −15°C for each leg. The box-and-whisker plots show the median, interquartile range, 
and 10th and 90th percentiles.
Fig. 6. Aerosol characteristics along the ship track: (a) fraction of particles with diameters lower than 80 nm 
compared to particles greater than 7 nm, (b) CCN0.2 concentration, and (c) ratio of CCN0.2 over N7.
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The aerosol size distribution for cluster 1 features 
a pronounced Hoppel minimum (Hoppel and Frick 
1990), a signature of cloud processing. It can reflect 
the scavenging of smaller Aitken mode particles 
into cloud droplets, which subsequently accrue mass 
through the aqueous phase oxidation of volatile 
gases such as SO2 (originating from DMS oxidation) 
into less volatile H2SO4, leaving larger accumulation 
mode particles behind if the cloud evaporates. The 
Hoppel minimum diameter ranges between 70 and 
78 nm, which is distinctly larger than the Hoppel 
minimum diameters of the other legs (Table 3), see 
also Fig. 6a for the small fraction of particles with a 
diameter smaller than 80 nm N<80 during leg 2. Such a 
difference can reflect both varying cloud supersatura-
tions across the Southern Ocean regions and different 
particle chemical composition, and hence different 
particle hygroscopicity. Higher hygroscopicity will 
move the Hoppel minimum to lower diameters for a 
fixed supersaturation, while higher supersaturations 
for the same particle hygroscopicity has the same 
effect on the Hoppel minimum. The median and 
interquartile range of the critical particle diameter, 
above which they act as CCN at different supersatu-
rations during leg 2 are shown as an inset in Fig. 7. 
Comparing the location of the Hoppel minimum 
with the supersaturation–activation curve suggests 
that cloud peak supersaturation was on average 0.28% 
during leg 2.
The back trajectories indicate that particles of the 
cluster 1 size distribution are associated with MBL 
and lower tropospheric airmasses that move along 
the latitudes of the cruise track. The altitude range of 
the trajectories is consistent with the MBL height pre-
dicted by ECMWF (about 660 m or roughly 930 hPa), 
which is similar to the height of the lowest cloud 
level measured by the ship-based ceilometer (500 m, 
Table 3). The fact that clouds are mostly within the 
MBL supports the hypothesis that cloud processing 
shapes the particle size distribution at the surface.
The airmass history for cluster 2 is different. A 
much stronger signature comes from more south-
erly latitudes and higher altitudes, indicating that 
particles might have arrived with airmasses that 
traveled over Antarctica and the polynya region. 
Cluster 2 represents the most common size distribu-
tion of the leg (60% of the time) and is associated 
with the cold sector of frontal systems. There is also 
evidence of a Hoppel minimum, which appears to be 
obscured by Aitken mode particles growing into the 
pronounced accumulation mode by other processes 
than exclusively cloud processing. The Aitken mode 
likely represents different stages of particle growth 
linked to the availability of condensable matter, for 
Fig. 7. Clustered particle size distributions of leg 2 and 5-day airmass back trajectories. (a) Normalized size 
distribution clusters. The inset shows the supersaturation median and interquartile range as a function of the 
critical diameter for leg 2. (b)–(d) Contour plots of back trajectories for clusters 1, 2, and 3, respectively, are 
plotted as the zonal sum (crossings) as a function of latitude and altitude. The black line indicates the latitude 
band of the ship track, and the gray line the approximate average cloud-base level.
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example, from marine biological emissions (Fig. 3d), 
while the accumulation mode is likely a result of cloud 
processing and sea spray emission.
Cluster 3, which occurs 10% of the time, represents 
nucleation mode particles that were formed from gas 
to particle conversion. Few particles of larger sizes are 
present in this cluster, indicating a relatively low con-
densation sink for condensable species. This cluster 
corresponds almost entirely to two pronounced 
new particle formation episodes that happened in 
the vicinity of the Mertz glacier (Fig. 1). This is re-
flected by the distribution of back trajectories (Fig. 7d) 
which are much less spread in latitude and altitude 
compared to the other clusters. Trajectories show a 
clear MBL influence with a contribution from free 
tropospheric airmasses that traveled over Antarctica. 
Measurements of the ion size distribution down to 
0.8 nm (not reported here as it will be used for a spe-
cific paper focused on new particle formation) point 
out that nucleation happened locally. Therefore, we 
can exclude a contribution of downward transported 
particles formed in the free troposphere. Previous 
research in the Southern Ocean has shown that 
nucleation mode particles can be entrained from 
aloft (Clarke et al. 1998) and down-mixed after cold-
frontal passages (Gras et al. 2009). Observations of 
new particle formation around the Antarctic coast 
are very sparse and a clear understanding of the 
processes involved is still missing. In a single case 
ultrafine particles were linked to airmasses arriving 
from Antarctica, that is, northward air motion over 
sea ice (Humphries et al. 2015) but most other studies 
report open-ocean influence which drives coastal new 
particle formation (NPF; Weller et al. 2015; Jokinen 
Table 3. Key aerosol and trace gas properties per leg. Numbers are medians and interquartile ranges (IQR) 
are given in brackets. N7 refers to all particles larger than 7 nm measured by the condensation particle 
counter, N<80 refers to the number of particles with a diameter smaller than 80 nm, CCN0.2 is CCN that 
activates at 0.2% supersaturation, and INP–15 is INP that produces ice crystals at –15°C.
Property Leg 1 Leg 2 Leg 3
N7 (cm
–3) 470 [320, 665] 280 [200, 430] 350 [225, 460]
SSA concentration (cm–3) 151 [73, 253] 28 [11, 72] 89 [41, 174]
SSA mode contribution to total 
integrated size distribution (%)
10 [7, 15] 9 [5, 14] 10 [5, 16]
CCN0.2 (cm
–3) 114 [80, 140] 111 [80, 150] 90 [65, 125]
Activation ratio CCN0.2 based on 
N7 (%)
25 [15, 39] 51 [27, 65] 37 [19, 48]
SSA mode contribution to CCN 
(%)
SS = 0.15% SS = 0.15% SS = 0.15%
32 [23, 55] 19 [11, 32] 30 [18, 51]
SS = 1.0% SS = 1.0% SS = 1.0%
16 [10, 22] 11 [6, 16] 16 [9, 25]
Hoppel minimum diameter 
[range] (nm)
48 [44, 53] 74 [70, 78] 68 [51, 82]
Contribution of N<80 (%) 51 [42, 64] 47 [36, 63] 55 [39, 71]
INP–15 (m–3) 0.87 [0.52, 1.79] 0.89 [0.52, 2.02] 0.26 [0.17, 0.69]
First cloud level (m) 590 [330, 918] 500 [225, 855] 610 [291, 927]
ECMWF boundary layer height 
(m)
851 [648, 1252] 660 [340, 913] 807 [592, 1127]
MSA gaseous (molecules cm–3) — 2.7 × 106 [1.0 × 106, 6.2v106] 2.4 × 106 [1.0 × 106, 3.7 × 106]
H2SO4 gaseous (molecules cm
–3) — 2.6 × 106 [1.7 × 106, 3.7 × 106] 2.1 × 106 [1.3 × 106, 3.7 × 106]
Particulate MSA (µg m–3) 0.13 [0.08, 0.18] 0.17 [0.08, 0.23] 0.08 [0.06, 0.10]
Particulate sodium (µg m–3) 3.94 [2.88, 5.41] 1.75 [1.03, 2.88] 2.74 [2.02, 4.28]
Particulate chloride (µg m–3) 6.40 [4.80, 9.05] 2.60 [1.67, 4.87] 4.59 [3.28, 7.41]
Temperature (°C) 6.1 [4.5, 10.2] –0.1 [–0.9, 3.1] 3.2 [1.3, 9.5]
Wind speed (m s–1) 9.88 [7.14, 14.63] 6.62 [4.07, 10.86] 8.85 [5.34, 13.51]
Significant wave height (m) 3.3 [2.2, 4.3] 1.4 [0.8, 2.2] 3.4 [2.2, 4.6]
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et al. 2018), consistent with our observations. In 
particular, Jokinen et al. reported for the first-time 
molecular-level characterization of NPF in Antarctica 
showing that sulfuric acid–ammonia ion induced 
nucleation is the predominant NPF mechanism in 
Queen Maud Land (Aboa station).
THE ROLE OF SEA SPRAY FOR CCN. Sea 
spray formation is a key process that influences the 
aerosol properties significantly in some regions of 
the Southern Ocean. Bubbles that burst at the ocean 
surface as a result from air entrained into the water 
through wave breaking (Monahan et al. 1986) are 
the most important mechanism to generate sea spray. 
Sea spray droplets evaporate once in the air and leave 
behind aerosol particles that consist of a mixture of 
sea salt and organic particles, the latter are enriched in 
the sea surface micro layer (Quinn et al. 2014). Wind, 
which drives wave formation, is one of the key factors 
for sea spray aerosol (SSA) generation. This is particu-
larly important in the Southern Ocean, where wind–
wave interactions are a dominant feature (Hanley et al. 
2010). We use the term SSA to refer to sea salt and 
primary organic aerosol stemming from the ocean.
We applied the three mode fitting algorithm after 
Modini et al. (2015) to the joint SMPS and APS size 
distributions to derive an estimate of sea spray contri-
bution to the total particle concentration and CCN at 
all supersaturations. The mode diameter of the fitted 
SSA size distribution was constrained to lie within 
±20% of 180 nm to be consistent with the breaking-
wave size distribution measurements of Prather et al. 
(2013), yielding a correlation coefficient of 0.75 between 
fitted SSA and filter-based Na+ mass concentrations. 
We estimate that the uncertainty in the 15-min me-
dian fitted-SSA number concentrations is ±50% based 
on a sensitivity analysis to the choice of constrained 
mode diameter over the range 140–300 nm. SSA was 
similarly important for the total particle number 
concentration of the integrated joint particle size dis-
tribution in legs 1 and 3 with a median contribution 
of 10%, followed by leg 2 with 5% median contribution 
(Table 3). The SSA contribution to CCN for super-
saturations up to 0.3% was up to 100% in extreme 
cases (<2.3% of all 15-min-averaged data points), for 
higher supersaturations, contributions of 80% were not 
exceeded. Generally, the contribution of SSA to CCN 
across all supersaturation is highest for leg 1, followed 
by leg 3, and then leg 2. Table 3 provides the contribu-
tion of SSA to CCN at 0.15 and 1.0% supersaturation 
for each leg. The results are in agreement with the wind 
speed and wave observations that suggest higher SSA 
production during legs 1 and 3 (Figs. 3a,b). Chemical 
information from the 24-h particulate matter with a 
diameter <10 µm (PM10) filter samples confirms this 
observation: the average sodium chloride mass of 
leg 1 is 1.3 and 2.1 times higher than in legs 3 and 2, 
respectively. Our SSA contribution estimate is similar 
to recent measurement-based calculations of SSA 
mode contributions south of 60°S using also the fitting 
method after Modini et al. (2015). Quinn et al. (2017) 
found an average SSA contribution of 15% to the total 
particle number concentration and between 20% and 
40% to CCN for supersaturations between 1% and 
0.1%, respectively. Our average SSA contributions are 
11% to N7 and 16% to CCN1.0 and 35% to CCN0.15. Note 
that Quinn et al. (2017) estimates are based on a smaller 
sector of the Southern Ocean from the RITS93 and 94 
campaigns (Table 1, Fig. 1). Leg 2 of ACE-SPACE was 
frequently characterized by airmasses from Antarctica, 
hence the contribution of SSA is expected to be lower 
there (10% were observed). In addition, the ocean was 
partly covered by sea ice (Fig. 3b) and the median wind 
speed (6 m s–1) was lower than during leg 1 (10 m s–1) 
and Leg 3 (8 m s–1; Fig. 3a).
COASTAL ANTARCTIC CCN: UNRE-
SOLVED FORMATION MECHANISMS. The 
fraction of particles serving as CCN was higher near 
the coast of Antarctica (Fig. 6c), in agreement with 
results from the large accumulation mode over coastal 
waters. We hypothesize that this mode compared to 
the rest of the cruise could be a result of two factors: 
1) mass acquisition through multiple cycles of cloud 
processing and/or 2) the comparatively higher avail-
ability of condensable gases originating from marine 
microbial activity. With respect to the first factor, SO2 
(a DMS oxidation product) can either be oxidized to 
sulfuric acid in the gas phase or through aqueous 
phase reactions in cloud droplets (Fig. 2), whereby het-
erogeneous oxidation is the faster reaction (Chen et al. 
2018). The pronounced Hoppel minimum suggests 
that particulate sulfate formation takes place in the 
droplets. In this case, the marine emissions grow CCN 
so that lower supersaturations are sufficient to form 
droplets. The larger accumulation mode particles in 
leg 2 might result from multiple processing cycles of 
dissipating and condensing clouds. Being close to 
Antarctica on leg 2, we observed more cold and dry 
air outbreaks than on the other legs. The entrainment 
of dry air might cause clouds to dissipate more often 
before they precipitate their CCN. In fact, katabatic 
winds have been demonstrated to sublimate a sig-
nificant fraction of falling snow (Grazioli et al. 2017). 
And, over the Antarctic Peninsula, bursts of CCN have 
been observed after cloud evaporation (Saxena 1996).
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Regarding the second factor, airmasses associated 
with leg 2 accumulation mode clusters traveled over 
chlorophyll-rich regions (Figs. 3c,d and Figs. 7b,c) 
from where DMS might be emitted and oxidized 
into MSA and SO2. Here again, the faster oxidation 
path of DMS to MSA is via heterogeneous reactions 
(Chen et al. 2018). The 75th-percentile concentration 
of gaseous MSA was significantly higher during leg 2 
compared to leg 3 (Table 3 and Fig. 3d); observations 
are not available from leg 1. Gaseous sulfuric acid 
(median) was also slightly higher in leg 2 compared 
to leg 3 (Table 3). The formation rates of MSA and 
sulfuric acid from DMS are a function of temperature, 
with colder temperatures favoring the formation of 
MSA (Seinfeld and Pandis 2006). This is consistent 
with the colder temperatures near Antarctica and the 
higher 75th-percentile ratio of MSA to H2SO4 in leg 2 
compared to leg 3.
As speculated, both gases (H2SO4 and MSA) could 
grow the particles either through direct condensation 
in the gas phase or via heterogeneous chemistry inside 
the clouds. For a quantitative analysis of this process, 
in situ measurements of size-resolved MSA partition-
ing, in-cloud chemical evolution of particles, and 
cloud formation and dissipation cycles are needed.
The enhanced concentrations of trace gases, par-
ticularly MSA, are reflected in the contribution of 
particulate MSA to the particle population. It is 2.5 
times higher in leg 2 compared to legs 1 and 3 based 
on the PM10 filter analysis. The chemical composi-
tion of particles is important because it influences 
their hygroscopicity and potential to become a CCN. 
Hygroscopicity can be expressed by the kappa value 
(Petters and Kreidenweis 2007) that relates a par-
ticle’s dry diameter with the critical supersaturation 
at which it can activate as droplet. The higher the 
kappa value the more readily a particle can become 
CCN. The bulk kappa value for leg 2 has been calcu-
lated following the kappa–Köhler equation (Petters 
and Kreidenweis 2007). It is 0.59 and ref lects the 
contribution of various compounds. Kappa values of 
MSA have rarely been reported in the literature. We 
use the hygroscopic growth factor at RH = 90% of 
1.57 reported by Johnson et al. (2004) and calculate a 
kappa value of 0.32 based on a water activity of 0.9 [see 
Eq. (2) in Petters and Kreidenweis (2007)]. A pure sea 
salt contribution to CCN would result in kappa ~1.1 
(Zieger et al. 2017) and pure sulfuric acid contribution 
in ~0.70 (Schmale et al. 2018). Similar observations 
of decreased hygroscopicity, compared to sea salt or 
sulfuric acid, with higher particulate MSA fraction 
have been made at the Antarctic coastal station Aboa 
(Asmi et al. 2010).
Considering that CCN concentrations in leg 2, 
which were not SSA dominated, are at least as high as 
in the open-ocean legs, it seems that a combination of 
multiple cloud processing cycles and increased avail-
ability of DMS oxidation products led to particle sizes 
large enough to act as CCN. This counteracts the lower 
particle hygroscopicity through MSA addition and 
reduces the importance of sea spray. While previous 
studies have shown that Nd are associated with elevated 
chlorophyll-a concentrations (McCoy et al. 2015), the 
actual mechanisms leading to this correlation remained 
unclear. McCoy et al. (2015) used the particulate sulfate 
concentration and organic mass fraction obtained from 
model simulations to explain more than 50% of the spa-
tial Nd variability (retrieved from satellite observations) 
and estimated that marine biological activity may be 
responsible for a doubling of Nd in summer. Proposed 
explanations include that marine surfactants enhance 
the SSA fraction of aerosols between 50 and 200 nm 
(Prather et al. 2013), which are most relevant for the 
CCN number concentration. With regard to leg 2, this 
seems unlikely to be a major contributing factor due to 
the small influence of SSA that we estimate. A further 
suggestion was that ocean-derived particulate organ-
ics have surfactant characteristics that can reduce the 
surface tension and hence lower the critical diameter 
(O’Dowd et al. 2004; Ovadnevaite et al. 2017). Our clus-
tered size distributions show that the Hoppel minimum 
occurs at larger diameters closer to Antarctica. Quinn 
et al. (2017) predicted that SSA contributes a significant 
proportion of the Southern Ocean MBL CCN budget, 
between 30% and 40%, at supersaturations smaller than 
0.3%. This means that they ascribed roughly 40% of 
CCN to surface sources while the origin and formation 
mechanisms of the remainder, that is, accumulation 
mode, remained unresolved.
From our data, it appears likely that accumulation 
mode particles grew through cloud processing; a 
mechanism that is potentially enhanced due to cloud 
formation and dissipation cycles in combination with 
the increased availability of condensable gases, that 
is, MSA and H2SO4. However, the question remains 
as to which pathways lead to the addition of MSA and 
H2SO4 to the particle mass.
COMPARISON OF REMOTE SENSING 
AND IN SITU OBSERVATIONS OF CLOUD 
CONDENSATION NUCLEI. Even though our 
in situ observations are representative of what would 
be expected from climatological conditions, they only 
cover a limited amount of time (summer) and space 
(cruise track). Using satellite observations to retrieve 
Nd to the extent that they ref lect the actual CCN 
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number concentration enables the community to 
create a dataset that reflects spatial and multiannual 
variability (see appendix B for details). Such a dataset 
is important to improve our estimates of radiative 
forcing from pristine aerosol–cloud interactions. We 
identified 73 satellite overpasses of the ACE-SPACE 
ship track with valid CCN measurements from the 
ship, when only shallow (up to 800 m) liquid clouds 
were sampled. For each case we have calculated Nd, 
the updraft and the supersaturation at cloud base and 
matched the CCN concentration at the same super-
saturation from a CCN spectrum measured on the 
ship 2 h before and after the satellite overpass. (Fig. 8). 
It shows that generally the Nd90 (the 90th percentile) 
concentration observed by MODIS is smaller than the 
measured CCN at the determined cloud-base super-
saturation. Most points fall within the triangle below 
the 1:1 line of satellite versus ship-based measured 
CCN—the cloud-base-retrieved CCN is mostly lower 
than ship measured CCN. This means that for most 
of the cases the source of CCN is associated to the 
surface rather than to entrainment of particles from 
the free troposphere. A dominant free-tropospheric 
source would incur cloud-base Nd90 mostly larger than 
the ship measured CCN.
The result here is contrary to previous studies of 
the same methodology (Rosenfeld et al. 2016), that 
included tropical and midlatitude terrestrial locations 
and some oceanic trade wind cumulus. The satellite-
retrieved Nd90 showed good agreement with the surface 
measured CCN, probably due to the strong coupling 
of these convective clouds with the surface. The fun-
damental difference is that the clouds in the Southern 
Oceans were mostly stratocumulus and stratus, which 
are often decoupled from the ocean surface.
Therefore, an obvious next step in the research 
is analyzing the relationships between the satellite-
retrieved and ship-measured CCN based on the 
coupling state of the clouds.
C O M P A R I S O N  O F  M O D E L  A N D 
MEASUREMENT RESULTS. On average, the 
GLOMAP model underestimates CCN0.2 number con-
centrations by roughly 50% in 80% of the grid boxes 
covering the ship track (Fig. 9). The regions of highest 
underestimation are close to the coast of Antarctica 
during leg 2, close to South Africa and around 45°E 
during leg 1. These regions coincide with the highest 
concentrations of gaseous MSA (for leg 1 this remains 
speculation since we do not have measurements but 
it is backed up by particulate MSA observations). 
This preliminary model–measurement comparison 
suggests that the model may be missing an important 
source of high-latitude CCN. Another possibility is 
that the degree of cloud processing in the model may 
be too low in these regions, since our analysis indicates 
that repeated cloud processing increases the particle 
number concentration in the CCN size range.
Fig. 9. Comparison of the global aerosol model 
GLOMAP simulation of monthly mean CCN0.2 with 
ACE-SPACE in situ measurements.
Fig. 8. Satellite-retrieved cloud droplet concentrations 
Nd90 vs ship-measured CCN number concentrations 
interpolated to the same cloud-base supersaturation 
for clouds with a geometrical depth of up to 800 m and 
within 150 km of the ship.
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Modeled CCN0.2 concentrations are also under-
estimated by at least 10% in places where MSA con-
centrations are low. There are multiple parameters 
in the model that could cause this underestimation. 
For example, sea spray and DMS emission f luxes 
from the ocean surface layer may be too low in the 
model. Alternatively, a dry deposition that is too 
vigorous could remove aerosols too quickly from 
the atmosphere. Aerosol removal through excessive 
precipitation could also cause the CCN0.2 bias, and 
several parameters affect aerosol size distributions, 
cloud droplet activation and aerosol removal rates 
by precipitation.
In this analysis we compared the model mean 
output (from a sample of 1 million model variants; 
Johnson et al. 2018) with measured values. The degree 
to which individual model variants and their associ-
ated parameter values agree with measurements will 
be evaluated in a future study. A thorough model–
observation comparison requires rigorous statisti-
cal techniques that account for multiple sources of 
uncertainty such as observation representativeness 
errors (Schutgens et al. 2017), which are beyond the 
scope of this article.
SUMMARY AND OUTLOOK. The first results 
from ACE-SPACE highlight that the Southern Ocean 
is a region with highly heterogeneous aerosol proper-
ties. The areas around the strong westerly wind belt 
are characterized by significant sea spray contribu-
tions to the total particle and CCN number concen-
trations in the MBL. Future work will link detailed 
wave and wind observations to sea spray production.
In the Ross and Amundsen Sea polynyas (leg 2), 
biogenic emissions appear to play an important role 
for CCN abundance. There are a number of open 
questions associated with this observation. First, even 
though this particular region was probed during a 
phytoplankton bloom period, it was not the only 
region with microbial activity but showed the clearest 
link to high CCN concentrations. Hence, either DMS 
production from dimethylsulfoniopropionate in the 
water and/or DMS fluxes into the atmosphere were 
enhanced. Second, the major pathway of how MSA is 
added to the particle phase remains to be identified. 
There are two possibilities: it can condense from the 
gas into the particle phase, or it can be added during 
cloud processing. The latter process would be con-
sistent with the reduced efficiency of wet removal 
because of droplet evaporation or snowflake sublima-
tion in the cold and dry airmasses from Antarctica.
Our results also indicate that the absence of 
MSA-related processes in the aerosol model could 
explain the underestimation of CCN concentration, 
particularly in high aerosol-MSA regions. Given 
that the number of CCN inf luence Nd, this is an 
important issue to solve, especially close to the coast 
of Antarctica where clouds could impact the surface 
snow mass balance by influencing both the surface 
energy budget and precipitation. Further studies are 
planned that more closely investigate the linkages 
between CCN number concentrations and model 
simulations that take DMS emissions f luxes and 
particle phase MSA into account.
A comparison of satellite-retrieved Nd90 and 
ship-based measurements of CCN shows a clear 
underestimation of CCN from remote sensing, even 
for coupled cloud cases. This is a strong indication of 
the importance of surface sources as opposed to the 
free troposphere for particle origin. Further inves-
tigation is underway to understand the cause of the 
discrepancy between the remote sensing and in situ 
measurements.
We did not find direct evidence for new particle 
formation as an important source of CCN. However, 
some nucleation events were observed and a nucle-
ation mode was present in the clustered particle size 
distributions. A dedicated study will investigate the 
gases involved in these events and the fate of the 
nucleation mode in the atmosphere.
Our ice nucleating particle findings suggest that 
concentrations are lower than in Northern Hemi-
sphere marine airmasses and that concentrations de-
creased from summer toward fall with only small dif-
ferences between open-ocean and coastal Antarctic 
samples. The ACE-SPACE INP concentrations are 
also consistent with findings of a recent study in the 
Southern Ocean (McCluskey et al. 2018a), but much 
lower than results from several decades ago (Bigg 
1973). More detailed studies including information 
on potential island effects, long-range transport and 
fluorescent and microbial particles are underway.
The ACE-SPACE project is motivated by the idea 
of constraining uncertainty in anthropogenic radia-
tive forcing from aerosol–cloud interactions through 
measurement of preindustrial-like aerosol–cloud 
interactions. We have shown that the in situ data 
are suitable for constraining the aerosol model for 
preindustrial-like conditions. After a detailed model–
measurement comparison, we will use the aerosol 
model to further constrain uncertainties of global 
radiative forcing from aerosol–cloud interactions.
ACKNOWLEDGMENTS. ACE-SPACE, JS, IT, AT, 
SH, and MD received funding from EPFL, the Swiss Polar 
Institute, and Ferring Pharmaceuticals. ACE-SPACE was 
2276 NOVEMBER 2019|
carried out with additional support from the European 
FP7 project BACCHUS (Grant Agreement 49603445). SL 
received funding from the Swiss Data Science Center proj-
ect c17-02. AB received funding from the Swiss National 
Science Foundation (Grant 200021_169090). FT was sup-
ported by the Swiss National Science Foundation (Grant 
20F121_138017). The U.K. Natural Environment Research 
Council sponsored the iDirac development (NE/ K016377/1) 
and the Doctoral Training Partnership for CB. CT received 
funding from DFG within the SPP 1158 (Grant STR 453/12-
1). KC is currently a Royal Society Wolfson Merit Award 
holder. LR, JSJ, and KC acknowledge funding from NERC 
under Grants AEROS, ACID-PRUF, GASSP, and A-CURE 
(NE/G006172/1, NE/I020059/1, NE/J024252/1, and NE/
P013406/1), and were also supported by the U.K.–China 
Research and Innovation Partnership Fund through the 
Met Office Climate Science for Service Partnership China 
as part of the Newton Fund. This work used the ARCHER 
U.K. National Supercomputing Service, www.archer.ac.uk) 
and JASMIN super-data-cluster (https://doi.org/10.1109 
/BigData.2013.6691556), via the Center for Environmental 
Data Analysis. ARCHER project allocation n02-FREEPPE 
and the Leadership Project allocation n02-CCPPE were 
used to create the perturbed parameter ensemble. KL 
was funded by the European Commission’s Horizon 2020 
programme (MSCA-IF project Nano-CAVa, 656994). MG 
received funding from the ERC under Grant ERC-CoG-
615922-BLACARAT. We thank MeteoSwiss for providing 
access to operational ECMWF data.
APPENDIX A: IN SITU MEASUREMENTS. 
The two air-sampling inlets were built after the Global 
Atmosphere Watch recommendations and as operated 
on the Jungfraujoch, Switzerland (Weingartner et al. 
1999). They sample particles up to 40 µm in diameter 
under wind conditions of up to 20 m s–1. Particle num-
ber concentrations were obtained from CPCs with 
different lower cutoff diameters: TSI 3022, 7 nm; TSI 
3772, 10 nm; TSI 3010D, 20 nm. The NAIS instrument 
was used to measure particle number size distributions 
from 2 to 40 nm. A home-built SMPS (Wiedensohler 
et al. 2012) sized particles between 11 and 400 nm, an 
APS 3321 between 500 nm and 19 µm, and a WIBS-4 
between 0.5 and 12.5 µm. All sizes are given as diam-
eters. The WIBS determines also the number and size 
of fluorescent particles, and the NAIS determines in ad-
dition the ion size distribution between 0.8 and 40 nm 
and was used in conjunction with the atmospheric 
pressure interface time-of-flight mass spectrometer 
(APi-TOF; Junninen et al. 2010) capable of measuring 
the atmospheric ion composition or the composition 
of neutral clusters when using an upstream chemical 
ionization unit (CI-APi-TOF, nitrate-based in our case). 
Note that data are preliminary, and updated versions 
can be found on https://zenodo.org/communities/spi 
-ace as soon as available. The bulk chemical composi-
tion of the submicron aerosol was determined with 
a time-of-flight aerosol chemical speciation monitor 
(ACSM; Ng et al. 2011; Fröhlich et al. 2013), which quan-
tifies the mass concentration of nonrefractory aerosol 
(defined as evaporating at 600°C), meaning that relative 
variations of sea salt concentrations can be determined 
but not well quantified. The major ion composition of 
particulate matter with a diameter <10 µm (PM10) is 
based on ion chromatography from 24-h filters. The 
CCN number concentration was measured by a CCNC 
(Roberts and Nenes 2005), while the INP concentra-
tions were determined based on 8-h filters processed 
with the droplet freezing array INDA (Ice Nucleation 
Droplet Array) after Conen et al. (2012) and Budke 
and Koop (2015). Trace gases (O3, CH4, CO, CO2) were 
measured with a PICARRO G2401 to identify different 
types of airmasses as well as marine biogenic emissions. 
Atmospheric isoprene concentrations were determined 
by the custom-built portable gas chromatograph iDirac 
(Visakorpi et al. 2018). Equivalent black carbon, trace 
gases data such as CO and CO2, and the 10-s variability 
of particle number concentrations were used to identify 
the influence of ship exhaust. Identified exhaust periods 
are not included here and constitute about 50% of the 
total data. Size-dependent particle losses in the inlet 
lines were determined experimentally after the cruise 
and data are corrected accordingly. Losses were <10% 
for submicron particles and about 15% for supermicron 
particles.
The cloud base was measured by a Vaisala Ceilom-
eter CL31 that was part of the automated ship-based 
weather station.
APPENDIX B: REMOTE SENSING. We ob-
tained cloud droplet number concentrations from 
MODIS products (Szczodrak et al. 2001) and cloud-
base updraft. The methodology of Zhu et al. (2018) 
was used to maximize the relationships between Nd 
and CCN. The retrieval was focused on the brightest 
10% of the clouds in the area of interest, in which 
the clouds were closest to adiabatic, as assumed in 
the Nd retrieval algorithm. The cloud-base updraft 
was obtained from the cloud-top radiative cooling 
rate, which was shown by Zheng et al. (2016) to be 
linearly related to cloud-base updraft. The cloud-base 
maximum supersaturation S was calculated by
 S = C(Tb, Pb)Wb3/4 Nd–1/2, 
where C is a coefficient that is based on cloud-base 
temperature Tb, cloud-base updraft Wb, and pressure 
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Pb (Pinsky et al. 2012). By definition, Nd is the then 
number of CCN at supersaturation S.
APPENDIX C: MODELING. Back trajectory 
modeling. Ten-day air parcel backward trajectories 
were calculated with the Lagrangian analysis tool 
LAGRANTO (Wernli and Davies 1997; Sprenger and 
Wernli 2015) using the three-dimensional wind fields 
from the 3-hourly global operational analysis data of 
the European Centre for Medium-Range Weather 
Forecasts (ECMWF). The ECMWF analysis fields 
were interpolated on a regular horizontal grid of 0.5° 
horizontal resolution on each of the 137 vertical model 
levels. In total 56 trajectories were launched every hour 
from the surface to 500 hPa in steps of 10 hPa with a 
higher resolution of 1–5 hPa in the lowermost 20 hPa. 
Additionally, the sea surface temperature (SST) from 
ECMWF operational analyses was interpolated along 
the track, and compared to the measured in situ air 
temperature Ta. If SST > Ta, we classified the local 
airmass as being part of the cold sector of a frontal 
system, and if SST < Ta as part of the warm sector.
For the intercomparison of measured wind speed 
and ECMWF operational output that provides wind 
speed at 10-m neutral stability we converted it to 
friction velocity with the wind-speed-dependent 
drag coefficient from the COARE 3.5 bulk f lux 
model (Edson et al. 2013). The ERA-Interim output 
of surface sensible and latent heat f lux where used 
together with the friction velocity to estimate the 
Monin–Obukhov length scale, which was used with 
the stability functions provided in Fairall et al. (2003) 
to relate the ERA-Interim 10-m wind speed to the 
measured 30-m wind speed. According to Schmidt 
et al. (2017), ERA-Interim, the reanalysis product 
based on ECMWF, is the most accurate product to 
represent temporal variability of winds.
Modeling with GLOMAP. The GLOMAP-mode model, 
used in the UKCA, simulates new particle formation, 
aerosol coagulation, gas-to-particle transfer, cloud 
processing of aerosols, and both dry and wet deposi-
tion of gases and aerosols. In our model setup, 2.5° lati-
tude × 3.75° longitude, GLOMAP resolves five aerosol 
components—sulfate, organic carbon, black carbon, 
sea salt, and dust—into seven modes: soluble modes 
in nucleation, Aitken, accumulation, and coarse size 
ranges and insoluble modes in all but the nucleation 
size range. Within each particle size mode, chemical 
components are assumed to be internally mixed and 
particles follow the lognormal number–size distribu-
tion. Particles form through binary homogeneous 
nucleation (Vehkamäki et al. 2002) throughout the 
atmosphere and through organically mediated nucle-
ation (Metzger et al. 2010) in the planetary boundary 
layer. Particles grow following microphysical pro-
cesses such as condensation of gas species and coagu-
lation between particles. They are moved from one 
mode to another when the mean modal size becomes 
larger than a prescribed threshold, or when insoluble 
particles are aged to become soluble. Aerosols are 
removed from the atmosphere through gravitational 
settling, turbulent mixing, nucleation into cloud drops 
(followed by autoconversion to rain), and impact by 
precipitating rain drops (Kipling et al. 2013).
Soluble particles grow according to the relative 
atmospheric humidity using composition-dependent 
hygroscopicity factors (κ; kappa) in accordance with 
the Köhler theory. The activation of aerosols into 
cloud droplets is calculated using distributions of 
subgrid vertical velocities (West et al. 2014) and the 
removal of cloud droplets is calculated by the host 
model. The SOCRATES radiation code (Edwards 
and Slingo 1996) is used within HadGEM3-UKCA 
to calculate the radiative effects of aerosols.
Sea spray aerosols are emitted into the atmosphere 
using the Gong (2003) surface-wind-speed-dependent 
parameterization. Surface ocean dimethylsulfide 
concentrations are prescribed using the Kettle and 
Andreae (2000) dataset and are emitted into the atmo-
sphere using a surface-wind-speed-dependent param-
eterization (Nightingale et al. 2000). Primary marine 
organic aerosols are not explicitly in our simulations.
Horizontal winds above around 2 km were nudged 
toward ERA-Interim for the year 2006 in the model, 
not the year measurements were collected. Therefore, 
simulated and measured wind speeds are only weakly 
correlated (R2 = 0.13). However, simulated CCN0.2 
concentrations and wind speeds are uncorrelated over 
the locations where measurements were collected. 
Wind speeds have compensating effects on aerosol 
and CCN concentrations (Korhonen et al. 2010). 
Higher wind speeds increase the emission flux of sea 
spray aerosols and aerosol precursors (DMS), but are 
also associated with larger waves that increase the 
removal rate of near-surface aerosols, at least on the 
scales simulated by global climate models. The lack of 
CCN dependence on 10-m wind speeds suggests our 
model–measurement comparison results will not be 
affected by the meteorological year used in the model.
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