This paper deals with approximation numbers of the compact trace operator of an anisotropic Besov space into some Lp-space,
Introduction
The theory of the anisotropic spaces has been developed from the very beginning parallel to the theory of isotropic function spaces. We refer in particular to the Russian school and works of S. M. Nikol'skiȋ, O. V. Besov, V. P. Il'in [1, 11] . Let 1 < p < ∞ and (s 1 , . . . , s n ) be an n-tuple of natural numbers. Then
is the classical anisotropic Sobolev space on R n . It is obvious that unlike in case of the usual (isotropic) Sobolev space (s 1 = · · · = s n ) the smoothness properties of an element from W s,a p (R n ) depend on the chosen direction in R n . The number s, defined by 1
is usually called the mean smoothness, and a = (a 1 , . . . , a n ),
. . , a n = s s n characterizes the anisotropy. Similar to the isotropic situation the more general anisotropic Bessel potential spaces (fractional Sobolev spaces) H s,a p (R n ), where 1 < p < ∞, s ∈ R and a = (a 1 , . . . , a n ) is a given anisotropy, fit in the scales of anisotropic Besov spaces B s,a pq (R n ), and anisotropic Triebel-Lizorkin spaces F s,a pq (R n ), respectively. It is well known that this theory has a more or less complete counterpart to the basic facts (definitions, description via differences and derivatives, elementary properties, embeddings for different metrics, interpolation) of isotropic spaces B s pq (R n ) and F s pq (R n ). We shall use the Fourier-analytical definition of B s,a pq (R n ), F s,a pq (R n ), where any function f ∈ S (R n ) is decomposed in a sum of entire analytic functions (ϕ jf ) ∨ and this decomposition, measured in q and L p (R n ), respectively, is used to introduce the spaces. This concept goes back to [15, 16] , see [13, chapter 4] .
Our main aim in the present paper is to prove an anisotropic counterpart to the isotropic results, see [21] .
As a first goal of this paper we define the anisotropic d-set as follows: Let 0 < d < n, a an anisotropy. Then Γ ⊂ R n is called an anisotropic d-set if there exists a positive Radon measure µ with supp µ = Γ and µ(B a (γ, r)) ∼ r d , 0 < r < 1,
where B a (γ, r) = {y ∈ R n : |y − γ| a ≤ r} is an anisotropic ball and γ ∈ Γ. We study the existence and properties of the trace operator tr Γ ,
where Γ is an anisotropic d − set. It turns out that tr Γ according to (1) exists if, and is compact if
where µ j = sup m∈Z n µ(Q 
as in the isotropic case, see [21] . In order to show the above result we prove, in addition, some important properties of spaces B s,a pq (R n ), with 0 < p ≤ ∞, 0 < q ≤ ∞, and s > n 1 p − 1 + , which might be of self-contained interest:
(i) We obtain the homogeneity estimate
s,a pq (R n ) and R ≥ 1.
(ii) We show that
(iii) Finally we prove the localization property of B s,a
and f is a product of one-dimensional functions
The plan of the paper is the following. In the second section we give the definition and some important properties of anisotropic Besov spaces. In section 3 we introduce the anisotropic d-set and we formulate our main result. In the last section we collect the proofs and give a description of the wavelet frames according to [9] .
Anisotropic Besov spaces

General notation
As usual, R n denotes the n-dimensional real Euclidean space, N the collection of all natural numbers, N 0 = N ∪ {0}, C stands for the complex numbers, and Z n means the lattice of all points in R n with integer-valued components. We use the equivalence "∼" in ϕ(x) ∼ ψ(x) always to mean that there are two positive numbers c 1 and c 2 such that
for all admitted values of x, where ϕ, ψ are non-negative functions. If a ∈ R then a + := max(a, 0). Let α = (α 1 , . . . , α n ) ∈ N n 0 be a multi-index, then
n , and αγ = α 1 γ 1 + · · · + α n γ n , γ ∈ R n , stands for the scalar product in R n . Given two quasi-Banach spaces X and Y , we write X → Y if X ⊂ Y and the natural embedding of X in Y is continuous. All unimportant positive constants will be denoted by c, occasionally with additional subscripts within the same formula. We shall mainly deal with function spaces on R n ; so for convenience we shall usually omit the "R n " from their notation, if there is no danger of confusion.
Definitions
Let a = (a 1 , . . . , a n ) be a fixed n-tuple of positive numbers with a 1 + · · · + a n = n, then we call a an anisotropy. We shall denote a min = min{ a i : 1 ≤ i ≤ n } and a max = max{ a i : 1 ≤ i ≤ n }. If a = (1, . . . , 1) we speak about the "isotropic case". The action of t ∈ [0, ∞) on x ∈ R n is defined by the formula
For t > 0 and s ∈ R we put t sa x = (t s ) a x. In particular we write t −a x = (t −1 ) a x and 2
Definition 2.
1. An anisotropic distance function is a continuous function u : R n → R with the properties u(x) > 0 if x = 0 and u(t a x) = tu(x) for all t > 0 and all x ∈ R n .
Remark 2.2. It is easy to see that u λ : R n → R defined by
is an anisotropic distance function for every 0 < λ < ∞, u 2 is usually called the anisotropic distance of x to the origin, see [13, 4.2.1] . It is well known, see [3, 1.2.3] and [22, 1.4] , that any two anisotropic distance functions u and u are equivalent (in the sense that there exist constants c, c > 0 such that cu(x) ≤ u (x) ≤ c u(x) for all x ∈ R n ) and that if u is an anisotropic distance function there exists a constant c > 0 such that u(x + y) ≤ c(u(x) + u(y)) for all x, y ∈ R n . We are interested to use smooth anisotropic distance functions. Note that for appropriate values of λ one can obtain arbitrary (finite) smoothness of the function u λ from (4), cf. [3, 1.2.4] . A standard method concerning the construction of anisotropic distance functions in C ∞ (R n \{0}) was given in [14] .
For x = (x 1 , . . . , x n ) ∈ R n , x = 0, let |x| a be the unique positive number t such that x
and let |0| a = 0; then |·| a is an anisotropic distance function in C ∞ (R n \ {0}), see [22, 1.4/3,8] . Plainly, |x| a is in the isotropic case the Euclidean distance of x to the origin.
Before introducing the function spaces under consideration we need to recall some notation. By S we denote the Schwartz space of all complex-valued, infinitely differentiable and rapidly decreasing functions on R n and by S the dual space of all tempered distributions on R n . Furthermore, L p with 0 < p ≤ ∞, stands for the usual quasi-Banach space with respect to the Lebesgue measure, quasi-normed by
denotes the Fourier transform of ϕ. As usual, F −1 ϕ orφ stands for the inverse Fourier transform, given by the right-hand side of (5) with i in place of −i. Here xξ denotes the scalar product in R n . Both F and F −1 are extended to S in the standard way. Let ϕ ∈ S be such that
and for each j ∈ N let
Then the sequence (ϕ ∨ is an entire analytic function on R n .
a smooth anisotropic dyadic resolution of unity. Then
(with the usual modification if q = ∞).
Note that there is a parallel definition for spaces of type F s,a pq , 0 < p < ∞, 0 < q ≤ ∞, s ∈ R, a an anisotropy, when interchanging the order of q -and L p -quasinorms in (8) . It is obvious that the quasi-norm (8) [17] [18] [19] [20] ; see also [4, 12] . A survey on the basic results for the (anisotropic) spaces B In addition to the literature mentioned in our introduction we essentially rely on [7, 8] in the sequel.
For convenience, in case of p = q we shall stick to the notation 
Properties
Our aim is to prove some new and important properties of anisotropic Besov spaces and thus to complement results in [2, 7, 13] . This also serves as preparation for our main results in section 3.
Let ϕ ∈ S as in section 2.2. In particular we have (6) . We extend the definition of ϕ a j from (7) to all integers j. It should be noted that ϕ a 0 has now a different meaning as in 2.2, i.e., for f ∈ S then we have that
Theorem 2.5. Let 0 < p ≤ ∞, 0 < q ≤ ∞, s > σ p and a an anisotropy, then
pq . Remark 2.6. The quasi-norms of type (10), (11) have a continuous counterpart. We introduce ρ a (tξ) = ϕ(t a ξ) − ϕ((2t) a ξ) where t > 0. Then the counterpart of (10) reads as follows:
Let 0 < p ≤ ∞, 0 < q ≤ ∞, s > σ p and a an anisotropy, then
pq . The proof is given in section 4.1. Now we can extend the well-known homogeneity estimate for B s pq (see [17, Prop. 3.4 .1]) to anisotropic spaces. Proposition 2.7. Let 0 < p ≤ ∞, 0 < q ≤ ∞, s > σ p and a an anisotropy. There exists a constant c > 0 such that for all R ≥ 1,
The proof of this proposition is contained in section 4.2.
Our next aim is to extend the localization property, see [4, 2.3.2] , to anisotropic spaces.
Let x a j,k = 2 −ja k with k ∈ Z n and j ∈ N. Let f ∈ S with
where
where f is a product of one-dimensional functions,
and f 1 (y) = · · · = f n (y) where y ∈ R. 
We prove this result in section 4.3.
Traces and approximation numbers
General measures
Let µ be a positive Radon measure in R n with compact support
where |Γ| is the Lebesgue measure of Γ. 
pq . Since S is dense in B s,a pq for 0 < p, q < ∞ this inequality can be extended by completion to any f ∈ B s,a pq and the resulting function is denoted by tr Γ f and the independence of tr Γ f from the approximating sequence is shown in the standard way.
In the sequel, we only consider the case p = q. We proceed in a way similar to [21] , dealing with the isotropic case. Let Q a jm be the rectangles in R n with side length 2 −ja1 , . . . , 2 −jan and centered at 2 −ja m where m ∈ Z n and j ∈ N 0 . Let
Proposition 3.1. Let
Let µ be the Radon measure in R n with
exists and is compact. Furthermore there is a constant c (depending on p and s) such that for all measures µ with (20) , (21),
The result above is the anisotropic version of [21, Proposition 3] . The proof can be found in section 4.5.
In the following we recall the concept of approximation numbers. Let A and B be two Banach spaces and let T ∈ L(A, B). Then for any k ∈ N the kth approximation number a k (T ) of T is given by
where rank L is the dimension of the range of L. These numbers have various properties given in the following lemma.
Lemma 3.2. Let A and B be two Banach spaces and let T, S ∈ L(A, B)
.
(ii) For all n, m ∈ N, a m+n−1 (S + T ) ≤ a m (S) + a n (T ).
(iii) For all n, m ∈ N, and R ∈ L(B, C) a m+n−1 (RT ) ≤ a m (R)a n (T ).
(iv) a n (T ) = 0 ⇐⇒ rank T < n. This is a well-known result and can be found for instance in [4, 1.3.1] and [5, II] . Let T = tr Γ according to Proposition 3.1. We strengthen (21) by
where only the cases s ≤ n p are of interest, otherwise (25) is always satisfied.
Let µ be a Radon measure in R n with (20) and (25). Let a k = a k (tr Γ ) be the approximation numbers of the compact operator tr Γ in (22) . There are two positive numbers c and c such that
where c2 nJ is always assumed to be a natural number.
We prove the proposition in section 4.6.
Anisotropic d-sets in R n
We consider special measures µ and assume Γ = supp µ for some measure according to section 3.1, in particular with (18), now. Let again a = (a 1 , . . . , a n ) be a given anisotropy.
where B a (γ, r) = {y ∈ R n : |y − γ| a ≤ r} and γ ∈ Γ.
In the following proposition we prove the existence of anisotropic d-sets. 
Main assertion
We are now prepared to formulate our main result.
Theorem 3.7. Let the anisotropic d-set Γ and µ be given according to (27), and
Let a k = a k (tr Γ ) be the approximation numbers of the compact operator tr Γ according to (22) . Then there exist numbers c, c > 0 so that for all 
where 0 < p 1 , p 2 , q ≤ ∞, and δ > 0. Let
So we have the same results for the entropy and approximation numbers in the special case p 1 = p 2 which is not surprising, but cannot be expected for p 1 = p 2 . In view of the isotropic result [21, Theorem 2, Remark 9], if we restrict the outcome [21] to the classical example of a compact d-set with 0 < d < n, then we have the same result like in the anisotropic setting.
Proofs
Proof of Theorem 2.5
Proof. We closely follow the proof in [18, 2.3.3] for the isotropic case.
Step 1. We prove that (10) is an equivalent quasi-norm in B s,a pq . It is sufficient to show that there exists a constant c > 0 such that
holds, because we need to prove that
and this is satisfied if (29) is true. For those j's we have that ϕ a j (x) = ϕ a j (x)ϕ(x) by the support condition (6) and (7) with −j ∈ N, and hence
where the inequality comes from the Fourier multiplier assertion for entire analytic functions,
and we obtain (29) since σ p = n(
Step 2. We prove that (11) is an equivalent quasi-norm in B s,a pq . By our assumption s > σ p , we may assume that (9) converges not only in S , but also, say almost everywhere in R n . Then we have
if 0 < p ≤ 1 and a corresponding estimate if 1 < p < ∞. Now (10) and (31) prove that (11) can be estimated from above by c f | B s,a pq . We consider the converse inequality. Because f is a regular distribution we have a.e. that (ϕf )
By the above-mentioned Fourier multiplier assertion we have
if 0 < p ≤ 1 and a corresponding estimate if 1 < p < ∞. Now (10) and (32) prove that f | B s,a pq can be estimated from above by the quasi-norm (11).
Proof of Proposition 2.7
Proof. We closely follow the proof in [4, Prop. 2.3.1] for the isotropic case. Let ψ = ϕ 1 be the same function as in (7). We have by (12)
is an equivalent quasi-norm on B s,a pq . Elementary calculation shows that
also in the anisotropic case, where a 1 + · · · + a n = n. From (33), with f (Rx) in place of f (x), and (34) we obtain
and from here follows (13) for R ≥ 1, c 1 , c 2 , c 3 > 0 and s > σ p . Proof.
Step 1. At first we prove the left-hand side of (17) . By (15) we have
where f ∈ B s,a p
and (14) is true. We would like to show that
We use the characterization of B s,a p via local means; see [7, 4.4] . Recall notation (3).
Let k 0 ∈ C ∞ such that supp k 0 ⊂ B a , and
is an equivalent quasi-norm in B s,a p ; see [7, 4.4] . We insert (35) in (37) and obtain
and it follows
Now the left-hand side of inequality of (17) is an easy consequence of Proposition 2.7, (35) and (36):
Step 2. In this step we prove the right-hand side of (17) . For this we would like to use the localization property given in [4, 2.3.2] if n = 1 and for the functions
where f ∈ S (R). By 
as for n = 1 isotropic and anisotropic results coincide. For the functions f 
where x = (x 1 , . . . , x m−1 , x m+1 , . . . , x n ) and s m = s am . By (15) and (16) 
and without restriction of generality we may assume
and by (40) we get that
By (41),
Note that 
Recall that
n where x = (x 1 , . . . , x n ) ∈ R n and β ∈ N n 0 , and put
and let
and
where |β| = β 1 + · · · + β n , and β! = β 1 ! . . . β n ! and aβ = a 1 β 1 + · · · + a n β n . Let ϕ 0 be a C ∞ function in R n with
are analytic wavelets where the father wavelets Φ 
For the sequence
s ∈ R, 0 < p ≤ ∞, and ≥ 0, we put
We make use of the following wavelet characterization. 
where the infimum is taken over all admissible representations (50). In addition, any f ∈ B s,a p can be optimally represented by
Remark 4.2. In the sequel we shall stick to the notation
Proof of Proposition 3.1
We closely follow the ideas in [21] .
Proof.
Step 1. We prove the existence of (22) This proves (26).
Proof of Proposition 3.5
Proof. For simplicity we prove this proposition for the case n = 2. If n > 2 this can be done in a similar way. We use the well-known mass distribution procedure to construct a measure µ with the desired properties. We refer to [19, ch. 4] 
