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ABSTRACT 
Mating designs are useful to estimate genetic variability of some population. 
Depending on the complexity and combination of mating designs used, different components 
of the total genetic variation can be estimated. Using the Design III (Comstock and 
Robinson, 1952), Triple Testcross (Kearsey and Jinks, 1968), Sj progenies, and information 
from the Analysis of Covariance of Si and Half-sib family means. Wolf (1995) tested for the 
significance of epistatic effects and the importance of epistatic variances compared with the 
additive and dominance variances of an Ft reference population developed from the cross of 
two maize {Zea mays L.) inbred lines, B73 and Mo 17. Wolf (1995) assumed that the results 
derived by Bradshaw (1983) on the genetic covariance between half-sib and Si progeny 
means could be applied for his study. However, the structures of the populations used by 
Bradshaw (1983) and Wolf (1995) to derive the genetic components of variance were not 
exactly the same. The main objective of this study was to verify if Wolf (1995) could have 
applied the results from Bradshaw (1983). For the case of a model that included digenic 
epistatic variances Wolf (1995) considered COV(half-sib,Si) = with the half-sib 
families (represented by HS,) obtained as the average of the three testcross families (Fi x Pi, 
F2 X Pi and F2 X Fi), instead of half-sib families (represented by HSp) obtained by using the 
population as the tester (Bradshaw, 1983). Using a different approach (with potential for 
several other applications in quantitative genetics), we verified that in both mating structures 
COV(half-sib,Si) = However, the theoretical values of those covariances in 
terms of genetic effects for the case of two loci include terms that could be considered as 
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sources of bias when referring to the F2 population. Two conclusions were obtained. First, if 
epistatic effects involving dominance are disregarded (or negligible) the bias is eliminated. 
Second, if those epistatic effects are important, in practice the use of HSp (reference 
population as tester) would be preferred rather than the use of HS, (average of the three 
testcrosses). Some practical recommendations and suggestions for future research are 
considered. 
I 
INTRODUCTION 
Rationale 
An important facet of the quantitative study of a maize {Zea mays L.) population 
when seeking an understanding of its genetic properties is the estimation of genetic 
variances. For this purpose, several mating designs were developed; e.g., biparental 
progenies, parent-offspring regression, Diallel, Designs I, II and in, triple testcross, etc. The 
use of mating designs permits the decomposition of the total variation into different sources, 
depending on the mating design being used, and providing the corresponding mean squares 
of an ANOVA table. Based on the association of the different sources of variation with the 
types of progenies they represent, variance components can be estimated. From the estimates 
of these variance components, further analysis of the reference population can be made and 
some important genetic parameters can be evaluated (e.g., heritability) that determine the 
best breeding method to be used for improvement of the population under study. 
Different types of progenies can be derived from randomly selected plants of the 
reference population, which is the population for which inferences for plant improvement 
will be made (Cockerham, 1961). Because covariances between relatives can be expressed in 
terms of components of genetic variance of the reference population, covariance and 
correlation between relatives are of great importance in breeding programs. Hallauer and 
Miranda (1988) stated that nearly every breeding method deals to some extent with 
resemblance between relatives. 
2 
Our special interest is the further evaluation of an extension of the mating design 
developed by Kearsey and Jinks (1968), referred to as triple testcross design (Perkins and 
Jinks, 1970). The original triple testcross design corresponds to a modification of the Design 
in of Comstock and Robinson (1952). The main reason for development of the triple 
testcross design compared with the Design m is that the triple testcross design provides a test 
for epistasis. The estimation of genetic variances is similar to that provided by the original 
Design m (Kearsey and Jinks, 1968). 
A further extension to the triple testcross mating design was developed in which the 
F2 plants (referred to So plants) of maize {Zea mays L.) that were backcrossed to both parents 
(say, Pi and Pi) and their respective Fi (from the cross of Pi and Pi) as for the original triple 
testcross design were also selfed to obtain the corresponding Si progenies (Wolf, 1995). 
From the different kinds of progenies and different experiments available, it was possible to 
estimate additive and dominance genetic variances and the average level of dominance for 
the F2 population under study. Weighted least squares analysis was used to determine the 
importance of digenic epistatic variances relative to additive and dominance variances. 
Wolfs (1995) study assumed that the results derived by Bradshaw (1983) on the genetic 
covariance between half-sib (HS) and Si progeny means could be applied for their study. 
Research Questions 
A question came up on the validity of the results from Bradshaw (1983) for the 
specific case presented by Wolf (1995). Bradshaw (1983) considered random Fj plants (two-
eared plants) as females, and the half-sib (HS) families are formed by allowing the Fi plants 
to be naturally (and randomly) pollinated by the original Fi population. The mating structure 
3 
in Wolfs (1995) study was not exactly the same as that described by Bradshaw (1983). 
Instead, Wolfs HS families were formed from crossing F: individuals to each of the 
following testers: Pi, P2, and F|. It was considered that because F2 plants seemed to be related 
to those testers, different coefficients for the variance components represented by the 
covariance between the HS families and S| progenies would be obtained, or some "bias" 
could occur. 
The objective of this study is to verify if the results from Bradshaw (1983) could have 
been applied to Wolfs (1995) study and, if necessary, reevaluate the genetic covariance 
between Si progeny with the average of the three testcrosses and/or the genetic covariance 
between Si progeny with each testcross. The genetic covariance will be evaluated and 
compared with the theoretical bias on estimating the covariance of half-sib and Si progenies 
for both mating structures. 
4 
LITERATURE REVIEW 
Genetic Variances and Covariances of Relatives 
Covariance between relatives is important in modem plant breeding for at least two 
reasons (Hallauer and Miranda, 1988): (i) In most instances, covariances between relatives 
can be expressed in terms of components of genetic variance of the reference population. On 
the other hand, the variance among families can, in some instances, be expressed as linear 
functions of covariances between relatives, thus allowing the estimation of components of 
genetic variance by using appropriate experimental and mating designs, (ii) The expected 
progress from selection depends basically on the level of relationship (i.e., covariance) 
between the unit of selection (individuals or families) and the individuals descendant from 
the selected parents. 
Several studies, following those of Fisher (1918) and Wright (1921, 1935), cited by 
Kempthome (1957), can be found in the literature regarding theoretical development of 
genetic variance and covariance and correlations between relatives. Considering a population 
of biparental progeny, Comstock and Robinson (1948) derived the components of genetic 
variance and discussed their use in estimating the average level of dominance. They assumed 
equilibrium with respect to segregation of linked genes and no epistasis, although they 
acknowledged that in most instances neither assumption would be strictly valid. They 
believed that the presence of genetic variance due to epistatic deviations would cause upward 
bias in the estimate of the average level of dominance. 
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Malecot (1948) presented a probabilistic definition of the "coefficient of inbreeding" 
and generalized the formulae of Fisher (1918) with his definitions of "identity by descent" 
and "coefficient of relationship", cited by Harris (1964). By extending the results of these 
previous workers, Cockerham (1954) and Kempthome (1954, 1955) developed a general 
theory for the genetic interpretation of covariances between relatives including epistasis in 
addition to additive and dominance effects. Both authors used a factorial approach to the 
partition of genetic variability, assuming no linkage, and Kempthome's (1954) model is not 
restricted to the number of alleles per locus. 
Kempthome (1955) and Homer (1956) have developed formulae for the covariances 
between several types of relatives under certain regular systems of inbreeding. Harris (1964) 
developed a general parameterization of the covariances between the genotypic values of 
related individuals with arbitrary levels of inbreeding and arbitrary relationship. As for all of 
the other previously cited papers, no linkage between pairs of loci was considered. Attempts 
to show the effects of linkage have been presented by Cockerham (1956), Schnell (1963), 
Gallais (1974), Avery and Hill (1977), and Weir et al. (1980). 
Dudley and Moll (1969) indicated that the phenotypic variance is the total variance 
among phenotypes when grown over the range of environments of interest to the breeder. 
The phenotypic variance can be partitioned for the total genetic variance, the environmental 
variance, and the genotype-environment interaction variance. The total genetic variance is 
the part of the phenotypic variance that can be attributed to genotypic differences among the 
phenotypes. The genotype-environment interaction variance is that part of the phenotypic 
variance attributable to the failure of differences between genotypes to be the same in 
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different environments. The total genetic variance can be further subdivided into additive 
genetic variance, dominance genetic variance, and epistatic genetic variance. 
Dudley and Moll (1969) commented that the estimates of genetic variance and 
heritability provide useful guidelines for answering many questions that arise in a plant 
breeding program. The estimation of additive and nonadditive genetic variances requires the 
use of appropriate mating and environmental designs. The term mating design refers to the 
system of mating used to develop progenies (Cockerham, 1963). Dudley and Moll (1969) 
stated that in choosing a mating design, the simplest design that will provide the required 
information is preferred. Depending on the complexity and combination of mating designs 
used, different components of the total genetic variation can be estimated. Simple mating 
designs, such as a set of half-sib families or polycross progenies, are sufficient to detect the 
presence of genetic variability. For separation of additive and dominance variance, the diallel 
cross. Designs I, n and III of Comstock and Robinson (1952) and the partial diallel can be 
used (with the assumption that epistasis is absent). 
Estimation of epistatic variance requires a more complex mating design or 
combination of mating designs (Dudley and Moll, 1969). An example is the mating design 
proposed by Matzinger and Cockerham (1963) that included self and biparental progenies to 
estimate additive, dominance, and additive x additive components of genetic variance. Chi et 
al (1969), following ideas presented by Kempthome (1957), used a complex mating design 
involving 45 families from the Reid Yellow Dent maize variety that included full sibs, half 
sibs, cousins, and uncle-nephew relationships to estimate additive, dominance, additive x 
additive, additive x dominance, dominance x dominance, and additive x additive x additive 
types of genetic variance components. They concluded that epistatic variances were 
7 
negligible in relation to the additive and dominance variance components for the quantitative 
characters studied. For ear height, ear length, kernel-row number and kernel weight, the 
additive genetic variance was the major component of the total genetic variance, while the 
dominance component of variance was more important for plant height, ear diameter, and 
yield. They commented that the sensitivity for detecting epistasis is reduced because of the 
high correlations among the coefficients of the genetic parameters that occur for any mating 
design involving covariances among relatives. 
Lamkey et al. (1995) used a complex mating design involving six generations of 
progeny developed from B73 and B84 and their testcrosses with inbred Mo 17 to estimate and 
to compare genetic parameters to determine the importance of epistasis in the testcross 
generations derived from these inbred lines, and to recommend the supjerior type of 
segregating population to develop from the cross of elite inbred lines B73 and B84. The 
theoretical approach used corresponds to the models developed by Melchinger (1987). 
Limited to the (B73 x B84) x Mo 17 reference population, they found that epistatic effects 
were significant for grain yield and grain moisture, and accounted for 21 and 18% of the 
variation among generation means, respectively. Lamkey et al. (1995) also concluded that it 
was of little advantage, if any, to make recombination before selection and inbreeding in F2 
maize populations. Comstock and Robinson (1952) and Robinson et al. (1960), with the 
assumptions of biallelism and absence of epistasis, have shown how linkage disequilibrium 
biases estimates of the components of genetic variance, particularly with recently synthesized 
populations (e.g.. Ft populations). 
Cockerham (1983) derived fonnulas for the covariance of relatives stemming from 
self-fertilization on initially noninbred parents with any number of alleles and loci with 
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additive and dominance effects, but no epistasis. He assumed that the reference population 
(the initial generation), besides being noninbred, was in linkage equilibrium. Later, 
Cockerham (1984) concluded that the error caused by ignoring linkage would probably be 
small in the estimation of genetic variances. He states that for a character affected by many 
genes, the average relative effect of linkage should be very small or negligible, particularly if 
the loci are randomly located in the genome. 
Following results presented by Ghai (1982), Cockerham and Weir (1984) discussed 
covariances of relatives originating from a population under mixed self-fertilization and 
random mating and extended the results for the case of multiple alleles and loci in a 
population in equilibrium with respect to these processes. They also assumed no linkage and 
no epistasis. Several mating diagrams were depicted and the covariance between relatives of 
each mating structure was determined, including the case of relatives being selfed and 
outcrossed. For the case of the covariance between Sj and half-sib family means, Bradshaw 
(1983) and Smith (1986), using different approaches, reported results similar to those of 
Cockerham and Weir (1984). It is important to emphasize that these authors used basically 
the same assumptions, i.e., reference population in linkage equilibrium, no linkage, and no 
epistasis. 
It has been suggested recently that epistasis is more important than generally believed 
in terms of extending the phenotypic range for traits of interest by providing the required 
genetic diversity in narrow genetic base populations (Rasmusson and Phillips, 1997). These 
restricted genetic bases can be viewed as bottlenecks (Jiang and Cockerham, 1990), and this 
corresponds to a common situation in plant breeding when the population originates from 
crosses of a few individuals or inbred lines. Wang et al. (1998b) commented that several 
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experiments have demonstrated that additive genetic variance of some quantitative traits 
within populations can increase after a population bottleneck. However, if the quantitative 
trait under consideration is controlled by genes that act additively within and between loci, 
the additive genetic variance within a population following a bottleneck event (or inbreeding) 
would be expected to decrease by a proportion F, the inbreeding coefficient of the population 
(Wright, 1951; Lande, 1980; Falconer, 1989; cited by Bryant and Meffert. 1993). One 
explanation for the increase of additive genetic variance following bottlenecks could be 
dominance or epistasis (Wang et al., 1998b). Some empirical and theoretical studies can be 
found in the literature concerning this matter. The role of dominance for the increase of 
additive genetic variance following bottlenecks was discussed by Willis and Orr (1993) and 
Wang et al. (1998b), whereas Goodnight (1987, 1988, 1995), and Cheverud and Routman 
(1995, 1996), discussed how epistatic effects could cause an increase in additive genetic 
variance. Wang et al. (1998a) evaluated the effects of linkage disequilibrium and deviations 
from Hardy-Weinberg proportions on the changes in genetic variance following a 
bottlenecking; they concluded that only these two factors are unlikely to be the main cause 
for the increase in additive genetic variance with bottlenecks observed in empirical studies. 
They stated that epistasis, genetic drift of rare recessive genes, or both may be the main cause 
for the observed bottleneck effect. 
Because we are going to use information mainly from two mating designs (Design in 
and triple testcross) to obtain estimates of genetic variances, these designs will be discussed 
in greater detail. 
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Design III 
The Design IE mating design was developed by Comstock and Robinson (1952) to 
estimate the average level of dominance for quantitatively inherited traits. The original 
description of the Design IE includes experimental material that is produced from backcross 
matings of Fi plants to the two inbred lines from which the Ft was derived; the Fi plants are 
used as pollen parents. A set of 2n progenies is obtained from backcrossing n random F: 
plants to each of the parent inbreds. The following ANOVA table for the Design III (Table 1) 
was given by Comstock and Robinson (1952). 
Table 1. Analysis of variance for the Design III from Comstock and Robinson 
(1952). 
Source of variance d.f." Mean square Expected mean square'' 
Sets s-1 
Replication in sets •y(r-l) 
Inbred lines in sets s 
F2 parents in sets j(/j-l) M31 <T~+2ra-
Fi parents x lines in sets 5(«-I) M32 a-+rali 
Reminder among plots 5(2/1-l)(r-l) M33 <T' 
® s, number of sets; n, number of Fi parents in a set; r, number of replicates. 
'' , progeny variance arising from genetic difference among Fi parents; cr^^, progeny 
variance arising from interaction of F2 parents and inbred parents. 
The analysis of variance of the progenies provides estimates of quadratic functions of 
additive effects and of dominance effects of genes. The average level of dominance can be 
inferred from the ratio of those two estimates. The authors concluded by stating that the 
number of inbred plants used in production of each backcross progeny is important only with 
respect to ensuring sufficient seed. The assumptions involved in the derivation of mean 
square expectations were (i) random choice of individuals mated for production of 
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experimental progenies; (ii) random distribution of genotypes relative to variations in 
environment; and (iii) no non-genetic maternal effects. The assumptions involved in deriving 
the genetic interpretations of variance components are as follows: (i) regular diploid behavior 
at meiosis; (ii) no multiple allelism; (iii) no correlation of genotypes at separate loci, which 
implies no linkage among genes affecting the character studied or that, if linkages exist, the 
distribution of genotypes is at equilibrium with respect to coupling and repulsion phases; and 
(iv) no epistasis, i.e., the effect of variation in genotype at any single locus is not modified by 
genes at other loci. The assumption for gene frequency of one-half at all segregating locus is 
not necessary because the population used is an of a cross of two homozygous lines. 
Comstock and Robinson (1952) stated that linkage equilibrium and no epistasis must 
be assumed to obtain useful estimates of additive and dominance genetic variance 
components for an F2 population. It should be understood an F2 population is that population 
derived from the crossing between two inbred lines, assuming F, the inbreeding coefficient, 
equals one. This design primarily has been used in F2 maize populations to determine the 
effects of linkage on estimates of additive and dominance genetic variances and on the 
average level of dominance (Hallauer and Miranda, 1988). A direct F-test can be performed 
to determine the presence of dominance. Gardner et al. (1953) stated that in the presence of 
dominance M32 will be greater than M33 (Table 1). 
An interesting result obtained from the theoretical analysis of the Design m was 
related to the effects of linkage on the estimates of additive and dominance genetic variance 
(Comstock and Robinson, 1952). If linkage disequilibrium exists in a population, linkage 
effects will bias estimates of additive and dominance genetic variances. If coupling phase 
linkage predominates, additive variance will be biased upward; if repulsion phase linkage 
12 
predominates, additive variance will be biased downward. Dominance variance will be 
biased upward regardless of the linkage phase. 
Comstock and Robinson (1952) calculated the variance among backcross progenies 
from an F2 population considering the effects of linkage. But if we assume that the 
associations between alleles at two loci are at equilibrium with respect to coupling and 
repulsion phases, either because the loci are not linked or because there has been sufficient 
opportunity for recombination, then we could use Table 2 based on one locus (since epistasis 
was assumed to be absent) to calculate the genetic variances. 
Table 2. Progeny genotypic values and frequencies for an F2 
population considering one locus and the absence of 
P. P2 F2 progeny 
F-, Frequency BB bb mean 
BB a" d Vi (a-¥d) 
Bb •/2 Vi (a+d) Vi {d-d) Vid 
bb '/4 d -a Vi (d-a) 
Mean Vzd  
' a, d, and -a are the genetic effects using Falconer (1989) notation for 
genotypes BB, Bb, and bb, respectively. 
Then, the genotypic variance among Fi progeny means, , would be given by: 
o 
/ , a + V \ ( 
\ 2 j "^2 2 
1 
+— 
4 
( d — a 
0 
( \  
-d 
2 
^ t  f  1  1  i  * *  1  1  A • •» V I f ' *  
= (a +2ad + d ) + d'-i (d' -lad + a')—d' 
44 24 44 4 
=—(f l '  +2ad  +  d- ) -^—{d ' - lad-^a- ) - -d '  
16 16 8 
1  ,  1  1  J ,  1 1 ,  1  ,  
=—a" +—a* —d'  = f l*  =—<5\ ,  
8 8 8 4 2 4 
and <5\ is the additive genetic variance due to locus B in an F2 base population (Falconer, 
1989), which corresponds to the covariance among half-sib families (Hallauer and Miranda, 
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1988). For n loci, under the assumptions of no epistasis and no linkage, the total genetic 
variance would be the summation of the additive genetic variance for each locus. 
Triple Testcross 
The uiple testcross analysis was developed by Kearsey and Jinks (1968) and 
corresponds to an extension of Comstock and Robinson's (1952) Design III. They state that 
the triple testcross design analysis provides not only more efficient estimates of dominance, 
but also would provide an unambiguous test for epistasis. 
The progenies for the triple testcross design are developed by crossing n random Fi 
plants as males to three testers forming three testcross progenies; these were denoted by 
Kearsey and Jinks (1968) as Lu, L2i, and Lsj, i = 1 to n. Testers Li and L2 are the parental 
inbred lines of the F2 population and tester L3 is their F|. Therefore, the experiment will 
include 3n families, each family being replicated by r plots or individuals in a randomized 
complete block design, as suggested by Kearsey and Jinks (1968). The contrast C = (L|i + Lij 
- 2L3i) is used to test for presence of epistasis. The deviation C should equal zero in the 
absence of epistasis and will differ from zero if epistasis is present. They stated that the 
replicate error of Lai testcross may differ, for genetical reasons, from that of the Ln and L^i 
testcrosses. Therefore, they proposed the test of significance of C as 
for n and 3n(r-l) d.f.. 
n(yL,+VL,+4VL^) 
where VLj is the average replicate variance of tester j (j = 1 to 3). For the /th Fi individual 
(male parent) when computing C, the additive and dominance terms cancel and epistatic 
terms remain. This is true for any number of loci. The method will test for net epistasis 
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summed across all loci at which the two inbred lines differ. A test for only the additive x 
additive epistatic ejects or both additive x dominance and dominance x dominance epistatic 
effects were further developed by Perkins and Jinks (1970). 
Kearsey and Jinks (1968) also concluded that only if epistasis is found not to be 
significant is it useful to attempt to estimate the additive and dominance variance 
components. In this case the variance of the functions (Lu + L2i) and (Ln - L2i) are used to 
estimate additive and dominance genetic variances, respectively, as for the original Design 
III. Jinks and Perkins (1970) conmiented that the additive and dominance components 
estimated by the procedures of Comstock and Robinson (1952) will be biased in the presence 
of undetected epistasis. 
An alternative analysis of this design was proposed by Jinks and Perkins (1970). 
These authors suggested using three orthogonal comparisons Cj (J = 1 to 3) among the three 
family means (denoted by , L,, and L3,, i = 1 to «). Ci = L,, + L,, + L,, testing for 
additive component; Ci = L,, - L,, testing for dominance component; and C3 = L,; + L,, -
2( £3^) testing for epistatic component. 
Some similarities of these tests with the original analysis of Comstock and Robinson 
(1952) and in the modified analysis of Kearsey and Jinks (1968) can be observed. The 
variance of C2 over all n sets of derived families is used to detect and estimate the dominance 
component of variation, and the squared deviation of C3 summed over all n sets is used to 
detect an epistatic component of variation. The only difference is that for the analysis 
proposed by Jinks and Perkins (1970) the variance of Ci over the n sets is used to detect and 
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estimate the additive component of variation, differing from the comparable statistic based 
on (L,, + Lnj) for the original Design III analysis. 
Jinks and Perkins (1970) concluded that the two advantages of the proposed analysis 
are that (1) all items in the analysis are orthogonal and (2) in the absence of epistasis the L3i 
families are used to estimate the remaining components of variation instead of being 
discarded. In the absence of epistasis, the ANOVA shown in Table 3 can be used to estimate 
the additive and dominance components of variation. 
Table 3. Analysis of variance for the triple testcross from Jinks and 
Perkins (1970). 
Source of variantion" d.f Expected mean square"^ 
Sums (L,, + r,, + Z^,.) i n - I )  o-+3rtj; 
Differences (L,, - Zo,) { n - D  o- + 2rai, 
Error n { r - l )  •> a -
® Sums, correspond to Ft parents; Differences, correspond to Fi parents x 
inbred lines interaction; and Error, corresponds to variation within crosses; 
** n, number of F: parents; r, number of replicates; 
' , progeny variance arising from genetic difference among Fi parents; 
and , progeny variance arising from interaction of F: and inbred parents. 
Pooni and Jinks (1979), in a theoretical study to predict the genetic variance of the 
random inbred lines derived from an F2 population, indicated that estimates of additive 
genetic variance that use F| testcrosses will have a greater error because of greater variation 
due to genetic segregation in Fi testcrosses opposed to parental testcrosses. They stated that 
an estimate of based on only parental testcrosses of the Design HI should be more 
reliable than the estimates of Jinks and Perkins (1970) who suggested using L1+L2+L3 to 
estimate additive variance. In the absence of epistasis, (where dj is the additive 
effect on locus j) is the same as for Comstock and Robinson (1952) when the absence of 
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epistasis is assumed. In a simulation study, they concluded that bias would appear for each 
estimator in the presence of non-allelic interactions, or epistatic effects. 
Eta-Ndu (1994), cited by Wolf (1995), modified the triple testcross design of Kearsey 
and Jinks (1968) to test for epistasis in two single crosses of maize, based on testcross data. 
The Lii, Lai, Lsi, and F3 generations were testcrossed to two elite inbred testers. Evidence of 
epistasis for genes controlling grain yield was observed in both crosses. The tester used to 
make testcrosses influenced the detection of epistasis. There was no association between 
epistasis and testcross performance of F3 and backcrosses to either parent. Therefore, no 
trend existed that would be of predictive value in making decisions regarding the best type of 
source population for inbred extraction when epistasis is important. Examination of epistatic 
effects from individual F2 plants indicated that large epistatic effects may be obtained from 
large or small family testcross means and vice versa. Hence, knowledge of the presence or 
absence of epistasis in an F2 individual may not be useful in predicting performance of its 
progeny. 
Wolf and Hallauer (1997) used the triple testcross mating design to determine if 
epistatic effects contributed significantly to the performance of B73 x Mo 17. Based on the 
panition suggested by Perkins and Jinks (1970), they found important epistatic effects for ear 
length, number of kemel rows, ear height, and flowering traits. For grain yield, additive x 
additive effect was not significant, whereas additive x dominance and dominance by 
dominance effects were significant. 
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Triple Testcross-Si 
An extension of the triple testcross was used by Wolf (1995) in which Ft plants 
(referred to as So plants) were backcrossed to both parents (say, Pj and Pi) and their Fi (from 
the cross of Pi and Pi) as for the original triple testcross design. But they also selfed each 
plant to obtain their corresponding Si progenies. From the different types of progenies and 
different experiments available for their study, it was possible to estimate additive and 
dominance genetic variances and the average level of dominance for the F2 population 
derived from B73 x Mo 17. They used weighted least squares to determine the importance of 
digenic epistatic variances relative to additive and dominance variances. It was concluded 
that estimates of additive and additive x environment genetic variances did not differ 
between the triple testcross analysis (when considering information from three testcrosses as 
suggested by Jinks and Perkins, 1970) and the Design III analysis. They also reported that the 
triple testcross analysis indicated epistatic effects were important for several traits. Estimates 
of digenic epistatic components from the weighted least square analysis, however, were 
generally not greater than their standard errors or they were negative. 
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MATERIAL AND METHODS 
The Reference Population 
An important consideration for a quantitative study is the defmition of the "reference 
population" or "base population"; that is, the population for which all inferences will be 
made. Cockerham (1963) emphasized that the genetic parameters estimated from the analysis 
of a genetic experiment (involving a mating design and a environmental design) refer to a 
specific population from which the experimental material is a sample for a specific set of 
environmental conditions. Bulmer (1980) explains that the genotype frequencies change from 
generation to generation, and it is, therefore, necessary to choose one of them as the reference 
population for the decomposition of the genotypic values, since the parameters in a model 
must remain constant. Thus, one must specify the reference population for both genotypes 
and environments because inferences cannot generally be translated from one population to 
another (Hallauer and Miranda, 1988, p.21). Therefore, we must characterize a population of 
genotypes as a basis for introducing some of the theory. 
Hallauer and Miranda (1988) stated that on calculating covariances between relatives 
the specification of a reference population would be an obvious requirement. They stated that 
in maize the reference population of genotypes might result from a cross between two 
homozygous inbred lines, crosses among a set of homozygous inbred lines (synthetic 
variety), an open-pollinated variety, or a mixmre of varieties and races (composites). It has 
been stated that the phenotypic variance of any population can be subdivided in three parts: a 
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genetic component, an environmental component, and the genotype-environment interaction 
component (Dudley and Moll, 1969). In addition, the total genetic variance can be further 
subdivided into additive genetic variance, dominance genetic variance, and epistatic genetic 
variance. 
What is important now is to compare the different components of the total genetic 
variance because it is well known that different populations have different proportions of 
contributions for each component when referring to a base population. For example, in a 
population containing one single genotype (inbred line population), the total genetic variance 
is zero, because all genotypes are the same. If one considers a population of a large number 
of inbred lines derived from selfmg random individuals from a segregating population (base 
population), the total genetic variance will contain only additive genetic portion of variance 
plus all additive types of epistatic variances. On the other hand, a population of full-sib 
families derived from a noninbred random mating base population will contain all terms of 
genetic variances present in the total genetic variance. But how can these populations be 
compared? For the case of inbred populations, Cockerham (1963) stated that variances can be 
translated from one generation of inbreeding to another only if gene frequency is one half or 
if there is no dominance. He concludes by stating that in either case the additive variance is 
(l+F)a"A; the dominance variance is zero if there is no dominance, and varies with 
(l-F")<ro if gene frequencies are one half. The definition of a reference population, 
however, would permit one to define the genetic variance components for each population 
derived firom this reference population as a proportion of those components on the reference 
population. 
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A random mating population is conceptualized by Falconer (1989) as a population 
where the gene frequencies and the genotype frequencies are constant from generation to 
generation, and, furthermore, there is a simple relationship between the gene frequencies and 
the genotype frequencies. A population with constant gene and genotype frequencies is said 
to be in Hardy-Weinberg equilibrium (Falconer, 1989). Of course, selection, mutation, and 
migration are assumed to be absent. 
Falconer (1989) emphasized that the attainment of the equilibrium in genotype 
frequencies after one generation of random mating is true of all autosomal loci considered 
separately, but it is not true of the genotypes with respect to two or more loci considered 
jointly. In this case another term, linkage disequilibrium, needs to be defined. Linkage 
disequilibrium corresponds to the lack of equilibrium on frequencies of each genotype of the 
population, or frequency disequilibrium with respect to two or more loci, irrespective 
whether the loci are linked or not linked. Falconer (1989) also emphasizes that when a 
number of loci is available for study, disequilibrium is more likely to be found with pairs of 
loci than with larger numbers considered jointly. 
The reference population for the present study will be taken as the F2 population 
derived from the crossing of two non-related inbred lines. For each locus that differs between 
the two inbred lines, it will be considered the existence of two alleles and an allele frequency 
of one half. Also, an important assumption will be that this reference population is in linkage 
equilibrium, but epistasis is present. 
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F2-Derived Populations 
An important assumption for the present study will be that our reference population 
(an F2 population) will be in linkage equilibrium. In this case, for two nonlinked loci A and 
B, an infinite F2 population can be considered a random mating population having the 
genotypes AABB, AABb, AAbb, AaBB, AaBb, Aabb, aaBB, aaBb, and aabb, with the 
frequencies 1/16, 2/16, 1/16, 2/16, 4/16, 2/16, 1/16, 2/16, and 1/16, respectively. If only one 
locus, say A-locus, is considered the genotypes AA, Aa, and aa will occur in a frequency of 
14, 'A and 14, respectively. 
Several other Fi-derived populations will have their genetic variances derived in the 
present study. Some of these F^-derived populations have results that are well known and 
intensively reported in the literature (for example: Kempthome, 1957; Hallauer and Miranda. 
1988; Falconer, 1989; and Comstock, 1996). Others are not conmion in usual mating designs 
of plant breeding experiments, but for the theoretical study presented those populations will 
have relevance. The following basic Fi-derived populations will be considered: Si, HS, FIi, 
rii, and 0]. The definitions of each of these Fi-derived populations are given. 
- Population Si is the selfed progenies population derived from selfing individual F2 plants; 
- Population HS is the half-sib progenies population derived from crossing individual Fa 
plants to the population (pollen coming from the population); 
- Population rii is the backcross progenies population derived from crossing individual F2 
plants, as males, to one of the original parents, say inbred line P). This could also be 
called a 'Testcross 1" population; 
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- Population ITt is the backcross progenies population derived from crossing individual Fi 
plants, as males, to the other original parent, say inbred line Pi. This could also be called 
a "Testcross 2" population; 
- Population 4>i is the population of progenies derived from crossing individual F2 plants, 
as males, to the Fi hybrid plants derived from the cross between Pi and Pi. This could 
also be called a 'Testcross 3" population. It is important 10 state that all Fi-derived 
populations for the present study will be derived from the same randomly selected F: 
individuals. 
Table 4 summarizes the structure in terms of type of progenies and respective 
frequencies of the selfed progenies derived from each F2 individual. 
As an example of how the results of Table 4 were obtained, the expected progenies of 
the Ft individual AABb will be derived. 
Table 4. Type of progenies and respective frequencies when plants from an F2 
population are selfed, for a two loci model. 
Type of progenies and frequencies S," 
F: freq AABB AABb AAbb AaBB AaBb Aabb aaBB aaBb aabb means 
AABB Xe 1 - - - - - - - -
AABb Xe X K X - - - - - - 1^ 51.2 
AAbb Xe - - 1 - - - - - - l^SI.3 
AaBB Xe X - - K - - X - - l^SI.4 
AaBb Xe Xe Xe Xe Xe Xe Xe Xe Xe fsLS 
Aabb Xe - - /4 - - K - - X 1^ 51.6 
aaBB Xe - - - • - - 1 - - ^51.7 
aaBb Xe - - - - - - X X X isi.8 
aabb Xe - - - - - - - - 1 l'si.9 
Overall freq. %4 %4 
' Coded S| progeny means relative to each Fa genotype. 
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An AABb individual will only produce gametes of the type AB or Ab with 
probability 0.5 of each. In order to visualize the process of self-fertilization, the following 
illustration is appropriate: 
AB Ab 
AB AABB AABb 
Ab AABb AAbb 
In this illustration, the row entries represent the female gametes and the column 
entries represent the male gametes. The combination of those gametes provides the three 
possible genotypes of the individuals on the progeny from selfmg an AABb F2 plant. It can 
be seen that the frequency expected is %, Vi, and 14 for the genotypes AABB, AABb, and 
AAbb, respectively. The other frequencies shown on Table 4 and following tables showing 
the structure of the other Fi-derived populations considered on this study (Tables 5 to 13) 
were obtained using similar procedures. 
In case only one locus is to be considered, this population structure reduces to that 
shown in Table 5. 
The structure of the half-sib (HS) population is summarized in Table 6. If only one 
locus is to be considered, this population structure reduces to the one presented in Table 7. 
Table 5. Genotypic values and frequencies of selfed families (F2X F2)> called 
population S|, for one locus with two alleles and allele frequency one-half. 
Family genotypes Coded Si progeny 
F2 Frequency AA Aa aa means 
AA X 1 l'si.2 
Aa >< X X X  I'si.i 
aa X 1 is 1.0 
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Table 6. Type of progenies and respective frequencies for two loci with two alleles 
when plants from an F2 population are crossed to the population (pollen 
coming from population). 
Type of progenies and frequencies HS 
F-. freq AABB AABb AAbb AaBB AaBb Aabb aaBB aafib aabb means' 
AABB X6 X X - X X - - - - ^HSI 
AABb ^6 X X X X X X - - - ^Hs.: 
AAbb Xe - X X - X X - - - I'hsj 
AaBB Xe X X - X X - X X - J'hS.4 
AaBb Xe Xe Xe Xe Xe Xe Xb Xe Xe Xe ^HS.5 
Aabb Xe - X X - X X - X X l^ HS.e 
aaBB Xe - - - X X - X X - I'HS.? 
aaBb Xe - - - X X X X X X ^HS.8 
aabb Xe - - - - X X - X X 1^85.9 
Overall freq. Xe Xe Xe Xe Xe Xe Xs Xe Xe 
' Coded half-sib (HS) family means relative to each Ft genotype. 
Table 7. Type of progenies and respective frequencies of testcross families, when 
pollen comes from F2 population, called population HS, for one locus with 
two alleles and allele frequency one-half. 
F2' Frequency 
HS family genotypes 
AA Aa aa 
Coded HS family 
means 
AA X X X J'hs.Z 
Aa X X X X  I'hs.i 
aa X X X i^HS.O 
" female parent. 
The overall genotypic frequencies of this half-sib family population would be the 
same as on the original F2 population (check for the overall firequencies in Table 6). But if we 
track the half-sib family correspondent to each F2 type genotype, we will verify that each F2 
plant will produce progenies that are distinct in terms of genotypic components and 
respective frequencies. 
For the FIi population we have the structure presented in Table 8. 
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Table 8. Type of progenies and respective frequencies for two loci and two alleles 
when plants from F2 population are crossed to the Pi (assuming genotype 
AABB) inbred line (pollen coming from Ft plants). 
Type of progenies and frequencies Oi 
Ft freq. AABB AABb AAbb AaBB AaBb Aabb aaBB aaBb aabb means' 
AABB Xe 1 - . i'ni.i 
AABb Xe >< >< - - I'm.: 
AAbb Xe I - - ^ni.3 
AaBB Xe >< X - I'ni.a 
AaBb Xe X X X X - - - I'ni.s 
Aabb Xe >< - X - - - I'ni.e 
aaBB Xe - 1 - J'ni.? 
aaBb Xe - X X - - - ^ni.8 
aabb Xe - - 1 - - - ^ni9 
Overall freq. X X X X - - - -
" Coded rii family means relative to each Fi genotype. 
If only one locus is to be considered, the population structure for the population IIi 
reduces to that shown in Table 9. 
For the FIi population we have its genetic structure shown in Table 10. If only one 
locus is to be considered, this population structure reduces to that shown in Table 11. 
Table 9. Genotypic values and frequencies of testcross families (Pi x F2), called 
population IT 1, for one locus with two alleles and allele frequency one-half 
Family genotypes Coded 111 family 
¥2" Pi' Frequency AA Aa aa means 
AA AA X 1 -
Aa AA X X X Ym.i 
aa AA X - 1 Ymo 
' male parent; 
^ female parent. 
26 
Table 10. Type of progenies and respective frequencies for two loci and two alleles 
when plants from F2 population are crossed to the P2 (assuming genotype 
aabb) inbred line (pollen coming from F2 plants). 
Type of progenies and frequencies n. 
F-) freq AABB AABb AAbb AaBB AaBb Aabb aaBB aaBb aabb means" 
AABB Xe 1 - - -
AABb Xe X /2 - - ^n2.2 
AAbb Xi - 1 - - 1^02.3 
AaBB Xe X - >< - 1^02.4 
AaBb Xi X X X X r
i 
Aabb Xe - /2 - X 1^02.6 
aaBB Xi - - 1 - ymi 
aaBb Xe - - >< X '^n2.8 
aabb Xe - - - 1 ^n2.9 
Overall freq. X X X 
" Coded rio family means relative to each F2 genotype. 
Table 11. Genotypic values and frequencies of testcross families (P2 x F2), called 
population 112, for one locus with two alleles and allele frequency one-
half. 
F," P:" Frequency 
Family genotypes 
AA Aa aa 
Coded n2 family 
means 
AA aa X 1 i'ni2 
Aa aa X X X r
i 
aa aa X 1 I'nio 
' male parent; 
** female parent. 
Finally, Tables 12 and 13 show the genetic structure for the <I>| population when two 
loci and one locus are considered, respectively. 
It can be verified that the structure of this Oi population is exactly the same as that 
for the half-sib population (HS) shown in Table 6. Actually, that happens because linkage is 
assumed to be absent not only for the F2 population, but also for the Fi plants. If one 
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Table 12. Type of progenies and respective frequencies for two loci and two alleles 
when plants from F2 population are crossed to the Fi (genotype AaBb) 
(pollen coming from F2 plants). 
Type of progenies and frequencies 
F-. freq AABB AABb AAbb AaBB AaBb Aabb aaBB aaBb aabb means' 
AABB Xe X X - X X - - - - 1^11)1.1 
AABb Xe x X X X X X - - -
AAbb Xe - X X - X X - - -
AaBB Xe /s X - X X - X X - I'oi 4 
AaBb Xe Xe Xe Xe Xe Xe Xe Xe Xe Xe Kpi.s 
Aabb Xe - X X - X X - X X I'oi 6 
aaBB Xs - - - X X - X X - y«>t.7 
aaBb Xe - - - X X X X X X 
aabb Xe - - - - X X - X X I'oi 9 
Overall freq. Xe Xe Xe Xe Xe Xe Xe Xe Xe 
' Coded <I>| family means relative to each F2 genotype. 
Table 13. Genotypic values and frequencies of testcross families (Fi x F2), called 
population 0|, for one locus with two alleles and allele frequency one-half. 
F2" F," Frequency 
Family genotypes 
AA Aa aa 
Coded <I>i family 
means 
AA Aa X >< K 
Aa Aa X X X X  I'iKl 1 
aa Aa X X X2 I'lKl 0 
' male parent; 
** female parent. 
considers linkage to be absent only on F2 population, the half-sib population (HS) structure 
will not change, but that of the <I>i population will change. 
In addition to these basic Fi-derived populations (Si, HS, FT 1, 112 and 0|), some 
"mixed populations" will also be derived. These mixed populations will be labeled Mo, Mi, 
M2, and M3 and will be defined as follows. 
28 
- Population Mo is the mixed population containing families obtained from grouping the 
progenies Si and HS from the same F2 individual. Therefore, the coded Mo family means 
(e.g., for the case of two loci) will be given by 
i M o .j = I'si.j + J'hsj , for j = 1 to 9. 
- Population M| is the mixed population containing families obtained from grouping the 
progenies S| and FIi from the same F2 individual. Therefore, the coded Mi family means 
(e.g., for the case of two loci) will be given by 
J'Mi.j = i'si.j + J'ni.j, for j = 1 to 9. 
- Population M2 is the mixed population containing families obtained from grouping the 
progenies Si and 112 from the same F2 individual. Therefore, the coded M2 family means 
(e.g., for the case of two loci) will be given by 
Ymi.) = Isi.j + Ynzj, for j = 1 to 9. 
- Population M3 is the mixed population containing families obtained from grouping the 
progenies Si and 4>i from the same F2 individual. Therefore, the coded M3 family means 
(e.g., for the case of two loci) will be given by 
Jmsj = Isi.j + , for j = 1 to 9. 
Definition of Genotypic Values 
One Locus Theory 
The simplest case that can be idealized is the case for a population with one locus 
segregating. In this case it is implicit that linkage and epistasis are absent. The extrapolation 
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of the results for the case for more than one locus is considered (with epistasis absent) can be 
performed by summing over all loci (Hallauer and Miranda, 1988). 
We start by considering locus B, say, with two alleles, B and b. The reference 
population is an Fi derived from crossing two inbred lines. Pi with genotype BB and Pi with 
genotype bb. This reference population will include individuals with genotypes BB, Bb, and 
bb with frequencies 14, 'A, and 14, respectively. 
In order to obtain the genetic variances for the Fo and Fa-derived populations, each 
individual plant (for the case of an Fi population) and each progeny (or family) mean (for the 
cases of Fi-derived populations) will have to be assigned a genotypic value. The genotypic 
value can be taken as a deviation from the mean of some reference population or not, as 
stated by van der Veen (1959), when discussing different possible coding that can be used on 
this kind of analysis. Naming the different coding cases as "metrics" van der Veen (1959) 
discusses that in any case the interpretation of the results will be the same, with the choice of 
the "metric" used a matter of preference. Of course, some "metrics" would provide an easier 
understanding and comparison of the results than others. 
Table 14 includes some different definitions of genotypic values for an F2 population 
that have been considered. 
For the one locus case the algebraic manipulation is very simple and genotypic values 
for derived populations can be easily obtained after considering some mating design and the 
genotypes produced, with their respective frequencies. For the case of one locus refer to 
Tables 5,7, 9, 11, and 13. 
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Table 14. Different possible coded genotypic values and respective frequencies for an F2 
population with one locus, say B-locus, segregating with alleles B and b and 
allele frequency one-half. 
F2 
plants 
freq. Genotypic 
value 
Coded genotypic 
value" 
Coded genotypic 
value"" 
Coded genotypic 
value*^ 
BE '/4 Y. m + a a a-Vid  
Bb '/2 m + d d V2d 
bb '4 Yo m-a •a -  a-V2d 
mean m + V2d Vzd 0 
'm corresponds to the average of the homozygote individuals, called midparent (MP), as used by 
Mather and Jinks (1971); 
'' Deviations from the mean value (MP) of the two homozygotes, as used by Falconer (1989); and 
° Deviations from the mean of the population, using the F2 population mean as the origin. 
Two Loci Theory 
The development of a quantitative theory for more than one locus is more 
complicated (Weir and Cockerham, 1977), particularly if epistasis and linkage are to be 
considered (Gallais, 1974). Also, if a population is not considered as a random mating 
population, expressions are not easily simplified. Comstock (1996) conmiented that the 
random mating concept is important in population genetics because the attendant analytical 
theory is simpler. 
For the present study, linkage will be considered absent, but epistasis will be 
included. The algebraic hand-manipulation is tedious, but because two alleles per locus and 
allele firequency in an F^ population of one-half will be considered, some matrix algebra can 
be performed allowing for simplification of the process. To introduce the theory definitions 
of some terms and a better explanation of the process must be developed. 
Similar to the definitions presented by Mather and Jinks (1971), we will define the 
means of the families used in our study considering two non-linked genes, in a diploid 
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organism, eacti with two alleles as should be the case when the origin of the population 
corresponds to two non-related inbred lines. Considering gene A with alleles "A" and "a" 
and gene B with alleles "B" and "b", nine parameters must be used to give a complete 
description of the genotypic values of the nine possible genotypes (van der Veen, 1959). We 
will use m to denote the origin; aj and d/ to denote additive and dominance effects at the A 
locus, £12 and d2 for additive and dominance effects at the B locus, aa for additive x additive 
effect, ad for additive at A locus x dominance at B locus effect, da for dominance at A locus 
X additive at B locus effect, and dd for dominance x dominance effect. 
For convenience, the nine possible genotypes in an Fi population derived from 
crossing two inbred lines are given in Table IS. 
Table 15. Genetic structure in an Ft population derived from crossing two non-related 
inbred lines. 
Possible Expected Genotypic values relative to Coefficients for the 'basic vector' 
genotypes frequency an F; population" {m,ai,di,a2,d2,aa.ad,da,dd)' 
AABB Xe i'22 — m + ai + 02 + flfl V| = (1, 1,0, 1,0, 1,0,0,0)' 
AABb ^21 = m + a\ + d2 + ad V2 = (1, 1,0,0, 1,0, 1,0, 0)' 
AAbb Xe Yio = m + ai — a2 — aa V3 = (1, 1,0,-1,0,-1,0,0,0)' 
AaBB Yxt Yv. = m + di + a2 + da V4 = (1,0,1, 1,0,0,0, 1,0)' 
AaBb Yxb Yn = m + d\ + d2 dd V5 = (1,0, 1,0, 1,0,0,0, 1)' 
Aabb %5 Yio = m + d[-a2-da V6 = (1,0,1,-1,0,0,0,-1,0)' 
aaBB Xe YO2 = m-ai  + a2 — aa V7 = (1,-1,0, 1,0,-1,0,0,0)' 
aaBb % Yoi = m-a\  + d2-ad V8 = (1,-1,0,0, 1,0,-1,0,0)' 
aabb Xe Yoo = m — a \ -a2 + aa V9 = (1,-1,0,-1,0, 1,0, 0,0)' 
" m represents the average of the possible homozygous individuals for this population, using 
definitions as in Mather and Jinlb (1971). 
As shown in the fourth column of Table 15, we define a 'basic vector', that 
corresponds to a vector with the coefficients of the genetic effects assigned to the 
corresponding positions from 1 to 9. This basic vector will be represented by b. 
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The importance of the definition of the b vector to derive the partition of the genetic 
variances when two loci with epistasis are being considered will be made clearer from the 
derivations that follow. As a simple example of the usefulness (in terms of making 
calculations computationally easier) of the introduction of the b vector, consider the case of 
determining the mean of the homozygous individuals for this population. The calculations 
would be: 
m = 'A (J'22 + ^20 + ^^02 + Koo) 
= % [(m + fl i  +  02 + oa)  + (m + ai  -  02 •  aa)  + (m -  ai  +  ^ 2  -  oa)  + (m -  ai  -  a i  + 00)]  
or, using vectors, 
m = j(v', b +Vj b +v'7b +v', b) =-j(v'|+v'3+v'7+v', )b =1(4,0,0,0,0,0,0,0,0)b. 
For this simple case the algebra would be easily done, because most terms will 
cancel, but the operations with vectors can be easily performed using a computer. Results 
similar to those obtained in this dissertation can be found by using the original coding for the 
genotypes as those presented by Mather and Jinks (1971) and that appear in Table 15. To 
simplify the notation on derivations and to provide an easier interpretation and comparison of 
the results, a simpler coding will be used. This simpler coding is obtained as follows. 
Considering one locus at a time, say locus A, the possible genotypes in an F2 
population from a cross of two inbred lines are AA, Aa, aa, with the frequencies 14, \/2, and 
Va, respectively (Table 14, considering locus A instead of locus B). If we represent the 
genotypic values of individuals in an F2 population as m + ai, m + di and m - at for the 
respective genotypes AA, Aa, and aa, at that locus, the average of the corresponding F2 
population (represented by ^fi) will be 
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^F2= + + + = m + . 
Following the concept of a genotypic value given by Cockerham (1956) and by 
Falconer (1989), we must consider the genotypic value of a genotype as a deviation of the 
mean value of that genotype from the population mean. Therefore, relative to the population 
mean (Fi mean), AA individuals would have a genotypic value of 
>2= (m +  a , ) - (m + 4-c? , )  =  ^ 1  -4-^ , .  
Similarly, Aa individuals would have a relative genotypic value of 
Y[ = im + d^)- (m + jd^)  = -kd^ ,and 
aa individuals would have a relative genotypic value 
^0= im-ay)-{m+•kd^)  = -a^  
These values correspond to those genotypic values used on the last column of Table 
14. 
Similarly, if we consider a B-locus, referring to its effects as m + 02, m + di, and m -
02, for the genotypes BB, Bb, and bb, respectively, we would have the respective relative 
genotypic values given by a, --^<^2' and - a, --kd^. 
Now, consider both loci A and B and consider that the expected value of an 
individual j,j = 1 to 9, can be represented by the linear expression 
E(gj) = ^ + a,a, +p,</, +a,a2 +^2^2 +a,a2(aa)+a,p2(a</) + p,a2(</fl) + p,p2(</rf), 
where ai and a2 are the coefficients of at and aa, respectively, Pi and P2 are the coefficients 
of di and dj, respectively, and is the reference population mean. Also a/, 02, di, d2, aa, ad, 
da, and dd are as defined before. 
From the suggested notation, Table 16 can be used in substitution of Table 15. 
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Table 16. Genetic structure in an F2 population derived from crossing two non-related 
inbred lines. 
Possible Freq. Genotypic values (omitting Coefficients for the basic vector 
genotypes epistatic terms) (ll,a 1 ,d 1 ,a2,d2^aa,ad,da,dd)' 
AABB Xe |i + ai  - X di  ^2 '  Xdi  (1, l,-.5, l,-.5, l,-.5,-.5,.25)' 
AABb % H + Qi" yd\+ Xdz (1, l,-.5,0, .5,0, .5, 0,-.25)' 
AAbb Xe ll + f l l"  Xd\  ~ 02 '  X>d2 (1, l,-.5,-I,-.5,-l,-.5, .5,.25)' 
AaBB V\6 (J,  + jAd\  + 02-  Xid2 (1,0, .5, l,-.5,0,0, .5,-.25)' 
AaBb Xe ]i+ y^dx-^ y,d2 (1,0, .5,0, .5,0,0, 0,.25)' 
Aabb Xe M- + y^dx-  (I2  -  Xd2 (1,0, .5,-l,-.5,0,0,-.5,-.25)' 
aaBB Xe \ l  -  a \ -  yd]  + 02-  yd2 (l,-l,-.5, I,-.5,-l,.5,-.5,.25)' 
aaBb Xe jx-fli - yd\+ yd2 (1,-1,-.5,0, .5,0,-.5, 0,-.25)' 
aabb Xe III -fli - ydi-az-  y>d2 (1,-1,-.5,-1,-.5, 1,.5, .5,.25)' 
To further simplify the future calculations, we redefme our basic vector as 
b= {)^,a^,\d^,a,,\d^,aa,\ad,\da,^dd)\ [1] 
and finally rewrite this vector as 
b = (n,0,,8,,e,,5,,06,05,60,58)', [2] 
where each term in [2] is defined by its corresponding term in [1]. 
It also is imponant to define a matrix that will be used in the interpretation of the 
variances to be developed for the case of two loci. We will name the following matrix, the 
'basic matrix' B, that is obtained by making B = bb'. 
1 
^0, H8, |i0. H8, ^(00) Ji(08) H(80) ^(66)' 
0,fl 0? 0,6, 0,0, 0,6, 0,(00) 0,(06) 0,(60) 0,(66) 
8,H 8,0, 8f 6,0, 6,8, 6,(00) 6,(08) 5,(60) 8,(86) 
0,ji 0,0, 0,8, 0i 0,6, 02(00) 02(08) 0,(60) 02(86) 
5,^1 6,0, 8,8, 8,0, 8? 8,(00) 8,(06) 6,(50) 62(86)) 
(00)H (00)0, (00)8, (00)0, (00)8, (00)' (00)(e8) (0O)(50) (00)(88) 
(06)H (08)0, (08)8, (06)0, (08)8, (08)(O0) m' (05)(5O) mm 
(60)^ (80)0, (60)6, (60)0, (80)8, (6O)(O0) (6O)(06) (50)' (66)(88) 
.(58)^ (66)6, (88)8, (68)0, (66)6, (68)(0e) (88)(08) (56)(50) (68)^ 
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Now, the genotypic variance among the progeny (or family) means for any 
population, say population fl, used in the present study, can be obtained by using the 
algorithm provided on the next section. 
Calculation of Genetic Variances 
The total genetic variance of some population, say Q, used in the present study will 
be obtained as explained by Hallauer and Miranda (1988). For instance, for the case of two 
loci, after the genotypic values (Jj, j = 1 to 9) for each individual Fi genotype, or means of 
progenies (or families) derived from F2 plants, and the population mean (^n) defmed. the 
usual formula for calculating variances can be used as 
HI 
j  
where fj are the frequencies of each F2 genotype. 
After the genotypic values to be used for the calculation of the variance are 
determined as the deviation from the population mean (yy = Yj - Hn), the formula for 
calculating the genotypic variance reduces to 
15] 
j  
Further partition of the total genetic variance into its components can be done based 
on the definitions presented by Cockerham (1963). Considering the genotypic values for the 
case of a single locus with two alleles, let 
0 = (i '2-io)/2,and [6] 
A = (2J',-y2-io)/4. [7] 
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For the special case when all gene frequencies are one half, the components of total 
genetic variance could be defined as (Cockerham, 1963) 
=hL©% and 
ai =A-, 
[8] 
For the case of more than one locus without epistasis is considered, additive and 
dominance variances correspond to the summation of the contribution from each locus. For 
instance, for the case of two loci, 
=T®f+302 =  LT®'-
0-; =a^, +o-;, = +A-J =X^"-
Falconer (1989) derived the partition for the total genetic variance for the case of one 
locus as 
= 2pqa' ,  and [10] 
al=(2pqd) \  [11] 
where a = [a + {q -  p)d] ,  which is defined as the average effect of an allele substitution for 
this locus, and a and d are genotypic values (coded as deviations from the midparent) for one 
homozygote (disregarding the sign) and heterozygote, respectively. For the case of allele 
frequencies of one half (p = ^ = Vi), equations [10] and [11] reduce to 
=Ta* =Ta^ and [12] 
(5l={\d)-. [13] 
The same result for additive genetic variance can be found by defining the additive 
genetic variance as the variance due to linear regression of the genotypic values on gene 
frequencies in individual genotypes (Hallauer and Miranda, 1988). In this case the average 
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effect of an allele substitution (a) can be interpreted as the regression coefficient (slope) 
obtained from the linear regression of the genotypic value of an individual locus on the 
number of alleles of a certain type at that locus (Fisher, 1918, 1941, cited by Falconer, 1989). 
For one locus case (with allele frequencies one-half) and after evaluation of 
expressions [8] and [12], we verify that 0 = a, the average effect of an allele substitution, 
and corresponds to the genotypic value (coded as deviation from the midparent, disregarding 
the sign) of the homozygote. Also, from expressions [8] and [13] we verify that A = dll, 
which corresponds to half of the genotypic value (coded as deviation from the midparent) for 
the heterozygote. 
Based on these results, © and A could be rewritten as 
Therefore, 0 will be defined as the difference between the expected value for the 
homozygous individuals and the midparent value for that locus when averaging for all other 
loci in case more than one locus is being considered; and A will be deHned as half of the 
difference between the expected value for the heterozygote individual and the midparent 
value for that locus when averaging for all other loci in case more than one locus is being 
considered. 
Before Fa-derived populations with one or more than one locus with epistatic effects 
can be considered, we need to redefine 0 and A as 
0 = 4(K,  -y j  = n-^JY,+Y,)  = Y, -MP,and [14] 
A =  i (2K,-n-y„)  =  4«-MP) .  [15] 
0Q 0 = Ya-)  — MPn, and [16] 
An oc A = ^/liYoA - MPn). [17] 
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Or else, 
0a = ke (0 + other terms), and [18] 
An = ks (8 + other terms), [ 19] 
where 'ke' and 'ks' are the coefficients of proportionality relative to an Fi population. These 
coefficients may vary for each Fi-derived population considered. 
Regarding an F2 population as defined in Table 14 and also using expressions [14], 
[15], [18], and [19], we verify that 
0F2 = 0 = 6, and Af2 = A = 6, [20] 
being the coefficients of proportionality ke and kg equal to 1. 
With the definition of these two functions 0n and Aa as in [16], [17], [18] and [19], 
the partition of the total genetic variance can be done for any number of loci in an Fi or any 
Fi-derived population, as long as the mean genotypic values for the genotypes for each locus 
can be defined as the average over all other loci, and the appropriate expressions for 0n and 
An are found. 
Table 17 will be useful for partitioning the variance of Fi-derived population n for 
the case that only two loci are considered. 
Table 17. Table of interaction for the case when two loci are considered. Means 
are provided for the A-locus. 
BB Bb bb A-locus mean 
AA yo-i ya.2 yn.3 yz  = y*[ >0.1+ 2( ya.2) + ynj] 
Aa yn.4 yn.5 yn.6 y\. = '/4[ >0.4+ 2( yuj) + >0.6] 
aa ya.7 yn.8 ya.9 yo. = V4[ ya.7 + 2( yn.8) + yn.9] 
B-locus mean" y.2 y.i y.o 
* Means for the B-locus could be obtained in a similar manner. 
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Considering what was presented previously, a systematic procedure can be used to 
obtain the theoretical description of the genotypic variance of some Fi-derived population Q. 
The algorithm is as follows: 
a) Obtain the mean genotypic value of the progenies (or families) for population derived 
from each F2 genotype; 
b) Obtain the mean of the population being evaluated, say {Iq ; 
c) Obtain the expected genotypic value of the progenies (or families) as a deviation from the 
population mean from step (b). For this step Falconer (1989) emphasizes that in the 
calculation of genetic variances the genotypic values must first be converted to deviations 
from the population mean; and 
d) Find the variance among the corrected expected genotypic values (from step (c)), of the 
progenies (or families), weighted for the Fi genotype frequencies. 
For the case of one locus, we can easily perform the algebra by hand, since each mean 
will be represented by at most three genetic parameters only (depending on the "metric" 
used). For the case of more than one locus the algebra becomes less tractable, especially if 
epistasis is to be considered. In this case the matrix algebra introduced in this dissertation 
will simplify the process of calculation of the genetic variance and its components. 
In order to have a decomposition of the total genetic variance into its different 
components, the following algorithm, in addition to the one presented above, will be useful. 
This algorithm must be performed as many times as the number of loci involved: 
e) Obtain an interaction table showing the mean genotypic values for one locus, averaged 
over all other loci (Table 17); 
f) Obtain the value for the mid-parent (MP) for the locus considered; 
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g) Perform the calculations using equations [16] and [17], and rewrite 0n and Aq as in [18] 
and [19], respectively; and 
h) Obtain the additive and dominance components of genetic variances by using [8], after 
replacing 0 and A by ©n and An, respectively. The epistatic variance components are 
obtained sequentially from the remaining portion of the total genetic variance, after the 
additive and dominance components are removed. First, additive x additive variance 
component is obtained, followed by additive x dominance, dominance x additive, and 
dominance x dominance components, and so forth, depending on how many epistatic 
variance terms are to be considered. In fact, this sequence will follow according to the 
order epistatic terms were included in the model. The process to obtain these epistatic 
components can be better understood by showing how it works in practice. 
A complete derivation for the cases of one locus and for two loci in linkage 
equilibrium with epistasis will be presented in the Results and Discussion chapter. 
Calculation of Genetic Covariances 
Two methods of calculating genetic covariances of relatives can be performed. In 
both cases basic results from mathematical statistics regarding the covariance of any two 
random variables are used (Bain and Engelhardt, 1992). 
The covariance of a pair of random variables X and Y is defined by 
Gov (X ,  Y)  =  £( [X-£(X)] [y -£(y ) ] } ,  
where £(•) denotes mathematical expectation. 
Following this definition, two theorems can be stated without proof: 
Theorem 1: If X and Y are random variables, then 
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Cov(X, Y)  =  E(XY)  -  E(X)E(Y) ,  
and Cov(X, y) = 0 whenever X and Y are independent. 
Theorem 2 : U X  and Y  are random variables with joint probability density 
f u n c t i o n t h e n  
Var(X + y) = Var(X) + Var(y) + 2 Cov(X, 10, 
and Var(X + 10 = Var(X) + Var(iO whenever X and Y are independent. 
For the present study, the random variables X and Y will be represented by the mean 
genotypic values of the two populations (progenies or families of the Fi-derived populations) 
which genetic covariances are to be calculated. Bulmer (1980) comments that the genotypes 
of different individuals (whether in the same generations or not) will not be independent of 
each other if they have a common ancestor in any generation after F|. He stated thai a 
common ancestor in Fi has no effect on independence since all F| individuals are genetically 
identical. Therefore, because the different progenies (or families) were derived from the same 
Ft parents, those progenies (or families) are not independent, and the covariance between 
them can be translated into genetic variance components. 
One method that could be considered uses the result from Theorem 1. In this case, 
the covariance between two populations (say, Qi and ^^2) would be given by 
Cov(n,,Q2) = Wifla) - £(ni)£"(«2). [21] 
This seemed to be the method used by Bradshaw (1983) to determine the covariance 
between half-sib and Si progeny means. This methodology [21] is not appealing from a 
practical perspective because it considers only the mean of the genotypic values for each 
population under consideration and the mean of the product of the mean genotypic values of 
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each population. It does not provide partial information about the variances for each 
population considered. 
The second method that could be used considers the result from Theorem 2, applied 
for the populations Q| and Q21 
Var(fl, + CI2) = Var(i2,) + VarC^:) + 2Cov(Q,,Q2), [22] 
so that 
Cov(Q,,fl2) = '/2 [Var(n, + Q2) - Var(Q,) - VarCQi)]- [23] 
Using this second approach [23] the problem of finding the genetic covariance of 
relatives is reduced to the process of finding variances among mean genotypic values of 
progenies (or families) for each population of interest and for the joint population. This 
approach seems to be more informative in the sense that variances of each population must 
be determined and some useful information can be obtained from this process. 
To determine the covariance of the means of two populations using [23], their 
variances must be determined and also the variance of the hypothetical population formed by 
summing the respective means of each population considered. By using the second approach 
[23], and considering the process of obtaining genetic variances as explained on the previous 
section, the results for any Fi-derived population can be easily obtained. 
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RESULTS AND DISCUSSION 
Genetic Variance Components of an Fj Population 
One Locus Theory 
For the case of one locus in an Fo population, any coding of genotypic values will 
lead to the same expressions for the genetic components of variance, or, the interpretation of 
the genetic variance components in terms of genetic effects is the same regardless the coding 
used. To understand the calculation process, consider the F2 population structure for a single 
locus and two alleles with frequency one-half as presented in Table 14. For convenience 
some information from Table 14 is being reproduced in Table 18. 
Table 18. Genetic structure for an Fo population 
for one locus, say A-locus, with alleles 
A and a, and allele frequency one-half. 
Genotype Frequency Genotypic value" 
AA '/4 Y2 = m +a 
Aa '/2 Y\  =m + d 
aa '/4 Yo = m-a 
Mean m + Vid 
"m corresponds to the average of the homozygous 
individu^s, called midparent (MP). 
Using [6] we have 
0 = (^2 - lo)/2 = ((OT + <j) - (m - a))/2 = (2a)/2 = a, [24] 
which corresponds to (^2 - MP) or - (Jo - MP), [14], and using [7] 
A = (2y, -Y2-  Yq)IA = ((2m -t- 2</) - (m + a) - (m - a))/4 = (2^/4 = dl2 ,  [25] 
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which corresponds to [ \ IHY\  -  MP)], [15], 
Since the Ft population will be considered as the reference population in future 
derivations, it will be important to have the mean of this population as the origin for defining 
the genotypic values. We redefine the genotypic values in Table 18 as deviations from the 
mean of the Ft population. This will give us the values presented in the last column of Table 
14. For convenience, we rewrite part of Table 14 with the new genotypic values and 
corresponding coded values in Table 19. 
Table 19. Genetic structure for an F2 population for one locus, say A-
locus, with alleles A and a, and allele frequency one-half, 
taking the mean of the Fo population as the origin. 
Genotype Frequency Genotypic value" Coded genotypic 
value** 
AA «/4 ¥2 = a-V2d y2 = a - V2 d 
Aa V2 Y I = V2 d yi = V2 d 
aa '4 Yo = -a-V2d yo = -a-  V2 d  
mean 0 
" relative to the Fi population mean; and 
as deviations from the mean of the population being considered. 
Therefore, recalculating expressions [24] and [25] for these new coded genotypic 
values we have: 
0 = (Y2 - Yo)/2 = ia-V2d + a + V2 d) /2  = 2a/2  = a;  and [26] 
A = (2Yi - Yo- Yo)/4 = (d-a  + Y2d + a  + V2d)/4  = 2d/4  = '/2d. [27] 
Because in this case the midparent value (MP) is 
^/2[a-Vid  -  a  — V2d]=i  -  Vid ,  
0 = (Yi. - MP) = a, and A = ['/2(Y2. - MP)] = dl2, so that, for either genotypic values chosen 
the results are the same. 
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Therefore, for an F2 population with one locus we have (using Table 18 and 
expression [4], for j = 0 to 2, and considering Q = F2) the total genetic variance is 
+iy, -(ly, +{^0)' 
= |(m + a) '  +-^(m + d)-  +}(ni-a) '  -{m + \d) '  
= Wid-  =W+{idY =46^+5- =+0-+A^ 
Using genotypic values as defined in Table 19, we should have the same result: 
Vr, =iY,  +iy, +^^0 -(in +T1'. +1^0) '  
=i{a-±dy-+±{idy-^±{-a- \dy ' -o  
= la ' -  -±ad-^±d'  +^d'  ^^ad^j- .d '  
= W+{U)-  =^0-+5- =|0-+A^ 
And in this case we are redefining a = 6, and dH = 5, as used before after renaming 
terms from expression [1] to those in expression [2]. In this case 0 = 6 and A = 5. as reported 
before [20] 
Using deflnitions of the components of variance as in [8] we have that, for one locus, 
with allele frequencies equal one-half, the partition of the total genetic variance for an F2 
population would be given, as expected, by two terms only: 
Additive genetic variance = = -j0"=40", and 
Dominance genetic variance = 0^= A^ = 5*, 
for any coding used. 
Two Loci Theory 
For the case of two loci different coding of genotypic values will lead to different 
expressions, in terms of genetic effects, for the genetic variance components in a population 
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(van der Veen, 1959). On the other hand, some coding can provide an easier interpretation 
for comparisons among genetic variances than others. Therefore, we chose to define the 
genotypic values of the different F2 genotypes as relative to the F2 population mean, similar 
to the definitions used by Hayman and Mather (1955). The coded genotypic values are 
presented in Table 16. 
In Appendix A it is shown, using the methodology presented here, how different the 
expressions would be for each genetic variance component for an F2 population when the 
coding shown in Table 15 (same coding used by Mather and Jinks, 1971) is used. Then, it is 
possible to see how easier is the evaluation of the genetic variance components when the 
coding proposed on this dissertation is chosen. 
To obtain the variance for an F2 population having genotypes coded as shown in 
Table 16 we define a vector 
g = (y^, I21, yiQ, 1^12. i'li. I'lo. I02. loi. loo)'- [28] 
Each element of this vector represents the genotypic value corresponding to 
genotypes AABB, AABb, AAbb, AaBB, AaBb, Aabb, aaBB, aaBb, and aabb, respectively. 
In an F2 population where gene frequency is one half, and under assumption of linkage 
equilibrium, we have 
g = Vb, [29] 
where 
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V = 
1  -1  1  -1  1  - 1  - 1  
1  -1  0  1  0  1  0  
1  -1  - 1  -1  - 1  - 1  1  
0  1  1  -1  0  0  1  
0  1  0  1  0  0  0  
0  1  - 1  -1  0  0  - 1  
- 1  -1  1  -1  - 1  1  - 1  
- 1  -1  0  1  0  - 1  0  
- 1  -1  - 1  -1  1  1  1  
, and [30] 
b = (^, 01, 6i, 02, §2, 00, 08, 50, 68)', as before. This matrix V follows from results shown in 
Table 16, in accordance with the vector b defined in [2]. 
Further, let the expected genotypic frequencies in this F2 population be represented by 
the matrix F as 
F= — 
16 
1 0 0 0 0 0 0 0 0 
0 2 0 0 0 0 0 0 0 
0 0 1 0 0 0 0 0 0 
0 0 0 2 0 0 0 0 0 
0 0 0 0 4 0 0 0 0 
0 0 0 0 0 2 0 0 0 
0 0 0 0 0 0 1 0 0 
0 0 0 0 0 0 0 2 0 
0 0 0 0 0 0 0 0 1 
[31] 
We choose an equivalent form of expression [5] to calculate the genotypic variance. 
After subtracting the population mean (in this case ^f2 = H) from each genotypic value we 
define the vector g* = V*b. In this case V* will correspond to the same matrix V above [30], 
but with the first column replaced by zeros. The total sum of squares, or variance since the 
frequencies add up to 1 (Li, 1976), is given by 
48 
oj =lfijyu =(g*)'F(g*) = b'(Vmv*)b [32] 
and <Tg is the total genetic variance due to the two loci for this Fi population. 
Notice that we could find theoretical expressions for the estimators of the parameters 
in vector b [2]. Because we are using the Fi population as our reference population, the 
parameters will be defined for this base population (Cockerham, 1963). Interestingly, these 
parameters could be also estimated from any other Fi-derived population, provided that all 
assumptions defined for the Fa population are met. Because our main interest is in the 
calculation of genetic variances, and not in the calculation of parameters estimates, no further 
discussion on this matter will be provided in this dissertation. 
If we imagine the numbers showing in each column of the V* matrix as being the 
coefficients of a "contrast" (where each column would refer to each parameter in b), we can 
verify that all of them are orthogonal to each other. In this case, the partition of the total 
genetic variance would give components with no covariance terms in its definition. This 
result can be easily verified by calculating the matrix (V*)'F(V*), that corresponds to 
Therefore, expression [32], the total genetic variance due to two loci for an Fi 
population, can be written as 
0 0 0 0 0 0 0 0 0  
0 X 0 0 0 0 0 0 0  
0 0 1 0 0 0 0 0 0  
0 0 0 ^ 0 0 0 0 0  
0 0 0 0 1 0 0 0 0  
0 0 0 0 0 X 0 0 0  
0 0 0 0 0 0 X  0 0  
0 0 0 0 0 0 0 X 0  
0 0 0 0 0 0 0 0 1  
[33] 
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=30? +5,- +40; +8; +1(60)' +i(05)- +i(80)- +(58)% [34] 
with the different components of the total genetic variance defined by their corresponding 
effects, i.e.. 
= 1 2 1 ' 
<^A2 = 10-2 2' 
^Dl = 8f; 
^ D2 = 85; 
= i(00)': 
oL = 4(08)-; 
^ I A = i(80)^ 
®DD = (88)^ 
A similar partition was used by Cockerham and Zeng (1996) to extend the analysis of 
variance as presented by Comstock and Robinson (1952) to include linkage, two-locus 
epistasis, and the use of F3 parents for further development of an analysis of orthogonal 
contrasts and contrast x environment interaction for a single marker locus to characterize 
effects of quantitative trait loci (QTL). 
Using results [34] and [35] defined before, we represent the partition of the genetic 
variance for an F2 population as 
~ •*" ^D1 ® A2 ®02 •*" ^ AA ^AD ^DA ^DD 
~^A "^^AA "^^AD 
that corresponds to the same partition given by Kempthome (1954, 1957) and Cockerham 
(1954) for a random mating population. 
The results discussed above will be the basis for the interpretation of the components 
of genetic variances for Fi-derived populations to be derived in the following sections. 
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Genetic Variance Components on F2-<lerived Populations 
One Locus Theory 
It was shown that regardless of the coding used for the case when a single locus is 
considered the final interpretation of the total genetic variance and its components would be 
exactly the same. Therefore, to be consistent with the derivations on other references, we will 
consider the coding of the genotypic values as deviations from the mid-parent for that 
specific population. The populations needed on this study are described in section 'F2-
derived populations', in Tables 5,7,9, 11, and 13. 
Table 20 summarizes the structure of testcross populations rii, 112, and <I>i and of the 
usual half-sib population (HS) for the case when only one locus, say locus B, is considered. 
Table 20. Testcross family means derived from each testcross to 
each F2 individual and HS family means using F2 
population as tester. 
F2 frequency n, 02 HS" 
BB «/i a d V2(a + d) '/2(a + d) 
Bb '/2 Vi{a + d) ' /2(d- a)  V2 d  V2(d) 
Bb '4 d 
-  a V2{d — a) V2(d - a) 
mean 1/2(0 + d) V2id- a)  Vid V2d 
" It also corresponds to the simple mean of the testcross populations, 
i.e., (O] + O2 + Oi)/3. 
Finally, Table 21 shows the structure for a mixed population Mo corresponding to 
(HS + Si) .  
Based on expression [4] and the previous information presented in Tables 20 and 21, 
the genetic variances for some F2-derived populations will be derived. 
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Table 21. Genotypic values for HS, Si and corresponding 
mixed population Mo tracking for each F2 
individual plant. 
F2 frequency HS s, Mo" 
BB ' /2(a + d)  a  '/2(3a + d)  
Bb '/2 Viid)  V2{d)  d  
Bb Viid-d)  -a  V2{d-2a)  
Mean Viid)  V<d) y^id)  
'Mo = HS + S,. 
From Table 21 we have that 
= +id'  +iad)+id'  +ia ' -^ad)-±d--
For completeness, 
Vhs =1^" +^1' +i{id-iaf -(idf 
= +id '  +iad}+id'  +i( id '  +ia ' - i^)- id '  
(361 
(371 
and 
= la'+id'+ia'-^d' [38] 
Results shown on expressions [37] and [38] are usually seen in any textbook on 
quantitative genetics; e.g. Falconer (1989). For one locus case and allele frequencies equal 
one-half we could use expressions [12] and [13] to rewrite Vhs and Vsi as 
V^s=i<ylandVs,=al+i(yl .  
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For the case of more than one locus, but no epistasis and inbreeding coefficient for 
the F2 population equals zero, these expressions are still valid (Hallauer and Miranda, 1988). 
Using Table 20 and expression [4] the variances for the testcrosses can also be easily 
derived and are shown below. 
^ni =4^' + + "'"4^" + 
= -^a^ +-jad +-jd^ - \acl  [39] 
Similarly, 
= \d '  +\d '  +7^" -^ad +70" - \d '  -- ja '  •>r\ad [40] 
and 
Va.i=T(T« + i^)'+T(T^)'+T(V-T'^)'-(T^)' 
= +!</- +^ad)^\d-  +j( id-  + ja"-•kad)--^d-
= _lq2_l j2 j_ .2 +±a- -^d-16" 16" ^8" ^16" ^16" 4" 
[41] 
= \a\  
Using the same argument used for the HS and S| populations, or, considering the case 
of one locus and allele frequencies equal one-half, we rewrite the variance of the testcrosses 
using expressions [12] and [13] as 
=i<yA+iOo-Ti; Vnj=l0;+^0^+Ti; andV^, = jc; 
where Tf is being used to represent the interaction between additive and dominance effects for 
that locus. 
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The results above are very interesting and their interpretations are not completely 
straightforward. Another viewpoint will be discussed later, after deriving the same variances 
using the method discussed on this dissertation. 
Also, the following mixed populations (Mi, M2 and m3), as defined on section 'f2-
derived Populations', will be necessary, and will have their variances derived from the 
information in Table 22. 
Table 22. Genotypic values for the mixed populations Mi 
(III + Si), M2 (112 + Si) and M3 (4>i + Si) for the 
case of one locus and two alleles. 
F2 frequency M, M2 M3 
BB '/4 2a d + a •/2(3a + d)  
Bb V2 Via+ d d-Via d 
Bb »/4 d-a - la  Viid -  3a) 
mean V2 a+ y4d Vid-Vz a V*d 
Therefore, 
=i(2a)^ + 
= + +ad + d'^)-k- \{d^- lad +a^)-{ \a-  +}ad +-^d-)  
= a '  +ja^ +•4^" +jad-jad-jad 
= fa ' - t id ' - iad;  
=i(c( + a)^+|(</-ia)=+i(-2<i)= 
= ~{d'^  +2ad +a^)+j{d^ -ad -^ad+\a^)  
= ja^ +ja^+a^-ja^+-^d'+jd '  - -^d^ +\ad-jad + jad 
= la ' -^-^d '+iad- .  
and 
54 
+^S\d-\af  -{ \dY 
= i(|a^ +|aj)+ij^ +W-\cid)-^ ,d '  
= ±a'±d'+y'+±d'+±a'-±d'  
= WHd'-
The variances shown in [36], [37], [38], [39], [40], [41], [42], [43], and [44] refer to the 
total genetic variance for each population considered. Some of these variances were 
partitioned using expressions [12] and [13] in a way that seemed obvious at first sight. To 
make the partition of all these total genetic variances we use the second part of the algorithm 
(steps e to h) presented on this dissertation. Because it is being considered for only one locus, 
we can use Tables 20, 21, and 22 to represent step e of the algorithm. The mid-parent (MP) 
value for each population is given in Table 23. 
Table 23. Mid-parent (MP) expressions for each Fi-derived population, 
considering one locus with two alleles. 
Population (Q) MP = (yn.2 + l'Q.o)/2 
s, (J'si.2 + lsi.o)/2 = (a — a)/2 = 0 
HS (1^115.2 + i'Hs.o)/2 = + d + d — a)/4 = dJ2 
n, (l'ni.2 + l'ni.o)/2 = (a + d)l2 
02 (5^112.2 + J'n2.o)/2 = {d — a)/2 
<1>i 0^01.2 + J'<i>i.o)/2 = {a + d + d — ci)/4 = dl2 
Mo (1mo.2 + 1'mo.o)/2 = (3a + d + d — 3a)/4 = dl2 
Ml (i'mi.a + 1mi.o)/2 = (2a + - a)/2 = (a + d)l2 
M2 (1m2.2 + yM2.o)/2 = {d-¥ a  — 2a)l2 = (d — a) /2  
Ms (1^1*43.2 + 1'm3.o)/2 = (3a + d + d— 3a)/4 = dl2 
Therefore, using expressions [16] and [17], and Tables 20 to 23, for each population we 
have the results shown in Table 24. 
For our reference population (Fi population) we defined a = 9 and d/2 = 5. Therefore, 
we can rewrite 0 and A for each population using expressions [18] and [19]. The results are 
listed in Table 25. 
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Table 24. Results for expressions [16] and [17] for each Fa-derived population, 
considering one locus with two alleles. 
Population (£^) 0n = ln.2 - MPn 1 
s II a <1 
s, a-0 = a y2[ ' /2d-0] = V4d 
HS {a-k-d) l2-dl l  = aJ2 V2[d/2-d/2]=0 
n, a-{a + d)l2 = (a - d)l2 '/2[(a + J)/2-(a + </)/2] = 0 
n2 d-{d-a)l2 = {d-k-a) l2  V2[{d-a)l2-{d-a) l2]  = 0 
4>i {a + d) l2-dl2 = aJ2 V2[dl2-dl2]=Q 
Mo Oa + d)l2-dl2 = lal2 V2{d-dl2]  = dlA 
Ml 2a-{a-¥d)l2 = {3a-d)l2 V2[V2a + d-{a+d)l2]  = d/4 
M2 d + a-{d-  a)/2 = (3a + d)l2 V2[d-V2a-{d-a)l2]  = d/4 
Ms Oa + d)/2-d/2 = 3a/2 V2[d-dl2]  = dlA 
Table 25. Results for expressions [18] and [19] for each Fa-derived population. 
considering one locus with two alleles. 
Population (J2) ©n An 
s, a = 9 V4d=V28 
HS a/2 = '/2 e 0 
n, (a-c/)/2 = '/2(e-25) 0 
Ha (d  + d)/2 = 5+6/2 = ' /2  (6  + 25) 0 
O. a/2 = '/2 0 0 
Mo 3a/2 = 3/2 0 V4d=V2d 
MI (3a-^/)/2 = 3/2 (0-2/35) %d = V2 5 
Ma (3a + d)/2 = 3/2 (0 + 2/35) V4d= «/2 5 
Ms 3a/2 = 3/2 0 V4d=V2b 
Using 0 and A from Table 25 and result [8] for a single locus we can write the total 
genetic variance for each Fa-derived population as: 
=T(e)'+(T8)' 
I'm =ife(e-25)f+o=ii(e^-4e8+48^)=io;, 
VII2 = T&CE+28))'+0=H(E' +488 + 48')= 
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V»0 =t(T9)' +(W =|9' =70^ +i<'o. 
I'm =i[i(e-tS)l-+(i8)'=^[i(e=-fe8+?«01+is-=^0;+ioi.. 
v«: =i[i(9+t«f+(T6)'=f[v(e'+4eS+fS=)]+i8= ={0; +iai„ai.d 
Vm =i(i9)'+(+«)' =He=+i5= =|<J= +iOi,. 
Because our reference population is an F2 population, we need to refer to the 
definition of additive and dominance variances for this population. It was seen that for an F: 
population in equilibrium the additive variance equals V2 6~, and the dominance variance 
equals 6". Considering only the basic Fi-derived populations, it can be observed that 
populations S|, HS, and <I>| will have the same panition (in terms of additive and dominance 
components of variance) as derived before. However, populations Flj and FIt will have their 
partitions interpreted in another way. 
Populations IIi and FT: will contain only the additive portion of variance, represented 
by (ta, and not additive and dominance portion of the total genetic variance as shown before. 
This result is supported by Marques-Sanchez (1992). Working with one-locus model, he 
shows that in any backcross generation all the genetic variance of the Fpbackcross is 
additive. Also, his expression for the additive genetic variance in the F|-backcross is exactly 
the same as the one presented here, when allele frequencies equal one half. 
Also, observe that (ta may not be the same for all other populations where this 
component is present. 
Therefore, for the HS and all testcross populations (111,112 and <l>i) the total genetic 
variance includes only the additive component of variance. For populations HS and Oi it is 
an unbiased estimator of % additive variance of an Fi reference population, but for the other 
two populations it contains a bias relative to dominance and additive x dominance effects. 
The dominance effect (Vi 5') will be interpreted as half of the dominance component of 
variance of the reference population, and the remaining part ('/2 65) can cause an upward or 
downward bias depending on the signs of the individual effects. On the other hand, if means 
of each family of populations Fli and FIj are considered jointly as -^(yni y J = ^ 
n,  where n is the number of families), or, considering the means of pairs of families before 
the calculation of variances, these "dominance" and "interaction effects" will cancel. The 
result is then similar to that for 0| (for the similarity on population structure check Table 20, 
and also check on literature review about Dm in this dissertation). That is the reason both 
populations are considered together as in Comstock and Robinson (1952). Pooni and Jinks 
(1979) show that when non-allelic interactions (or epistasis) are absent, population <I>i or 
populations 111 and 112 considered jointly as explained above would provide unbiased 
estimates of Va the additive genetic variance of the reference F2 population. 
Similar discussions and conclusions for the other populations (Mo to m3) could have 
been drawn, but it will not be discussed at this time. However if one is willing to investigate 
these populations, the procedure seems to be straightforward. 
For the case of a single locus (or more than one locus acting additively) the 
conclusions about the partition of the total genetic variance are relatively easy, but some 
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complications arise when considering a case of more than one locus in the presence of 
epistasis. The next section will deal with the case of two non-linked loci with epistasis. 
Two Loci Theory 
The same populations considered for the case of one locus will have their variances 
derived for the case of two loci. Because the algebra becomes complex when more than one 
locus along with epistasis are considered, the same approach of matrices and vector notations 
used for the F2 population will be used for the derivation of the total genetic variance for all 
the Fi-derived populations. 
We follow the algorithm presented in the section "Calculation of Genetic Variances". 
Only the S| population will have its variance derived in detail in the present section. Results 
for the other f2-derived populations will be indicated, and a complete derivation for the other 
populations will be presented in Appendices B to G. 
From the matrix V defined by [30], consider nine vectors Vj (j = 1 to 9) representing 
the coefficients associated with the basic vector b [2] for each of the nine genotypes expected 
for an F2 population derived from crossing two inbred lines for two loci. Hence, each row of 
this matrix V will correspond to each vector vj'. 
Now, following the algorithm described before for the derivation of the total genetic 
variance we have: 
• Step (a) 
Each progeny on the Si population will be represented by a vector vsi.j (j = 1 to 9) 
that will correspond to a linear combination of those vectors vj associated with the expected 
genotypes of that Si progeny. This linear combination can be obtained from Table 4. As an 
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example, the vector of coefficients for the effects of the Si progeny derived from the F2 
individual AABb will be represented by 
VSI.2 = '/4(Vl) + '/i(V2) + '/4(V3) = (1, 1, -1,0,0,0,0,0,0)'. 
Therefore, the mean genotypic value for this progeny will be 
I'si.a = (vsi.2)'b = |i. + 0| -6, 
Considering all the expected Si progeny means, the following matrix of coefficients 
for the terms on the basic vector can be defined: 
1  - 1  1  - 1  1  - 1  - 1  1  
1  - 1  0  0  0  0  0  0  
1  - 1  - 1  - 1  - 1  - 1  1  1  
0  0  1  - 1  0  0  0  0  
0  0  0  0  0  0  0  0  
0  0  - 1  - 1  0  0  0  0  
- 1  - 1  1  - 1  - 1  1  - 1  1  
- 1  - 1  0  0  0  0  0  0  
- 1  - 1  - 1  - 1  1  1  1  1  
Each row of Si will correspond to the coefficients for the mean genotypic value of the 
progeny derived from selfing each correspondent F2 type plant. 
• Step (b): 
The mean of this Si population (represented by ^si) can be easily obtained by doing 
the vector operation 
|ls 1 = 1/16[Vs I. I+2(Vs 1 ^ )+Vs 1.3+2(vS 1.4)+4(Vs 1.5)+2(Vs 1.6)+vs 1 .7+2(vS 1.8)+Vs 1.9]'b 
= l'FSib 
= (1,0,-0.5,0,-0.5,0,0,0,0.25) b = ^-^5, -^5, 
where 1 is aj x 1 vector with all elements equal 1, and F is as defined in [31]. 
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• Step (c): 
The genotypic values corrected to the mean would be given by subtracting ^sl from 
each row of the matrix Si [45]. The resulting matrix is 
"0 1 ->< 1 -/i I -1 -1 K' 
0 1 ->< 0 >< 0 0 0 -X 
0 1 -/2 -1 ->< -I -1 1 X 
0 0 >< 1 ->< 0 0 0 -X 
0 0 >< 0 >< 0 0 0 -X 
0 0 /z -1 ->< 0 0 0 -X 
0 -1 ->< 1 ~/2 -1 1 -1 X 
0 -1 ->< 0 /2  0 0 0 -X 
0 -1 -y. -1 1 1 1 X. 
Similar to the observation made for the F2 population, if we imagine the numbers 
showing in each column of the above matrix as being the coefficients of a "contrast", we can 
verify that some of those are orthogonal to each other and some are not. The effects for 
which "contrasts" are not orthogonal will be confounded and will apfiear together in the 
formulation of the variances. 
• Step (d): 
Using expression [5] the total genetic variance among S| progeny means can be 
calculated as 
Vsi=b'(S,*)'F(S,*)b 
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0 0 0 0 0 0 0 0 0' 
0 >< 0 0 0 0 -X 0 0 
0 0 X 0 0 0 0 0 ~x  
0 0 0 >< 0 0 0 -X 0  
0 0 0 0 X 0 0 0 ~x  
0 0 0 0 0 X 0 0 0  
0 
-X 0 0 0 0 X 0 0 
0 0 0 
-X 0 0 0 X 0 
0 0 
-X 0 -X 0 0 0 Xb. 
Written in a linear form this gives 
v's. =+e?-te,(e6)+iSf-i5,(88)+40;-te2(8e)+78' [47] 
-|5,(68) + i(00)- +i(08)- +i(50)- +t^(68)\ 
The representation of the sum of squares, or variances since the frequencies add up to 
one (Li, 1976), shown in expression [46] will be called hereafter as the "quadratic form" 
notation of the variances of the population under study (Searle, 1982). This type of 
representation will provide a better interpretation of the results that will follow. 
From matrix Si* it is readily seen that some pairs of "contrasts" (columns 2 and 7, 3 
and 9, 4 and 8, and 5 and 9) are not orthogonal to each other. This non-orthogonality reflects 
on the terms present in the total genetic variance as shown previously in [46] and [47]. As an 
example, consider columns 2 and 7. The matrix of coefficients for the result for the total 
genetic variance (Vsi), and the "basic matrix" defined in [3] indicates that terms like 0i and 
(05) will appear together, somehow, in the expression for the genetic variance, and, 
additionally, this term will be present in the function 0s i. How these components of effects 
will appear together, and, hence, causing bias in the estimation of the corresponding 
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components of variance of an Fi population can be seen after decomposing the total genetic 
variance in its components by using the second part of the algorithm (steps e to h). 
It is interesting to note that for a model with two loci and no epistasis, we would end 
up with a reduced matrix of coefficients. This matrix would correspond to a partition relative 
to the main terms of the first five columns and five rows of the matrix showing the 
coefficients in the expression for Vsi given before [46]. Therefore, no interaction terms 
"additive x dominance effects" for the same locus would appear. This is in agreement with a 
result stated by Hallauer and Miranda (1988). They say that, for one locus when the allele 
frequency is one-half, the interaction term "additive x dominance effects" would not be 
present and, therefore, the "bias" on the estimation of additive genetic variance would be 
zero. 
For the case of epistasis being present it was found that for allele frequency of one-
half, no interaction "additive x dominance effect" on the same locus exists (as expected). But 
there is a bias on the estimation of additive genetic variance caused by epistatic terms and 
interaction between additive effect and epistatic terms. Similarly, a bias is expected for the 
estimation of dominance variance. 
On the other hand, if epistatic effects with dominance in their nomenclature are 
neglected, components of variance for S| progenies could be translated for an F2 population 
(Cockerham, 1963). This result can be seen from the linear expression for Vsi given before 
([47]). If epistatic terms including 5 are removed, we end up with the expression 
Vsi - 2"®r ' 
which is represented in the literature by 
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1/ 2 I 2 2 1 2 , 2 
^SI ^^M{F2) '^ l^DUFD "^^AKFl)  '^^AAiF2) 
— ^  A "^"4 ^AA • 
To find the definition and, consequently, identify the 'bias' for the variance 
components, we continue with the second part of the algorithm. 
• Step e: 
Consider the following in Table 26. 
Table 26. Table of interaction (representing the vectors of coefficients for the 
basic vector b) for Si progeny means. Means are provided for the 
A-locus. 
BB Bb bb mean A-locus 
AA Vsi.l VSI.2 Vsi.3 '/4[ vsi .1 + 2( VS1.2) + vsij] 
Aa VSI.4 VSI.5 VSI.6 '/4[ Vsi .4+ 2( vsi.5) + vsie] 
aa VSI.7 Vsi.8 Vsi.9 '/4[ Vsi .7+ 2( vsi.s) + VS1.9] 
mean B-locus' 
" Means for the B-locus can be obtained in a similar manner. 
It is important to recall that for any Si progeny j (j = 1 to 9) the corresponding 
genotypic value is obtained by performing the following vector operation: 
genotypic value j = Ksij = (Vsi.j)' b, 
where b is defined in [2], and Vsi j, for j = 1 to 9, are shown in matrix Si given before ([45]). 
• Step f: 
The midparent value for A-locus (MPa) is obtained by making: 
MPa = '/2{V4[Vsi.! + 2(Vsi.2) + vsi.3] + */i[Vsi.7+ 2(Vsi.8) + Vsi.9]}'b 
= (l,0,-l,0,-.5,0,0,0,.5)b, that is, 
MPA=^-6,-^8,+|88. 
• Step g: 
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For the A-locus we have that the difference between the homozygous AA progeny 
mean and the midparent is 
(>2. -MPA) = {y*[ vsi.i + 2( vsi.2) + VsijlTb - MPA} 
= (0,l,0,0,0,0,-.5,0,0)b = e, -^05 = 0S1.A. [48] 
The difference between the homozygous aa progeny and the midparent is 
(Jo. - MPA) = {V4[ VS1.7 + 2( vsi.g) + vsi.9]'b - MPA} 
= (0,-1,0,0,0,0,.5,0,0)b = -(0, -408) = -0si.a-
Also, half the difference between the heterozygous Aa progeny and the midparent is 
(y,. - MPA)/2 = m VS1.4+ 2( Vs,.5) + Vs,,6]'b - MPA}/2 
= (0,0,.5,0,0,0,0,0,-.25)b 
= ^5, -158 = 1(6, -458) = As,.a. [49] 
The subscript A at the three measures is being included only because these results 
correspond to locus A. 
From the definitions in [18] and [19] we are able to identify, on expressions [48] and 
[49], ke = 1 and kg = '/2. 
Similar calculations can be performed for the B-locus giving the following results: 
MPB = (l,0,-.5,0,-l,0,0,0,.5)b = H-^5, -5,-K458; 
Y . - M P b =  (0,0,0,l,0,0,0,-.5,0)b = 0, -^80 = 0SI.B; 
r.o - MPB = (0,0,0,-l,0,0,0,.5,0)b = - (0, -150) = -0s, a; and 
(Y, -MPB)/2 = (0,0,0,0,.5,0,0,0,-.25)b= ^8, -±58 = 1(82 -188) =AS,.B. 
• Step h: 
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Using results [48], [49] and expression [9] after replacing 0 by ©si and A by Asi, for 
locus A, we have; 
oil,CM =t©5,.a = t[®i -i(08)]",and 
' /4i(51) 
"ks,, =4.,. =[i(«, 
[50] 
Similarly, for locus B we have: 
^/42(SI) 
2 
^ D 2 ( S \ )  
= = 2(^2 -•7(5e)]^and 
= AkB=fe(82-i85)r. 
[51] 
In order to obtain the epistatic variance components we first remove, from the total 
genetic variance, the portion referring to additive and dominance variances, and then remove 
the epistatic components one by one from the remaining variability. To show how it works, a 
notation will be used where the coefficients of the effects appear in a matrix format, or, using 
the quadratic form notation as in [46]. 
Working with locus A, another way to write the corresponding additive and 
dominance variance components is from the vector notation in expressions [48] and [49], 
respectively. Using these vectors we have the additive variance is given by 
G m = (^2.  - MPa)- = '/2 {b'(0,l,0,0,0,0,-.5,0,0)'(0,l,0,0,0,0,-.5,0,0)b} 
= b' 
0 0 0 0 0 0 0 0 0 
0 K 0 0 0 0 -X 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 
-X 0 0 0 0 X 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
b = b'A1.S1 b, [52] 
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and the dominance variance is given by 
Ofl, = ['/2 (I'L. - MPA)]" = b'(0,0,.5,0,0,0,0,0,-.25)'(0,0,.5,0,0,0,0,0,-.25)b 
= b' 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 X 0 0 0 0 0 -X 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 
-X 0 0 0 0 0 Xe. 
b = b'D i.si [53] 
by 
Similarly, for the locus B, we would have the additive and dominance variances given 
= '/2 (Y. - MPb)- = '/2 {b'(0,0,0,1,0,0,0,-.5,0)'(0,0.0,1,0,0,0,-.5,0)b} 
= b' 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 X 0 0 0 -X 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 
-X 0 0 0 X 0 
0 0 0 0 0 0 0 0 0 
b = b' A2.S1 b, and [54] 
OHZ = [V2 (Ya - MPB)]- = b'(0,0,0,.5,0,C,0.-.25WO A 0 A.S 0.0 0,-.25)b 
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= b' 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 X 0 0 0 -X 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 
-X 0 0 0 Xe. 
b = b' D2.S1 b. [55] 
Therefore, we can combine results [46], [52], [53], [54], and [55] to find the 
remaining variance, that will contain only epistatic terms. This remaining variance, say R, 
will be given by 
R = b'{[(S,*)'F(S,*)] — Ai.si -D L.SL -A: .51 -
"0 0 0 0 0 0 0 0 0" 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
= b' 0 0 0 0 0 0 0 0 0 
0 0 0 0 0 X 0 0 0 
0 0 0 0 0 0 X 0 0 
0 0 0 0 0 0 0 X 0 
0 0 0 0 0 0 0 0 Xa. 
[56] 
For the present case, because there is no terms off principal diagonal, it can be easily 
seen from result [56] that 
'a4(5i) = 1(00)^ 
=im';  
' A D ( S i )  8 
' D M S D  g = y(80)*; and 
[57] 
'od(si) ~ 16 = TV(58)% 
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accounting for all remaining genetic variability. 
For the case of single populations, this result could also be obtained by doing 
2 I A *  \ 2 , 
^AD(S\) ~'2y"s\.A^S\.B) ' 
^m(5i) ; and 
2  / a *  a *  \ 2  
^ D D ( 5 I )  ~ )  '  
where 0^,^ corresponds to a special expression containing only the coefficients and 
definitions for the main effects at the epistatic terms positions, and with zeros elsewhere. For 
instance, 
©SI» = (0,0,0,0,0, l,0,0,0)b = 0,; 
©51 fl = (0,0,0,0,0,0,0, l,0)b = 0,; 
^'si.A = (0,0,0,0,0,0,.5,0,0)b = t5| ; and 
^51 D= (0,0,0,0,0,0,0,0,.5)b = ^6,, 
and the same result follows. 
Therefore, for two loci, the partition of the total variance among S| progeny means 
contains all possible genetic components, or, 
^X(SI) ~^A1(S1) •'"^;42(S1) •'•^DKSI) •'"^02(51) "^^^4(51) "^^ADiSD "^^DAiSU "^^DDISI)-
Considering the total genetic variance above with all components replaced by their 
definitions as shown on results [50], [51], and [57], we have 
= [i(9. -i(e8))=]+[i(ej-i(6e))']+[ix(s, -i(58)f] 
H(8i -i(85))']+i(00)- +1(08)' +i(50)- +iL(58)\ 
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Relative to the Ft reference population we have, 
1 / 2  2  I  2  J  2  2  I  2  5^1 ~^AUF2) '^^A2(F2) "^J^DKFZ) '^J^D2(F2) '^^AA(F2) '^7^AD(F2) 
+ — G'  + — 0 '  
^  4 ^ D A ( F 2 )  ^  1 6 " D D ( r 2 ) '  
or, as usually seen in the literature, for the case of allele frequency equal to one half and 
inbreeding coefficient on parents assumed to be equal zero, 
"^,,51, =<^A +7<^h +WAD [59] 
Unfortunately, for this model with two loci and epistasis, some of the components of 
variance are biased. For instance, the additive genetic variance from S| progenies does not 
provide an unbiased estimate of the additive genetic variance for an F2 population (see result 
[35]). As it can be observed 
~  ^ M l ( S I )  " ^ ^ 4 2 ( 5 1 )  ~  [ i " ( ® 2  " i " ] ~  
= [40f-2(ie,(06))+ii(e8)-]+[ie,:-2(i0,(8e))+ii(50)-l 
loUJ 
= 102+102 _2(10,(e5)) + ii(05)--2(^03(80))+H(50)-
~ ^Al(f2) •*" ^A2(F2)'^  ' 
where this 'bias' can be eliminated by assuming that interactions containing dominance 
effects are negligible, as in Cockerham (1963). 
Similarly, some bias can be seen on the estimation of the dominance variance from Si 
progeny means, unless the same assumptions regarding epistatic terms containing dominance 
effects are made. 
Now, we summarize the results of the total genetic variance for the other populations. 
These variances will be presented in a quadratic form notation, because it seems to be easier 
to make interpretations. Detailed derivations for some populations will be provided in the 
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appendix. First, the results for the basic Fi-derived populations will be shown (Appendices B, 
C, and D). 
For the HS population (Appendix D) we have: 
vhs = b'(HS*)' F HS* b = b' 
0 0 0 0 0 0 0 0 0 
0 X 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 X 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 X* 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
b, [61] 
where HS* is the matrix of coefficients for the genetic effects after correction for the HS 
population mean. 
For the 111 population (Appendix B) we have 
V n i = b '(n,*)'Fn, * b  
= b' 
0 0 0 0 0 0 0 0 0 
0 X -X 0 0 Xe 0 ~x 0 
0 
-X X 0 0 ~x 0 X 0 
0 0 0 X -X Xe -X 0 0 
0 0 0 
-X X -X X 0 0 
0 Xe -X Xs -X "Ka Xe 
0 0 0 
-X X ~X2 Xa Xe ~X 
0 
-X X 0 0 Xe Xe -X 
0 0 0 0 0 Xt -X -X X. 
[62] 
For the 112 population (Appendix C) we have 
Vn2 = b'(n2*)' F n.* b 
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= b' 
0 0 0 0 0 0 0 0 0 
0 X X 0 0 "Xe 0 -X 0 
0 X X 0 0 -X 0 -X 0 
0 0 0 X X "Xe -X 0 0 
0 0 0 X X -X -X 0 0 
0 "Xe ~x -Xe -X X. X2 X2 Xb 
0 0 0 
~x -X X2 X. Xe X 
0 
-X -X 0 0 X2 Xe Xe X 
0 0 0 0 0 Xe X X X. 
[63] 
The expressions [62] and [63] for the FIi and Hi populations, respectively, present the 
same magnitude for the coefficients, but some of those have different signs. That happens 
because of the direction of the effects (positive or negative) assigned for the genotypes of the 
two original inbred lines. In fact, because we do not know the values of the parameters in b, 
the assignment of a direction is completely arbitrary. It has only theoretical purposes, and 
does not affect the interpretation of the results. 
For the case of 4>i population (Appendix D) we have 
Vfl,! = b'(<I>i*)'F <Di* b = b' 
0 0 0 0 0 0 0 0 0 
0 X 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 X 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 x« 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
[64] 
Notice that this expression corresponds exactly to the expression for the HS 
population shown before [61]. This result is expected, since the structures of both 
populations (Tables 6 and 12) are exactly the same. Such a similarity is possible because we 
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have assumptions of linkage equilibrium and non-linked loci for the F| and F2 (or reference) 
populations. If only the reference population is considered to be in equilibrium, this result is 
still expected to be true for the HS population, but not for the 4>i population. Conceptually a 
reference population could be considered in equilibrium by assumption (for the case of F2 
populations) or because it has been submitted to continuous random mating. 
For the mixed F^-derived populations we have the following expressions for the total 
genetic variances. For the Mo population (Appendix G) we have 
VMo = b'(Mo*)'FMo*b 
0 0 0 0  0 0 0 0 0 
0 % 0 0  0 0 -X 0 0 
0 0 X 0  0 0 0 0 ~x 
0 0 0 % 0 0 0 -X 0 
0 0 0 0 X 0 0 0 ~X 
0 0 0 0 0 /64 0 0 0 
0 
-K 0 0 0 0 X 0 0 
0 0 0 
-X 0 0 0 X 0 
0 0 
~ x  0 ~x 0 0 0 Xs. 
For the Mi population (Appendix E) we have 
Vmi =b'(Mi»)'FM,»b 
0 0 0 0 0 0 0 0 0 
0 % -X 0 0 Xe -X ~x 0 
0 
-X X 0 0 ~x X X -X 
0 0 0 9/ /8 -X Xe -X -X 0 
0 0 0 
-X X ~x X X -X 
0 Xe -X X6 -X % -%2 ~%z X6 
0 
-X X -X X ~%2 Xe Xa -X 
0 
-X X -X X ~%2 X6 X6 -X 
0 0 
~x 0 -X X6 ~x -X Xe. 
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For the M2 population (Appendix F) we have 
VM2 = b'(M2*)'FM2*b 
0  0 0 0 0 0 0 0  0  
0 XX 0 0 -X6 -X -X 0 
0  X X  0  0  - X  - X  - X  - X  
0  0  0  X  X -Xf i  -X  -X  0  
=  b 'o  0  0  X  X -X  -X  -X  -X  
0 -Xa -X -X6 -X % X: X: Xe 
0  -X  -X  -X  -X  %2 X6 X6  X  
o ~ X ~ X ~ X — X  % 2  X b  X e  X  
0 0 -X 0 -X Xe X X X6. 
[67] 
And, finally, for M3 population we have the same result as for Mo, or 
VM3 = b'(M3*)'FM3*b 
= b' 
0 
X 
0 
0 
0 
0 
•X 
0 
0 
0 
0 
X 
0 
0 
0 
0 
0 
"X 
0 
0 
0 
X 
0 
0 
0 
•X 
0 
0 
0 
0 
0 
X 
0 
0 
0 
0 
0 
0 % 
0 0 
0 0 
-X 0 
0 
"X 
0 
0 
0 
0 
X 
0 
0 
0 0 
0 0 
0 -X 
•X 0 
0 
0 
0 
X 
0 
-X 
0 
0 
0 
Xe 
[68] 
The partition for these total genetic variances can be found by using the second part 
of the algorithm introduced in this dissertation. In order to simplify information, the fmal 
results will be shown for the partitions for each basic Fi-derived population. A complete 
derivation is presented in the Appendices B, C, and D. 
The partition of the total genetic variance for HS is 
^HS ~  ^ AHHS) "^^AAiHS) ' [69] 
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and each component is found by using the algorithm where 
©HS.A = -I-©!: 
0HS.B = -IQI' 
[70] 
AHS.A ~ 0> Slid 
AHS.B = 0-
Because A is zero, it indicates that there is no dominance portion of the genetic 
variance. It also can be verified by noting that all the elements in the third column and third 
row (and fifth column and fifth row) of the matrix HS* ([D.2]) used to calculate the total 
genetic variance for HS families are equal to zero. 
Therefore, referring to an Fi population we have: 
and these estimators are unbiased. Hallauer and Miranda (1988) and Falconer (1989), among 
others, present the same partition for this type of families when the inbreeding coefficient, F, 
for the Ft population equals zero. 
The derivation of the testcross population FIi is presented in the Appendix B. The 
partition of the total genetic variance for IIi is 
AAlHS) 
[71] 
1/ 2 2 2 
"m ~®/(i(ni) •'"^A2(ni) [72] 
and each component is found by using the algorithm where 
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0n ,.A=i(0,-25 ,+i0e-60); 
0ni.B=i(02-26,+iee-e6); 
[73] 
Ani.A = 0; and 
Ani.B = 0-
Because A is zero, it indicates that there is no dominance portion of the genetic 
variance, which is in agreement with the results presented by Marquez-Sanchez (1992). 
Therefore the partition of the total genetic variance for the 111 population relative to an Fi 
population is similar to that for HS, or, 
O" = 
"/(uni) 4 "a1( f2)'  
®M2(ni) [74] 
2 I 2 
^A4(ni) ~ •i6^^4(A•2)• 
But these estimators are biased, unless dominance effects and epistatic terms 
involving dominance are assumed to be negligible or absent. Also observe that if we expand 
the square on the expression for 0ni.A and 0ni.B to find the additive genetic variance, terms 
relative to dominance variance will appear. Also, the additive genetic variance will be 
inflated by a term involving additive epistatic effects, which corresponds to a portion of the 
additive epistatic variance when squared. 
The partition of the total genetic variance for rii (Appendix C) is very similar to that 
for 111. 
~^Ai(n2) "^®A2(n2) "'"^/4A(n2)' [75] 
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Therefore, 
A2(n2) ~ A^A2(F2)' 
2 1 2 A4{n2) ~ le^AAlFl)-
[76] 
0n2 .A=i (0,+25,-^06-50); 
0n2.B= 1(02+ 25,-^00-05); 
An2.A — Ol 
^n2.B — 0-
_2 —±rf^ 
"/tl(n2) ~ 4 "AUF2)' 
® A 2 ( n 2 )  ' 4 ^ M 2 ( f 2 ) ' [ 7 7 ]  
Discussions similar to the results for 111 population apply for this case. 
The partition of the total genetic variance for Oi (Appendix D) is 
^<i>i +oL(®i)+<jL«..i). where [78] 
©<i>i.a = "2 01; 
©OI.B = "702^ 
[79] 
^i.A = 0; and 
A4K1.B = 0. 
The 4>i population has the same results as the HS population, shown by expression 
[71], or 
=-l-CT' 
"-4101) 4"AI(F2)' 
® A 2 ( i > l )  ~  • 4 ® A 2 ( F 2 ) ' [ ® 0 1  
_2 — .Lrr^ 
"A4(IH) ~ 16 "/M(f2)-
Therefore, the discussion for HS population applies to the 4>i population. The estimates from 
4>i population are unbiased. 
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From the results shown above it can be observed that the variance among families on 
populations 111, II:, and <I>i provide the same partition of the total genetic variance as in the 
half-sib families population (population HS). It was discussed that population <I>i is similar to 
population HS because of the assumptions considered for the development of those families 
and of our reference population. Regarding populations Fit and 112, a little confusion could 
arise because of the interpretation of the components of variance in terms of genetic effects. 
It was shown (refer to results 73 and 76, and also to results [B.6], [B.7], [C.6], and [C.7]) that 
the additive genetic variance would contain dominance and epistatic terms. If we consider 
expanding the squares of expressions 73 and 76, a "false" dominance variance component 
would appear, so that families on these populations would behave like a full-sib family 
population, or else, containing additive and dominance components. As previously noted, 
Marquez-Sanchez (1992) have shown, for one locus, that the total genetic variance in any Fp 
backcross generation is additive and that it contains dominance effects in its deflnition. Also, 
Cheverud and Routman (1995) show how epistasis contributes to genetic variance 
components. They show that the average effects of alleles and additive genetic variance 
contain all additive, dominance and epistasis in their definition, whereas only dominance and 
epistasis contribute to the dominance deviations and variance, and epistasis alone contributes 
to interaction deviations and variance. Results [50], [51], [57], [73], [76], and other results 
shown in the appendix for the mixed populations, are consistent with the conclusions stated 
by Cheverud and Routman (1995). They also concluded that epistasis can make important 
contributions to the additive and dominance variances, only the remainder of its effects 
contributing to the interaction variance. 
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The partition of the total genetic variance for the mixed populations will not be 
presented in the main text of this dissertation because those types of populations are 
theoretically conceptualized in order to find the final results, that is, the covariances among 
relatives. For more information on the derivations refer to Appendices E, F, and G. 
Covariance of Relatives 
Using the results from the last two sections and also part from the Appendices B to G, 
we can obtain the covariance among testcrosses family means and Si progeny means, and 
also for two other situations involving HS families and S| progenies. The first situation is for 
HS families that are obtained with plants F2 being pollinated by the population, as in 
Bradshaw (1983); and the second situation is when HS families are obtained from the means 
of the testcrosses (Pi x F2, P2 x F2, and F| x F2) as in Wolf (1995). The results and discussion 
for each of these covariances will be reported when models with one and two loci are 
considered. In all cases the covariances will be obtained from expression [23]. 
(F2 xPi), (F2 xP2)f Md (F2 xFi) testcrosses xSi 
• One locus case: 
For one locus case we should refer to the results for the total genetic variances 
obtained after using Table 25 and expression [8]. For all cases it can be verified that, with 
reference to an F2 population 
COV(ni,S,) = C0nn2,S,) = C0V(<1>1.S,) +^0-^ -ia\ [81] 
providing the result as expected, if we consider families in III, 112, and 4>i as half-sib families 
and compare with the results from Bradshaw (1983). 
79 
But the problem is that the expressions for the components may not be the same. It 
can be shown, using results from Table 25, that the additive genetic variance components 
from each covariance shown in [81] have different definitions in terms of genetic effects. For 
COV(ni,Si), cTa equals '/2e"-08; for C0V(n2,Si), (Ta equals '/20V08; and for C(9V(<l>|,Si), 
cTa equals VzQr. Therefore, only COV(<I>i,Si) would provide an unbiased estimate for half of 
the additive genetic variance in an Fi population. 
On the other hand, if we consider averaging corresponding families in 111 and 02 
populations, as in Comstock and Robinson (1952), then the term 65 will cancel and we will 
have an unbiased estimate of half of the additive genetic variance in an F2 population. These 
results are consistent with similar results provided by Pooni and Jinks (1979) when non­
allelic interactions are absent. 
• Two loci case: 
Using the results from previous section ([59], [74], [77], and [80]) and from appendix 
([E.15], [F.I5], and [G.I5]), after summing the additive variance for both loci, we have 
cov(n, ,s i )  = co v(n2,s  i )  =  cov(<di ,s , )  =  
ifeoi +0I. +*000)) 
= K+i<»L.. [82) 
giving the result as expected, if consider families in III, 112, and 4>i as half-sib families and 
compare with the results from Bradshaw (1983) and extending it to include the additive x 
additive epistatic component of variance. 
A similar problem as that discussed for the case of one locus also occurs for the case 
of two loci, but now intensified by the presence of epistatic terms. In other words, some 
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components can occur with the same label (CTA or <r AA), but do not have the same definition 
in terms of genetic effects contributing to their magnitudes. In the Appendix H it is shown, 
for the case of two loci, what the bias would be for the additive and additive x additive 
components of variance for the F2-derived populations discussed in this dissertation. 
On the other hand, if our interest is on estimating the quantity 
+101,^!, =i(i9r +i9;)+ii(ee)= (ssj 
using information from COV(ni,Si), COV(n2,Si) or C0V(4>i,Si), the bias in the estimation 
can be obtained easily and is presented in a quadratic form notation. For COV(nt,S|) the bias 
can be obtained after considering results [23], [46], [62], and [66] as 
biascov(ni.si)= -^n, -V'sJ-feef +1^(06)') 
0 0 0 0 0 0 0 0 0 
0 0 
-X 0 0 X6 "Xe ~ x  0 
0 
-X 0 0 0 0 X 0 0 
0 0 0 0 
-X Xe -X "Xe 0 
0 0 0 
-X 0 0 0 X 0 
0 Xe 0 Xe 0 0 "K: "Xi X 
0 "Xe X -X 0 ~K2 0 X 0 
0 
-X 0 "Xe X -K2 X 0 0 
0 0 0 0 0 X 0 0 0 
Similarly, the bias in estimating [83] from COViTlz, Si) can be obtained from results 
[23], [46], [63], and [67] as 
biascwnisi) = -V„, - +^(06)=) 
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0 0 0 0 0 0 0 0 0 
0 0 X 0 0 "Xs "Xe -X 0 
0 X 0 0 0 0 -X 0 0 
0 0 0 0 X "Xs ~x "Xe 0 
0 0 0 X 0 0 0 -X 0 
0 "Xa 0 "Xe 0 0 X2 K2 X 
0 
~x -X 0 K2 0 X 0 
0 
-X 0 -X K2 X 0 0 
0 0 0 0 0 X 0 0 0 
It can be verified from [84] and [85] that the bias contains essentially the same terms, 
but some with opposite signs. 
Finally, the bias on estimating [83] from C0V(4>i, Si) can be obtained from results 
[23], [46], [64], and [68] as 
biascov(a.i.s.)= -V„)-(i0f +10; +^(66)-)= 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 "Xs 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 "Xe 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 "Xe 0 0 0 0 0 0 0 
0 0 0 
- K  0 0 0 0 0 
0 0 0 0  0 0 0 0 0 
Because population 4>i would provide unbiased estimates of the additive and additive 
X additive components of variance for an F2 reference population, (check result [64]) the bias 
in [86] is associated with the bias coming from the Si population. 
However, if epistatic terms are not important because they are negligible, or because 
their effects cancel out when summation over all loci affecting the trait is considered, we 
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return for the case of one locus theory. In this case there is no bias for COV(<I>,Si), but for 
COV(ni,Si) and C0V(n2,Si) it would remain a possible bias caused by additive and 
dominance interaction in each locus, as shown for the case of one locus at the beginning of 
this section. 
Si xHS (population as tester) 
In this case we consider the half-sib families as in Bradshaw (1983), or, when the 
selected F2 plants are pollinated with pollen coming at random from the F2 population. 
• One locus case: 
For one locus case we should refer to the results for the total genetic variances 
obtained after using Table 25 and expression [8]. We have: 
COV(HS.S,)= ifeoi +io- -O- -iOi) = +0;. [87] 
In this case because population HS is made of half-sib families the result agrees with 
that from Bradshaw (1983). 
It is easy to verify that this covariance estimates Vi (Taifd = '/j (Vi 0"). Therefore, for 
one locus, this covariance would provide an unbiased estimate of half the additive genetic 
variance in an F2 reference population. 
• Two loci case: 
It was shown before that the HS population has the same structure (see Tables 6 and 
12) and, consequently, produces the same results as that for the 4>i population. Therefore, the 
same results found for Oi population would apply for the HS population. In this case, 
COV(HS, Si) = . [88] 
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If epistasis involving dominance effects is important, using COV(HS, Sj) to estimate 
for an Ft reference population would provide the following bias: 
biascov(Hs.si) = b' 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 "Xs 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 "Xe 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
0 0 0 "Xe 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
[89] 
This result follows from [G.3], [D.3], and [46], after applying [23]. 
Si xHSt (Pj, 1*2 and F] as testers) 
HSt corresponds to the population of half-sib families obtained by averaging over the 
three testcross populations (Wolf, 1995). For this case we consider the following result to 
fmd the co variance: 
COV(HS„ S,) = COVT(n, + 02 + <J>i)/3, Si] 
= l/3[C0V(n,, S,) + COViUz, S2) + COVi<S>u SI)]. [90] 
• One locus case: 
For one locus case we should refer to the results for the covariances obtained in [81]. 
Replacing the corresponding term from [81] in [90] it is easy to verify that: 
COV(HS„S,) = W,, [91] 
which agrees with [87]. 
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O *7 
It is also easy to verify that this covariance estimate V2 (Taifd = ('/2 0"). Therefore, 
for one locus, this covariance would provide an unbiased estimate of half the additive genetic 
variance in an F2 reference population. 
• Two loci case: 
It is easy to verify, from [82], that 
COV(HS,, S,) = la; .  [92]  
If epistasis involving dominance effects is important, we can use [46], [62], [63], 
[64], [66], [67], and [68], after applying [23], to verify the bias arising from using [90] to 
estimate +-40^4 for an F2 reference population ([83]). Results [84], [85], and [86] could 
biascov(HSt,si) = b' 
e the final bias as 
"0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 
-Xa -Kz 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 
-X2 -Xe 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 X2 
0 ~ Xi 0 -X2 0 0 0 X2 0 
0 
~ Kz 0 "Xe 0 0 Xi 0 0 
0 0 0 0 0 X, 0 0 0 
[93] 
Comparing [89] and [93], it can be observed that the use of HS, would possibly 
provide an extra bias corresponding to 
-i0,(50)-i02(O5)+i(ee)(68)+i(e6)(5e). [94] 
Depending on the direction of the effects for each locus, expression [94] can be either 
positive, negative, or zero. On the other hand, it can happen that epistatic components 
including dominance effects are assumed to be negligible, or have their effects canceling out 
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when summation over all loci affecting the trait is considered. In this case we will have a 
similar situation as for the case of one locus analysis. No bias will be present for any of the 
basic populations considered before, provided populations Fli and 112 are combined as in 
Comstock and Robinson (1952). Also, both types of half-sib populations (HS and HSt) will 
provide unbiased estimates for ^ ^ 2 reference population. Therefore, [83] 
could be estimated from either [88] or [90]. 
However, it has been reported in the literature that epistatic effects are important for 
specific combinations of inbred lines (Jinks, 1955; Bauman, 1959; Gorsline, 1961; Sprague 
et al. 1962; Gamble, 1962a, b; Darrah and Hallauer, 1972; Lamkey et al., 1995; Wolf and 
Hallauer, 1997). Therefore, if epistatic terms including dominance effects, mainly, cannot be 
assumed to be negligible or because there is some evidence indicating they contribute 
significantly for the trait under consideration, it could be risky to rely on estimates of 
components of variance from this kind of experiment. If this is the case and if there is no 
other option, it would be reconmiended to try the estimation of [83] from CC>V(HS,Si) as in 
[88] rather than from COV(HSt,Si) as in [90], because the bias would be expected to be 
smaller. 
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CONCLUSIONS 
Summary 
Mating designs are useful to estimate genetic variability of some population. 
Depending on the complexity and combination of mating designs used components of the 
total genetic variation can be estimated (Dudley and Moll, 1969). Using the Design III 
(Comstock and Robinson, 1952), Triple Testcross (Kearsey and Jinks, 1968), S| progenies, 
and information from the Analysis of Covariance of Si and Half-sib (HS) family means. 
Wolf (1995) attempted to check for the significance of epistatic effects (also. Wolf and 
Hallauer, 1997) and the importance of epistatic variances compared with the additive and 
dominance variances of an F2 reference population developed from the cross of two maize 
{Zea mays L.) inbred lines: B73 and Mo 17. 
The main objective of this study was to verify if Wolf (1995) could have applied the 
results from Bradshaw (1983) for his study. For the case of a model that included digenic 
epistatic variances it was considered COV(half-sib,Si) = with the half-sib 
families (represented by HSt) obtained as the average of the three testcross families (F2 x Pi, 
Ft X Pi and F2 x Fi) used by Wolf (1995), instead of half-sib families (represented by HS) 
obtained by using the population as tester (as in Bradshaw, 1983). 
Using an approach based on some results presented by Cockerham (1963) and 
Hayman and Mather (1955), and under the assumption of linkage equilibrium and absence of 
linkage, but allowing for epistasis, we verified that in both cases COV(half-sib,Si) = 
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+"4 is valid, but the theoretical expressions of those covariances in terms of genetic 
effects for the case of two loci include terms that could be considered as sources of bias when 
referring to an Ft population. The approach used also allows for the decomposition of the 
genetic covariance between two populations into three parts. One part referring to the genetic 
variance among families in a population formed by sununing the families from both 
populations considered, and the other two parts referring to the genetic variances for each 
corresponding population. From this decomposition it was verified that the variance for any 
of the three testcross families populations (ITi s F2 x Pi, rii s F: x P2, and Oi s F2 x Fi) 
would be comparable to a variance for a half-sib family consisting of only additive and 
additive x additive components of variance, that is, V(») = +16 • However, 
dominance effects in addition to epistatic effects are contained in the theoretical expression 
of for the testcross populations Fti and rii. Only epistatic effects involving dominance 
contribute to the bias of the additive x additive component. On the other hand, because of the 
assumptions considered above, populations <I>| and half-sibs (HS) were shown to contribute 
identically and unbiasedly for and . 
Regarding to the covariances of the S] progenies with the two types of half-sib 
families described above (HS and HS|) two main conclusions were obtained. First, if epistatic 
terms involving dominance effects are disregarded (by assumption, or because they are either 
not significant, or negligible) the bias is eliminated. Second, if those epistatic effects are 
important, the practical conclusion would be that the use of HS (when using the population as 
tester, as in Bradshaw, 1983) would be preferred rather than the use of HSt (when using the 
average of the three testcrosses, as in Wolf, 1995). 
88 
Recommendations 
For this kind of experiment where conclusions are to be made for the population 
formed by the crossing of two specific inbred lines, and not for the case these inbred lines are 
considered as a random sample of some base population, the combination of DID design, 
triple testcross design. Si families, and COV(half-sibs,Si) are useful to identify the 
importance of epistatic effects and even the magnitude of some components of variance for 
the reference population. However, once some epistatic effects are identified to be important, 
it should be clear that estimates of variance components for the F2 reference population could 
not be unbiased and, therefore, interpretation of the values obtained from the usual analysis 
and its significance should be done carefully. If epistatic effects are found to be significant, a 
possible bias on the estimation of the variance components from S| progenies would be 
inevitable, but in some cases it could be negligible. The use of COV(half-sib,Si) to estimate 
components of variance would accumulate less potential bias if the half-sibs families were 
obtained by considering the original F2 population as tester instead of considering half-sib 
families from the average of the testcross populations FIi s F2 x Pi, = Fi x P2, and <I)i = 
Ft X Fi. It would be recommended that, if possible, all these different types of families were 
included on this kind of experiment. Doing so, after some preliminary analysis, the 
appropriate half-sib family could be chosen and a more informative and reliable analysis of 
the properties uf the reference population could be performed. 
Future Research 
Some fiiture research could be performed to verify the possibility of estimating at 
least some of the genetic effects of the reference population or the bias in the estimation of its 
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genetic variance components from all types of families discussed in this dissertation. It seems 
that generation mean analysis (along with the results presented in this study) could be used as 
an attempt to estimate (at least approximately) the magnitude of this bias. Also the use of the 
comparison of the variance among HS family means (when using the population as tester) 
and the variance among the testcross F2 x F| family means (III population), after different 
generations of random mating could provide an assessment of linkage disequilibrium in the 
population under study. The suggestions for research presented above should be better 
investigated theoretically and later be verified empirically. 
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APPENDIX A 
DEFINITION OF THE VARIANCE COMPONENTS FOR THE F. 
POPULATION WITH STRUCTURE AND GENOTYPIC VALUES AS 
SHOWN IN TABLE 15 
To obtain the variance of an F: population having genotypes coded as in Mather and 
Jinks (1971) and presented in Table IS, we define: 
g = (^ ^22. 1^21. 1^20. 1^12. I'll. ^ 10. io2. I'd!. I'oo)'- [A.l] 
Expression [A.l] represents a vector of genotypic values corresponding to genotypes 
AABB, AABb, AAbb, AaBB, AaBb, Aabb, aaBB, aaBb, and aabb, respectively. In an Fi 
population where gene frequency is one half, using the assumption of linkage equilibrium, 
we have 
g = Mh,  [A.2] 
where 
1 0 1 0 1 0 0 0 
1 0 0 1 0 1 0 0 
1 0 -1 0 -1 0 0 0 
0 1 1 0 0 0 1 0 
0 1 0 1 0 0 0 1 
0 1 -1 0 0 0 -1 0 
-1 0 1 0 -1 0 0 0 
-1 0 0 1 0 -1 0 0 
-1 0 -1 0 1 0 0 0 
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h = (|j., a\, du 02, dn, aa, ad, da, dd)', as represented in Table 15. This matrix M follows from 
results shown in Table 15, in accordance with the vector h ('basic vector') defined in the 
same table. 
Further, let the expected genotypic frequencies in this Fi population be represented by 
the matrix F as in [31], that is. 
1 0 0 0 0 0 0 0 0 
0 2 0 0 0 0 0 0 0 
0 0 1 0 0 0 0 0 0 
0 0 0 2 0 0 0 0 0 
0 0 0 0 4 0 0 0 0 
0 0 0 0 0 2 0 0 0 
0 0 0 0 0 0 1 0 0 
0 0 0 0 0 0 0 2 0 
0 0 0 0 0 0 0 0 1 
Now, after subtracting the population mean 
|If2 — Yi'^Vidx •¥V2d2'^V* dd = (1,0,.5,0,.5,0,0,.25) h 
from each genotypic value (which coefficients are shown in the rows of M [A.3]), we make 
the matrix that will correspond to the matrix of coefficients for the genotypic values 
corrected for the population mean, that is 
0 1 - /2 1 -/z 1 0 0 
0 1 - /z 0 y. 0 1 0 
-X 
0 1 - /l -1 -/l -1 0 0 -X 
0 0 /z 1 ->< 0 0 1 
-X 
0 0 /z 0 y. 0 0 0 X 
0 0 /z -1 -yz 0 0 -1 
-X 
0 -1 - /z 1 -yz -1 0 0 
-X 
0 -1 - /z 0 y 0 -1 0 
-X 
0 -1 - /z -1 -y 1 0 0 
-X. 
The total sum of squares, or variance since the frequencies add up to 1 (Li, 1976), is 
given by 
= g'fg = h'(M*)'F(M*)h [A.6] 
'.y 
and (Tg is the total genetic variance due to the two loci in this population. 
It can be easily verified that the matrix (M*)'F(M*) corresponds to 
0 0 0 0 0 0 0 0 0 
0 >< 0 0 0 0 X 0 0 
0 0 X 0 0 0 0 0 X 
0 0 0 >< 0 0 0 X 0 
0 0 0 0 X 0 0 0 X 
0 0 0 0 0 X 0 0 0 
0 X 0 0 0 0 X 0 0 
0 0 0 /a 0 0 0 X 0 
0 0 X 0 X 0 0 0 
Using the second part of the algorithm presented in this dissertation, it can be shown 
that the partition of the total genetic variance for the F2 population will be the same as that 
given by Kempthome (1954, 1957) and Cockerham (1954) for a random mating population, 
that is, 
~ ^ At ® DI •*" ^A2 "*• ^ D2 •*" ^ AA ^AD ^DA ^DD 
= + Cp + + Cqq , 
but the definition of each term may differ from those defined before in [35]. 
Considering the genotypic values as defined above we have, after using [14] and [15]: 
(Yz. - MPA) = (ad) = ©F2.A; 
(Y,. - MPA)/2 = [di + '/2 (dd)] = AFS-A, 
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for the A locus. Similarly, for the B locus we have: 
(KI — MPb) = + VI (da) = 0f2.bi 
(K, - MPB)/2 = Vz [d2 + VI (dd)] = AF2.B. 
Using [9] we have: 
= '/2 [ai + V2 (ad)]-; 
a;, = V2 [a2 + V2 (da)]-; 
[A.8] 
CTqi = '/4 [d\ + V2 (dd)]-; and 
Od2 = [^2 + Vi (dd)]\ 
After the additive and dominance portions of the total genetic variance are removed, 
the remaining part will correspond to the epistatic components for this Ft population. It can 
be seen, by inspection of [A.7] that these epistatic components will be defmed as 
= i(aa)-'^ 
<^\D=Had)-
[A.9] 
= i(da)' 
It is important to notice that the expression for the total genetic variance obtained in 
[A.6] and the corresponding partition shown in [A.8] and [A.9] are exactly the same as that 
presented in Mather and Jinks (1971), as a matter or course. 
Now we compare the definitions of the genetic components obtained above ([A.8] 
and [A.9]) against the definitions obtained for the genotypic values coding used in this 
dissertation, and represented by result [35] using an alternative notation. The appropriate 
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comparisons can be done after rewriting [A,8], [A.9], and [35] in the same notation using [1] 
and [2] as a guide. It can be seen that only the epistatic terms will be defined identically. The 
additive and dominance components will be defined differently, what might cause some 
confusion when making reference to some other Fi-derived population. 
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APPENDIX B 
DERIVATION OF THE TOTAL GENETIC VARIANCE AND ITS 
COMPONENTS OF VARIANCE FOR THE TESTCROSS 
POPULATION n. 
Following the algorithm described in this dissenation for the derivation of the total 
genetic variance we have: 
• Step (a) 
Each progeny on the Fli population will be represented by a vector vni.j 0 = 1 to 9) 
that will correspond to a linear combination of those vectors Vj associated with the expected 
genotypes of that Hi progeny. This linear combination can be obtained from Table 8. 
Considering all the expected rii family means, the following matrix of coefficients 
for the terms on the basic vector b [2] can be defined: 
1  1  - 1  1  - 1  1  - 1  - 1  1  
1  1  - 1  >< 0  /2 0  ->< 0  
1  1  - 1  0  1  0  1  0  - 1  
1  A 0  1  - 1  X  0  0  
1  /z 0  0  X  0  0  0  
1  /i 0  0  1  0  /2 0  0  
1  0  1  1  - 1  0  0  1  - 1  
1  0  1  /z 0  0  0  >< 0  
1  0  1  0  1  0  0  0  1  
• Step (b): 
The mean of this IIi population (represented by ^ni) is given by 
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^ini = l/16[vni.i+2(vni.2)+vni.3+2(vni.4)+4(vnij)+2(vni.6)+vni.7+2(vni.8)+vni.9]'b 
= 1' F Hib = (1,.5,0,.5,0,-25,0,0,0) b=^+^ 6, + ^ 02+160, 
where 1 is a j x 1 vector with all elements equal 1, and F is as defmed in [31]. 
• Step (c): 
The genotypic values corrected to the mean would be given by subtracting ^ni from 
each row of the matrix FIi [B.l]. The resulting matrix is 
n,* = 
>< -1 
/2 -1 
>< -1 
0 0 
0 
0 
->< 
->< 
-/l 
0 
0 
1 
1 
1 
>< -1 
0 0 
1 -
X. -1 
0 0 
->< 1 -
><  - 1  -
0  0 -
1 -
X 
X 
X 
X 
0 
X 
X 
X 
X 
- 1  
0 
1 
-X 
0 
X 
0 
0 
0 
- 1  
-X 
0  - 1  
0 0 
0 
0 
1  - 1  
X 0 
0 1 
[B.2] 
• Step (d): 
Using expression [5] the total genetic variance among FIi family means can be 
calculated as 
Vni=b'(n,*)'F(n,*)b 
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0 0 0 0 0 0 0 0 0 
0 X -X 0 0 Xa 0 ~x 0 
0 
-X X 0 0 ~X 0 X 0 
0 0 0 X -X Xe ~X 0 0 
0 0 0 
-X X ~X X 0 0 
0 Xe ~x Xe -X -X: • -X: Xe 
0 0 0 
-X X -X: Xe Xe -X 
0 
-X X 0 0 "X: Xe Xe -X 
0 0 0 0 0 Xs -X ~X X. 
The partition of this total genetic variance can be found by using the second part of 
the algorithm introduced in this dissertation: 
• Step e: 
Consider the following in Table Bl. 
Table B1. Table of interaction (representing the vectors of coefficients for 
the basic vector b) for FIi family means. Means are provided for 
the A-locus. 
BB Bb bb mean A-locus 
AA vni.i vni.2 vni.3 vni.i + 2( vni.2) + vnij] 
Aa vni.4 vni.5 vni.6 v4[ vni.4 + 2( vni s) + vpi.e] 
aa vni.7 vni.8 vni.9 'm vni.7 + 2( vni.g) + vni.9] 
mean B-locus" 
" Means for the B-locus can be obtained in a similar manner. 
It is important to recall that for any III family j (j = I to 9) the corresponding 
genotypic value is obtained by performing the following vector operation; 
genotypic value j = rni.j = (vnij)' b, 
where b is defined in [2], and vni j, for j = 1 to 9, are shown in matrix rii given before 
([B.l]). 
• Step f: 
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The midparent value for A-locus (MPa) is obtained by making: 
MPa = '/2{V4[vni.i + 2(vni.2) + vnij] + '/4[vni.7+ 2(vni.8) + vni.9]}'b 
= (l,.5,0,.5,0,.25,0,0,0)b, that is, 
MPa= H+ie,+402+7e0-
• Step g: 
For the A-locus we have that the difference between the homozygous A A family 
mean and the midparent is 
(J2. - MPa) = {'•^[ vni.i + 2( vni.2) + vni.3]'b - MPa} 
= (0,.5,-l,0,0,.25,0,-.5,0)b = ^(0, -28, +^80-80) = ©ni.A- [B.4] 
The difference between the homozygous aa family mean and the midparent is 
(Ko. - MPA) = {'/i[ Vni.7 + 2( Vni.g) + vni.gl'B - MPA} 
= - (0,-5,-1,0,0,-25,0,-.5,0)b = -1(0, -28, +^00-80) = - ©ni.A-
Also, half the difference between the heterozygous Aa family mean and the 
midparent is 
(Y,. - MPA)/2 = m vni.4 + 2( vnij) + vni.el'b - MPA}/2 
= (0,0,0,0,0.0,0,0,0)b = AniA. [B.5] 
Where the subscript A on the three measures is being included only to inform that 
these results correspond to locus A. 
From the definitions in [18] and [19] we are able to identify, on expressions [B.4] and 
[B.5], ke = '/2 and k$ = 0. 
Similar calculations can be performed for the B-locus giving the following results: 
MPB = (L,.5,0,.5,0,.25,0,0,0)b = H+^0, +^0^ +|00; 
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Y.-MPs = (0,0,0,-5,-1,.25,-.5,0,0)b = |(0, -25, +100-65) = ©nis; 
y.o - MPb = - (0,0,0,.5,-1,.25,-.5,0,0)b = -^(0,-25, +^00-05) = - ©ni.b: and 
(F, - MPB)/2 = (0,0,0,0,0,0,0,0,0)b = Ani e-
• Step h: 
Using results [B.4], [B.5] and expression [9] after replacing 0 by 0ni and A by Am, 
for locus A, we have: 
"Lm, =iem,A -2S, +iee-5ef .and 
2 _ 2 _ ' J 
*^Di(ni) ~ ^ ni.A ~ 
Similarly, for locus B we have: 
^/«2(ni) a ~i'['2(®2 "25, +t00~05)] , and 
2 2 ^ 
^£>2(ni) ~ ^ni.B ~ 
If it is necessary to make reference to an F2 population we must rewrite for each locus 
the corresponding expression showing in brackets, in [B.6] and [B.7], in such a way that the 
term 0j (j = 1, 2) will have coefficient 1. Consequently, we end up with an expression for the 
additive variance for locus A, for instance, as 
= 4  [-2(61 -25, +400-60)^] = *:e*['/2(0,- + other terms)]. 
In order to obtain the epistatic variance components we first remove, from the total 
genetic variance, the portion referring to additive and dominance variances, and then remove 
the epistatic components one by one from the remaining variability. We will use the notation 
where the coefficients of the effects appear in a matrix format, that is, using the quadratic 
form notation as in [46]. 
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Working with locus A, another way to write the corresponding additive and 
dominance variance components is from the vector notation in expressions [B.4] and [B.S], 
respectively. Using these vectors we see that the additive variance is given by 
a;, = '/2 {Y2. - MPa)- = '/2 {b'(0,.5,-l,0,0,.25,0,-.5,0)' (0,.5,-l,0,0,.25,0,-.5,0)b} 
0 0 0 0 0 0 0 0 0 
0 X -X 0 0 Xa 0 -X 0 
0 
-X X 0 0 -X 0 X 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 Xe -X 0 0 X2 0 "Xe 0 
0 0 0 0 0 0 0 0 0 
0 
-X X 0 0 "Xs 0 X 0 
0 0 0 0 0 0 0 0 0 
and the dominance variance is given by 
Oo, = ['/2 (K,. - MPA)]- = b'(0,0,0,0,0,0,0,0,0)'(0,0,0,0,0,0,0,0,0)b 
= b'D,.nib = 0, [B.9] 
and Di.ni is a null matrix of order 9x9. 
Similarly, for locus B, the additive and dominance variances are given, respectively, 
by 
= '/2 (^2 - MPb)" = '/2 {b'(0,0,0,.5,-l,.25,-.5,0,0)' (0,0,0,.5,-l,.25,-.5,0,0)b} 
101 
= b '  
0  0  0  0  0  0  0  0  0  
0  0  0  0  0  0  0  0  0  
0  0  0  0  0  0  0  0  0  
0  0  0  X -X Xe -X 0  0  
0  0  0  
-X }< ~ x  X 0  0  
0  0  0  Xe -X X2 "Xe 0  0  
0  0  0  
-X X "Xe X 0  0  
0  0  0  0  0  0  0  0  0  
0  0  0  0  0  0  0  0  0  
b = b '  Aim b,  and [B.IO] 
0^ 2  =  [ V 2  ( Y i -  MPB)]- = b'(0,0,0,0,0,0,0,0)'(0,0,0,0,0,0,0,0,0)b  
=  b 'D2.nib = 0, [B.ll] 
and Din I is a null matrix of order 9x9. 
Therefore, we can combine expressions [B.3], [B.8], [B.9], [B.IO], and [B.l 1] to find 
the remaining variance, that will contain only epistatic terms. This remaining variance, say 
R, will be given by 
R = b '{[(ni*)' F (111*)] - Ai.ni -Di.ni - Ami -D2.nl }b 
=b '  
0  0  0  0  0  0  0 0  0  
0  0  0  0  0  0  0 0  0  
0  0  0  0  0  0  0 0  0  
0  0  0  0  0  0  0 0  0  
0  0  0  0  0  0  0 0  0  
0  0  0  0  0  X. -X2 "Xz Xe 
0  0  0  0  0  
~X2 X6 Xe -X 
0  0  0  0  0  
-X: Xe Xe ~ x  
0  0  0  0  0  Xs -X -X X. 
[B.12] 
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In order to find the epistatic components of variance, we start with the additive x 
additive component. Recall that with reference to an F2 population, = 7(06)" = (t00)" . 
Therefore, we attempt to write the additive x additive epistatic component of variance in 
vector notation in such a way that after removing this component from the remainder matrix 
R [B.12] we would produce another matrix similar to matrix R, say R|, but with rows and 
columns where the 00 effects appear (6"' column and 6"' row of matrix R; see [3]) replaced 
by zeros. In order to make reference to an F2 population, the vector must be written in such a 
way that at the position referring to effect (00) we should have the coefficient '/2. Under the 
above considerations we can make the following expression to represent the additive x 
additive component of variance: 
=- i^b'(0,0,0,0,0,f-l,-l,2)'(0,0,0,0,0,f-l,-l,2)b. 
Therefore, 
tr —K' 
^A4(ni) 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 "X: "Xa Xa 
0 0 0 0 0 
~<K2 Xb Xe -X 
0 0 0 0 0 
-X2 Xs Xe -X 
0 0 0 0 0 Xe -X -X X. 
b = b'(AAni)b. [B.13] 
For the case of single F^-derived populations (like on this 111 population), this result 
could also be obtained by mimicking the corresponding equation of this component for the F2 
population: 
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®A4(ni) ' 
where ©n,^ and ©J,,^ correspond to special expressions containing only the coefficients 
and definitions for the main effects at the epistatic terms positions, and with zeros elsewhere. 
For instance, 
©•n, ^ = (0,0,0,0,0,.5,-I,0,0)b*= ^(0, -26,), and 
©n, g = (0,0,0,0,0,0,0,.5,-l)b* = ^(0, - 26,), 
where b* is defined accordingly, or else, b* = (0,0,0,0,0,01,61,01,62). When making the 
product of those two special expressions, the subscript must be dropped, but the positions of 
the effects maintained. Again, to make reference to an F2 population we must rewrite the 
resulting expression in parenthesis in such way that the term 00 will have coefficient '/i, so 
that, after the square takes effect we end up with ['/4 (00)" + other terms]. 
Removing this component from R ([B.12]) we end up with a null matrix, indicating 
that the partition is over. There is no other epistatic terms remaining. 
Therefore, the partition of the total genetic variance for the 111 population is 
~ ^Muni) •'"*^^2(ni) • [B.14] 
Relative to the reference population we have, 
^ni ~ •'"•4^/12(^2) 2) • [B.15] 
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APPENDIX C 
DERIVATION OF TOTAL GENETIC VARIANCE AND ITS 
COMPONENTS OF VARIANCE FOR THE TESTCROSS 
POPULATION 02 
Following the algorithm described on this dissertation for the derivation of the total 
genetic variance we have: 
• Step (a) 
Each progeny on the IIt population will be represented by a vector Vn2.j (j = 1 to 9) 
that will correspond to a linear combination of those vectors vj associated with the expected 
genotypes of that 112 progeny. This linear combination can be obtained from Table 10. 
Considering all the expected 112 family means, the following matrix of coefficients 
for the terms on the basic vector can be defined: 
0  1  0  1  0  0  0  1  
0  1  
-/z 0  0  0  -/z 0  
0  1  - 1  -1  0  0  -1  -1  
->< 0  0  1  0  
-/z 0  0  
0  
-/z 0  X  0  0  0  
-/z 0  -1  -1  /z X 0  0  
-1  -1  0  1  0  -1  0  -1  
-1  -1  
-/z 0  /z 0  /z 0  
-1  -1  -1  -1  1  1  1  1  
• Step (b): 
The mean of this 112 population (represented by ^n2) is given by 
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Hn2 = l/16[vn2.i+2(vn2.2)+vn2j+2(vn2.4)+4(vn2j)+2(vn2.6)+vn2.7+2(vn2.8)+vn2.9]'b 
= l'Fn2b = (l,-.5,0,-.5,0,.25,0,0,0)b= ^1-^5, -^e2+:L0e, 
where 1 is a j x 1 vector with all elements equal 1, and F is as defmed in [31]. 
• Step (c): 
The genotypic values corrected to the mean would be given by subtracting ^n2 from 
each row of the matrix 112 [C.l]. The resulting matrix is 
0 1 X 1 -X 0 0 1 
0 >< 1 0 0 
-X 0 -X 0 
0 >< 1 "^2 -1 -X 0 -1 -1 
0 0 0 X 1 -X -X 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 
-X -1 X X 0 0 
0 
->< -1 >< 1 
-X -1 0 -1 
0 -I 0 0 X 0 X 0 
p 
->< -1 ->< -1 X 1 1 1. 
• Step (d): 
Using expression [5] the total genetic variance among n2 family means can be 
calculated as 
Vn2 = b'(n2*)' F (n2*)b 
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0 0 0 0 0 0 0 0 0 
0 X X 0 0 "XE 0 ~X 0 
0 X X 0 0 -X 0 -X 0 
0 0 0 X X "XE ~X 0 0 
0 0 0 X X -X -X 0 0 
0 
-X "XE -X X: X2 XE 
0 0 0 
~X -X K: XS XB X 
0 
-X 0 0 Yn XE XFI X 
0 0 0 0 0 XS X X X. 
The partition of this total genetic variance can be found by using the second part of 
the algorithm introduced in this dissertation: 
• Step e; 
Consider the following in Table CI. 
Table Cl. Table of interaction (representing the vectors of coefficients for 
the basic vector b) for 112 family means. Means are provided for 
the A-locus. 
BB Bb bb mean A-locus 
AA Vn2.i Vn2.2 Vn2.3 Vn2.i + 2( vn2.2) + Vn2.3] 
Aa Vn2.4 Vn2.5 Vn2.6 V*[ vn2-4 + 2( Vn2.5) + vn2.6] 
aa Vn2.7 Vn2.8 Vn2.9 Va{ vn2-7 + 2( Vn2.8) + Vn2.9] 
mean B-locus' 
' Means for the B-locus can be obtained in a similar manner. 
It is important to recall that for any Fla family j Q = 1 to 9) the corresponding 
genotypic value is obtained by performing the following vector operation: 
genotypic value j = = (vnij)' b, 
where b is defined in [2], and vnij, for j = 1 to 9, are shown in matrix 112 given before 
([C.l]). 
• Step f: 
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The midparent value for A-locus (MPA) is obtained by making: 
MPa = '^{V4[vn2.i + 2(vn2.2) + Vn2.3] + '-^[^0X7+ 2(vn2.8) + vn2,9]}'b 
= (l,-.5,0,-.5,0,.25,0,0,0)b, that is, 
MPA=^-ie,-i0,+i0e. 
• Step g: 
For the A-locus we have that the difference between the homozygous AA family 
mean and the midparent is 
(Y2. - MPA) = {VN2.I + 2( VN2.2) + VNISL'B - MPA } 
= (0,.5,I,0,0,-.25,0,-.5,0)b = ^(0, -(-26, -400-50) = ©niA- [C.4] 
The difference between the homozygous aa family mean and the midparent is 
(Jo. - MPA) = {V4[ VN2.7 + 2( vnis) + VNIGJ'B - MPA} 
= - (0,.5,l,0,0,-.25,0,-.5,0)b = - 1(0, +25, -400-50) = - 0n2.A-
Also, half the difference between the heterozygous Aa family mean and the 
midparent is 
(Ki. - MPA)/2 = {•4[ Vn2.4+ 2( vnis) + vmel'b - MPA}/2 
= (0,0,0,0,0,0,0,0,0)b = AniA- [C.5] 
Where the subscript A at the three measures is being included only to inform that 
these results correspond to locus A. 
From the definitions in [18] and [19] we are able to identify, on expressions [C.4] and 
[C.5],ke = '/2 andks = 0. 
Similar calculations can be performed for the B-locus giving the following results: 
MPB = (l,-.5,0,-.5,0,.25,0,0,0)b = ^-40, -40. +I00; 
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y.-MPB = (0,0,0,.5,l,-.25,-.5,0,0)b = ^(0, +25, -400-68) =©n2.B: 
Y.o - MPB = - (0,0,0,.5,l,-.25,-.5.0,0)b = 4(02+263 -^00-05) = - ©HIB; and 
(Y, - MPB)/2 = (0,0,0,0,0,0,0,0,0)b = An2.B. 
• Step h: 
Using results [C.4], [C.5] and expression [9] after replacing 0 by ©n: and A by Ani, 
for locus A, we have: 
If it is necessary to make reference to an F2 population we must rewrite for each locus 
the corresponding expression showing in brackets, in [C.6] and [C.7], in such a way that the 
term 0j (j = 1,2) will have coefficient 1. Consequently, we end up with an expression for the 
additive variance for locus A, for instance, as 
In order to obtain the epistatic variance components we first remove, from the total 
genetic variance, the portion referring to additive and dominance variances, and then remove 
the epistatic components one by one from the remaining variability. We will use the notation 
where the coefficients of the effects appear in a matrix format, that is, using the quadratic 
form notation as in [46]. 
;4l(ni) ~ 2 
ouni)  
Similarly, for locus B we have: 
^ D 2 ( S \ )  
*^A2(SI) = =i[i(02+282-^00-06)]', and 
~ ^51.8 ~ 
[C.7] 
<^L(ni) =-4[2"(6| +26, -4-00 - 60)'] = *:e ['/2(0f + other terms)]. 
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Working with locus A, another way to write the corresponding additive and 
dominance variance components is from the vector notation in expressions [C.4] and [C.5], 
respectively. Using these vectors we see that the additive variance is given by 
o;, = '/2 (K:. - MPA)- = '/2 {b'(0,.5,l,0,0,-.25,0,-.5,0)' (0,.5,l,0,0,-.25,0,-.5,0)b} 
0 0 0 0 0 0 0 0 0 
0 X X 0 0 ~ XFI 0 -X 0 
0 X X 0 0 -X 0 -X 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 "XS -X 0 0 X2 0 XE 0 
0 0 0 0 0 0 0 0 0 
0 
-X -X 0 0 Xe 0 X 0 
0 0 0 0 0 0 0 0 0 
and the dominance variance is given by 
= ['/2 (Y,. - MPA)]- = b'(0,0,0,0,0,0,0,0,0)'(0,0,0,0,0,0,0,0,0)b 
= b'D,..n2b = 0, [C.9] 
and Di,n2 is a null matrix of order 9x9. 
Similarly, for locus B, the additive and dominance variances are given, respectively, 
by 
o;, = '/4 (¥.2 - MPb)- = '/2 {b'(0,0,0,.5,l,-.25,-.5,0,0)' (0,0,0,.5,l,-.25,-.5,0,0)b) 
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= b' 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 X x "Xe -X 0 0 
0 0 0 X X ~X -X 0 0 
0 0 0 
-X6 -X X: Xi 0 0 
0 0 0 
-X Xe X 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
b = b' Aini b, and [C.IO] 
= ['/2 (I'.I - MPB)]" = b'(0,0,0,0,0,0,0,0)'(0,0,0,0,0,0,0,0,0)b 
[C.11] = b' D2,n2 b = 0, 
and Di.n: is a null matrix of order 9x9. 
Therefore, we can combine expressions [C.3], [C.8], [C.9], [C.IO], and [C.ll] to find 
the remaining variance, that will contain only epistatic terms. This remaining variance, say 
R, will be given by 
R = b'{[(n2*)' F (02*)] ~ Ai.n2 ~ D2.n2 ~ A2.n2 ~ D2.n2}b 
=b' 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 Xt X2 X2 Xs 
0 0 0 0 0 X2 Xi Xe X 
0 0 0 0 0 X2 Xe Xe X 
0 0 0 0 0 Xe X X X. 
[C.12] 
In order to find the epistatic components of variance, we start with the additive x 
additive componen. Recall that with reference to an Fi population, =7(66)^ =(4-00)^. 
I l l  
Therefore, we attempt to write the additive x additive epistatic component of variance in 
vector notation in such a way that after removing this component from the remainder matrix 
R [C.12] we would produce another matrix similar to matrix R, say R|, but with rows and 
columns where the 00 effects appear (6"* column and 6''' row of matrix R; see [3]) replaced 
by zeros. In order to make reference to an F2 population, the vector must be written in such a 
way that at the position referring to effect (00) we should have the coefficient 'A. Under the 
above considerations we can make the following expression to represent the additive x 
additive component of variance: 
oL(,n2, =-iVb'(0,0,0,0,0,f l,l,2)'(0,0,0,0,0,f l,l,2)b. 
Therefore, 
' A A ( n  =b' 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 X. K2 X2 XS 
0 0 0 0 0 K2 Xi XS X 
0 0 0 0 0 X2 XS Xi X 
0 0 0 0 0 XE X X X. 
b = b'(AAi m) b. [C.13] 
For the case of single F2-derived populations (like on this FIi population), this result 
could also be obtained by mimicking the corresponding equation of this component for the 
Fi population: 
^/t4(n2) ~'4(®n2.A®nifl) » 
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where ©ni^ ®nifl correspond to special expressions containing only the coefficients 
and definitions for the main effects at the epistatic terms positions, and with zeros elsewhere. 
For instance, 
0;,^ = (0,0,0,0,0,.5,l,0,0)b* = ^(e, +25,), and 
©niB = (0,0,0,0,0,0,0,.5,l)b* = ^(0, + 25,), 
where b* is defined accordingly, or else, b* = (O,O,O,O,O,0|,5i,02,52). When making the 
product of those two special expressions, the subscript must be dropped, but the positions 
maintained. Again, to make reference to an F2 population we must rewrite the resulting 
expression in parenthesis in such way that the term 00 will have coefficient Vi, so that, after 
the square takes effect we end up with [Vi (00)" + other terms]. 
Removing this component from R ([C.12]) we end up with a null matrix, indicating 
that the partition is over. There is no other epistatic terms remaining. 
Therefore, the partition of the total genetic variance for 02 population is 
~ ^AUn2) '^^A2(n2) '^^AA<n2) • [C. 14] 
Relative to the F2 reference population we have 
^A4(f2) • [C.15] 
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APPENDKD 
DERIVATION OF THE TOTAL GENETIC VARIANCE AND ITS 
COMPONENTS OF VARIANCE FOR THE POPULATIONS HS AND <Di 
Because both populations HS and 4>i have the same structure as shown in Tables 6 
and 12, respectively, these populations will have the same results for the total genetic 
variance and its components, and will be presented together. On the derivation that will 
follow, it will be made reference to population only. But in any expression the symbol 
"4>r' can be replaced by "HS" if we decide to refer to the HS population. Following the 
algorithm described on this dissertation for the derivation of the total genetic variance we 
have: 
• Step (a) 
Each progeny on the Oi population will be represented by a vector von j (j = 1 to 9) 
that will correspond to a linear combination of those vectors Vj associated with the expected 
genotypes of that <l>i progeny. This linear combination can be obtained from Table 12. 
Considering all the expected 4>i family means, the following matrix of coefficients 
for the terms on the basic vector can be defined: 
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/ 2  0 0 X 0 0 0 
X 0 0 0 0 0 0 0 
/ 2  0 0 -X 0 0 0 
0 0 / 2  0 0 0 0 0 
0 0 0 0 0 0 0 0 
0 0 
-/2 0 0 0 0 0 
>< 0 / 2  0 -X 0 0 0 
K 0 0 0 0 0 0 0 
X 0 -X 0 0 0 0 
• Step (b): 
The mean of this <I>i population (represented by ^4|>|) is given by 
|I<D 1 = 1/16[V(J> 1. i+2( Vit> 1.2)+ViK 1.3+2( Vol .4)+4( V<D 1.5)+2( Vijj i .6)+V<j> i .7+2( Vm i .8)+V<i) 1 9]'b 
= r F<D,b 
= (1,0,0,0,0,0,0,0,0) b = 
where 1 is a J x 1 vector with all elements equal 1, and F is as defmed in [31]. 
• Step (c): 
The genotypic values corrected to the mean would be given by subtracting from 
each row of the matrix <l>i [D. 1]. The resulting matrix is 
0 / 2  0 >< 0 X 0 0 0" 
0 / 2  0 0 0 0 0 0 0 
0 X 0 -X 0 -X 0 0 0 
0 0 0 >< 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
0 
-/2 0 / 2  0 -X 0 0 0 
0 
-/2 0 0 0 0 0 0 0 
0 
-/2 0 -X 0 X 0 0 0. 
• Step (d): 
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Using expression [5] the total genetic variance among 4>i family means can be 
calculated as 
Vo, =b'(<l>, *)' F (4», *)b 
0 0 0 0 0 0 0 0 0 
0 X 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 K 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 X. 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
The partition of this total genetic variance can be found by using the second part of 
the algorithm introduced in this dissertation; 
• Step e: 
Consider the following in Table Dl. 
Table Dl. Table of interaction (representing the vectors of coefficients for 
the basic vector b) for Oi family means. Means are provided for 
the A-locus. 
BB Bb bb mean A-locus 
AA Voi.2 Vol.3 y*[ Vol.I + 2( V01.2) + V01.3] 
Aa V(t>1.4 VOIJ Vol.6 14[ Vol.4+ 2( V01.5) + Voi.fi] 
aa Vol.7 Voi.S Voi.9 '/4[ V01.7 + 2( voi.g) + v«j)i.9] 
mean B-locus" 
" Means for the B-locus can be obtained in a similar manner. 
It is important to recall that for any <I>| family j 0 = ^ 9) the corresponding 
genotypic value is obtained by performing the following vector operation; 
genotypic value j = Joi.j = (v<t>i.j)' b. 
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where b is defined in [2], and for j = 1 to 9, are shown in matrix <I>| given before 
([D.I]). 
• Step f; 
The midparent value for A-locus (MPA) is obtained by making: 
MPA = + 2(VIDI.2) + V01.3] + V4[V(T)I.7+ 2(VOI.8) + VOI.GD'B 
= (l,0,0,0,0,0,0,0,0)b= 
• Step g: 
For the A-locus we have that the difference between the homozygous AA family 
mean and the midparent is 
(1^2. - MPA) = {'•^[ VIPI.I + 2( VIDI.I) + V(TII.3]'B-MPA} 
= (0,.5,0,0,0,0,0,0,0)b = 40, = 04.1.A. [D.4] 
The difference between the homozygous aa family mean and the midparent is 
(Jo. - MPA) = {V<pi.7 + 2( V<pi,8) + V(i>I.9]'b - MPA} 
= - (0,.5,0,0,0,0,0,0,0)b = - 10, = - 0C, A. 
Also, half the difference between the heterozygous Aa family mean and the 
midparent is 
(KI. - MPA)/2 = {V4[ v«t>I.4 + 2( Vii>I.5) + V(j>i.6]'b - MPA)/2 
= (0,0,0,0,0,0,0,0,0)b = AOIA- [D.5] 
Where the subscript A at the three measures is being included only to inform that 
these results correspond to locus A. 
From the definitions in [18] and [19] we are able to identify, on expressions [D.4] and 
[D.5], ke = '/i and kg = 0. 
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Similar calculations can be performed for the B-locus giving the following results: 
MPB = (1,0,0,0,0,0,0,0,0)b = ; 
Y.2 - MPB = (0,0,0,.5,0,0,0,0,0)b = |0, = ©CI.S; 
Y,O - MPs = - (0,0,0,.5,0,0,0,0,0)b = - TO. = • ©OI B: and 
(Y, -MPB)/2 = (0,0,0,0,0,0,0,0,0)b = A4.1.B. 
• Step h: 
Using results [D.4], [D.5], and expression [9] after replacing 0 by ©01 and A by 
for locus A, we have: 
^/4i(®i) ~T®<t>i.A ~ ' and 
^DKOl) ~ ^<M.A ~ 
[D.6] 
Similarly, for locus B we have: 
®y42(<i)i) ' and 
2 _ 2 _ 
*^D2«M) ~ ^®1.B ~ 
If it is necessary to make reference to an Fi population we must rewrite for each locus 
the corresponding expression showing in brackets, in [D.6] and [D.7], in such a way that the 
term 6j (j = 2) will have coefficient 1. Consequently, we end up with an expression for the 
additive variance for locus A, for instance, as 
)^] = ^9 (®r + other terms)]. 
In order to obtain the epistatic variance components we first remove, from the total 
genetic variance, the portion referring to additive and dominance variances, and then remove 
the epistatic components one by one from the remaining variability. We will use the notation 
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where the coefficients of the effects appear in a matrix format, that is, using the quadratic 
form notation as in [46]. 
Working with locus A, another way to write the corresponding additive and 
dominance variance components is from the vector notation in expressions [D.4] and (D.5], 
respectively. Using these vectors we see that the additive variance is given by 
= '/2 (Y2. - MPA)- = '/2 {b'(0,.5,0,0,0,0,0,0,0)' (0,.5,0,0,0,0,0,0,0)b} 
0 0 0 0 0 0 0 0 0 
0 X 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
and the dominance variance is given by 
= ['/2 (KI. - MPA)]- = b'(0,0,0,0,0,0,0,0,0)'(0,0,0,0,0,0,0,0,0)b 
= b'D, ,I,I b = 0, [D.9] 
and Di .<n is a null matrix of order 9x9. 
Similarly, for locus B, the additive and dominance variances given, respectively, by 
oL = - MPB)- = '/2 {b'(0,0,0,.5,0,0,0,0,0)' (0,0,0,.5,0,0,0,0,0)b} 
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= b' 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 X 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
b = b' A2.1t> I b, and [D.IO] 
= [V2 (K, - MPB)]- = b'(0,0,0,0,0,0,0,0)'(0,0,0,0,0,0,0.0,0)b 
[D.ll] = b' Di.oi b = 0, 
and Dxoi is a null matrix of order 9x9. 
Therefore, we can combine expressions [D.3], [D.8], [D.9], [D.IO], and [D.l 1] to find 
the remaining variance, that will contain only epistatic terms. This remaining variance, say 
R. will be given by 
=b' 
F (<I> *)] -A -D I.Ol -A; 
0 0 0 0 0 0 0 0 0" 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
[D.12] 
For the present case it can be easily seen that the remaining variance correspond to 
the additive x additive epistatic component only. Recall that with reference to an F2 
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population, =^(00)* =(T00)'. Therefore, it can be seen that with reference to the F: 
population, 
=-km" =iV(i00)' [D.13] 
For the case of single Fi-derived populations (like on this population), this result 
could also be obtained by mimicking the corresponding equation of this component for the F; 
population: 
.4®<P1.B) ' 
where 0^,^ and 0^, 8 correspond to special vectors containing only the coefficients and 
definitions for the main effects at the epistatic terms positions, and with zeros elsewhere. For 
instance, 
0;,^ = (0,0,0,0,0,.5,0,0,0)b* = -^(0,), and 
0;, e= (0,0,0,0,0,0,0,.5,0)b* = 1(0,), 
where b* is defined accordingly, or else, b* = (0,0,0,0,0,01,51,02,82). When making the 
product of these two special expressions, the subscript must be dropped, but the positions 
maintained. Again, to make reference to an F2 population we must rewrite the resulting 
expression in parenthesis in such way that the term 00 will have coefficient V2, so that, after 
the square takes effect we end up with [V* (00)" + other terms]. 
Therefore, the partition of the total genetic variance for <I>i population is 
Relative to the FT reference population we have, 
^01 ~ T ^ / t I ( f 2 )  •'"•4^ / 4 2 ( ^ 2 )  A A ( F 2 )  •  [D. 15] 
121 
APPENDIX E 
DERIVATION OF THE TOTAL GENETIC VARIANCE AND ITS 
COMPONENTS OF VARIANCE FOR THE MIXED POPULATION Mi 
Following the algorithm described on this dissertation for the derivation of the total 
genetic variance we have: 
• Step (a) 
Each progeny of the Mj population will be represented by a vector VMI.J (j = ^ 9) 
that will correspond to a linear combination (vsi j + vni.j). 
To represent the matrix of coefficients for the terms on the basic vector for this M| 
population results [45] and [B.l] can be used. Therefore, 
' 2  2  - 2  2  _ 2  2  - 2  - 2  2 '  
2  2  - 2  >< 0  >< 0  ->< 0  
2  2  _ 2  - 1  0  - 1  0  1  0  
2  >< 0  2  - 2  >< - X  0  0  
2  >< 0  0  X  0  0  0  
2  >< 0  - 1  0  0  >< 0  0  
2  - 1  0  2  - 2  - 1  1  0  0  
2  - 1  0  0  0  0  >< 0  
2  - 1  0  - 1  0  1  1  1  2  
• Step (b): 
The mean of this Mi population (represented by ^MI) is given by 
|i.Ml = l/16[VMl.l+2(VMl.2)+VMlJ+2(VM1.4)+4(VMl^)+2(VM1.6)+VM1.7+2(VMl.8)+VM1.9]'b 
= 1' F Mib = |isi + |ini = 
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= (2,.5,-.5,.5,-.5,.25,0,0,.25) b = 2^ + 10, -16, +^0, -^0, +i00 + |66. 
where 1 is a j x 1 vector with all elements equal 1, and F is as defined in [31]. 
• Step (c): 
The genotypic values corrected to the mean would be given by subtracting |iMi from 
each row of the matrix Mj [E.l]. The resulting matrix is 
Mi* = 
0 / 2 - / 2 / 2  - / 2  
0  K  - /  0 / 2 / ,  0  
0  / 2  - /  0 
0 0 >< K -K X ->< 
0 0 >< 0 >< 0 0 
0 0 >< -K X -X X 
0 -X X K -X -X 1 
0 -X X 0 >< -X 0 
.0 -X X -X X X 1 
X -2 -2 X 
- X  - X  
1 -X 
0 -X 
0 -X 
0 -X 
0 -X 
X -X 
1 XJ 
[E.2] 
• Step (d): 
Using expression [5] the total genetic variance among Mi family means can be 
calculated as 
VMi=b'(Mi*)'F(M,=')b 
"0 0 0 0 0 0 0 0 0" 
0 % -X 0 0 Xe -X -X 0 
0 
-X X 0 0 -X X X -X 
0 0 0 % -X Xe -X -X 0 
0 0 0 
-X X ~X X X ~x 
0 Xe ~x Xe ~x % -X2 ~%2 Xa 
0 
-X X -X X ~X2 Xe Xe -X 
0 
-X X -X X -X2 Xa Xa -X 
0 0 
-X 0 ~x Xe -X ~x Xe. 
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The partition of this total genetic variance can be found by using the second part of 
the algorithm introduced in this dissertation; 
• Step e: 
Consider the following in Table El. 
Table El. Table of interaction (representing the vectors of coefficients for 
the basic vector b) for Mi family means. Means are provided for 
the A-locus. 
BB Bb bb mean A-locus 
AA VMI.I VMI.2 VMI.3 VMI.I + 2( VMI.2) + VMIJ] 
Aa VMI.4 VMI.5 VMI.6 Va[ VM1-4+ 2( VMI,5) + VMI.6] 
aa VMI.7 VMI.8 VMI.9 v*[ V M I . 7 + 2 (  V MI.8) +VM1.9] 
mean B-locus® 
Means for the B-locus can be obtained in a similar manner. 
It is important to recall that for any M| family j (j = 1 to 9) the corresponding 
genotypic value is obtained by performing the following vector operation: 
genotypic value j = KMi j = (VMI j)' b, 
where b is defined in [2], and VMIJ, for j = 1 to 9, are shown in matrix Mi given before 
([E.1]). 
• Step f: 
The midparent value for A-locus (MPA) is obtained by making; 
MPA = Vi[VAym.\ + 2(vmi.2) + VMIJ] + '/4[VMI.7 + 2(VMI.8) + VMi.9]}'b 
= (2,.5,-l,.5,-.5,.25,0,0,.5)b, that is, 
MPA= 2^+^0,-8,+^0,-^5,+100+^58. 
• Step g: 
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For the A-locus we have that the difference between the homozygous AA family 
mean and the midparent is 
{Y2. - MPA) = {'/I[ VMI.I + 2( VM1.2) + VMUL'b - MPA} 
= (0,1.5,-l,0,0,.25,-.5,-.5,0)b=|(e, -J5, +106-105-J50)= ©MI.A- [E.4] 
The difference between the homozygous aa family mean and the midparent is 
(Jo. - MPA) = {V4[ VMI.7 + 2( VMI.S) + VMI.gJ'B-MPA} 
= - (0,1.5,-l,0,0,.25,-.5,-.5,0)b= - |(0, -^8, +100-^08-J50) = - ©MI.A-
Also, half the difference between the heterozygous Aa family mean and the 
midparent is 
(K,. - MPA)/2 = m VM1.4 + 2( VM,.5) + VMi.6]'b - MPA}/2 
= (0,0,-5,0,0,0,0,0,-.25)b = 1(8, -^88) = AMI.A- [E.5] 
Where the subscript A at the three measures is being included only to inform that 
these results correspond to locus A. 
From the definitions in [18] and [19] we are able to identify, on expressions [E.4] and 
[E.5], ke = 3/2 and ks = 1/2. 
Similar calculations can be performed for the B-locus giving the following results: 
MPB = (2,.5,-.5,.5,-l,.25,0,0,.5)b = 2^ + {6, -48, -8, + J00+I88; 
1^.2-MPB = (0,0,0.1.5,-l,.25,-.5,-.5,0)b= 1(0,-F 8,+100-108-180) =0MI.B: 
Y.q - MPB = - (0,0,0,1.5,-l,.25,-.5,-.5,0)b = |(0, - J8, +100-108-180) = - ©MI.B; and 
(K, - MPB)/2 = (0,0,0,0,.5,0,0,0,-.25)b = 1(8, -I88) = AMI.B-
• Step h: 
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Using results [E.4], [E.5] and expression [9] after replacing 0 by ©MI and A by AMI, 
for locus A, we have: 
=i0i,.A =i[i(e, -l«, +iee-ie5-i8a)p, and 
=[+(8,-468)]=. 
Similarly, for locus B we have: 
"L.,, =i0ii. =i[i(e,-i8,+iee-ie8-i8e)]=.and 
<'k«„='iWB=li(8=-+8»)P-
If it is necessary to make reference to an Fo population we must rewrite for each locus 
the corresponding expression showing in brackets, in [E.6] and [E.7], in such a way that the 
terms 0j and 6j (j = 1, 2) will have coefficient 1. Consequently, we end up with an expression 
for the additive and dominance variances for locus A, for instance, as 
=7[t(0i- t ^ i ^ 5 0 ) - ]  =  A : 9 - [ ' / 2 ( e , -  +  o t h e r  t e r m s ) ] ,  a n d  
<^oi(Afi) = 4(^1 -t55)* =^6 (6,-+other terms). 
In order to obtain the epistatic variance components we first remove, from the total 
genetic variance, the portion referring to additive and dominance variances, and then remove 
the epistatic components one by one ftom the remaining variability. We will use the notation 
where the coefficients of the effects appear in a matrix format, that is, using the quadratic 
form notation as in [46]. 
Working with locus A, another way to write the corresponding additive and 
dominance variance components is from the vector notation in expressions [E.4] and [E.5], 
respectively. Using these vectors we see that the additive variance given by 
(t;, = '/2 (Ki - MPA)- = '/2 {b'(0,1.5,-l,0,0,.25,-.5,-.5,0)' (0,1.5,-l,0,0,.25,-.5,-.5,0)b} 
126 
= b' 
0 0 0 0 0 0 0 0 0 
0 % -X 0 0 X6 ~ x  -X 0 
0 
- K  >< 0 0 -X X X 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 XE -X 0 0 X: • "XE • -Xe 0 
0 
-X X 0 0 "XE X X 0 
0 
~ x  X 0 0 "XE X X 0 
0 0 0 0 0 0 0 0 0 
b = b'A l.Ml [E.8] 
and the dominance variance given by 
Go, = (I'l. - MPa)]- = b'(0,0,.5,0,0,0,0,0,-.25)'(0,0,.5,0,0,0,0,0,-.25)b 
= b' 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 X 0 0 0 0 0 -X 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 
~ x  0 0 0 0 0 XE. 
b = b'D l.Ml [E.9] 
Similarly, for locus B, the additive and dominance variances are given, respectively. 
by 
(^.2-MPB)- = '/2 {b'(0,0,0,1.5,-l,.25,-.5,-.5,0)' (0,0,0,1.5,-l,.25,-.5,-.5,0)b} 
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= b' 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 % -X X. -X -X 0 
0 0 0 
-K X. -X X X 0 
0 0 0 Xe X: "XE "XE 0 
0 0 0 
-X X "XE X X 0 
0 0 0 
-X X "XE X X 0 
0 0 0 0 0 0 0 0 0 
b = b' A2.M1 b, and [E.IO] 
OH2 = ['/2 (K.I - MPB)]- = b'(0,0,0,0,-5,0,0,0,-.25)'(0,0,0,0,.5,0,0,0,-.25)b 
= b' 
0 0 0 0 0 0 0 0 0" 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 X  0 0 0 - X  
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 
~ x  0 0 0 XE. 
b = b' D2MI b [E .11]  
Therefore, we can combine expressions [E.3], [E.8], [E.9], [E.IO], and [E.il] to find 
the remaining variance, that will contain only epistatic terms. This remaining variance, say 
R, will be given by 
R  =  l > ' { [ ( M i * ) ' F  ( M l * ) ]  -  A 1 . M 1  - D 1 . M 1  -  A 2 . M 1  - D 2 . M i } b  
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0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 % -M2 -K2 X6 
0 0 0 0 0 "K: Xe XA "X 
0 0 0 0 0 
-K: Xi XE -X 
0 0 0 0 0 XE -Xs ~ x  XE. 
In order to find the epistatic components of variance, we start with the additive x 
additive component. Recall that with reference to an Fi population, CT^ =-J^(00)- = (106)". 
Therefore, we attempt to write the additive x additive epistatic component of variance in 
vector notation in such a way that after removing this component from the remainder matrix 
R [E.12] we would produce another matrix similar to matrix R, say R|, but with rows and 
columns where the 00 effects appear (6'^ column and 6"* row of matrix R; see [3]) replaced 
by zeros. In order to make reference to an F2 population, the vector must be written in such a 
way that at the position referring to effect (00) we should have the coefficient '/2. Under the 
above considerations we can make the following expression to represent the additive x 
additive component of variance; 
=f b'(0,0,0,0,0,i,-f-f |K0,0,0.0,0.i,-f-f |)b. 
Therefore, 
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'  A A { M \  )=»>' 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 % -K2 -X2 % 
0 0 0 0 0 
-K2 XE XB ~ x  
0 0 0 0 0 
-K2 XE X6 -X 
0 0 0 0 0 X6 -X -X X. 
b = b '(AAMi)b. [E.13] 
Removing this component from R ([E.12]) we will have the following matrix: 
R i  =  
"0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 X 0 0 
0 0 0 0 0 0 0 X 0 
0 0 0 0 0 0 0 0 
Because all coefficients for terms off principal diagonal are zero, it can be easily seen 
from Ri that 
~ ; and 
^DEKML) • 
Therefore, the partition of the total genetic variance for Mi population is 
^ g  ~  ^ A U M \ )  " ^ ^ D U M D  " ^ ® A 2 ( M 1 )  " ' " ^ D 2 ( A f I )  A D { M \ )  " ^ ^ D A I M S )  " ' " ^ D O ( W I )  •  [E.14] 
Relative to the FT reference population we have. 
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^•(Af3, +iai, +^01, +^ai^ +-^<^00 
= 7<^l +ioi +f ai, 
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APPENDIX F 
DERIVATION OF THE TOTAL GENETIC VARIANCE AND ITS 
COMPONENTS OF VARIANCE FOR THE MIXED POPULATION Mj 
Following the algorithm described on this dissertation for the derivation of the total 
genetic variance we have: 
• Step (a) 
Each family of the M2 population will be represented by a vector VM^J (j = 1 to 9) that 
will correspond to a linear combination (vsi j + Vn2.j)-
To represent the matrix of coefficients for the terms on the basic vector for this M: 
population results [45] and [C.l] can be used. Therefore, 
' 2  1 0 1 0 1 -1 -1 2' 
2  1 0 
->< 0 0 0 0 
2  1 0 -2 - 2  -1 -1 0 0 
2 
- / 2  0 1 0 0 ->< 0 0 
2 
->< 0 
-X 0 X 0 0 0 
2 
- / l  0 -2 - 2  >< >< 0 0 
2 - 2  -2 1 0 -1 0 -1 0 
2 - 2  -2 
->< 0 /K 0 >< 0 
2 - 2  -2 -2 -2 2 2 2 2 
• Step (b): 
The mean of this M2 population (represented by Hm2) is given by 
|AM2 = l/16[VM2.1+2(VMi2)+VM2.3+2(VM2.4)+4(VM2j)+2(VM2.6)+VM2.7+2(VM2.8)+VM2.9]'b 
= 1' F lVf2b = |isi + M'n2 — 
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= (2,-.5,-.5,-.5,-.5,.25,0,0,.25) b = 2^-40, -^5, -^0, +^00 +j58. 
where 1 is a j x 1 vector with all elements equal 1, and F is as defined in [31]. 
• Step (c); 
The genotypic values corrected to the mean would be given by subtracting HM: from 
each row of the matrix MT [F.l]. The resulting matrix is 
0  K  > < > < > <  X  - 1  - 1  
0 M X. 0 /_ -X 0 -X 
0 K >< -K -K -K -1 0 -X 
0  0  / . } <  X  - X  0  - X  
M2*= 0 ox. ox 0 0  0 -X 
0 0 X -X. -/i X 0 -X 
0 -X -X X. X -X 0 - 1  -X 
0 -X -X.  0  X X 0 X -X 
Lo -K -X -Vi  -Vz X 2 2 X.  
[F.2] 
• Step (d): 
Using expression [5] the total genetic variance among MT family means can be 
calculated as 
Vm2 = b'(M2*)' F (M2*)b 
0 0 0  0  0 0  0 0  0" 
0 % X  0  0 "Xe ~ X  - X  0 
0 X X  0 0 - X  - X  ~ x  -X 
0 0 0  % X -Xa -X -X 0 
0 0 0  X  X - X  - X  - X  ~ X  
0 
-X6 - X  -Xe ~x % % 2  Yn Xe 
0 ~x - X  -X - X  Xi Xe Xe X 
0 
- X  - X  - X  - X  Xi X6 X6 X 
0 0  ~x 0 - X  Xe X  X Xe. 
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The partition of this total genetic variance can be found by using the second part of 
the algorithm introduced in this dissertation: 
• Step e: 
Consider the following in Table Fl. 
Table Fl. Table of interaction (representing the vectors of coefficients for the 
basic vector b) for Mi family means. Means are provided for the 
A-locus. 
BB Bb bb mean A-locus 
AA VM2.1 VM2.2 VM2.3 y*[ VM2.1 + 2( VM2.2) + VM1.3] 
Aa VM2.4 VM2.5 VM2.6 y*[ VM2-4 + 2( VM2.5) + VM2.6] 
aa VM2.7 VM2.8 VM2.9 VM2-7 + 2( VM2.8) + VM2.9] 
mean B-locus" 
" Means for the B-locus can be obtained in a similar manner. 
It is important to recall that for any Mi family j 0 = ^ to 9) the corresponding 
genotypic value is obtained by performing the following vector operation: 
genotypic value j = KMa.j = (VM2.j)' b, 
where b is defined in [2], and VMIJ, for j = 1 to 9, are shown in matrix Mi given before 
([F.l]). 
• Step f: 
The midparent value for A-locus (MPA) is obtained by making: 
MPA = '/^{V4[VM2.1 + 2(VMII) + VM2J] + '^[VM2.7 + 2(VM2.8) + VMigD'b 
= (2,-.5,-l,-5,-.5,.25,0,0,.5)b, that is, 
MPA = 2n-^e, -6, -^e, -^6, +100+^56. 
• Step g: 
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For the A-locus we have that the difference between the homozygous AA family 
mean and the midparent is 
(Y2. — MPa) = {'•^ [ VM2.I + 2( VM2.2) + VMial'b - MPa} 
= (O,1.5,l,O,O,-.25,-.5,-.5,O)b=|(0, 6, -|00-^ 05-j5e)= 0m:.a. [F.4] 
The difference between the homozygous aa family mean and the midparent is 
(Jo. - MPa) = {V4[ vm2.7+ 2( Vm2.8) + Vwigl'b - MPa} 
= - (0,1.5,l,0,0,-.25,-.5,-.5,0)b= - 1(0, +^6, - j00-j05-j50) = - ©MIA-
Also, half the difference between the heterozygous Aa family mean and the 
midparent is 
(yi, - MPa)/2 = {V4[ VM2.4+ 2( VM2.5) + VM2.6]'b - MPA}/2 
= (0,0,.5,0,0,0,0.0,-.25)b = ^(5, -|65) = Am2.a. [F.5] 
Where the subscript A at the three measures is being included only to inform that 
these results correspond to locus A. 
From the definitions in [18] and [19] we are able to identify, on expressions [F.4] and 
[F.5], ke = 3/2 and ks = 1/2. 
Similar calculations can be performed for the B-locus giving the following results: 
MPB = (2,-.5,-.5,-.5,-l,.25,0,0,.5)b = 2n-^0, -46, -^0, -5, +|00 + ^ 66; 
K2-MPB = (0,0,0,1.5,l,-.25,-.5,-.5,0)b= -i00-i06-^60) = 0m2.b; 
Y.o - MPs = - (0,0,0,1.5,l,-.25,-.5,-.5,0)b = 1(0, + ^ 8 ,  -^00-^08-^50) = - 0M2.B; and 
( K ,  -  M P B)/2 = (0,0,0,0,.5,0,0,0,-.25)b = ^(8, -^88) = Am2.b-
• Step h: 
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Using results [F.4], [F.5] and expression [9] after replacing © by 0m2 and A by Am2. 
for locus A, we have: 
=i®k, =i[i(9, +tS, -iee-ies-iseff.and 
[r.o] 
Similarly, for locus B we have: 
oL.v;, =+ei„ =i[-i(e,+48,-iee-ies-iaef.and 
[r.7] 
<jl,«„=a=„„=[i(s,-i88f. 
If it is necessary to make reference to an F: population we must rewrite for each locus 
the corresponding expression showing in brackets, in [F.6] and [F.7], in such way that the 
terms 0j and 5j (j = 1.2) will have coefficient 1. Consequently, we end up with an expression 
for the additive and dominance variances for locus A, for instance, as 
^\uM2) •'"1^1 ~ 6 ~ ^9 + Other terms)], and 
<^Di(M2) =4 (Si -tSS)- + Other terms). 
In order to obtain the epistatic variance components we first remove, from the total 
genetic variance, the portion referring to additive and dominance variances, and then remove 
the epistatic components one by one fi:om the remaining variability. We will use the notation 
where the coefficients of the effects appear in a matrix format, that is, using the quadratic 
form notation as in [46]. 
Working with locus A, another way to write the corresponding additive and 
dominance variance components is from the vector notation in expressions [F.4] and [F.S], 
respectively. Using these vectors we see that the additive variance given by 
G'm = '/2 (yi. - MPa)- = '/2 {b'(0,1.5,1,0,0,-.25,-.5,-.5,0)' (0,1.5,l,0,0,-.25,-.5,-.5,0)b} 
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= b' 
0 0 0 0 0 0 0 0 0 
0 % K 0 0 "Xs -X -X 0 
0 K /2 0 0 -X -X -X 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 "Xs -X 0 0 X: Xe Xa 0 
0 
-X -X 0 0 Xe X X 0 
0 
-X -X 0 0 Xe X X 0 
0 0 0 0 0 0 0 0 0 
b = b'A 1.M2 [F.8] 
and the dominance variance given by 
= ['/2 (KI. - MPA)]- = b'(0,0,.5,0,0,0,0,0,-.25)'(0,0..5,0,0,0,0,0,-.25)b 
= b' 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 X  0 0 0 0 0 - X  
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 
~ x  0 0 0 0 0 Xe. 
b = b'D I.M2 [F.9] 
Similarly, for locus B, the additive and dominance variances are given, respectively. 
by 
a' = Vi (Y.2 - MPB)" = '/2 {b'(0,0,0,1.5,l,-.25,-.5,-.5,0)' (0,0,0,1.5,l,-.25,-.5,-.5,0)b} 
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= b' 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 % K -X6 -X -X 0 
0 0 0 X K -X -X -X 0 
0 0 0 
-X6 -X X2 Xa Xb 0 
0 0 0 
-H -X Xe X X 0 
0 0 0 
-K -X Xe X X 0 
0 0 0 0 0 0 0 0 0 
b = b' A2.M2 b, and [F. 10] 
= ['/2 (K1 - MPB)]- = b'(0,0,0,0,.5,0,0,0,-.25)'(0,0,0,0,.5,0,0,0,-.25)b 
= b' 
0 0 0 0 0 0 0 0 0" 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 X 0 0 0 ~X 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 
-X 0 0 0 Xe. 
b = b' D2.M2 b [F.ll] 
Therefore, we can combine expressions [F.3], [F.8], [F.9], [F.IO], and [F.ll] to find 
the remaining variance, that will contain only epistatic terms. This remaining variance, say 
R, will be given by 
R - b'{[(M2*)' F (M2*)] - Ai.M2 - D1.M2 - A2.M2 -D2.M2}b 
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0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 % K: X: X6 
0 0 0 0 0 K2 Xe Xb X 
0 0 0 0 0 K2 Xe Xb X 
0 0 0 0 0 Xe X X X6. 
In order to find the epistatic components of variance, we stan with the additive x 
additive component. Recall that with reference to an Ft population, =-j(00)" = (t00)". 
Therefore, we attempt to write the additive x additive epistatic component of variance in 
vector notation in such a way that after removing this component from the remainder matrix 
R [F.12] we would produce another matrix similar to matrix R, say Ri, but with rows and 
columns where the 00 effects appear (6"' column and 6'** row of matrix R; see [3]) replaced 
by zeros. In order to make reference to an Ft population, the vector must be written in such a 
way that at the position referring to effect (00) we should have the coefficient Vz. Under the 
above considerations we can make the following expression to represent the additive x 
additive component of variance: 
a -  = - 2 5 . b ' f O O O O O - L - i - ^ V f O O O O O - i - - L  l i b  
AA{M2)  16 2*5*3'5' 2'5'5'5'* 
Therefore, 
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^2  —k' 
^AAIM2)  
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 % K: K2 Xe 
0 0 0 0 0 K2 Xe X6 X 
0 0 0 0 0 K2 Xe Xe X 
0 0 0 0 0 Xe X X X. 
b = b' (AAm2) b. [F.13] 
Removing this component from R  ([F.12]) we will have the following matrix: 
R i  =  
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 X 0 0 
0 0 0 0 0 0 0 X 0 
p 0 0 0 0 0 0 0 Xe. 
Because all coefficients for terms off principal diagonal are zero, it can be easily seen 
from R i  that 
^ao(af2) ~ 8 ' 
~ 8 
®DD(M2) • 
Therefore, the partition of the total genetic variance for M2 population is 
t 2 2 z 2 2 ^2 
"^^AKMD •*"®d2<af2) "^^AAiMD "^^ADIMD "^®da(m2) "'""d0(a/2)- [F.14] 
Relative to the Fi reference population we have. 
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^K( M 2 )  ~ 4 ^,11 4 ^01 4 ^A2 •*" 4 ^D1 I6 ^AA 4 ^AD 4 ^DA 16 ^DD [f.15] 
= WA +WD +WAD 
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APPENDIX G 
DERIVATION OF THE TOTAL GENETIC VARIANCE AND ITS 
COMPONENTS OF VARIANCE FOR THE MIXED POPULATIONS Mo 
AND Ma 
Because both populations HS and Oi have the same structure as shown in Tables 6 
and 12, respectively, the mixed populations Mo and M3 will also have the same structure. 
Therefore, these mixed populations will have the same results for the total genetic variance 
and its components, and will be presented together. On the derivation that will follow, it will 
be made reference to the mixed population M3 only. But in any expression the symbol "MJ" 
can be replaced by "Mq" if we decide to refer to the Mq population. Following the algorithm 
described on this dissertation for the derivation of the total genetic variance we have: 
• Step (a) 
Each progeny on the M3 population will be represented by a vector vwa j (j = 1 to 9) 
that will correspond to a linear combination (vsi j + vpij). 
To represent the matrix of coefficients for the terms on the basic vector for this M3 
population results [45] and [D.l] can be used. Therefore, 
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ma = si +4>i = 
"2 X  -1 X  -1 X  -1 -1 1 
2 X  -1 0 0 0 0 0 0 
2 X  -I - X  -1 - X  -1 I 1 
2 0 0 X  -1 0 0 0 0 
2 0 0 0 0 0 0 0 0 
2 0 0 
- X  -1 0 0 0 0 
2 
- X  -1 X  -1 - X  1 -1 1 
2 • 
- X  -1 0 0 0 0 0 0 
2 • 
- X  -1 - X  -1 X  1 1 1 
[G.l] 
• Step (b): 
The mean of this M3 population (represented by |1m3) is given by 
|iM3 = l/16[VM3.I+2(VM3.2)+VM3.3+2(VM3.4)+4(VM3^)+2(VM3.6)+VM3.7+2(VM3.8)+VM3.9]'b 
= 1' F Msb = |isi + |J<>i = 
= (2,0,-.5,0,-.5,0.0,0,.25) b = 2^-15, -40, +^55, 
where 1 is a j x 1 vector with all elements equal 1, and F is as defined in [31]. 
• Step (c): 
The genotypic values corrected to the mean would be given by subtracting ^M3 from 
each row of the matrix M3 [G.l]. The resulting matrix is 
m3* = 
x 
k 
k 
0 
0 
0 
->< 
-k 
->< 
->< 
"/k 
'Yi 
/2 
/2 
/z 
•k 
•k 
k 
0 
•k 
0 
• X  
k 
0 
-/2 
/l 
-x 
x 
- X  
/l 
X  - 1  - 1  
0 0 0 
K -1 
0 0 
0 
0 
1 -
0 
1 
0 
0 
0 
x 
% 
- X  
x 
- X  
- X  
- X  
X  
- X  
X .  
[G.2] 
Step (d): 
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Using expression [5] the total genetic variance among M3 family means can be 
calculated as 
vm3 = b'(m3*)'f(m3*)b 
0 0 0 0 0 0 0 0 0  
0 % 0 0 0 0 - X  0 0 
0 0 X  0 0 0 0 0 - X  
0 0 0 % 0 0 0 - X  0 
0 0 0 0 X  0 0 0 ~x 
0 0 0 0 0 25/ /M 0 0 0 
0 
-% 0 0 0 0 X  0 0 
0 0 0 
-X 0 0 0 X  0 
p 0 
- X  0 ~}i 0 0 0 Xs. 
The partition of this total genetic variance can be found by using the second part of 
the algorithm introduced in this dissertation: 
• Step e: 
Consider the following in Table Gl. 
Table Gl. Table of interaction (representing the vectors of coefficients for 
the basic vector b) for M3 family means. Means are provided for 
the A-locus. 
BB Bb bb mean A-locus 
AA VM3.1 VM3.2 VM3.3 VM3.I + 2( VM3.2) + VM3.3] 
Aa VM3.4 VM3.5 VM3.6 VM3.4 + 2( VM3.5) + VM3.6] 
aa VM3.7 VM3.8 VM3.9 Y*[ VM3-7 + 2( VM3.8) + VM3.9] 
mean B-locus'' 
' Means for the B-locus can be obtained in a similar manner. 
It is important to recall that for any M3 family j (j = 1 to 9) the corresponding 
genotypic value is obtained by performing the following vector operation: 
genotypic value j = yM3.j = (VM3.j)' b. 
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where b is defined in [2], and VMSJ, for j = 1 to 9, are shown in matrix M3 given before 
([G.l]). 
• Step f: 
The midparent value for A-locus (MPA) is obtained by making: 
MPa = '/2{ V4[Vm3.I + 2(Vm3.2) + VM3.3] + V4[Vm3.7 + 2(Vm3.8) + VM3.9] }'b 
= (2,0,-l,0,-.5,0,0,0,-5)b, that is, 
MPA= 2^1 -6 ,-^5,+^68. 
• Step g: 
For the A-locus we have that the difference between the homozygous AA family 
mean and the midparent is 
(^2. - MPa) = {V4[ Vm3.i + 2( VM3.2) + vm3.3]'b - MPa} 
= (O,1.5,O,O,O,O,-.5,O,O)b=|(0, -106)= ©M3.A. [G.4] 
The difference between the homozygous aa family mean and the midparent is 
(io. - MPa) = {'/4[ Vm3.7 + 2( Vms.s) + VM3.9]'b - MPa} 
= - (0,1.5,0,0,0,0,-.5,0,0)b= - f (0, -^05) = - ©ms a-
Also, half the difference between the heterozygous Aa family mean and the 
midparent is 
(y,. - MPa)/2 = {v4[ vm3.4 + 2( vm35) + vms-ell) - mpa)/2 
= (0,0,.5,0,0,0,0,0,-.25)b = i(5, -^58) = Am3.a. [0.5] 
Where the subscript A at the three measures is being included only to inform that 
these results correspond to locus A. 
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From the definitions in [18] and [19] we are able to identify, on expressions [G.4] and 
[G.5], ke = 3/2 and ks = 1/2. 
Similar calculations can be performed for the B-locus giving the following results: 
MPB = (2,0,-.5,0,-l,0,0,0,.5)b= 2^-^5, -5, +455; 
Y.2 - MPB = (0,0,0,1.5,0,0.0,-.5,0)b = 4(0, -^60) = 0M3.B; 
Y.o - MPB = - (0,0,0,1.5,0,0,0,-.5,0)b = -4(0, - J50) = - 0M3.B; and 
(Y.i - MPB)/2 = (0,0,0,0,.5,0,0,0,-.25)b = F (5, -455) = 
• Step h: 
Using results [G.4], [G.5] and expression [9] after replacing 0 by 0M3 and A by AM?. 
for locus A, we have: 
~i®5)] , and [G6] 
Similarly, for locus B we have: 
^,42(M3) , and 
^D2(M3) ~ ['2(52 "'2 55)] . 
If it is necessary to make reference to an F2 population we must rewrite for each locus 
the corresponding expression showing in brackets, in [G.6] and [G.7], in such way that the 
terms 0j and 5j (j = 1,2) will have coefficient 1. Consequently, we end up with an expression 
for the additive and dominance variances for locus A, for instance, as 
<^AUM3) =7[2(®i -T05)-] = A:e ['/2(0,- + other terms)], and 
<^DUit3) =4(^1 - jSS)- =A:5-(6f+other terms). 
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In order to obtain the epistatic variance components we first remove, from the total 
genetic variance, the portion referring to additive and dominance variances, and then remove 
the epistatic components one by one from the remaining variability. We will use the notation 
where the coefficients of the effects appear in a matrix format, that is, using the quadratic 
form notation as in [46]. 
Working with locus A, another way to write the corresponding additive and 
dominance variance components is from the vector notation in expressions [G.4] and [G.5], 
respectively. Using these vectors we see that the additive variance given by 
= '/2 (^2. - MPa)- = '/2 {b'(0,1.5,0,0,0,0,-.5,0,0)' (0,1.5,0,0,0,0,-.5,0,0)b} 
"0 0 0 0 0 0 0 0 0 
0 % 0 0 0 0 -X 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 
-X 0 0 0 0 X 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
and the dominance variance given by 
OH = ['/2 (YI. - MPA)]- = b'(0,0,.5,0,0,0,0,0,-.25)'(0,0,.5,0,0,0,0,0,-.25)b 
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= b' 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 X 0 0 0 0 0 -X 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 Xe. 
b = b' Di.m3 b. [G.9] 
Similarly, for locus B, the additive and dominance variances are given, respectively. 
= '/2 (Y,2 - MPb)- = '/2 {b'(0,0,0,1.5,0,0,0,-.5,0)' (0,0,0,1.5,0,0,0,-.5,0)b 
= b' 
"0 0 0 0 0 0 0 0 0" 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 % 0 0 0 -X 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 
-X 0 0 0 X 0 
0 0 0 0 0 0 0 0 0 
b = b' A2.M3 b, and [G.IO] 
O-;, = ['/2 (KI - MPB)]- = b'(0,0,0,0,.5,0,0,0,-.25)'(0,0,0,0,.5,0,0,0,-.25)b 
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= b' 
0 0 0 0 0 0 0 0 0" 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 X 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 
-X 0 0 0 Xe. 
b = b' D 2.M3 [G.ll] 
Therefore, we can combine expressions [G.3], [G.8], [G.9], [G.IO], and [G.l 1] to find 
the remaining variance, that will contain only epistatic terms. This remaining variance, say 
R, will be given by 
R = b'{[(M3*)' F (M3*)] -Ai.M3-Di.M3 - A2.M3 - DiMslb 
= b' 
0 0 0 0 0 0 0 0 0' 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 /w 0 0 0 
0 0 0 0 0 0 X 0 0 
0 0 0 0 0 0 0 X 0 
0 0 0 0 0 0 0 0 Xe. 
[G.12] 
Because all coefficients for terms off principal diagonal are zero, it can be easily seen 
from the results that 
' A D { M 3 )  =i(e6)^=io; ao(f2)» 
^DA(M2) ~ "S ~ 4 ^DA(F2)' 
[G.13] 
^DD(M3) ~ ~ \ 6 ^ D D ( F 2 ) -
Therefore, the partition of the total genetic variance for M3 population is 
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"^®di(m3) "^^a2(m3) "^®d2(af3) "*'^a4(a/3) "^^ADlMi)  "^^DAiM})  [g-14] 
Relative to the Fi reference population we have, 
"*• •4^01 "^ l^AZ •4®^d2 •'"ts^aa "^ l^AD "^t^da "'"ik^dd 
~7^A "^ le^AA "^T^AD "^ le^DD'  
[G.15] 
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APPENDIX H 
DERIVATION OF THE BIAS FOR THE ADDITIVE AND ADDITIVE x 
ADDITIVE COMPONENTS OF GENETIC VARIANCE, FOR THE 
CASE OF TWO LOCI, IN F2-DERIVED POPULATIONS 
For the theoretical case where each genetic component can be estimated individually, 
their expressions can be derived by the process described in this dissertation, and a bias, or 
deviation from the corresponding value of the genetic component for the reference 
population can be obtained by subtraction. Because only additive and additive x additive 
genetic components are of interest for the present study, their expressions will be derived for 
each Fi-derived population considered. 
For instance, it was shown in [60] that the value of the additive genetic variance for 
the S1 population is given by 
al.,=t(0.-t05)'+i(e:-i5e)^ 
= ief -^0,(08)+1(08)- -i0,(50)+i(80) 
= i(0f+0;)-i0,(08)+i(08)--i0,(80)+j(5e), 
and, referring to an Fa population, we verify a bias of the magnitude 
-|e,(e8)+i(08)--^e,(80)+i(80)^ [H.I] 
Recall that in our Fi reference population, 
[H.2] 
Of course, some assumptions about the epistatic terms can be made so that this bias 
will be zero, or will have minimum value, as commented before. 
151 
There is an easier way to find this bias, that works for Si or any other Fi-derived 
population. The bias can be found by the use of quadratic form notation and after subtracting 
the particular component of variance as defined for an F2 reference population from the same 
type of variance component as derived for the Fi-derived population being evaluated. 
To illustrate this process, the bias in the estimation of the additive genetic variance 
using population S| is once more obtained. In a quadratic form notation we have that the bias 
in the estimation of the additive genetic variance (using expressions [35], [52], and [54]) for 
an Ft population is given by 
biaS{A)si = b'[Ai.si + A2.si]b — V2 0"i — ¥2 Q~2 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 
-X 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 
-X 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 
-X 0 0 0 0 X 0 0 
0 0 0 
-X 0 0 0 X 0 
0 0 0 0 0 0 0 0 0 
that in a linear form provides the same result shown before in [H.l]. 
For the case of population ITi we found that the additive portion of the total genetic 
variance was of that for an Fi population ([74]). We can refer to Appendix B, results [B.8] 
and [B.IO], to find this bias. Therefore, in a quadratic form notation we would have the bias 
on the estimation of the additive genetic variance for an F2 population given by 
biaS(A)ni = 4{b'[Ai.ni + A2.n2]b} — '/i 0'i - ¥2 0"2 
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0 0 0 0 0 0 0 0 0 
0 0 -1 0 0 x 0 -x 0 
0 -1 2 0 0 ->< 0 1 0 
0 0 0 0 -1 x -x 0 0 
0 0 0 1 — 1 2 
-k 1 0 0 
0 x ->< x -k x -x -x 0 
0 0 0 
-k 1 -x x 0 0 
0 
-k 1 0 0 -x 0 x 0 
0 0 0 0 0 0 0 0 0 
for the rii population. For the Hi population we use [77], and results [C.8] and [C.IO] from 
appendix C to verify that the bias would be similar to that shown in [H.4], but with change in 
some signs: 
biaS(A)n2 — 4{b'[Ai.n2 + A2.n2]b} — YiQ'i —V2 0"2 
0 0 0 0 0 I D 0 0 0 
0 0 1 0 0 -> i 0 
-x 0 
0 1 2 0 0 -> < 0 -1 0 
0 0 0 0 I -> i -x 0 0 
0 0 0 1 2 -> < -1 0 0 
0 
-x -x -x -x > 1 x x 0 
0 0 0 
-x -1 > 1 x 0 0 
0 
-x -1 0 0 > ^  0 x 0 
0 0 0 0 0 0 0  0 0 
For the case of Mi population, we found that its additive portion of the total genetic 
variance was 9/4 that of an Fi population ([E.15]). Therefore, using results [E.8] and [E.IO] 
we verify that, in a quadratic form notation, the bias on the estimation of the additive genetic 
variance for an Ft population would be given by 
biaS(A)Mi = 4/9{b'[Ai.MI + AiMiJb} - V2 0'i - V2 0"2 
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0 0 0 0 0 0 0 0 0 
0 0 
-X 0 0 X2 ~X -X 0 
0 
-X X 0 0 "Xs X X 0 
0 0 0 0 
-X X2 -X -X 0 
0 0 0 
-X X "Xs X X 0 
0 X2 • "Xs X2 "Xs Xe "Xs "Xs 0 
0 
-X X -X X "Xs X X 0 
0 
-X X -X X "Xs X X 0 
0 0 0 0 0 0 0 0 0 
for the Ml population. For the M2 population we can find the bias using results [F.8] [F.IO], 
and [F.15]: 
biaS(A)M2 = 4/9{b'[A I.M2 + A2.M2]b} -'/2 0^  - '/2 0-2 
"0 0 0 0 0 0 0 0 0 
0 0 X 0 0 -X2 -X -X 0 
0 X X 0 0 "Xs ~X -X 0 
0 0 0 0 X -X2 -X -X 0 
= b' 0 0 0 X X "Xs -X -X 0 
0 <2 "Xs ~ X2 "Xs Xs Xs Xg 0 
0 - /e ~ x  -X -X Xs X X 0 
0 - y. 
-X --X ~ x  Xs X X 0 
0 0 0 0 0 0 0 0 0 
Expressions [H.4] and [H.5] for the bias for populations FIi, 112 (and also [H.6] and 
[H.7] for M| and M2) indicates that these populations should not be used, by themselves, to 
estimate additive genetic variance for the F2 reference population. As suggested by Comstock 
and Robinson (1952) populations 111 and FIi should be combined as •^(I'ni./ +^n2.y)(^or j = 1 
to n, where n is the number of families) to estimate the additive genetic variance. However, 
unless epistasis is excluded, or epistatic terms involving dominance are assumed to be absent 
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or negligible, the additive genetic variance estimated by the procedure of Comstock and 
Robinson (1952) will be biased (Jinks and Perkins, 1970). 
Regarding to the 4>i population, it was shown (results [D.8J and [D.IO]) that this 
population would provide an unbiased estimate of the additive genetic variance in an F2 
reference population. Because of result [80], it is easy to check that 
biaS(A)oi = 4{b'[Ai,<i)i + A2.(i»i]b} — Vi 0"i — '/i 0"2 = 0. [H.8] 
Therefore, providing both loci are not linked and the reference population is in 
linkage equilibrium, the estimate of the additive genetic variance from <l>i population would 
be unbiased even in the presence of epistasis. 
Finally, because there is no bias for the 4>i population, the expression for the bias 
when estimating the additive genetic variance from M3 population is simpler, when 
compared to [H.6] and [H.7]. From results [G.8], [G.IO], and [G.15], in quadratic form 
notation the bias for the M3 population is 
biaS(AIM3 = 4/9{b'[A|.M3 + A2.M3]b} — Vz 0"i - V2 Q'2 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 
-X 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 
-X 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 
-X 0 0 0 0 Xs 0 0 
0 0 0 
-K 0 0 0 Xs 0 
0 0 0 0 0 0 0 0 0 
A similar procedure can be performed to obtain the theoretical bias on the estimation 
of the additive x additive epistatic component of variance from the F^-derived population. 
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when making reference to an F2 population (see expression for (TAA in [35]). We use [57] 
and [D.13] to verify that, in this case, we have: 
bias,AA)si = T(00)* -T(00)" = 0, and 
[H.IO] 
biasfaawi = 16[^(0e)-]-i(0e)= = 0. 
This result also implies that there is no bias from using population M3 to estimate 
additive x additive component of variance for an Ft reference population, under the 
assumptions that were considered in this dissertation. 
For the case of rii and ITT populations we found that the additive x additive portion of 
the total genetic variance was 1/16 of that for an F2 population ([74] and [77]). We can refer 
to Appendix B, result [B.13], to fmd the bias for the Fli popultion. Therefore, in a quadratic 
form notation we would have the bias on the estimation of the additive genetic variance for 
an Ft population from FIi is given by 
bias<AA)ni = 16{b'[AAni]b} - »/4 (00)-
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 
-x -k 1 
0 0 0 0 0 
- K  1 1 -2 
0 0 0 0 0 
-/2 1 1 -2 
0 0 0 0 0 1 -2 -2 4 
For the FIi population we use [C.13] from Appendix C and verify that the bias would 
be comparable to that shown in [H.l 1], but with change in some signs: 
biaS(AA)n2 = 16[b'[AAn2]b} - U (00)-
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= b' 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 >< >< 1 
0 0 0 0 0 /z 1 1 2 
0 0 0 0 0 x 1 1 2 
0 0 0 0 0 1 2 2 4 
[H.12] 
For the case of Mi population, we found that its additive x additive portion of the 
total genetic variance was 25/16 that of an Fi population ([E.15]). Therefore, in a quadratic 
form notation we would have the bias on the estimation of the additive x additive genetic 
variance for an Fi population given by 
biaS(AA)Mi = 16/25{b'[AAMi]b} - % (00)" 
0 
0 
0 
0 
=  b '  0 0 0 0 0  0  0  0  O b  [ H . 1 3 ]  
~Xo 
Xs 
^25 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
0 0 0 0 0 0 
      
0 0 0 0 0 0 
0 0 0 0 0 
~Xo 
0 0 0 0 0 
~Xo 
0 0 0 0 0 X 
0 0 
0 0 
0 0 
0 0 
 0 
Xo X 
J^ s -VTS 
/25 -Vts 
Vis 
for the Ml population. For the Mi population we can find the bias using result [F.13]: 
biaS(aa)m2 — 16/25{b'[aam2 + aam2]b} — Va (00)" —14 (00)" 
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0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 Xo Xo X 
0 0 0 0 0 Xo /25 Xs Xs 
0 0 0 0 0 Xo /25 ><5 
0 0 0 0 0 X /25 Xs 
As expected, results [H.13] and [H.14] are comparable, but with some change in 
signs. 
Expressions [H.ll] and [H.12] for the bias for populations Fli, lla (and also [H.13] 
and [H.14] for M| and M2) indicate that these populations should not be used to directly 
estimate additive x additive genetic variance for the Fi reference population. It also seems 
that only if epistatic terms involving dominance are assumed to be absent, or are negligible, 
the combination of populations Fit, FI:, as suggested by Comstock and Robinson (1952), 
could be used to estimate the additive x additive component for the reference population. 
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